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Abstract
Traditionally, variable selection in the context of linear regression has been approached us-
ing optimization based approaches like the classical Lasso. Such methods provide a sparse
point estimate with respect to regression coefficients but are unable to provide more in-
formation regarding the distribution of regression coefficients like expectation, variance
estimates etc. In the recent years, there has been some progress on the Bayesian for-
mulation for variable selection like for example, the Bayesian Lasso. Motivated by these
developments, in this thesis, we build an omnibus Bayesian framework for grouped-variable
selection in linear regression models. This framework is capable of summarizing the pos-
terior distribution over the regression coefficients with estimates for the moments and
the mode. The inference is carried out using Markov Chain Monte Carlo (MCMC) sam-
pling. The estimate for the mode of the posterior distribution over regression coefficients
is also generated from the same MCMC sampling algorithm with minimal changes using
simulated annealing.
Going beyond simple linear regression, the framework is also extended further to accom-
modate generalized linear models like Poisson and binomial models with minimal changes
to the framework. On the algorithm side, we develop a highly efficient MCMC sampling
algorithm for inference purposes. Apart from the Poisson and binomial models, another
model that has been incorporated into this framework is the Weibull model which is ex-
tensively used for survival analysis. This extension has been combined with an additional
clustering component using a survival mixture-of-experts model. The clustering compo-
nent is particularly useful for performing variable selection (per cluster) simultaneously
with cluster identification using Dirichlet processes which avoids the need for fixing the
number of clusters in advance.
The resulting framework has been applied to several biological applications like iden-
tification of novel compound bio-markers for breast cancer from tissue microarray data
and analyzing splice site data for identifying distinguishing features of true splice sites.
Survival data for breast cancer patients has been used to identify low-risk and high-risk
patients and the significant compound markers of each group.
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If a thing can be done adequately by means of one, it is
superfluous to do it by means of several; for we observe that
nature does not employ two instruments if one suffices.
Thomas Aquinas 1
Introduction
1.1 Data Analysis with Regression Models
In the realm of data analysis, in a large number of application domains, one frequently
encounters applications where one analyzes the relationship between a large number of
measurements and the response that they create. These measurements are generically
referred to as input or predictor variables and the responses as response variables. More
formally, we can represent this relationship based on the probability distribution p(y|f(x))
where x ∈ Rd represents a d-dimensional vector variable, x = (x1, x2, ..., xd) and f is a
function over x which captures the relationship between x and y and the distribution p
models the stochastic nature of this relation. One of the goals of this representation is to
learn the “best” function f using a learning algorithm. The optimality of the function is
judged such that, if for a particular x, a value of y is generated from the inferred function
then it is as “close” as possible to the true value of y, also referred to as the ground truth.
Such an optimal function is learned based on given pairs of n observations (xi, yi)
n
i=1.
Learning such relationships serves the overall purpose of being able to predict responses
accurately for new inputs. Such type of learning is also known as supervised learning. Fig
1.1 illustrates the process of supervised learning.
For example, consider a biological example, where the inputs are expression values for
various proteins measured from various patients who either have a particular disease or
do not. Here the expression values quantify the abundance of proteins produced under a
particular experimental setup. The response in this case is a binary variable which can take
values {0, 1} where 0 indicates that the patients have the particular disease and 1 indicates
that the patients do not have the disease. The goal is then to learn a distribution which
can take the protein expressions as input and accurately predict whether a new patient
will have a disease or not. The problem is graphically described in Figure 1.2.
For analyzing such relationships, linear regression models are one of the most widely
studied and used models in statistics. Due to its simplicity, it has traditionally been a
popular choice for analyzing such relationships between predictor or input variables and a
corresponding output or response variable. Formally, let x represent the augmented vector
{1, x1, x2, ..., xd} for ease of representation and y denote a scalar response. The augmented
value in x simplifies the representation of the constant term. The simplest form of a linear
15
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Learning AlgorithmObservations
Inferred Function
Supervised Learning
Predicted 
ResponseNew input
X,y
Figure 1.1.: A graphical depiction of the supervised learning problem which involves the
learning of a relationship between input and response variables. The observa-
tions are used by a learning algorithm to produce a distribution which is then
used for predicting responses for new inputs.
regression model is then defined as follows:
y = β0 + x1β1 + x2β2 + ....+ xdβd +  = x
tβ + ,
 1.1
where  represents a noise variable which models the error in the observed responses. In
ordinary least squares (OLS), the error is assumed to be normally distributed with mean
zero and fixed variance. Given n observations in the form of the rows in the matrix
X = {xt1, ...,xtn} and y = (y1, y2, ..., yn) the goal of finding the “best” function is now
interpreted as finding the optimal regression coefficients β which minimize the disparity
between predicted and observed responses which is represented in terms of a cost function.
To find the optimal value of the regression coefficients, it is necessary to define a way to
measure the disparity between observed and predicted responses. In the case of OLS, it is
the sum of squared difference between the observed and predicted response. The resulting
optimization problem is then written as:
βˆ = argminβ
n∑
i=1
(yi − xtiβ)2.
 1.2
In chapter 2, we will look at more generalized versions of the OLS model. So far we have
described an optimization based view of data analysis. In section 1.2, we briefly describe
an alternate view of data analysis which is probabilistic in nature.
1.2 Bayesian Inference
In the previous section, we saw how a linear regression problem was formulated as an
optimization problem for finding the optimal value of the regression coefficients. This was
done based on minimizing a cost function which was the sum of squared difference in the
16
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Response Inputs
Disease
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Regression
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Mathematical
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P1 P3
P2
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P4 P6
Figure 1.2.: A graphical depiction of a supervised learning problem in biology which in-
volves characterizing the relationship between protein expression values and
disease outcome. The relationship is defined using a binomial regression
model.
case of OLS. Another view of the same problem is a probabilistic view. We will briefly
explain the various elements of the probabilistic view in the form of Bayesian analysis and
what benefits it offers.
Bayesian analysis starts with a prior belief over the parameters (θ) of a model before
any data is observed which may potentially change this prior belief. This is represented
in the form of a probability distribution p(θ) which encodes prior knowledge regarding
the parameters. The prior distribution is very useful in channelizing data analysis in a
certain direction. The second component of Bayesian analysis is the likelihood function.
The observations, denoted by D, are modeled by the likelihood function, which quantifies
how well the parameters explain the observed data. The goal is to model the effect of the
observations on the prior belief over θ. Such an effect is modeled using Bayes theorem:
p(θ|D) = p(D|θ)p(θ)
p(D)
⇒ ∝ p(D|θ)p(θ),
 1.3
where p(D) is the normalization constant. Using Bayes’ theorem, we obtain p(θ|D), which
is called as the posterior distribution over θ, which is so-called since it models the posterior
belief in θ based on observed data. In the regression problem defined in the previous
section, the parameters are the regression coefficients β. For the case of regression, the
posterior distribution can be written as:
p(β|y, X) ∝ p(y|X,β)p(β).
 1.4
After having defined such a probabilistic interpretation of parameter learning, various
quantities of interest can be learned from such a formulation. As in the optimization view,
the optimal value of β can be found by maximizing the posterior distribution over β.
17
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This optimal value is known as the maximum a posteriori (MAP). This has an equivalent
interpretation in the optimization based view where one seeks an optimal value. But the
Bayesian formulation need not only provide a point estimate in the form of the MAP.
Since the whole posterior distribution is modeled, other estimates can also be potentially
generated like estimating the expectation and the variances of the regression coefficients.
Hence, in summary, a Bayesian formulation is potentially beneficial since it can summarize
the posterior distribution over the regression coefficients using the moments and the mode
of the distribution. Information such as variances are especially useful in quantifying the
uncertainty in estimates for the regression coefficients.
So far we have discussed the formulation of linear regression using both an optimization
based view and a probabilistic view. We started with the intention of defining a relation-
ship between inputs and response with the goal of accurately predicting responses for new
inputs. We now look at a different goal of data analysis with respect to the input-response
relationship.
1.3 Parsimony in Data Analysis
In the previous section we discussed the relationship between inputs and response with the
goal of predicting responses for new inputs. But this need not be the only goal of analyzing
such relationships. An alternate goal is the interpretation of the inferred relationship in
terms of the significance of each input variable in predicting response. This is done with
the intention of selecting a smaller subset of input variables which are considered more
important than the others. Such a problem of identifying significant variables which help
in characterizing the relationship between the inputs and the response is known as feature
selection or variable selection. We shall call such a model a parsimonious or sparse model,
since a sparse set of variables are selected.
The need for a parsimonious model via feature selection is motivated in multiple ways.
The first factor influencing such a need is the possibility of existence of a natural redun-
dancy in the underlying data. This can easily be the case in a lot of application domains
where the starting point of testing a hypothesis involves looking at all possible variables
that could effect the understanding of a certain hypothesis. Then, through suitable data
analysis, an attempt is made to find the truly important variables which contribute to
the understanding of underlying pattern in data. From an application perspective, this
reduces future cost of data collection since only the significant variables identified by the
data analysis step need to be measured.
But cost is not the only gain in a parsimonious model. Another very important mo-
tivating factor involves the interpretation of the input variables with respect to the real
world problem being analyzed. Although a large number of variables may enhance the
quality of data analysis for a particular application, such models are often too complicated
to understand and interpret. Hence, it becomes useful to reduce the variable set in order
to build a more understandable model of the real-world application being studied. This
type of a parsimonious approach helps application domain practitioners to gain a deeper
understanding of the problem being studied. This may potentially lead to designing of
18
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novel hypotheses which are tested through further experiments. Such experiments then
produce more data which may again involve a similar type of data analysis. We will call
such a cycle of real-world experiments triggering data analysis and vice-versa an experi-
mental loop. A good part of the work described in this document is motivated from this
experimental loop where it becomes essential to communicate the results of data analysis
in a way that it can be interpreted and utilized further for triggering further research in the
particular application domain. A graphical depiction of the experimental loop is shown in
Figure 1.3.
Biological
Group
Computational
Group
Generate Data to test 
biological hypothesis
Feature SelectionAnalyze data and SUMMARIZE 
information to communicate the 
result in a usable way to facilitate 
further experiments.
Experimental Loop
High Dimensional data 
  Small sample size
Figure 1.3.: A graphical depiction of the experimental loop which starts with data col-
lection from a real-world application, for example analysis of data produced
from biological experiments. This data is then passed on for analysis to a
computational group. The analysis in this case is the generation of a sparse
model. Based on the requirements, a final summary of the analysis is given
back to the domain practitioners leading to further experiments which may
lead to further experiments and data generation.
To explain with an example, in the biological problem of predicting disease outcome as
mentioned earlier, a biologist who analyzes such a problem may not be interested only
in the prediction accuracy of the model, but also in a deeper understanding of the role
each protein plays on the disease outcome. The identification of a small subset of more
significant proteins may trigger further analysis of the biological interpretation of how the
disease is caused.
In this work, we focus on the goal of interpretation in the context of linear regression
models via variable selection. We will describe some existing methods of variable selection
in linear regression models and identify some of their shortcomings. We will then present
our extended framework for variable selection with applications primarily in the biological
domain. Although in this work, we focus on biological applications, the ideas presented
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here can be applied to other application domains like image and text analysis. In the
next section, we briefly describe some of the biological application areas which present the
opportunity to apply variable selection methods.
1.4 Application of Sparse Models in Biology
In this section, we will give a preview of some of the application scenarios which will
be used for analyzing real-world data in the context of models that we will discuss in
subsequent chapters.
Protein Expressions in Tumor Analysis. A common type of data collection in biology
is related to measuring protein expressions using tissue microarrays (TMA). A tissue
microarray is used for the screening of genetic or protein markers across different samples
as opposed to DNA (Deoxyribonucleic acid) microarrays which help in studying expressions
of thousands of genes simultaneously. Tissue microarrays are often used for tumor analysis
and are based on tissue or serum samples collected from patients affected by the tumor.
Each array has patient specific histological samples from tumor infected tissues. The
resulting TMA slides are then subjected to techniques like immuno-histochemsitry or in
situ hybridization based on the specific type of analysis involved.
Due to the high throughput nature and cost-effectiveness of the tissue microarray tech-
nology, it is a preferred choice for identifying tumor related biomarkers. Biomarkers are
generically used as indicators for a particular biological state. In this case, the idea is
to measure protein expressions using TMAs to identify a small set of significant proteins
which play an important role in tumor analysis. The identification of such proteins or
biomarkers has the potential of furthering proteomics research by providing a better un-
derstanding of the underlying biological processes which result in the observed phenomena.
We shall show in subsequent chapters that the problem of biomarker detection using
data collected from TMAs can be formulated as a variable selection problem in linear
regression models where the variables represent the expression values of different proteins.
Parsimonious models or sparse models are ideally suited for this purpose, since the goal is
not only to predict a particular biological phenomena, but also to provide interpretation
in terms of identifying significant proteins.
Splice Site Detection. Another type of analysis in biology is related to the DNA of
an organism, which codes instructions useful for the functioning of an organism. It can
be regarded as a long string of characters, where the characters are chosen from the
alphabet {A,C,T,G}, like for example ”ACAATTGGCTAAAAAACCGTTTGCACGA”.
Each character represents a particular type of nucleic acid, where A - Adenine, C-Cytosine,
T- Thymine and G-Guanine. These long chains of nuclei acids are responsible for the inner
workings of an organism. Within such long strings are sections known as genes which are
responsible for production of proteins which in turn perform a particular function. There
are two types of sub-sections within these sections which are of specific interest, namely
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the exon and the intron, which alternate in a given DNA sequence. A splice site is the
position(s) in the DNA which separates an intron from an exon. splice
The exons are the functional parts of the gene which are used to produce proteins.
During the protein generation process, the introns are identified and discarded. In order
to identify the exons and introns in a gene, a problem which is encountered is the difficulty
in determining which positions are genuine splice sites. One way of tackling this problem is
to infer an identification rule based on the content of the neighboring positions. A further
step in this inference can be to identify which neighboring positions (or combinations of
positions) are important in assessing the authenticity of a splice site. This type of analysis
can then give the biologists insight into the biological reasons behind the existence of these
sites and their positioning in the DNA. In later chapters, we analyze this problem using
the MEMset human splice site dataset which consists of annotated splice information for
a large number of sequences from the human DNA. The goal of data analysis is to use
the existing annotation to detect the positions which are instrumental in distinguishing
between a true and a false splice site.
Survival Analysis for Breast Cancer Patients. In biology, survival analysis problems
generally involve the modeling of survival patterns of a group of patients based on a disease
being analyzed. A survival pattern refers to the distribution of survival time where the
meaning of “survival” can be interpreted in different ways based on the specific application.
Usually, the experiment setup involves a common theme between the group of patients
under consideration, for example the patients may be suffering from a particular disease
and are all treated with the same medicine. In such a case survival time can be interpreted
as the time till a patient does not have a re-occurrence of the disease.
The data that is collected in such a case involves survival time along with some other
measurements like clinical data and gene/protein expressions. The collected data can then
be analyzed in multiple ways based on the biological hypotheses being tested. The first
aspect of analysis involves identifying possible sub-groups within the patient group based
on the differences in their survival patterns. Identifying such differences can help in looking
at the possible reasons for certain patients to have a more desirable survival pattern than
some other patients and can also be useful from the perspective of personalized medicine
or targeted therapies.
Another aspect of analysis can involve relating the survival patterns with the other
available measurements such as clinical data and gene/protein expressions. As mentioned
before, the interpretation of this relation in terms of identifying significant measurements
may lead to a better understanding of the biological reasons which give rise to certain
survival patterns. In this work, we look at the specific survival patterns of breast cancer
patients and identify low-risk and high-risk patients through clustering. Simultaneously
we identify significant proteins which can serve as bio-markers for characterizing survival
patterns in patients.
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1.5 Outline and Contributions
After giving a brief introduction of some of the ideas and applications related to sparse
models in linear regression, we now give a more detailed roadmap of how this thesis is
organized in the next few chapters. The central theme of this thesis is the description
of a general framework for Bayesian grouped variable selection in the context of linear
regression models. The various components of this framework are then developed which
justify its generality and applicability to a variety of modeling scenarios.
In Chapter 2, we review some concepts and terms related to linear regression in detail
and then describe some of the existing literature in the field of variable selection. The
description is divided into two parts. The first part looks at an optimization based view
of the problem and the second one looks at a Bayesian view which builds the motivation
for our Bayesian framework for grouped-variable selection.
In Chapter 3, we describe the main goals of this thesis followed by a description of
the Group-Lasso. Using the Group-Lasso and the Bayesian Lasso as motivation, we build
a Bayesian framework for grouped variable selection which we call the Bayesian Group-
Lasso. The full hierarchical model is presented along with the inference procedure in the
form of Markov Chain Monte Carlo sampling. We further generalize Bayesian Group-
Lasso to a variable selection framework which has an extra parameter to enforce various
levels of sparsity without causing excessive global shrinkage of the regression coefficients.
In Chapter 4, we add a component of simulated annealing in order to provide another
estimate in the form of a point estimate of the regression coefficients by estimating the
mode of the posterior. This extension is formally justified by using a variational formula-
tion approach.
In Chapter 5, we move beyond simple linear regression and extend the model to gen-
eralized linear mixed models so that the framework can cater to different types of data
analysis problems. Two specific examples, namely the Poisson regression and binomial re-
gression are discussed in detail with demonstrations on real-world biological applications.
In Chapter 6, we discuss another application, namely survival analysis and describe
how it fits into the generalized linear model framework. Further, through this model, yet
another extension to the framework is described by creating a clustering component for
simultaneous inference of sub-groups (clusters) and respective significant features in each
cluster. This is done by using a infinite mixture-of-experts model.
Finally, in Chapter 7, we discuss the overall thesis in the context of other parallel
developments in the field of Bayesian variable selection in order to give an overall sum-
mary of these methods. We also discuss possible future work and extensions to the work
described here.
The following publications have resulted out of the work presented in this thesis:
 “The Bayesian Group-Lasso for analyzing contingency tables.” Sudhir Raman,
Thomas Fuchs, Peter J. Wild, Edgar Dahl, Volker Roth. ICML’09: Proceedings
of the 26th international conference on Machine Learning, pages 881-888, 2009.
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 “Sparse Bayesian regression for grouped variables in generalized linear models.” Sud-
hir Raman and Volker Roth. Pattern Recognition: 31st DAGM Symposium, Lecture
Notes in Computer Science 5748, pages 242-251, 2009.
 “Infinite mixture-of-experts model for sparse survival regression with application to
breast cancer.” Sudhir Raman, Thomas J Fuchs, Peter J Wild, Edgar Dahl, Joachim
M Buhmann, Volker Roth. BMC Bioinformatics 2010, 11(Suppl 8):S8 (26 October
2010).
 “MAP estimation via simulated annealing for sparse Bayesian regression using MCMC
sampling.” Sudhir Raman and Volker Roth, Monte Carlo Methods for Modern Ap-
plications Workshop @ NIPS 2010.
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2
Variable Selection in Linear Regression
Models
2.1 Introduction to Linear Regression Models
In this chapter, we lay the foundations for variable selection in linear regression models.
We will first begin by describing the general setup of linear regression and then will briefly
review the literature on variable selection from an optimization perspective. Finally, we
will look at the Bayesian formulation of the variable selection problem in order to motivate
our contributions described in the next few chapters.
A linear regression framework is defined based on the association between a d-dimensional
vector x ∈ Rd known as the input or the predictor variable and a corresponding real-valued
scalar y ∈ R known as the response variable. The relationship between the two variables
is defined based on a linear function:
y = φ(x)tβ,
 2.1
where φ(x) is a vector of d functions (φ1(x), φ2(x), ..., φd(x)) which are known as basis
functions, β = (β1, β2, ..., βd) are the parameters of the model known as regression coeffi-
cients and the use of the word “linear” indicates linearity of the function with respect to
the regression coefficients. Since observed data is generally associated with noise, an error
term is introduced to model the stochastic nature of the variable y:
y = φ(x)tβ + ,
 2.2
where  is a random variable whose distribution is fixed based on the problem at hand. In
this work, we do not consider the modeling of the distribution over the predictor variables
x except when we build clustering models in the the context of survival analysis. The
discussion of these models will be postponed till chapter 5. The linear regression model
can be interpreted in a probabilistic framework by modeling the distribution over y:
y|x,θ,β ∼ p(y|φ(x)tβ,θ),
 2.3
where θ represents all the other parameters of this distribution which we assume to be
given as of now. Assuming that we are given a set of observations D = {xi, yi}ni=1, which
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are independent and identically distributed (i.i.d), our goal is to find the value of β which
best explains the observations in terms of the model defined above. This is done by defining
a likelihood function:
L(β) =
n∏
i=1
p(yi|φ(xi)tβ,θ),
 2.4
where the likelihood quantifies how well the data is explained based on the given parameter
β. The goal of inference is to find the parameter β which best explains the data or more
specifically which maximizes the likelihood function. The resulting optimal value of β,
denoted by βML, is known as the maximum likelihood estimate:
βML = argmaxβ L(β).
 2.5
Since the logarithm function is a monotonically increasing function of its argument, max-
imizing a function is equivalent to maximizing its log or minimizing the negative log.
Hence, maximum likelihood estimation can be rewritten as a cost or loss minimization
problem by taking negative logarithm of the likelihood:
βML = argminβ C(β),
 2.6
where C(β) = − ln(L(β)) is referred to as a cost or loss function and “ln” denotes the
natural logarithm function. Hence eq. (2.5) and eq. (2.6) represent two views of the same
optimization problem.
Ordinary Least Squares Problem. A special case of the above defined linear regression
model is the ordinary least squares (OLS), in which the basis function vector is φ(x) = x
and the error on the response variable is normally distributed, y ∼ N(y|xtβ, σ2), where
N(•|µ, σ2) denotes a normal distribution with mean µ and variance σ2. From eq. (2.6),
the optimization problem for OLS is written as:
βML = argminβ ‖y −X tβ‖22,
 2.7
where y = (y1, y2, ..., yn) is a n-dimensional vector of responses and X is a n × d matrix
with rows (xt1,x
t
2, ...,x
t
n) representing the n inputs. We will refer to this loss function as
the least squares loss function.
2.2 Regularization in Linear Models
In a more abstract setting, we can look at parameter estimation from the perspective of
optimizing a functional in order to estimate an optimal function which minimizes a given
cost functional. The space of functions over which this optimization is done is known as the
hypothesis space. In the case of linear regression, the hypothesis space is the space of all
linear models. In linear regression, we infer the “best” function or the optimal value for β,
by minimizing the cost function based on the available observations as given in eq. (2.6).
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The objective of inferring such a function is to be able to generalize the relationship
between inputs and response for unseen data so that it helps in predicting responses for
new inputs where the true responses are missing. This notion of generalization can be
quantified by measuring the error made in predicting responses for all unseen data. The
lower the error, the better is the generalization capacity of the inferred function.
Formally, this is measured as the expected loss on the entire data space (x, y):
R = Ey,x[C(β)],
 2.8
where E denotes the expectation function over the distribution p(x, y). We do not usually
have access to the entire data space and only a smaller set of observations are available.
Hence, in practice, we find the optimal function based on the given observations by using
an approximation to the expected loss, in the form of the empirical loss function:
Remp =
1
n
n∑
i=1
C(β).
 2.9
To address the issue of measuring how well the inferred function generalizes over unseen
data, the entire set of observations is divided into a two parts: training data and test
data. Training data is used for finding the optimal value of β by minimizing the empirical
loss function using only this data. Once the optimal value of β is found, the test data
consisting of m observations, is used as unseen data to measure how well the inferred
parameters predict the responses by again using the empirical loss function with the test
data. The empirical loss for training data is known as the training error. The empirical
loss for test data is known as prediction or test error and it serves as an approximation to
the generalization capacity of the model.
A common problem that is faced in functional optimization is to decide how rich the
hypothesis space should be in order to generalize well over unseen data. If the hypoth-
esis space allows a very rich set of functions, it tends to generate a lower training error.
Hence the resulting optimal function is said to “fit” the training data quite well. But the
downside of this is the possibility of simultaneously increasing the prediction error, since
the estimation is finely tuned specifically for training data. This phenomenon is known
as over-fitting. The reverse problem involves choosing a very restricted hypothesis space
which results in under-fitting the training data due to a restricted choice of functions. A
common strategy to such problems is to build a hypothesis space in such a way that there
is a balance between over-fitting and under-fitting and this process is called regularization.
In the context of linear regression models, to avoid such problems, regularization is
carried out by imposing further constraints on β. One of the most common forms of
regularization in regression involves adding a constraint on the `p-norm of regression co-
efficients:
βRL = argminβ C(β) s.t. ‖β‖p ≤ κ,
 2.10
where `p norm of β or ‖β‖p is defined as (
∑
i |βi|p)
1
p . This above form of constrained
optimization can be rewritten in Lagrangian form to get an equivalent penalized version
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of the optimization problem:
βRL = argminβ (C(β) + c‖β‖p),
 2.11
where c is the Lagrangian parameter which tunes the amount of regularization in the
model. Setting it to zero gives us back the non-regularized version of the problem which
may lead to over-fitting whereas setting it to a large value can lead to under-fitting.
We will use both the constrained and penalized forms interchangeably in the rest of this
document. A specific case of penalized linear regression is ridge regression, which penalizes
the `2 norm. For a least squares loss function as in the OLS, the ridge regression problem
is written as:
argminβ ‖y −Xβ‖22 s.t. ‖β‖2 ≤ κ.
 2.12
In linear regression models, the concept of regularization can be viewed in a probabilistic
framework as a prior imposed on the regression coefficients β. For the model defined in
eq. (2.12), the prior over β is a normal distribution. The full probabilistic model can be
described as:
Likelihood: y ∼ N(y|Xβ, σ2I)
Prior: β ∼ N(β|0, τ−1).
 2.13
Using Bayes theorem, the posterior distribution over β is written as:
p(β|y, X, σ2, τ−1) ∝ N(y|Xβ, σ2)N(β|0, τ−1).
 2.14
With the introduction of the prior distribution, the problem of maximizing the likelihood
changes to the problem of maximizing the posterior distribution over regression coeffi-
cients. The resulting optimal value for β is known as the MAP(maximum-a-posteriori)
estimate. Taking negative logarithm of eq. (2.14), we get back the penalized version of
the optimization problem as in eq. (2.12). Hence the MAP estimate of β and the solution
to eq. (2.12) are equivalent for specific values of the hyperparameters.
Likelihood Models. We now turn our attention back to the likelihood functions or equiv-
alently the loss functions in linear regression models. In this work, we will focus on
likelihood functions which are based on the exponential family of distributions. The ex-
ponential family of distributions consists of distributions which share a common form and
is generically defined as:
f(x|θ) = h(x) exp[η(θ)Γ(x)− A(θ)],
 2.15
where θ is the parameter of the distribution. This form includes most of the commonly used
distributions like normal, gamma, Poisson, binomial distributions etc. The exponential
family of distributions are log-concave and hence the corresponding loss functions obtained
by taking negative logarithm are convex. Hence, optimizing these functions result in
convex optimization problems. Also, the same holds for the regularized optimization
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problems as long as the constraints result in feasible regions which are convex. For the
rest of the document, while referring to likelihood or loss functions, we would implicitly
assume that the likelihood function stems from the exponential family of distributions.
Generalized Linear Models. Till now, we have discussed linear regression models in the
context of response variables which are real-valued scalars. To broaden the applicability
of linear models to other types of response variables like binary values or count data,
these models can be extended in a way that maintains the linear effect of the predictor
variables. This is done by defining a generalized linear model (GLM). A GLM consists of
three components, as described in [1]:
1. Random component : The response variable y is the stochastic component which is
distributed according to some distribution with mean µ. This component is some-
times also referred to as error structure or response distribution.
2. Systematic component : η = xtβ is the systematic component producing a linear
predictor. So the explanatory variables x affect the response variable y, through
a function of η. The two assumptions implicit in this component are the additive
effects of the variables and linearity of effects.
3. Link function: It specifies a function which connects the mean of the distribution
describing the response variable (typically an exponential family distribution) to the
systematic component, as g(µ) = η.
βηµ
σ2
x
y
Random Component
Link Function
Systematic Component
N(η|xtβ, σ2)
g(µ) = ηp(y|µ)
Figure 2.1.: Dependency structure of a random intercept model (i.e. a GLM with a
stochastic systematic component). The dotted blocks represent the differ-
ent components of the model indicating which variables are part of that block
by touching the relevant connecting arrows.
Further, we can extend the standard definition of the systematic component by adding a
random effect to it. This enhancement allows the linear predictor xtβ to have stochastic
29
CHAPTER 2. VARIABLE SELECTION IN LINEAR REGRESSION MODELS
Table 2.1.: Commonly used likelihood functions for generalized linear models.
Response variable Distribution Commonly g−1(η)
Used
Link Function
y = {0, 1} Bernoulli Probit Φ(η) = cdf of
a Normal dist.
y = (0, 1, 2, ...) Poisson Log exp(η)
y = (−∞,+∞) Gaussian Identity η
deviations making the model more flexible with respect to finding the effect of variables
x on the response variable y. This is described as follows:
η = xtβ + , where  ∼ N(0, σ2).
 2.16
The three components of a GLM together with the random effect constitutes the simplest
form of a generalized linear mixed model (GLMM) with a random effect as an intercept
term, known as a random intercept model. A graphical representation of all the compo-
nents of a random intercept model is shown in Figure 2.1. In the rest of the document,
any reference to GLMs will be treated as a reference to the random intercept model. The
full probabilistic model is written as:
p(y|θ) = h(y) exp[yθ − A(θ)]
E(y|θ) = µ
g(µ) = η
p(η|x,β, σ2) = N(η|xtβ, σ2),
 2.17
where p(y|θ) is the likelihood which can be replaced by any exponential family of distri-
butions (normal, Poisson, binomial etc.) based on the choice of modeling for the target
variable y. Some examples of the commonly used distributions (which are also used in
subsequent chapters) and their link functions g(·) are given in Table 2.1. In later chapters,
we will see how the component structure of GLMs is used to extend our Bayesian frame-
work for grouped-variable selection to specific models like Poisson and binomial model
with minimal changes to the overall framework.
Towards variable selection. Although we have discussed the notion of regularization in
the context of improving the generalization capability of the inferred model i.e. achieving
low prediction error, there is another aspect of regression that is not suitably addressed
by models like ridge regression. The other aspect of inference in linear models is the
interpretation of the solution. Interpretation in this context refers to quantifying the
significance of the predictor variables in predicting the response. While dealing with a large
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set of predictor variables, it is often desirable to select a small subset of significant variables
which have a stronger effect on the response variable and perform regression with these
variables. This is especially true from an application perspective, where a domain expert
may not only be interested in good prediction accuracy, but also in understanding some
of the more important effects of inputs on response. The identification of such important
predictor variables may lead to a further understanding of the real-world problem being
analyzed. Also in keeping with Occam’s razor which postulates that all things being equal,
a simpler explanation is preferable to a more complex one, it is more desirable to explain
the model with a smaller set of variables. The process of identifying significant variables is
known as variable selection or feature selection. In linear regression models, the variable
selection process involves the estimation of the regression coefficients for the significant
predictor variables. This can be further interpreted as obtaining a sparse β vector which
indicates significance of a variable xi if the corresponding coefficient value βi is non-zero.
For variable selection, the `2-norm regularization in linear models does not suffice since
it does not encourage sparsity in the optimal values for the regression coefficients. Hence
separating out the more significant variables from lesser significant ones is more difficult
in this case and requires an extra selection step after obtaining the β estimates. In the
next section, we discuss various methods that have been proposed to address the problem
of variable selection.
2.3 Single Variable Selection in Linear Regression Models
First, we consider a simpler case of single variable selection, in which we assume that
there is no a priori knowledge of structural associations between the predictor variables.
Although there is a vast literature on variable selection, we will primarily focus on the
Lasso (least absolute shrinkage and selection operator) in detail since it lays the foundation
for the work that we describe in this thesis. However we will first briefly mention a couple
of more methods.
Forward Selection. This method falls under the category of greedy approaches which
select a subset of significant predictor variables. The method is primarily motivated by the
fact that a brute force method would involve checking all the 2d combinations of variables
for judging the optimal feature-subset and the computational complexity grows exponen-
tially with increasing d where d is the number of predictor variables. In forward selection,
we start with an empty “selected-variables” set S which represents the variables that have
been selected so far. Now, for d variables from which we have to select the relevant sub-
set, d linear regression models are learnt containing one variable each. This is done by
minimizing the loss function with only one variable in the equation. After obtaining the
parameter values, the model that performs best in terms of prediction accuracy is chosen,
which in turn means that the corresponding variable is chosen and added to S.
In the next step, the same procedure is repeated by pairing the chosen variable with
all the remaining d− 1 variables. This results in adding another variable to the selected-
variables set. However, since this is a greedy approach, it does not necessarily mean that
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the best pair was chosen since not all d(d − 1) pairs were considered. This procedure
continues to add features sequentially to S till a stopping criterion is met. The stopping
condition can be, for example, a maximum number of variables to be selected or a minimum
prediction accuracy to be attained. Another similar approach is backward elimination
which is the reverse of forward selection. Here, we start with a full selected-variables set
with all the d variables and then drop variables one by one using a similar procedure as in
forward selection. Since the process of selection is greedy in nature for both approaches,
it makes them less robust since the solution tends to be sub-optimal.
Non-Negative Garrote. The non-negative garrote introduced in [2] formulates the vari-
able selection problem in the form of a two step optimization problem which tends to
produce solutions that are sparse in β. The non-zero elements of the resulting sparse β
vector indicate that the corresponding predictor variables are selected. Hence such a for-
mulation simultaneously infers the regression coefficient values and selects the significant
variables.
The non-negative garrote is formulated as a two-step optimization problem. In the
context of a least squares regression problem, the first step of the method involves solving
the OLS problem in eq. (2.7) for the regression coefficients. After obtaining the OLS
estimates βˆ0, the second step defines an optimization problem which selectively shrinks
the OLS estimates and hence tends to produce sparse solutions in β. The second step is
specified as follows:
cˆ = argminc ‖y −X(βˆ0 ◦ c)‖22 s.t. cj ≥ 0 ∀j, ‖c‖1 ≤ κ,
 2.18
where βˆ0 is the OLS estimate and the “◦” operator denotes element-wise multiplication.
The garrote is initialized with the OLS estimate and then shrinkage of coefficients is
induced by applying an `1 norm constraint which tends to produce a sparse c vector. The
final solution is (cˆ ◦ βˆ0). Since the non-negative garrote depends on OLS estimates, it
cannot be used for the case when d > n. However a modification of the non-negative
garrote has been suggested in [3], where the initialization is done based on ridge regression
rather than OLS in order to deal with the case of d > n. Since the non-negative garrote
is formulated as a two-step optimization problem, it is difficult to obtain a probabilistic
interpretation of the problem. We now look at a more compact representation of the
variable selection problem which further motivates a Bayesian interpretation.
Lasso - Least Absolute Selection and Shrinkage Operator. Inspired by the non-
negative garrote, a more compact representation of the overall optimization problem is
introduced in [4] known as the Lasso. The key objective of the Lasso is the continu-
ous shrinking of the coefficients to produce some zeroed out coefficients. Similar to the
non-negative garrote, this is achieved by an optimization problem formulated as follows:
βˆ = argminβ‖y −Xβ‖22 s.t. ‖β‖1 ≤ κ,
 2.19
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where ‖·‖1 denotes the `1 norm. Rewriting it in the Lagrangian form, it can be represented
as a penalized likelihood problem:
βˆ = argminβ(‖y −Xβ‖22 + c‖β‖1),
 2.20
where c represents the Lagrange parameter. The Lasso is also a special case of the more
generalized penalized regression problem also called as bridge regression introduced by [5]:
βˆ = argminβ(‖y −Xβ‖22 + c‖β‖q),
 2.21
where q ≥ 0. The special case of q = 1 represents the Lasso and q = 2 is the ridge
regression as defined in eq. (2.12). Another similar model known as the basis pursuit (see
[6]) addresses the problem of overcomplete representations, or in other words cases where
the number of basis functions exceeds the number of samples. It is almost identical to the
Lasso, the only difference being that the loss function and the constraint are reversed:
βˆ = argminβ‖β‖1 s.t. y = Xβ.
 2.22
More generally, we can formulate the Lasso for a generic set of likelihood functions:
βˆ = argminβ(C(β) + c‖β‖1).
 2.23
Since we are considering only the exponential family of likelihood functions, the Lasso
formulation is a convex optimization problem which, below a certain threshold of κ, has
a tendency to approach a solution βˆ which consists of some exact zeros and hence is a
sparse solution. As in the non-negative garrote, the sparse nature of the solution serves the
dual purpose of estimating the coefficients and also performing variable selection, where
the variables corresponding to the non-zero coefficients are the ones which are “selected”.
Based on eq. (2.21), we also notice that the Lasso (q = 1) is the threshold for q, below
which the problem becomes non-convex. This is due to the fact that all `q norms with q ≥ 1
are convex functions and for q < 1 these norms are semi-norms and violate the triangle
inequality and hence are non-convex regions. Hence bridge regression is convex for q ≥ 1
and non-convex for q < 1 . The Lasso (q = 1) has been very popular since it can be
solved using convex optimization techniques without running into issues of local minima.
A particularly fast implementation is available in the form of least-angle regression (LARS
package in R), see [7]. The motivation behind using the Lasso for a Bayesian interpretation
also follows from its compact representation which is easily formulated in a probabilistic
setting as a product of likelihood and prior.
Model Selection. The Lasso formulation has an extra parameter c which is the La-
grangian parameter. Till now we considered solving the Lasso problem assuming c to be
fixed. Fixing c to different values gives rise to different models. Hence c can be viewed as
a model selection parameter which also needs to be learnt as a part of the inference pro-
cedure. Henceforth, we will refer to it interchangeably as a model selection or Lagrangian
parameter. This parameter is usually learned via cross-validation. In this procedure, the
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training data is divided into two parts. One part is used to train the model with a fixed
value of c and the other part is used for calculating the prediction accuracy of the model.
For each c, this procedure is averaged out for different divisions of the training data. After
doing this for a range of values for c, the value that gives least prediction error is chosen
and the full training data is then used to obtain the final Lasso estimates. For different
values of c, the resulting Lasso estimates are plotted in terms of solution paths which
plot how the value of each regression coefficient evolves with the changing values of c. Each
path represents one regression coefficient. An example of a solution path plot is shown
in Figure 2.2. The least-angle regression implementation for the Lasso in [7] exploits the
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Figure 2.2.: Plot of the Lasso solution path generated with diabetes dataset (see [7]) using
the LARS R package which contains a standard Lasso implementation. Each
path represents the trace of the values taken by a particular coefficient for
increasing values of κ.
fact that the solutions paths for the Lasso are piece-wise linear. This results in significant
computational gains as the solution paths can be computed very efficiently.
Standard Error Estimates. As discussed in [8], since the Lasso is non-differentiable, it
is difficult to get an estimate for the standard error of the regression coefficient estimates.
This is due to the fact that the Hessian is not defined at the optimal solution. An ap-
proximation to the covariance matrix of the coefficient estimates from the Lasso has been
suggested in [4]. However this approximation works only for the non-zero coefficients.
For the zero coefficients, the standard error is estimated to be zero. A better estimate
was provided in [9] which worked for the zero coefficients as well but only in the case of
d < n. Bootstrapping is another alternative method for estimating standard error. But
as discussed in [8], the bootstrap estimates for the Lasso are not consistent for the zero
coefficients. One of the advantages of the Bayesian framework that we present in this work
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is that we are able to summarize the distribution over regression coefficients with estimates
for the moments and the mode by obtaining samples which closely resemble samples from
the distribution over regression coefficients.
Another issue with the Lasso is that whenever there exists a group of significant and
highly correlated predictor variables, the Lasso tends to select only one variable from the
group, since it is redundant to also select all the other variables. In the extreme case of
the variables having an exact linear relationship with each other, the variable is randomly
chosen from the group. To tackle this issue, another formulation for variable selection via
the elastic net has been proposed in [10]. In this work, we see how a Bayesian approach
to the problem resolves this issue regarding correlated predictor variables.
2.4 Grouped-Variable Selection
In this section, we will introduce grouped-variable selection briefly and a more detailed de-
scription will be given in the next chapter. Although the mechanism for variable selection
is introduced via the Lasso, it is still insufficient for problems where the predictor vari-
ables have a predefined layer of structural associations which introduces further constraints
in the variable selection process. An example of such structural associations is a group
structure where the predictor variables are divided into groups and the selection problem
involves selecting whole groups of variables rather than individual variables. Hence in the
context of regression, the desired solution requires entire groups of related coefficients to
be selected (non-zero) or entire groups to be zeroed-out indicating non-selection.
An example of such a group structure which arises naturally is while regressing predic-
tor variables which are categorical in nature. The categorical variables are expressed as
groups of dummy variables and hence the original problem of selecting significant categor-
ical variables transforms into the problem of selecting groups of dummy variables, each
group representing a single categorical variable. Another example of a group structure
in regression is the k-th order polynomial expansions of the predictor variables where the
groups consist of products over combinations of variables up to degree k.
Motivated by these modeling scenarios, a grouped variation of the Lasso, i.e. Group-
Lasso, is introduced in [11]. The modified least squares penalized optimization problem is
formulated as follows:
βˆ = argminβ(‖y −Xβ‖22 + c
G∑
g=1
‖βg‖2),
 2.24
where ‖ · ‖2 denotes the `2 norm, G is the number of groups and βg is a sub-vector of
β which represents all the regression coefficients of group g. The key modification lies
in the penalization which involves an `1-`2 constraint on the regression coefficients. This
penalty encourages sparsity of β at the level of groups which is represented by the `1 norm
between groups and within groups there is an `2 norm. The above formulation is again a
convex optimization problem.
Since the Lasso solution path was piece-wise linear, it was possible to design a proce-
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dure to efficiently compute all the solutions paths as demonstrated in [7]. However, the
Group-Lasso solution path is, in general, not piece-wise linear, hence it requires intensive
computation for large-scale problems. A fast active-set algorithm was proposed in [12]
to deal with large scale problems. The issue related to non-uniqueness of solutions in
Group-Lasso problems is identified in [12] and suitable test is defined for verifying if the
solution for the given Group-Lasso problem is unique or not. Also the Group-Lasso has
been extended for GLMs in [12]. However, the issue regarding estimation of standard error
as discussed in the Lasso case is still carried over to the Group-Lasso as well.
Apart from the group structure, other types of structural associations between predic-
tor variables have been modeled, like the fused Lasso [13] which imposes sparsity in the
difference between successive coefficients, assuming a certain ordering of the variables. In
this work, our focus is only on the grouped variable selection problem although extensions
to other variations of structural associations can possibly be thought of along similar lines.
2.5 Flexibility in Inducing Sparsity
In high-dimensional data, an issue often associated with the Lasso formulation is the
presence of too many non-zero coefficients in the solution. Using the Lasso, the usual way
to remedy this problem is to shrink the coefficients further by increasing the c parameter
in eq. (2.20). However, since the Lasso is based on global shrinkage of the coefficients, this
results in shrinking even the non-zero coefficients, which in turn can effect the predictive
accuracy of the estimated regression coefficients.
To address this issue, another version of the Lasso, namely the relaxed Lasso has been
introduced in [14] which introduces an extra parameter φ in the following manner:
βˆ = argminβ ‖y −X{β.1Mc}‖22 + φc‖β‖1,
 2.25
where c ≥ 0 and φ ∈ (0, 1] and 1Mc is an indicator function on the set of variables
Mc ⊆ {1, ..., d} so that the vector term {β.1Mc} has d components and for all k ∈ {1, ..., d},
each component is defined as:
{β.1Mc}k =
{
0 k /∈Mc
βk k ∈Mc .
 2.26
This formulation leads to a flexibility in imposing sparsity since the parameter c and φ
separately control variable selection and shrinkage of coefficients.
The algorithm for relaxed Lasso breaks up the estimation into two steps, where the first
step is the standard Lasso for producing the solution paths. The second step uses various
sub-models along the path and again applies Lasso but with a small penalty parameter
φc where φ ∈ [0, 1]. As a result the relaxed Lasso finds the same set of sub-models as
the Lasso but with less shrinkage of the non-zero coefficients. Another similar attempt
towards a sparser solution with less shrinkage is the adaptive Lasso (see [15]).
Both approaches are designed so that the problem is still within the realm of convex
optimization. An alternate approach can be to use the bridge regression penalization term
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‖β‖q. For values of q ≤ 1, the solutions produced would have the tendency to be sparse in
nature below a certain threshold of κ. Figure 2.3 displays the constraint region for various
values of q. To produce sparser solutions, one can optionally tune the parameter q along
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Figure 2.3.: This plot illustrates the difference in the feasible regions according to the
different `q norms used. Left: Concentric circles with `0.5 norm. Center:
Concentric circles with `1 norm. Right: Concentric circles with `2 norm.
with κ, which gives an added flexibility and hence helps in avoiding excessive amounts
of shrinkage of non-zero coefficients. Inspite of flexibility gains in the model, the overall
optimization problem becomes non-convex and hence is harder to solve due to presence
of local minima. We shall show in this work that the additional flexibility of adjusting
sparsity without excessive shrinkage of regression coefficients can be easily achieved in a
Bayesian framework by introducing an extra parameter similar to [14]. In the next section,
we shift our focus to Bayesian inference and then move towards a Bayesian framework for
variable selection.
2.6 Bayesian Inference
Although the Lasso based approach for variable selection has been very popular, there are
still some shortcomings of this optimization based approach. The focus of an optimization
based approach is to produce a single point estimate in the form of the MAP estimate.
Although various estimates for the standard error have been suggested, they work under
restricted conditions and in most cases only for the non-zero coefficients. Secondly, con-
trolling the sparsity of the solution with a single parameter c (in eq. (2.20)) has a side-effect
on the global shrinkage of the regression coefficients which may lead to decrease in predic-
tion accuracy. Based on the issues associated with the optimization based framework for
variable selection, there is a strong motivation to look at probabilistic approaches in order
to overcome these issues. We will first discuss a general setting of the inference mechanism
in a Bayesian setting and then discuss a Bayesian approach to single variable selection.
The advantage in using a Bayesian approach for modeling purposes is that it allows the
extraction of information about the posterior distribution over the parameters in the model
which usually includes estimating the moments and the mode of the distribution. Infer-
ence in a Bayesian setting generally refers to analyzing the posterior distribution. With
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non-standard definition of priors and likelihoods, the posterior distribution is generally
complex and as a result, quantities like the first and second moments cannot be derived
analytically. In such cases, one has to resort to techniques which provide approximations
to the desired estimates. One such popular inference mechanism that is used to generate
such approximations is the Markov Chain Monte Carlo (MCMC) sampling technique. It
involves generating a chain of sample points which under mild conditions, asymptotically
converge to samples from the desired distribution. There are other forms of approximation
in the Bayesian regime like Bayesian variational approximation. The choice for MCMC
is driven by the fact that they are usually easy to setup and flexible with respect to the
extensions in an existing framework. Next, we shall briefly review the basics of MCMC
sampling and concepts related to Markov chains.
Markov Chain Monte Carlo (MCMC) Sampling. MCMC techniques are a class of
methods based on random number generation which have been developed to deal with some
of the issues that are encountered while working with complex probability distributions.
Some these issues include finding expected values, normalization constants or analyzing
other properties of a distribution over the parameters of a model (θ) which may require
solving integrals. MCMC methods aim to find approximations to such values by generating
parameter samples (where a “sample” is one instance of the parameter) which converge
to samples from a target distribution, which in this case, is the distribution over θ.
A Markov chain ([16]) consists of a initial probability distribution (pinitial) which is used
to sample the first point (θ0) which we will call as the state of the chain at time t = 0.
Subsequent data points are sampled using a transition probability distribution (ptransition)
which defines a distribution for sampling a data point conditioned on the state of the chain
in the previous time point. Hence starting with one data point (θ0), subsequent samples
are generated (θ1 ⇒ θ2 ⇒ ......⇒ θn). The Metropolis method is an example of a MCMC
method and can be viewed as a generalization of another MCMC method called Gibbs
sampling. We will discuss Gibbs sampling in more detail since that is extensively used in
this work.
Consider a probability distribution pjoint over a d-dimensional vector θ = {θ1, θ2, ..., θd}.
We assume that it is not feasible to directly sample from this joint distribution, but it is
possible to sample from the conditional distribution of one variable given all the others
i.e p(θi|θi−) is some standard distribution from which samples can be drawn easily. Here
θi− denotes a sub-vector which contain all the values of θ except θi. In iteration (t = 1),
We start by fixing the initial values of all variables to some random value (θ11, θ
1
2, ..., θ
1
d)
where the notation θji denotes the value of the i-th component in iteration j. In the next
iteration (t = 2), each variable is sampled turn by turn fixing all the other variables to
their most recently sampled value. The sampling at the (t+ 1)-th iteration is as follows:
θt+11 ∼ p(θt+11 |θt1−)
θt+12 ∼ p(θt+12 |θt2−)
θt+1d ∼ p(θt+1d |θtd−).
 2.27
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Each iteration results in a sample vector θt+1 = (θt+11 , θ
t+1
2 , ..., θ
t+1
d ). The samples are
generated using a first order Markov chain i.e. each point is sampled conditioned only
on the sample point generated in the previous step in the chain. Under mild conditions,
asymptotically, as t → ∞, the samples collected in this manner (θ1,θ2,θ3, ......,θt) con-
verge to the samples from pjoint. Using these samples, it is possible to approximate certain
quantities like for example, the expected value of the distribution can be estimated by
averaging the samples i.e. (1
t
∑t
i=1 θ
t) .
A variation of the Gibbs sampler is the blocked-Gibbs sampler, in which the conditional
sampling step combines a few variables, referred to as a block and these variables are
then sampled from their joint distribution in one step rather than individually for faster
convergence of the Markov chain.
Convergence of a Markov Chain. Before commenting on the convergence rate of an
MCMC sampler, we define some terms related to Markov chains which will help explain
the notion of convergence.
In a Markov chain (θ1,θ2,θ3, ......,θt), the state space is defined as all the possible values
of θi. For continuous state spaces, this is generally Rd. A state θc has period k if any
return to state θc must occur in multiples of k time steps. If k = 1, then the state is said
to be aperiodic i.e. returns to state θc can occur at irregularly. A state θc is said to be
transient if, given that we start in state θc, there is a non-zero probability that we will
never return back to the same state. A state θc is recurrent if it is not transient. Positive
recurrence implies that the expected time for recurrence to occur is finite.
A Markov chain is said to be ergodic if all states i.e. all possible values of θi, are aperiodic
and positive recurrent. Ergodicity primarily establishes the convergence of a Markov chain
to its stationary distribution where pi(θ) is a stationary probability distribution of Markov
chain if: ∫
θ
pi(θ)p(z|θ)dθ = pi(z),
 2.28
where p(z|θ) is the transition probability distribution. In the context of MCMC methods,
the stationary distribution is the desired target distribution from which samples need to
be generated.
A useful property of the Markov chains especially with respect to sampling from a
target distribution is the rate of convergence. The rate of convergence is measured by
how soon the samples (in terms of length of the chain) get closer to samples from the
target distribution. Faster convergence means that the samples are nearer to the target
distribution with less number of samples collected. Fast convergence is indicated by a
property called as geometric ergodicity. A chain is said to be geometrically ergodic if
there is a constant 0 ≤ τ < 1 and a real integrable function M(θ) such that:
‖pn(θ, ·)− pi(·)‖ ≤M(θ)τn,
 2.29
where p denotes the transition probability, n denotes the number of iterations and pi
denotes the stationary distribution.
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After describing the basic ideas related to Bayesian inference, we now look at a proba-
bilistic model of variable selection with the inference specified in terms of MCMC sampling.
2.7 Bayesian Variable Selection
Along with the optimization based formulation of the Lasso, a probabilistic interpretation
was also mentioned in [4], where the prior over regression coefficients was defined as the
product of independent double exponential or Laplacian distributions. However, a detailed
inference mechanism was missing. A fully Bayesian model of the Lasso, called Bayesian
Lasso, along with an efficient inference mechanism in the form of MCMC sampling is
formulated in [17].
The probabilistic model for the Bayesian Lasso (as in [17]) with normally distributed
likelihood is defined as follows:
y ∼N(y|Xβ, σ2I)
β ∼
d∏
i=1
Lap(βi|0,√ρ/σ),
 2.30
where “Lap” denotes the Laplacian distribution defined as:
Lap(a|0, c/d) ∝ c
2d
exp(−c|a|/d).
 2.31
This model is directly derived from the Lasso formulation by rewriting it in a probabilistic
manner. The posterior distribution over the regression coefficients is as follows:
p(β|y, X, σ2, c) ∝ N(y|Xβ, σ2I)
d∏
i=1
0.5
√
ρ
σ2
exp(−√ρ|βi|/σ).
 2.32
The MAP solution to above model is equivalent to the Lasso solution which can be seen
by taking negative log likelihood of eq. (2.32) which gives us:
βMAP = argminβ(‖y −Xβ‖22 +
√
ρσ2‖β‖1),
 2.33
which is equivalent to eq. (2.20). The Lagrangian parameter in this case is represented by
(σ2, ρ) and can be viewed as model selection parameters. Looking at eq. (2.32), we see that
the posterior is a complex distribution and it is difficult to analytically derive quantities
like first and second moments. Alternatively, the Laplacian prior can be rewritten as a
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scale-mixture of normals [18]:
p(β|ρ, σ2) ∝
d∏
i=1
√
ρ
2σ
exp(−√ρ|βi|/σ)
∝
d∏
i=1
∫ ∞
0
N(βi|0, σ2λ2i )Expd
(
λ2i |1,
ρ
2
)
dλ2i ,
 2.34
where “Expd” denotes the exponential distribution (see appendix A). The integral can be
solved analytically and results in the Laplacian prior defined in eq. (2.30). Further, for a
fully Bayesian model, a prior is defined on σ2. This results in the following hierarchical
model which introduces the auxiliary variables Λ:
y ∼N(y|Xβ, σ2I)
β ∼
d∏
i=1
N(βi|0, σ2λ2i )
Λ ∼
d∏
i=1
Expd
(
λ2i |1,
ρ
2
)
σ2 ∼Inv-χ2(σ2|ν0, s0),
 2.35
where Λ is a diagonal matrix with diagonal entries (λ1, λ2, ..., λd) and Inv-χ
2 denotes the
inverse chi-square distribution. The joint posterior over the variables is written as:
p(β,Λ|y, X, σ2, c) ∝N(y|Xβ, σ2I)
d∏
i=1
N(βi|0, σ2λ2i )
.
[
d∏
i=1
Expd
(
λ2i |1,
ρ
2
)]
Inv-χ2(σ2|ν0, s0),
 2.36
The model is graphically illustrated in Figure 2.4. This hierarchical model makes posterior
inference feasible via MCMC sampling. In particular, since all the conditional distributions
are of standard form, Gibbs sampling can be applied easily. The auxiliary variables and
the model selection parameters are integrated out stochastically during sampling. As a
result, samples thus obtained can be used to summarize the posterior distribution over
the regression coefficients with estimates for the expectation and variance. Also, as shown
in [17], the sharing of a unique σ2 parameter for the whole model guarantees a unimodal
joint posterior distribution over (β, σ2) for typical choices of marginal prior over σ2, which
helps in avoiding a slower convergence of the Gibbs sampler. It has been shown in [8] that
the Gibbs sampler for Bayesian Lasso hierarchical model is geometrically ergodic which
indicates rapid convergence of the sampler.
The expectation of the posterior distribution over the regression coefficients is not sparse.
Hence, unlike the classical Lasso, variable selection cannot be done trivially by inclusion
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Figure 2.4.: The full hierarchical model for the Bayesian Lasso along with the auxiliary
variables Λ. The green circles indicate data related variables. The brownish
circles denote the Lagrangian parameters.
of non-zero coefficient values from an estimate of the expectation. To further produce a
sparse point estimate, heuristics such as thresholding have been used for variable selection
(see [19],[20]). We show in later chapters that there is a more principled way within
the Bayesian framework to obtain a sparse coefficient vector which automates variable
selection without the need for an extra thresholding step.
As in the classical Lasso, the Bayesian model also depends on a fixed set of parameters
(σ2, ρ) which jointly control sparsity and global shrinkage of coefficients. Hence sparser
solutions are associated with the global shrinkage of the non-zero coefficients which may
affect the predictive power of the inferred model. Hence it is beneficial to have an additional
parameter which can control sparsity of the solution with a reduced coupling with the
global shrinkage of regression coefficients.
Additional Parameter for Flexibility in Sparsity. Based on the problem discussed above
regarding lack of flexibility in tuning sparsity levels, a further extension to the Bayesian
Lasso involves introducing an additional parameter. This parameter provides flexibility
to the model in terms of specifying the level of desired sparsity in the solution without
compromising too much on the global shrinkage of the regression coefficients. Such a
flexibility is achieved in [21] by introducing a shape parameter in the distribution over
the auxiliary variables Λ. From an optimization point of view, this can be interpreted
as adding a parameter which alters the shape of the feasible region to tune the level of
sparsity in the solution. The effect is similar to adding lp norms constraints to a least
squares problem where p ≤ 1. The modified Bayesian sparse variable selection model in
[21] changes the distribution over the auxiliary variables λi’s to a gamma distribution by
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adding a new parameter α:
Λ ∼
d∏
i=1
Gamma(λi|α, ρ/2),
 2.37
where “Gamma” denotes the gamma distribution. We obtain the Bayesian Lasso as a
special case by setting α = 1. For α ≤ 1, this model is sparsity inducing. The modified
hierarchical model is shown in Figure 2.5.
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Gamma(λ2g|α, ρ2)
N(β|0, σ2Λ)
Figure 2.5.: The full hierarchical model for the Bayesian Lasso with the auxiliary vari-
ables defined for inference purposes. The green circles indicate data related
variables. The brown circles denote the Lagrangian parameters.
2.8 Summary
In this chapter, we reviewed some basic concepts related to regression in linear models. In
the context of linear regression models, some existing methods for variable selection were
discussed. We started first with the problem formulation for single variable selection in an
optimization framework, focusing mainly on the Lasso since it motivates the work in this
thesis. We then described the Group-Lasso, which is a generalization of the Lasso where
selection is carried out in groups of predictor variables. A common problem with these
methods are the lack of meaningful variance estimates.
We then turned our attention to Bayesian inference and reviewed some of concepts
and methods that will be used in the subsequent chapters. Using these concepts, we
described an existing Bayesian version of the Lasso for single variable selection which
addresses the problem of variance estimation and hence motivates our work with regard to
a generalization of the Bayesian Lasso to Bayesian grouped-variable selection. Further, we
also saw the need for additional flexibility with regard to specifying the level of sparsity,
which is achieved in the context of single variable selection by adding an extra parameter
for tuning the level of sparsity in the solution. In the next chapter, we will lay the
foundations of Bayesian grouped variable selection by using some of ideas discussed in this
chapter.
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Grouped-Variable Selection in Linear
Regression Models
3.1 Towards Bayesian Grouped Variable Selection
In the previous chapter, we described some of the existing ideas regarding Bayesian variable
selection. Motivated by these ideas, we list out the tasks to be accomplished as a part of
this thesis. These tasks will be described and executed in detail subsequently. Our broad
focus in this work is to extend and generalize the idea of Bayesian variable selection and
encapsulate these extensions in a unified inference framework:
 Our first task will be to extend the Bayesian Lasso for grouped-variable selection.
We shall call this extension the Bayesian Group-Lasso.
 Next, we will add further flexibility to the Bayesian Group-Lasso in controlling the
level of sparsity. This will be achieved by adding another parameter which helps in
tuning the level of sparsity in the solution with a milder effect on the global shrinkage
of regression coefficients.
 We will also provide a more principled approach to variable selection as opposed to
heuristics like thresholding.
 We will expand the usage of this framework to various generalized linear models in
order to cater to a wide variety of applications.
 Finally, in the context of survival analysis, we will look at the extension of grouped-
variable selection to a clustering model where variable selection for each cluster will
be done simultaneously with cluster identification.
3.2 Grouped-Variable Selection
In the previous chapter, we discussed the problem of individual variable selection in the
context of linear regression. We also looked at some of the methods that exist in litera-
ture to address this problem both from an optimization and a Bayesian perspective. We
observed that the Bayesian view of the problem helped in extracting different estimates
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from the posterior distribution over the regression coefficients which was missing in the
optimization view of the problem. However, in various application settings, the variables
are endowed with a natural group structure. This, in turn, leads to a changed notion
of variable selection, wherein it is more desirable to select whole groups of related vari-
ables rather than individual variables. Some common examples of such problems include
the k-th order polynomial expansions of the input variables where the groups consist of
products over combination of variables. Another popular example is the data consisting
of categorical variables (i.e. “factors” in the usual statistical terminology) and optionally,
their interactions. Such variables are then represented as groups of dummy variables. In
such application settings, it makes more sense to select entire groups of dummy variables
which represent a single categorical variable. This requirement leads to the need for for-
mulating a grouped variable selection problem. Such type of categorical data is commonly
encountered especially in biological applications. Examples of such applications include
bio-marker identification, birth weight prediction, splice site detection etc.
In the context of penalized linear regression, this modified problem of grouped variable
selection has been addressed in the optimization based framework via the Group-Lasso
as defined in [11]. This formulation is motivated by the classical Lasso, where the `1
norm constraint is replaced with a `1-`2 norm constraint, where the `1 part of it is ap-
plied between groups to encourage sparsity in groups of variables. This formulation has
been applied to a variety of applications and its properties have been analyzed theoreti-
cally (see [12], [22] and [23]). As with the classical Lasso, this optimization based view
of the Group-Lasso provides a MAP estimate but lacks in providing other estimates of
the posterior distribution of the regression coefficients like the expectation and variance
estimates. Similar to the Bayesian Lasso [17], it would be beneficial to have a probabilistic
formulation of the grouped variable selection problem to estimate various quantities from
the posterior distribution of the regression coefficients. Hence with a motivation similar
to the Bayesian Lasso, we introduce a framework for Bayesian Group-Lasso in order
to perform grouped-variable selection and to estimate various quantities like the first and
second moments which would provide more information about uncertainty in the variable
selection process.
Apart from the goal of providing a probabilistic framework for grouped-variable selection
in order to summarize the posterior distribution over regression coefficients, an additional
goal is to introduce flexibility in the level of sparsity imposed on the solution while avoiding
excess global shrinkage of the coefficients. This is motivated by the observation that the
Lasso has only a single parameter to control sparsity which simultaneously also affects the
global shrinkage [14]. Traditionally, sparsity of the solution has been tuned by adjusting
the regularization parameter which reduces the number of selected variables but as a
consequence results in the global shrinkage of the non-zero regression coefficients. This in
turn may result in a poorer predictive performance. To overcome this limitation of the
model, a generalization for Bayesian Lasso has been introduced in [21] where an extra
parameter has been added to create a flexible class of priors which can enforce varying
levels of sparsity. On similar lines, we incorporate this extension for our Bayesian grouped-
variable selection framework.
In the following sections, we again describe the Group-Lasso optimization problem.
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We then define our Bayesian interpretation of the same problem, with an extension to
flexible sparsity. This is followed by the description of the inference algorithm and finally
concluded with experiments to demonstrate the workings of the inference mechanism.
3.3 Group-Lasso
We first describe the classical Group-Lasso formulation. In this modified problem of
grouped selection, as before, we have n responses y = (y1, y2, ..., yn) and an n × d design
matrix X which consists of n observation vectors xi ∈ Rd arranged as rows in X which
we represent as (xt1,x
t
2, ...,x
t
n). We can also view the matrix X in terms of its d columns
consisting of the column vectors (c1, c2, ..., cd) where each column represents a predictor
variable. Additionally, the predictor variables are grouped into G groups with size of each
group denoted by pg. Hence the design matrix can be represented as sub-matrices which
include column vectors of a group of predictor variables i.e X = {X1, X2, ..., XG} where
each sub-matrix Xg = {cg1 , cg2 , ..., cgpg} represents a single group of columns or predictor
variables and gi is the index of a column in that group. Similarly, the regression coefficients
β can also be split into groups of coefficients β = (β1,β2, ...,βG) where the components
of βg have a one-to-one correspondence to the columns of Xg. The breakup of groups is
graphically shown in Figure 3.1.
Figure 3.1.: Design matrix X is divided into sub-matrices {X1, X2, ..., XG} where each
sub-matrix represents a group. Similarly the regression coefficients β are also
divided into groups with a one-to-one correspondence with the sub-matrices.
The goal of inference is to select significant groups as a whole rather than individual
variables. The modified constrained regression problem, termed as the Group-Lasso, is
stated as follows:
argminβ C(β) s.t.
∑G
g=1 ‖βg‖2 ≤ κ,
 3.1
where C(β) is the cost function. This definition is modified further to rescale the constraint
based on the size of each group:
argminβ C(β) s.t.
∑G
g=1
√
pg‖βg‖2 ≤ κ
 3.2
As mentioned in Chapter 2, we will specifically deal with likelihoods which stem from the
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exponential family of distributions which implies that C(β) will be a convex function for
the models that we will consider. For least squares regression, the likelihood is based on
the normal distribution and hence C(β) = ‖y−Xβ‖22. Based on eq. (3.2), the goal is then
to minimize C(β) under a constraint on the sum of the `2-norms of the sub-vectors βg,
where `p(m) = (
∑d
i=1 |mi|p)1/p for a d-dimensional vector m. As described in the previous
chapter, for p ≥ 1, `p norm is convex whereas for 0 < p < 1, lp defines a semi-norm and
hence is non-convex. Hence for Group-Lasso, since the constraint consists of a sum of `2
norms, the feasible region is convex and hence the overall problem is a convex optimization
problem which can be solved efficiently (see [12], [11]). It also immediately follows from
eq. (3.2) that the Lasso is a special case of Group-Lasso where the group size pg = 1 for
all groups.
In the next section, we interpret the Group-Lasso in a Bayesian framework by defining
a suitable prior motivated by the prior specification in the Bayesian Lasso.
3.4 The Bayesian Group-Lasso
Similar to the Bayesian Lasso, we begin by reformulating the Group-Lasso for a standard
linear regression model with normally distributed noise in a probabilistic framework which
we will call the Bayesian Group-Lasso. We use a normally distributed likelihood and a
product of multivariate Laplacian priors over the regression coefficients. We define the
probabilistic model in the following manner:
y ∼ N(y|Xβ, σ2I)
βg ∼ M-Laplace(βg|0, c−1) ∀g = 1 . . . G,
 3.3
where M-Laplace is a spherical pg dimensional multivariate Laplacian distribution defined
over each group of regression coefficients as follows:
M-Laplace(βg|0, c−1) ∝ cpg/2 exp(−c‖βg‖2).
 3.4
Hence, given n observations, the posterior distribution of the regression coefficients can
be written as:
p(β|y, X, σ2, c) ∝N(y|Xβ, σ2)
G∏
g=1
M-Laplace(βg|0, c−1)
∝N(y|Xβ, σ2)
G∏
g=1
M-Laplace(βg|0, c−1).
 3.5
Taking negative log likelihood of eq. (3.5) gives us back the Lagrangian form of the Group-
Lasso formulation in eq. (3.2) and hence finding a MAP solution to eq. (3.5) becomes
equivalent to optimizing the Group-Lasso described in eq. (3.2), with c playing the role of
a fixed Lagrange parameter. Our primary goal is to develop an inference algorithm which
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can enable us to summarize the posterior distribution over regression coefficients with the
moments and mode of the distribution. Since it is not feasible to analytically derive all
these quantities from the above formulation, it is necessary to find an alternate formulation
of eq. (3.5) in order to make posterior analysis feasible. Our focus is to reformulate the
model in a way such that MCMC sampling can be used for inference purposes in the same
manner as was done in the Bayesian Lasso. We now discuss an alternate representation
of the prior over regression coefficients which will be used to build our framework for
inference.
3.4.1. Prior Formulation
To make posterior analysis feasible, we reformulate the prior via the introduction of latent
variables using a hierarchical model. A latent variable representation of the Laplacian
distribution is the scale-mixture of normals ([17],[18]). We extend the same concept to
rewrite the multivariate Laplacian distribution over the regression coefficients as follows:
G∏
g=1
p(βg|•) =
G∏
g=1
M-Laplace(βg|0, c−1)
=
G∏
g=1
∫∞
0
N(βg|0, σ2λ2gI)Gamma(λ2g|pg+12 , ag2 ) dλ2g,
 3.6
where ag = pgρ and λg’s are the auxiliary variables. It can be shown analytically that this
scale-mixture of normals is equivalent to the multivariate Laplacian distribution defined
earlier:
p(βg|ρ, σ2) =
∫∞
0
N(βg|0, σ2λ2gI)Gamma(λ2g|pg+12 , ag2 ) dλ2g
= (σ2)−
pg
2
∞∫
0
(λ2g)
− 1
2 exp
[
− bg
2λ2g
− λ2g ag2
]
︸ ︷︷ ︸
(
bg
ag
)
1
4K 1
2
[
(agbg)
1
2
]
·GIG(λ2g | 12 ,ag ,bg)
a
pg+1
2
g dλ2g
∝ (σ2)− pg2 ( bg
ag
)
1
4 (agbg)
− 1
4a
pg+1
2
g exp
[
−(agbg) 12
]
∝ (ag/σ2)
pg
2 exp(−(ag/σ2) 12‖βg‖2)
∝ M-Laplace(βg|0, (ag/σ2)−
1
2 ),
 3.7
where GIG is the generalized inverse Gaussian distribution defined in Appendix A, bg =
‖βg‖2
σ2
and Kv(·) is the modified Bessel function of the second kind and c =
√
pgρ
σ2
. It
is important to note here that this particular formulation of the prior is not the only
way to specify sparsity inducing distributions as a scale-mixture of normal distributions.
Other formulations have been used recently like the one defined in [24], which uses a single
multivariate Laplacian distribution over all the regression coefficients.
The parameters ρ and σ play the role of the Lagrangian parameter
(
=
√
ρσ2
)
in the
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penalized version of the Group-Lasso defined in eq. (3.2). Hence (ρ, σ2) can be viewed as
model selection parameters. These parameters can be determined using cross-validation.
We opt for a more convenient alternative of specifying a prior over these parameters and
integrating them out stochastically.
3.4.2. Hyperpriors
In this section, we define hyperpriors over the model selection parameters σ2 and ρ for a
full Bayesian treatment of the model, as opposed to learning them by cross-validation. The
key motivation behind breaking up the prior on β into a hierarchical model, by introducing
latent variables Λ, was to make posterior analysis feasible. The inference mechanism that
we choose later is primarily driven by the ability to sample from the posterior conditional
distributions of all the variables involved. Hence the choice of priors on variables σ2 and
ρ is also driven by the simplification of the inference process, which in turn means being
able to sample from the posterior conditional distributions of these variables.
For σ2, we define a standard conjugate prior (see [25]) as:
p(β, σ2) = p(β|σ2)p(σ2) = N(β|0, σ2Λ) · Inv-χ2(σ2|ν0, s20),
 3.8
where Λ is a d × d diagonal matrix with diagonal entries from λ1 to λG, with each λg
repeated pg times. The Λ matrix is illustrated in Figure 3.2. For ρ, a conjugate gamma
λ
1 λ
1
λ
1
λ
G
p
1
 times
λ
G
λ
G
λ
G
p
G
 times
....
...
Figure 3.2.: The Λ matrix is constructed as a diagonal matrix with diagonal entries from
λ1 to λG, with each λg repeated pg times.
prior is defined as follows:
p(ρ|r, s) ∝ ρGr−G exp
(
−ρG
s
)
.
 3.9
With these hyperpriors for ρ and σ2, all the posterior conditionals are now of standard
form. Instead of choosing a particular value for these parameters (as in cross-validation),
these variables will be integrated out through the inference procedure.
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In certain experiments with Bayesian variable selection, such a procedure has shown to
be more effective for predictive performance than the traditional cross-validation step for
choosing model selection parameters (see [26]). With a particular model of Bayesian Lasso
regression, a comparison experiment was conducted in [26] with the diabetes data in [7]
to compare the prediction errors of the standard Lasso regression to a Bayesian version
of Lasso regression. In the standard Lasso regression, model selection was done via cross-
validation, whereas the Bayesian setting integrated out these parameters through MCMC
sampling. The results showed that 65.6% of the time the Bayes procedure performed better
which indicates the possibility of predictive gains while using the fully Bayesian model.
The full hierarchical model for Bayesian Group-Lasso in terms of the latent variables is
shown in Figure 3.3.
r, sy
Gamma(ρ|r, s)
N(y|xtβ, σ2) Gamma(λ2g|pg+12 , pgρ2 )
x
Λ
ν0, s
2
0
Inv-χ2(σ2|ν0, s20)
ρ
σ2
β
N(β|0, σ2Λ)
Figure 3.3.: The full hierarchical model for the Bayesian Group-Lasso - The different
colors indicate different roles of the variables in the model. Green - given
observations, cyan - auxiliary variable, brownish - model selection parameters,
blue - fixed hyperparameters.
Setting the Hyperparameter Values. We briefly discuss the setting of hyperparameter
values in the model. There are four parameters, ν0, s
2
0, r and s which need to be fixed.
The first two parameters define the Inv-χ2 distribution and hence can be interpreted as
ν0 being the number of additional virtual samples available with a variance of s
2
0. The
only other hyperparameters in the model are the shape r and scale s in the Gamma(r, s)
prior on ρ. Testing for suitable values can be done straightforwardly by first sampling ρ
from the hyperprior and in turn sampling λ2g from Gamma(λ
2
g|pg+12 , pgρ2 ). The fraction of
“large” λ2g values encodes our prior belief about the sparsity of the model. Since λ
2
g is a
variance parameter for the g-th group of regression coefficients, the fraction of large λ2g
values essentially determines the expected sparsity.
3.4.3. Generalized Sparsity
Although the hierarchical prior that we have defined so far is a sparsity inducing distribu-
tion, it is still restrictive since there is only one way of tuning the sparsity of the solution.
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This is done by tuning the parameters (σ2, ρ) with the intention of suppressing some more
regression coefficients towards zero. However, this results in a global effect of further
shrinking all the regression coefficients including the significant ones. Although, it serves
the purpose of variable selection, this excessive shrinking of the regression coefficients may
adversely affect the predictive performance of the model, as shown in the experiment in
section 6.6.2.
As described in the previous chapter, the work in [21] shows how an extra parameter
can be added to the Bayesian single variable selection model to provide more flexibility in
generating sparser solutions. Following the work in [21], we introduce an extra parameter α
in the model in order to produce prior distributions over β which are capable of varying the
sparsity of the solution without excessively shrinking the significant regression coefficients.
The α parameter is introduced as a part of the shape parameter in the gamma distribution
of λ2g (defined in eq. 3.6) as follows:
G∏
g=1
p(βg) =
G∏
g=1
∫∞
0
N(βg|0, σ2λ2gI)Gamma(λ2g|αpg+12 , ag2 ) dλ2g.
 3.10
Based on this changed hierarchical prior, we can derive the marginal probability density
function for βg, by using the definition of a generalized inverse Gaussian distribution [27]
(see Appendix A):
p(βg|σ) =
∫∞
0
N(βg; 0, σ
2λ2gI) p(λ
2
g) dλ
2
g
=
(σ2)−
pg
2√
2pi Γ(p′gα)
∫ ∞
0
(λ2g)
p′gα− pg2 −1 exp
(
−1
2
[
bg
λ2g
+ λ2gpgρ
])(pgρ
2
)p′gα
dλ2g
=
(σ2)−
pg
2 b
1
2
(p′gα− pg2 )
g K(p′gα− pg2 )(
√
pgρbg) (pgρ)
(p′gα+
pg
2
)
√
pi Γ(p′gα) 2
(p′gα− 12 )
,
 3.11
where p
′
g =
pg+1
2
, bg =
‖βg‖22
σ2
and Kν(.) is the modified Bessel function of the second kind.
The sparsity inducing nature of the prior is determined by the value of α. For values
α ≤ 1, this prior becomes a sparsity inducing distribution, where α = 1 corresponds to
the Bayesian Group-Lasso case. For α > 1, the prior is no longer sparsity inducing and
closely resembles a normal distribution for α = 2. Figure 3.4 shows the 2-D contour plots
for various types of prior distributions induced by setting different α values.
Prior on α. Since we have introduced another parameter α in the model, we can define a
prior on this variable as well. Based on the work in [28], we define a joint conjugate prior
on (ρ, α):
p(α, ρ|t, q, r, s) ∝ t
α−1 exp(−ρq)
Γ(α)rρ−αs
.
 3.12
The modified hierarchical model is shown in Figure 3.5.
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Figure 3.4.: 2-D Plots of the prior over β for different values of α. Left: Plot of the prior
for β for α = 1 which resembles the Lasso constraint. Center: Plot of the
prior for β for α = 0.5. Right: Plot of the prior for β for α = 2.0 which
resembles a normal distribution.
t, q, r, sy
N(y|xtβ, σ2)
x
Λ
ν0, s
2
0
Inv-χ2(σ2|ν0, s20)
σ2
β
N(β|0, σ2Λ)
Gamma(λ2g|αpg+12 , pgρ2 )
ρ, α
p(ρ, α|t, q, r, s)
Figure 3.5.: The full hierarchical model for Bayesian grouped-variable selection with an
extra parameter α for controlling the level of sparsity. The prior distribution
over (ρ, α) is based on eq. 3.12.
3.5 Posterior Inference via MCMC Sampling
As mentioned before, it is not feasible to analyze the posterior distribution over regression
coefficients. The primary motivation behind creating a hierarchical prior over the regres-
sion coefficients was to aid inference. Since the re-construction of the prior resulted in all
the posterior conditional distributions to be of standard form, a natural choice for inference
is Gibbs sampling which is a type of Markov Chain Monte Carlo sampling technique. As
described in the previous chapter, the method entails sampling from a joint distribution of
variables by sampling from the conditional distribution of each parameter in turn, keeping
others fixed. Under mild conditions, asymptotically, samples thus generated converge to
the samples from the true joint distribution of the variables. To derive all the posterior
conditional distributions of our model, we consider the joint posterior distribution for all
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the parameters:
p(y, X,β,Λ, σ2, ρ) ∝ (σ2)− d2 exp
[
−1
2
· σ−2(y −Xβ)t(y −Xβ)
]
· (σ2)− d2
G∏
g=1
[
(λ2g)
− pg
2 exp
(
−‖βg‖
2
2λ2gσ
2
)
· (λ2g)
(pg+1)
2
−1ρ
(pg+1)
2 exp
(
−λ2g
pgρ
2
)]
· (σ2)−( ν02 +1) exp
(
−1
2
· ν0s20 · σ−2
)
· ρ(Gr−1) exp
(
−ρ
s
)
.
 3.13
Based on this joint distribution, it is straightforward to derive the conditionals for each
parameter. We first consider the blocked sampling of β and σ2, by first sampling from
the marginal distribution of p(σ2|•) and then sampling from p(β|σ2, •) where • denotes
all the other variables. The resulting distributions have the standard form:
p(σ2|Λ, ρ, α,X,y) = IG
(
σ2|ν0 + n
2
,
ν0s0 + y
ty − βˆt(X tX + Λ−1)−1βˆ
2
)
,
 3.14
where IG is the inverse-gamma distribution and βˆ = X ty.
p(β|σ2,Λ, ρ, α,X,y) = N(β|µ˜, σ2Σ˜)
with Σ˜ = (X tX + Λ−1)−1, and µ˜ = Σ˜X tXβˆ,
 3.15
where Λ is a diagonal matrix consisting of λ2g’s as diagonal elements, with each λ
2
g repeated
pg times as shown in Figure 3.2:
Λ = diag( λ21, . . . , λ
2
1︸ ︷︷ ︸
p1 replications
, . . . , λ2G, . . . , λ
2
G︸ ︷︷ ︸
pG replications
).
 3.16
The posterior conditional distribution of λ2g is the generalized inverse Gaussian:
p(λ2g|β, σ2, ρ) ∝ (λ2g)−
pg
2
+α
pg+1
2
−1 exp
[
− bg
2λ2g
− λ2g
ag
2
]
= GIG
(
α
(pg + 1)
2
− pg
2
, ag, bg
)
,
 3.17
where ag = pgρ and bg = ‖βg‖22/σ2 ∀ g ∈ {1, 2, ..., G} .
For the sampling of (ρ, α), sampling of ρ and α based on their individual posteriors
conditioned on each other is avoided, since this results in a slow mixing of the Markov
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chain due to a high correlation between samples from the two conditionals. To overcome
this issue, we propose doing block sampling over the variables by first sampling α based on
the marginal posterior distribution and then sampling ρ conditioned on α. The posterior
conditional distribution of ρ given α results in a gamma distribution:
p(ρ|α, •) ∝ Gamma
(
ρ|α(s+∑Gg=1 p′g) + 1,∑Gg=1 pgλ2g2 + q) ,  3.18
and the marginal of α is derived based on the work in [28]:
p(α|•) ∝ t
α−1
Γ(α)r
.
G∏
g=1
(λ2g)
p
′
gα
Γ(p′gα)
.
Γ(α(s+
∑G
g=1 p
′
g) + 1)
(
∑G
g=1
pgλ2g
2
+ q)α(s+
∑G
g=1 p
′
g)+1
.
 3.19
This marginal distribution is a non-standard distribution and is complicated to sample
from. Hence sampling is done by discretizing the distribution over a range of values.
We now construct an MCMC sampling algorithm which samples values of the parameters
based on all the above posterior conditional distributions. Details are given in Algorithm
1.
Algorithm 1 Gibbs Sampling for Grouped Variable Selection
1: Input: n observations D = (xi, yi).
2: Initialize: Parameters β, σ2, ρ,Λ, α.
3: Draw samples from the posterior of joint distribution p(β, σ2, ρ,Λ,α|D) by drawing
from the conditionals.
4: for m = 1 to BayesIter do
5: Sample α |β, σ2,Λ, D - from a discretized version of the distribution given in
eqn. 3.19.
6: Sample ρ |β, σ2,Λ, α,D - from a gamma distribution given in eqn. 3.18.
7: Sample Λ |β, σ2, ρ, α,D - from a generalized inverse Gaussian distribution given in
eqn. 3.17.
8: Sample β, σ2 |ρ,Λ, α,D - σ2 is sampled from an inverse-gamma distribution
(eqn. 3.14) and β conditioned on σ2 from a multivariate normal distribution
(eqn. 3.15).
9: end for
The Gibbs sampler for the Lasso has been shown to possess geometric ergodicity in [8]
which might indicate a rapid convergence of the sampler. After running the Gibbs sampler,
the generated samples can be used to estimate various quantities like the expectation and
variances of the regression coefficients. We also quantify the significance of a coefficient
by looking at its probability values associated with credibility intervals [0,∞) or (−∞, 0]
based on whether the coefficient is positively or negatively significant. Hence, a value
closer to 50% indicates non-significance whereas a value closer to 100% strongly indicates
significance. Based on thresholding of these values, we obtain a sparse subset of significant
variables.
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3.6 Experiments
In this section, we illustrate the working of the MCMC algorithm for Bayesian grouped
variable selection with two experiments. The first involves using the Bayesian Group-Lasso
for variable selection in categorical variables. The second one uses the same algorithm for
the special case of Bayesian Lasso in order to address the issue of correlated variables as
discussed in the previous chapter.
3.6.1. Categorical Variable Selection
For this experiment, the data was generated based on the linear regression model with
Gaussian likelihood. The size of the dataset is n = 100. For input variables, we use 30
categorical variables which can take values {0, 1, 2}. Using polynomial contrast coding,
each categorical variable is transformed into two dummy variables. Hence the problem of
selecting significant categorical variables is transformed into selecting groups of dummy
variables which represent the respective original categorical variables. After transforming
into dummy variables, total number of variables d = 60. The coefficients for the dummy
variables which represent the categorical variables (x4, x7, x15, x25) are set as significant
(β values 10.0) and the coefficients for rest of the variables with low significance is set to
2.0. We set the hyper-parameter values for n0 = n and s
2
0 = 0.5. Although we defined a
joint prior over (ρ, α), it results in a peaked posterior for α and hence for experiments, it
is reasonable to set the value of α based on the desired sparsity of the solution and define
a conjugate gamma prior distribution for ρ. For this experiment, we set α = 1, which
represents the special case of Bayesian Group-Lasso. For setting the hyper-parameters
for the distribution over ρ, we use the criterion that roughly 1% of the λ2g values should
exceed 5 ·median(λ2). In this experiment, we set the shape and scale values as 200 and
0.1 respectively.
The Gibbs sampler was run for 5000 iterations with a burn-in period of approximately
100 iterations. A sample trace plot of a significant regression coefficient is shown in Figure
3.6. Figure 3.7 shows the results of the toy experiment as a box plot. The true groups
are clearly visible in the box plot. To perform variable selection, we plot the significance
values based on the credible intervals as mentioned in the previous section. Using 95%
probability as the threshold for selection, we recover the truly significant groups. Figure
3.8 shows the significance plot along with the threshold for variable selection.
3.6.2. Correlated Variables
As mentioned in the previous chapter, an issue with the Lasso is that whenever there
exists a group of significant and highly correlated predictor variables, the Lasso tends to
select only one variable from the group. Using a simulation, we show how the Bayesian
Lasso (which is a special case of the Bayesian Group-Lasso, where pg = 1 ∀ g), is still
able to recover all the significant variables even with highly correlated predictor variables.
For this purpose, we simulated data d = 50 and n = 100. The significant variables were
chosen to be (x4, x14, x30, x37, x45) and the corresponding βi values were set to 1.0. The rest
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Figure 3.6.: The figure shows the trace plot for the one of the dummy variable coefficients
corresponding to the original categorical variables x4 (left) and x28(right). We
see that the Gibbs sampler converges very quickly and the burn-in period is
hardly 50− 100 iterations.
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Figure 3.7.: Results of the toy experiment with a least squares model is shown in the
form of a box plot of the regression coefficients. We see that the groups corre-
sponding to the categorical variables x4, x7, x15 and x25 are clearly identified
as significant.
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Figure 3.8.: A selection of the variables is done by plotting the significance of the coeffi-
cients based on credibility intervals. For this experiment a threshold of 95%
is used and the maximum significance value of each group is used for the final
selection of a variable.
of the regression coefficients were set to 0. The data was generated using a multivariate
normal distribution, with variables x4 and x30 being highly correlated. Using this data,
we applied both the standard Lasso and the Bayesian Lasso to identify the significant
variables. In the standard Lasso, as expected, one of the correlated variables (x30) is not
clearly identified as significant based on the solution path obtained. On the other hand,
the Bayesian Lasso successfully identified all the truly significant variables including the
correlated ones. The results are shown in Figure 3.9.
3.7 Summary
In this chapter, we defined the grouped-variable selection problem in the context of linear
regression in the form of the Group-Lasso. We looked at the existing optimization view of
the problem and then using the Bayesian Lasso as motivation, we constructed a sparsity
inducing prior for grouped regression coefficients. We showed how this relates to the
Group-Lasso in the negative logarithm space. Further, we observed that in the Lasso case,
producing sparser solutions also results in global shrinkage of coefficients which may affect
predictive performance. We extended our model further to include an extra parameter
which provides additional flexibility in defining the level of sparsity desired in the solution
without compromising too much on the scale of the regression coefficients in the posterior.
The inference was carried using Gibbs sampling. Through simulated experiments, we
looked at how samples are generated and then used to estimate various quantities like the
58
3.7. SUMMARY
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
20
25
X30
X4
X45
X37
X14
|beta|/max|beta|
LASSO
St
an
da
rd
ize
d 
Co
ef
fic
ie
nt
s
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
ll
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
lll
ll
lll
l
ll
l
ll
l
l
l
l
l
l
l
l
lll
l
l
l
ll
l
l
ll
l
ll
l
ll
l
ll
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
l
l ll
ll
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
ll
l
l
ll
ll
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
ll
l
l
l
ll
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
ll
l
l
l
l
lll
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
ll
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
ll
ll
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
ll
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
ll
ll
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
ll
l
l
ll
ll
l
l
ll
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
ll
l
l
ll
l
ll
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
l
ll
l
l
ll
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
−
5
0
5
10
15
20
25
0 10 20 30 40 50
−
5
0
5
10
15
20
25
Box Plot
Co
ef
fic
ie
nt
 va
lu
es
Variables
Figure 3.9.: Left: The solution path from the standard Lasso using the LARS package.
We observe that the variable x30 is not clearly identified as significant. Right:
Using the same data, the Bayesian Lasso was used to produce the box plot
as shown here. We observe that both the correlated variables can be clearly
identified as significant in this case.
mean, variance and significance levels. Thresholding was used to produce a point estimate,
i.e. the set of selected groups of variables.
So far we have built a powerful Bayesian framework for grouped variable selection in the
context of linear regression with a Gaussian likelihood. In the next chapter, we go beyond
a Gaussian likelihood model and look at some other generalized linear models which can
also be incorporated into this current framework with minimal changes.
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4
Network Inference with Generalized
Linear Models
4.1 Beyond Regression
So far, we have built an omnibus Bayesian framework for grouped-variable selection which
can produce different estimates related to the posterior distribution of the regression coef-
ficients. However, the entire analysis was done in the context of linear regression where the
response variables are real numbers. But there exist other widely encountered application
scenarios where the response variables are of different types. Some common examples are
classification problems involving binary response variables and count data involving whole
number response variables. In order to cater to a wider variety of applications scenarios,
we need to look at possible extensions to the framework which would allow the inclusion
of other data types for the response variables. In this chapter, we address this need by
using the generic component structure of generalized linear models. We show how this
generic component structure can be easily incorporated into our existing framework for
linear regression for specific models with a minimal change to the MCMC algorithm.
Apart from this extension, we also extend the features from individual variables to
higher-order interactions which leads us to an alternate view of variable selection. Such
higher-order interactions can be represented in the form of a hypergraph where the nodes
denote the variables and an edge between two variables denotes an interaction between
them. This leads to the interpretation of the variable selection problem as a sparse hy-
pergraph inference problem. We illustrate this in detail through real-world experiments
in the context our extension of the Bayesian framework to generalized linear models.
These extensions are especially motivated by certain biological applications that were
encountered during the course of this work. As we shall see in the experiments section,
this extended model was applied to microarray datasets from breast cancer tissue samples
in order to find novel “compound” bio-markers. The word compound denotes a group of
associated bio-markers.
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4.2 Generalized Linear Models
As described in section 2.2, the applicability of linear regression models can be broadened
by extending them to generalized linear models. The GLM was described in terms of three
components, the random component, systematic component and the link function. It was
further generalized to the random intercept model which is illustrated in Figure 4.1.
βηµ
σ2
x
y
Random Component
Link Function
Systematic Component
N(η|xtβ, σ2)
g(µ) = ηp(y|µ)
Figure 4.1.: Dependency structure of a random intercept model (i.e. a GLM with a
stochastic systematic component). The dotted blocks represent the different
components of the model.
Extension to Bayesian Grouped-Variable Selection. Using the above described graph-
ical model for generalized linear models, it is straightforward to describe the posterior over
the regression coefficients β by defining a suitable prior:
p(β,η|y, X, •) = p(y|g−1(η)) N(η|Xβ, σ2I)p(β|•),
 4.1
where η = (η1, ..., ηn). To combine this with grouped-variable selection, we can re-use the
hierarchical model that we have defined for the prior over regression coefficients. Applying
the previously defined Bayesian grouped variable selection framework to specify the prior
over the regression coefficients β, we obtain the resulting graphical model as shown in
Figure 4.2. As we have seen in the previous chapter, Gibbs sampling was the choice
of inference algorithm to generate samples from the posterior distribution over β. An
advantage of using Gibbs sampling is that it is possible to incorporate additional variables
to the model with minimal changes. In the context of our extension to GLMs, re-using
the same inference algorithm involves only a minor addition. Since the distributions over
all existing variables remain the same, the only new variable to consider is η. Hence
for posterior sampling, we need to additionally consider sampling η given all the other
variables. The sampling for all the other variables β,Λ, σ2 and ρ remains the same.
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r, s
α
Gamma(ρ|r, s)
N(η|xtβ, σ2) Gamma(λ2g|α, ρ2)
x
N(β|0, σ2Λ)
Λ
ν0, s
2
0
Inv-χ2(σ2|ν0, s20)
ρ
σ2
βy η
p(y|g−1(η))
Figure 4.2.: Dependency structure of the hierarchical Bayesian Group-Lasso for a random
intercept model. The changed elements are marked with a dotted rectangle
indicating the change from the previously defined model for regression which
was the GLM with identity link function. The rest of the model remains the
same.
The sampling of η depends on p(y|·) and the link function g(·) and is generically written
as:
p(η|•) ∝ p(y|g(·))N(η|Xβ, σ2I).
 4.2
Hence the exact manner in which η will be sampled will depend on the particular GLM
being analyzed along with the choice of link function. The modified Gibbs sampling
algorithm for GLMs is given in Algorithm 2.
Algorithm 2 Gibbs Sampling for Grouped Variable Selection in GLMs
1: Input: n observations D = (xi, yi).
2: Initialize: Parameters β,η, σ2, ρ,Λ, α.
3: Draw samples from the posterior of joint distribution p(β,η, σ2, ρ,Λ, |α,D) by drawing
from the conditionals.
4: for m = 1 to BayesIter do
5: Sample ρ |η,β, σ2,Λ, α,D - from a gamma distribution given in eqn. 3.18.
6: Sample Λ |η,β, σ2, ρ, α,D - from a generalized inverse Gaussian distribution given
in eqn. 3.17.
7: Sample η|β,Λσ2, ρ, α,D - from a conditional distribution based on eqn. (4.2).
8: Sample β, σ2 |η, ρ,Λ, α,D - σ2 is sampled from an inverse-gamma distribution
(eqn. 4.10) and β conditioned on σ2 from a multivariate normal distribution
(eqn. 4.11).
9: end for
In this work, we discuss two widely encountered models, namely the Poisson model
for count data and the binomial model for classification. We will derive the posterior
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C1 C2 C3 C1 C2 C3
C11C12 C21C22 C31C32
Figure 4.3.: The figure shows how a design matrix with 3 columns of categorical variables
is transformed using dummy variables. Here the columns are represented by
the light-blue rectangles. The resulting matrix has multiple columns per cat-
egorical variable. For example, C11 and C12 together represent the categorical
variable C1.
conditional distribution for η for each case separately.
Dummy Variables for Categorical Data Analysis. In this section, we will describe
the usage of dummy variables for categorical data analysis and see how it motivates the
grouped-variable selection problem from an individual variable selection problem. This
fact is then used in subsequent biological data analysis where we frequently encounter
categorical data.
Consider a data analysis problem in the context of linear regression which involves
variable selection for predictors which are categorical in nature. The standard approach
for such an analysis problem is to encode each categorical variable as a group of dummy
variables. Various encoding techniques exist in literature like effect coding, polynomial
contrast coding etc. In terms of the design matrix X, the dummy coding procedure results
in introducing a group of columns for each column vector (representing one variable) as
shown in Figure 4.3.
In this thesis, we use orthogonal polynomial contrast codes for dummy coding. Contrast
coding is a coding procedure which models the pattern of the differences of the response
variable mean for different levels or categories of a categorical variable (see [29]). Polyno-
mial contrasts model these patterns in terms of polynomials (line, parabola etc.) and are
applicable in cases when the categorical variable is quantitative in nature and the levels are
equally spaced. Further, using orthogonal polynomial contrast codes have the additional
benefit of making the design matrix orthogonal which provides computational benefits as
we shall see later. In the next section, we will discuss the extension of the regression model
to higher-order interactions and its interpretation in terms of a hypergraph.
4.3 Sparse Hypergraph Inference Problem
In this section, we look at another viewpoint with regard to variable selection which is a
graphical view of the variables and the interactions between them. Consider the simple
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linear regression problem as before where:
y = xtβ +  where  ∼ N(0, σ2).
 4.3
The feature space can be extended to include higher-order interaction terms (first-order
and above) between all the variables where the zeroth order interaction terms are the
individual variables, and the n-th order interactions represent the interactions between all
combination of (n−1) variables. For example, adding the first and second-order interaction
terms to our regression model will result in:
y =
∑
i
xiβi +
∑
i,j
xixjβij +
∑
i,j,k
xixjxkβijk + .
 4.4
We will denote the augmented regression coefficient vector as β, where β consists of all
the regression coefficient terms including the higher order interaction terms βij and βijk.
The problem of sparse feature selection can now be extended to include these higher-order
interactions as well. The sparseness of the augmented coefficient vector β (with all higher
order terms) can now be represented as a hypergraph.
A hypergraph is a generalization of a graph where an edge is defined to be between any
number of vertices, instead of just two as in a usual graph. We can represent the regression
coefficient vector β in terms of a hypergraph, where the nodes represent the individual
variables and edges represent the interactions. In this thesis, we consider interaction terms
only upto second-order. Hence, the corresponding hypergraph will have hyperedges at the
most between three nodes. Specifically, all the coefficients βij represent an edge between
variables i and j and all coefficients βijk represent an edge between variables i, j and k.
The size of the circles and the width of the edges denote the level of significance of the
particular interaction term. A sample sparse hypergraph representing a sparse regression
coefficient vector is shown in Figure 4.4.
For the rest of this document, we will use this representation for illustrating a sparse
coefficient vector. The weight on the edges/nodes will denote the level of significance of
the particular interaction term which will be measured in the usual manner as done in
previous experiments.
4.4 Poisson Models for Contingency Tables
In section 4.2, we discussed the extension of the Bayesian grouped-variable selection to
generalized linear models. We now focus on a specific GLM, namely the Poisson model
for analyzing count data in contingency tables.
Contingency Tables. A contingency table represents a G-dimensional table where each
dimension represents a categorical variable. Consider a contingency table τ comprising
of G categorical variables {C1, . . . , Cg, . . . , CG} with each variable Cg consisting of Kg
categories. Each cell is denoted by (v1, v2, . . . , vG) where vg denotes the categorical value
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X2
X1
X3
X4
X5
X6
Figure 4.4.: An example of a sparse hypergraph between five variables representing the
coefficient vector which has non-zero entries for β1, β2, β36, β456. The zeroth
order interactions (i.e individual variables) are represented by circles, first-
order or pairwise interactions are represented by blue lines and second-order
or triplet interactions are represented by red triangular hyperedges. The size
of the circles and width of the edges denote the level of significance of the
particular interaction term.
corresponding to Cg for that cell. Hence a value in a cell represents the number of obser-
vations with that combination of values for the categorical variables. The total number of
cells in the contingency table will be n =
∏G
g=1Kg.
Based on the assumption of how the counts in cells were generated, the two different
models that can be used for analyzing contingency tables are the multinomial model and
the Poisson model. Assuming that the total number of counts is fixed, the observed vector
of individual counts y = (y1, . . . , yn) can be considered as a realization drawn from a
multinomial distribution. This is the approach taken in [30] in a penalized likelihood
framework. If on the other hand, we assume a sampling model in which the total number
of counts itself is random and the time period for observing the counts is fixed, we arrive
at the Poisson model. This sampling model is plausible for many practical situations. For
example, a Poisson model can be applied to a clinical study where the counts correspond to
the number of patients with certain properties visiting the hospital in a fixed time period.
The motivation for analyzing count data in contingency tables arises due to several rea-
sons. Firstly, count data for certain compositions of categorical variables occurs frequently
in practical applications, particularly in a bio-medical context like in tissue microarray
data for measuring protein expression levels. Secondly, due to the introduction of dummy
variables, feature selection for categorical variables is directly related to inferring sparsity
on the level of groups of predictor variables. Based on these motivations, we show that
choosing a specific encoding scheme for categorical variables allows us to derive a highly
efficient sampling algorithm that makes full Bayesian inference practical for large-scale
applications.
66
4.4. POISSON MODELS FOR CONTINGENCY TABLES
Construction of the Design Matrix X. Let y = (y1, . . . , yn) be the observed counts in
each cell of the contingency table as described above. Starting from the counts existing
in the contingency tables, we describe the construction of the design matrix X, including
the steps of creating the dummy variables and adding higher-order interactions.
1. Construct a 2-dim table. We first create a 2-dimensional table where each row
corresponds to one cell of the contingency table. Hence the number of rows is n.
The columns represent the G variables and hence encode the value that each variable
takes for that cell. The corresponding count column vector y gives the count observed
for the particular cell indexed by rows.
2. Higher order interactions. Along with this, we also augment our model, and hence
the matrix, by adding higher-order interactions terms. Interaction terms are basically
column-wise product expansions of these individual (main-effect) matrices. The
augmented design matrix X can now be viewed as being composed of individual
sub-matrices:
X =[1, XC1 , . . . , XCG︸ ︷︷ ︸
main effects
, XC1:C2 , . . . , XCG−1:CGd︸ ︷︷ ︸
1st order interactions
,
. . . , XC1:···:CQ+1 , . . . , XCG−Q:···:CG︸ ︷︷ ︸
highest order interactions
],
 4.5
where each sub-matrix encodes q-th order interaction terms and the interactions are
denoted by the colon operator (:) and Q denotes the highest order interaction that is
modeled. The individual variables are denoted as zeroth order, pair-wise interactions
as first order and so on.
3. Dummy coding. As described in the previous section, categorical variables need
to be encoded using dummy variables. In terms of the design matrix X, we need
to replace each column g with a group of columns, using dummy variables which
we denote by {Cdmg }. To avoid over-parametrization, identifiability constraints are
imposed on the individual sub-matrices in the form of contrast codes which encode
a factor with K levels into a sub-matrix with K − 1 columns. In many practical
applications, we are given ordered factors, i.e. ordinal variables for which a natural
ordering is involved. Examples of this kind are, for instance, intensity levels that are
measured in protein expression data. For such ordinal categorical variables, the use
of polynomial contrast codes (see [29]) is a natural choice. These encodings employ
orthogonal polynomials and have the practical advantage that the (typically huge)
resulting design matrix is orthogonal, i.e. X tX = I.
As a result of the above steps, we obtain groups of “dummy” variables where each group
encodes an interaction term, starting from the zeroth (or single variables) to a maximum
Qth order interaction terms. For the experiments that we consider in this thesis, Q = 2.
GLM Components for a Poisson Model. Assuming that the counts are random and
were generated in a fixed time period, the standard approach for modeling count data
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over a fixed period of time is Poisson regression which involves a log-linear model with a
random component of independent terms:
yi|µi ∼ Poisson(µi) = µ
yi
i e
−µi
yi!
, for i = 1, . . . , n
 4.6
where “Poisson” denotes the Poisson distribution. The link function defined on the mean
µi is µi = e
ηi , and the stochastic systematic component is defined as before:
ηi = x
t
iβ + i, i ∼ N(0, σ2),
 4.7
where the stochastic definition makes it possible to allow for deviations from the log-linear
model. This is applicable, for example, to overdispersed Poisson models which are common
in practice. Hence the updated likelihood term is as follows:
p(y,η|X,β, σ2) =
n∏
i=1
Poisson(yi| exp(ηi))N(ηi|xtiβ, σ2).
 4.8
The main technical advantage of the Poisson model lies in the factorization over the cells,
given the means µi (see eq. (4.6)). We shall see later that this simplifies sampling of η in
the Gibbs sampling algorithm.
Inference Using Gibbs Sampling. In a generalized linear model, we can re-use the Gibbs
sampling inference technique that we introduced previously for the Bayesian grouped-
variable selection framework. For the Poisson Model, the joint distribution over all the
variables can be written as:
p(y,η, X,β,Λ, σ2, ρ) ∝
n∏
i=1
Poisson(yi| exp(ηi))N(ηi|xtiβ, σ2)
· (σ2)− d2
G∏
g=1
[
(λ2g)
− pg
2 exp
(
−‖βg‖
2
2λ2gσ
2
)
· (λ2g)
(pg+1)
2
−1ρ
(pg+1)
2 exp
(
−λ2g
pgρ
2
)]
· (σ2)−( ν02 +1) exp
(
−1
2
· ν0s20 · σ−2
)
· ρ(Gr−1) exp
(
−ρ
s
)
.
 4.9
The use of a stochastic systematic component not only allows for deviations from the
parametric model, but also greatly simplifies Gibbs sampling. This is due to the fact that
conditioning on ηi, sampling of β and σ remains the same. Also, a key benefit in using
orthogonal contrast codes is the resulting orthogonality property of the design matrix,
X tX = I. This makes it possible to sample from very high-dimensional models in an
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efficient and numerically stable way since all the matrix inverse operations involve only
diagonal matrices. The modified posterior conditionals for β and σ2 are:
p(σ2|Λd, ρ, α,X,η) = IG
(
σ2|ν0 + n
2
,
ν0s0 + η
tη − βˆtΛdβˆ
2
)
,
 4.10
where IG is the inverse-gamma distribution and βˆ = X tη.
p(β|σ2,Λd, ρ, α,X,η) = N(β|µ˜, σ2Λd)
with µ˜ = Λdβˆ,
 4.11
where Λd is a diagonal matrix consisting of values λdg =
1
1+ 1
λ2g
with each λdg repeated pg
times:
Λd = diag(λd1, . . . , λd1︸ ︷︷ ︸
p1 replications
, . . . , λdG, . . . , λdG︸ ︷︷ ︸
pG replications
).
 4.12
The sampling of β is efficient since all the components can be sampled independently.
The only addition to the Gibbs sampling algorithm is the sampling of ηi from its posterior
conditional distribution:
p(ηi|•) ∝ exp
[
ηiyi − exp(ηi)− 1
2σ2
(xtiβ − ηi)2
]
∀ i = 1 . . . n.
 4.13
Since the above conditional is not of recognized form, we need to look at alternate ways
of sampling from this distribution. The above conditional posterior is log-concave which
makes it possible to use “black-box” sampling methods like adaptive rejection sampling.
Another possibility is to use a Laplace approximation which has been used in a similar
context of Poisson regression in [31]. We propose using Laplace approximation, since
in practice it gives results which are almost indistinguishable from adaptive rejection
sampling, along with speeding up the sampling step considerably.
The Laplace approximation (see [32])involves approximating a target distribution P
with the normal distribution Q. This is done by a Taylor expansion of the un-normalized
log-probability distribution around its peak and then using the first three terms for the ap-
proximation. The second term is zero since the first derivative vanishes at the peak, hence
only the first and third term are included. As a result, the distribution is approximated
to:
Q(x) =
√
c
2pi
exp
(
− c
2
(x− x0)
)
,
 4.14
where x0 is the mode of the distribution P and c =
∂2
∂x2
lnP (x)|x=x0 . Similarly, we approx-
imate p(ηi) from eq. (4.13) to a normal distribution N(ηi|ηi0, c−1). We derive the values
of ηi0 and c by solving:
yi − exp(ηi) + 1
σ2
(xtiβ − ηi) = 0,
 4.15
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where ηi0 is the solution to this equation. With this value, c is calculated as:
c = exp(ηi0) +
1
σ2
.
 4.16
Hyperparameter Selection. A side effect of using the Laplace approximation for
ηi is a good intuition about reasonable priors on σ
2. Such a prior should be roughly
centered around the reciprocal value of the average of all counts, see [31] for details. In
our implementation we use this rule of thumb by setting s20 in the Inv-χ
2(n0, s
2
0) prior on
σ2 to 1/(1 + median(y)).
4.4.1. Application to Breast Cancer Studies
Breast Cancer and Immunohistochemistry. In western societies, breast cancer is one
of the leading causes of tumor-induced death in women. Despite improvements in the
identification of prognostic and predictive parameters, novel biomarkers are needed to
improve patient risk stratification and to optimize patient outcome. Furthermore, the
identification of molecules that are differentially regulated during tumorigenesis may lead
to the development of personalized medicine for patients.
Recently, independent research groups were able to identify five distinct gene expression
patterns which are (i) highly predictive for the patients’ prognosis and (ii) may reflect the
biological behavior better compared to established parameters. According to this model,
a basal as well as two distinct luminal-like expression patterns in addition to a her2
(ERBB2) over-expressing and a normal breast-like group could be distinguished [33].
Even though results from mRNA expression profiling are very convincing, there are still
some limitations to its clinical application due to the high costs. Several studies have
shown that biologically distinct classes of breast cancer as defined by mRNA expression
analysis can also be identified with a cost efficient technique called immunohistochemistry
[34, 35]. Definitions of the basal phenotype by the former and other groups using different
cytokeratin antibodies (e.g. anti-CK5/6) prove to be robust and allow the identification
of this tumor type on a routine basis.
Tissue Microarrays with Immunohistochemistry. Immunohistochemistry is a cost ef-
fective technique which is used for detecting specific antigens (e.g., proteins) in the cells
of a tissue sample by exploiting the principle of antibodies binding specifically to antigens
in biological tissues. An antibody-antigen interaction can be visualized in various ways
like immunofluorescence and immunoperoxide staining. Immunohistochemical staining is
widely used in the diagnosis of abnormal cells such as those found in cancerous tumors.
In the tissue microarray (TMA) technology, 0.6mm tissue cylinders are punched from
primary tumor blocks of hundreds of different patients and subsequently embedded into
a recipient tissue block. Slices of these tissues are then stained immunohistochemically to
detect specific antigens (see Figure 4.5 for details). Sections from such array blocks can
then be used for simultaneous in situ analysis of thousands of primary tumors on DNA,
RNA, and protein level. The high speed of arraying, the lack of a significant damage to
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(a) (b) (c) (d)
Figure 4.5.: (a) to (d) shows a flow of the process of tissue microarray analysis. First the
primary samples are taken from a cancerous tissue (a breast tissue in this case
as shown in (a) ). Then 0.6mm tissue cylinders are punched from the primary
tumor blocks of different patients and arrayed in a recipient paraffin block (b).
Slices of 0.6µm are cut off the paraffin block and are immunohistochemically
stained (c). These slices are scanned and each spot represents a different
patient. Image (d) depicts the TMA spot from a single patient with breast
cancer stained with an antigen.
donor blocks, and the regular arrangement of arrayed specimens substantially facilitates
automated analysis. The TMA technology promises to significantly accelerate studies
seeking for associations between molecular changes and clinical endpoints [36].
In the present study involving cancerous breast tissue samples, intensity levels of the
following immunohistochemical markers in tissue samples have been measured utilizing
the TMA technology:
1. er - estrogen receptor.
2. KPNA2 - karyopherin-alpha-2.
3. CK5/6 - anti-cytokeratin.
4. Collagen-6 - fibrous structural protein.
5. Claudin-7 - membrane-associated tetraspanin protein.
6. ITIH5 - inter-α-trypsin inhibitor.
7. her2 - the human epidermal growth factor receptor.
Experimental Design. After histopathological grading of tumors according to [37], pa-
tients were divided into a low-risk (grade 1-2) and a high-risk (grade 3) group. The overall
goal of this experiment was to identify differences in interaction patterns of marker pro-
teins between these groups. The Kaplan-Meier survival analysis in Figure 4.6 shows that
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Figure 4.6.: Kaplan-Meier curves regarding overall survival for the low-risk (upper red
curve) and the high-risk group (lower blue curve) of breast cancer patients.
Error bars define standard 95% confidence intervals.
the split chosen is meaningful in the sense that the survival patterns of the two groups
differ significantly. This observation was corroborated by the analysis of mean protein
expression levels in the two groups (Figure 4.7). As expected for the low-risk class of
patients (grade 1-2), there was marked estrogen receptor (er) expression, whereas CK5/6
and KPNA2 were negative.
Data Analysis and Interpretation. Having identified a meaningful subdivision into pa-
tient groups, our goal was to identify the significant interaction patterns in each group.
The observed expression of each of the proteins was represented as a factor with 3 levels
(“low”, “intermediate”, “high”). The resulting contingency tables were separately ana-
lyzed for each group with our Poisson based grouped-variable selection model. Interaction
terms up to the second order (i.e. individual variables, pair-wise interactions and triplet
interactions) were analyzed. In terms of the hypergraph view of the problem, the goal
was to infer a sparse hypergraph, with hyperedges containing upto 3 nodes. One million
Gibbs samples were drawn, the burn-in phase contained the first 200,000 samples, and
every 25th of the remaining samples was used for computing the posterior densities. Due
to our efficient algorithm, it took less than one hour to compute one million samples on
a standard computer. Trace plots indicated that the convergence of the Markov chain
was not really an issue in this experiment (see Figure 4.9 for an example), an observation
which is corroborated by a length control diagnosis according to [38] indicating that the
necessary burn-in-period is probably  1000.
In the low-risk group, the following interaction terms appeared to be highly signifi-
cant: the two main effects of KPNA2 and CK5/6 expression, the first-order interac-
tion KPNA2:CK5/6 and the second order interaction KPNA2:CK5/6:her2, see Fig-
ure 4.8. Interpreting high-order interaction terms can be a complex problem. A close
analysis of the contrast codes and the sign of the regression coefficients showed, how-
ever, that all these interaction terms explain observed counts by either marginal or joint
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Figure 4.7.: Distribution of protein expression levels. The expressions are divided into 3
levels corresponding to the three bins shown which represent “low”, “inter-
mediate”, “high” expression values. The distribution of expression levels is
shown for the low-risk group (left) and the high-risk group (right).
negative immunoreactivity for KPNA2, CK5/6 and her2, respectively. The high-risk
group showed a distinctly different interaction pattern which is dominated by the main
effect of claudin7 expression, the interaction claudin7:KPNA2 and the (weaker) in-
teraction er:claudin7:ITIH5. Again, looking into the contrast codes and the signs, we
concluded that the main effect of claudin7 explains the counts by an over-represented
“intermediate” bin and both under-represented “low” and “high” bins. The interaction
term claudin7:KPNA2 explains counts mainly by a joint “intermediate” expression.
These interaction patterns are in line with known gene expression patterns of breast
cancer. Claudin7 is a known intercellular adhesion molecule. As expected, the inter-
action pattern of high-risk tumors (grade 3) was dominated by loss of expression of the
tight junction protein claudin7. Non-high grade breast cancers (grade 1-2) were mainly
hormone-receptor positive, and negative for the high-grade markers KPNA2, CK5/6
and her2. In a study by Dahl et al. [39], high rates of KPNA2 expression were signifi-
cantly associated with positive TP53 and her2 immunoreactivity and a high proliferation
index. Besides CK5/6, KPNA2 seemed to be characteristic of the basal-like subtype of
breast cancers, possibly representing a different clinical entity of breast tumors, which is
associated with shorter survival times and a high frequency of TP53 mutations. Over-
expression of the her2 protein is also a well-known prognostic factor associated with poor
survival in breast cancer, which also was found for the her2-positive group defined by
Sorlie et al. [40].
Control Experiments. In order to compare our results with other analysis methods we
conducted two control experiments. For the low-risk group, Figure 4.10 shows the “solu-
tion path” computed by the non-Bayesian analogue of our method, the standard Group-
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Figure 4.8.: Identified interaction patterns for the low-risk group (left) and the high-risk
group (right). The size of the circles indicates the estimated significance of the
main effects. For instance, the largest circle for CK5/6 means that more than
95% of the posterior samples are negative. Correspondingly, the linewidth of
the interactions (blue lines: 1st-order, reddish triangles: 2nd-order) indicates
their significance, see Figure 4.9 for an example of a significance plot for an
interaction.
Lasso with Poisson likelihood. We used the algorithm described in [12]. The solution
path shows the evolution of the individual group norms when relaxing the constraint κ,
see eq. (3.2). The plot indicates that the main effects CK5/6 and KPNA2 and the
interactions KPNA2:CK5/6 and KPNA2:CK5/6:her2 have a dominating role, which
is in perfect agreement with our results. At the same time, the more diffuse picture for
large constraint values κ > 100 together with the difficulty of defining meaningful vari-
ance estimates effectively demonstrates the inherent interpretation problems of classical
Group-Lasso solutions.
The test for uniqueness/completeness of solutions proposed in [12] reveals another prob-
lem: for any reasonable numerical tolerance parameter in the optimization process, the
solutions found by the Group-Lasso are probably not uniquely identifiable. For constraint
values κ > 90 there is an increasing amount of inactive (i.e. zero norm) groups that might
become active in alternative solutions which are -close (in terms of likelihood) to the
found “optimal” solution. This problem might be viewed as another strong argument
for following the Bayesian paradigm of averaging over Group-Lasso solutions, instead of
focusing on a single (penalized) maximum likelihood solution.
For a second control experiment we used the same data to estimate a Bayesian network.
Concerning the identification of interactions, the main technical differences to our Bayesian
Group-Lasso model are the restriction to a graph (instead of a hypergraph), and the use
of directed edges which in some cases can be used for inferring causal relations. We used
the deal -Package [41, 42] that finds the topology on the basis of the network score which
is basically the log of the joint probability of the graph and the data. In the resulting
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Figure 4.9.: Example trace plot for the very strong 1st-order-interaction KPNA2:CK5/6
in the low-risk group, and moving average (upper panel). Corresponding
posterior density (lower panel). More than 90% of the samples exceed zero
(red area).
analysis, we observe many similarities between the Markov blankets from the Bayes nets
and from our model. On the other hand, neither the network topology nor the direction of
edges seems to be very stable. Among the top-scoring models many variants of the network
have almost indistinguishable scores. Most of these fluctuations concern the dependencies
between the three variables KPNA2, claudin7 and her2, see Figure 4.11 for an example.
The clear identification of a second-order interaction between these three variables in our
model (the bold red triangle in the left panel of Figure 4.8) might be interpreted as a
strong advantage of explicitly modeling high-order interactions in a hypergraph.
In summary, through these experiments, we have demonstrated the usefulness of the
Poisson sparse regression framework for detecting novel compound-biomarkers by extend-
ing the analysis to higher order interactions.
4.5 Binomial Model for Classification
In this section, we look at yet another example of a commonly used generalized linear
model, namely the binomial model for classification. Specifically we will analyze the case
of a two-class classification problem via the Bernoulli model. For this purpose, as in
the Poisson regression case, we will utilize the generalized linear model extension to our
framework, which in this case is the Bernoulli regression model. The response variable y
for a two-class classification problem is binary, where y ∈ {0, 1}.
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Figure 4.10.: The figure shows the comparison of results with the optimization based
Group-Lasso method. The experiment was executed for the low-risk group
and the result is displayed based on the evolution of group norms (“solu-
tion path”) which is obtained by relaxing the κ constraint in the standard
Group-Lasso with Poisson likelihood.
GLM Components for Binomial Regression. The random component of a two-class
binomial regression model is defined as:
p(yi|µi) = Bernoulli(yi|µi), for i = 1, . . . , n
 4.17
where Bernoulli(yi|µi) = µyii (1 − µi)(1−yi). The link function can be defined in multiple
ways, the standard choices are the logit and probit functions (see [1]). We choose the probit
link function since the computations involved for sampling from the posterior conditional
distribution are straightforward. The probit link function is defined as:
µi = Φ(ηi),
 4.18
where Φ denotes the cumulative distribution function of a standard normal distribution:
Φ(ηi) =
1
2pi
∫ ηi
−∞
exp
(
−t
2
2
)
dt.
 4.19
As before, the auxiliary variable η forms a part of the stochastic systematic component
with ηi ∼ N(xtiβ, σ2). Similar to the Poisson case, this model can be combined with the
Bayesian grouped-selection framework. All the other posterior conditional distributions
are intact and the only new posterior conditional to be looked at is the one involving
η. The posterior conditional distribution for η factorizes into ηi for each i, where the
distribution takes the form of a truncated normal distribution:
ηi ∼ N(xtiβ, 1)
{ −∞ < ηi < 0 if yi = 0
0 < ηi <∞ if yi = 1 ,
 4.20
which can be sampled in a very efficient manner (see [43]) with existing statistical library
functions. Additionally, all the previous extensions regarding categorical variables (i.e. ad-
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Figure 4.11.: Two examples of the top-scoring Bayes nets with almost indistinguishable
scores, showing typical variations in topology. For quantifying the score dif-
ferences, we made a perturbation experiment: when 10% of the observations
are randomly left out, the standard deviation of the individual maximum
scores is σ ≈ 2.2. More than 50 different networks in the unperturbed prob-
lem lie within the highest one-σ region.
dition of dummy variables) and higher-order interactions can be applied to this model as
well. We now look at the biological application of splice site detection to showcase the
workings of both the binomial model and the previously discussed Poisson model.
4.6 Application to MEMset Donor Dataset
In biology, with respect to analyzing DNA sequences to find genes, it is very important
to be able to recognize splice sites. Splice sites are regions in the DNA which separate
coding (exons) and non-coding (introns) regions. In particular, the 5′ end (starting point)
of an intron is called the donor splice site and is analyzed in this section. For this purpose,
the MEMset Donor dataset http://genes.mit.edu/burgelab/maxent/ssdata/ is used
which consists of 8415 true and 179438 false human donor splice sites data. For the analysis
done in this section, the data was balanced (see [22]) in both datasets so that both have an
equal size of 8415. Each instance of data consists of a sequence of DNA of length 7 within
a window of the splice site which consist of the last 3 positions of the exon (−3,−2,−1)
and first four positions (2, 3, 4, 5)of the intron (see Figure 4.12). Hence these are strings
of length 7 comprising of 4 characters {A, C, T, G} which represent the four nucleic acids
Adenine, Cytosine, Thymine and Guanine (see [44] for details). Figure 4.13 shows
the distribution of {A, C, T, G} in all the window positions in both true and false splice
site datasets. Apart from the main effects, the data is extended further to include 1st
order(pairwise) and 2nd order(triplet) interactions. Each interaction term is then coded
with dummy variables using a polynomial contrast code giving rise to a 16384 × 1156
design matrix.
A Poisson model applied to contingency tables was used to analyze the interactions
in both true and false splice sites separately. Figure 4.14, shows the difference in the
interaction patterns of true and false splice sites. In particular, we observe a very strong
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Figure 4.12.: Illustration of a splice site within a portion of a DNA. A splice site is a set of
positions which separates an exon and an intron. The splice site is marked as
position 0 and 1. The positions after the splice site is marked with increasing
numbers 2, 3 and so on, while the positions before the splice site are marked
with decreasing numbers starting with −1,−2 and so on.
2nd order intra-region interaction between window positions (2:3:4) in true splices sites,
which is completely missing in the case of false splice sites. Interestingly, we also observe in
the true case a strong 1st order inter-region interaction between (-1:2), which are the last
position of the exon and first position of the intron respectively which conforms to what one
would hope to expect with such a sequence related pattern. This particular observation
also validates the assertion made in [12], which does not find the inter-region interaction
as important, but shows that inter-region interactions may have a role in solutions with
the same (or -close) likelihood.
A second experiment was performed with this data in order to infer the significant
interaction patterns in the context of classification of a given sequence as true or false
splice site. The binomial model with probit link function was used for this purpose. Figure
4.15 shows the significant interaction patterns which help in differentiation between true
and false splice sites. Apart from observing some patterns similar to the first experiment,
we also observe a strong 2nd order inter-region interaction between (-1:3:4), which again
emphasizes the importance of long range interactions in this classification task. This
observation, in particular, shows the ability of the model to address the issue raised in
[12], regarding the non-uniqueness or incompleteness of maximum likelihood solutions to
the Group-Lasso functional. The prediction performance on a test set (correlation with
the true labels ρ = 0.66) was practically identical to the results reported in [12] and in the
original paper [44], which has been viewed as among the best methods for short motive
modeling.
4.7 Summary
In this chapter, we extended our Bayesian grouped-variable selection framework to include
generalized linear models other than standard linear regression. Having specified a general
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Figure 4.13.: Visualization of the MEMset data. Left panel: Distribution of A,C,T,G
in the 7 window positions for the dataset with TRUE splice sites.Right
panel: Distribution of A,C,T,G in the 7 window positions for the dataset
with FALSE splice sites.
approach to the extension, we focused on two widely used GLMs, i.e. the Poisson and the
binomial models which are frequently used for analyzing count data in contingency tables
and classification problems respectively. We observed the ease with which the extension to
GLMs was achieved with minimal changes to the Gibbs sampling algorithm implemented
in the previous chapter. For the Poisson model applied to contingency tables, we achieved
a further optimization of the Gibbs sampling algorithm which made the inference practical
for large scale problems.
We also looked at extending the analysis to higher-order interactions. This lead to an
alternate interpretation of the sparse variable selection problem wherein it was interpreted
as a sparse hypergraph learning problem where the nodes represent the predictor variables.
Such an interpretation was found to be useful when compared to other network models like
Bayesian networks which usually do not model higher-order edges. These ideas were then
illustrated through real-world biological applications dealing with bio-marker detection for
breast cancer and splice site detection in human DNA sequences.
In the next chapter, we look at an example of a non-standard generalized linear model
which is motivated by the domain of survival analysis, namely the Weibull model and apply
our variable selection framework on it. Motivated by a biological application of analyzing
the factors affecting survival patterns in sub-groups, we also discuss the extension of the
model to clustering via a mixture-of-experts model, where the goal is to simultaneously
learn clusters in data based on survival patterns, along with identifying significant features
in each cluster which characterize this pattern.
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Figure 4.14.: Results of the interaction patterns for true and false splice sites.The thick-
ness of the lines indicate the significance of the interactions. Left panel:
Interaction patterns of the TRUE splice sites.Right panel: Interaction pat-
terns of FALSE splice sites.
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Figure 4.15.: Results of the interaction patterns for the classification between true and
false splice sites. The thickness of the lines indicate the significance of the
interactions.
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Mixture-of-Experts Model for Survival
Analysis
5.1 Survival Analysis
In this chapter, our focus will be on the application domain of survival analysis. We
will see how certain problems in survival analysis can be analyzed by suitably extending
our Bayesian framework for grouped-variable selection. Our motivation is primarily from
a real-world biological application which deals with the analysis of survival patterns in
patients with breast cancer.
Survival analysis is a branch of statistics dealing with the analysis of time-to-failure data
and is applicable to a variety of domains like biology, engineering, economics etc. More
generally, it is the analysis of time-to-event data where an event could signify death, failure
etc. Particularly in the context of disease studies, it is a powerful tool for identifying
and analyzing the differences in survival patterns between various patient sub-groups.
Another useful analysis in this respect can be to identify some key patient attributes
which might potentially contribute to the difference in survival patterns observed between
various sub-groups. However, the sub-groups are not always identified in advance and it
can be interesting from an application point of view to detect possible sub-groups, within
a patient group, based on the differences in their survival patterns.
In this chapter, we will first introduce some basic concepts related to survival analysis
which include the terminology and some popular models for analyzing the effect of pre-
dictor variables on the response variable which in this case is the survival time. We will
then introduce the type of problems that we are interested to address within the realm of
survival analysis. We then show how we can reuse our Bayesian framework for grouped
variable selection for solving these problems with suitable model extensions. On the algo-
rithm side, we show how the MCMC inference algorithm is easily extended to incorporate
the resulting complicated hierarchical model. This will be done in two stages. In the first
stage, we will tackle a simpler problem by assuming the data to be homogeneous in nature.
In the second stage, we will use the simple case to build a more generic model which deals
with the analysis of heterogeneous data via clustering.
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5.2 Survival Regression
In this section, we first introduce some basic terminology in survival analysis which will
help us explain the extensions to our Bayesian framework for grouped variable selection
in subsequent sections. We will initially assume that the data is generated based on a
homogeneous group of patients who share a common survival pattern and also a common
effect of the predictor variables on the survival pattern.
Survival analysis deals with the analysis of time-to-event data and the observations are
in the form of survival time. A parametric approach to survival analysis involves the
estimation of parameters of a probability density function which models survival time,
where time is represented by a continuous non-negative random variable T i.e. T ∈ [0,∞).
Let f(t) and F (t) denote the probability density function and cumulative density function
of T respectively:
F (t) = P (T ≤ t) =
∫ t
0
f(u)du.
 5.1
Further, a survival function S is defined based on the cumulative distribution function
of T as follows:
S(t) = P (T > t) = 1− F (t) = 1−
∫ t
0
p(u)du,
 5.2
which models the probability of an individual surviving up to time t or an event not
occurring up to time t.
The hazard function h(t) measures the instantaneous rate of failure at time t provided
the individual survives till time t and is defined as follows:
h(t) = lim
∆t→0
P (t < T ≤ t+ ∆t|T > t)
∆t
=
f(t)
S(t)
.
 5.3
Based on the eq. 5.3, we can also derive the following expression:
h(t) = − d
dt
log(S(t)).
 5.4
To model the effect of predictor variables on the survival time, there are two popular
approaches, i.e. the proportional hazards model and the accelerated failure time model.
5.2.1. Effect of Predictor Variables on Survival
The above modeling of time is further extended by considering the effect of predictor
variables x on time t via a regression component. We will discuss two popular models in
this context.
Proportional Hazards Model. One way to model the effect of predictor variables is via
the effect on the hazard function which can depend on time t as well as a set of variables x.
A widely used model which models the affect of the predictor variables in a multiplicative
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manner is the proportional hazards model introduced in [45] which defines the hazard
function as:
h(t|x) = h0(t) exp(f(x,β)),
 5.5
where h0(t) is the baseline hazard function, x is the vector of predictor variables and β is
a vector of regression coefficients. The popular choice for f is a linear function:
f(x,β) = η = xTβ.
 5.6
Accelerated Failure Time Model. This is an alternative choice to the proportional
hazards model for modeling the effects of predictor variables on survival time. Instead of
using the hazard function, the effects are modeled directly as a multiplicative factor on
the observed time, which results in rescaling the original time:
t = t0 exp(f(x
tβ)),
 5.7
where t0 is the baseline survival time and, as before, the usual choice for f is the linear
function xtβ. For a linear function, the hazard function for this model results in:
h(t) = h0(t0 exp(x
tβ)) exp(xtβ).
 5.8
As shown in the previous chapter, we also consider higher-order interactions upto second-
order instead of modeling just the main effects (individual features).
Censoring. Another aspect of survival analysis is the presence of missing values in data.
Data is often right-censored, which means that for individuals whose exact survival time
t is not known, t indicates that the survival was atleast till that point in time. For the
experiments in this document, we will consider only right-censored data. The censoring
for a data point is indicated by a random variable δ, where δ = 0 indicates that the data
point is censored. For a right-censored proportional hazards model, the likelihood function
is defined as:
p({ti}ni=1 |β, X) =
n∏
i=1
[h0(ti) exp(x
t
iβ)]
δi(S0(ti)
exp(xtiβ)),
 5.9
where X denotes the design matrix with rows representing single observations (censored
and uncensored) and S0 is the baseline survival function and n is the number of observa-
tions. Additionally, more flexibility is added to the model by adding a random effect to
the linear function f :
ηi = x
t
iβ + i, where i ∼ N(0, σ2) ∀ i = 1 . . . n.
 5.10
We will show how this also serves an alternate purpose of simplifying the Gibbs sampling
algorithm.
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5.2.2. Weibull Distribution
Although there are various choices of distributions for modeling T , like the gamma, ex-
ponential and log-normal distributions, our choice of distribution for modeling time is the
Weibull distribution defined as:
p(t|αw, λw) = αw 1
λw
tαw−1 exp
(
− 1
λw
tαw
)
,
 5.11
where t > 0, αw > 0, λw > 0 and αw and λw represent the shape and scale parameters
respectively. For αw = 1, it represents the exponential distribution. The corresponding
hazard and survival functions are:
h(t) = αw
1
λw
tαw−1
S(t) = exp
(
− 1
λw
tαw
)
.
 5.12
It is one of the most widely used distributions for survival analysis due to a couple of
reasons. Firstly, it is a very flexible distribution since it can model a variety of survival
functions and hazard rates. Apart from flexibility, it is also the only distribution for which
both the accelerated failure time model and the proportionality hazards model coincide
([46]). This means that if we start with two hazard functions and multiply one with
a relative risk and for the other time is stretched, then both effects can be represented
equivalently with a Weibull distribution (see Appendix B for a standard derivation based
on [47]). Assuming right-censored data, the likelihood is written as:
p(t|αw, λw) =
n∏
i=1
(
αw
λw
tαw−1i
)δi
exp
(
− 1
λw
tαwi
)
,
 5.13
where n is the number of observations, δi = 0 when the i
th observation is censored and δi =
1 otherwise and t = (t1, t2, · · · , tn). Further, to model the effect of x on the distribution
over time, we apply the proportional hazards model. Based on eq. (5.9) the modified
likelihood including the effect of x is as follows:
p(t|η, αw, λw) =
n∏
i=1
[
αw
λw
tαw−1i exp(ηi)
]δi
exp
(
− 1
λw
tαwi exp(ηi)
)
,
 5.14
where η = (η1, η2, · · · , ηn) and ηi ∼ N(ηi|xtβ, σ2).
We note that most parts of the Weibull regression model described so far resemble a
random-intercept model which is a type of GLM. But it is not strictly a GLM since the
Weibull distribution lacks fixed-length sufficient statistics and is not considered, in a strict
sense, to be part of the exponential family of distributions unless the shape parameter is
known. In order to provide a full Bayesian treatment of the model, we can define suitable
priors for the parameters of the model, namely σ, β, αw, and λw.
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Contrast Coding. In this chapter, we will focus on predictor variables which are cate-
gorical in nature. Categorical data is frequently encountered in biological applications and
since our primary motivation for survival analysis stems from biology, we briefly discuss
the construction of the design matrix for categorical variables. When x is categorical in
nature, a dummy coding procedure is applied in order to obtain a transformed design
matrix X for inference. As described in the previous chapter, this results in replacing
each categorical variable with a group of dummy variables. Apart from single variables
(interactions of order zero), the design matrix also consists of higher-order terms i.e. 1st
order (pairwise interactions) and 2nd order (triplet interactions) terms. An example of
an observation matrix consisting of two variable with three categories each along with a
first-order interaction transformed using dummy coding is shown in Figure 5.1.
We choose polynomial contrast codes since they are suited for ordered categorical vari-
ables and avoid over-parametrization by representing a K-level variable with K−1 columns
(see Figure 5.1 bottom). This results in representing each categorical variable as a group
of contrast-coded variables. Hence, to create the full design matrix, first the levels are
contrast-coded which gives us the codes for respective levels (see Figure 5.1 bottom-right)
and then each observation is recoded (for main effects and higher-order interactions) using
these codes as reference.
Mixture Models. Before moving on to the problems that we will analyze in survival
analysis, we will introduce concepts and terminology related to mixture models which
will be used in the rest of this chapter. Mixture models ([32]) are used in the context
of identifying groups or clusters of data points in multidimensional space. Given a set of
observations (x1,x2, · · · ,xn), the goal is to partition the data into k clusters where we
will initially assume k to be given. From a modeling perspective, the data is assumed to
be generated from mixture of distributions. We will explain further details by taking the
example of a mixture model consisting of a mixture of normal distributions.
Assuming that data is generated from a mixture of k normal distributions, we define
the conditional distribution of a data point, given the particular cluster it belongs to, as
a normal distribution:
xi|cj ∼ N(xi|µcj , σ2cj),
 5.15
where cj ∈ {1, 2, · · · , k} is an index to the jth cluster representing a normal distribution
in this case. Further we define weights pi = (pi1, pi2, · · · , pik) given to each cluster which
sum up to one:
p(cj) = pij where
k∑
j=1
pij = 1.
 5.16
These weights are known as mixing proportions or mixture components. Hence, the
marginal likelihood for one data point is written as:
p(xi|•) =
k∑
j=1
pijN(xi|µcj , σ2cj).
 5.17
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Figure 5.1.: Dummy coding illustration: On the top-left, we have categorical obser-
vations for 2 patients for whom 2 biomarkers (X1 and X2) are measured for
expression values. Each categorical variable can have three possible values
(high, med and low). The top-right side shows the transformed design matrix
after a standard dummy coding procedure has been applied. The resulting
design matrix represents each variable as a group of dummy-variables. Hence
identifying key features from the original matrix is translated to the problem
of identifying key groups of dummy variables. The bottom-right shows the
transformed matrix after using a polynomial contrast coding procedure. The
resulting contrast-coded matrix uses (K−1)order+1 columns for an interaction
as opposed to (K)order+1 columns in a a dummy-coded matrix where K is the
number of categories for a variable and order denotes the order number of the
interaction (zeroth, first, second etc).
Further priors can be placed on all the unknowns which include the cluster parameters and
the mixing proportions. The conjugate prior on the mixing proportions is the Dirichlet
distribution. The full model is described as:
xi | ci, φci ∼ F (φci)
ci | pi ∼ G(pi1, pi2, · · · , pik)
G ∼ Dir

1
k
, ...,
1
k︸ ︷︷ ︸
k times
 , αd
 ,
 5.18
where φc denotes the parameters of a cluster with G0 as the prior distribution, G denotes
a discrete distribution and “Dir” denotes the Dirichlet distribution as defined in Appendix
A.
This example can be easily generalized to other distributions by replacing the normal
distribution with a different one. For a fixed k, the inference in mixture models involves
the learning of the parameters of each cluster and also the assignment of data points to
clusters i.e. which data point belongs to which cluster. For inference, MCMC sampling
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algorithms can be used for sampling both the parameters and the assignment vectors.
Then based on the samples accumulated, the assignment of data points to clusters can be
estimated.
The version of mixture models discussed so far are finite mixture models in the sense
that the maximum number of clusters is predefined. But in most applications, the number
of clusters is not known in advance. For such cases, a modified version called the infinite
mixture model ([48]) can be used since it does not fix the number of clusters in advance.
In this case the prior over the mixing proportions is defined to be a Dirichlet Process (DP).
The Dirichlet process is a distribution on distributions i.e. a particular sample from a DP
is also a probability distribution from which samples can be drawn. The draws from a
DP are discrete hence making it a useful prior for clustering purposes. The full model is
written as:
xi | ci, φci ∼ F (φci)
ci | pi ∼ G
G ∼ DP (G0, αd),
 5.19
where DP denotes a Dirichlet Process and G0 is the base distribution.
Mixture-of-Experts. A mixture-of-experts (MOE) model, as proposed in [49] (see Figure
5.2: left panel), uses a divide-and-conquer strategy to represent a complex clustering
problem by localizing it over different regions in the feature space where features are
represented by variable x. The model assumes that data can be summarized by a set of
localized mixture distributions where the mixing components are known as experts. Hence
clusters or mixing components, represented by experts, are probability distributions over
a variable, say z, conditioned on the features x. The distribution of z can be written
based on a standard mixture model conditioned on x which models data that is generated
based from a mixture of distributions:
p(z|x, •) =
K∑
j=1
p(cj|x, •)p(z|x, cj, •),
 5.20
where (•) represents all the unknown parameters, cj’s are the mixture components and K
is the number of clusters which is known in advance. The first term in the left hand side
of eq. (5.20), i.e. p(cj|x, •), is the gate function which decides the weight given to the jth
expert based on x. The weight denotes how well an expert explains the survival pattern
for that region of the space over predictor variables. Using Bayes’ rule, we can rewrite the
model in the following way in order to resemble a standard mixture model, as shown in
[50]):
p(z|x, •) ∝
K∑
j=1
p(cj)p(x|cj, •)p(z|x, cj, •).
 5.21
This representation allows us to visualize each mixture component as a joint distribution
over (x, z). As in mixture models, a Dirichlet distribution can be used as a conjugate
prior over the mixing proportions.
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Figure 5.2.: Left panel: Mixture-of-experts model for two experts with a gating node
representing the function that decides which of the two experts is chosen
to make a prediction for x which is represented by p(cj|x, •) in eq. (5.20).
Right panel: Infinite mixture of experts using a Dirichlet process prior G
with parameters (α,G0). The number of observations is denoted by n and
the respective assignment variables by ci. The observed variables x and z are
represented in green with the priors collapsed to φci .
The above model was described for the case when the underlying number of clusters
is fixed. A further enhancement to the finite mixture-of-experts model involves removing
this limiting assumption as well. The model is extended to an infinite mixture-of-experts
by replacing finite clusters with infinite clusters ([48]) and hence replacing the Dirichlet
distribution by a Dirichlet process (DP) as prior for the mixing proportions, similar to
[50]. The extension to an infinite mixture-of-experts model is described in a hierarchical
manner as follows (see right panel of Figure 5.2):
(xi, zi) | ci, φci ∼ F (φci)
ci | pi ∼ G
G ∼ DP (G0, αd),
 5.22
where DP denotes a Dirichlet process prior with base distribution G0 and a concentration
parameter αd, ci is the latent class to which an observation (xi, zi) belongs and φc de-
notes the parameters which determine the distribution of class c. The effective number of
clusters can be inferred from data by carrying out MCMC sampling with various choices
of algorithms (see [51]).
5.2.3. A Unified Framework for Survival Analysis
In the past, the proportionality hazards model has been extended to a mixture model in
order to find sub-groups in data with respect to survival time and to measure the effect
of predictor variables within each sub-group. In this context, a finite mixture-of-experts
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(MOE) model is defined in [52] by maximizing the partial likelihood for the regression
coefficients and by using some heuristics to resolve the number of experts in the model.
The mixture of experts model is described more in detail later in the chapter. A more
recent attempt at this analysis, which is carried out in [53], uses a maximum likelihood
approach to infer the parameters of the model and the Akaike information criterion (AIC)
to determine the number of mixture components. A Bayesian version of the mixture model
has been investigated in [54], which analyzes the model with respect to time but does not
capture the effect of predictor variables. On the other hand, the work in [55] performs
variable selection based on the predictor variables but ignores the clustering aspect of
the modeling. Similarly, the infinite mixture model defined in [56] does not include a
mixture of experts, hence assumes all the predictor variables to be generated from the
same distribution and also uses a common shape parameter for modeling the Weibull
distribution for each expert.
Based on the existing body of work, our goal is to unify the various important elements of
survival analysis discussed in the models above into a Bayesian infinite mixture-of-experts
(MOE) framework. We will use this framework to model survival time, while capturing
the effect of predictor variables through variable selection and will also deal with an un-
known number of mixing components. From the perspective of our Bayesian framework
for grouped variable selection, we will build extensions to cater to the Weibull model using
the proportionality hazards model. Secondly, we introduce a further extension to include
clustering via a mixture-of-experts model in order to simultaneously learn the clusters
existing in data based on survival time and also the significant predictor variables via
the regression coefficients in the Weibull linear regression model. Similar to the previous
chapter, the concept of grouped variable selection is applied to categorical variables which
are commonly encountered in biological applications.
5.3 Survival Analysis with Variable Selection
Based on the goals laid out in the previous section, we will first start by looking at a single
cluster model assuming the data to be homogeneous. Since our goal is variable selection
in the context of survival analysis, we start with the likelihood model defined in eq. (5.14)
and then define suitable priors on the parameters of the model, namely σ, β, αw, and λw.
Prior Distributions. As described in the previous section, the dummy variable coding
procedure gives rise to groups of dummy-coded variables. This transformation of data
leads to the task of selecting predictor variables on a group level, i.e. grouped dummy
variables, where each group represents a single categorical predictor variable. We now
apply our Bayesian framework for grouped-variable selection to the Weibull regression
model in order to select significant interaction terms which include higher-order terms
up to order two. This results in including the variables α,Λ and ρ in the model via the
Bayesian grouped-variable selection framework.
The prior specification for β and σ2 is the same as described for the GLM in the previous
chapter. All other variables introduced in the model (α,Λ and ρ) also are treated in the
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same manner. The predictor variables x are assumed to be generated from a normal
distribution:
p(x|µc, σ2c ) = N(x|µc, σ2c ).
 5.23
For a full Bayesian treatment, we apply standard joint conjugate prior for µc and σ
2
c as
follows:
µc|σ2c ∼ N(µc|µ0c, τ−1I)
σ2c ∼ InvGamma(σ2c |e, h).
 5.24
Although the Weibull distribution lacks fixed-length sufficient statistics, we define a joint
conjugate prior for the two parameters (αw,λw), based on the work in [28]:
p(αw, λw|a, b, c, d) ∝ αa−1w exp(−αwb)λ−cw exp
(
−d
αw
λw
)
,
 5.25
where a, b, c > 0 and d allows us to deal with the lack of fixed-length sufficient statistics.
The full model with all the variables is graphically described in Figure 5.3.
region in the covariate space
Parameters for modeling the expert
Parameters for Sparse Regression
Parameters related to survival time
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N(η|xtβ, σ2)
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Figure 5.3.: The complete hierarchical model with the parameterization for a single cluster
model. Depicted in blue are the hyperparameters for the respective distribu-
tions, like (r, s) for the Gamma prior on ρ. The observed variables x and t are
shown in green. The part of the figure centered around t forms the core which
defines the generalized linear model with a normally distributed random link
between η and x and coefficients and priors for the Weibull distribution. The
block on the right defines the hierarchy related to the sparse regression on the
predictor variables via the hierarchical representation of the normal-gamma
prior on the regression coefficients β. Furthermore, the left block defines the
variables for describing the distribution of the space over x.
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Posterior Conditional Distributions. For posterior inference, we again reuse our frame-
work for Bayesian grouped variable selection. We extend Algorithm 1 which was used for
grouped variable selection in least squares regression. The only change required is the
augmentation of steps for sampling the variables µc, σ
2
c , αw, λw and η. All the other pos-
terior conditional distributions for β, σ2, Λ and ρ remain the same as in the least-squares
regression case.
Due to conjugacy, the posterior conditional distribution of (µc, σ
2
c ) is again split into an
normal and inverse-gamma distribution:
µc|σ2c , • ∼ N
(
µc|
∑n
i=1 xi + τµ0c
τ + n
, τ−1σ2cI
)
σ2c |• ∼ IG
(
σ2c |k + n, kθ +
n∑
i=1
(xi − x¯)t(xi − x¯) + τn
τ + n
(µ0c − x¯)t(µ0c − x¯)
)
. 5.26
The posterior conditional distribution of ηi is difficult to sample from since it is not of
standard form:
p(ηi|•) =
[
αw
λw
tαw−1i exp(ηi)
]δi
exp
(
− 1
λw
tαwi exp(ηi)
)
N(ηi|xtiβ, σ2).
 5.27
However, since the posterior conditional distribution is log-concave, we propose the use
of Laplace approximation (see [31]), which approximates the posterior conditional dis-
tribution to a normal distribution and simplifies sampling considerably. The posterior
conditional distribution for ηi is approximated to a normal distribution N(ηi|ηi0, c0) where
ηi0 is the solution to the equation:
δi − t
αw
i
λw
exp(ηi) +
1
σ2
(xtiβ − ηi) = 0.
 5.28
With this value, the value of c0 is calculated by evaluating:
c0 =
tαwi
λw
exp(ηi0) +
1
σ2
.
 5.29
For the Weibull parameters αw and λw, sampling based on their individual posteriors
conditioned on each other is avoided, since this results in a slow mixing of the Markov
chain due to a high correlation between samples from the two conditionals. To overcome
this issue, the posterior conditional of (αw, λw) is split up into the conditional of λw given
αw which results in an inverse-gamma distribution,
p(λw|αw, •) ∝ IG (c+ hd − 1, dαw +
∑n
i=1 t
αw
i exp(ηi)) ,
 5.30
where hd is the number of deaths (number of data points for which δi = 1) and the marginal
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of αw which is derived based on the work in [28]:
p(αw|•) ∝ α
a+hd−1
w exp(−αw(b− log(Phd)))
(dαw +
∑n
i=1 t
αw
i exp(ηi))
c+hd−1 ,
 5.31
where Phd is the product of ti’s for which δi = 1 and (•) represents all the unknown
parameters. However, since this marginal distribution is non-standard, we discretize αw
to simplify sampling. The complete MCMC algorithm is given in Algorithm 3. Based on
Algorithm 3 Gibbs sampling for survival analysis
1: Input: n observations D = (xi, ti).
2: Initialize: Parameters αw, λw,η,µc, σ
2
c ,β, σ
2, ρ,Λ, α.
3: Draw samples of the unknowns from the posterior joint distribution
p(αw, λw,η,µc, σ
2
c ,β, σ
2, ρ,Λ, α|, D) by drawing from the conditionals.
4: for m = 1 to BayesIter do
5: Sample µc, σ
2
c |αw, λw,η,β, σ2, α,Λ, D - from a normal-inverse-gamma distribution
given in eqn. 5.26.
6: Sample η |αw, λw,µc, σ2c ,β, σ2, α,Λ, D -based on a Laplace approximation of the
distribution given in eqn. 5.27.
7: Sample λw |αw,η,µc, σ2c ,β, σ2, α,Λ, D - from the inverse-gamma distribution given
in eqn. 5.30.
8: Sample αw |λw,η,µc, σ2c ,β, σ2, α,Λ, D - from a discretized version of the distribution
given in eqn. 5.31.
9: Sample α |αw, λw,η,µc, σ2c ,β, σ2,Λ, D - from a discretized version of the distribution
given in eqn. 3.19.
10: Sample ρ |αw, λw,η,µc, σ2c ,β, σ2,Λ, α,D - from a Gamma distribution given in
eqn. 3.18.
11: Sample Λ |αw, λw,η,µc, σ2c ,β, σ2, ρ, α,D - from a generalized inverse gaussian dis-
tribution given in eqn. 3.17.
12: Sample β, σ2 |αw, λw,η,µc, σ2c , ρ,Λ, α,D - σ2 is sampled from an inverse-gamma
distribution (eqn. 4.10) and β conditioned on σ2 from a multivariate Normal distri-
bution (eqn. 3.15).
13: end for
these posterior sampling steps, there is an issue encountered with the sampling of λw and
β. Since both affect the scale of the Weibull distribution, there can be a competing effect
of parameter estimation while sampling for these two parameters. To avoid this problem,
we incorporated λw in the intercept term of the regression component x
tβ.
5.4 Identifying Clusters of Survival Patterns
Till now we have assumed that the data is generated from one homogeneous group and
hence all the analysis was done with respect to this one group. But this may not always be
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the case and the data may represent a group which is a combination of different heteroge-
neous sub-groups where each sub-group exhibits a possibly different survival pattern. In
such a case, it is important to identify these sub-groups in data and also simultaneously
identify the significant predictor variables which influence the survival time distribution
within each sub-group. This particular model is very appealing especially in many biolog-
ical applications where there might be an interest in identifying sub-groups in patients.
Identifying these sub-groups may potentially shed some light on the underlying biolog-
ical problem being studied based on the differences between these groups. We perform
our analysis using a mixture-of-experts (MOE) model which we first describe in the
context of predefined number of clusters. To this, we add the component of sparse sur-
vival regression which we have described so far. The extended model then unifies the two
tasks of cluster identification and variable selection. Since the number of clusters exist-
ing in data is not known in advance, we enhance this model further by using the infinite
mixture-of-experts model which does not require the number of clusters to be specified in
advance.
Finite Mixture of Experts. Initially, we started with the assumption that the data was
generated from one homogeneous group. We further enhance this idea by removing this
assumption and model data which is potentially generated from multiple, but a known
number of sub-groups/clusters in data. In order to model the clusters in terms of the
combined effects of the predictor variables x and survival time t, we use an MOE model
as described earlier. In this case, the clusters or mixing components, represented by
experts, are probability distributions over time t conditioned on x. Based on eq. (5.21),
the distribution of (x, t) can be written as:
p(t|x, •) ∝
K∑
j=1
p(cj)p(x|cj, •)p(t|x, cj, •).
 5.32
The distribution over x is modeled as a normal distribution N(x|µ, σ2cI) as show in Figure
5.3. The standard joint conjugate prior of normal-Inv-χ2 distribution is applied to the
parameters (µ, σ2c ). In order to combine clustering with sparse variable selection, we attach
the component of sparse survival regression to this model. This is done by defining the
distribution of p(t|•) based on eq. (5.14). The rest of the parameters and their respective
priors follow from the previous section.
The resulting posterior conditional distributions for the two new variables in the model
(µc, σ
2
c ), are also of standard form and hence can be easily incorporated into the Gibbs
sampling algorithm for sparse survival regression. To complete the Bayesian picture, we
also apply a suitable prior to the mixing proportions c = (c1, c2, · · · , cK). In a finite MOE
model, a Dirichlet distribution is a standard conjugate prior to the mixing proportions:
p(c|G,αd) ∼ Dir(G, αd) = 1
B(αd)
K∏
i=1
cgiαd−1i ,
 5.33
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where K is the number of clusters, G is a vector {g1, g2, · · · , gK} of K probability values
summing up to 1 and B(·) is the beta function:
B(αd) =
∏K
i=1 Γ(giαd)
Γ
(∑K
i=1 giαd
) .  5.34
The posterior sampling for the assignment vectors and the mixing proportions can be
done in a straightforward way based on the work in [57]. All other parameters follow our
framework for Bayesian grouped-variable selection discussed in earlier chapters.
Infinite Mixture of Experts. We now add the final enhancement to the mixture-of-
experts model by removing the assumption of knowing the number of clusters in advance.
The model is extended to an infinite mixture-of-experts by replacing the Dirichlet distri-
bution by a Dirichlet process (DP) as prior for the mixing proportions, similar to [50].
The extension to an infinite mixture-of-experts model for survival analysis is described as
follows:
(xi, ti) | ci, φci ∼ F (φci)
ci | pi ∼ G
G ∼ DP (G0, αd),
 5.35
where all the variables are defined as before in eq. (5.22).
Algorithm 4 Blocked Gibbs Sampling for a Truncated Dirichlet process
1: Input: n observations D = (xi, ti).
2: Initialize: ci = cluster assignments and parameters φci .
3: Draw from the posterior of the joint distribution p(pi,Φ∗, c|D) by drawing from the
conditionals.
4: while NotCoverged do
5: Sample Φ∗ | pi, c, D - This is carried out individually for each parameter in the
model conditioned on the rest of the variables using Algorithm 3.
6: Sample c | Φ∗,pi, D - For i = 1, ..., N, draw values
p(ci|pi,Φ∗, D) ∼ p(ci|pi)p(xi, ti|φci), ci = 1, ...,M.
7: Sample pi | Φ∗, c, D - The mixing proportions are drawn based on the posterior
p(pi|αd)p(c|pi).
8: end while
MCMC Sampling for Inference and Parameter Estimation. The inference of the
infinite-mixture-of-experts model is carried out by MCMC sampling of the posterior dis-
tribution over the unknowns. Although there exist non-conjugate versions of the Dirichlet
process algorithms (as given in [51]) which can be applied for inference, for practical rea-
sons, we use a truncated version of the Dirichlet process called the Dirichlet-Multinomial
allocation model [57], by specifying an upper bound on maximum number of clusters based
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on the prior knowledge of the particular application. It serves as a good approximation
to the DP measure and results in a finite-sum random probability measure which is com-
putationally easy to implement. More specifically, we carry out a blocked-Gibbs sampling
on a truncated Dirichlet process (see Algorithm 4 for details). After initializing all the
parameters, the sampling algorithm is executed till an indication of convergence. The indi-
cation of convergence may be determined based on the length-control diagnosis explained
in [38] or fixed to a number of iterations based on studying the trace plots of the sampling
process in simulations.
5.5 Experiments
Simulations. In order to demonstrate the effectiveness of the model, experiments were
carried out on simulated data. The first experiment shows the capability of the model to
correctly identify two sub-groups in data along with identifying the key explanatory fac-
tors in both groups. The dataset of size 150 was generated from two equally proportioned
clusters with (5, 5) and (1, 1) being the shape and scale parameters for the Weibull dis-
tribution for each cluster. The features consisted of 7 variables with expansion up to 2nd
order interactions (63 terms). For the first cluster, the significant factors included main
effects x1, x3 and x4, all first order interactions with these three variables i.e. (x1 : x3),
(x1 : x4), (x3 : x4) and a second order interaction (x1 : x3 : x4). Similarly, for the second
cluster, the significant factors included main effects x2, x6 and x7, all first order interactions
with these three variables i.e. (x2 : x6), (x2 : x7), (x6 : x7) and a second order interaction
(x2 : x6 : x7). Significance was achieved by assigning β values of (3, 3, 3, 3, 3, 3, 3) and
(3, 3, 3, 3, 3, 3, 3) to the specific factors in the respective clusters and the rest of the β
coefficients to zero. The predictor variables themselves were sampled from a normal dis-
tribution with means (0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3) and (0.7, 0.7, 0.7, 0.7, 0.7, 0.7, 0.7) for
each cluster respectively. The Gibbs sampling process was executed for 50, 000 iterations
and the burn-in was observed to be very early (in the first ≈ 100 iterations). Both the
clusters were detected and all the true significant factors for both clusters were identified
successfully. See Figure 5.4 for details.
In the second experiment, we compare our mixture-of-experts model to a global single
cluster model in order to justify the need for a mixture model. The training data generated
in the first experiment was used again for learning the parameters of a single-cluster
model. In order to compare the two models, a separate test set (of size 500) was generated
additionally to evaluate the performance of both models by comparing the log-likelihood
of all the test points based on the parameters learned by both models. The per-point
comparison is shown in Figure 5.5 which indicates the improvement achieved by using a
MOE model.
We also performed a standard Kruskal-Wallis rank test which also ranks the MOE
model higher than the single cluster model (see Figure 5.5 left panel). Apart from the
quantitative evaluation, we also see in terms of identifying the significant factors (see
Figure 5.5 right panel), that the single cluster model does poorly, both in recognizing the
true factors and in terms of false positives. This can be explained based on the fact that
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Figure 5.4.: Results for simulated data which was generated for 2 clusters with 7 categor-
ical variables having interaction terms up to second order. In all interaction
graphs, the light-blue circles represent the main effects, the blue lines repre-
sent 1st-order pairs and the reddish triangular lines indicate 2nd-order triplet
interactions. In each case the size of the circle or the width of the lines in-
dicates the estimated significance of the interaction: i.e. For example on the
right cluster, more than 90% of the posterior samples for variable 2 have a
positive sign. Based on the results of the inference process, we observe that
all the key features have been correctly identified.
in a single cluster model, the model has to assume a common baseline model for both
clusters. Then, in order to adjust for the real survival patterns, it can only achieve the
same effect by making suitable adjustments to the regression component. In doing so, the
model compromises in terms of the identification of significant factors from data. As a
result, we see that the MOE model performs much better than a one-cluster model, hence
justifying the need for a cluster-based model.
Application to Breast Cancer. The dataset consists of measured intensity levels
obtained from tissue microarrays of the following markers: karyopherin-alpha-2 (KPNA2),
nuclear staining for p53, the anti-cytokeratin CK5/6, the fibrous structural protein Collagen-
VI, the inter-α-trypsin inhibitor ITIH5, the estrogen receptor (ER) and the human epi-
dermal growth factor receptor HER2. From these categorical variables we constructed a
design matrix which includes all dummy-coded interactions up to the second order.
Despite the fact that this dataset is one of the biggest of its kind, the rather low number
of samples (270 patients) remains the main challenge in these scenarios. A further difficulty
is the large number of censored patients (60%), which is a common problem in long term
retrospective studies. Over a wide range of prior-values, the Dirichlet process mixture
model for selecting “survival experts” finds two large and highly stable clusters.
In order to externally validate these clusters, we analyze the survival of the underlying
patient populations by way of classical Kaplan-Meier plots, see Figure 5.7. It can be
easily inferred that the survival experiences of patients belonging to the two clusters differ
significantly, with the “high-risk” cluster basically containing all patients who die early. In
Figure 5.6 the interaction patterns within the two clusters are shown as lines connecting
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Figure 5.5.: Left: The actual number of points in the test set which scored better in
a particular model (442 for a MOE model Vs 58 for a single cluster model)
based on the likelihood scores. Results of the Kruskal-Wallis rank test also
validated this observation with a p-value  0.001. Right: Results of the
significant interactions found for a single cluster model are shown. Some of
the key factors are not identified along with existence of many false-positives.
pairs or triplets of markers, where the line width encodes the significance in terms of
posterior quantiles which do not contain zero.
The high-risk patient cluster is characterized by a global under-expression of ER and
over-expression of basically all other markers, in particular KPNA2, CK5/6 and HER2.
Over-expression of the latter two markers clearly identifies this cluster as a collection of
basal - and HER2-type breast-cancer patients. The occurrence of KPNA2 in the high-
risk group is also in accordance with previous studies: KPNA2 is a member of the
karyopherin (importin) family, which is part of the nuclear transport protein complex.
KPNA2 over-expression has been shown in several gene expression signatures in breast
cancer and other cancer types. KPNA2 over-expression has been previously identified as
a possible prognostic marker in breast cancer [39].
The Bayesian grouped variable selection framework for survival regression detects several
strong higher-order interactions. Interpreting these interaction terms can be a complex
problem, but a close analysis of the contrast codes and the sign of the regression coefficients
shows that the weak prognosis of members in this cluster is dominated by some of the
combinations, details in Table 5.1 where↘means under-expression and↗over-expression.
The observation that high-order interaction terms seem to be even more indicative than
the individual main effects is a highly interesting result of this study which may lead to the
definition of novel prognostic markers for better differentiation between high-risk patients.
These new hypothetical compound-markers are being tested by our medical partners.
The low-risk cluster has a clear luminal -type signature (strong ER response). Hardly
any significant patterns can be identified which, however, is quite understandable by notic-
ing that the survival curve is almost flat for these patients: in the proportional hazards
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Table 5.1.: The table shows the individual expression signs of all the significant interaction
terms row-wise where ↘means under-expression and ↗over-expression. Each
row denotes an interaction term and the number of elements in each row signify
its order.
ER ↘
ER ↘ CK5/6 ↘
KPNA2 ↘ p53 ↘ Collagen-VI ↘
ITIH5 ↗ HER2 ↗
ER ↘ Collagen-VI ↘ HER2 ↗
ER ↘ KPNA2 ↘ ITIH5 ↗
ER ↘ p53 ↗ CK5/6 ↘
ER ↘ KPNA2 ↘ Collagen-VI ↘
model the individual variables influence the “passage of time”, and a flat curve basically
means that there is almost no intra-class variation that could be explained by individual
variable effects.
er
KPNA2
p53
CK56
collagen6
ITIH5
her2
er
KPNA2
p53
CK56
collagen6
ITIH5
her2
Figure 5.6.: Identified interaction patterns for the high-risk group (left) and the low-risk
group (right). The size of the circles indicates the estimated significance of
the main effects. For instance, the largest circle for ER means that the 0.9
posterior quantile does not contain zero. Correspondingly, the line-width of
the interactions (blue lines: 1st-order, reddish triangles: 2nd-order) indicates
their significance.
5.6 Summary
In this chapter, we have extended our Bayesian framework to the Weibull model which is
extensively used for survival analysis. We have combined this extension with clustering by
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Figure 5.7.: Kaplan-Meier plots for the high-risk group (left) and the low-risk group (right).
The high-risk group contains a large number of patients, who die early.
constructing a Bayesian survival infinite mixture-of-experts model which extends classical
approaches by including feature selection for contrast-coded categorical variables. Random
links and a mixture-of-experts architecture allow the underlying parametric survival model
to be highly flexible. The inherent clustering property of the final model makes it possible
to identify patient sub-groups which are homogeneous with respect to the effect of the
predictor variables on the survival pattern. The use of our Bayesian grouped-variable
selection framework allows the selection of factors and interactions specific to each cluster.
Applied to survival data from a breast cancer study, the model identified two stable
patient clusters that show a clear distinction in terms of survival probability. Several
strong high-order interactions between marker proteins were detected which may lead to
the definition of novel prognostic markers.
So far we have used thresholding as an extra step to produce a sparse set of variables.
Since producing a point estimate can be important from an application perspective, there
is still a need for having a more principled way of obtaining a sparse point estimate which
can then automatically lead to variable selection. In the next chapter, we will show how
the existing algorithm can be extended via simulated annealing in order to produce such
an estimate.
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6
Point Estimate via Simulated Annealing
6.1 Variable Selection
In the context of variable selection in a linear regression problem, one of the frequent re-
quirements is to produce a sparse point estimate with respect to the regression coefficients.
From an application point of view, the domain practitioners often find such sparse point
estimates useful in designing further experiments. So far we have developed a Bayesian
approach for sparse regression for grouped variables with the capability to summarize the
posterior distribution over the regression coefficients with estimates for quantities like the
first and second moments. However, we still do not obtain a truly sparse estimate, since
the expectation of the distribution over regression coefficients is not sparse.
From the perspective of the design of the overall Bayesian framework, our overall goal
is also to create an omnibus framework which can estimate various quantities from the
posterior distribution like expectation, variances and mode. An example of such an om-
nibus framework is defined in [58] where the focus is on logistic regression models. With
this goal in mind, together with application requirements, we would additionally like to
generate a sparse point estimate from our framework for variable selection.
So far, we have used heuristics like thresholding of the significance estimates of the
regression coefficients for variable selection. Such thresholding techniques are commonly
used by sparse Bayesian methods for generating a truly sparse point estimate (see [20]).
In this chapter, we offer a more principled approach to additionally generate a truly
sparse point estimate via Simulated Annealing(SA) with minimal changes to the already
described framework for sparse regression. We will first describe the general concept of
simulated annealing followed by its application to single variable selection in the context
of the framework we have described so far. We will then generalize this idea to grouped-
variable selection and to generalized linear models. This will be followed by experiments
to illustrate the usefulness of this extension.
6.2 Simulated Annealing
Simulated annealing (as defined in [59] and [60]) is a stochastic search procedure for
obtaining the global optimum of a given function usually described over a discrete domain.
The concept is derived from annealing in metallurgy, which involves heating and controlled
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cooling of a material in order to increase the size of its crystals and reduce their defects.
The heating process causes atoms to change their initial configuration (which can be seen
as some local minima of internal energy) and allows them to investigate new positions. The
controlled slow cooling process which follows, then gives the atoms a chance to transition
to states of lower internal energy than the initial one.
Translating this idea to find the optimal value of a probability distribution, samples are
sequentially generated from the probability distribution over the variables, parameterized
by a computational temperature parameter T , based on a cooling schedule for temperature.
The cooling schedule is a function which allows the slow reduction of temperature over the
iterations. The annealing process depends on the cooling schedule to be slow enough for
it to reach the optimal value. The choice of the cooling schedule depends on the nature
of the probability distribution under consideration.
For example, if our target distribution is f(x), then the parameterized distribution is
proportional to f(x)
1
T . We generate samples from this parameterized distribution, starting
with the original distribution (T = 1), and slowly reduce T based on a cooling schedule.
In each iteration, a sample point is generated based on the previous sample point using
a transition probability distribution which is parameterized by T . As T is reduced, the
new sample point is concentrated more around the neighborhood of the previous sample
point. Asymptotically, under certain mild conditions, this results in the sampling process
converging to the set of global maxima of the target distribution f(x). A key point to note
here is that unlike greedy methods for finding optimal values which allow only “downhill”
updates, simulated annealing is stochastic in nature and hence allows “uphill” updates as
well, giving the procedure a chance to escape local minima. This can be useful especially
when dealing with multi-modal distributions. A generic Gibbs sampling algorithm for SA
is as follows:
Algorithm 5 Example - Gibbs Sampling for Simulated Annealing
1: Goal: To find the mode of the distribution P (x1, x2, x3).
2: Initialize: Initialize values x01, x
0
2, x
0
3.
3: Draw samples from the parameterized distribution P (x1, x2, x3)
1
T using Gibbs sampling
4: T = 1
5: for m = 1 to AnnealingIter do
6: Sample xm1 ∼ P (x1|x2, x3)
1
T .
7: Sample xm2 ∼ P (x2|x1, x3)
1
T .
8: Sample xm3 ∼ P (x3|x1, x2)
1
T .
9: Decrease T according to a cooling schedule function fcool(·), T = fcool(m)
10: end for
Also Figure 6.1 shows the effect of temperature on a normal distribution. We observe
that the decrease in temperature leads to the increase in concentration of mass at the
mode. This translates to the effect of samples getting more concentrated near the mode
as the chain progresses with decreasing temperature.
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Figure 6.1.: The effect of temperature on a normal distribution. The mass gets more
concentrated near the mode as the temperature is decreased from left to
right.(Left: T = 1, Center: T = 0.5, Right: T = 0.1)
Convergence of Simulated Annealing. Although standard results exist for discrete do-
mains for the asymptotic convergence of this procedure to the set of global maxima, it
is much harder to prove convergence for continuous spaces in general. However, there is
existing literature for convergence results for specific cases. For example, convergence of
annealing in continuous cases for a specific version of the Metropolis sampler is shown
by [61]. The work in [62] uses Foster-Lyapanov criteria for proving convergence for non-
compact spaces under specified conditions. Other results involve proving convergence
under a suitable hypothesis for diffusion processes (see [63];[64]) and analyzing their dis-
cretized versions [65]. Although not formally shown here, empirical observations indicate
the convergence of Gibbs sampling in our experiments with grouped variable selection.
For the rest of the chapter, we proceed with the assumption of convergence of the Gibbs
sampler for annealing.
6.3 Extension to Bayesian Sparse Variable Selection
Based on the above description, we now propose the following extension to the Bayesian
variable selection model in order to produce a sparse point estimate. We will first focus
on the simpler case of single variable selection (pg = 1 ∀ g) in linear regression and then
generalize the extension to grouped-variable selection. The posterior distribution that was
described for the Bayesian variable selection problem consisted of variables β, ρ, σ, α and
Λ. As discussed earlier, the parameters ρ and σ play the role of the Lagrangian parameter(
=
√
ρσ2
)
in the classical Lasso and α controls the sparsity inducing properties of the
prior over β (α = 1 is the Lasso case).
To additionally generate a sparse β estimate, we extend this model to generate a MAP
estimate of the joint posterior distribution over the parameters via simulated annealing.
We then formally justify that this MAP estimate is sparse in β. We have earlier shown σ2
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and ρ together play the role of the Lagrangian parameter in the classical Lasso and can be
viewed as model selection parameters. Since they are model selection parameters, finding
a MAP estimate over them would be sensitive to the specification of the prior distribution
over the model selection parameters and can produce undesirable results. To avoid this
undesired effect of the model selection parameters, we instead estimate the expected values
of σ2 and ρ from the samples generated by Algorithm 1 and fix it before proceeding to
find the MAP estimate over the remaining variables β and Λ. This is justified as a model
selection step after which one can find the optimal parameter values for the chosen model.
It is, however, important to note that finding a MAP solution over the joint posterior
distribution over β and Λ is different from finding the MAP using the marginal prior of
β, p(β|α, ρ, σ2)(with Λ integrated out). We denote this marginal prior as PM :
p(β|σ2, α, ρ) ∝
d∏
g=1
∫
N(βg|0, λ2gσ2I)Gamma(λ2g|α,
ρ
2
)dλ2g
= PM .
 6.1
Using PM we can obtain the MAP estimate for the “original” formulation of the problem
i.e. the Bayesian Lasso:
p(β|X, •) ∝ L(β)PM ,
 6.2
where PM has already shown to be sparsity inducing for α ≤ 1. Hence α = 1 forms an
upper bound below which the solutions of the MAP estimation problem in eq. (6.2) tends
to be sparse. In the next section, we show that the same holds true for the joint posterior
as well, with an adjusted value of α.
Following the simulated annealing procedure for our model, we introduce a computa-
tional temperature parameter T for the posterior distribution over (β,Λ) with all the other
variables fixed:
p(β,Λ|X,y, σ2, α, ρ, T ) = Z(T )
Likelihood︷ ︸︸ ︷(
n∏
i=1
N(yi|xtiβ, σ2)
) 1
T
·
JointPrior︷ ︸︸ ︷(
d∏
g=1
N(βg|0, λ2gσ2I)
) 1
T
(
d∏
g=1
Gamma(λ2g|α,
ρ
2
)
) 1
T
,
 6.3
where Z(T ) is a function in T introduced for normalization purposes.
Since all the posterior conditional distributions retain the same standard forms as in
the original problem with only a change in the parameters, we again use a Gibbs sampling
strategy to sample from this parameterized distribution. The conditional distributions are
as follows:
p(λ2g|•) ∼ GIG
(
α− 1.5 + T
T
,
ag
T
,
bg
T
)
,
 6.4
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p(β|•) ∼N(β|µ˜, σ2T Σ˜),
 6.5
where ag = ρ, bg =
‖βg‖22
σ2
, Σ˜ = (X tX + Λ−1)−1, µ˜ = Σ˜X ty and Λ is a (d × d) diagonal
matrix consisting of λ2g’s as diagonal elements, where g ∈ {1, .., d} and • denotes the rest
of the parameters. The detailed sampling steps for the modified Gibbs sampling algorithm
are described in Algorithm 6.
Algorithm 6 Gibbs Sampling for Simulated Annealing
1: Input: n observations D = (xi, yi)
n
i=1.
2: Initialize: Parameters β, σ2, ρ,Λ, α.
3: Draw samples from the posterior of joint distribution p(β, σ2, ρ,Λ, |α,D, T ) by drawing
from the conditionals.
4: T = 1
5: for m = 1 to BayesIter do
6: Sample ρ|β, σ2,Λ,y, α,D - from a gamma distribution.
7: Sample Λ |β, σ2, ρ,y, α,D - from a generalized inverse Gaussian distribution.
8: Sample β, σ2 |ρ,Λ,y, α,D - σ2 is sampled from an inverse-chi square distribution
and β conditioned on σ2 from a multivariate normal distribution.
9: end for
10: Fix σ2 and ρ to the expected values based on posterior samples.
11: for m = 1 to AnnealingIter do
12: T = fcool(m,T ) - Cooling schedule for T based on the current iteration number.
13: Sample Λ |β, σ2, ρ,y, α,D, T - from a generalized inverse Gaussian distribution.
14: Sample β |ρ, σ2,Λ,y, α,D, T - β from a multivariate normal distribution.
15: end for
So far what we have obtained through this algorithm is the MAP estimate for the joint
posterior distribution over (β,Λ). It is non-trivial to assume that this would also result
in an estimate which is sparse in β. Next, we discuss the properties of this MAP estimate
with respect to sparsity of β and also its connection to the MAP estimate of the original
problem. i.e. MAP of β with Λ integrated out. This is done using the concept of variational
formulation which is briefly described in the next section.
6.4 Sparsity Properties of the Joint MAP Estimate
In this section we will analyze the sparsity properties of the joint MAP estimate of (β,Λ).
We will first briefly explain the idea of variational methods which will be used later to
show that the joint MAP estimate is sparse under specific conditions. We will also assume
that the likelihood function is a normal distribution.
Variational Methods. The idea of variational methods has its roots in calculus of vari-
ations [66]. In various applications, these methods are used to rewrite a complex function
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into a simpler function by introducing additional auxiliary variables. We describe the basic
idea with an example, in the context of the usage in the next section.
We consider the example of a logarithm function as described in [67] and express it in
a variational form using a parameter λ:
ln(x) = minλ{λx− lnλ− 1}.
 6.6
Hence the logarithm function has been re-expressed using a minimization of a function of
λ for each fixed value of x. At each value of λ, we obtain a line over x and over all λs
we obtain a whole set of lines which form an upper envelope of logarithm function, which
means that for any x, all the lines of the envelope lie above x or:
ln(x) ≤ λx− lnλ− 1.
 6.7
Hence, through the λs we obtain an upper bound of the logarithm at x. Also, as a result, a
non-linear function has been converted to a set of linear functions. In the next section, we
shall use the notion of variational methods to show the equivalence of two functions, where
one is a variational form of the other. This would further imply that the optimization of
either functions with respect to the given parameters results in the same solution.
Joint Vs Single MAP Estimation Problems. We begin by defining the two MAP es-
timation problems related to this Bayesian variable selection model. The first one is the
joint MAP estimate of the regression coefficients and the auxiliary variables:
Definition 1. MAP1: arg max
β,Λ
p(β,Λ|•).
The annealing algorithm defined in the previous section is based on this joint MAP
estimate. The second estimation problem is based on obtaining a MAP estimate from the
formulation of the single variable selection problem defined in eq. (2.36) and eq. (2.37)
after integrating out the auxiliary variables Λ:
Definition 2. MAP2: arg max
β
∫
p(β|Λ, •)p(Λ|•)dΛ.
For α = 1, MAP2 is a representation of the Lasso and hence it will tend to produce
estimates which are sparse in β. Also, this defines a threshold on the value of αˆ (= 1)
below which the solutions of MAP2 will tend to be sparse. Our goal is to show that MAP1
for α = 1.5 is equivalent to MAP2 for α = 1.0 and hence will also tend to produce sparse
solutions. We will also show that the value of α = 1.5 is the adjusted threshold value for
MAP2 below which the solutions will tend to be sparse.
Sparsity of MAP2 and Equivalence to MAP1
Proposition 1. The solution of MAP1 for α = 1.5, and the solution of MAP2 for α = 1
coincide with respect to β.
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Proof. The proof is based on showing that MAP1 at α = 1.5 is a variational formulation
of MAP2 at α = 1. Consider the joint posterior of β and Λ for a generic α value:
p(β,Λ|•) ∝L(β)N(β|0, σ2Λ)
·
d∏
g=1
Gamma(λ2g|α,
ρ
2
),
 6.8
whereL() is the likelihood function. For α = 1.5:
p(β,Λ|•) ∝ L(β)
d∏
g=1
exp[−0.5( β
2
g
σ2λ2g
+ λ2gρ)].
 6.9
Taking negative log likelihood:
C(β,Λ) = 0.5
d∑
g=1
(
β2g
σ2λ2g
+ λ2gρ)− lnL(β),
 6.10
where C(β,Λ) is the resulting cost function which needs to be minimized (equivalent to
p(β,Λ) being maximized) ignoring the constant terms. First consider fixing β and finding
the optimal Λ for a fixed β with the following motivation. We consider the joint cost
function over (β,Λ) to be a variational form of some function over β and the goal is to
find this “original” function. To find the optimal value of Λ, we minimize C(β,Λ) for a
fixed β by taking partial-derivatives with respect to λg’s separately since all the λg can be
optimized separately:
∂C(β,Λ)
∂λg
= − β
2
g
σ2λ3g
+ λgρ = 0
=⇒ λˆ2g =
√
β2g
σ2ρ
,
 6.11
where λˆ2g denotes the optimal value of λ
2
g. Hence this implies that the function C(β,Λ) is
an envelope function for C(β, Λˆ) at every β where Λˆ = {λˆ2g}dg=1.
Using this optimal value, we replace Λˆ in C(β,Λ) to get a function only in β:
C(β) = − lnL(β) +
√
ρ
σ2
d∑
g=1
|βg|.
 6.12
Based on the above equation, minimizing C(β) translates exactly to the Lasso optimization
problem (or the log counterpart of the Bayesian variable selection problem for α = 1) or
equivalently MAP2. Solving for the optimal value for this function gives us a sparse MAP
estimate of β. Hence, we have shown that, at α = 1.5, MAP1 is a variational formulation
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of MAP2 at α = 1 and solving for β in either case tends to produce a sparse point
estimate.
We also observe such a similar variational formulation of the Group-Lasso has been
used in the context of multiple kernel learning in [23]. To summarize, we have shown that
MAP2 for α = 1 is equivalent to MAP1 for α = 1.5. We now show that this value of 1.5
can be viewed as an upper bound on α, below which the solutions for MAP1 tend to be
sparse in β.
Upper Bound for α. The arguments above that were used for the specific case of α = 1.5
can be generalized for all values of α. As before, we derive the expression for C(β,Λ) for
a general α from p(β,Λ|•):
p(β,Λ|•) ∝L(β)N(β|0, σ2Λ) ·
d∏
g=1
Gamma(λ2g|α,
ρ
2
)
∝L(β)
d∏
g=1
(
exp[−0.5( β
2
g
σ2λ2g
+ λ2gρ)](λ
2
g)
α−1.5
)
.
 6.13
Taking negative log likelihood we get:
C(β,Λ) = 0.5
d∑
g=1
(
β2g
σ2λ2g
+ λ2gρ− 2(α− 1.5) ln(λ2g)
)
− lnL(β).
 6.14
As before we find the optimal value of each λg for a fixed β. This gives us:
∂C(β,Λ)
∂λg
= − β
2
g
σ2λ3g
+ λgρ− 2(α− 1.5)
λg
= 0
=⇒ λˆ2g =
(α− 1.5) +√(α− 1.5)2 + bgρ
ρ
,
 6.15
where bg is defined as before. Note that for α = 1.5, we get back eq. (6.11). Similar to
eq. 6.12, we derive C(β) by replacing λ2g with its optimal value λˆ2g, which results in a more
complicated expression:
C(β,Λ) = 0.5
d∑
g=1
(
β2g
σ2λˆ2g
+ λˆ2gρ− 2(α− 1.5) ln(λˆ2g)
)
− lnL(β).
 6.16
To analyze the properties of this function, we reformulate C(β) in probabilistic terms by
reversing the negative logarithm operation that was done earlier to obtain this function
from a probability distribution. By exponentiating (−C(β)), we can express the function
in terms of a posterior distribution of β broken up into the product the likelihood and
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prior terms:
p(β|Λˆ, •) ∝L(β)
d∏
g=1
(
exp
[
−0.5( β
2
g
σ2λˆ2g
+ λˆ2gρ)
]
(λˆ2g)
α−1.5
)
∝L(β)PC ,
 6.17
where PC ∝ p(β|Λˆ, α, σ2, ρ) which can be interpreted as a prior for β conditioned on the
optimal value of the auxiliary variables Λ, which is clearly different from PM where Λ was
integrated out.
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Figure 6.2.: Left: Plot of PC for α = 1.5 which resembles the Lasso constraint. Center:
Plot of PC for α = 1.0 which is also observed to be a sparsity inducing prior.
Right: Plot of PC for α = 2.0 which resembles a normal distribution.
To understand the nature of the posterior over β, we plotted the prior PC in two
dimensions and for three different α values (1, 1.5 and 2), giving us the resulting plots
in Figure 6.2. At value 1.5, PC takes the form of a product of Laplace distributions (left
panel of Figure 6.2), which is a sparsity inducing prior. For α = 1, PC is still a sparsity
inducing prior (center panel of Figure 6.2) and this is observed in general for values ≤ 1.5.
Further, for α > 1.5, PC becomes a non-sparsity inducing prior and resembles the Gaussian
distribution (see right panel of Figure 6.2).
Based on these plots, we observe that α = 1.5 is a threshold value below which MAP1
tends to be sparse in β. For the original problem of Bayesian variable selection i.e. MAP2,
the threshold for sparsity inducing priors is 1.0. Hence to apply simulated annealing for
finding the solution to MAP2, we simply have to adjust the threshold to 1.5 for inducing
sparsity in the solution. In summary, we have shown that the joint MAP estimate pro-
duced by simulated annealing tends to be sparse in the regression coefficients for α ≤ 1.5
and hence can be used, in addition to the first and second moments, to summarize the pos-
terior over the regression coefficients. As a result, it offers a more principled approach for
obtaining truly sparse estimates for variable selection in the Bayesian regime as opposed
to heuristics like thresholding.
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6.5 Further Extensions
Although the above discussions were centered around single variable selection applied to
a linear regression problem, these arguments can be extended to other cases. There are
two aspects of this extension. The first aspect deals with extending the single variable
selection case to grouped variable selection, where sparsity is desired over predetermined
groups of regression coefficients as opposed to individual coefficients. Similar to the single
variable case, the goal is to generate a sparse point estimate for the Bayesian grouped
variable selection framework that we have defined so far. The second aspect deals with
extending the model from the perspective of the likelihood term which was till now as-
sumed to be a normal distribution. The goal is to generate a MAP estimate when the
grouped variable selection framework is extended for generalized linear models resulting
in a changed likelihood term.
Grouped Variable Selection. For extending all the previous arguments regarding MAP
estimates to grouped variable selection, we use the prior defined in the previous chapter:
p(β,Λ|σ2, α, ρ) ∝
G∏
g=1
N(βg|0, λ2gσ2I)
·
G∏
g=1
Gamma(λ2g|
pg + 1
2
α,
pgρ
2
),
 6.18
where as before β is divided into G groups/sub-vectors βg, where each group g is of size pg.
As we saw in the last chapter, similar to the single variable selection case, all the posterior
conditional distributions are of standard form and hence Gibbs sampling is applied using
Algorithm 1. After the model selection step (fixing ρ and σ), the annealing is carried out
in the same way as in Algorithm 6, since the conditionals are again of the same form. The
conditional distributions for the grouped-variable selection case are almost identical:
p(λ2g|•) ∼ GIG
(
α− 1.5 + T
T
,
ag
T
,
bg
T
)
,
 6.19
p(β|•) ∼N(β|µ˜, σ2T Σ˜),
 6.20
where ag = ρ, bg =
‖βg‖22
σ2
, Σ˜ = (X tX + Λ−1)−1, µ˜ = Σ˜X ty and the only change from the
single variable case is the Λ matrix which is defined as Figure 3.2.
The justification of the sparsity of β can also be shown in the same way as in the single
variable selection case. Using eq. (6.18) as prior, the posterior can be expanded as follows:
p(β,Λ|•) ∝ L(β)
G∏
g=1
(
(λ2g)
(
pg+1
2
α− pg
2
−1) exp
[
−0.5
(
bg
λ2g
+ λ2gag
)])
,
 6.21
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where ag = pgρ and bg =
||βg ||2
σ2
.
Taking negative log likelihood:
C(β,Λ) = 0.5
G∑
g=1
(
bg
λ2g
+ λ2gag
)
− p′g log λ2g)− lnL(β),
 6.22
where p
′′
g =
pg+1
2
α − pg
2
− 1 and C(β,Λ) is the resulting cost function which needs to be
minimized (equivalent to p(β,Λ) being maximized) ignoring the constant terms. Following
the proof in the previous section, we fix β and find the optimal Λ. Minimizing C(β,Λ) for
a fixed β, we obtain the optimal value of each λg ∀g as:
λˆ2g =
p
′′
g +
√
(p′′g)
2 + bgag
ag
.
 6.23
Following the same argument as in the previous section, we reformulate C(β) by fixing Λ
to Λˆ. Then, to interpret the nature of the solution produced by this optimization problem,
we again reformulate it in probabilistic terms as a product of likelihood and prior (PC) as
was done for the single variable case.
On similar lines, we obtain the threshold value for α below which the prior (PC) is
sparsity inducing. To find the threshold value of α in the grouped-variable case, we try to
find the particular value for which the solution matches that of the Bayesian Group-Lasso.
Hence we try to find that value for which the joint MAP estimation problem for (β,Λ)
becomes a variational formulation of the Bayesian Group-Lasso. We obtain this threshold
by setting p
′′
g = 0 =⇒ α = pg+2pg+1 . Since we have to consider a common α value for
all the groups, setting αˆ = min
g
(
pg+2
pg+1
)
establishes the threshold for the grouped-variable
selection case below which the solution of the grouped variable version of MAP1 will tend
to be sparse in groups of regression coefficients. Since αˆ > 1, setting α ≤ 1 ensures that
the optimal value of β will tend to be sparse.
Generalized Linear Models. Till now, we have discussed annealing in the context of
a Gaussian likelihood. A further extension to the annealing component is to apply it
to other generalized linear models like the binomial model or the Poisson model. As
described in Chapter 4, the Bayesian grouped-variable framework applied to generalized
linear models involves the introduction of the auxiliary variable η. As we have seen
earlier, the introduction of η modifies the model such that the posterior over the variables
is written as:
p(β,Λ,η|σ2, α, ρ) ∝ L(g−1(η))N(η|Xβ, σ2I)
G∏
g=1
N(βg|0, λ2gσ2I)
·
G∏
g=1
Gamma(λ2g|
pg + 1
2
α,
pgρ
2
),
 6.24
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where g(·) denotes the link function as defined previously and the likelihood functions that
we consider are from the exponential family like the binomial and Poisson models that we
considered in Chapter 4.
To apply Gibbs sampling to the un-annealed GLM version of the model, as described in
Algorithm 2, the only change required in the algorithm is the sampling of η conditioned on
other variables. The sampling of other variables does not change. For example, we have
seen that the conditional posterior of η for the binomial probit model is a truncated normal
distribution. Although the conditional posterior of η does not always take a standard form,
suitable approximations can be applied based on the model under consideration as was
observed in the Poisson regression case.
To apply the annealing step, there are two options while dealing with the variable η. The
first option involves jointly annealing (β,Λ,η) and hence finding a joint MAP estimate
including η. But since η is a stochastic link, this leads to an undesirable mixing problem
in the sampler, and we observe that it shrinks η and hence β to zero. We choose a second
option in which we use the same strategy as for the variables (σ2, ρ). We fix η to its
estimated expected value from the samples accumulated before the annealing step. Hence
the annealing proceeds as before with the remaining two variables β and Λ and all our
previous results regarding sparse estimates are valid.
6.6 Experiments
6.6.1. Lasso - Regression - Diabetes Dataset
To demonstrate the usefulness of adding a new estimator to the existing Bayesian frame-
work for sparse regression, we use the diabetes dataset first used by [7] and later on used
by other Lasso based algorithms for comparison. This data set is available as a part of
the lars R package and also at (http://www-stat.stanford.edu/∼ hastie/Papers/LARS/).
The data consists of n = 442 diabetes patients and d = 10 variables measured for each
patient. The response is a measure of disease progression. The inference was first carried
out using the optimization based algorithm in the LARS package. The solution paths
of all the coefficients produced by the LARS package are shown in Figure 6.3 left panel.
But as mentioned before, the optimization based framework does not provide any further
information (like the variance estimates of the zero coefficients) regarding the posterior
over the regression coefficients as opposed to the Bayesian framework. To obtain more
posterior information for the same dataset, we ran the Gibbs sampling steps without an-
nealing (i.e. till step 9 in Algorithm 6). The sampling was carried out for 5000 iterations.
The cooling function is implemented by decreasing T every k iterations geometrically us-
ing the function T
′
= cT , where c < 1. We tuned the cooling parameters based on the
trace plot of the samples generated and fixed the value to k = 50 and c = 1.1. We then
summarize the posterior with a box plot as shown in Figure 6.3 right panel. The box
plot provides more detailed information about the variances of the regression coefficients.
Also as mentioned earlier, the estimated mean is not sparse in β. Also in Figure 6.4 left
panel, we plot the significance levels of the coefficient values based on the significance
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Figure 6.3.: Left: Plot of the Lasso solution path generated from the LARS R package
which contains a standard Lasso implementation.Right: A box plot of the
coefficient values calculated from the samples generated from the un-annealed
part of Algorithm 6.
plot described in earlier chapters. Variable selection can be performed by thresholding
at a particular level. The plot shows three such possible thresholds, which can result in
different number of variables selected and it is unclear which threshold is better. To have
a more principled approach to variable selection, we execute our proposed extension of
the algorithm (simulated annealing) for about 10, 000 iterations to produce a truly sparse
estimate of the regression coefficients which automates the variable selection step. The
final sparse output is shown in the right panel of Figure 6.4.
Based on the above plots, we observe the advantages of the Bayesian framework which
clearly provides more information regarding the posterior distribution of the regression co-
efficients. Additionally, our proposed extension provides a principled approach to variable
selection in the Bayesian regime as opposed to heuristics like thresholding.
6.6.2. Flexible Sparsity Parameter - Toy Experiment
We designed a toy experiment for sparse regression in order to highlight the significance of
having a flexible sparsity inducing parameter (α) for cases when the Lasso tends to select
too many features. Selecting lesser features leads to a global shrinkage of all the regression
coefficients which can in some case lead to a decrease in predictive power of the learnt
model. The dataset that we generated consisted of n = 100 observations with d = 50.
The regression coefficients that were set to non-zero (value = 0.6) were β4, β14, β30, β37, β45.
Based on the generated data, the annealing was first done using the Lasso threshold value
(α = 1.5), which resulted in the Lasso based MAP solution. The results shown in Figure 6.5
left panel clearly shows some extra false positives selections in terms of variable selection.
This can easily be fixed by tuning of the ρ parameter for obtaining a sparser solution
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Figure 6.4.: Left: A significance plot for the regression coefficients indicating significance
of regression coefficients as described in earlier chapters. Right: The plot
of the norms of the coefficient values after annealing resulting a truly sparse
estimate.
but this results in excessive global shrinkage of the true positives. As opposed to tuning
the constraint parameter ρ, we ran the annealing for α = 1.0 and obtained the true
sparse pattern as shown in Figure 6.5 right panel without compromising excessively on
the coefficient values. Additionally to compare predictive performance, we obtained the
prediction error on a 1000 separate test sets of 1000 observations each. The prediction
error was calculated based on the MAP estimate that was obtained in both cases. We
observe that in 65.8% of the datasets, the case of α = 1.0 performed better than the Lasso
MAP estimate based on α = 1.5.
6.6.3. Group Lasso - Classification - MEMset Donor Dataset
The analysis of DNA sequences to locate genes is an important task in genomics. Genes,
however, do not necessarily occur as a continuous sequence in the DNA, but are separated
by non-coding regions known as introns. Splice sites are regions in the DNA which sep-
arate the coding regions (exons) from introns. In particular, we analyze the donor splice
site, which is marked by the 5′ end (starting point) of an intron. For our analysis, we use the
MEMset Donor dataset (freely available at http://genes.mit.edu/burgelab/maxent/ssdata/),
which consists of 8415 true and 179438 false human donor sites. For our experiments, the
data was balanced (see [22]) in both datasets to have an equal number of true and false
splice site observations. Each instance of data consists of a sequence of DNA within a
window of the splice site which consist of the last 3 positions of the exon (-3,-2,-1) and
first 4 positions (2,3,4,5) of the intron (string of length 7). Hence these strings of length 7
are made up of 4 characters A, C, T, G, see [44] for details. Apart from the main effects
(individual variables), the data is extended further to include 1st order (pairwise) inter-
actions. Since the data is categorical, each interaction term is then coded with dummy
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Figure 6.5.: Left: The results of running the Lasso (α = 1.5) which produces a less
sparse solution and also results in excessive shrinkage of coefficients. Right:
The plot of the norms of the coefficient values after annealing was done with
α = 1.0 which resulted in detecting the true underlying sparse pattern without
excessive shrinkage of the regression coefficients.
variables using a polynomial contrast code giving rise to a groups of variables with a de-
sign matrix of size 16830× 211. The goal of the analysis is to identify the key interaction
patterns with respect to the classification of true vs false splice sites for which we use a
binomial probit model.
The first step involved executing the un-annealed version of our algorithm, by setting
temperature T = 1, in order to obtain the estimates for the parameters ρ, σ2 and η. This
involves executing Algorithm 6 till step 10. Figure 6.6 displays box plot of the group
norms of the interactions for this part of the experiment.
After fixing ρ and η, we apply simulated annealing in order to obtain estimates which are
sparse in the regression coefficients. The results are described in Figure 6.6 which shows the
interactions which were selected as a result of simulated annealing in two forms, a bar graph
and an equivalent graph representation. Apart from some of the neighboring interactions
within the intron and exon regions, we also observe a an inter-region interaction between
(-1:2), which are the last position of the exon and first position of the intron respectively.
This particular observation further validates the assertion made in [12], which does not
find the inter-region interaction as important, but shows that inter-region interactions may
have a role in solutions with the same (or -close) likelihood.
A standard optimization based Group-Lasso experiment was also executed on this
dataset. The results in Figure 6.8 show the plot of the solution path i.e. the traces of
the group norms under relaxation of the constraint κ. As before, the results fail to provide
more information regarding the posterior distribution of the regression coefficients. The
Bayesian framework, on the other hand, is able to provide posterior estimates of the first
and second moments and now additionally a sparse point estimate based on the simulated
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Figure 6.6.: Box plot of the group-norms of the regression coefficients using the sam-
ples generated by Gibbs sampling. The interactions include the individual
terms denoting the window positions and pairwise interactions between these
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Figure 6.7.: Top panel: A bar graph representing the result of variable selection via
simulated annealing. Bottom panel: An alternate graphical representation
of the selected interactions based on the non-zero group norms. The circles
indicate the individual variables and the lines indicate first-order (pairwise)
interactions.
annealing extension of the framework. perform
6.7 Summary
In this chapter, we focused on the task of generating sparse point estimates of the regres-
sion coefficients which domain practitioners often utilize for interpreting the results of data
analysis. We started with the goal of obtaining a truly sparse point estimate in a more
principled way as opposed to heuristics like thresholding. We justified the choice of sim-
ulated annealing as a way to obtain this sparse estimate. Using simulated annealing, we
showed how easily the existing framework of Gibbs sampling can be extended to produce
a point estimate for the regression coefficients. Since the point estimate is generated with
a changed version of the optimization problem (joint MAP over β and Λ), we provided
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Figure 6.8.: Plot of the solution path based on a standard Group-Lasso penalized like-
lihood approach i.e. the traces of the group norms under relaxation of the
constraint κ. The results lack more information about the posterior distribu-
tion of the regression coefficients.
a formal proof of why such an estimate will tend to be sparse. We showed how based
on a slight alteration of the value of α, the solution will correspond directly to the MAP
solution in the original MAP estimation problem. Extensions of the proof were discussed
for both grouped variable selection and generalized linear models. In the next chapter,
we conclude this thesis by providing a broader view of other parallel developments in the
domain of Bayesian variable selection.
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7.1 Bayesian Grouped Variable Selection
In the work described so far, we have constructed an omnibus Bayesian framework for
grouped variable selection in the context of linear regression models. We started out
with a framework for least squares regression (Gaussian likelihood) and showed how it
can be extended further to generalized linear models. In particular, the binomial and the
Poisson models were discussed with real-world experiments. Another modeling extension
involved adding a clustering component, thereby performing grouped variable selection
simultaneously for each cluster identified in the model. This extension was demonstrated
in the context of survival analysis via a survival mixture-of-experts model. Based on
these components, the final framework is capable of dealing with a variety of application
scenarios.
The key motivation for using a Bayesian framework was to summarize the posterior dis-
tribution over the regression coefficients. We showed how the Bayesian grouped variable
framework coupled with MCMC sampling for inference enabled us to generate estimates
for the moments of the posterior distribution over the regression coefficients. The avail-
ability of such estimates is one of the main scoring points over the optimization based
models. Additionally, we extended the Bayesian framework to generate a MAP estimate
via simulated annealing. Hence the posterior distribution over regression coefficients can
be summarized using the these estimates. A further flexibility with respect to grouped
variable selection was introduced in the form of an extra sparsity tuning parameter. The
extra parameter provided the framework with additional flexibility to control the level of
sparsity in the solution without excessive shrinkage of the regression coefficients.
In view of our contributions with respect to the Bayesian framework for grouped variable
selection, in this chapter, we discuss other parallel developments in the field of Bayesian
variable selection. The idea is to get a broader view on Bayesian variable selection and
evaluate further possibilities for improvement in this genre of methods. We break up
this discussion into two parts. In the first part, we look at alternate constructions of
sparsity inducing priors with a greater focus on the spike-and-slab prior. In the second
part of the discussion, our focus is more on alternate inference mechanisms proposed for
analyzing the posterior over the regression coefficients. The main focus in this part is on
Bayesian variational approximation methods in the context of variable selection. Finally,
we conclude with some future possibilities of this work.
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7.2 Sparsity Inducing Prior Distributions
To simplify the discussion in this section, we mostly restrict our attention to the single
variable selection case.
Scale Mixture of Normals. In this work, we have built our Bayesian framework for
variable selection using a scale-mixture of normal distributions. The scale mixture of
normals (see [18]), is a family of priors written as:
p(βi) =
∫
N(βi|0,Ψi)G(Ψi)dΨi,
 7.1
where G is a mixing distribution. In particular, in this work, we used normal-gamma class
of priors:
p(β|•) ∝
∫
N(β|0, σ2Λ)
d∏
g=1
Gamma(λ2g|•)dΛ.
 7.2
We saw that a specific case of this prior corresponds to the product of Laplacian distri-
butions. The general class of normal-gamma priors and their properties are discussed in
detail in [68]. It is possible to use other members of the scale mixture of normals family
to build alternate sparsity inducing priors. An example of an alternate class of priors is
the normal-inverse Gaussian prior as defined in [21]:
p(β|•) ∝
∫
N(β|0, σ2Λ)
d∏
g=1
Inv-Gaussian(λ2g|•)dΛ,
 7.3
where “Inv-Gaussian” denotes the inverse-Gaussian distribution. In both these prior spec-
ifications, the sparsity inducing properties of the distribution over β depends on the way
the mixing distribution is specified. We saw in earlier chapters how the value parameters
of the gamma distribution in eq. (7.2) affected the sparsity inducing nature of the prior
and also flexibility of the prior with respect to tuning the level of sparsity in the solution.
Broadly, the above classes of priors, which are part of the scale mixture of normals
family, fall under the category of absolutely continuous priors where the mixture over the
normals is continuous. We now look at an interesting alternate sparsity inducing prior,
known as the spike-and-slab which is constructed based on a discrete mixing distribution.
Spike-and-Slab Prior. The foundations of spike-and-slab (SS) were laid out in [69], which
defined a mutually independent prior for each component of β. The initial version of the
prior was defined as follows:
p(βi = 0) = h0i,
 7.4
p(βi < b, βi 6= 0) = (b+ fi)h1i, −fi < b < fi,
 7.5
and
p(|βi| > fi) = 0,
 7.6
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where h0i > 0, h1i > 0 and h0i + 2h1ifi = 1. The construction is basically based on
breaking up the prior distribution over βi into two parts: a spike (at zero) and a uniform
distribution (slab) in a range-bound interval. A point to note here is that unlike the other
priors that we have discussed, this prior puts a non-zero mass at zero, which is represented
here by the value h0i.
In order to make posterior analysis feasible through MCMC sampling, latent variables
were added later in [70] and [20] to create a hierarchical prior similar to the way we used
scale mixture of normals. These versions had the distinction of not putting a probability
mass on βi = 0. The latent variable spike-and-slab model for linear regression with
Gaussian likelihood, as defined in [20] is as follows:
y ∼ N(xtβ, σ2)
βi|ζi, τ 2i ∼ N(0, ζiτ 2i )
ζi|v0, w ∼ (1− w)δv0(· ) + wδ1(· )
τ−2i |a1, a2 ∼ Gamma(a1, a2)
w ∼ Uniform[0, 1]
σ2 ∼ Gamma(b1, b2).
 7.7
σ2
a1, a2
y
x
β
τ 2
ζ
N(y|xtβ, σ2)
v0
w Uniform(w|0, 1)
ζi ∼ (1− w)δv0(·) + wδ1(·)
b1, b2
Gamma(σ2|b1, b2)
Gamma(τ−2i |a1, a2)
N(βi|0, ζiτ 2i )
Figure 7.1.: The full hierarchical model for the spike-and-slab model for linear regression
with auxiliary variables. The introduction of auxiliary variables makes poste-
rior inference feasible via MCMC sampling since all the posterior conditional
distributions are of standard form.
Based on this hierarchical prior, we now look at how model extensions that we carried out
for our framework can be done for the spike-and-slab. The first extension involves grouped-
variable selection. The spike-and-slab can be extended to grouped-variable selection by
assigning a common ζg for each group of βg coefficient vectors [71]. This ensures that the
sparsity is at a group level. The second extension is regarding generalized linear models.
Based on the hierarchical model in eq. (7.7), we can easily extend this model to generalized
linear models in the same way as was done in chapter 4 by introducing a latent variable
η. Since posterior inference is not analytically feasible, approximate inference techniques
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need to be used to estimate various quantities from the posterior distribution over the
regression coefficients. The hierarchical prior specified in eq. (7.7) makes it convenient
to use MCMC sampling. In particular, Gibbs sampling can be used for the above prior
definition since all the conditionals are of standard form (see [20]). Regarding generating
a MAP estimate, annealing can be tried as before for variables β, ζ and τ . However, it
does not seem straightforward to provide a more theoretical insight into the properties of
the MAP in this case (as was done in our framework). Further work is required to analyze
the properties of the joint MAP estimate.
Hence so far, the spike-and-slab performs almost similarly to the normal-gamma prior
that we have used in our framework. The computational costs for both inference algo-
rithms is also similar with no added advantage of using the spike-and-slab. The Bayesian
framework that we defined has an added advantage of generating a MAP estimate with
an understanding of its properties. In the next section we will look at the inference aspect
of sparse models for possible computational gains.
7.3 Bayesian Variational Methods for Variable Selection
After having discussed alternate sparsity inducing priors, we now look at the variable
selection problem in a Bayesian regime from the perspective of the inference algorithm.
In earlier chapters, we demonstrated the use of MCMC sampling for producing samples
which resemble samples from the posterior distribution of the regression coefficients. Based
on these samples, various quantities like expectation and variances were estimated. We
saw the ease with which MCMC sampling can be implemented and the flexibility that it
offers for incorporating various modeling extensions with minimal changes to the sampling
algorithm. We now look at the possibility of using an alternate class of inference techniques
in the Bayesian regime known as Bayesian variational methods.
Bayesian Variational Methods. In the Bayesian regime, another class of inference tech-
niques are the Bayesian variational methods which use a different approach for approxi-
mating a target distribution as opposed to sampling. In a linear regression setting, our
goal is to estimate various quantities from the posterior distribution over the regression
coefficients:
p(β|y, X, •) ∝ p(y|Xβ, σ2)p(β|•).
 7.8
Since the analysis of the posterior is not usually feasible analytically, an alternate approach
is to approximate the posterior distribution with another distribution whose properties can
be analyzed analytically. The key idea here is to translate this to an optimization problem
where the goal is to find the “closest” distribution (among a chosen class of distributions)
which is most similar to the posterior distribution of the regression coefficients. This
involves minimizing the Kullback-Liebler (KL) divergence between the true posterior dis-
tribution and an approximated distribution, chosen from a specific class of distributions
which are easier to analyze. Let p be the true posterior distribution and q represent a
class of approximated distributions (say for example a multivariate Gaussian). The goal
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is to then find a particular q distribution which comes closest to p, where the dissimilarity
is measured via KL divergence defined as:
KL(q‖p) = −
∫
z
q(z)ln
p(z|θ)
q(z)
dz.
 7.9
Since KL divergence is not a symmetric divergence, the optimization can also be based on
minimizing the reverse KL divergence:
KL(p‖q) = −
∫
z
p(z|θ)ln q(z)
p(z|θ)dz.
 7.10
Using eq. 7.9 leads to the method of Bayesian variational approximation and eq. 7.10
is used in the method known as expectation propagation (EP). In Bayesian variational
approximation, the class of q distributions that is considered is usually a factorized set of
distributions which are then optimized by iterating over the factors and optimizing each
factor separately keeping the other factors fixed.
In expectation propagation, as described in [72], the general approach involves approxi-
mating q to a multivariate normal distribution and then making iterative improvements by
approximating q to each factor in p, while keeping all the other factors fixed with the inten-
tion of matching the moments of the two distributions. In the context of variable selection
in linear regression models, the use of expectation propagation for posterior inference has
been demonstrated in [73]. The model uses a product of Laplacian distributions as prior
over the regression coefficients (as used in the Bayesian Lasso). The Laplacian prior was
used since it leads to a log-concave posterior and variational methods are more prone to
be more robust in such cases. The inference algorithm was shown to be computationally
efficient for large datasets. An extension to grouped-variable selection using a multivariate
Laplacian prior has been used in [24] which also uses expectation propagation for posterior
inference.
The inference algorithm mentioned above has shown to be computationally more effi-
cient than its MCMC counterpart. As mentioned in [73], there is still the question of an
approximation bias that exists with variational methods, whereas MCMC methods are not
bound by such a bias. This means that sampling longer can improve MCMC estimates
whereas the same is not possible with variational methods. It would be interesting to
compare the estimates from both inference mechanisms to judge the qualitative aspect of
the results. Also, with MCMC methods, it was possible to extend the variable selection
model in different ways due to its flexibility. This was particularly useful in the case of
clustering which was discussed in chapter 5. In the clustering case, the mixture-of-experts
model resulted in a complicated hierarchical model which also included a distribution over
the predictor variables. Inspite of these complicated extensions to the grouped-variable se-
lection model, MCMC sampling was easily generalized to accommodate these extensions.
In the case of EP, the same would have to be analyzed to see which of these extensions
are feasible. This would be one of the possible directions for our future work.
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7.4 Outlook
To sum up, in this work we have described a comprehensive Bayesian framework for
grouped-variable selection with multiple advantages. The framework was extended to
generalized linear models like the Poisson and binomial model and in principle it can be
extended to other GLMs as well. Various estimates of the posterior distribution over the
regression coefficients can be obtained from the resulting MCMC samples, like expectation
and variance estimates. Simulated annealing was applied to obtain a MAP estimate with
a formal justification of the validity of the estimate. The code used for this work, which
is in C++ wrapped in R scripts, will soon be publicly available.
Looking ahead, we can think about the possibilities of further work based on our
Bayesian framework for grouped variable selection. From a theoretical perspective, it
would be useful to prove convergence formally for simulated annealing for the specific case
of Gibbs sampling applied to variable selection. Although it is generally hard to prove
convergence in continuous spaces, it may be interesting to evaluate the ideas in the work
[61] and [62] to prove convergence. So far, in most experiments, we assumed that the data
for all the experiments was complete, i.e. it did not contain any missing values. The only
exception to this was in the case of survival analysis where censored observations were
also included. Apart from that, any missing values for experiments were imputed in a
pre-processing step. An extension to the framework could be to model the missing values
by treating them as unknown parameters similar to the work in [74]. For computational
gains it might also be worthwhile to investigate other inference techniques in the Bayesian
regime. Expectation propagation for variable selection was briefly discussed in this chap-
ter and a detailed comparison can be made between different inference techniques and
what they have to offer. From an application perspective, a very interesting application
of grouped-variable selection that can be pursued is the archetype analysis problem (see
[75],[76]) which deals with identifying suitable archetypes from data assuming that the
data is generated as a convex combination of the archetypes.
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Probability Distributions
Multivariate Normal Distribution
For a d-dimensional vector x ∈ Rd, the multivariate normal or Gaussian distribution is
defined as:
N(x|µ,Σ) = 1
(2pi)d/2|Σ|1/2 exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
,

 	A.1
where µ is the expected value of x and Σ is the covariance matrix.
Gamma Distribution
For a positive scalar random variable, x > 0, the gamma distribution is defined as:
Gamma(x|a, b) = 1
Γ(a)
baxa−1 exp (−bx) ,

 	A.2
where a and b are known as the shape and rate parameters respectively and Γ denotes the
gamma function.
Inverse Gamma Distribution
For a positive scalar random variable, x > 0, the inverse gamma distribution is defined as:
InvGamma(x|a, b) = 1
Γ(a)
bax−a−1 exp
(
− b
x
)
,

 	A.3
where a and b are known as the shape and scale parameters respectively.
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Poisson Distribution
For a non-negative integer x = {0, 1, 2, ...}, the Poisson distribution is defined as:
Poisson(x|λ) = λ
x exp(−λ)
x!
.

 	A.4
Bernoulli Distribution
For a single binary variable x ∈ {0, 1}, the Bernoulli distribution is defined as:
Bernoulli(x|p) = px(1− p)1−x,

 	A.5
where p ∈ (0, 1).
Weibull Distribution
For a positive scalar random variable, x > 0, the Weibull distribution is defined as:
Weibull(x|α, λ) = α
λ
(x
λ
)α−1
exp(−(x/λ)α),

 	A.6
where α is the shape parameter and λ is the scale parameter.
Generalized Inverse Gaussian Distribution
For a positive scalar random variable, x > 0, the generalized inverse Gaussian distribution
is defined as:
GIG(x|a, b, p) = (a/b)
p/2
2Kp(
√
ab)
x(p−1) exp (−(ax+ b/x)/2) ,

 	A.7
where Kp is a modified Bessel function of the second kind, a > 0, b > 0 and p is a real
parameter.
Dirichlet Distribution
The Dirichlet distribution is a multivariate distribution over K random variables µk ∈ [0, 1]
where k = {1, ..., K}, subject to the constraint ∑Kk=1 µk = 1 and is defined as:
Dir(µ|pi, α) = Γ(α
∑K
k=1 pik)
αK
∏K
k=1 Γ(pik)
K∏
k=1
µαpik−1k ,

 	A.8
where µ = (µ1, ..., µK),pi = (pi1, ..., piK),
∑K
k=1 pik = 1, α > 0.
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Exponential Distribution
For a scalar x ≥ 0, the exponential distribution is defined as:
Expd(x|λ) = λ exp(−λx),

 	A.9
where λ > 0 is called the rate parameter.
Laplace Distribution
For x ∈ Rd, the multivariate Laplace distribution is defined as:
M-Lap(x|µ, c) = 1
2c
exp
(
−|x− µ|
c
)
,

 	A.10
where µ ∈ Rd is the location parameter and c > 0 is the scale parameter. It is also
sometimes called the double exponential distribution, because it can be viewed as two
exponential distributions back to back.
129

B
Proportional Hazards and Accelerated
Failure Time Models
In this section, we give details of how the proportional hazards model and the accelerated
failure time model coincide for the Weibull distribution as shown in [47]. We begin by
defining the hazard and survival function for the Weibull distribution:
h(t) = λαww αwt
αw−1
S(t) = exp(−λwtαw),

 	B.1
where αw and λw are the shape and scale parameters of the Weibull distribution.
For modeling the effect of covariates, both the proportional hazards and the accelerated
failure time models use exp(−xtβ) in a multiplicative way. The difference is that in one,
the hazard is multiplied by this term and in the other the time is rescaled by this term.
Assuming this effect of the covariates on either the hazard or the time, the condition for
equivalence of the two models can be stated as:
h0(t) exp(x
tβ) = h∗0(t exp(x
tβ∗)) exp(xtβ∗),

 	B.2
for all x and t. The LHS represents the proportional hazards model and the RHS represents
the accelerated failure time model. Since this condition should hold for all x then it must
also be true for the special case of x = 0, where 0 is a vector of zeros. This implies that:
h0(t) = h
∗
0(t).

 	B.3
Hence, the two baseline hazards are the same in both models. To find the hazard function,
consider a particular value of x, where the first element of the vector is set to − log
(
t
β∗1
)
and the others to zero:
x =
(
− log
(
t
β∗1
)
, 0, ..., 0
)
.

 	B.4
Replacing this value of x in eq. (B.2) and simplifying we get:
h0(t) = h0(1)t
β1
β∗1
−1
.

 	B.5
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We repeat the same procedure now with x having the value − log
(
t
β∗i
)
in the i-th compo-
nent and zero elsewhere. Again replacing this value of x in eq. (B.2) and simplifying we
get:
h0(t) = h0(1)t
βi
β∗
i
−1
.

 	B.6
Hence, since eq. (B.6) holds for all x, the ratios of the coefficients must be constant,
i.e. βi
β∗i
= αw. This leads to the hazard function:
h0(t) = h0(1)t
αw−1,

 	B.7
which matches the hazard function defined for the Weibull distribution in eq. (B.1), where
h0(1) = λ
αw
w αw. This result shows that the accelerated failure time and proportional
hazards models coincide for the Weibull distribution.
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