We examine the use of a structured thresholding algorithm for sparse underwater channel estimation using compressed sensing. This method shows some improvements over standard algorithms for sparse channel estimation such as matching pursuit, iterative detection and least squares.
Haupt and Nowak's Algorithm
In Ref. [1] , Haupt and Nowak propose a method to recover signals corrupted with noisy random projections. Ref. [1] is an improvement over Ref. [2] where Candes and Tao propose a method called the Dantzig Selector to recover signals using random projections with a measurement matrix of lesser rank than the input signal's basis. In the Dantzig Selector problem, however, the signals are corrupted by bounded perturbations; Ref. [1] extends this to unbounded Additive White Gaussian Noise (AWGN) which is more practical in nature.
Consider a signal x that can represented in an orthonormal basis Ψ . If Ψ is a matrix and x is considered to be a signal vector, they can be related as:
If the vectorθ has very few non-zero taps, the signal x is said to be sparse in the basis Ψ . From work in Ref. [3] and [4] , such a signal can be recovered by measuring it with an orthonormal matrix of much lesser rank than the basis itself (say the basis has rank N). This method is known as compressed sensing. In essence, if we consider a random orthonormal matrix Φ of size K×N with K N, we may measure the signal x, at rate much lesser than that of the Shannon Rate, to obtain y as:
As described in Ref. [3] and [4] , to successfully recover the signal, the effective measurement matrix A should satisfy the restricted isometry condition which puts some restriction on the orthogonality of A. Also, if the matrices Ψ and Φ are largely incoherent the recovery probability is larger. Further, with large probability, the signals can be recovered by standard methods such as Basis Pursuit from l1 norm minimization [4] using techniques like Matching Pursuit [5] , Simplex and Primal-Dual Interior Point Methods [6] .
In Ref. [1] , the nature the signal x is allowed to be corrupted with Gaussian noise. Consider a signal measured as:
( ) y x w η = Φ + + (3) where w and η are vectors consisting of random AWGN samples. The length of w is K and the length of η is N. With this assumption, the l1 norm minimization mentioned before for the Dantzig Selector can be adapted to an l2 norm minimization to recover the signal, with a risk of candidature ˆ( ) R x [1] :
where:
( ) 
To solve the above system of equations, the following algorithm is used [1] :
where λ is the largest eigenvalue of the matrix Φ .
Note that Eq. (10) follows a two step process with an estimation of the possible vector χ and a soft decision step where the value of the threshold, G is dependent highly on σ and therefore the noise level. Here, t determines the iteration number and k is the tap number (k = 1, 2, 3…., N).
The Dantzig Selector (DS) considers random perturbations. Therefore, implementations of the algorithm do not give good results for recovery of signals corrupted with AWGN resulting in SNR lesser than 40 dB [7] . However, Haupt and Nowak's Algorithm (HN) recovers signal considerably well till up to 20 dB, after which the signal are not recoverable. Also, since the algorithms are statistical, there is always a negligible probability Dantzig Selector and HN fail. Besides, HN is performed in O(N 2 K); however Dantzig Selector in O(N 3 ).
Sparse Channel Estimation using Compressive Sampling
With many algorithms available for compressive sampling, it is clear that Haupt and Nowak's Algorithm is well suited for estimation problems in wireless communications as the paper considers AWGN. In Ref. [8] , Bajwa et al. consider the application of Compressive Sampling to Sparse Channel Estimation. However, Ref. [8] does not discuss in detail the metrics used to evaluate the estimate of the sparse channel using their methods. Common metrics for the evaluation of the channel estimate are Mean Square Error (MSE) and Bit Error Rate (BER) of an equalizer output. Also, Ref. [8] considers upto 10 taps in a channel response of delay spread 128, which is not always the case with sparse channel. We will now describe qualitatively the channel model and look at previous work in Sparse Channel Estimation.
A. Sparse Underwater Acoustic Channels
In practical situations, underwater acoustic (UWA) and ultra-wideband (UWB) channels exhibit a highly sparse channel response (in the time domain). Research in Ref. [17] shows that a typical channel response has very few non-zero taps but has a large delay spread. A typical channel shown in Fig. 1 has a delay spread of 100 taps with as few as 3 non-zero taps. The problem of sparse channel estimation has been addressed in many previous works ( [9] - [11] ). References [9] and [10] , attempt to solve the problem using the tested techniques of Matching Pursuit and Orthogonal Matching Pursuit (a variant of Matching Pursuit). Ref. [11] follows a different approach where many parallel structured estimates are performed after taking hard decisions on the channel tap locations. Such an estimate is termed structured, as a hard estimate determines first the possible tap locations and then uses pseudo-inverses of this matrix to estimate the amplitude at these tap locations. Accordingly, the method proposed in [11] performs significantly better than those in [9] and [10] . However, the number of computations is increased as there are many parallel estimation and decision loops based on noise information from an initial unstructured estimate (for details, see Ref. [11] ).
Unlike compressive sampling, these methods use the entire received signal and not a projection of lesser rank to estimate the sparse channel. The property of reducing the rank using compressive sampling can thus serve as an advantage in reducing the amount of computation. Since compressive sampling techniques require random projection on a signal (see Ref. [4] ), the methods will also serve to reduce the constraints of the measurement matrix. The random projections are usually random matrices of Gaussian or Rademacher Distributions, which satisfy the Restricted Isometry and Incoherence conditions (with nearly all possible basis expansion models [12] ) as mentioned in Section 1. We may thus summarize the motivation for using compressive sampling in sparse channel estimation with the following points:
• Sparse channels can be estimated using compressive sampling if the algorithm used by the estimator satisfies the restrictions posed by the underlying theory • Unlike techniques as used in Ref. [9] - [11] , compressive sampling requires a project signal with a rank much lesser than that of the received signal (i.e. K«N) thus reducing the number of sensors and the computation complexity.
• Since the projection of the received signal is random, the measurement matrix need not be constrained by the input signal and noise power.
B. Brute Use of Compressive Sampling
We will now consider the use of DS and HN for sparse channel estimation. Consider a system where a training sequence c of length M is transmitted through a channel with response h and added AWGN n. The received signal at the receiver r can be written as:
The matrix C is the convolution matrix formed from the training sequence. C is a full Toeplitz matrix with dimensions (M+N-1)×(N) of the form:
The usual choice for the elements of the training sequence is a Rademacher distributed sequence of ±1 BPSK symbols. We will consider such a sequence for c. Since h is sparse in nature, it makes sense to modify C in order for it form an appropriate basis for the estimation of h. Note that with C as basis, (7) approaches a form equivalent to (3), with η = n, w = 0, x = Ψθ = Ch. The received signal can be measured with a matrix Φ and the resulting vector y can be now used to estimate h. Note that in the above model, to normalize the basis, we have assumed that the matrix C is full Toeplitz, and there exists a guard interval of length (N-1) before further data symbols are transmitted.
Note that to use a C, it must be orthonormal. Also, ΦC should satisfy the restricted isometry condition. Ref. [8] shows that with certain conditions on the parameters involved in DS, the matrix A = ΦC satisfies all properties required for use with compressive sampling methods. Similar proofs apply for other compressive sampling techniques, such as Lasso [13] and HN. Since C is Rademacher distributed, the norm of the vectors is ( ) 
which can be solved using the Primal-Dual Interior Point Method ( [6] , [7] ).
Some changes are made to the HN algorithm. Ref. [1] suggests that the value of G fluctuates highly, as it is related directly to σ (noise variance), N (delay spread) and M (training sequence length). Also, in the proof of the use of the algorithm shown in (6), there is a constraint on the maximum permissible power of the signal x. This condition has to be satisfied in order for the algorithm in (6) to be used. We will consider the case of the threshold and the power constraint in the following section.
C. Power Restrictions in Application of HN
Consider the signal x uncorrupted with AWGN. In the case of the convolution matrix, x = Ch. If C is of the form as shown in (8)
, x is a vector of length (M+N-1)×(N).
The power restriction to use (6) as per [1] for the case of the signal model described above is:
Each element of the vector x can be written as:
C is a Toeplitz matrix with consisting of random numbers from the Rademacher distribution. The mean of the distribution is 0 and the variance is 1. Assuming h is a uniformly distributed or Gaussian (most channels responses are combinations of these two distributions), the mean of h is 0 and the variance is a non-zero value depending on the probability distribution function of h and the number of divisions between 0 and 1 in the time axis.
Suppose the sparsity of h is equal to S, the sparse representation of the individual x i will only involve a summation over S multiplications of C(i,j) and h(j). With this definition of x we have to prove the inequality shown in (10) . We will use the Hoeffding's Inequality ( [14] , [15] ), which states that k independent bounded random variables z j with the condition j j j a z b ≤ ≤ satisfy: ( )
With the normalization factor introduced, we obtain a relation equivalent to both sides of Eq. , it is sufficient to prove the probability condition (13) . With a simple convolution of identical probability distribution functions we show that:
According to Ref. [15] , the sparsity should satisfy
where c is a constant. If we consider a fixed low sparsity S, as is typical in UWA channels described above, the probability in (14) can be made very high thus statistically ensuring that with most of x i , the power constraint posed by Ref. [1] is satisfied. Thus, with very low sparsity and large delay spreads (as is with UWA channels), the compressive sampling technique described in [1] can be adapted to the estimation of highly sparse UWA channels. To show that the power constraints are satisfied, we consider a variable training sequence length, a delay spread of 100 and a sparsity of 3. It was found that on average, 86.3% of the experiments (out of 1000 experiments) satisfied the power constraint. Thus, the HN algorithm has chances of failure in some cases. This failure rate can be manipulated, if the training sequence is designed, in which case the probability limit in (14) will not hold. We will discuss failure of estimator in more detail later in this report.
D. Experiments
We now compare results of DS and HN with respect to the structured and unstructured Cramer-Rao Bounds (CRB). The unstructured and structured CRBs are defined as:
where † denotes the pseudo-inverse andb is a hard estimate of the time domain channel response. It is clear that CRB-S assumes a prior knowledge of the tap positions.
Note from Eq. (6), the value of G is dependent on SNR through ε. Thus there is some uncertainty as to what would be the best threshold to work well for all SNRs. In Ref. [1] , Haupt and Nowak made approximations and determined a lower bound on ε. After determining this value they reported that G/4.6 as the best possible threshold. In Ref. [1] , the matrices were assumed ideal and the basis are deterministic. In the case of a Random Toeplitz Matrix as a basis (C), it is difficult to determine the threshold theoretically. Therefore, various values of a divisor P were experimented with at all SNRs to obtain the best estimate using the threshold G/P. Fig. 2(a) shows the variation of the value of P with SNR as observed empirically. Fig. 2(b) shows the MSE performance of DS and HN with respect to CRB-U and SRB-S for sparse channel estimation.
For the experiment, we have considered a training sequence of length, M = 200, with a delay spread of N = 100, and sparsity S = 3. In the DS algorithm, we have used Eq. (9) with γ equal to 0.24, as suggested by analysis in Ref. [8] . In both the algorithms, the noise is AWGN. In HS, the measurement matrix Φ is a random Rademacher distributed matrix of dimensions 50×(M+N-1) = 50×299.
Observe that the plot of P (or the optimized threshold ratio value) is random with respect to the SNR. Therefore, without prior knowledge of SNR it is quite impossible to determine the optimal threshold to use for sparse channel estimation. Also, observe that even though the decision step in (6) considers the SNR as a factor in the threshold, it is not tuned to the channel response as is the case of accurate estimators such as in [9] and [11] . However, taking optimal P (as per Fig. 2(a) ) and estimating using HN produces results closer to CRB-S than DS. This is due to the presence of the decision step in (6) that aims to provide some tradeoffs between bias and variance of the estimator. Also notice in HN that the power of the signal being an integral constraint of the algorithm tends to fluctuate more if the SNR is as high as 0 dB; thus poorer estimates at low SNR.
Structured Thresholding for HN

A. Analysis of the Threshold in HN for Sparse Underwater Channels
A analysis of the optimum threshold, with adaptation to the signal model discussed in Section 2 and considering a sparse underwater channel is now presented. The decision step threshold in (6) is given by: where λ is the largest eigenvalue of the measurement matrix Φ . The other parameters are as described in Eq. (4). Note that Φ has dimensions K×(M+N-1), and is a normalized Rademacher distributed random matrix. For N = 100
and M = 200, we obtain an appropriate maximum allowable sparsity S = 8 (from discussion in Section 2, Subsection C). We consider a much lesser sparsity, S =3. For this sparsity it suffices to have a measurement rank [4] :
In most channel estimation systems such as in [9] and [11] , the delay spread is known. Therefore, assuming that the designer has knowledge of N, consider K = N/2. For S = 3, the relation (18) is satisfied for 50 N ≥ , thus covering all possible large delay spreads. The variation of λ of a random Rademacher matrix of size (N/2)×(M+N-1) (and normalized by dividing by / 2 N ), with N is shown in Fig. 3 , where M = 200.
According to experiments and Ref. [16] it can be shown that this variation is independent of the probability distribution function of the matrix, thus compatible with the theory of compressive sampling where any orthonormal random matrix may be used to measure the signal. Also Ref. [16] suggests that the eigenvalue is a normal function with sharp falls around the mean, thus implying that the variation is not large with randomness of the matrix. Therefore, the plot in Fig.(3) is more or less universal for a given value of M. Assuming a region of interest 50 150 N ≤ ≤ , the plot in Fig. (3) may be approximated to a linear approximation of the form:
It is clear that better approximations of the plot in Fig. ( 3) may be obtained with higher degree polynomials.
However, for simplicity we consider a linear approximation. Also note that the nature of the plot in Fig. (3 
the constants a and b can be determined from the method described above. 
B. The initial channel estimate and the threshold set
A strong point of the algorithm presented in [11] is that it uses thresholds based on an initial estimate of the channel using a sliding correlator. This initial estimate can be represented as:
where c n is each column of the convolution matrix C.
However, in the compressive sampling situation, the initial estimate used is generally a maximum energy estimate defined as ˆT h A y = [7] , where A C = Φ and y is the received signal after random projection. We may also define a sliding correlator similar to (22), with the columns of A instead of C, and the signal y instead of r. For the sparse channel response shown in Fig. 1 , the sliding correlator and the maximum energy plots are shown in Fig. 4 .
The plots show that both the estimates nearly match, as the matrices are all normalized. However, due to the random measurement matrix, both the estimates are highly corrupted with noise, in comparison non compressive sampling cases. With the threshold expression as defined by Eq. (20) and Eq. (21) and the initial channel estimate we aim to arrive at an optimal set of thresholds {G}, which can be used by the algorithm described in (6), instead of the arbitrarily taking a threshold value as defined by Fig. 2(a) . By developing this method we also aim to find an optimal threshold set, which combines the use of the initial estimate as shown in [11] and the expression developed in Eq. (20) and (21). This will ensure that the estimation is tuned to both SNR and channel response.
An algorithm is defined as follows:
• Compute the initial estimate (0) h as defined by (22).
• Consider the SNR of interest range to be • Using the empirical method defined in Subsection A, compute the function which gives G = f(M,N,σ).
• For a known value of N, M and σ, compute the function G in the range [ ]
• Make the function G discrete by quantizing G to obtain { } 1 2 , ,...,
• Similarly divideĥ into equal divisions to obtain
• For each i going from 1 to N t calculate: threshold,
The above algorithm will ensure that the threshold set takes the form of Eq. (21), and will also ensure that the set of thresholds is within the range of the initial unstructured channel estimate as described in [11] . What is lucrative is that G can be a simple look up table if M and N are known; and with an initial estimate, a near optimum set of thresholds can be determined. 
Estimation Process
A. Parallel Estimation
A simple Parallel Estimation Algorithm using Compressive Sampling (PEA-CS) can now be described for the estimation process using Eq. (6) and the thresholding technique described in Section 3:
• Determine the vector of thresholds t using the method described in Section 3.
• Use these set of thresholds to determine N t parallel estimates,ˆi h , with i = 1,2,3…,N t using the corresponding t(i) in the algorithm as described by Eq. (6), instead of G.
• Using this estimate find the set of errors: e(i)=
( )i
sum y A h − *
• Since the vector A is a product of a random measurement matrix and the convolution matrix the above error is not the least for the best estimate (unlike the algorithm in Ref. [11] ). However, we can exploit the fact that many estimates are carried out, and the best estimates are close to each other. Hence:
′ ; 0 e′ ≠ as the threshold which gives the best estimate As described above, the results obtained in Fig. 2(b) with HN are by oracle estimation. That is, the value of P is known before hand as per Fig. 2(a) and then applied to obtain the best estimate. However with PEA-CS, the estimates were found to be exactly the same with the oracle estimator. This can be shown by choosing a random experiment and looking at the thresholds generated by the oracle estimator, and comparing them with those obtained by the process in Section 3. The results are shown in Fig. 6(a) . Notice, that almost all the thresholds generated by the oracle estimator (sorted in plot) lie close to those generated by algorithm used in PEA-CS (bold lines in Fig. 6(a) show the matching). This proves that PEA-CS indeed gives the same MSE as the oracle HN estimator. [11] and Matching Pursuit (MP) [9] , and the Cramer-Rao Bounds. As mentioned before, the MSE for PEA-CS were the same as the ones obtained with the oracle HN estimator. Note that MP is the best estimator at low SNR; however, as SNR increases, IDE and PEA-CS outperform MP. An added advantage in PEA-CS is that the computation complexity is much lesser than that of IDE (O(N 2 KN t ) vs. O(N 3 N t )). As K is usually much smaller than N, PEA-CS can be preferred over IDE at SNRs 10-20 dB. The reason why MP performs well at low SNR is that the number of taps or sparsity S is assumed available, which may not be the case always. IDE and PEA-CS do not assume this, and hence are highly affected by noise at low SNR.
Note, that IDE involves complex computations such as pseudo-inverses and alternate hard and soft estimates (see Ref. [11] for details), which is eliminated in the case of PEA-CS; thus showing its clear advantage over other algorithms. However, PEA-CS performs very poorly at low SNR. This is due to two reasons: 1) the power constraints are harmed in the HN algorithm; and 2) the use of random projection to obtain a signal of lesser rank in the presence of high noise makes the initial estimate completely noisy.
