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Abstract
For an ergodic hyperbolic measure ω of a C1+α diffeomorphism, there is a ω
full-measured set Λ˜ such that every nonempty, compact and connected subset V of
Minv(Λ˜) coincides with the accumulating set of time averages of Dirac measures
supported at one orbit , where Minv(Λ˜) denotes the space of invariant measures
supported on Λ˜. Such state points corresponding to a fixed V are dense in the
support supp(ω). Moreover Minv(Λ˜) can be accumulated by time averages of Dirac
measures supported at one orbit , and such state points form a residual subset of
supp(ω). These extend results of Sigmund [9] from uniformly hyperbolic case to
non-uniformly hyperbolic case. As a corollary, irregular points form a residual set
of supp(ω).
1 Introduction
Sigmund [9] in 1970 invented two approximation properties for C1 uniformly hyperbolic
diffeomorphisms: one is that invariant measures can be approximated by periodic mea-
sures, the other is that every nonempty, compact and connected subset of the space of
invariant measures coincides with the accumulating set of time averages of Dirac measures
supported at one orbit and such orbits are dense. The first approximation property had
realized among C1+α non-uniformly hyperbolic diffeomorphisms in 2003, when Hirayama
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[3] proved that periodic measures are dense in the set of invariant measures supported
on a full measure set with respect to a hyperbolic mixing measure. In 2009, Liang, Liu
and Sun [5] replaced the assumption of hyperbolic mixing measure by a more natural
and weaker assumption of hyperbolic ergodic measure and generalized Hirayama’s result.
The proofs in [3, 5] are both based on Katok’s closing and shadowing lemmas of the
C1+α Pesin theory. Moreover, the first approximation property is also valid in the C1
setting with limit domination by using Liao’s shadowing lemma for quasi-hyperbolic orbit
segments[10].
The specification property for Axiom A systems ensure the two approximation prop-
erties in [9]. However, the specification property in a weaker version for non-uniformly
hyperbolic systems in [3, 5, 10] is invalid to the second approximation property, though it
can deduce the first one. More precisely, to achieve the second approximation property,
Sigmund[9] uses the specification property infinitely many times to find the needed orbit.
However, for the nonuniformly hyperbolic case, his idea is not suitable: the specification
property for finite orbit segments in the same Pesin block, introduced in [3, 5, 10], can
not be used infinitely many times (even two times), since we can not determine that the
given periodic points and the shadowing periodic orbits always stay in the required set
Λ˜. Therefore, to deal with non-uniformly hyperbolic case, we disinter a new specification
property for infinite orbit segments (allowing belonging to different Pesin blocks), inspired
from Katok’s Shadowing Lemma, and use it only once to find the needed orbit and hence
avoid induction. Now we start to introduce our results precisely.
Throughout this paper, we consider an f ∈ Diff1+α(M) and an ergodic hyperbolic
measure ω for f . Let Λ = ∪∞ℓ=1Λℓ be the Pesin set associated with ω. We denote
by ω|Λℓ the conditional measure of ω on Λℓ. Set Λ˜ℓ = supp(ω|Λℓ) and Λ˜ = ∪
∞
ℓ=1Λ˜ℓ.
Clearly, f±1Λ˜ℓ ⊂ Λ˜ℓ+1, and the sub-bundles E
s(x), Eu(x) depend continuously on x ∈ Λ˜ℓ.
Moreover, Λ˜ is f−invariant with ω-full measure.
We denote by Vf(ν) the set of accumulation measures of time averages
νN =
1
N
N−1∑
j=0
f j∗ν.
Then Vf (ν) is a nonempty, closed and connected subset of Minv(M). And we denote by
Vf(x) the set of accumulation measures of time averages
νN =
1
N
N−1∑
j=0
δfjx,
where δx denotes the Dirac measure at x. Now we state our main theorems as follows.
Theorem 1.1. For every nonempty connected set V ⊆ {ν ∈Minv(M) | ν(Λ˜) = 1}, there
exists a point x ∈M such that
Closure(V ) = Vf(x).
Moreover, the set of such x is dense in supp(ω), that is, the closure of this set contains
supp(ω).
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A point x ∈ M is called to be a generic point for an f−invariant measure ν if for
any φ ∈ C0(M,R), the limit limn→∞
1
n
∑n−1
i=0 φ(f
ix) exists and is equal to
∫
φdν. As a
corollary of Theorem 3.1, the following holds.
Corollary 1.2. Every f−invariant measure supported on Λ˜ has generic points and all
generic points form a dense subset in supp(ω).
A point x ∈M is said to have maximal oscillation if
Vf (x) ⊇ Closure{ν ∈Minv(M) | ν(Λ˜) = 1}.
We can deduce from Theorem 1.1 that the points having maximal oscillation are dense
in supp(ω). As an extension to Theorem 1.1, we go on to prove that they form a residual
subset of supp(ω).
Theorem 1.3. The set of points having maximal oscillation is residual in supp(ω).
Remark 1.4. For any homeomorphism f : X → X on a compact metric space preserv-
ing an ergodic measure ω, if (f, ω) has specification property(see Theorem 3.1 for more
details), analogous arguments and results as in Theorem 1.1 and 1.3 are adaptable.
A point is called to be an irregular point if there is a continuous function φ ∈ C0(M,R),
such that the limit limn→∞
1
n
∑n−1
i=0 φ(f
ix) does not exist. As an application of Theorem
1.3, we have the below result.
Theorem 1.5. If Closure(Minv(Λ˜)) is nontrivial(i.e., contains at least one measure
different from ω), then the set of all irregular points is residual in supp(ω).
This paper is organized as follows. In section 2, we recall the definition of Pesin set
and Katok’s shadowing lemma. In section 3, we develop a new specification property
and verify that (f, ω) admits this property. In section 4, we use the information on orbit
segments to describe that of an invariant measure. In section 5 we use the results in
section 3 and 4 to prove Theorem 1.1 and then in section 6 we use Theorem 1.1 to prove
Theorem 1.3 and 1.5.
2 Preliminaries
We recall the concept of Pesin set and recall some preliminary lemmas in this section.
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2.1 Pesin set ([4, 7])
Given λ, µ≫ ε > 0, and for all k ∈ Z+, we define Λk = Λk(λ, µ; ε) to be all points x ∈M
for which there is a splitting TxM = E
s
x ⊕E
u
x with invariant property Dxf
m(Esx) = E
s
fmx
and Dxf
m(Eux) = E
u
fmx satisfying:
(a) ‖Dfn|Es
fmx
‖ ≤ eεke−(λ−ε)neε|m|, ∀m ∈ Z, n ≥ 1;
(b) ‖Df−n|Eu
fmx
‖ ≤ eεke−(µ−ε)neε|m|, ∀m ∈ Z, n ≥ 1;
(c) tan(∠(Esfmx, E
u
fmx)) ≥ e
−εke−ε|m|, ∀m ∈ Z.
We set Λ = Λ(λ, µ; ε) =
⋃+∞
k=1 Λk and call Λ a Pesin set.
It is obvious that if ε1 < ε2, then Λ(λ, µ; ε1) ⊆ Λ(λ, µ; ε2).
According to Oseledec Theorem, ω has s (s ≤ d = dimM) nonzero Lyapunov expo-
nents
λ1 < · · · < λr < 0 < λr+1 < · · · < λs
with associated Oseledec splitting
TxM = E
1
x ⊕ · · · ⊕ E
s
x, x ∈ O(ω),
where we recall that O(ω) denotes an Oseledec basin of ω. If we denote by λ the absolute
value of the largest negative Lyapunov exponent λr and µ the smallest positive Lyapunov
exponent λr+1 and set E
s
x = E
1
x ⊕ · · · ⊕ E
r
x, E
u
x = E
r+1
x ⊕ · · · ⊕ E
s
x, then we get a Pesin
set Λ = Λ(λ, µ; ε) for a small ε. We call it the Pesin set associated with ω. It follows(see,
for example, Proposition 4.2 in [7]) that ω(Λ \O(ω)) + ω(O(ω) \ Λ) = 0.
The following statements are elementary:
(a) Λ1 ⊆ Λ2 ⊆ Λ3 ⊆ · · ·;
(b) f(Λk) ⊆ Λk+1, f
−1(Λk) ⊆ Λk+1;
(c) Λk is compact for ∀ k ≥ 1;
(d) for ∀ k ≥ 1 the splitting x→ Eux ⊕E
s
x depends continuously on x ∈ Λk.
2.2 Shadowing lemma
Let (δk)
+∞
k=1 be a sequence of positive real numbers. Let (xn)
+∞
n=−∞ be a sequence of points
in Λ = Λ(λ, µ, ε) for which there exists a sequence (sn)
+∞
n=−∞ of positive integers satisfying:
(a) xn ∈ Λsn, ∀n ∈ Z;
(b) | sn − sn−1 |≤ 1, ∀n ∈ Z;
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(c) d(fxn, xn+1) ≤ δsn, ∀n ∈ Z;
then we call (xn)
+∞
n=−∞ a (δk)
+∞
k=1 pseudo-orbit. Given η > 0, a point x ∈ M is an η-
shadowing point for the (δk)
+∞
k=1 pseudo-orbit if d(f
nx, xn+1) ≤ ηεsn, ∀n ∈ Z, where
εk = ε0e
−εk and ε0 is a constant.
Lemma 2.1. (Shadowing lemma [4, 7]) Let f : M → M be a C1+α diffeomorphism, with
a non-empty Pesin set Λ = Λ(λ, µ; ε) and fixed parameters, λ, µ ≫ ε > 0. For ∀η > 0
there exists a sequence (δk)
+∞
k=1 such that for any (δk)
+∞
k=1 pseudo-orbit there exists a unique
η-shadowing point.
3 Specification Property for Non-uniformly hyper-
bolic systems
In this section, we develop a new specification property for C1+α non-uniformly hyperbolic
systems, which will play crucial role in the proof of Theorem 1.1.
Theorem 3.1. (f, ω) has specification property in the following sense. For any η > 0
there is a sequence of integers {Mk, l = Mk, l(η)}k, l≥1 satisfying:
Given a sequence of integers {ks | ks ≥ 1}s∈[a, b]∩Z for any −∞ ≤ a < b ≤ ∞ and a
sequence of orbit segments
{
{f i(xs)}
ns
i=0 | xs, f
nsxs ∈ Λ˜ks, ns ∈ N
}
s∈[a, b]∩Z
, there exist
a shadowing point z ∈ M and an increasing sequence of integers {cs}s∈[a−1, b]∩Z with
0 ≤ cs+1 − cs − ns+1 ≤Mks, ks+1 (s ∈ [a− 1, b− 1] ∩ Z) such that
d(f cs−1+jz, f jxs) < η εks+1, ∀ j = 0, 1, · · · , ns − 1, s ∈ [a, b] ∩ Z,
where εk = ε0e
−εk and ε0 is a constant.
In particular, if a and b are finite integers, the shadowing point z should be periodic
with period π = cb − ca−1.
Remark 3.2. The consequence of Theorem 3.4[5] or Hirayama’s definition for specification
property is a particular case of the above theorem. More precisely, they considered finite
orbit segments and asked the beginning and ending points of these segments must be in
the same block Λ˜l.
Proof of Theorem 3.1
For ∀ η > 0, by Lemma 2.1 there exists a sequence (δk)
+∞
k=1 such that for any (δk)
+∞
k=1
pseudo-orbit there exists a unique η-shadowing point.
Let k∗ big enough such that ω(Λ˜k) > 0 for all k ≥ k∗. For every k ≥ k∗, take and
fix for Λ˜k a finite cover αk = {V
k
1 , V
k
2 , · · · , V
k
rk
} by nonempty open balls V ki in M such
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that diam(Uki ) < δk+1 and ω(U
k
i ) > 0 where U
k
i = V
k
i ∩ Λ˜k, i = 1, 2, · · · , rk. Since ω is
f−ergodic, by Birkhoff ergodic theorem we have
lim
n→+∞
1
n
n−1∑
h=0
ω(f−h(U ℓi ) ∩ U
k
j ) = ω(U
ℓ
i )ω(U
k
j ) > 0, (3.1)
∀k, ℓ ≥ k∗, ∀1 ≤ i ≤ rℓ, 1 ≤ j ≤ rk. Then take
Xk, ℓi, j = min{h ∈ N | h ≥ 1, ω(f
−h(U ℓi ) ∩ U
k
j ) > 0}. (3.2)
By (3.1), 1 ≤ Xk, li, j < +∞. Let
Mk, ℓ = max
1≤i≤rk, 1≤j≤rl
Xk, ℓi, j .
Now let us consider an increasing sequence of integers {ks | ks ≥ k∗}s∈Z and a sequence
of orbit segments
{
{f i(xs)}
ns
i=0 | xs, f
nsxs ∈ Λ˜ks, ns ∈ N
}
s∈Z
. For each s ∈ Z, we take
and fix two integers s0 and s1 so that
xs ∈ U
ks
s0
, fnsxs ∈ U
ks
s1
, s ∈ Z.
Take ys ∈ U
ks
s1
by (3.2) such that f
X
k, l
(s+1)0, s1ys ∈ U
ks+1
(s+1)0
for s ∈ Z. Thus we get a (δk)
+∞
k=1
pseudo-orbit in M:
· · · {f t(x1)}
n1
t=0 ∪ {f
t(y1)}
X
k1, k2
20, 11
t=0 ∪ {f
t(x2)}
n2
t=0 ∪ {f
t(y2)}
X
k2, k3
30, 21
t=0 ∪ · · · .
More precisely,
xs, f
ns(xs) ∈ Λ˜ks ⊆ Λks, ys ∈ Λ˜ks ⊆ Λks and f
X
ks, ks+1
(s+1)0, s1ys ∈ Λ˜ks+1 ⊆ Λks+1,
and
d(fns(xs), ys) < δks+1, d(f
X
ks, ks+1
(s+1)0, s1ys, xs+1) < δks+1+1, ∀s ∈ Z.
Hence there exists an η−shadowing point z ∈M such that
d(f cs−1+jz, f jxs) < η εks+1, ∀ j = 0, 1, · · · , ns − 1, s ∈ Z,
where
cs =


0, for s = 0∑s−1
j=0[nj +X
kj , kj+1
(j+1)0,j1
], for s > 0
−
∑−1
j=s[nj +X
kj , kj+1
(j+1)0,j1
], for s < 0.
This ends the proof. 
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4 Characterizing invariant measures by orbit segments
It is well-known that for ergodic systems, the time average is the same for almost all initial
points and coincides with the space average due to Birkhoff Ergodic Theorem. However,
it is not true for general measure-preserving systems (for example, the measure supported
on two periodic orbits). Inspired by Ergodic Decomposition Theorem, we prove in the
following that the space average can be approximated by the information along finite orbit
segments.
Given a finite subset F ⊆ C0(M, R), we denote
‖F‖ = max{‖ξ‖; ξ ∈ F}.
Proposition 4.1. Suppose f : X → X is a homeomorphism on a compact metric space
and ν is an f−invariant measure. Then for any numbers ε > 0, any finite subset F ⊆
C0(M, R) and any set ∆ ⊆ X with ν(∆) > (1 + ε
16‖F‖
)−1, there are a measurable partition
{Rj}
b
j=1 of ∆, (b ∈ Z) and a positive integer T , such that for any xj ∈ Rj and any integers
Tj ≥ T , (1 ≤ j ≤ b), we have that
|
∫
ξ(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))| < ε, ∀ξ ∈ F,
for any θj > 0 satisfying |θj −
ν(Rj)
ν(∆)
| < ε
2b‖F‖
, 1 ≤ j ≤ b.
Proof Let A = sup{|ξ∗(x)|
∣∣ x ∈ Q(f), ξ ∈ F}. Denote by [a] the maximal integer
not exceeding a. For j = 1, · · · , [32A‖F‖
ε ‖ξ‖
] + 1, ξ ∈ F, set Qj(ξ) = {x ∈ Q(f)| − A +
(j−1)ε
16‖F‖
‖ξ‖ ≤ ξ∗(x) < −A + jε
16‖F‖
‖ξ‖}. Let B =
∨
ξ∈F{Q1(ξ), · · · , Q[ 32A‖F‖
ε ‖ξ‖
]+1
(ξ)}, where
α∨β = {Ai∩Bj | Ai ∈ α, Bj ∈ β} for partitions α = {Ai}, β = {Bj}. Then B = {Rj}
b
j=1
is a partition of Q(f). Hence that the positive-measure sets in {Rj∩∆}
b
j=1 form a partition
of ∆. For simplicity, we still denote this partition by B = {Rj}
b
j=1. Then by the definition
of B and Qj(ξ) above, we have
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|∫
∆
ξ∗(x)dν −
b∑
j=1
θjξ
∗(xj)|
= |
∫
∆
ξ∗(x)dν −
b∑
j=1
ν(Rj)
ν(∆)
ξ∗(xj)|+ |
b∑
j=1
ν(Rj)
ν(∆)
ξ∗(xj)−
b∑
j=1
θjξ
∗(xj)|
≤ |
∫
∆
ξ∗(x)dν −
b∑
j=1
ν(Rj)ξ
∗(xj)|+ |
b∑
j=1
ν(Rj)ξ
∗(xj)−
b∑
j=1
ν(Rj)
ν(∆)
ξ∗(xj)|
+ |
b∑
j=1
(
ν(Rj)
ν(∆)
− θj)ξ
∗(xj)|
≤
b∑
j=1
ν(Rj)max
y∈Rj
|ξ∗(y)− ξ∗(xj)|+ |
b∑
j=1
ν(Rj)ξ
∗(xj)| · (
1
ν(∆)
− 1) +
ε
2b‖F‖
b∑
j=1
|ξ∗(xj)|
≤
1
8‖F‖
· ε‖ξ‖ ·
b∑
j=1
ν(Rj) + A ·
b∑
j=1
ν(Rj) ·
ε
16‖F‖
+
εA
2‖F‖
≤
1
8‖F‖
· ε‖ξ‖+
εA
16‖F‖
+
εA
2‖F‖
≤
11ε
16
, ξ ∈ F.
For the last inequality, note that A ≤ ‖F‖.
On the other hand, we shall take T large enough such that for all Tj ≥ T,
|ξ∗(xj)−
1
Tj
Tj−1∑
h=0
ξ(fh(xj))| <
ε
16
, ∀ j = 1, 2, · · · , b, ξ ∈ F.
Thus
|
∫
∆
ξ∗(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
≤ |
∫
∆
ξ∗(x)dν −
b∑
j=1
θjξ
∗(xj)|
+ |
b∑
j=1
θjξ
∗(xj)−
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
<
11ε
16
+ |
b∑
j=1
θj(ξ
∗(xj)−
1
Tj
Tj−1∑
h=0
ξ(fh(xj)))|
<
11ε
16
+
b∑
j=1
θj
ε
16
≤
3ε
4
, ξ ∈ F.
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Note that ν(∆) > (1 + ε
16‖F‖
)−1 > 1− ε
16‖F‖
. Hence,
|
∫
M
ξ(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
= |
∫
M
ξ∗(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
≤ |
∫
M
ξ(x)dν −
∫
∆
ξ(x)dν|+ |
∫
∆
ξ∗(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
≤ ‖ξ‖ · (1− ν(∆)) +
ε
4
≤ ‖ξ‖
ε
16‖F‖
+
3ε
4
< ε, ξ ∈ F.
This ends the proof.
The following lemma is Lemma 3.7 in [5].
Lemma 4.2. Let f : X → X be a homeomorphism of a compact metric space preserving
an ergodic measure ω. Let Γj ⊂ X be measurable sets with ω(Γj) > 0 and for x ∈ Γj, let
S(x,Γj) := {r ∈ N | f
rx ∈ Γj},
j = 1, ..., k. Take 1 > γ > 0, T ≥ 1. Then for ω−a.e. xj ∈ Γj there exists nj = nj(xj) ∈
S(xj ,Γj) such that nj ≥ T and
0 <
|n1 − nj |+ ...+ |nj−1 − nj|+ |nj+1 − nj|+ ... + |nk − nj |
Σkj=1nj
< γ,
where j = 1, ..., k.
Proposition 4.3. Suppose f : X → X is a homeomorphism on a compact metric space
and ν is an f−invariant measure. Then for any numbers ε > 0, any finite subset F ⊆
C0(M, R) and any set ∆ ⊆ X with ν(∆) > (1 + ε
16‖F‖
)−1, there is a measurable partition
{Rj}
b
j=1 of ∆, (b ∈ Z) such that for any positive integer T , and any recurrence points
xj ∈ Rj, there exist recurrence times Tj ≥ T , (1 ≤ j ≤ b) satisfying
|
∫
ξ(x)dν −
1∑b
j=1 θjTj
b∑
j=1
θj
Tj∑
h=0
ξ(fh(xj))| < ε, ∀ξ ∈ F,
for any θj > 0 satisfying |θj −
ν(Rj)
ν(∆)
| < ε
2b‖F‖
, 1 ≤ j ≤ b.
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Proof Take the same partition {Rj}
b
j=1 as in Proposition 4.1. By Poincare´’s Recur-
rence Lemma, ν−almost every points in Rj are recurrence points. Fix a sequence of
recurrence points xj ∈ Rj and denote their recurrence time by Tj. By the finiteness of F
and Lemma 4.2, we can choose integers Tj ≥ T for any T > 0 such that
|
θ1(T1 − Tj) + · · ·+ θj−1(Tj−1 − Tj) + θj+1(Tj+1 − Tj) + · · ·+ θb(Tb − Tj)
Σbi=1θiTi
| <
ε
16‖F‖
for j = 1, 2, · · · , b. Thus
|Σbj=1θj
1
Tj
Tj∑
h=0
ξ(fh(xj))−
1∑b
i=1 θiTi
b∑
j=1
θj
Tj∑
h=0
ξ(fh(xj))|
= |Σbj=1
θj
(θ1 + · · ·+ θb)
1
Tj
Tj∑
h=0
ξ(fh(xj))− Σ
b
j=1
θj
θ1T1 + · · ·+ θbTb
Tj∑
h=0
ξ(fh(xj))|
= |Σbj=1θj
θ1(T1 − Tj) + · · ·+ θj−1(Tj−1 − Tj) + θj+1(Tj+1 − Tj) + · · ·+ θb(Tb − Tj)
Σbi=1θiTi
·
1
Tj
Tj∑
h=0
ξ(fh(xj))|
≤ |Σbj=1θj
θ1(T1 − Tj) + · · ·+ θj−1(Tj−1 − Tj) + θj+1(Tj+1 − Tj) + · · ·+ θb(Tb − Tj)
Σbi=1θiTi
| · ‖ξ‖
≤ Σbj=1θj |
θ1(T1 − Tj) + · · ·+ θj−1(Tj−1 − Tj) + θj+1(Tj+1 − Tj) + · · ·+ θb(Tb − Tj)
Σbi=1θiTi
| · ‖ξ‖
≤ Σbj=1θj
ε
16‖F‖
‖ξ‖
≤
ε
16
, ξ ∈ F. (4.3)
Note that ν(∆) > (1 + ε
16‖F‖
)−1 > 1 − ε
16‖F‖
. Combining with Proposition 4.1 and
inequality (4.3), one deduces that
|
∫
M
ξ(x)dν −
1∑b
i=1 θiTi
b∑
j=1
θj
Tj−1∑
h=0
ξ(fh(xj))|
≤ |
∫
M
ξ(x)dν − Σbj=1θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))|
+ |Σbj=1θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))−
1∑b
i=1 θiTi
b∑
j=1
θj
Tj−1∑
h=0
ξ(fh(xj))|
≤ ε+
ε
16
< 2ε, ξ ∈ F.
Hence we complete the proof.
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Remark 4.4. Through the proof of the previous proposition, one can obtain that the
conclusion is suitable for any finer partition of {Rj}
b
j=1.
Proposition 4.5. Let ν be an f−invariant measure supported on Λ˜. Then for any
numbers ζ, δ > 0 and any finite subset F ⊆ C0(M, R), there are a number kν ∈ Z
+
and orbit segments {zj , fzj , ..., f
nj−1zj}
b
j=1 with zj , f
njzj ∈ Λ˜kν and d(f
njzj , zj+1) < δ,
j = 1, ..., b− 1, satisfying that
|
∫
ξ(x)dν −
1∑b
j=1 nj
b∑
j=1
nj−1∑
h=0
ξ(fh(zj))| < ζ, ∀ξ ∈ F.
Proof Take kν large such that ν(Λ˜kν) > (1 +
ζ
16‖F‖
)
−1
. Applying Proposition 4.3 with
∆ = Λ˜kν and ε = ζ , we obtain a finite partition {Rj}
b
j=1 of Λ˜kν with diamRj < δ and
recurrence points xj ∈ Rj with large recurrence time Tj , j = 1, ..., b satisfying that
|
∫
ξ(x)dν −
1∑b
j=1 θjTj
b∑
j=1
θj
Tj∑
h=0
ξ(fh(xj))| < ε, ∀ξ ∈ F, (4.4)
for any θj > 0 satisfying |θj −
ν(Rj)
ν(Λ˜kν )
| < ε
2b‖F‖
, 1 ≤ j ≤ b.
Recall that ω is ergodic and thus for any 1 ≤ j ≤ b, there is an integer Xj ≥ 1 such
that
fXjRj ∩Rj+1 6= ∅, 1 ≤ j < b,
and
fXbRb ∩ R1 6= ∅.
Take yj ∈ Rj so that f
Xjyj ∈ Rj+1, 1 ≤ j < b and f
Xbyb ∈ R1.
For ζ and b, there exists S ∈ N such that for any integer s > S, we have 0 < 1/s < ζ
b
.
And then there exists integers s¯1, s¯2, · · · , s¯b satisfying s¯j/s ≤
ν(Rj)
ν(Λ˜kν )
≤ (s¯j + 1)/s. It
follows from taking sj = s¯j or s¯j + 1 that
s =
b∑
j=1
sj and |
ν(Rj)
ν(Λ˜kν)
−
sj
s
| <
ζ
2b‖F‖
.
Take Tj large enough, such that
∑b
j=1Xj ≪
∑b
j=1 sjTj and hence it holds that
|
1∑b
j=1(sjTj +Xj)
b∑
j=1
(sj
Tj−1∑
h=0
ξ(fh(xj))+
Xj−1∑
h=0
ξ(fh(yj)))−
1∑b
j=1 sjTj
b∑
j=1
sj
Tj∑
h=0
ξ(fh(xj))| < ζ.
This inequality combing (4.4) with θj =
sj
s
implies that
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|∫
ξ(x)dν −
1∑b
j=1(sjTj +Xj)
b∑
j=1
(sj
Tj−1∑
h=0
ξ(fh(xj)) +
Xj−1∑
h=0
ξ(fh(yj)))| < 3ζ. (4.5)
Let
z1 = · · · = zs1 = x1, zs1+1 = y1,
zs1+2 = · · · = zs1+s2+1 = x2, zs1+s2+2 = y2,
· · · · · ·
z∑j
h=1 sh+j+1
= · · · = z∑j+1
h=1 sh+j
= xj+1
z∑j+1
h=1 sh+j+1
= yj+1,
· · · · · ·
z∑b−1
h=1 sh+b
= · · · = z∑b
h=1 sh+b−1
= xb
z∑b
h=1 sh+b
= yb.
These {zj}
∑b
h=1 sh+b
j=1 are the points we want in the proposition and hence we complete the
proof.
5 Proof of Theorem 1.1
In this section, we prove Theorem 1.1 by using the specification property developed in
section 3 and Proposition 4.5 in section 4.
Proof of Theorem 1.1 If {ϕj}
∞
j=1 is a dense subset of C
0(M,R), then
d˜(ν, m) =
∞∑
j=1
|
∫
ϕjdν −
∫
ϕjdm|
2j‖ϕj‖
is a metric on M(M) giving the weak∗ topology, see e.g. [11]. It is well known that
Minv(M) is a compact metric subspace of M(M) in the weak
∗ topology. For any
nonempty closed connected set V ⊆ {ν ∈ Minv(M)|ν(Λ˜) = 1}, there exists a sequence of
closed balls Bn in Minv(M) with radius ζn in the metric d˜ with the weak
∗ topology such
that the following holds:
(a) Bn ∩ Bn+1 ∩ V 6= ∅,
(b) ∩∞N=1∪n≥NBn = Closure(V ),
(c) limn→+∞ ζn = 0.
By (a), we take Yn ∈ Bn ∩ V .
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Remark 5.1. In [9], Sigmund assume that Yn is an atomic measure and thus its information
can be characterized by its support(periodic orbit). Hence the remain work is to deal with
these periodic orbits by specification property for Axiom A systems. But for our case, we
can not directly take Yn as an atomic measure( even though this is allowed by [5]). The
main observation is that the support of these periodic measures may not be contained in Λ˜
and therefore, specification property as in Theorem 3.1 becomes invalid. So we emphasis
that Yn must be in V and thus satisfy Yn(Λ˜) = 1. This allows us to choose pseudo-orbits in
Λ˜ whose information can characterize that of Yn and for which the specification property
is valid.
Take a finite set Fn = {ϕj}
n
j=1 ⊆ {ϕj}
∞
j=1. Let x∗ ∈ Λ˜ be given and for any δ > 0, let
U0 be the open ball of radius δ around x∗. We have to show that there exists an x ∈ U0
such that Closure(V ) = Vf(x).We divide the following proof into four steps.
Step 1 An estimation of Yn (n ≥ 1).
Let 0 < η < δ
ε0
be given and by shadowing lemma we can take and fix {δk}. Fix
n ∈ N. For ζn, Fn, by Proposition 4.5 we choose kn = k(Yn) and orbit segments
{znj , fz
n
j , ..., f
nj−1znj }
b
j=1 with z
n
j , f
njznj ∈ Λ˜kn and d(f
njznj , z
n
j+1) < δkn+1 , j = 1, ..., b−1,
satisfying that
|
∫
ξ(x)dYn −
1∑b
j=1 nj
b∑
j=1
nj−1∑
h=0
ξ(fh(znj ))| < ζn, ∀ξ ∈ Fn.
Moreover we can take kn < kn+1 for all n.
These segments of orbit segments {znj , fz
n
j , ..., f
nj−1znj }
b
j=1 form a ‘periodic’ pseudo-
orbit. For simplicity, we can assume that the ‘periodic’ pseudo-orbit is composed by one
orbit segment {xn, · · · , f
pn−1(xn)} with xn, f
pn(xn) ∈ Λkn and d(xn, f
pn(xn)) < δkn+1 .
Thus, the above inequality can be simplified as
|
∫
ξ(x)dYn −
1
pn
pn−1∑
h=0
ξ(fh(xn))| < ζn, ∀ξ ∈ Fn.
From this for any m, clearly one has
|
∫
ξ(x)dYn −
1
mpn
mpn−1∑
h=0
ξ(fhmodpn(xn))| < ζn, ∀ξ ∈ Fn. (5.6)
Step 2 Finding a point xˆ ∈ U0 tracing this pseudo-orbit.
Let Mn = Mkn−1,kn(η) be numbers defined as in Theorem 3.1. Define
a¯0 = b¯0 = 0,
a¯1 = b¯0 +M1, b¯1 = a¯1 + 2(a¯1 +M2 + p2)p1
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a¯2 = b¯1 +M2, b¯1 = a¯1 + 2
2(a¯2 +M3 + p3)p2
· · · · · ·
a¯n = b¯n−1 +Mn, b¯n = a¯n + 2
n(a¯n +Mn+1 + pn+1)pn
· · · · · ·
Using Theorem 3.1 and its proof, we can find a point xˆ ∈ Λ, δ−close to x∗, which
η−shadows the orbit segment {xn, · · · , f
pn−1(xn)} for mn = 2
n(a¯n +Mn+1 + pn+1) times
for all n and runs from f pnxn to xn+1 with a time lag of no more than Mn+1. More
precisely, there exist {an}, {bn} with
a0 = b0 = 0,
bn = an +mnpn, and an − bn−1 ≤ Mn
such that
d(f jxˆ, f jmodpnxn) < ηεkn, ∀an ≤ j ≤ bn. (5.7)
Remark 5.2. Note that an ≤ a¯n, bn ≤ b¯n and
bn − an = b¯n − a¯n = mnpn, an − bn−1 ≤ a¯n − b¯n−1 = Mn.
So as n→ +∞, bn and an+1 become much larger than an,Mn+1, pn and pn+1.
The original technique for Axiom A systems in [9] is not suitable for non-uniformly
hyperbolic ones. Sigmund[9] uses the specification property to build inductively a se-
quence of periodic orbits such that the n−th orbit shadows both the (n − 1)−th orbit
and the support of the n−th center. In this process the support of the centers and these
shadowing periodic orbits are always in the hyperbolic set such that the specification
property can be used once by once. Finally, these periodic orbits conjugates to a point
xˆ. However, for the nonuniform hyperbolic case, Sigmund’s idea face a difficulty. That is
the specification property can not be used once by once, since we can not predetermine
the Pesin block in which the shadowing periodic orbits stay. Therefore, to deal with
non-uniformly hyperbolic cases, we disinter a new specification property. More precisely,
instead of dealing induction, we construct an infinitely many orbit segments, inspired
from Katok’s Shadowing Lemma. And we apply this property once and for all to find xˆ
and hence avoid induction.
Step 3 verifying Closure(V ) ⊆ Vf (xˆ).
Let ν ∈ Closure(V ) be given. By (b) and (c) there exists an increasing sequence
nk ↑→ ∞ such that
Ynk → ν. (5.8).
Let ξ ∈ {ϕj}
∞
j=1 = ∪n≥1Fn be given. Then there is an integer nξ > 0 such that for any
n ≥ nξ, it holds that ξ ∈ Fn. Denote by wξ(ε) the oscillation
max{‖ξ(y)− ξ(z)‖ | d(y, z) ≤ ε}
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and by νn the measure δ(xˆ)
bn . Thus
∫
ξdνn =
1
bn
bn−1∑
j=0
ξ(f jxˆ). (5.9)
Remark that if A is a finite subset of N,
|
1
#A
∑
j∈A
ϕ(f jx)−
1
maxA + 1
maxA∑
j=0
ϕ(f jx)| ≤
2(maxA + 1−#A)
#A
‖ϕ‖ (5.10)
for any x ∈ M and ϕ ∈ C0(M,R), where #A denotes the cardinality of the set A. This
inequality (5.10) implies that
|
1
bn − an
bn∑
j=an
ξ(f jxˆ)−
1
bn
bn−1∑
j=0
ξ(f jxˆ)| ≤
2an
bn − an
‖ξ‖, ∀n ≥ nξ. (5.11)
On the other hand, combing the inequalities (5.6) and (5.7), one can obtain that
|
∫
ξdYn −
1
bn − an
bn∑
j=an
ξ(f jxˆ)| ≤ ζn + wξ(ηεn), ∀n ≥ nξ. (5.12)
Note that
2an
bn − an
≤
2a¯n
b¯n − a¯n
→ 0 as n→∞, (5.13)
ζn → 0 due to Remark 5.2 and wξ(ηεn)→ 0 as n→∞, it can be deduce by (5.9), (5.11)
and (5.12) that
|
∫
ξdνn −
∫
ξdYn| ≤ ζn + wξ(ηεn) +
2an
bn − an
‖ξ‖ → 0, as n→∞.
Hence, together with (5.8), it implies that νnk → ν and thus ν ∈ Vf (xˆ). Therefore,
Closure(V ) ⊆ Vf(xˆ).
Step 4 verifying Vf(xˆ) ⊆ Closure(V ).
Let ν ∈ Vf(xˆ) be given. There exists a sequence nk ↑→ ∞ such that νnk → ν. Let
ε > 0 and ξ ∈ {ϕj}
∞
j=1 = ∪n≥1Fn be given. For fixed nk, let i = i(nk) be the largest
integer such that bi−1 ≤ nk. Let nk (and hence i) be so large that
wξ(2
−i+1) < wξ(2
−i+2) <
ε
4
.
Let α = 1 if bi−1 ≤ nk ≤ ai. Otherwise, ai < nk ≤ bi. Write nk = ai +mpi + l, 0 ≤ l < pi
and define
α = (bi−1 − ai−1)(bi−1 − ai−1 + nk − ai − l)
−1.
Recall ∫
ξdνnk =
1
nk
nk−1∑
j=0
ξ(f jxˆ).
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Using the inequality (5.10) again, with A = [ai−1, bi−1) ∪ [ai, nk − l), one obtain
|
∫
ξdνnk −
1
bi−1 − ai−1 + nk − ai − l
(
bi−1−1∑
j=ai−1
ξ(f jxˆ) +
nk−1−l∑
j=ai
ξ(f jxˆ))|
≤ 2(l + ai−1 + ai − bi−1)(bi−1 − ai−1 + nk − ai − l)
−1‖ξ‖
≤ 2(
pi
bi−1 − ai−1
+
ai−1
bi−1 − ai−1
+
Mi
bi−1 − ai−1
)‖ξ‖
≤ 2(
pi
b¯i−1 − a¯i−1
+
a¯i−1
b¯i−1 − a¯i−1
+
Mi
b¯i−1 − a¯i−1
)‖ξ‖
≤ ε‖ξ‖ (5.14)
provided nk are large enough due to Remark 5.2.
Remark 5.3. In [9], Sigmund defined
a0 = b0 = 0
and
ai = bi−1 +Mi, bi = ai + 2
i(ai +Mi+1)pi, i ∈ N.
It is obvious that these bi−1 and ai were chosen independent of pi. Here, in our def-
inition(before (5.7)), the choice of bi−1 and ai are chosen much larger not only than
ai−1,Mi, pi−1 but also than pi. This is one of the important differences to Sigmund’s
proof. In fact, the assumption of
nk − ai = mpi
in Step 4 in Sigmund’s proof is not suitable. The remainder ℓ is not greater than pi.
However, in his proof, the period pi may not be small comparing with the lap bi−1 − ai−1
and hence that ℓ is not small enough with respect to bi−1 − ai−1, which is necessary to
the proof as shown in the above inequality (5.14).
Then inequality (5.14) implies that
|
∫
ξdνnk − [α
1
bi−1 − ai−1
bi−1−1∑
j=ai−1
ξ(f jxˆ) + (1− α)
1
nk − ai − l
nk−1−l∑
j=ai
ξ(f jxˆ)]| ≤ ε‖ξ‖.
Set
ρnk = αYi−1 + (1− α)Yi.
Using inequality (5.12), one has
|
∫
ξdνnk −
∫
ξdρnk | ≤ 2ε‖ξ‖
for k large enough such that nk ≫ nξ. Thus ρnk has the same limit as νnk , that is, ν.
16
On the other hand, the limit of ρnk has to be in Closure(V ), since
d˜(ρnk , V ) ≤ d˜(ρnk , Yi) ≤ d˜(Yi−1, Yi) ≤ 2ζi−1 + 2ζi
and ζi ↓ 0. Hence, ν ∈ Closure(V ).
The arbitrariness of x∗ ∈ Λ˜ and δ implies the density of xˆ in Λ˜. Note that Λ˜ ⊆
supp(ω) and ω(Λ˜) = 1 and ω is an ergodic measure. All these conditions ensure that
Closure(Λ˜) = supp(ω). Hence, it holds that such xˆ are dense in supp(ω). This ends the
whole proof.
Remark 5.4. Note that Minv(Λ˜) is convex but may not be compact. For better under-
standing Theorem1.1, here we construct a compact connected subset of Minv(Λ˜). Let
ε¯ = (ε1, ε2, ..., ) be a (weak) decreasing sequence of positive real numbers which approach
zero. Let
Mε¯ = {ν ∈ Minv(f) : ν(Λ˜ℓ) ≥ 1− εℓ, ℓ = 1, 2, ...}.
Since each Λ˜ℓ is compact, the map ν → ν(Λ˜ℓ) is upper-semicontinuous. Hence, Mε¯ is a
closed convex subset of Minv(f), the set of all the invariant measures of f . This implies
Mε¯ is a compact connected subset of Minv(f). Since every ν ∈Mε¯ satisfying ν(Λ˜) = 1,
we can regard Mε¯ as a subset of Minv(Λ˜). Thus, Mε¯ must be a compact connected
subset of Minv(Λ˜).
6 Proof of Theorem 1.3 and 1.5
In this section, we use Theorem 1.1 to prove Theorem 1.3 and then use Theorem 1.3 to
prove Theorem 1.5.
Proof of Theorem 1.3 The proof is not difficult and analogical with the proof of
Proposition 21.18 in [2]. Since M(f) is compact and convex, we can find open balls Bn,
Cn in M(f) such that
(a). Bn ⊂ Closure(Bn) ⊂ Cn;
(b). diamCn → 0;
(c). Bn ∩ Closure{ν ∈Minv(M) | ν(Λ˜) = 1} 6= ∅;
(d). each point of Closure{ν ∈Minv(M) | ν(Λ˜) = 1} lies in infinitely many Bn.
Put
P (Cn) = {x ∈M | Vf(x) ∩ Cn 6= ∅}, ∀n ∈ Z
+.
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It can be verified that the set of points with maximal oscillation is just ∩n≥1P (Cn). Note
that
P (Cn) ⊇ {x ∈M | ∀N0 ∈ Z
+, ∃N > N0 with δ(x)
N ∈ Bn}
= ∩∞N0=1 ∪N>N0 {x ∈ Λ˜ | δ(x)
N ∈ Bn}
(6.15)
Since x → δ(x)N is continuous (for fixed N), the sets ∪N>N0{x ∈ M | δ(x)
N ∈ Bn} are
open. Since Bn ∩ Closure{ν ∈ Minv(M) | ν(Λ˜) = 1} 6= ∅, these sets are also dense, as
shown in Corollary 1.2. Hence ∩n≥1P (Cn) contains a dense Gδ−set.
Proof of Theorem 1.5 Let x be a point having maximal oscillation. By assumption
there at least exist two invariant measures µ1 6= µ2 ∈ Vf(x). So there is continuous
function φ such that ∫
φdµ1 6=
∫
φdµ2. (6.16)
Due to the definition of Vf (x), there are two sequences of integers nk, mk → +∞ such
that
δnk(x)→ µ1, δ
mk(x)→ µ2. (6.17)
These imply that
lim
1
nk
nk∑
j=0
φ(f jx) =
∫
φdµ1 and lim
1
mk
mk∑
j=0
φ(f jx) =
∫
φdµ2.
Combining these equalities with (6.16), we can deduce that
lim
1
nk
nk∑
j=0
φ(f jx) =
∫
φdµ1 6=
∫
φdµ2 = lim
1
mk
mk∑
j=0
φ(f jx).
Thus we have that lim 1
n
∑n
j=0 φ(f
jx) does not exist.
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