Abstract-We consider the problem of factorizing a hyperspectral image into the product of two nonnegative matrices, which represent nonnegative bases for image spectra and mixing coefficients, respectively. This spectral unmixing problem is a nonconvex optimization problem, which is very difficult to solve exactly. We present a simple heuristic for approximately solving this problem based on the idea of alternating projected subgradient descent. Finally, we present the results of applying this method on the 1990 AVIRIS image of Cuprite, Nevada and show that our results are in agreement with similar studies on the same data.
I. INTRODUCTION
We are given Y E R+", a hyperspectral image with n pixels and m frequency bands. This means that Yij is the reflectance of the jth image pixel to the ith frequency band.
The spectral unmixing problem consists of finding W E Rr k (called the endmember matrix) and H R R where k < rnin(m, n) ( of H, £lxllx = Ei £xi denotes the vector tf-norm and A,(i) denotes the set of pixels which are neighboring pixel i. The parameter A > 0 controls the trade-off between data fidelity and pixel dissimilarity. The SUP (1) is not convex; it is however biconvex, meaning that for fixed W it is convex in H, while for fixed H it is convex in W.
The SUP (1) is a variation of the so-called nonnegative matrix factorization (NMF) problem which includes a penalty term for pixel dissimilarities in the objective. NMF has been the focus of an extensive body of research in a wide range of machine leaming and signal processing applications [1] , [2] , [3], [4] , [5] . There has been a considerable interest in developing efficient heuristics for solving NMF problems. The first method proposed in [6] consists of a set of multiplicative updates that can be shown to converge to a local minimum. A method based on alternating least squares is proposed in [7] . Methods based on alternating convex programming have also been proposed [8] , [9] . Finally, some authors have considered methods based on altemating projected gradients [10] , [11] .
In this paper we propose a heuristic for approximately solving the SUP (1), which is based on the idea of altemating projected subgradient descent. As such our method is closely related to the work presented in [10] . The main difference is that we use a subgradient method for one of the altemations. Furthermore the objective of the problem that we want to solve has strong coupling terms between the columns of H.
The rest of this paper is organized as follows. In II we present our method. In III we show the performance of this method on a real hyperspectral dataset taken from Cuprite, Nevada. Finally in jIV we provide our concluding remarks.
II. METHOD
The method that we propose for solving problem (1) 
A projected subgradient method for solving problem (2) proceeds by iteratively taking a step in a negative subgradient direction and then projecting onto the feasible set. That is, if at iteration t the value of hi is h7(t), then at t + I hi is updated The projection on the probability simplex can be carried out very efficiently by a technique similar to waterfilling. Using Lagrange duality arguments, we can show that finding y, the projection of x E Rk on the probability simplex, is equivalent to finding A E Rk and ,t E R such that The projected subgradient update (3) will converge to the solution of the SUP (2) as long as the step sizes yt satisfy the so-called diminishing step size rules. For a convergence proof, see [13, 3 .4] We want to point out that the projected subgradient method is not a descent method. Therefore at each iteration, there is no guarantee for a reduction of the objective. However, the objective is reduced eventually since the method converges.
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Here (H)-p means projecting each column of H on the probability simplex. This update rule is guaranteed to converge to the solution of (2), the reader is referred to [13, In this section we give the result of applying our method to the data described in [15] . This dataset is a hyperspectral image of a mining site at Cuprite, Nevada, which was taken using the airborne AVIRIS imaging system. It is a 350 X 400 X 50 sized image, with each pixel corresponding to a 20m by 20m area. Each pixel spectrum consists of 50 wavelength bands, linearly spaced in the 2.0/Unm to 2.5}sjm range. This dataset has been used in a number of studies related to spectral unmixing [16] , [17] , [18] , which allows us to compare our method to other methods.
We applied our method to this dataset for a number of different values of k and A. We found that setting A = 0.01 gives a good tradeoff between data fidelity and abundance correlation. We set the number of endmembers to k = 10 Finally, we found that for this value of A, 10 subgradient steps are enough to ensure that our method converges and that the algorithm converges in about 50 iterations (i.e., we set P = 10 and 1' = 50). Each iteration takes about 10s so, in total, the algorithm requires about 10 minutes to reach a local minimum of this problem. Figure 1 shows the objective value versus iteration for a single run of our method.
Our method correctly identified a number of endmembers that are actually present in the dataset. Specifically our method identified two types of alunite (figures 2 and 3), a type of kaolinite (figure 4) a type of halloysite (figure 5), as well a type of jarosite ( figure 6 ). These figures show the corresponding mineral spectra (i.e., columns of W) on the left and the pixel abundances (i.e., rows of H) for each identified mineral. We also plot the spectra taken from [19] which are closest to the estimated endmembers. Our results are in good agreement with similar studies performed on this data [16] , [17] [18], especially for the estimated abundances of alunite and kaolinite.
IV. CONCLUSIONS In this paper we have formulated the hyperspectral image unmixing problem as a nonconvex optimization problem. We have described a heuristic for obtaining a good approximate solution to the problem using an alternating projected gradient approach. We demonstrated the heuristic on a real hyperspectral image. The techniques presented in this paper should be well suited for other nonnegative matrix factorization problems with different penalty functions added to the original objective. 
