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Abstract
First-principles electronic structure theory explains properties of atoms, molecules
and solids from underlying physical principles without input from empirical parame-
ters. Time-dependent density functional theory (TDDFT) has emerged as arguably
the most widely used first-principles method for describing the time-dependent quan-
tum mechanics of many-electron systems. In this thesis, we will show how the fun-
damental principles of TDDFT can be extended and applied in two novel directions:
The theory of open quantum systems (OQS) and quantum computation (QC).
In the first part of this thesis, we prove theorems that establish the foundations of
TDDFT for open quantum systems (OQS-TDDFT). OQS-TDDFT allows for a first-
principles description of non-equilibrium systems, in which the electronic degrees of
freedom undergo relaxation and decoherence due to coupling with a thermal environ-
ment, such as a vibrational or photon bath. We then discuss properties of functionals
in OQS-TDDFT and investigate how these differ from functionals in conventional
TDDFT using an exactly solvable model system. Next, we formulate OQS-TDDFT
in the linear-response regime, which gives access to environmentally broadened exci-
tation spectra. Lastly, we present a hybrid approach in which TDDFT can be used
iii
to construct master equations from first-principles for describing energy transfer in
condensed phase systems.
In the second part of this thesis, we prove that the theorems of TDDFT can be
extended to a class of qubit Hamiltonians that are universal for quantum computa-
tion. TDDFT applied to universal Hamiltonians implies that single-qubit expectation
values can be used as the basic variables in quantum computation and information
theory, rather than wavefunctions. This offers the possibility of simplifying compu-
tations by using the principles of TDDFT similar to how it is applied in electronic
structure theory. Lastly, we discuss a related result; the computational complexity of
TDDFT.
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Chapter 1
Introduction
Time-dependent density functional theory (TDDFT) has enjoyed an exponentially
growing number of applications in chemistry, materials science and solid-state physics,
as evidenced by the number of TDDFT-related publications in recent years (see Fig-
ure 1.1). Often, TDDFT is simply viewed as an efficient computational method for
calculating dynamic properties of many-electron systems evolving under the time-
dependent Schro¨dinger equation (TDSE). However, at the most basic level, TDDFT
is not simply another computational method, but rather is a formally exact reformu-
lation of time-dependent quantum mechanics, which uses single-particle probability
densities as the basic variables rather than wavefunctions [201, 247]. When viewed in
this context, there is no reason that the application of TDDFT needs to be restricted
to many-electron systems evolving under the TDSE and one can ask the following
question: Are there other systems described by time-dependent quantum mechanics,
where the basic principles of TDDFT can be applied? In this thesis, we will explore
this question in great detail and show that for two particular classes of systems, the
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Figure 1.1: The number of TDDFT-related publications from 1997 through 2011,
displaying an exponential growth curve.
answer is in fact yes.
In the first part of the thesis, we will show that the principles of TDDFT can
be extended to many-electron systems, which are no longer described by the TDSE,
but whose evolution is instead governed by a master equation at finite temperature.
This is a very relevant problem for describing dynamics in condensed phase chemistry
and solid-state physics, since the electronic degrees of freedom are not isolated, but
must interact with nuclei and externally applied electromagnetic fields. For instance,
in considering single-molecule transport between metallic leads, it is often important
to take into account dissipation due to coupling of electronic degrees of freedom to
phonons in the leads [38, 69, 70]. In linear and non-linear electronic spectroscopy of
molecules, absorption spectra are broadened and shifted due to coupling to molecular
vibrations as well as solvent molecules in the sample [162, 161, 2]. Additionally,
one must also take into account spontaneous and stimulated emission of electronic
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excitations due to coupling with the electromagnetic field [4, 6, 162, 48]. This coupling
is often particularly relevant in strong-field experiments, where laser fields can no
longer be considered as weak perturbations and may induce relaxation and dephasing
of electronic degrees of freedom [157].
In these situations, in principle it is possible to use conventional TDDFT by prop-
agating the coupled electron-nuclear dynamics using semi-classical methods [213],
surface hopping techniques [50] or a multicomponent TDDFT scheme [41], or by
treating the coupled electron-photon field using quantum electrodynamics [48]. How-
ever, often this is not computationally feasible or conceptually useful and it is conve-
nient to treat the nuclei and/or electromagnetic field as an external environment. By
using the theory of open quantum systems (OQS), we can avoid explicitly treating
the environmental degrees of freedom, by taking them into account via an effective
dynamics of the electrons alone. This is done by associating a finite temperature
and entropy with the electronic degrees of freedom and then propagating the non-
equilibrium dynamics according to a master equation [156, 170]. As the electronic
system evolves in the presence of its environment, it undergoes relaxation and de-
coherence, which are approximately taken into account using system-bath models of
varying degrees of sophistication. Even with simple system-bath models, the reduced
dynamics of a many-electron system in the presence of an environment is compu-
tationally intractable. By treating the electronic degrees of freedom using TDDFT
(OQS-TDDFT), one arrives at a computationally useful scheme for describing many-
electron open quantum systems.
In the second part of the thesis, we will show how TDDFT can be used to describe
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the time-dependent quantum mechanics of entangled 2-level systems (qubits), which
naturally leads us to a discussion of the connections between TDDFT and quantum
computation and information theory. Here, we will stray far from the traditional view
of TDDFT as a computational method for obtaining the dynamics of many-electron
systems in quantum chemistry and solid-state physics. Rather, we will view TDDFT
as an exact reformulation of time-dependent quantum mechanics, which enables quan-
tum simulation to be performed using single-qubit probabilities as the basic variables
in quantum computation and information theory, rather than wavefunctions. When
seen in this context, approximate TDDFT calculations can be viewed as a means of
efficiently simulating quantum systems on classical computers.
In Chapter 9, we will prove that the theorems of TDDFT hold for a class of
Hamiltonians that are “universal” for quantum computation. This in turn means
that in principle, TDDFT can be used to efficiently simulate any system that can
be simulated on a quantum computer. This concept leads naturally into Chapter
10, where we discuss the computational complexity of TDDFT. Interestingly, we
will conjecture that TDDFT is in a simpler complexity class than ground state DFT.
Although this might appear counterintuitive, it is a sensible result since time evolution
can be performed efficiently on quantum computers, while finding ground states of
arbitrary Hamiltonians cannot be done efficiently.
Although the two parts of this thesis might appear disjoint at a first glance,
they are actually intimately related. In a first approximation, quantum computation
and information theory is applied to isolated systems undergoing unitary dynamics.
However, any realistic quantum computing device necessarily interacts with its en-
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vironment and undergoes relaxation and decoherence. In fact, the main obstacle to
constructing large-scale quantum computers is that the decoherence induced by the
surrounding environment will quickly cause them to become classical computing de-
vices. As a result, much of the theory of open quantum systems is concerned with
problems in quantum computation and information theory. In this thesis, we apply
the principles of TDDFT separately to open electronic systems and closed systems of
qubits in parts 1 and 2 respectively. A natural unification of these two parts would
apply OQS-TDDFT to systems of entangled qubits, which could be used to address
problems of decoherence in quantum computation and information theory. In fact, a
recent publication took a first step in this direction [56] and hopefully the concepts
introduced in this thesis will be continued further by other researchers as well.
Part I: Time-dependent density functional theory
for open quantum systems
The first step in extending TDDFT to OQS is to prove that the relevant theorems
of TDDFT can be extended to electronic systems described by master equations. In
Chapter 4, we prove the relevant theorems carefully and discuss their implications.
Naturally, the density functionals in OQS-TDDFT will be very different than in
conventional TDDFT. We explore properties of OQS-TDDFT functionals in Chapter
5, by studying a simple model system. We then focus on applications of TDDFT
for OQS. In Chapter 6, we extend the formalism of TDDFT linear response theory
to OQS to obtain environmentally broadened linear absorption spectra. In Chapter
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7, we explore how TDDFT can be used to construct master equations for describing
coherent energy transport in excitonic systems. Below, we provide a more detailed
outline of the chapters in Part 1 of the thesis.
Chapters 2 and 3
Chapters 2 and 3 are background chapters which introduce the reader to time-
dependent density functional theory and the theory of open quantum systems respec-
tively. They are by no means intended to exhaustively review these fields, but provide
the reader with the tools needed to understand the research presented in this thesis
and make it self contained.
In Chapter 2, we review the fundamental theorems of conventional TDDFT, which
will later be extended to OQS-TDDFT in Chapter 4. We then discuss the linear
response formulation of TDDFT which is later applied to OQS-TDDFT in Chapter 6
and conclude with a discussion of commonly used functional approximations.
In Chapter 3, we review OQS within the master equation approach, with the em-
phasis on the microscopic derivation of master equations starting from first-principles.
Such a formulation of master equations without empirical parameters is particularly
amenable to a first-principles electronic structure theory such as TDDFT. We present
the Born-Markov approximation as well as the Lindblad and Redfield master equa-
tions, which will be used in later chapters. We do not discuss specific non-Markovian
master equations, which although very important, are not used in this thesis. Parts
of Chapter 3 were published in [227].
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Chapter 4
In Chapter 4, concepts from Chapters 2 and 3 are unified and the foundations
of OQS-TDDFT are established. Large portions of Chapter 4 were published in
ref. [227] with minor modifications. We begin the chapter by proving the van Leeuwen
construction for OQS-TDDFT, which establishes it as a formally exact theory. We
then discuss two different computational schemes that can be used in OQS-TDDFT
and discuss their usefulness. We also prove the counterintuitive fact that the density
evolution of an open quantum system can be reproduced with a closed auxiliary
system. Lastly, we discuss the “double adiabatic connection”, which allows for a
generalization of perturbation theory techniques used in conventional TDDFT.
Chapter 5
Chapter 5 investigates exact properties of functionals in OQS-TDDFT, specifically
for the computational scheme in which the density evolution of an open system is
reproduced with a closed auxiliary system. We construct the exact functional for
an exactly solvable model system: one-electron in a harmonic potential evolving
under the Lindblad master equation. By focusing on this simple system, we are able
to deduce exact conditions that approximate functionals for many-electron systems
should satisfy. We examine the functional for two representative limits of the Lindblad
equation: Pure dephasing and relaxation with no pure dephasing. We find a number
of parallels between the exact OQS-TDDFT functional and existing approximate
functionals in time-dependent current density functional theory (TDCDFT). We also
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compare our exact solution with an approximate “Markovian bath functional” we
proposed in ref. [278]. With minor modifications, Chapter 5 was published in ref. [224].
Chapter 6
Chapter 6 presents the linear response formulation of OQS-TDDFT, which allows
for a first-principles description of environmentally broadened absorption spectra.
This is in contrast to conventional linear response TDDFT, in which spectra are
always calculated without broadening. With minor modifications, Chapter 6 was
published in [226].
The chapter begins with a general formulation of OQS-TDDFT linear response
theory, which is applicable to any electronic system interacting with an arbitrary and
even non-Markovian environment. We then focus specifically on the Redfield mas-
ter equation and formulate a computationally useful “Kohn-Sham-Redfield” master
equation for many-electron non-equilibrium systems. This is followed by a deriva-
tion of matrix equations (Casida-like equations) which can readily be implemented in
quantum chemical packages and whose solutions yield environmentally broadened ab-
sorption spectra. We then solve these equations numerically to obtain the absorption
spectrum of a C2+ atom interacting with the vacuum modes of the electromagnetic
field, which are collectively treated as an environment in our formalism. We solve
these equations using a variety of approximations from conventional TDDFT and
discuss the shortcomings of using these approximations in OQS-TDDFT. Finally, we
derive an approximate frequency-dependent correction to the adiabatic approxima-
tion which fixes some of these shortcomings and we then discuss future challenges.
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Chapter 7
Chapter 7 presents a study of the coherence lifetimes of three excitonic dimers,
using TDDFT to calculate the vibrational correlation functions as input to a Redfield-
type master equation. Although we do not directly use the rigorous theory of OQS-
TDDFT presented in previous chapters, the approach used in Chapter 7 is closely re-
lated. We use TDDFT to construct the parameters of the dissipative superoperator in
the master equation and then treat the Kohn-Sham reduced 1-particle density matrix
(1-RDM) as an approximation to the true 1-RDM. Solvent effects are taken into ac-
count by using localized diabatic Kohn-Sham orbitals that minimize the system-bath
coupling, rather than than the usual adiabatic states. We find qualitative agreement
with experiment, however as we discuss in detail, quantitative agreement requires a
more rigorous treatment of the system-bath coupling. Large portions of Chapter 7
were published in [173]
Part II: Time-dependent density functional theory
for quantum computation
In Part 2 of this thesis, we apply the principles of TDDFT to quantum compu-
tation and information theory. Our central result is to prove in Chapter 9 that the
fundamental theorems of TDDFT hold for a certain class of spin Hamiltonians that
are universal for quantum computation. Traditionally, in quantum computation and
information theory, the wavefunction has played a central role. The theorems we
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prove establish that the spin density of a universal Hamiltonian can actually be con-
sidered as the basic variable, rather than the wavefunction. We also outline a proof
that TDDFT is in the complexity class “BQP” (bounded-error quantum polynomial),
which is actually a simpler complexity class than “QMA” (quantum Merlin-Arthur)
in which ground state DFT lies. Below, we provide a more detailed outline of the
chapters in Part 2 of the thesis.
Chapter 8
Chapter 8 serves as a brief overview of topics in quantum computation and infor-
mation theory that will be relevant in later chapters. We begin by introducing the
circuit model of quantum computation and discuss the concept of a set of universal
single-qubit and two-qubit quantum gates. We then introduce a particular class of
universal spin Hamiltonians that we will apply TDDFT to in Chapter 9. Finally, we
discuss two measures of entanglement: The von Neumann entropy and the concur-
rence.
Chapter 9
In Chapter 9, we prove the two fundamental theorems of TDDFT (the Runge-
Gross (RG) and van Leeuwen (VL) theorems) for the universal spin Hamiltonians
presented in Chapter 8. We begin with an overview of the main results and im-
plications of TDDFT applied to these universal Hamiltonians. Generally speaking,
the theorems we prove demonstrate that quantum computations can in principle be
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performed using single-qubit expectation values (densities) rather than wavefunc-
tions. We then provide a detailed proof of the theorems, followed by a discussion how
to construct entanglement as a density functional. Finally, we present a numerical
demonstration of the qubit VL theorem for a system of three qubits. With very minor
modifications, Chapter 9 was published in ref. [223].
Chapter10
In Chapter 10, we outline a proof that TDDFT is in the quantum computational
complexity class “BQP” (bounded-error quantum polynomial). We begin with a
general overview of quantum complexity theory and its connections to methods in
computational physics and chemistry. We next precisely define the problem of “find-
ing the complexity of TDDFT” and we outline an algorithm to be performed on a
quantum computer which solves this problem. We then proceed to bound the errors
in the algorithm and show that these errors increase only polynomially in the num-
ber of computational resources required, thus completing the proof. We also provide
a conclusion and conjecture that TDDFT is not only in BQP, but it is also “BQP
Complete.” 1
1“Completeness” means that a computational problem is not only within the given complexity
class, but it is at least as difficult to solve as any other problem in the complexity class.
Part I
Time-dependent density functional
theory for open quantum systems
Chapter 2
Time-dependent density functional theory
2.1 Introduction
TDDFT is a formally exact method for treating time-dependent many-electron
quantum mechanics, which has become widely used in quantum chemistry and solid-
state physics due to it’s practical balance between computational accuracy and ef-
ficiency [201, 153, 190, 38]. The time-dependent many-electron problem encom-
passes diverse physical phenomena, ranging from optical response properties of atoms,
molecules and solids, to strong-field ionization physics and quantum optimal control
theory. In all of these applications, a full solution of the correlated time-dependent
many-electron Schro¨dinger equation is computationally intractable for more than a
few electrons and one must resort to approximate methods.
TDDFT has become a popular method, particularly in quantum chemistry and
electronic structure theory for several reasons. Firstly, it is a formally exact theory
based on rigorous mathematical theorems [201, 247]. This feature of TDDFT allows
Chapter 2: Time-dependent density functional theory 14
one to develop better approximate functionals by studying simple model problems in
which exact solutions are known, with the hope of incorporating more exact conditions
into the approximations [92, 144, 91, 238]. Ground state DFT, which is a much
more mature theory than TDDFT, has enjoyed tremendous success due to exact
conditions obtained from the uniform electron gas paradigm using quantum monte
carlo methods [45]. Such a universal exactly-solvable model system does not yet
exist for TDDFT and understanding properties of exact TDDFT functionals is a
very active area of research [92, 37]. In this thesis, we will discuss a variety of exact
conditions obtained from exactly solvable model systems in the context of TDDFT
for open quantum systems (OQS-TDDFT) [278, 277, 226, 224] and TDDFT for qubit
systems in quantum computation theory (QC-TDDFT) [223]. Secondly, practical
applications of TDDFT utilize a non-interacting reference system of electrons, known
as the “Kohn-Sham” system [115], whose effective single-particle orbital equations
can be solved with a modest computational scaling (typically ∼ N2 or N3, with
N denoting the system size [113]). Very simple approximate functionals can often
be used, such as those derived from the adiabatic approximation (discussed below),
which allows TDDFT to be readily implemented in quantum chemistry and electronic
structure programs and applied to relatively large systems [234, 43].
In this chapter, we will provide a brief overview of the fundamentals of TDDFT
in it’s original formulation, as applied to many-electron systems evolving unitarily
according to the time-dependent Scro¨dinger equation. In section 2.2, we discuss the
Runge-Gross and van Leeuwen theorems which establish TDDFT as a formally exact
theory, as well as the Kohn-Sham equations which are used in virtually all practical
Chapter 2: Time-dependent density functional theory 15
applications. In section 2.3 we discuss the linear response formulation of TDDFT
(LR-TDDFT) which is used for calculating electronic absorption spectra. We also
discuss the matrix formulation of LR-TDDFT which is widely implemented in quan-
tum chemical computer codes. Finally, in section 2.4 we discuss approximate density
functionals used in practical applications of TDDFT. We will discuss the simple and
ubiquitous adiabatic approximation to TDDFT (ATDDFT) as well as functionals
which go beyond ATDDFT. Atomic units are used throughout this chapter.
2.2 Fundamentals of TDDFT
In this section, we discuss the fundamental theorems of TDDFT which establish
it as a formally exact method as well as the time-dependent Kohn-Sham equations
which are used in virtually all implementations of TDDFT. Unless otherwise stated,
we will consider a system of N electrons described within the Born-Oppenheimer
approximation by the Hamiltonian,
Hˆ(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
1
|ri − rj| +
∑
i
vext(ri, t). (2.1)
In Eq. 2.1, −12∇2i is the kinetic energy operator for the ith electron, 1|ri−rj| is the
pairwise coulomb repulsion between the ith and jth electrons, while vext(ri, t) is a
potential external to the electrons. For atomic, molecular and solid-state systems,
vext(ri, t) will consist of the attractive coulomb field due to the nuclei, as well as any
externally applied time-dependent fields, such as a laser field.
All properties of the many-electron system described by the Hamiltonian in Eq. 2.1
can in principle be obtained from the correlated many-electron wavefunction ψ(r1, r2, ...rN; t),
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which is a solution to the time-dependent Schro¨dinger equation,
ı
∂
∂t
ψ(r1, r2, ...rN; t) = Hˆ(t)ψ(r1, r2, ...rN; t). (2.2)
However, in practice, an exact solution to Eq. 2.2 is intractable for two main reasons.
Firstly, the two-body coulomb repulsion 1|ri−rj| causes Eq. 2.2 to be an unseparable
partial differential equation, which requires an amount of computer time to solve that
scales exponentially with the number of electrons in the system. Secondly, even if
one could somehow obtain the many-body wavefunction ψ(r1, r2, ...rN; t), it would
contain far more information than one could possibly need and also would require
an exponential amount of computer memory to store. For instance, a 10-electron
wavefunction on a modest 10 × 10 × 10 real-space grid would require a computer
to store (10 × 10 × 10)10 = 1030 numbers! In electronic structure theory, one is
typically interested in calculating observables that depend on one or two electron
coordinates and therefore it makes sense to focus on reduced variables rather than the
full wavefunction. In TDDFT, the reduced variable of interest is the time-dependent
density,
n(r, t) = N
∫
d3r2...d
3rN |ψ(r, r2, ...rN; t)|2, (2.3)
which is obtained by squaring the wavefunction, integrating over all but one coordi-
nate and normalizing to the number of electrons in the system. The density is a much
simpler variable than the wavefunction, since it simply describes the normalized prob-
ability of finding any electron at position r and time t, rather than the conditional
probability of finding all N electrons simultaneously at positions r1, r2, ...rN at time
t. At first glance, it might appear that we have lost a great deal of information in
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replacing the wavefunction with the density as the basic variable, since N-1 electron
coordinates have been integrated over. However, the Runge-Gross theorem which we
now discuss, establishes the remarkable fact that the density in principle contains the
same information as the many-body wavefunction and therefore observables can be
directly calculated from the density without requiring access to the wavefunction.
The Runge-Gross theorem
The Runge-Gross (RG) theorem [201, 83] can be stated follows: The densities
n(r, t) and n′(r, t) evolving from a common initial state ψ0 ≡ ψ(r1, r2, ...rN; t0) evolv-
ing under the influence of two different potentials vext(r, t) and v′ext(r, t) (both Taylor
expandable around the initial time t0) are always different provided that the potentials
differ by more than a purely time-dependent (r-independent) function. i.e.
vext(r, t) '= v′ext(r, t) + c(t). (2.4)
The purely time-dependent function c(t) corresponds to a trivial global phase in the
wavefunction that does not affect the expectation values of any observables. Thus,
for a given initial state ψ0 the RG theorem establishes a one-to-one mapping between
the time-dependent density and the external potential acting on the system:
ψ0 : n(r, t)↔ vext(r, t). (2.5)
However, vext(r, t) is the only part of the Hamiltonian in Eq. 2.1 that is non-universal.
i.e. −12
∑N
i=1∇2i +
∑N
i<j
1
|ri−rj| is the same operator for each electronic system, while
vext(r, t) is different, depending on the configuration of the nuclei or the type of laser
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field applied etc. This means that vext(r, t) determines the Hamiltonian in Eq. 2.1,
and since the solution to Eq. 2.2 is unique, we have a one-to-one mapping between
the external potential and the many-body wavefunction:
ψ0 : vext(r, t)↔ ψ(r1, r2, ...rN; t). (2.6)
By combining the maps in Eq 2.5 and Eq. 2.6, we see that there is in fact a one-to-
one mapping between the density and the many-body wavefunction for a given initial
state:
ψ0 : n(r, t)↔ ψ(r1, r2, ...rN; t). (2.7)
Eq. 2.7 forms the basis of TDDFT as an exact theory, since it implies that the time-
dependent density uniquely determines the wavefunction and therefore in principle,
the density contains the same information about the system as the full many-body
wavefunction. Furthermore, Eq. 2.7 implies that the wavefunction is a unique func-
tional of the density,
ψ(r1, r2, ...rN; t) ≡ ψ[n](r1, r2, ...rN; t), (2.8)
and therefore any observable of the system is a unique functional of the density.
i.e. the expectation value of an arbitrary Hermitian operator Aˆ is a functional of
the density simply because the wavefunction is (in principle observables are also
functionals of the initial state ψ0, since this is needed as an initial condition in Eq. 2.2,
but we suppress this dependence for notational simplicity):
〈Aˆ〉[n] = 〈ψ[n]|Aˆ|ψ[n]〉. (2.9)
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This establishes that the density is a well chosen variable, and one can extract infor-
mation about observables directly from the density without the wavefunction, pro-
vided one knows how to approximate the unknown functional 〈Aˆ〉[n] for a given
observable A. Sometimes this is straightforward, however often it is not, especially
for momentum-dependent observables [188] or observables depending on two-electron
coordinates such as the pair correlation function [246].
The proof of the RG theorem begins by using the condition that the potentials
vext and v′ext can be expanded in a Taylor series around the initial time t0:
vext(r, t) =
∞∑
k=0
1
k!
vext,k(r)(t− t0)k (2.10)
v′ext(r, t) =
∞∑
k=0
1
k!
v′ext,k(r)(t− t0)k. (2.11)
The restriction of the RG theorem to Taylor expandable potentials is somewhat re-
strictive, as it excludes several important situations such as potentials that are adi-
abatically switched on from t = −∞. Attempts to extend the RG theorem beyond
Taylor expandable potentials have been made in recent years [146, 248, 168]. Eq. 9.15
is equivalent to the statement that for the expansion coefficients vext,k(r) and v′ext,k(r)
there exists a smallest integer k ≥ 0 such that
vext,k(r)− v′ext,k(r) =
∂k
∂tk
(vext(r, t)− v′ext(r, t))|t=t0 '= constant. (2.12)
From this assumption, we will first prove that the paramagnetic current densities
j(r, t) = 〈ψ(t)|ˆjp(r)|ψ(t)〉 (2.13)
and
j′(r, t) = 〈ψ′(t)|ˆjp(r)|ψ′(t)〉 (2.14)
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are different for the different potentials vext and v′ext. Here,
jˆp(r) =
1
2ı
N∑
j=1
(∇jδ(r− rj)− δ(r− rj)∇j) (2.15)
is the paramagnetic current density operator. In the next step, we will show that the
densities n(r, t) and n′(r, t) will be different as well.
The equations of motion for the primed and unprimed current densities are
∂
∂t
j(r, t) = −ı〈ψ(t)|[ˆjp(r), Hˆ(t)]|ψ(t)〉 (2.16)
and
∂
∂t
j′(r, t) = −ı〈ψ′(t)|[ˆjp(r), Hˆ ′(t)]|ψ′(t)〉, (2.17)
where Hˆ and Hˆ ′ are Hamiltonians of the form in Eq. 2.1 with external potentials vext
and v′ext respectively. Since ψ and ψ
′ evolve from the same initial state. i.e.
ψ(t0) = ψ
′(t0) = ψ0, (2.18)
we have
∂
∂t
(j(r, t)−j′(r, t))|t=t0 = −ı〈ψ0|[ˆjp(r), Hˆ(t0)−Hˆ ′(t0)]|ψ0〉 = −n0(r)∇(vext(r, t0)−v′ext(r, t0)),
(2.19)
where we have defined the initial density n0(r) ≡ n(r, t0). If the condition in Eq. 2.12
is satisfied for k = 0, the right hand side of Eq 2.19 will be non-zero and the currents
j and j′ will be different infinitesimally later than t0. If instead Eq. 2.12 is satisfied for
some finite k > 0, we differentiate Eq. 2.16 and Eq. 2.17 k times, take the difference
and evaluate at t = t0 to arrive at:
∂k+1
∂tk+1
(j(r, t)− j′(r, t))|t=t0 = −n0(r)∇wk(r) '= 0, (2.20)
Chapter 2: Time-dependent density functional theory 21
where
wk(r) =
∂k+1
∂tk+1
(vext(r, t0)− v′ext(r, t0)). (2.21)
Again, we find that the currents will eventually differ and so j(r, t) '= j′(r, t) if the
external potentials differ. We now prove that the densities must also be different, by
using the continuity equation,
∂
∂t
(n(r, t)− n′(r, t)) = −∇ · (j(r, t)− j′(r, t)). (2.22)
Differentiating Eq. 2.22 k times and using Eq. 2.20, we find that the densities satisfy:
∂k+2
∂tk+2
(n(r, t)− n′(r, t)) = ∇ · (n0(r)∇wk(r)). (2.23)
In order to prove that the densities n(r, t) and n′(r, t) must become different, we must
show that ∇ · (n0(r)∇wk(r)) '= 0. This is proven by contradiction: Assume
∇ · (n0(r)∇wk(r)) = 0, (2.24)
and evaluate the integral∫
d3rn0(r)(∇wk(r))2 = −
∫
d3rwk(r)∇ ·(n0(r)∇wk(r))+
∮
dS ·(n0(r)wk(r)∇wk(r)),
(2.25)
which follows from Green’s vector identity. The first term on the right hand side of
Eq. 2.25 vanishes by assumption. For physically realistic potentials which come from
finite charge distributions, the surface integral vanishes as well since wk(r) tends to
zero at least as fast as 1r [83]. Thus, we conclude that
∫
d3rn0(r)(∇wk(r))2 = 0 and
since the integrand is positive definite, we must also have that n0(r)(∇wk(r))2 = 0
or wk(r) = constant, which contradicts our assumption that the Taylor coefficients
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of the potentials differ by more than a constant. Therefore, we see that under the
condition that the Taylor coefficients of the potentials differ at some order, Eq. 2.23
implies that the densities must differ as well. This completes the proof of the RG
theorem: For a fixed initial state, no two external potentials can give rise to the same
density.
The time-dependent Kohn-Sham equations
The RG theorem establishes that the density can be used in place of the wave-
function as the basic variable of interest, but the theorem doesn’t give a prescription
for obtaining the density other than solving Eq. 2.2, which as we discussed previously
is intractable for many-electron systems. In order to obtain the density in a practical
TDDFT scheme, one maps the interacting system of electrons onto a non-interacting
system, which is described by an effective local potential vks(r, t) constructed to yield
the same density as the true interacting system [83]. This non-interacting system
is simply described by a set of single-particle orbital equations referred to as the
time-dependent Kohn-Sham (KS) equations,
ı
∂
∂t
φi(r, t) =
[
−1
2
∇2 + vks(r, t)
]
φi(r, t), (2.26)
which is the time-dependent analogue of the celebrated Kohn-Sham equations of
ground state DFT [115]. Because the Kohn-Sham system is non-interacting, its
wavefunction is simply a slater determinant of N occupied single-particle orbitals
(we assume a fully spin-polarized system for notational simplicity) {φ1,φ2, ...φN} and
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the density is obtained from the orbitals according to,
n(r, t) =
N∑
i=1
|φi(r, t)|2. (2.27)
By solving the time-dependent KS equations, one is able to obtain the true den-
sity n(r, t) of the interacting system without ever needing to calculate the many-
body wavefunction ψ. Since the KS equations are single-particle equations, they
can be solved on a computer with polynomial resources (typically ∼ N2 or N3 scal-
ing), thereby avoiding the exponential scaling of the full time-dependent many-body
Schro¨dinger equation (Eq. 2.2).
Although the time-dependent KS equations can be solved efficiently on a com-
puter, the exact KS potential vks(r, t) is in general an unknown quantity and must
be approximated in practical implementations of TDDFT. The RG theorem in the
previous section was applied to a system of N interacting electrons in an external
potential vext(r, t), but it could have equally well been applied to a system of non-
interacting electrons in the KS potential vks(r, t). Thus, for a fixed initial KS slater
determinant Φ0, there is a one-to-one mapping between a given density n(r, t) and
the KS potential that yields that density. i.e.
Φ0 : n(r, t)↔ vks(r, t). (2.28)
This implies that like the external potential for the interacting system, the KS po-
tential of the non-interacting system is a unique functional of the density and initial
state. i.e.
vks(r, t) ≡ vks[n,Φ0](r, t). (2.29)
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Eq. 2.29 is crucial for TDDFT, since it implies that the KS potential can be approx-
imated self-consistently as a functional of the time-dependent density and initial KS
state. In the usual KS scheme used in virtually all implementations of TDDFT, the
KS potential is partitioned according to
vks[n,Φ0](r, t) = vext[n,ψ0](r, t) + vh[n](r, t) + vxc[n,ψ0,Φ0](r, t). (2.30)
Here, vext[n,ψ0](r, t) is the known external potential of the original interacting sys-
tem and vh[n](r, t) =
∫
d3rn(r
′,t)
|r−r′| is the classical Hartree potential for the charge
distribution n(r, t). The remaining unknown term, vxc[n,ψ0,Φ0](r, t) is the exchange-
correlation potential which must be approximated reliably for TDDFT to be a prac-
tical tool for simulating electronic systems. The exchange-correlation potential of
TDDFT is a much more complicated object than in ground state DFT, since not
only does it depend on the entire history of the density, but it also depends on the
initial states of both the interacting and KS systems [140, 142, 144]. Finding reli-
able approximations to vxc in TDDFT is a very active area of research which we will
discuss fully in section 2.4.
So far we have introduced the KS scheme of TDDFT, in which the density of
an interacting system of N electrons is reproduced by a system of N noninteracting
electrons moving in the potential vks. We have also shown that provided vks exists, by
applying the RG theorem to the non-interacting system, vks is a unique functional of
the density. However, we have not yet addressed the question of the existence of vks,
i.e. given a density n(r, t) from a many-body Hamiltonian of the form in Eq. 2.1, is it
always possible to find a potential vks[n,Φ0](r, t) which reproduces this density using
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a non-interacting system? In the next section, we will introduce the Van Leeuwen
(VL) construction [247] which proves that under certain conditions, the answer to
this question is in general yes, which is obviously of crucial importance to TDDFT.
The Van-Leeuwen Construction
In order to introduce the VL construction, we write the Hamiltonian in Eq. 2.1 in
the slightly more general form:
Hˆ(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
vee(ri, rj) +
∑
i
vext(ri, t), (2.31)
where vee(ri, rj) is an arbitrary (not necessarily coulomb) electron-electron interaction.
The equation of motion for the density under this Hamiltonian is the continuity
equation,
∂
∂t
n(r, t) = −ı〈ψ(t)|[nˆ(r), Hˆ(t)]|ψ(t)〉 = ∇ · j(r, t). (2.32)
Here, n(r) =
∑
i δ(r− rˆi) is the density operator whose expectation value yields the
density n(r, t) and |ψ(t)〉 is the many-body wavefunction evolved under the Hamilto-
nian Hˆ(t) in Eq. 2.31 from a given initial state |ψ(t0)〉. Now, we recall the equation
of motion for the current density presented in Eq. 2.16:
∂
∂t
j(r, t) = −ı〈ψ(t)|[ˆjp(r), Hˆ(t)]|ψ(t)〉. (2.33)
If we work out the commutator, we find that the αth cartesian component of the
current density (α = x, y, z) obeys:
∂
∂t
jα(r, t) = −n(r, t) ∂
∂rα
vext(r, t) +Dα(r, t) + Fα(r, t), (2.34)
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which is a local form of Newton’s second law, relating the rate of change of the current
density to various force densities acting on and within the electron liquid. The term
−n(r, t) ∂∂rα vext(r, t) is the force density due to the externally applied electric field
acting on the system. The term
Dα(r, t) = −1
4
∑
β=x,y,z
∂
∂rβ
〈ψ(t)|
∑
i
{vˆiβ, {vˆiα, δ(r− rˆi)}}|ψ(t)〉 (2.35)
is the divergence of the momentum-stress tensor, which describes internal forces in
the electron liquid and we have introduced the velocity operator vˆiα ≡ −ı ∂∂rα δ(r− rˆi)
in this expression. Finally, the term
Fα(r, t) = −〈ψ(t)|
∑
i
δ(r− rˆi)
∑
j $=i
∂
∂riα
vee(ri, rj)|ψ(t)〉 (2.36)
describes the internal force density arising from the electron-electron interaction. We
can use Eq. 2.22 to eliminate the current density in favor of the density n(r, t), to
arrive at an equation of motion for the second derivative of the density:
∂2
∂t2
n(r, t) = ∇ · [n(r, t)∇vext(r, t)] + q(r, t), (2.37)
where we have defined q(r, t) ≡ ∑α ∂∂rα [Dα(r, t) + Fα(r, t)]. Eq. 2.37 is of crucial
importance for the VL construction, because it directly relates the time-dependent
density of a system to the external potential acting on that system.
Now, we consider an auxiliary “primed” system described by the hamiltonian,
Hˆ ′(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
v′ee(ri, rj) +
∑
i
v′ext(ri, t), (2.38)
with a different electron-electron interaction v′ee and a different external potential
v′ext. Let |ψ′(t)〉 be the wavefunction evolved from a given initial state |ψ′(t0)〉 under
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the Hamiltonian Hˆ ′(t) in Eq. 2.38 and denote n′(r, t) the corresponding density. By
repeating the same steps as we did for the unprimed system, we find that the density
of the auxiliary primed system obeys the equation of motion:
∂2
∂t2
n′(r, t) = ∇ · [n′(r, t)∇v′ext(r, t)] + q′(r, t). (2.39)
Here, q′(r, t) ≡∑α ∂∂rα [D′α(r, t) + F ′α(r, t)], where
D′α(r, t) = −
1
4
∑
β=x,y,z
∂
∂rβ
〈ψ′(t)|
∑
i
{vˆiβ, {vˆiα, δ(r− rˆi)}}|ψ′(t)〉 (2.40)
and
F ′α(r, t) = −〈ψ′(t)|
∑
i
δ(r− rˆi)
∑
j $=i
∂
∂riα
v′ee(ri, rj)|ψ′(t)〉 (2.41)
are respectively the divergence of the stress-momentum tensor and internal interaction
force density of the auxiliary primed system. Our goal is to construct v′ext(r, t) in such
a way that n(r, t) = n′(r, t) during the entire evolution. i.e. we wish to construct
a local potential for the auxiliary primed system, which under a different electron-
electron interaction reproduces the density of the original system we wish to study.
For the particular case where v′ee(r, r
′) = 0, we would then have a system of non-
interacting electrons which reproduce the density of the original interacting system
and so by definition v′ext(r, t) ≡ vks(r, t). i.e. the auxiliary system would be the
Kohn-Sham system and we would have proven the existence of the KS potential by
construction.
In order to construct v′ext, we will demand that
∂k
∂tkn
′(r, t)|t=t0 = ∂k∂tkn(r, t)|t=t0 for
all k, so that the Taylor expansion of the auxiliary system’s density is equal to the
Taylor expansion of the density of the original system we wish to reproduce. Because
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Eq. 2.39 is a second order differential equation for the density, we must choose |ψ′(t0)〉
such that the initial conditions
n′(r, t0) = 〈ψ′(t0)|nˆ(r)|ψ′(t0)〉 = 〈ψ(t0)|nˆ(r)|ψ(t0)〉 = n(r, t0) (2.42)
and
∂
∂t
n(r, t)|t=t0 = 〈ψ′(t0)|∇ · jˆp(r)|ψ′(t0)〉 = 〈ψ(t0)|∇ · jˆp(r)|ψ(t0)〉 =
∂
∂t
n′(r, t)|t=t0 ,
(2.43)
are satisfied. i.e. we must choose the initial state in the primed system to reproduce
the initial density and first derivative of the density. Assuming that these two condi-
tions are satisfied, we now Taylor expand both sides of Eq. 2.39 with respect to time
and arrive at,
n′k+2(r) = q
′
k(r) +
k∑
l=0
(
k
l
)
∇ · [n′(k−l)(r)∇v′ext,l(r)] , (2.44)
where fk(r) =
∂k
∂tk f(r, t)|t=t0 is the kth order Taylor coefficient of an arbitrary function
f. We construct the Taylor coefficients of v′ext,k(r) by demanding that n
′
k(r) = nk(r)
for all k, which yields:
∇ · [n(0)(r)∇v′ext,k(r)] = n(k+2)(r)− q′k(r)− k−1∑
l=0
(
k
l
)
∇ · [n(k−l)(r)∇v′ext,l(r)] . (2.45)
Eq. 2.45 can be solved recursively order-by-order for the Taylor coefficients v′ext,k(r),
since the right hand side depends only on lower-order Taylor coefficients v′ext,l(r) where
l < k and known quantities. Eq. 2.45 is of the Sturm-Liouville type and has a unique
solution once a suitable boundary condition is specified, which is typically taken to be
v′ext,k(r)→ 0 as r →∞ [247]. In this way, the VL construction for the particular case
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where v′ee(r, r
′) = 0 proves the existence of a Kohn-Sham system which reproduces the
density of a given interacting system. The VL construction assumes that the density
n(r, t), the internal force term q′(r, t) and the auxiliary potential v′ext(r, t) are all equal
to their Taylor expansions with a finite radius of convergence about t = t0. This is
more restrictive than the RG theorem, which only assumes Taylor expandability of
the potential. Extending the VL construction to non-analytic functions is an open
problem and has begun to be researched [146].
2.3 TDDFT linear response theory
In section 2.2 we discussed the time-dependent Kohn-Sham equations in real-
time, but we could also have formulated the discussion in the Fourier-transformed
frequency domain. Since the KS orbitals reproduce the exact time-dependent density
through Eq. 2.27, they also reproduce the exact density in frequency-space, and via
a Fourier-transform of the KS orbitals, one can extract spectral information about
the system. In this section we will review TDDFT linear response theory, which is
used to extract linear absorption spectra by considering infinitesimal perturbations
of the KS orbitals about their ground-state values [83, 181, 71]. We first discuss the
general linear density response of an interacting electronic system [71, 185], followed
by the linear density response of non-interacting KS electrons [83], and then present
a derivation of the Casida equations which are implemented in virtually all quantum
chemistry packages [42]. Finally, we mention two useful approximations to the Casida
equations which we will use in Chapter 6 of this thesis, when we extend TDDFT
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linear response theory to open quantum systems in order to obtain environmentally
broadened absorption spectra.
Time-dependent linear density response
In linear response theory, we begin with a many-electron system described by the
Hamiltonian in Eq. 2.1, but assume a static external potential vext(r) for t < t0, where
t0 is an arbitrary initial time. For t < t0, we take the system to be in its ground-
state |ψ0〉, which is a reasonable approximation for insulators and finite systems at
room temperature such as atoms and molecules, where typically ω01 - kBT [150].
Here, ω01 is the lowest excitation energy, T is the temperature and kB is Boltzmann’s
constant. In chapter 6 we will consider the more general situation in which one begins
from a thermal density matrix at finite temperature, which is applicable to metals
as well [158, 275]. At t = t0, we apply an infinitesimal time-dependent perturbation
δvext(r, t) to the system and let it subsequently evolve. Thus, the external potential
is given by:
t < t0, vext(r, t) = vext(r) (2.46)
t > t0, vext(r, t) = vext(r) + δvext(r, t). (2.47)
Now, if we consider the density evolution for t < t0, the density is simply the
static ground-state density n0(r) = 〈ψ0|nˆ(r)|ψ0〉. For t > t0, the density will be
time-dependent and given by n(r, t) = 〈ψ(t)|nˆ(r)|ψ(t)〉, where |ψ(t)〉 is the solution
to the time-dependent Schro¨dinger equation for t > t0. Since we are considering an
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infinitesimal perturbing potential δvext(r, t), we can expand the density evolution in
powers of the potential as n(r, t) = n0(r) + δn(r, t) + ... and keep only the first-order
term δn(r, t). Thus, the linear density response is given by:
t < t0, n(r, t) = n0(r) (2.48)
t > t0, n(r, t) = n0(r) + δn(r, t). (2.49)
δn(r, t) is related to δvext(r, t) through the relation:
δn(r, t) =
∫
d3r′
∫
dt′χnn(r, r′; t− t′)δvext(r′, t′), (2.50)
where
χnn(r, r
′; τ) = −ıΘ(τ)〈ψ0|[nˆ(r, τ), nˆ(r′)]|ψ0〉, (2.51)
is the linear density-density response function obtained from standard first-order time-
dependent perturbation theory [71, 185]. Here, τ = t − t′ and Θ(τ) is the Heaviside
step function which ensures that the density-density response function is causal. i.e.
a perturbing potential δvext(r′, t′) can only give rise to a density disturbance δn(r, t)
at later times t > t′. In Eq. 2.51, nˆ(r, t) = eıHˆtnˆ(r)e−ıHˆt is the density operator
in the Heisenberg picture with respect to the static many-body Hamiltonian Hˆ for
t < t0. In order to extract spectral information about the system one considers the
Fourier-transform of Eq. 2.51,
χnn(r, r
′;ω) = − lim
$→+0
ı
∫ ∞
0
dte−ıωt−$t〈ψ0|[nˆ(r, τ), nˆ(r′)]|ψ0〉, (2.52)
where ) is a convergence factor which is taken to zero after the integral in Eq. 2.52 is
performed. By inserting a resolution of the identity operator in terms of a complete
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set of eigenstates of Hˆ, one arrives at the sum-over-states or “Lehmann” representa-
tion [124] of the density-density response function:
χnn(r, r
′;ω) = lim
$→+0
∑
n
〈ψ0|nˆ(r)|ψn〉〈ψn|nˆ(r′)|ψ0〉
{
1
ω − ωn0 + ı) −
1
ω + ωn0 + ı)
}
.
(2.53)
Eq. 2.53 is a particularly useful representation of the density-density response func-
tion, because it directly contains all spectral information about the system. We see
that excitation energies lie at the poles of χnn and oscillator strengths are obtained
from the residues. The absorption spectrum is obtained by taking the imaginary part
of the density-density response function in Eq. 2.53 and is given explicitly by:
.m [χnn(r, r′;ω)] = −pi
∑
n
〈ψ0|nˆ(r)|ψn〉〈ψn|nˆ(r′)|ψ0〉
{
δ(ω − ωn0)− δ(ω + ωn0)
}
,
(2.54)
which consists of a discrete sum of delta function peaks at the transition frequencies
of the system. In Chapter 6 we will see how OQS-TDDFT enables one to obtain more
realistic broadened absorption spectra by including relaxation and dephasing due to
phonons or spontaneous and stimulated emission from a photon field.
Although Eq.s 2.53 and 2.54 in principle contain all spectral information about the
system, they are not of much practical use because they require the many-body eigen-
states and eigenenergies as input. In the next section, we will see how TDDFT linear
response theory allows one to obtain the poles and residues of the density-density
response function without explicitly calculating the many-body eigenstates, by con-
sidering the density response of the Kohn-Sham system and including corrections due
to exchange-correlation effects.
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Kohn-Sham linear density response
In the last section we discussed the linear density response of an interacting system
of electrons. In this section, we will consider a fictitious system of non-interacting KS
electrons which reproduce the same density response as the interacting system. In
this way, it will be possible to extract the excitation energies and oscillator strengths
of the interacting system of interest, by studying the density response of the simpler
non-interacting KS system [83].
For t < t0, we consider a system of non-interacting electrons with the same ground-
state density n0(r) as the interacting system, but described by the self-consistent
Kohn-Sham equations of ground-state DFT [115]:[
−1
2
∇2 + vks[n0](r)
]
φi(r) = )iφi(r), (2.55)
where the ground-state KS potential is given by,
vks[n0](r) = vext[n0](r) +
∫
d3r
n0(r′)
|r− r′| + vxc[n0](r). (2.56)
The KS ground-state wavefunction is a Slater determinant Φ0 of N occupied orbitals
and the exact ground-state density is obtained by square-summing these orbitals
according to:
n0(r) =
N∑
i=1
|φi(r)|2. (2.57)
For t > t0, the perturbation δvext(r, t) is applied and the KS system subsequently
evolves. The KS system reproduces the same density response δn(r, t) as the inter-
acting system, but the KS electrons respond to the dressed Kohn-Sham potential,
δvks[n,Φ0](r, t) = δvext[n,ψ0](r, t) +
∫
d3r′
δn(r′, t)
|r− r′| + δvxc[n,ψ0,Φ0](r, t), (2.58)
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rather than the bare external potential δvext[n,ψ0](r, t). The density response is
related to the KS potential via the relation:
δn(r, t) =
∫
d3r′
∫
dt′χksnn(r, r
′; t− t′)δvks(r, t′), (2.59)
where χksnn is the density-density response function of the KS system, which in gen-
eral differs from the density-density response function χnn of the interacting system.
Repeating the same steps as in the previous section, but for the KS system, we arrive
at the Lehmann spectral representation of χksnn:
χksnn(r, r
′;ω) = lim
$→+0
∑
n
〈Φ0|nˆ(r)|Φn〉〈Φn|nˆ(r′)|Φ0〉
{
1
ω − ωksn0 + ı)
− 1
ω + ωksn0 + ı)
}
.
(2.60)
Here, Φn represents an excited KS determinant of the ground state KS potential
and ωksn0 is the corresponding KS excitation frequency. Because nˆ(r) is a one-body
operator, the matrix elements 〈Φ0|nˆ(r)|Φn〉 appearing in Eq. 2.60 vanish unless Φn
differs from Φ0 by a single transition from an occupied orbital φk to an unoccupied
orbital φj [217, 49]. For this reason, Eq. 2.60 simplifies to a sum over KS single-
excitations:
χksnn(r, r
′;ω) = lim
$→+0
N∑
k=0
∞∑
j=N+1
{
φj(r)φ∗k(r)φ
∗
j(r
′)φk(r′)
ω − ()j − )k) + ı) −
φk(r)φ∗j(r)φ
∗
k(r
′)φj(r′)
ω + ()j − )k) + ı)
}
.
(2.61)
We see that χksnn in Eq. 2.61 has poles at the bare KS single-excitations, which
in general differ from the true many-body excitations of the interacting system. The
true excitations will be mixtures of these KS single-excitations as well as double and
higher multiple KS excitations, which are missing from χksnn. In order to extract the
true excitations of the interacting system from the KS density response, we need to
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relate χnn to χksnn. We do this by first noting from Eq. 2.50 that
χnn(r, r
′, t− t′) = δn(r, t)
δvext(r′, t′)
, (2.62)
which can be rewritten as
χnn(r, r
′, t− t′) =
∫
d3x
∫
dτ
δn(r, t)
δvks(x, τ)
δvks(x, τ)
δvext(r′, t′)
, (2.63)
where we have used the chain rule of functional differentiation and it is understood
that all functional derivatives are evaluated at their ground-state values. Making use
of the chain rule again, we can rewrite the functional derivative of the KS potential
with respect to the external potential as,
δvks(r, t)
δvext(r′, t′)
= δ(r−r′)δ(t−t′)+
∫
d3x
∫
dτ
{
δ(t− τ)
|r− x| +
δvxc(r, t)
δn(x, τ)
}
δn(x, t)
δvext(r′, t′)
. (2.64)
Inserting Eq. 2.64 into Eq. 2.63 and using Eq. 2.65 together with the relation
χksnn(r, r
′, t− t′) = δn(r, t)
δvks(r′, t′)
, (2.65)
one arrives at a relation between the interacting and KS density-density response
functions:
χnn(r, r
′, t− t′) = χksnn(r, r′, t− t′) +
∫
d3x
∫
dτ
∫
d3x′
∫
dτ ′χksnn(r,x, t− τ)
×
{
δ(τ − τ ′)
|x′ − x| + fxc[n0](x,x
′, τ − τ ′)
}
χnn(x
′, r′, τ ′ − t′). (2.66)
Here, we have defined the exchange-correlation kernel as the functional derivative of
the exchange-correlation potential evaluated on the ground-state density:
fxc[n0](r, r
′, t− t′) = δvxc(r, t)
δn(r′, t′)
|n(r′,t′)=n0 . (2.67)
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fxc contains all of the non-trivial many-body effects and is responsible for mixing
the bare KS excitations lying at the poles of χksnn to those of the true interacting
system lying at the poles of χnn. Because double and higher-multiple excitations are
absent from χksnn, it is the task of the exchange-correlation kernel to mix these in
and generate the additional poles present in χnn [147]. As we discuss in section 2.4,
constructing accurate approximations to fxc is crucial for obtaining accurate spectra
in TDDFT linear response theory and obtaining excitations of double and higher-
multiple character is notoriously difficult.
By performing a Fourier-transform, we can write Eq. 2.66 in the frequency domain
as:
χnn(r, r
′,ω) = χksnn(r, r
′,ω) +
∫
d3x
∫
d3x′χksnn(r,x,ω)
×
{
1
|x′ − x| + fxc[n0](x,x
′,ω)
}
χnn(x
′, r′,ω). (2.68)
Eq. 2.68 is reminiscent of the Dyson equation of Green’s function theory, with the
Hartree-exchange-correlation kernel, 1|r′−r| + fxc[n0](r, r
′,ω), playing the role of the
frequency-dependent self energy [63]. In principle, one can first construct χksnn from a
ground-state DFT calculation and with a suitable density functional approximation to
fxc, one can solve Eq. 2.68 self-consistently for χnn. However, in practical quantum
chemical calculations, Eq. 2.68 is usually reformulated as a non-linear eigenvalue
problem in terms of matrices represented in a basis set of molecular orbitals [113]. The
matrix equations representing this non-linear eigenvalue problem are referred to as the
“Casida equations”, whose solution yields excitation energies from the eigenvalues and
oscillator strengths from the eigenvectors [42]. We now present a detailed derivation
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of the Casida equations in their conventional form, which will be extended to OQS-
TDDFT in Chapter 6.
The Casida equations
In this section, we derive the Casida matrix equations which are implemented in
most quantum chemistry packages for obtaining excited state properties via TDDFT.
These equations will be important in Chapter 6 when we generalize them to OQS-
TDDFT, so we make the derivation detailed. In keeping with the original derivation
by Casida [42], we introduce second quantized creation and annihilation operators,
a†i and ai, for a one-particle orbital basis. In what follows, this will be taken to be
a basis of real molecular orbitals from a ground-state KS calculation, obtained by
solving Eq. 2.55. An arbitrary one-particle operator Oˆ is represented in this basis as
Oˆ =
∑
ij
a†iaj〈i|Oˆ|j〉 ≡
∑
ij
Oija
†
iaj. (2.69)
The interacting density-density response function in Eq. 2.53 is given by
χnn(r, r
′;ω) =
∑
ijkl
φi(r)φj(r)χijkl(ω)φk(r
′)φl(r′), (2.70)
where the response matrix is:
χijkl(ω) =
∑
a
{
〈ψ0|a†jai|ψa〉〈ψa|a†kal|ψ0〉
ω + ω0a + ı)
− 〈ψ0|a
†
kal|ψa〉〈ψa|a†jai|ψ0〉
ω − ω0a + ı)
}
. (2.71)
In this basis, the linear response of the interacting 1-particle reduced density matrix
at frequency ω is
δρij(ω) =
∑
kl
χijkl(ω)δvext(ω)kl, (2.72)
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and the linear density response is given by
δn(r,ω) =
∑
ij
δρij(ω)φj(r)φi(r). (2.73)
In the KS system, the same density response is produced from
δn(r,ω) =
∑
ij
δγij(ω)φj(r)φi(r), (2.74)
where
δγij(ω) =
∑
kl
χksijkl(ω)δvks(ω)kl, (2.75)
is the response of the KS one-particle reduced density matrix and
χksijkl(ω) = δikδjl
{
fj − fi
ω − ()i − )j)
}
, (2.76)
is the response matrix of the KS density-density response function in Eq. 2.61. In
Eq. 2.76 {fi} are occupation numbers, equal to 1 for an occupied orbital and 0 for an
unoccupied orbital and we have taken the limit )→ 0. Eq. 2.75 can then be written
as
δγij(ω) =
{
fj − fi
ω − ()i − )j)
}
(δvext(ω)ij + δvh(ω)ij + δvxc(ω)ij), (2.77)
where we have explicitly written the KS potential in terms of the external, Hartree
and exchange-correlation components. We now relate the response of the Hartree and
exchange-correlation potentials to that of the KS density matrix via
δvh(ω)ij + δvxc(ω)ij =
∑
kl
Kijkl(ω)δγkl(ω), (2.78)
where we have introduced the coupling matrix
Kijkl(ω) ≡
∫
d3r
∫
d3r′φ∗i (r)φ
∗
j(r)
{
1
|r− r′| + fxc[n0](r, r
′;ω)
}
φk(r
′)φl(r′). (2.79)
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We can then re-write Eq. 2.77 as
fk $=fl∑
kl
[
δikδjl
ω − ()k − )l)
fl − fk −Kijkl(ω)
]
δγkl(ω) = δvext(ω)ij. (2.80)
We now separate particle-hole and hole-particle contributions in 2.80 as:
∑
kl,fk>fl
[
δikδjl
ω − ()k − )l)
fl − fk −Kijkl(ω)
]
δγkl(ω)
−
∑
kl,fk>fl
Kijlk(ω)δγlk(ω) = δvext(ω)ij (2.81)
is the particle-hole contribution and∑
kl,fk>fl
[
δikδjl
ω − ()l − )k)
fk − fl −Kjilk(ω)
]
δγlk(ω)
−
∑
kl,fk>fl
Kjikl(ω)δγkl(ω) = δvext(ω)ji, (2.82)
is the hole-particle contribution. Let us recall that our goal is to formulate a matrix
equation version of Eq. 2.68, whose eigenvalues yield excitation energies and whose
eigenvectors yield oscillator strengths. To this end, we define the following matrices:
Aijkl(ω) = δikδjl
)k − )l
fk − fl −Kijkl(ω), (2.83)
Bijkl(ω) = −Kijlk(ω), (2.84)
and
Cijkl =
δikδjl
fk − fl . (2.85)
We can combine Eq. 2.81 and Eq. 2.82 into a single matrix equation,{ A¯ B¯
B¯ A¯
− ω
 C¯ 0
0 C¯
}
 -δγ(ω)
-δγ
∗
(ω)
 =
 -δvext(ω)
-δvext
∗
(ω)
 , (2.86)
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or by applying the unitary transformation
1√
2
 1 1
−1 1
 , (2.87)
 A¯+ B¯ ωC¯
ωC¯ A¯− B¯

 0e( -δγ(ω))
−ı.m( -δγ(ω))
 =
 0e( -δvext)(ω)
−ı.m( -δvext(ω))
 . (2.88)
These matrix equations are spanned by the set of occupied to unoccupied orbital
transitions used in the calculation. Without loss of generality, we assume the applied
perturbation to be real. Since the molecular orbitals are taken to be real as well, the
density response can be calculated from 0e( -δγ(ω)) alone. From Eq. 2.88, we obtain[
(A¯+ B¯)− ωC¯ [A¯− B¯]−1 ωC¯]0e( -δγ(ω)) = 0e( -δvext)(ω). (2.89)
We introduce the matrices
S¯ = −C¯ [A¯− B¯]−1 C¯, (2.90)
and
Ω(ω) = −S¯− 12 [A¯+ B¯] S¯− 12 . (2.91)
Eq. 2.89 can then be inverted to obtain
0e( -δγ(ω)) = S− 12
{
ω2 − Ω(ω)
}−1
S−
1
20e( -δvext)(ω). (2.92)
The poles of the density response, which occur at the excitation frequencies of the
system, are obtained when 0e( -δγ(ω)) diverges which happens when the operator in
curly brackets vanishes. Finding the frequencies at which this occurs is equivalent to
solving the pseudo-eigenvalue equation,{
ω2 − Ω(ω)
}
-F = 0. (2.93)
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Returning to the basis of Kohn-Sham molecular orbitals, the matrix representation
of Ω(ω) is
Ωijkl(ω) = δikδjl()l − )k)2 + 4
√
(fi − fj)()j − )i)Kijkl(ω)
√
(fk − fl)()l − )k). (2.94)
We see that the values of ω2 for which Eq. 2.93 is satisfied are precisely the squares of
the excitation frequencies of the system. The oscillator strengths are obtained from
the eigenvectors -F according to:
fi =
2
3
[
|-x†S− 12 -Fi|2 + |-y†S− 12 -Fi|2 + |-z†S− 12 -Fi|2
]
, (2.95)
where fi is the oscillator strength of the ith transition, -Fi is the corresponding eigen-
vector and -x†, -y† and -z† are row vectors composed of the matrix elements of the
cartesian position operators in the basis of KS molecular orbitals. Eq. 2.93 is called a
“pseudo-eigenvalue” equation, because the matrix Ω(ω) itself is frequency dependent
and thus depends on its own eigenvalues, which is not the case for usual linear eigen-
value problems. As we will discuss in Chapter 6, this creates additional numerical
difficulties beyond ordinary matrix diagonalization when solving Eq. 2.93.
The “small-matrix” and “single-pole” approximations
An exact diagonalization of the operator Ω(ω) can often be performed to obtain
an exact numerical solution to the Casida equations with modest computational ef-
fort [67]. However, it will often prove useful to consider approximate solutions to the
Casida equations which offer physical insight.
Inspecting Eq. 2.79, we see that the coupling matrix elements Kijkl will tend
to decrease with increasing distance from the diagonal, as the transition densities
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φ∗i (r)φ
∗
j(r) and φk(r)φl(r) will tend to have smaller overlap as they become more
separated in energy [14]. In the limit that the off-diagonal elements in Casida’s
equations can be neglected, we obtain the “small-matrix approximation” [14, 141,
250]. More precisely, if we have a single transition i → j, whose off diagonal matrix
elements with all other transitions are negligible, the small matrix approximation
holds for this transition and yields:
Ωijij(ω
ks
ij )Fij = ω
2Fij, (2.96)
where ωksij = )i − )j is the bare KS frequency of the transition i → j. Even though
Ωijij(ω) is frequency-dependent, it is evaluated at the bare KS frequency since cor-
rections involve higher-order terms in the off diagonal matrix elements as explained
in [14]. Eq. 2.96 can be solved exactly analytically to yield the transition frequencies:
ωSMAij = ±
√
(ωksij )
2 + 4ωksij Kijij(ω
ks
ij ). (2.97)
A further approximation known as the “single-pole approximation” results when
the corrections due to the coupling matrix element Kijij are much smaller than the
bare KS transition frequency ωksij [14, 181]. In this limit, ω
ks
ij - Kijij and we can
Laurent expand Eq 2.97 to arrive at the single-pole approximation to the transition
frequency,
ωSPAij = ±(ωksij + 2Kijij(ωksij )). (2.98)
Interestingly, we see that the small-matrix and single-pole approximations provide no
corrections to the bare KS eigenvectors, which implies that the oscillator strengths
retain their bare KS values. As we will discuss in Chapter 6, obtaining corrections
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to the oscillator strengths requires inclusion of off-diagonal matrix elements in the
Casida equations.
2.4 Approximate functionals in TDDFT
Thus far in this chapter we have presented TDDFT as a formally exact reformula-
tion of time-dependent many-body quantum mechanics. However, in practical imple-
mentations of TDDFT the unknown exchange-correlation potential, vxc[n,ψ0,Φ0](r, t),
must be approximated. The exchange-correlation potential of TDDFT is a much more
complicated object than that of ground state DFT, since it is a functional of the initial
states ψ0 and Φ0 of the interacting and KS systems respectively, as well as the history
of the density at earlier times t′ < t [144, 142]. In contrast, the exchange-correlation
potential of ground state DFT is a functional only of the ground state density. As a
result, far fewer exact conditions are known about the TDDFT exchange-correlation
functional and functional development in TDDFT is at a more immature stage. In
this section, we will discuss several widely used approximations to the exchange-
correlation potential of TDDFT.
The adiabatic approximation
The simplest and most widely used approximation in TDDFT is the “adiabatic
approximation” [11, 12, 280, 281, 20], in which the exchange-correlation potential of
TDDFT is approximated by a ground-state DFT functional. i.e.
vadiaxc [n](r, t) = v
GS
xc [n(t)](r), (2.99)
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where vGSxc is a ground state approximation to the exchange-correlation potential.
Because the adiabatic approximation consists of plugging the instantaneous time-
dependent density into a ground state functional, it entirely neglects the initial-state
and history dependence of the true TDDFT functional [144, 142]. Furthermore, the
adiabatic approximation becomes exact in the limit of slowly varying densities, where
the system remains in its instantaneous ground state [37]. Since TDDFT is typically
concerned with dynamics which does not necessarily remain close to the ground state,
one might expect the adiabatic approximation to be rather crude. However, despite
some notorious failures [147, 141, 82, 61, 145] the adiabatic approximation works far
beyond its expected domain of validity, and due to its simplicity is used in virtually
all applications of TDDFT [40].
In the adiabatic local density approximation (ALDA) [280, 281], one uses the
exchange-correlation potential of the local density approximation (LDA) [115, 177,
176] as the ground state functional. The LDA approximates the exchange-correlation
potential of an inhomogeneous system by that of a uniform electron gas evaluated on
the local density at each point in space. As a result, the ALDA exchange-correlation
potential is not only temporally local, but spatially local as well. Explicitly, it is given
by:
vALDAxc [n](r, t) = v
hom
xc (n(r, t)) =
d
dn
[
nehomxc (n)
] |n=n(r,t), (2.100)
where ehomxc (n) is the exchange-correlation energy per particle of a uniform electron
gas, which can be obtained numerically exactly from diffusion Monte-Carlo simula-
tions [45]. The ALDA is often too crude for molecular applications, due to the in-
correct asymptotic behavior of the LDA exchange-correlation potential [249] and one
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often employs adiabatic approximations based on hybrid functionals such as B3LYP
or PBE0 which are far more accurate [21, 3].
Implications of the adiabatic approximation for linear response
TDDFT
In section 2.3 we mentioned that the exchange-correlation kernel is the central
object that must be approximated in a TDDFT linear response calculation. If one
uses an adiabatic approximation to the exchange-correlation potential, the resulting
exchange-correlation kernel is proportional to a delta function in time. i.e.
fadiaxc [n0](r, r
′; t− t′) = δv
GS
xc [n(t)](r)
δn(r′, t′)
|n0 = δ(t− t′)
δ2Exc[n]
δn(r)δn(r′)
|n0 , (2.101)
where Exc[n] is the exchange-correlation energy functional of the ground-state ap-
proximation used. If one further uses the ALDA, the resulting exchange-correlation
kernel,
fALDAxc [n0](r, r
′; t− t′) = δ(t− t′)δ(r− r′) d
2
dn2
[
nehomxc (n)
] |n=n0 , (2.102)
is proportional to a delta function in space as well. Performing a Fourier-transform
to the frequency domain, one finds that the adiabatic approximation always yields a
frequency-independent kernel. i.e.
fadiaxc [n0](r, r
′;ω) = fadiaxc [n0](r, r
′;ω = 0). (2.103)
As a result, the Casida operator Ω is no longer frequency-dependent and Eq. 2.93
becomes an ordinary eigenvalue equation. In this case, the number of solutions to
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Eq. 2.93 is equal to the dimensionality of Ω, which is the number of KS single-
excitations included in the calculation. Therefore, excitations which require a strong
contribution from double or higher-multiple KS excitations are not well captured
within the adiabatic approximation [147]. This has led to the failure of adiabatic
TDDFT for several important situations, such as charge-transfer excitations involving
widely separated subsystems [141, 61, 82, 145, 225] or potential energy surfaces with
conical intersections [222].
Beyond the adiabatic approximation - time-dependent current
density functional theory
As we have mentioned, there are several notable shortcomings of the adiabatic
approximation and attempts to go beyond it have emerged as a very active area of
research. Throughout this thesis, we will see that the adiabatic approximation is often
insufficient to capture relaxation and dephasing due to environmental effects in OQS-
TDDFT and the development of non-adiabatic functionals will be important [226,
224].
One promising alternative to TDDFT is time-dependent current density functional
theory (TDCDFT) [254, 255, 240, 241, 265]. In TDCDFT, one uses the paramagnetic
current density j(r, t) as the basic variable instead of the density n(r, t). The current
has a temporally and spatially non-local dependence on the density, since the cur-
rent “flowing” through a given volume element gives information about density that
has reached that volume element from distant points in space and time. Therefore,
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functionals in TDCDFT are inherently non-adiabatic in terms of the density and also
spatially non-local. Another important feature of TDCDFT is that it is possible to
construct non-adiabatic functionals in terms of gradients of the current, which is in
general not possible in terms of the density due to “ultra-nonlocal” dependence on
the density [84]. Furthermore, TDCDFT functionals inherently include dissipation
and decoherence [52] and for this reason are promising candidates for OQS-TDDFT.
In this section we give a very brief overview of the aspects of TDCDFT that will be
relevant later in this thesis, but do not attempt an exhaustive review.
In the TDCDFT generalization of the RG and VL theorems [253], one considers
a more general class of Hamiltonians than in Eq. 2.1:
Hˆ(t) =
1
2
N∑
i=1
{
− ı∇i + 1
c
Aext(ri, t)
}2
+
N∑
i<j
1
|ri − rj| +
∑
i
vext(ri, t), (2.104)
where Aext(r, t) is an external vector potential. Since the scalar potential vext can
always be gauge-transformed into a vector potential Aext, there is actually no loss
of generality in including only a vector potential and furthermore, the Hamiltonian
in Eq. 2.104 includes the additional case of externally applied magnetic fields, which
cannot be described by a scalar potential alone. It has been proven that for a given
initial state, there is a one-to-one mapping between the paramagnetic current density
j(r, t) and the vector and scalar potentials Aext(r, t) and vext(r, t), which establishes
the RG theorem of TDCDFT [253]. A VL construction has also been established,
which proves that one can construct an auxiliary non-interacting Hamiltonian,
Hˆks(t) =
1
2
N∑
i=1
{
− ı∇i + 1
c
Aks(ri, t)
}2
+
∑
i
vks(ri, t), (2.105)
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which reproduces the same density and paramagnetic current of the original many-
body Hamiltonian in Eq. 2.104 [253]. As in TDDFT, one then partitions Aks into
the external, Hartree and exchange-correlation vector potentials:
Aks(r, t) = Aext(r, t) +AH(r, t) +Axc(r, t). (2.106)
The central point of TDCDFT is that one can construct simple approximations to
Axc as spatially local functionals of the current j(r, t), that are inherently spatially
and temporally non-local in terms of the density n(r, t) and therefore go beyond
the adiabatic approximation. One such functional due to Vignale, Ullrich and Conti
(VUC) [255] constructs the ith component of the exchange-correlation vector potential
as the divergence of a stress tensor according to:
1
c
∂
∂t
AV UCxc,i (r, t) = −
∂
∂ri
vALDAxc (r, t) +
1
n(r, t)
∑
j
∂σxc,ij(r, t)
∂rj
, (2.107)
where the exchange-correlation stress tensor is:
σxc,ij(r, t) =
∫ t
−∞
{
η(r, t−t′)
[
∂ui(r, t′)
∂rj
+
∂uj(r, t′)
∂ri
− 2
3
∇ · u(r, t′)δij
]
+ζ(r, t−t′)∇·u(r, t′)δij
}
.
(2.108)
In Eq. 9.24, u(r, t) = j(r,t)n(r,t) is the local velocity field and η and ζ are “visco-elastic”
coefficients of the uniform electron gas, for which accurate parameterizations are
known [71]. AV UCxc (r, t) in Eq. 2.107 is clearly non-adiabatic, as it depends on the
currents and densities at earlier times t < t′. It is also spatially local in terms of
the current, while being highly non-local as a functional of the density. The VUC
functional is velocity dependent and gives rise to relaxation and dephasing due to
electron-electron interactions, which is an intrinsic feature of extended systems [52,
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71, 265]. As discussed later, the relaxation and dephasing in OQS-TDDFT due to
a bosonic bath of phonons or photons is very different, but there will be similarities
between the VUC functional and functionals in OQS-TDDFT [224].
In this chapter we have presented a very brief overview of TDDFT, with emphasis
on the formal aspects of the theory that will be used later when discussing extensions
of TDDFT to open quantum systems and quantum computation. For a more extensive
discussion of applications of TDDFT, see ref. [40] and the references contained within.
We now turn to our second background chapter, where we provide a brief overview
of the theory of open quantum systems.
Chapter 3
The theory of open quantum systems
3.1 Introduction
In Chapter 2 we discussed TDDFT as a formally exact reformulation of the time-
dependent Schro¨dinger equation, which describes isolated systems evolving unitarily
with reversible dynamics. In reality, no system is truly isolated and it inevitably
interacts with the rest of the universe which induces irreversibility due to dissipation
and decoherence. If the interaction of a system with its surroundings is sufficiently
weak, unitary dynamics may be a valid approximation, but in many situations in
electronic structure theory it is necessary to include the effects of an environment. The
theory of open quantum systems (OQS) deals with precisely this situation, in which
the bath exchanges energy and momentum with the system, but particle number is
typically conserved [36]. In this chapter we will set the stage for generalizing TDDFT
to OQS (OQS-TDDFT) by highlighting several important topics in the theory of
open quantum systems. Section 3.2 introduces the system-bath partitioning scheme,
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while section 3.3 introduces the formally exact generalized quantum master equation
derived microscopically from first principles. We then discuss several approximations
to the generalized quantum master equation, which will reappear later in the thesis.
3.2 The system-bath partitioning
The formal development of the theory of OQS [36, 156, 170] begins with the
full unitary dynamics of the coupled system and reservoir (we will use the terms
“reservoir” and bath” interchangeably), described by the Von Neumann equation for
the density operator
dρˆ(t)
dt
= −ı[Hˆ(t), ρˆ(t)] . (3.1)
Here,
Hˆ(t) = HˆS(t) + )Vˆ + HˆR (3.2)
is the full Hamiltonian for the coupled system and bath and
HˆS(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
vee(ri, rj) +
∑
i
vext(ri, t) (3.3)
is the Hamiltonian of the electronic system of interest in an external potential vext(r, t).
This potential generally consists of a static external potential due to the nuclei and
an external driving field coupled to the system such as a laser field. For an interact-
ing electronic system, vee(r, r′) = 1/|r− r′| is the two-body Coulomb repulsion. The
system-bath coupling, Vˆ , acts in the combined Hilbert space of the system and bath
and so it couples the two subsystems. Typically, for a single dissipation channel, the
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system-bath coupling is taken to have a bilinear form,
Vˆ = −Sˆ ⊗ Rˆ , (3.4)
where Rˆ is an operator in the bath Hilbert space which generally couples to a local
one-body operator Sˆ =
[∑N
i=1 sˆ(pˆi, rˆi)
]
in the system Hilbert space [156]. Implicit
in OQS is a weak interaction between the system and bath, so that one can treat
the system-bath coupling perturbatively by introducing the small parameter ) as in
Eq. (3.2). HˆR is the Hamiltonian of the bath, whose spectrum will typically consist
of a dense set of bosonic modes such as photons or phonons. As we discuss later, the
density of states of HˆR determines the structure of reservoir correlation functions,
whose time-scale in turn determines the reduced system dynamics.
The goal of the theory of open quantum systems is to arrive at a reduced descrip-
tion of the dynamics of the electronic system alone, by integrating out the bosonic
modes of the bath. In this way, one arrives at the quantum master equation, which
describes the non-unitary evolution of the reduced system in the presence of its envi-
ronment. To achieve this, in the next section we derive the generalized many-electron
quantum master equation using the Nakagima-Zwanzig projection operator formal-
ism [164, 288, 289].
3.3 The generalized quantum master equation
We begin this section by deriving the formally exact many-electron quantum mas-
ter equation using the Nakagima-Zwanzig projection operator formalism [164, 288,
289]. Using projection operators, the master equation can be systematically de-
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rived from first principles starting from the microscopic Hamiltonian in Eq. (3.2) (i.e.
without phenomenological parameters). This is particularly amenable to TDDFT, in
which the electronic degrees of freedom are treated using first principles as well.
Our starting point is Eq. (3.1) for the evolution of the full density operator of the
coupled system and bath,
dρˆ(t)
dt
= −ı[Hˆ(t), ρˆ(t)] ≡ −ıL˘(t)ρˆ(t) , (3.5)
where L˘(t) is the Liouvillian superoperator for the full evolution defined by Eq. (3.5).
It may be separated into a sum of Liouvillian superoperators as
L˘(t) = L˘S(t) + L˘SB + L˘B , (3.6)
where each term acts as a commutator on the density matrix with its respective part
of the Hamiltonian. Our goal is to derive an equation of motion for the reduced
density operator of the electronic system,
ρˆS(t) = TrR{ρˆ(t)}, (3.7)
defined by tracing the full density operator over the reservoir degrees of freedom.
To achieve this formally, we introduce the projection superoperators P˘ and Q˘. The
operator P˘ is defined by projecting the full density operator onto a product of the
system density operator with the equilibrium density operator of the bath,
P˘ ρˆ(t) = ρˆeqB ρˆS(t) . (3.8)
Q˘ = 1 − P˘ projects on the complement space. In this sense, P˘ projects onto the
degrees of freedom of the electronic system we are interested in, while Q˘ projects
onto irrelevant degrees of freedom describing the bath dynamics.
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Using projection operators, Eq. (3.5) can be written formally as two coupled
equations:
d
dt
P˘ ρˆ(t) = −ıP˘ L˘ρˆ(t) = −ıP˘ L˘P˘ ρˆ(t)− ıP˘ L˘Q˘ρˆ(t) (3.9)
and
d
dt
Q˘ρˆ(t) = −ıQ˘L˘ρˆ(t) = −ıQ˘L˘P˘ ρˆ(t)− ıQ˘L˘Q˘ρˆ(t). (3.10)
If Eq. (3.10) is integrated and substituted into Eq. (3.9), one obtains
d
dt
P˘ ρˆ(t) = −ıP˘ L˘P˘ ρˆ(t)
−
∫ t
0
dτ P˘ L˘e−ı
∫ t
τ dτ
′ Q˘L˘(τ ′)Q˘L˘P˘ ρˆ(τ)− ıP˘ L˘e−ı
∫ t
0 dτ Q˘L˘(τ)Q˘ρˆ(0). (3.11)
By performing a partial trace of both sides of Eq. (3.11) over the bath degrees of
freedom, one arrives at the formally exact quantum master equation
dρˆS(t)
dt
= −ı[HˆS(t), ρˆS(t)] +
∫ t
0
dt′K˘(t, τ)ρˆS(τ) + Ξ(t) . (3.12)
Here,
K˘(t, τ) = TrR
{
P˘ L˘e−ı
∫ t
τ dτ
′Q˘L˘(τ ′)Q˘L˘ρˆeqR
}
(3.13)
is the memory kernel.
Ξ(t) = TrR
{
−ıP˘ L˘e−ı
∫ t
0 dτQ˘L˘(τ)Q˘ρˆ(0)
}
(3.14)
arises from initial correlations between the system and its environment [157]. Equa-
tion (3.12) is still formally exact, as ρˆS(t) yields the exact expectation value of any
operator depending on the electronic degrees of freedom. In practice, approximations
to the memory kernel and initial correlation term are needed, which we now discuss.
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3.4 Separation of timescales and the Born-Markov
limit
While Eq. 3.1 describing the unitary evolution of the full system and bath is local
in time, once we trace over bath degrees of freedom the resulting master equation
(Eq 3.12) yields an evolution that is non-local in time. Furthermore, we see from
Eq.s 3.13 and 3.14 that the memory kernel and initial correlations contain the Liou-
villian L˘ in an exponential and therefore contain infinite powers of the system-bath
interaction. In contrast, the full dynamics in Eq. 3.1 contains the Liouvillian only to
first order. For these reasons, without approximations, Eq 3.12 is certainly not easier
(and may even be more difficult) to solve than the full system-bath dynamics.
To deal with the fact that Eq 3.12 contains infinite orders of the system-bath
interaction, one often invokes the second-Born approximation [203]. In the second-
Born approximation, one assumes a weak system-bath interaction and expands the
memory kernel to second order in HˆSB. In this case, the memory kernel takes the
simpler form:∫ t
0
dt′K˘(t, τ)ρˆS(τ) = −)2
∫ t
0
dτTrR
{
[Vˆ I(t), Q˘[Vˆ I(τ), ρˆeqR ρˆ
I
S(τ)]]
}
, (3.15)
where
Vˆ I(t) = eı
∫ t
t0
dτ(HˆS(τ)+HˆR)Vˆ e−ı
∫ t
t0
dτ(HˆS(τ)+Vˆ ) (3.16)
is the system-bath interaction in the interaction picture and ρˆIS(t) is the system density
operator in the interaction picture.
To further simplify calculations and make the memory kernel local in time, one of-
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ten invokes the Markov approximation in addition to the second-Born approximation.
These two approximations together are collectively referred to as the “Born-Markov”
approximation [36, 156, 170]. From Eq. 3.4 and a little bit of algebra, we see that the
memory kernel in Eq. 3.15 contains two-time correlation functions of bath operators
of the form:
g(τ − t) = TrR
{
RˆI(τ)RˆI(t)ρˆeqR
}
, (3.17)
where RˆI(t) ≡ eıHˆRtRˆe−ıHˆRt. If the density of states of HˆR is extremely dense and
approaches the continuum limit, the correlation functions decay exponentially and
g(τ, t) ∼ e(τ−t)/τc , where τc is the correlation time of the bath [170]. If we denote the
characteristic timescale of evolution of the system due to coupling with the bath by
τS, then in the limit that τS - τc, there will be negligible error on the evolution of
the system by making the replacement g(τ, t) → 0 when t '= τ [36]. In this case the
memory kernel becomes time-local, which yields the Born-Markov approximation.
i.e. K˘(t, τ) ∼ D˘δ(t − τ), where D˘ is a time-independent superoperator. Since in
the second-Born approximation τs is inversely proportional to )2, the validity of the
Born-Markov approximation is determined by the condition 1$2τc - 1 [162].
3.5 The Lindblad master equation
In making the Born-Markov approximation, there are several different approaches
that one can take to construct the Markovian superoperator S˘. One approach is
derive it microscopically starting from a system-bath Hamiltonian, which leads to the
Redfield equations [194, 195] discussed in section 3.6. Another approach is to derive
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it by imposing certain exact conditions on the density matrix that one would like it to
satisfy during its evolution. One obvious condition is positivity. i.e. if we decompose
the density matrix in terms of its eigenvalues and eigenvectors at each time-step
as ρˆS(t) =
∑
j pj|ξj(t)〉〈ξj(t)|, one would like to ensure that pj > 0 at each time-
step so that the eigenvalues can be interpreted as legitimate occupation probabilities.
Secondly, one would like the density matrix to remain normalized at each time-step
i.e.
∑
j pj = 1. The most general mathematical form of a Markovian master equation
that preserves these two conditions is the Lindblad equation [73, 117, 131]:
dρˆS
dt
= D˘lind(ρˆS) ≡ −i[HˆS, ρˆS(t)] + LˆρˆS(t)Lˆ† − 1
2
Lˆ†LˆρˆS(t)− 1
2
ρˆS(t)Lˆ
†Lˆ, (3.18)
where Lˆ is an arbitrary operator. Furthermore, if Lˆ is taken to be linear in Sˆ from
Eq. 3.4, the dissipative operator in Eq. 3.18 is second-order in the system-bath inter-
action and the Lindblad equation is within the Born-Markov approximation. There
are numerous ways to derive the Lindblad operators Lˆ microscopically and in sec-
tion 3.6 we will discuss the secular Redfield theory, which is microscopically derived
and can be written in the Lindblad form [132].
Positivity of the Lindblad master equation for time-dependent
Hamiltonians
In its original formulation, the Lindblad master equation was derived for time-
independent Hamiltonians HˆS and Lindblad bath operators Lˆ. In TDDFT, the Hamil-
tonian is always time-dependent and one might wish to consider time-dependent bath
operators as well. Therefore, later in the thesis when we discuss OQS-TDDFT, it will
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be very important that the Lindblad master equation preserves positivity and nor-
malization even if the Hamiltonian and bath operators depend on time. As there has
been some confusion about this point in the literature, here we prove that the Lind-
blad form of the master equation always ensures preservation of trace and positivity
throughout the time-evolution.
Let us begin by generalizing Eq. 3.18 to include N dissipation operators, which
may be time-dependent as well as an explicitly time-dependent Hamiltonian:
dρˆS
dt
= D˘lind(ρˆS)
≡ −i[HˆS(t), ρˆS(t)] +
N∑
i=1
Lˆi(t)ρˆS(t)Lˆ
†
i (t)−
1
2
Lˆ†i (t)Lˆi(t)ρˆS(t)
− 1
2
ρˆS(t)Lˆ
†
i (t)Lˆi(t). (3.19)
We now show that this master equation preserves the positivity and trace of the
density matrix under its evolution, irrespective of the time-dependence of HˆS and Lˆi.
To verify this, we expand ρˆS(t+∆t) for small ∆t:
ρˆS(t+∆t) = ρˆS(t) +
∂ρˆS
∂t
∆t+O(∆t2)
≈
N∑
i=0
Mi(∆t)ρˆS(t)Mi(∆t)
†. (3.20)
Using eqn (3.18), we can define the so-called Kraus operators Mi(∆t) by:
M0(∆t) ≡ I +
(
−iHˆ − 1
2
N∑
i=1
Lˆ†i Lˆi
)
∆t, (3.21)
and
Mi(∆t) ≡ Lˆi
√
∆t, (3.22)
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for i > 0 [36]. An important property of the Kraus operators is that they satisfy
N∑
i=0
Mi(∆t)
†Mi(∆t) = I, (3.23)
as can be easily checked from eqns (3.22) and (3.21). Notice that, in general, Mi(∆t)
are time dependent if Lˆi are as well.
Let us write ρˆS(t) =
∑
j pj|ξj(t)〉〈ξj(t)|, where {|ξi(t)〉} is the basis that diagonal-
izes ρˆS(t) at each instant in time and pj ≥ 0 for all j. Notice that up to O(∆t),
ρˆS(t+∆t) =
∑
j
N∑
i=0
pj (Mi(∆t)|ξj(t)〉)
(〈ξj(t)|Mi(∆t)†) , (3.24)
which shows that ρˆS(t + ∆t) is positive semidefinite if ρˆS(t) is. The preservation of
the trace can also be readily shown, i.e.
Tr(ρˆS(t+∆t)) = Tr
(
N∑
i=0
Mi(∆t)ρˆS(t)Mi(∆t)
+
)
= Tr(ρˆS(t)). (3.25)
The proofs above are an adaptation of the discussion of the Lindblad equation in the
textbook by Schumacher and Westmoreland [212] 1.
For completeness, we now introduce the concept of a semigroup. Consider the
integrated form of the equation of motion for ρˆS(t) in the form of a dynamical map,
ρˆS(t) = Φt,0ρˆS(0), where Φt,0 is a dynamical map that propagates the density matrix
from the initial time 0 to the final time t. The semigroup property is expressed as
the following identity for the composition map [36]:
Φs,0Φt,0 = Φs+t,0. (3.26)
1The authors discuss the derivation of the Lindblad equation as the generator of a completely
positive map.
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Notice that, on the one hand, the semigroup property will not be satisfied in general
for time-dependent HˆS or Lˆi. On the other hand, for the case where both types of
operators are time-independent, it can be shown that L is the most general form
of the generator of a quantum dynamical semigroup, with the dynamical map being
the exponential map: Φs,0 = eLs [73]. However, it is clear from the above discussion
that although the semigroup property may not hold, neither positivity nor trace-
preservation are contingent upon the time-independence of HˆS or Lˆi.
3.6 The Redfield master equation
Due to its simplicity, the Redfield equation is one of the most widely employed
microscopically-derived master equations [194, 195]. It was originally used to describe
spin-environment interactions in nuclear magnetic resonance (NMR) spectroscopy,
but more recently has been applied to multi-level molecular systems in condensed
phase chemistry [170, 156]. The Redfield equation is derived using the Born-Markov
approximation starting from a full system-bath Hamiltonian (Eq. 3.2), and while it
is always trace preserving, it is not automatically in the Lindblad form and therefore
does not necessarily preserve positivity [132]. As we discuss below, by making the
additional secular approximation, the Redfield equation can be brought into the Lind-
blad form. We now present a brief outline of the derivation of the Redfield equation
as it will be widely used throughout this thesis. For a more detailed derivation we
refer the reader to [170].
The derivation begins by making the second-Born approximation to the full Nakagima-
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Zwanzig equation, which yields the memory kernel given in Eq. 3.15. The first-order
term in the system-bath interaction, TrR
{
Vˆ ρˆeqR
}
, can simply be absorbed into the
system Hamiltonian and we do not consider it further here, since it renormalizes the
unitary evolution. Then, the equation of motion for the system density operator in
the interaction picture, within the second-Born approximation is (setting ) = 1):
d
dt
ρˆIS(t) = −
∫ t
0
dτTrR
{
[Vˆ I(t), Q˘[Vˆ I(τ), ρˆeqR ρˆ
I
S(τ)]]
}
. (3.27)
By assuming the bilinear form of the system-bath interaction written in Eq. 3.4, we
can explicitly write Eq. 3.27 as:
d
dt
ρˆIS(t) = −
∫ t
0
dτ
{
g(t−τ)[SˆI(t), SˆI(τ)ρˆIS(τ)]−g∗(t−τ)[SˆI(t), ρˆIS(τ)SˆI(τ)]
}
, (3.28)
where SˆI(t) = eıHˆStSˆe−ıHˆSt is the system part of the system-bath interaction in
the interaction picture and g(t) is the bath correlation function defined in Eq. 3.17.
Returning to the Schro¨dinger picture, Eq. 3.28 becomes:
d
dt
ρˆS(t) = −ı[HˆS, ρˆS(t)]−
∫ t
0
dτ
{
g(τ)[Sˆ, e−ıHˆStSˆρˆS(t−τ)eıHˆSt]−g∗(τ)[Sˆ, e−ıHˆStρˆS(t−τ)SˆeıHˆSt]
}
.
(3.29)
At this point, it is useful to express 3.29 in a basis of eigenstates of the system
Hamiltonian. i.e. solutions to the time-independent Schro¨dinger equation HˆS|a〉 =
Ea|a〉. Then, the equations of motion for the matrix elements ρab(t) ≡ 〈a|ρˆS(t)|b〉 are,
d
dt
ρab(t) = −ıωabρab(t)
−
∑
cd
∫ t
0
dτ
{
Mac,cd(τ)e
ıωbcτρdb(t− τ) +Mcd,db(−τ)eıωdaτρac(t− τ)
}
+
∑
cd
∫ t
0
dτ
{
Mdb,ac(τ)e
ıωdaτ +Mdb,ac(−τ)eıωbcτ
}
ρcd(t− τ), (3.30)
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where we have defined Mab,cd(t) ≡ g(t)SabScd, with Sab ≡ 〈a|Sˆ|b〉 and ωab = Ea − Eb.
At this point we invoke the Markov approximation, which assumes that g(t) decays
on a timescale much faster than the evolution of the system due to its coupling to
the bath. This corresponds to making approximations of the form∫ t
0
dτMac,cd(τ)e
ıωbcτρdb(t− τ) ≈ ρdb(t)
∫ ∞
0
dτMac,cd(τ)e
ıωdcτ (3.31)
in Eq. 3.30. There are actually two steps in making the approximation in Eq. 3.31.
Firstly, one replaces ρdb(t − τ) under the integral by eıωdbτρdb(t). The reason one
needs to keep the exponential factor eıωdbτ under the integral is that the evolution
of the system density matrix is only slow relative to g(t) when considered in the
interaction picture. i.e. the time for the system to relax to equilibrium must be
much longer than the bath correlation time, but the Bohr frequencies of the system
need not be. The second approximation in Eq.. 3.31 is to extend the upper limit of
the integral to ∞. This can be done with impunity if g(t) decays sufficiently fast
that the long-time contribution of the integrand to the integral in Eq. 3.31 will be
negligible [170]. Substituting the approximation in Eq. 3.31 into Eq. 3.30 yields the
Redfield equations:
d
dt
ρab(t) = −ıωabρab(t)
−
∑
cd
{
Rac,cd(ωdc)ρdb(t) +R
∗
bd,dc(ωcd)ρac(t)
− [Rbd,ac(ωca) +R∗ca,bd(ωdb)] ρcd(t)}, (3.32)
where we have defined Rab,cd(ω) ≡
∫∞
0 dτMab,cd(τ)e
ıωτ .
The Redfield equations consist of a unitary part given by the first term in Eq. 3.32,
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−ıωabρab(t), and a dissipative part given by the second term. We see that there are
several different types of contributions to the Redfield tensor Rab,cb. Terms of the form
Rab,ab describe pure dephasing, while terms of the form Raa,bb describe population
relaxation. As discussed in [156], terms of the form Rab,cc which describe population
to coherence transfer are responsible for destroying positivity of the density matrix. If
these terms are neglected, one arrives at the “secular” Redfield equations, which can
be shown to be of the Lindblad form and therefore preserve positivity. The secular
Redfield equations are generally valid when the system does not exhibit a degenerate
spectrum of transition frequencies (anharmonic potentials). For a detailed discussion
of the validity of the secular approximation we refer the reader to [156].
Chapter 4
Theorems of time-dependent density
functional theory for open quantum
systems
4.1 Introduction
In the first two chapters we have presented TDDFT and OQS as two separate
theories. While the theory of OQS treats the bath degrees of freedom in an ap-
proximate way to simplify calculations, traditional OQS treats the system degrees of
freedom exactly. However, if the system consists of interacting electrons described by
the Hamiltonian in Eq. 2.1, this will not be possible and one must treat the system
degrees of freedom approximately as well. By treating the electronic system degrees
of freedom using TDDFT and the bath degrees of freedom using OQS, we arrive at
an entirely new theory (OQS-TDDFT) which allows for a computationally tractable
description of electronic systems interacting with an environment.
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Before discussing approximate functionals or applications, we will need to prove
theorems analogous to those presented in section 2.2 in order to establish OQS-
TDDFT as a formally exact theory. In the next section we will establish an analogous
VL construction and RG theorem for OQS-TDDFT. In contrast to usual TDDFT,
we will see that in OQS-TDDFT there are several different KS schemes one can
use which will be useful in different situations. We will see that it is possible to
construct an open KS system of non-interacting electrons interacting with a bath,
but we will also see that it is possible to construct a closed system of non-interacting
electrons as in usual TDDFT, that reproduces the density of an interacting OQS. In
Chapter 5 we will discuss exact properties of functionals for this closed KS scheme
by investigating an exactly solvable model system and in Chapter 6 we will formulate
the linear response version of OQS-TDDFT using the open KS scheme, which gives
rise to environmentally broadened absorption spectra. We now present the theorems
of OQS-TDDFT, starting with the VL construction.
4.2 The Van Leeuwen construction for generalized
quantum master equations
In order to formally establish an OQS-TDDFT starting from the many-body quan-
tum master equation in Eq. 3.12, we must first establish the open-systems version
of the van Leeuwen construction [247]. This proves a one-to-one mapping between
densities and potentials for non-unitary dynamics, as well as the existence of several
different KS schemes [277, 278].
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Our starting point is the master equation of Eq. 3.12, which evolves under the
many-electron Hamiltonian in Eq. 2.1. We may now state a theorem concerning the
construction of an auxiliary system.
Theorem: Let the original system be described by the density matrix ρˆS(t), which
starting as ρˆS(0) evolves according to Eq. 3.12. Consider an auxiliary system associ-
ated with the density matrix ρˆ′S(t) and initial state ρˆ
′
S(0), which is governed by the
master equation
∂ρˆ′S(t)
∂t
= −ı[Hˆ ′S(t), ρˆ′S(t′)] +
∫ t
0
dt′K˘ ′(t, t′)ρˆ′S(t
′) + Ξ′(t) (4.1)
and with K˘ ′(t, t′) and Ξ′(t) fixed. Here,
Hˆ ′S(t) = −
1
2
N∑
i=1
∇2i +
N∑
i<j
v′ee(ri, rj) +
∑
i
v′ext(ri, t), (4.2)
is the Hamiltonian of an auxiliary system with a different two-particle interaction
v′ee(r, r
′). Under conditions discussed below, there exists a unique external potential
v′ext(r, t) which drives the system in such a way that the particle densities in the
original and the auxiliary systems are the same, i.e. 〈nˆ(r)〉′ = 〈nˆ(r)〉 is satisfied for
all times, where 〈nˆ(r)〉 ≡ Tr{ρˆS(t)nˆ(r)} = n(r, t).
Proof : The method we use closely parallels the van Leeuwen construction given for
unitary evolution [247]. By using Eq. 3.12 we can find an equation of motion for the
second derivative of the particle density of the original system. This is done by first
deriving the equation of motion for the particle density
∂〈nˆ(r)〉t
∂t
= −∇ · 〈ˆj(r)〉t + Tr
{
nˆ(r)
[∫ t
0
dt′K˘(t, t′)ρˆS(t′) + Ξ(t)
]}
, (4.3)
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as well as for the current density,
∂〈ˆj(r)〉t
∂t
= −〈nˆ(r)〉t
m
∇vext(r, t) + -D(r, t) +
-F(r, t)
m
+ -G(r, t). (4.4)
We then differentiate both sides of Eq. 4.3 with respect to time and use Eq. 4.4 to
eliminate the current. One thus arrives at,
∂2〈nˆ(r)〉t
∂t2
= ∇ · {〈nˆ(r)〉t∇vext(r, t)/m − -D(r, t) − -F(r, t)/m − -G(r, t)} + J (r, t),
(4.5)
subject to the initial conditions
〈nˆ(r)〉′t=0 = 〈nˆ(r)〉t=0, (4.6a)
∂〈nˆ(r)〉′t
∂t
∣∣∣∣
t=0
=
∂〈nˆ(r)〉t
∂t
∣∣∣∣
t=0
. (4.6b)
i.e. we demand that the densities and their first derivatives be the same at the initial
time as in the usual VL construction. In Eq. 4.5, each term has a clear physical
interpretation. The quantity ∇vext(r, t) is proportional to the external electric field
acting on the system,
-D(r, t) = −1
4
∑
α,β
βˆ
∂
∂α
〈
∑
i
{vˆiα, {vˆiβ, δ(r− rˆi)}}〉 (4.7)
is the divergence of the stress tensor, where α, β = x, y, z label Cartesian indices, and
-F(r, t) = −〈
∑
i
δ(r− rˆi)
∑
j $=i
∇rivee(ri − rj)〉 (4.8)
is the internal force density caused by the pairwise potential. In addition to these
quantities which arise in usual TDDFT, we have defined two new quantities,
-G(r, t) = Tr
{
jˆ(r)
[∫ t
0
dt′K˘(t, t′)ρˆS(t′) + Ξ(t)
]}
(4.9a)
J (r, t) = ∂
∂t
T r
{
nˆ(r)
[∫ t
0
dt′K˘(t, t′)ρˆS(t′) + Ξ(t)
]}
, (4.9b)
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which are unique to OQS-TDDFT and arise from forces induced by the bath.
We can now repeat the same procedure in the primed system, to arrive at the
equation of motion for the second derivative of the density in terms of primed quan-
tities,
∂2〈nˆ(r)〉′t
∂t2
= ∇ · {〈nˆ(r)〉′t∇v′ext(r, t)/m− -D′(r, t)− -F ′(r, t)/m− -G ′(r, t)}+J ′(r, t).
(4.10)
If we subtract Eq. 4.5 from Eq. 4.10 and demand that 〈nˆ(r)〉′t = 〈nˆ(r)〉t, we arrive at
the equation
−∇ · [〈nˆ(r)〉t
m
∇(∆v′ext(r, t))] = −∇ · [ -D′(r, t) +
-F ′(r, t)
m
+ -G ′(r, t)] + J ′(r, t)
+∇ · [ -D(r, t) +
-F(r, t)
m
+ -G(r, t)]− J (r, t), (4.11)
where we have defined ∆v′ext(r, t) ≡ v′ext(r, t)− vext(r, t). We now expand both sides
of Eq. 4.11 in a Taylor series with respect to time to arrive at
−∇ · [n0(r)∇v′ext;l(r)] = −∇ · [n0(r)∇vext;l(r)]
−∇ ·
[
m -D′l(r) + -F ′l (r) +m-G ′l(r)
]
+mJ ′l (r, t)
+∇ ·
[
m -Dl(r) + -F l(r) +m-Gl(r)
]
−mJ l(r, t)
+∇ ·
l∑
k=1
nk(r)∇
[
∆v′ext;l−k(r)
]
. (4.12)
The left-hand side of Eq. 4.12 contains Taylor coefficients of v′ext(r, t) of order l,
while the right-hand side depends only on Taylor coefficients of v′ext(r, t) of order
k < l and known quantities. Equation 4.12 can therefore be regarded as a unique
recursion relation for constructing the Taylor coefficients of the auxiliary potential
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v′ext(r, t), once a suitable boundary condition is specified. We assume that v
′
ext;l(r)→ 0
sufficiently quickly as |r|→∞ for all l as in usual TDDFT. A more detailed discussion
of this boundary condition is given in [247].
Several different KS schemes are now evident. If one sets v′ee(r, r
′) = 0, but keeps
the system open by setting K˘ ′(t) = K˘KS(t) and Ξ′(t) = ΞKS(t), the auxiliary system
is a non-interacting, but open KS system. This is similar to the construction used in
[38], but encompasses the non-Markovian case as well. However, one may also choose
v′ee(r, r
′) = 0 and K˘ ′(t) = Ξ′(t) = 0, whereby the density of the original open system
is reproduced with a closed (unitarily evolving) and non-interacting KS system.
The OQS-TDDFT version of the Runge-Gross theorem, which is proven by setting
v′ee(r, r
′) = vee(r, r′), K˘ ′(t) = K˘(t) and Ξ′(t) = Ξ(t) in Eq. 4.12, requires only that
the potential be time-analytic as in usual TDDFT. However, once one considers an
auxiliary system with a different electron-electron interaction and/or system-bath
coupling, all quantities appearing in Eq. 4.12 must be time-analytic, including the
density, memory kernel and initial correlation terms in both the primed and unprimed
systems. As discussed in [146], it is possible for time-analytic potentials to generate
densities that are not time-analytic. It seems plausible that a similar situation could
arise in OQS-TDDFT, where certain potentials, initial states or memory kernels could
produce densities that are not time-analytic and so the OQS-TDDFT van Leeuwen
theorem might not hold. However, this still needs to be investigated more extensively.
Also, as stated, the theorem assumes that the memory kernel and initial correlations
do not depend on the external potential. In fact, this restriction is not essential as
discussed in detail in [278].
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4.3 The closed Kohn-Sham scheme of OQS-TDDFT
In the previous section, we saw that it is possible to take the KS system to be a
non-interacting system evolving unitarily under a time-dependent driving field that
will reproduce the density of the original interacting OQS. In this scheme, the KS
potential v′ext can be partitioned as
v′ext = vext + vh + vxc + vbath. (4.13)
Here, vext is the original external potential acting on the real system. The electron-
electron interaction is replaced by the sum of a Hartree term
vh =
∫
d3r′
〈nˆ(r′)〉t
|r− r′| , (4.14)
and a standard approximation to the exchange-correlation (xc) potential vxc, such as
an adiabatic functional [67]. Finally, vbath is a new term which represents a driving
field that mimics the interactions of the system with the bath. This KS scheme
places electron-electron and system-bath interactions on the same footing, so real-
time TDDFT computer codes could in principle be easily modified to include the
dissipative effects of an environment [43]. Such a scheme is computationally desirable,
since one would only need to propagate N orbital equations for an N-electron system
as in usual TDDFT. This is in contrast to a density matrix approach, where one
would need to propagate M2 − 1 equations for the elements of the density matrix,
with M being the (in principle infinite) dimensionality of the Hilbert space.
In usual TDDFT, the KS potential is a functional of the density and therefore the
KS equations can be regarded as nonlinear Schrodinger equations (NLSE). In OQS,
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equations of motion for systems coupled to heat baths are often described by Langevin
equations, where frictional forces are introduced through velocity-dependent poten-
tials (Stokes law) [288]. These frictional forces also give rise to a nonlinear Schrodinger
equation, since velocity-dependent potentials can be regarded as functionals of the
current or of time-derivatives of the density. Therefore, the search for approximations
to vbath could start by investigating work already done in the field of dissipative non-
linear Schro¨dinger equations [118, 119, 30, 86] and time-dependent self consistent field
(TD-SCF) methods [149, 137, 154]. In this section, we describe a simple Markovian
bath functional (MBF) inspired by a NLSE suggested by Kostin [118].
Consider a single particle in one dimension whose evolution is given by the NLSE,
ı
∂ψ
∂t
= Hψ, (4.15)
where
H =
p2
2m
+ vext + vbath, (4.16)
and p and vext are the momentum of the particle and the external potential respec-
tively. The dissipative potential is chosen to have the form
vbath(z, t) =
λ
2ı
ln
[
ψ(z, t)
ψ∗(z, t)
]
. (4.17)
This NLSE has the very interesting property that it satisfies the zero-temperature
Langevin equation for the expectation values of the particle’s position and momentum.
i.e.
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〈z˙〉 = 〈p〉
M
, (4.18)
〈p˙〉 = −
〈
∂vext(z, t)
∂z
〉
− λ〈p〉. (4.19)
Interestingly, vbath in Eq. 4.17 can be written as a functional of the density and current
as
vbath[〈nˆ(z′)〉t, 〈jˆ(z′)〉t] = λ
∫ z
−∞
dz′
〈jˆ(z′)〉t
〈nˆ(z′)〉t . (4.20)
This identification is very appealing, since the frictional force is proportional to the
space integral of the velocity field of the particle, 〈jˆ(z′)〉t/〈nˆ(z′)〉t. Furthermore,
the friction coefficient λ can be derived from a microscopic model of harmonic bath
modes [170, 232]. Note that vbath at a given time only depends on the momentum of
the particle at the same instant, implying that this NLSE is Markovian. This situation
can be obtained in the limit where the dynamics of the bath can be described as white
noise [179].
Although the discussion above has been given for a single particle, we can heuris-
tically propose Eq. 4.20 as a MBF for TDDFT. In practice, we can re-express vbath in
terms of the orbitals of a time-dependent single Slater determinant KS wavefunction
(orbital-dependent functional), Φ(t) = 1√
N !
det[φi(zj, t)] as
vbath(z, t) = λ
∫ z
−∞
dz′
∑
i |φi(z′, t)|2∇αi(z′, t)∑
i |φi(z′, t)|2
, (4.21)
where αi(z′, t) is the phase of the ith orbital. The extension of the functional to more
dimensions follows analogously, although the limits of integration must be studied
with care. In the higher dimensional case, the Kohn-Sham current may differ from
Chapter 4: Theorems of TDDFT for open quantum systems 73
the physical current by a purely transverse term and one must resort to a formulation
in terms of vector potentials using TDCDFT. Equation 4.21 is easy to implement
in a real-time propagation, and has been implemented for a model Helium system
interacting with a heat bath [278]. Non-Markovian extensions, as well as function-
als where several timescales of relaxation and dephasing exist, are currently under
development.
Neuhauser and Lopata [167] have recently reported an important result, which
could also be considered a MBF in our formalism. Their functional is inspired by
an optimal control approach, where they demand that the energy in the KS system
decays monotonically. They show that
vbath[〈jˆ(z′)〉t] =
∫
dz′a(z′)
∂〈jˆ(z′)〉t
∂t
jˆ(z) (4.22)
achieves such goal. This functional couples the time-derivative of the current density
to the current operator with a spatially dependent proportionality constant a(z′).
Their studies of a jellium cluster also show numerical robustness and provide a prac-
tical scheme to include dissipation in a real-time KS calculation. In Chapter 5 we
will discuss properties of the exact vbath for a model system and compare with the
approximate MBF of Eq. 4.20.
4.4 The open Kohn-Sham scheme of OQS-TDDFT
In section 4.2 we mentioned that one can construct a KS scheme by setting
v′ee(r, r
′) = 0, but keeping the system open by setting K˘ ′(t) = K˘KS(t) and Ξ′(t) =
ΞKS(t). In this scheme, the density of an interacting open system is reproduced
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by a system of non-interacting electrons interacting with a different auxiliary bath
described by the memory kernel K˘KS(t) and initial correlation term ΞKS(t). This
scheme has the advantage that dissipation is already accounted for in the KS system,
and the approximate functionals do not need to account for the entire effect of the
environment as in the closed KS scheme discussed in section 4.3 [226]. We will see
in Chapter 6 that the open KS scheme is well suited to linear response theory, while
for real-time propagation it has the disadvantage that one must propagate a density
matrix rather than a set of orbitals, which as we have mentioned is computationally
more demanding [277, 278].
In section 6.2 we will discuss the exact conditions that K˘KS(t) should satisfy
for the open KS scheme to be computationally useful, so we will only mention one
important property here. The KS Hamiltonian is a sum of single-particle terms since
it describes non-interacting electrons. i.e. HˆKS(t) =
∑N
i=1 hˆ(rˆi, pˆi; t). This means
that in the absence of interactions with an environment, the KS one-particle reduced
density matrix γˆ(t) ≡ Tr2,...N [ρˆ(t)] has a closed equation of motion because the
Hamiltonian cannot induce two-particle or higher-order correlations. In the language
of time-dependent reduced density matrix theory, this arises from the fact that the
BBGKY hierarchy closes at first-order if the Hamiltonian is non-interacting [110, 29,
31]. In order for the open KS scheme to be useful practically, this property must
be preserved, because if one needed to propagate higher-order KS density matrices
just to reproduce the density, the scheme would not be computationally useful. This
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implies that the KS memory kernel should be a sum of single-electron terms. i.e.
K˘KS(t) =
N∑
i=1
k˘(rˆi, pˆi; t). (4.23)
In this case, one can trace both sides of Eq. 4.1 over N − 1 electron coordinates
to arrive at a closed equation of motion for γˆ(t). In [38] a Lindblad equation for
the KS one-particle density matrix was derived using a Markovian superoperator of
the form in Eq. 4.23, while in chapter 6 we will derive an analogous KS Redfield
equation [226, 173].
4.5 Go¨rling-Levy perturbation theory and the dou-
ble adiabatic connection
The content of the proof presented in section 4.2 is conveniently summarized by
parametrizing the auxiliary system’s master equation with two coupling constants λ
and β as,
d
dt
ρˆ′S(λ, β, t) = −ı[Hˆ ′S(λ, β, t), ρˆ′S(λ, β, t)]+
β
{∫ t
0
dτ K˘ ′(t, τ ;λ)ρˆ′S(λ, β, τ) + Ξ
′(t;λ)
}
, (4.24)
where
Hˆ ′S(λ, β, t) = −
1
2
N∑
i=1
∇2i + λ
N∑
i<j
vee(ri, rj) +
∑
i
v′ext(λ, β, ri, t). (4.25)
Here, λ scales the electron-electron interaction and lies in the range 0 ! λ ! 1. When
λ = 1, we have a fully interacting system, while when λ = 0 we have a system of
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non-interacting electrons. The memory kernel and initial correlations are functions of
λ as well. Similarly, β scales the non-unitary terms in the master equation and lies in
the range 0 ! β ! 1. When β = 1, we have a fully open system while when β = 0 the
system evolves unitarily. The simple linear parameterization of Eq. 4.24 in terms of
β is not unique, and one could consider a more complicated parameterization where
K˘ ′ and Ξ′ depend on β as well. For instance, if one set β = ) from Eq. 3.2, then the
right hand side of Eq. 4.24 would contain all orders in β.
The theorem of section 4.2 guarantees the existence and uniqueness of a potential
v′ext(λ, β, r, t) for all λ and β, which drives the auxiliary system in such a way that
the true density is obtained independent of the values of λ and β. This can be viewed
as a two-dimensional extension of the usual electron-electron adiabatic connection
in closed-systems TDDFT [75]. It is depicted graphically in Figure 4.1. At the
coordinate (1,1), we have the original fully interacting and open system, while at
the coordinate (0,0) we have the non-interacting and closed KS scheme. Defining
K˘ ′(λ = 0) ≡ K˘KS and Ξ′(λ = 0) ≡ ΞKS as the memory kernel and initial correlations
of an open system of non-interacting electrons, we see that the point (1,0) describes
the open KS scheme. In the remainder of the thesis, we will focus on the points (0,0)
and (1,0). However, our proof shows that any coordinate lying within the double
adiabatic connection square represents a viable KS scheme.
In traditional Go¨rling-Levy (GL) perturbation theory, one perturbs about the
limit that the electron-electron interaction parameter λ is small [77, 75, 76, 78, 74].
This corresponds to performing perturbation theory about the line (β, 0) in the double
adiabatic connection square. In OQS-TDDFT one can also perturb about the limit
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Figure 4.1: The relevant points on the double adiabatic connection square are:
(1,1): The original interacting OQS; (1,0): The non-interacting yet open Kohn-
Sham scheme; (0,0): The non-interacting and closed Kohn-Sham scheme.
of small system-bath interaction in which the parameter β is small. This corresponds
to performing perturbation theory about the line (0,λ). In this way, one can derive a
variety of different functionals from this generalized GL perturbation theory scheme.
In Chapter 6 we will derive an approximate frequency dependent exchange-correlation
kernel by perturbing about the point (1, 0), which describes the open KS scheme. As
in DFT and TDDFT, the double adiabatic connection provides a powerful tool for
deriving exact conditions on OQS-TDDFT functionals and is currently being explored
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in more detail.
Having discussed the fundamental theorems of OQS-TDDFT, we now turn to a
detailed study of the closed KS scheme presented in section 4.3.
Chapter 5
Relaxation and dephasing in open
quantum systems time-dependent density
functional theory: Properties of exact
functionals from an exactly-solvable
model system
5.1 Introduction
In Chapter 4 we showed that the time-dependent density of an interacting OQS
can be reproduced with a non-interacting and closed (unitarily evolving) Kohn-Sham
system. In principle, the closed Kohn-Sham scheme is remarkably useful for real-
time dynamics, since it allows one to calculate any property of a many-body OQS
by unitarily propagating a set of one-particle orbital equations evolving in a local
potential. With suitable functionals, such a scheme could readily be implemented
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in existing real-time TDDFT codes [43, 152, 13]. In practice, the OQS-TDDFT
exchange-correlation potential is very complicated object. Not only does it have
initial-state and memory dependence as in usual TDDFT [144, 142, 140, 122], but it
must also be a functional of bath quantities such as the bath spectral density. As a
result, very few exact conditions are known about the exchange-correlation potential
of OQS-TDDFT.
In the present chapter, we study exact features of the OQS-TDDFT closed Kohn-
Sham scheme using an exactly-solvable one-electron model system: A single electron
in a one-dimensional harmonic potential evolving under the Lindblad master equation.
We study two representative limits of the dissipative dynamics: Pure dephasing and
relaxation with no pure dephasing. By focusing on a single electron, we are able to
isolate the part of the exact functional arising solely from interaction with the bath,
without the need to describe electron-electron interaction effects within the system.
The chapter is organized as follows. In section 5.2, we review the theory of OQS
for a many-electron system and the closed Kohn-Sham scheme presented in previous
work [278, 277]. Much of section 5.2 was discussed in previous chapters, but we repeat
it here so that the chapter is self-contained. Section 5.3 presents the model system to
be analyzed and discusses the procedure used to obtain exact Kohn-Sham quantities.
Section 5.4 presents results and an analysis. The chapter concludes with an outlook
and discussion of future challenges for the development of OQS-TDDFT functionals
in section 5.5.
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5.2 OQS-TDDFT using a unitary propagation
The formally exact many-body master equation
The starting point of many-body OQS is the unitary evolution for the full density
matrix of the system and the reservoir (we use the terms ”reservoir” and ”bath”
interchangeably throughout) ,
d
dt
ρˆ(t) = −ı[Hˆ(t), ρˆ(t)]. (5.1)
The full Hamiltonian is given by
Hˆ(t) = HˆS(t) + HˆR + Vˆ . (5.2)
Here,
HˆS(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
1
|ri − rj| +
∑
i
vext(ri, t), (5.3)
is the Hamiltonian of the electronic system of interest in an external potential vext(r, t).
This potential generally consists of a static external potential due to the nuclei and
an external time-dependent driving field. The system-bath coupling, Vˆ , is generally
assumed to be weak and is treated using perturbation theory in most applications.
Vˆ acts in the combined Hilbert space of the system and reservoir and so it couples
the two subsystems. HˆR is the Hamiltonian of the reservoir, which typically has a
dense spectrum of eigenstates relative to the system. The density of states of HˆR
determines the decay rate of reservoir correlation functions, whose time-scale in turn
determines the reduced system dynamics.
Defining the reduced density operator for the electronic system alone by tracing
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over the reservoir degrees of freedom,
ρˆS(t) = TrR{ρˆ(t)}, (5.4)
one arrives at the formally-exact quantum master equation,
d
dt
ρˆS(t) = −ı[HˆS(t), ρˆS(t)] +
∫ t
t0
dτK˘(t− τ)ρˆS(τ) + Ξ(t). (5.5)
Here, K˘(t− τ) is the memory kernel and Ξ(t) arises from initial correlations between
the system and its environment. It is referred to as the inhomogeneous term. The
above equation is still formally exact, as ρˆS(t) gives the exact expectation value of any
observable depending only on the electronic degrees of freedom. In practice, however,
approximations to K˘ and Ξ are required. Of particular importance in TDDFT is the
time-dependent electronic density,
n(r, t) = TrS{ρˆS(t)nˆ(r)}, (5.6)
where nˆ(r) =
∑N
i δ(r− rˆi) is the number density operator for the electronic system.
For OQS, the continuity equation is not strictly satisfied and is modified to
∂
∂t
n(r, t) = −∇ · TrS{ρˆS(t)ˆjp(r)}
+ Tr{nˆ(r)
(∫ t
t0
dτK˘(t− τ)ρˆS(τ) + Ξ(t)
)
}. (5.7)
Here, the first term is the divergence of the usual current arising in closed systems,
and is referred to as the ”Hamiltonian current”. The second term is a contribution
to the current due to scattering of electrons with particles in the bath and arises
from the non-unitary part of the evolution. One may define a “Dissipative current”
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by [69, 28],
−∇ · jdisp(r, t) = Tr{nˆ(r)
(∫ t
t0
dτK˘(t− τ)ρˆS(τ) + Ξ(t)
)
}. (5.8)
It will be seen later that the functional dependence of the Kohn-Sham potential on
jdisp(r, t) plays an important role in OQS-TDDFT.
The Markov approximation and Lindblad master equation
Without suitable approximations to the memory kernel K˘(t), solving eq. 6.5 is
not easier than solving the full system-bath dynamics described in eq. 5.1. One often
invokes the Markov approximation, in which the memory kernel is local in time, i.e.∫ t
t0
dτK˘(t− τ)ρˆS(τ) = D˘ρˆS(t). (5.9)
The Markov approximation is valid when τS - τB is satisfied, where τS is the time-
scale for the system to relax to thermal equilibrium and τB is the longest correlation
time of the bath. Roughly speaking, the memory of the bath can be neglected when
describing the reduced system dynamics, because the bath decorrelates from itself
before the system has had a chance to evolve appreciably. τS is inversely related
to the magnitude of system-bath coupling, and so a weak interaction between the
electrons and the environment is implicit in this condition as well.
The Lindblad form of the Markovian master equation,
D˘ρˆS(t) =
∑
mn
{
LmnρˆS(t)L
†
mn −
1
2
L†mnLmnρˆS(t)−
1
2
ρˆS(t)L
†
mnLmn
}
, (5.10)
is constructed to guarantee complete positivity of the density matrix [36]. This is de-
sirable, since the populations of any physically sensible density matrix should remain
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positive during the evolution.
As written in eq. 5.10, the Lindblad equation is simply a mathematical construc-
tion which is guaranteed to give a positive density matrix. However, the bath opera-
tors Lnm can be derived microscopically starting from a system-bath Hamiltonian of
the form given in eq. 5.2 [132]. In general, the operators Lnm will describe “jumps”
between eigenstates of HˆS induced by scattering of electrons with bath particles. We
will discuss specific forms of the Lnm in subsequent sections.
Open-interacting to closed-noninteracting mapping
In this section, we briefly outline the proof given in [278], whereby the density
of an interacting and open electronic system is reproduced using a closed and non-
interacting Kohn-Sham system.
Starting from the many-body master equation given in eq. 5.5, one considers
an auxiliary “primed” system described by a density matrix ρˆ′S(t), evolving with a
different Hamiltonian
Hˆ ′S(t) = −
1
2
N∑
i=1
∇2i +
N∑
i<j
α
|ri − rj| +
∑
i
v′(α, ri, t), (5.11)
at interaction strength α, and with different memory kernel K˘ ′(t) and initial correla-
tions Ξ′(t). This auxiliary system evolves under the master equation
d
dt
ρˆ′S(t) = −ı[Hˆ ′S(t), ρˆ′S(t)] +
∫ t
t0
dτK˘ ′(t− τ)ρˆ′S(τ) + Ξ′(t). (5.12)
Following a construction similar in spirit to [247], one is able to prove that there
exists a unique local potential v′(α, r, t) for the auxiliary system, at any interaction
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strength α, and for arbitrary K˘ ′(t − t′) and Ξ′(t) (with some restrictions discussed
in [278]), such that
n(r, t) = TrS{ρˆS(t)nˆ(r)} = TrS{ρˆ′S(t)nˆ(r)} (5.13)
is satisfied for all times. This means that for a fixed open and interacting system,
one can always construct an auxiliary system with different electron-electron and
system-bath interactions, such that the potential v′(α, r, t) enforces the correct density
evolution. If one sets α = 0, but keeps K˘ ′(t) = K˘(t) and Ξ′(t) = Ξ(t) then the
auxiliary system is a non-interacting, but open Kohn-Sham system. This is similar to
the construction used in [38, 226], but encompasses the non-Markovian case as well.
However, one may also choose α = 0 and K˘ ′(t) = Ξ′(t) = 0, whereby the density of
the original open system is reproduced with a closed and non-interacting Kohn-Sham
system. In this case, the density matrix in the auxiliary system is a pure state given
by
ρˆ′S(t) = Φ
∗(t)Φ(t), (5.14)
where Φ(t) is a single Slater determinant. This determinant is constructed by prop-
agating a set of single-particle orbital equations,
ı
∂
∂t
φi(r, t)
{
− 1
2
∇2 + vks(r, t)
}
φi(r, t) (5.15)
as in usual TDDFT. The density of the original interacting and open system is then
simply obtained by square-summing the orbitals. i.e.
n(r, t) =
∑
i
|φi(r, t)|2 = TrS{ρˆS(t)nˆ(r)}. (5.16)
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In analogy to usual TDDFT, the Kohn-Sham potential is partitioned as
vks(r, t) = vext(r, t) + vh(r, t) + v
open
xc (r, t), (5.17)
where vh(r, t) is the Hartree potential and the unknown functional vopenxc (r, t) accounts
for electron-electron interaction within the system as well as interaction between the
system and bath. Ideally, these two contributions well be additive, so that one may
use standard adiabatic functionals to account for electron-electron interaction within
the system and construct dissipative bath functionals to account for system-bath
coupling. In general,
vopenxc (r, t) = v
open
xc (r, t)[n, K˘,Ξ, ρˆS(0),Φ(0)]. (5.18)
Formally, the open-systems exchange-correlation potential is a functional not only
of the density, but also of the memory kernel, inhomogeneous term and initial state
of the interacting open system, as well as the initial state of the closed Kohn-Sham
system.
5.3 An exactly solvable model system
In this section, we construct the exact OQS-TDDFT Kohn-Sham potential for an
exactly-solvable model system: one electron in a harmonic well evolving under the
Lindblad equation. Our analysis focuses on two limiting cases of the Lindblad master
equation. The first limit is that of pure dephasing without relaxation in which the
bath decoheres the system, but no energy is exchanged. The second limit is that of
relaxation with no pure dephasing.
Chapter 5: Relaxation and dephasing in open quantum systems TDDFT: Properties
of exact functionals from an exactly-solvable model system 87
Construction of the exact OQS functional
With the system Hamiltonian given by
HˆS = −1
2
d2
dx2
+
1
2
ω2x2, (5.19)
the Lindblad equation
d
dt
ρˆS(t) = −ı[HˆS, ρˆS(t)]
+
∑
mn
{
LmnρˆS(t)L
†
mn
− 1
2
L†mnLmnρˆS(t)−
1
2
ρˆS(t)L
†
mnLmn
}
(5.20)
can be solved exactly to obtain ρˆS(t). The exact time-dependent OQS density can
then be constructed using eq. 5.6. With an exact OQS density, it is a simple exercise
to construct the closed Kohn-Sham system which reproduces this density using a
unitary evolution. In this section we work in one dimension, but the formulas apply
to higher dimensions as well.
For one electron, there is a single occupied Kohn-Sham orbital given by [92, 91, 10]
φ(x, t) =
√
n(x, t)eıα(x,t). (5.21)
By construction, this orbital must evolve under the time-dependent Kohn-Sham equa-
tion
ı
∂
∂t
φ(x, t) =
{− 1
2
d2
dx2
+ vs(x, t)
}
φ(x, t), (5.22)
in such a way that the true OQS density is reproduced for all times, i.e.
n(x, t) = |φ(x, t)|2 = TrS{ρˆS(t)nˆ(x)}. (5.23)
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Here,
vks(x, t) = vext(x) + vh(x, t) + v
open
xc (x, t) (5.24)
is the OQS-TDDFT Kohn-Sham potential. We now substitute eq. 5.21 in eq. 5.22
and use the fact that for one electron, the exchange potential exactly cancels the
self interaction in the Hartree potential. The result is an exact expression for the
OQS-TDDFT correlation potential in terms of known quantities,
vopenc (x, t) = −
∂
∂t
α(x, t)− 1
2
[
∂
∂x
α(x, t)
]2
+
1
4n(x, t)
∂2
∂x2
n(x, t)
− 1
8n(x, t)2
[
∂
∂x
n(x, t)
]2
− vext(x). (5.25)
As in [238, 91], it is instructive to separate vopenc (x, t) into an adiabatic and dy-
namical part,
vopenc (x, t) = v
dyn
c (x, t) + v
ad
c (x, t). (5.26)
Here,
vadc (x, t) =
1
4n(x, t)
∂2
∂x2
n(x, t)− 1
8n(x, t)2
[
∂
∂x
n(x, t)
]2
− vext(x), (5.27)
is the exact functional of ground-state DFT for one electron, or two electrons in a
spin-singlet evaluated on the instantaneous OQS density [66] . The dynamical part,
vdync (x, t) = −
∂
∂t
α(x, t)− 1
2
[
∂
∂x
α(x, t)
]2
, (5.28)
is a strictly-dynamical contribution which vanishes when the system is in thermal
equilibrium. From the generalized continuity equation, eq. 5.7, one finds that the
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phase of the Kohn-Sham orbital is given by
− ∂
∂x
α(x, t) =
j(x, t)
n(x, t)
+
jdisp(x, t)
n(x, t)
. (5.29)
We see that for OQS, the dynamical correlation potential vdync (x, t) contains a con-
tribution from the Hamiltonian current that is also present in usual TDDFT. In
addition, there is a new contribution from the bath arising through jdisp. Therefore,
the OQS correlation potential is a functional not only of the Hamiltonian current,
but the dissipative current as well. In the following, we will consider the two limiting
cases mentioned above: Pure dephasing without relaxation and relaxation without
pure dephasing.
Pure dephasing without relaxation
We first consider a situation in which the OQS evolves under a Lindblad master
equation which induces pure dephasing, but no relaxation [156, 48, 36, 192]. In this
case, the Lindblad operators are diagonal in a basis of eigenstates of eq. 5.19 and
given by
Lmn = δmn
√
γm
2
|m〉〈m|, (5.30)
where |m〉 is the mth eigenstate of the oscillator. Since the operators Lm are diag-
onal, the populations ρmm(t) remain unchanged as the system evolves. This implies
that energy is conserved during the evolution, as the bath cannot drain energy away
from the system. However, the coherences given by the off-diagonal density matrix
elements, ρnm(t), decay exponentially with a rate given by
τmndecoherence =
1
2
(γm + γn). (5.31)
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Pure dephasing describes a situation in which system-bath collisions are elastic, so
that the bath decoheres the system without exchanging energy.
Relaxation without pure dephasing
Next, we consider the case of relaxation without pure dephasing, in which the
Lindblad operators are strictly off-diagonal [156]. i.e.
Lmn =
√
γmn|m〉〈n|, m '= n
Lmn = 0, m = n. (5.32)
In order to ensure that the populations of the equilibrium solution obey detailed
balance, one also requires that
γmn = e
βωmnγnm, (5.33)
where β = 1kBT is the inverse temperature. With the Lindblad operators given by eq.
5.32, the populations evolve according to
d
dt
ρnn(t) =
∑
m
γnme
−βωnmρmm(t)− ρnn(t)
∑
m
γmne
−βωmn . (5.34)
The first term in eq. 5.34 expresses the rate at which population is transferred to ρnn
from all other populations m '= n, while the second term expresses the rate at which
population leaves ρnn. It can be readily verified that the right hand side of eq. 5.34
vanishes at equilibrium where ρeqnn =
e−βEn∑
m e
−βEm and these two rates balance.
The coherences evolve according to
d
dt
ρnm(t) =
{
− 1
2
∑
l
γlne
−βωln − 1
2
∑
l
γlme
−βωlm
}
ρnm(t). (5.35)
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This shows that even in the absence of pure dephasing, relaxation still necessarily
implies decoherence. For the special case of a two-level system, one can readily see
from eq’s. 5.34 and 5.35 that the decoherence rate is exactly half of the relaxation
rate. This is analogous to the ubiquitous phenomenological formula from NMR spec-
troscopy
1
T2
=
1
2T1
+
1
T ∗2
, (5.36)
relating the time-scale for decoherence T2, to that of relaxation T1 and pure dephasing
T ∗2 [156, 194]. In the absence of pure dephasing, the time-scale for decoherence is twice
that of relaxation, which is confirmed by eq’s. 5.34 and 5.35.
5.4 Results and analysis
We now present and analyze the results of the inversion procedure mentioned in the
previous section for obtaining the exact Kohn-Sham quantities. For all calculations,
we choose the initial state of the OQS to be the pure state
|ψ(0)〉 = 1√
2
(|0〉+ |1〉), (5.37)
which corresponds to a density matrix with initial elements ρ00(0) = ρ11(0) = ρ10(0) =
ρ01(0) =
1
2 and all other entries equal to zero. The frequency of the oscillator is taken
to be ω = 1.
For the pure dephasing case, we choose the parameters γ0 = γ1 = 0.15 a.u., leading
to a decay of the initial coherence between |0〉 and |1〉 at a rate of τ 01decoherence = 0.15
a.u. as given by eq. 5.31.
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For the case of relaxation without pure dephasing, we choose the population trans-
fer rate from |1〉 to |0〉 to be γ01 = 0.3 a.u. and the inverse temperature to be β = 1.
Using eq. 5.33, this gives γ10 =
γ01
e ≈ 0.11 a.u. and γ20 = γ01e2 ≈ 0.04 a.u. At this
relatively low temperature, the transfer rates to excited states higher than |2〉 are
sufficiently small that they can be neglected. Using eq. 5.35, the decay of the initial
coherence between |0〉 and |1〉 is found to be τ 01decoherence = γ012 (1+ 1e) ≈ 2.1 a.u. These
parameters all correspond to underdamped motion in which the decay to equilibrium
occurs on a much longer time-scale than the oscillation period of the system. This
condition is implicit in the assumption of weak system-bath coupling.
The density, current and dissipative current
In Figures 5.1 and 5.2, we plot the density, current density and dissipative current
density as a function of time for the pure dephasing and relaxation without pure de-
phasing master equations respectively. Since we have chosen parameters correspond-
ing to weak system-bath coupling, the dissipative current jdisp(x, t) is significantly
smaller than the Hamiltonian current j(x, t), by approximately a factor of τ 01decoherence
for the pure dephasing case. In the figures, we have multiplied jdisp(x, t) by a factor
of 5 to make it more visible.
In Figure 5.1, we see that the coherences decay exponentially in time as the
density oscillates in the harmonic well, while the populations remain unchanged, as
expected for pure dephasing. In the absence of coupling to the bath, time translational
invariance would imply that the snapshots in the right hand column would be the
same as those on the left, which occur at a time t = 2pi earlier. The loss of coherence
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manifests itself in the decay of the currents and changing density profile as the system
evolves toward the fully mixed state ρ00 = ρ11 =
1
2 , ρ10 = ρ01 = 0 at equilibrium,
which is an incoherent sum of the ground and first excited states. One can also see
that the dissipative current is proportional to the spatial integral of the real part of the
coherence, and lags the hamiltonian current by a phase of pi2 which is proportional the
spatial integral of the imaginary part. Only the real part of the coherence contributes
to the density evolution.
The contribution to the density from the coherences is antisymmetric about the
origin, while the contribution from the populations is symmetric. When these two
contributions are superposed, the density acquires an asymmetric profile, which can
be seen at integer multiples of pi where the coherent contribution is a maximum. At
half integer multiples of pi, the contribution from the real part of the coherences in-
stantaneously vanishes and the density becomes symmetric. In contrast, the currents
are always perfectly symmetric about the origin since they are proportional only to
the spatial integral of the antisymmetric coherences.
In Figure 5.2, we see that in addition to decoherence there is population transfer,
since we have included energy relaxation in the master equation. By t = 7pi2 , the
system has already nearly approached the equilibrium state
ρˆS(t =∞) = 1
1 + e−βω
|0〉〈0|+ e
−βω
1 + e−βω
|1〉〈1|, (5.38)
which for the parameters we have chosen corresponds to ρ00(t = ∞) ≈ 0.73 and
ρ11(t = ∞) ≈ 0.27. Since the equilibrium density is dominated by the ground-state,
it is nearly gaussian, but slightly flattened due to a mixing in of the first excited state.
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The dissipative current has a similar profile to that seen in [69], which results from
the fact that population transfer generates no Hamitonian current, but does give rise
to a change in the density which must be compensated by jdisp(x, t).
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Figure 5.1: Time evolution of the density n(x, t) (red-solid), the Hamiltonian current
j(x, t) (green-dot-dashed) and the dissipative current jdisp(x, t) (blue-dotted), for the
pure dephasing master equation. jdisp(x, t) has been scaled by a factor of 5 to make
it more visible in the figure. vext(x) =
1
2ω
2x2 (green-dashed) is shown for reference as
well.
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Figure 5.2: Time evolution of the density n(x, t) (red-solid), the Hamiltonian current
j(x, t) (green-dot-dashed) and the dissipative current jdisp(x, t) (blue-dotted), for the
master equation including relaxation with no pure dephasing. jdisp(x, t) has been
scaled by a factor of 5 to make it more visible in the figure. vext(x) =
1
2ω
2x2 (green-
dashed) is shown for reference as well.
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The exact Kohn-Sham potential, Kohn-Sham orbitals and den-
sity matrices
In Figures 5.3 and 5.4, we show the full Kohn-Sham potential and its dynamical
contribution (eq. 5.28) for the density evolution presented in Figures 5.1 and 5.2
respectively. In Figure 5.5, we plot the density and dynamical potential vdync (x, t)
as a function of space and time for the pure dephasing case as well. Examining
Figures 5.3 and 5.5, we see that for pure dephasing, the dynamical potential becomes
extremely repulsive in regions where the contribution to the density arising from
the coherences in the OQS density matrix is large. For instance, at t = pi, the
contribution to the density from the coherences is positive for x < 0 and negative
for x > 0. Likewise, vdync (x, t) is positive for x < 0 and negative for x > 0, which
corresponds to a field which will tend to suppress the coherent part of the density.
For t = 2pi, the sign of the coherent part of the density is reversed and vdync (x, t) is
as well, again corresponding to a potential which redistributes the density so as to
suppress its coherent contribution. This behavior gives us some insight into how the
Kohn-Sham system is able to use a unitary evolution to mimic the effect of the bath.
In the Kohn-Sham system, decoherence is effectively converted into a control problem,
in which the local time-dependent field vdync (x, t) drives the density in the same way
that collisions with the bath would in the true open system. This is a complicated
task, since not only must vdync (x, t) drive down the coherences, but it must do so
without affecting the contribution to the density from the populations. The situation
is somewhat different in Figure 5.4, since now the potential not only suppresses the
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coherent density evolution, but it also transfers population from the first excited state
to the groundstate to reach the thermal equilibrium density distribution.
At t = 0, the Kohn-Sham potentials appear to be extremely large, however this
occurs in a region of space where the density vanishes and has little effect on the
dynamics. At long times, one sees that the dynamical potential decays, while in the
pure dephasing case, the full Kohn-Sham potential acquires a double well structure.
This corresponds to the adiabatic Kohn-Sham potential (eq. 5.27) evaluated on the
fully mixed, equilibrium-state density. In Figure 5.4, the double well structure is less
pronounced, since the equilibrium state is dominated by the ground state for which
the adiabatic potential reduces to vext (up to a constant), which is parabolic. In
Figures 5.6 and 5.7, the Kohn-Sham orbital corresponding to the two different master
equations is shown. The imaginary part of the orbital arises from the Hamitonian
current as in usual TDDFT, but also has a contribution from the dissipative current.
At long times, the currents decay and so the imaginary part vanishes while the real
part is simply given by
√
n(x, t). In the long-time limit, this orbital must reduce
to an eigenstate of the adiabatic Kohn-Sham potential evaluated on the equilibrium
OQS density. In this way, the Kohn-Sham system reproduces the correct equilibrium
density of a mixed-state density matrix using a pure-state wavefunction. In principle,
this wavefunction need not be the ground state, but it is in the cases studied here.
Lastly, we show the real part of the real-space density matrices for both the Kohn-
Sham system and the true OQS in Figures 5.8 and 5.9. In the Kohn-Sham case, this
is simply the pure-state density matrix
ρks(x, x
′, t) = φ∗(x, t)φ(x′t), (5.39)
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Figure 5.3: Time evolution of the density n(x, t) (red-solid), the full Kohn-Sham
potential vks(x, t) = vopenc (x, t) + vext(x) (green-dot-dashed) and the dynamical corre-
lation potential vdync (x, t) (blue-dotted) for the pure dephasing master equation. Note
the change of scale for the t = 0 frame. vext(x) =
1
2ω
2x2 (green-dashed) is shown for
reference as well.
Chapter 5: Relaxation and dephasing in open quantum systems TDDFT: Properties
of exact functionals from an exactly-solvable model system 99
!3 !2 !1 1 2 3 x
10
20
30
t"0
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"2 Π
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"Π2
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"5 Π2
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5t"Π
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"3 Π
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"3 Π2
!3 !2 !1 1 2 3 x
!1.5
!1.0
!0.5
0.5
1.0
1.5
t"7 Π2
Figure 5.4: Time evolution of the density n(x, t) (red-solid), the full Kohn-Sham
potential vks(x, t) = vopenc (x, t) + vext(x) (green-dot-dashed) and the dynamical corre-
lation potential vdync (x, t) (blue-dotted) for the master equation including relaxation
with no pure dephasing. Note the change of scale for the t = 0 frame. vext(x) =
1
2ω
2x2
(green-dashed) is shown for reference as well.
Chapter 5: Relaxation and dephasing in open quantum systems TDDFT: Properties
of exact functionals from an exactly-solvable model system 100
!2
0
2
x
Π
2 Π
3 Π
t
a!
!2
0
2
x Π
2 Π
3 Π
t
b!
!2
0
2
x Π
2 Π
3 Π
t
c!
Figure 5.5: a) The density n(x,t), b) the exact dynamical correlation potential
vdync (x, t) and c) the Markovian bath functional (MBF), v
dyn,MBF
c (x, t) for the pure
dephasing master equation during the entire duration of the simulation shown as a
function of space and time.
while in the OQS case it is the position representation of the solution to eq. 5.20,
ρopen(x, x
′, t) = 〈x|ρˆS(t)|x′〉. (5.40)
Since we start in a pure-state at t = 0, the Kohn-Sham density matrix coincides with
that of the true OQS. As the system evolves, the two begin to differ as the true density
matrix looses purity while that of the Kohn-Sham system does not. However, it can
be seen that at all times ρks(x, x, t) = ρopen(x, x, t) = n(x, t) and the Kohn-Sham
system reproduces the true OQS density on its diagonal.
In both Figure 5.8 and Figure 5.9, we see that the Kohn-Sham density matrix has
large off-diagonal support which is not present in the true density matrix. This is
consistent with the fact that the Kohn-Sham density matrix must remain idempotent.
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Figure 5.6: Time evolution of the density n(x, t) (red-solid), the real part of the Kohn-
Sham orbital 0eφ(x, t) (green-dot-dashed) and the imaginary part of the Kohn-Sham
orbital .mφ(x, t) (blue-dotted), for the pure dephasing master equation. vext(x) =
1
2ω
2x2 (green-dashed) is shown for reference as well.
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Figure 5.7: Time evolution of the density n(x, t) (red-solid), the real part of the Kohn-
Sham orbital 0eφ(x, t) (green-dot-dashed) and the imaginary part of the Kohn-Sham
orbital .mφ(x, t) (blue-dotted), for the master equation including relaxation with no
pure dephasing. vext(x) =
1
2ω
2x2 (green-dashed) is shown for reference as well.
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Figure 5.8: Time evolution of the real part of the Kohn-Sham density matrix
0eρks(x, x′, t) (left column) and true OQS density matrix 0eρopen(x, x′, t) (right col-
umn) for the pure dephasing master equation.
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i.e. ∫
dx
∫
dx′|ρks(x, x′, t)|2 = 1, (5.41)
while for the true system, ∫
dx
∫
dx′|ρopen(x, x′, t)|2 < 1. (5.42)
The Kohn-Sham density matrix is able to satisfy eq. 5.41 by increasing the off-
diagonal regions and thus compensating for the lost volume in the true density matrix
without affecting the density.
The Markovian bath functional
Our analysis of the exact OQS-TDDFT functional also sheds some light on the
Markovian bath functional (MBF) that we first presented in [278]. In the MBF, one
approximates the dynamical correlation potential as
vdync (x, t) ≈ vdyn,MBFc (x, t) ≡ λ
∫ x
−∞
j(x′, t)
n(x′, t)
dx′, (5.43)
where λ is a fitted parameter. In this approximation, one neglects the contribution
to vdync (x, t) arising from the second term in eq. 5.28 involving gradients of the phase
and one also neglects the contribution from the dissipative current. The first ap-
proximation is valid when the phases are spatially slowly varying, while the second
approximation is valid if the coupling to the bath is weak. Lastly, one assumes
d
dt
α(x, t) ∝ −λα(x, t). (5.44)
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i.e. the phase of the orbital is exponentially damped, which is valid in the Markovian
limit. The MBF is a simple yet practical functional as it only involves knowledge
of the Hamiltonian current and density at each instant in time. It can readily be
implemented in real-time codes with existing propagation schemes [167]. Numerical
simulations of dissipation of excited states of a model Helium atom show promising
results, notwithstanding the simplicity of the MBF [278].
In Figure 5.5, we show a comparison of the MBF vdyn,MBFc (x, t) and the exact
functional vdync (x, t) for the pure dephasing master equation of the model system
presented in the previous sections. The fitted decay parameter is taken to be the
decoherence rate in the master equation. i.e. λ = τ 01decoherence = 0.15. This is nat-
ural since it is the only decoherence timescale in the problem. The MBF is seen to
reproduce the long-time behavior of the exact dissipative potential reasonably well,
however it deviates significantly for short times. This arises from the fact that the
Markov approximation only provides an adequate description of the dynamics for
times longer than the decoherence time. At much shorter times it is not in general
valid. In Figure 5.5, we see that this is roughly the timescale for the MBF to become
accurate. Also, because the MBF neglects the dissipative current which is out of
phase with the Hamiltonian current, there is a slight phase shift in the MBF with
respect to the exact dissipative functional which contains both current contributions.
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5.5 Conclusion and outlook
In summary, in this chapter we have explored the behavior of the exchange-
correlation potential for dissipative open quantum systems using an exactly-solvable
one-electron system. The two limiting cases (pure dephasing and relaxation) pro-
vided insights into the time-dependence and form of the dissipative potential that
will need to be described in OQS-TDDFT functionals. We explored the behavior of
the closed auxiliary Kohn-Sham system, as the system evolves under decoherence and
relaxation. This is valuable information for the development of many-body, realistic
bath functionals for OQS-TDDFT.
We have seen that the Kohn-Sham system mimics the effect of a bath by uni-
tarily evolving with a dynamical potential, which depends on both the Hamitonian
and dissipative currents. For a pure dephasing master equation, this potential tends
to suppress the coherent part of the density evolution in a delicate way so that en-
ergy is still conserved and populations remain unchanged. When relaxation is also
present, the potential drains energy away from the system and reaches an equilibrium
distribution which satisfies detailed balance.
When dealing with a many-electron system, one expects that the functionals
should retain some of the same features as in the one-electron case studied here,
however, there are some fundamental differences. Firstly, one does not know the
many-electron eigenstates a priori and so it is generally not possible to explicitly
write down Lindblad operators in terms of these eigenstates as was done in eq. 5.20.
Instead, one should start from a master equation written in terms of effective single-
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particle eigenstates, such as a basis of orbitals from an equilibrium-state Kohn-Sham-
Mermin calculation [115, 38, 226].
Secondly, the simple form of the dynamical functional expressed in eq. 5.28 no
longer holds. In the simulation we have considered here, there are only two relevant
levels involved in the dynamics. In general, for a many-level system the bath will
induce different relaxation and dephasing rates for different eigenfrequencies of the
system, depending on the bath spectral density [156, 244, 36]. Rather than simply
coupling to the currents in a semi-time-local manner as in eq. 5.28, the exact functional
will need to damp different Fourier components of the current at different rates. In
the time-domian, this corresponds to a complicated memory-dependence on both
the Hamiltonian and dissipative currents at earlier times. The form of this memory-
dependence should clearly depend on the bath spectral density, but its exact structure
will need to be investigated in future work.
In some respects, OQS-TDDFT functionals are similar to existing current-dependent
functionals in TDCDFT, where frequency-dependent dissipation arises due to cou-
pling to currents at earlier times via a stress tensor [254, 255, 52, 265]. However, the
physical origin of the dissipation is very different in the two theories. In TDCDFT, the
frequency dependence of the stress tensor depends on viscoelastic coefficients derived
from the uniform electron gas. In contrast, the OQS-TDDFT functional depends on
the spectral density of a bosonic bath such as phonons or photons.
Chapter 6
Time-dependent density functional theory
of open quantum systems in the linear
response regime
6.1 Introduction
Due to its attractive balance between accuracy and efficiency, time-dependent
density functional theory (TDDFT) has seen a tremendous growth of applications
in recent years. These range from optical properties of molecules, clusters and
solids, to optimal control theory and real-time dynamics of species in intense laser
fields [201, 153, 40, 143, 190, 128]. TDDFT has been particularly successful at
calculating optical response properties of electronic systems in the linear response
regime [181]. In most quantum chemical codes, excitation energies and oscillator
strengths are extracted by solving a pseudo-eigenvalue equation, originally formu-
lated by Casida [42]. The Casida equations are derived by considering the linear
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density response of an interacting system and corresponding non-interacting Kohn-
Sham system, both undergoing unitary evolution. If the Casida equations are solved
using the ubiquitous adiabatic approximation (ATDDFT) within a discrete basis set,
the resulting eigenvalues are real. This gives rise to a discrete absorption spectrum
of delta function peaks.
In experimentally observed spectra, line broadening arises from a variety of dif-
ferent mechanisms, several of which have been explored already within LR-TDDFT.
In extended systems, relaxation and dephasing due to electron-electron scattering is
well captured using non-adiabatic and current-density dependent functionals [254,
255, 52, 238]. In finite systems, decay of resonant states due to coupling with the
continuum gives rise to finite linewidths. The ability of DFT and TDDFT to capture
lineshape parameters and widths of resonances has been discussed in [120, 90, 257].
Another important broadening mechanism arises from relaxation and dephasing of
electronic degrees of freedom by a classical or bosonic bath such as photons, phonons
or impurities. For extended systems, this situation was considered in [240, 237, 241],
where linewidths of intersubband plasmon excitations were well captured by combin-
ing the Vignale-Kohn functional [254] to account for electron-electron scattering with
the memory function formalism for electron-phonon and electron-impurity scattering.
For atomic and molecular systems, the theory of open quantum systems within the
master equation approach is often used [164, 288, 36, 117, 244, 131, 73]. Several im-
portant examples include vibrational relaxation of molecules in liquids and solid impu-
rities [161, 80, 171, 55] , cavity quantum electrodynamics (QED) [89, 4, 5, 6], photo-
absorption of chromophores in a protein bath [209, 210, 197, 230], single-molecule
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transport [38, 70, 69, 283, 284] and exciton transport [178, 193, 191, 192, 2]. In all
of these examples, even with simple system-bath models, the exact solution of the
master equation for the reduced dynamics of the many-body electronic system is com-
putationally intractable. Therefore, open quantum systems TDDFT (OQS-TDDFT)
offers an attractive approach to the many-body open-systems problem.
Several important steps toward the formulation of OQS-TDDFT have recently
been made, with the focus on real-time dynamics. In [38], a Runge-Gross theorem
was established for Markovian master equations of the Lindblad form. A scheme
in which the many-body master equation is mapped onto a non-interacting Kohn-
Sham master equation was proposed for application to single-molecule transport.
In [277, 278], the Runge-Gross theorem was extended to arbitrary non-Markovian
master equations and a Van Leeuwen construction was established, thereby proving
the existence of an OQS-TDDFT Kohn-Sham scheme [247]. In [278], it was shown
that the original interacting open system dynamics can be mapped onto either a non-
interacting open Kohn-Sham system, or a non-interacting closed (unitarily evolving)
Kohn-Sham system. A different formulation of OQS-TDDFT based on the stochastic
Schro¨dinger equation has also been developed [251, 16, 51].
The goal of the present chapter is to formulate the linear response version of (OQS-
TDDFT) within the master equation approach. This provides a framework in which
environmentally broadened spectra of many-body electronic systems can be accessed
in an ab initio way using TDDFT, especially when combined with microscopically
derived master equations. We use the scheme discussed in [278, 38] and section 4.4, in
which the interacting OQS can be mapped onto a non-interacting open Kohn-Sham
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system, yielding the same density response. This scheme is better suited to response
theory than the closed Kohn-Sham scheme also discussed in [278] and Chapter 5, since
relaxation and dephasing is already accounted for in the Kohn-Sham system. The
unknown (OQS-TDDFT) exchange-correlation functional only needs to correct the
relaxation and dephasing in the Kohn-Sham system to that of the interacting system,
rather than needing to explicitly account for the entire effect of the environment.
However, the closed Kohn-Sham scheme is better suited for real-time dynamics, since
one only needs to propagate a set of equations for the Kohn-Sham orbitals as in
usual TDDFT. This is in contrast to the open Kohn-Sham scheme, in which N2 − 1
equations are propagated for the elements of the density matrix, with N being the
dimensionality of the Hilbert space.
The chapter is organized as follows. In section 6.2, we formulate the most general
OQS-TDDFT linear response equations for arbitrary non-Markovian master equa-
tions with initial correlations. In section 6.3, we make the treatment more specific
by focusing on the Redfield master equation. We also derive Casida-type equations
whose solution yields the environmentally broadened absorption spectrum. The so-
lutions to these equations are complex, with the real part of the frequency yielding
the location of absorption peaks and the imaginary part yielding the linewidths. In
section 6.4, we apply the formalism developed in section 6.3 to a C2+ atom evolv-
ing under the Redfield master equation, interacting with the vacuum modes of the
electromagnetic field. Section 6.5 analyzes the performance of using an adiabatic
functional (OQS-ATDDFT) in solving the OQS-TDDFT Casida equations derived in
section 6.3. To a large degree, OQS-ATDDFT is seen to provide a reliable correc-
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tion to the location of absorption peaks while leaving the linewidths unchanged. A
frequency-dependent functional yielding a correction to the OQS-ATDDFT linewidth
based on Go¨rling-Levy (GL) perturbation theory is then calculated and analyzed. In
section 6.6 a discussion and outlook is provided.
For generality, we have formulated most of the theory by considering linear re-
sponse from an equilibrium state at finite temperature. For atoms and molecules,
it will generally be sufficient to take the zero temperature limit and consider linear
response from the ground state.
6.2 General formulation of OQS-TDDFT linear re-
sponse theory
A. Linear response of interacting open quantum systems
Our formulation of the interacting OQS density-density response function parallels
that used in [236] for calculating spin susceptibilities (see also [53, 273, 235]). The
starting point is the unitary evolution for the full density matrix of the system and
the reservoir (we use the terms ”reservoir” and ”bath” interchangeably throughout) ,
d
dt
ρˆ(t) =
1
ı
[Hˆ(t), ρˆ(t)] ≡ −ıL˘(t)ρˆ(t), (6.1)
where L˘(t) is the Liouvillian superoperator for the full system and reservoir dynamics.
The full Hamiltonian is given by
Hˆ(t) = HˆS(t) + HˆR + Vˆ . (6.2)
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Here,
HˆS(t) = −1
2
N∑
i=1
∇2i +
N∑
i<j
1
|ri − rj| +
∑
i
vext(ri, t), (6.3)
is the Hamiltonian of the electronic system of interest in an external potential vext(r, t).
This potential generally consists of a static external potential due to the nuclei and
an external driving field coupled to the system such as a laser field. The system-bath
coupling, Vˆ , is at this point arbitrary, but we will discuss specific forms later. Vˆ
acts in the combined Hilbert space of the system and reservoir and so it couples the
two subsystems. HˆR is the Hamiltonian of the reservoir, assumed to have a dense
spectrum of eigenstates. The density of states of HˆR determines the structure of reser-
voir correlation functions, whose time-scale in turn determines the reduced system
dynamics.
Defining the reduced density operator for the electronic system alone by tracing
over the reservoir degrees of freedom,
ρˆS(t) = TrR{ρˆ(t)}, (6.4)
one arrives at the formally exact quantum master equation,
d
dt
ρˆS(t) = −ı[HˆS(t), ρˆS(t)] +
∫ t
t0
dτK˘(t− τ)ρˆS(τ) + Ξ(t). (6.5)
Here, K˘(t− τ) is the memory kernel and Ξ(t) arises from initial correlations between
the system and its environment. It is referred to as the inhomogeneous term. The
above equation is still formally exact, as ρˆS(t) gives the exact expectation value of any
observable depending only on the electronic degrees of freedom. In practice, however,
approximations to K˘ and Ξ are required. Of particular importance in TDDFT is the
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time-dependent electronic density,
n(r, t) = TrS{ρˆS(t)nˆ(r)}, (6.6)
where nˆ(r) =
∑N
i δ(r− rˆi). We now assume that for t < t0, the external potential is
time-independent while for t > t0 a weak perturbing field is applied. i.e.
t < t0, vext(r, t) = vext(r) (6.7)
t > t0, vext(r, t) = vext(r) + δvext(r, t). (6.8)
For t < t0, the entire system and environment is in thermal equilibrium described by
the canonical density operator
ρˆeq =
e−βHˆ
TrS+R{e−βHˆ}
, (6.9)
where β = 1KBT is the inverse temperature. The reduced equilibrium density operator
of the electronic system is then given by
ρˆeqS =
TrR{e−βHˆ}
TrS+R{e−βHˆ}
. (6.10)
In Eq. 6.9 and Eq. 6.10, Hˆ = HˆS + HˆR + Vˆ is the full Hamiltonian for t < t0 and
HˆS = −12
∑N
i=1∇2i+
∑N
i<j
1
|ri−rj |+
∑
i vext(ri) is the static Hamiltonian of the electrons
in the absence of the external perturbation.
For t > t0, the perturbing field is switched on and the system density operator
subsequently evolves under the master equation given in Eq. 6.5. The electronic
density evolution to first-order in the perturbing field is then given by
t < t0, n(r, t) = n
eq(r) (6.11)
t > t0, n(r, t) = n
eq(r) + δn(r, t). (6.12)
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Here, neq(r) = TrS{ρˆeqS nˆ(r)} is the equilibrium electron density and
δn(r, t) =
∫
d3r′
∫
dt′χnn(r, t; r′, t′)δvext(r′, t′) (6.13)
is the linear density response. χnn(r, t; r′, t′) is the density-density response function.
Its Fourier transform to the frequency domain is given by
χnn(r, r
′;ω) = lim
$→+0
ı
∫ ∞
0
dte−ıωt−$tTrS+R{[nˆ(r, t), nˆ(r′)]ρˆeq}, (6.14)
where
nˆ(r, t) = eıHˆtnˆ(r)e−ıHˆt (6.15)
is the operator generating the electronic charge density in the Heisenberg picture
with respect to the full Hamiltonian for t < t0. Rearranging terms under the trace
operation in Eq. 6.14, the density-density response function can be written as
χnn(r, r
′;ω) = lim
$→+0
ı
∫ ∞
0
dte−ıωt−$tTrS{nˆ(r)ρˆnS(r′, t)}. (6.16)
Here, ρˆnS(r, t) is an operator acting in the electronic system Hilbert space, which obeys
the same equation of motion as the reduced system density operator (Eq. 6.5)
d
dt
ρˆnS(r, t) = −ı[HˆS, ρˆnS(r, t)] +
∫ t
t0
dτK˘(t− τ)ρˆnS(r, τ) + Ξ(t), (6.17)
subject to the initial condition
ρˆnS(r, 0) = TrR
{
[nˆ(r), ρˆeq]
}
. (6.18)
Carrying out the Fourier transform in Eq. 6.16, one arrives at the formally exact
expression for the open-systems density-density response function in Liouville space,
χnn(r, r
′;ω) = ıT rS
{
nˆ(r)
1
ω + L˘S − ıK˘(ω)
(ρˆnS(r
′, 0) + Ξ(ω))
}
. (6.19)
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L˘S is the Liouvillian for the system Hamiltonian for t < t0, defined by its action on an
arbitrary operator Oˆ by L˘SOˆ = [HˆS, Oˆ]. It is readily verified that Eq. 6.19 reduces to
the usual expression for the density-density response function of an isolated system
when K˘(ω) = 0, Ξ(ω) = 0 and ρˆnS(r, 0) = [nˆ(r), ρˆ
eq
S ]. Eq. 6.19 is still formally an exact
representation of the full density-density response function of the combined system
and reservoir and hence satisfies all of the usual exact conditions and sum rules of
closed-systems response functions [71]. Most approximate master equations conserve
particle number and so the f-sum rule is generally still satisfied. To the best of our
knowledge, higher-moment sum rules of approximate OQS response functions have
not been explored in the literature.
The absorption spectrum can be extracted by taking the imaginary part of χnn(r, r′;ω)
in Eq. 6.19. For an isolated system with a discrete spectrum, this is given by a sum
over weighted delta function peaks. For an open system as in Eq. 6.19, K˘(ω) and
Ξ(ω) in principle give rise to the exact complicated broadened and shifted spectrum,
due to relaxation and dephasing of the electronic degrees of freedom by the environ-
ment. In practice, however, even with simple approximations to K˘(ω) and Ξ(ω), the
exact form of .m [χnn(r, r′,ω)] is not exactly known, since it refers to a many-body
response function. In subsections 6.2 B and 6.2 C, we consider an open Kohn-Sham
system, formally yielding the exact density response of the original interacting open
system. In an open-systems TDDFT framework, the exact spectrum of Eq. 6.19 is
obtained by correcting the open Kohn-Sham spectrum via an exchange-correlation
kernel. The kernel must take into account not only the electron-electron interaction
contained in L˘S, but must also correct the interaction of the system with the bath,
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described by K˘(ω) and Ξ(ω).
B. The open Kohn-Sham system
It was proven in [278], that for a master equation of the form given in Eq. 6.5,
there exists a unique, non-interacting and open Kohn-Sham system, whose system
density operator evolves under the master equation
d
dt
ρˆksS (t) = −ı[Hˆks(t), ρˆksS (t)] +
∫ t
t0
dτK˘ks(t− τ)ρˆksS (τ) + Ξks(t), (6.20)
such that the time-dependent density is obtained from
n(r, t) = Tr{ρˆksS (t)nˆ(r)} (6.21)
for all times. Hˆks(t) =
∑N
i=1 hˆ
ks
i (t), where the Kohn-Sham Hamiltonian is given by
hks(r, t) = −1
2
∇2 + vks(r, t). (6.22)
Here, vks is a local, multiplicative, one-body potential which drives the open Kohn-
Sham system in such a way that the true density of the original interacting open
system is reproduced for all times. In analogy to usual TDDFT, the Kohn-Sham
potential is partitioned as
vks(r, t) = vext(r, t) + vh(r, t) + v
open
xc (r, t), (6.23)
where vh(r, t) is the Hartree potential and the unknown functional vopenxc (r, t) accounts
for electron-electron interaction within the system as well as interaction between the
system and bath. In general,
vopenxc (r, t) = v
open
xc (r, t)[n, K˘, K˘
ks,Ξ,Ξks, ρˆS(0), ρˆ
ks(0)]. (6.24)
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Formally, the open-systems exchange-correlation potential is a functional not only of
the density, but also of the memory kernel, inhomogeneous term and initial state of
both the interacting and Kohn-Sham systems. It has been shown in usual TDDFT
of closed systems, that initial state dependence can be absorbed as dependence on
the history of the density and vice versa [144]. Interestingly, in the theory of open
quantum systems, it is possible to absorb the inhomogeneous term Ξ, into the memory
kernel K˘ [157]. This raises the possibility that vopenxc may be a functional only of n,
K˘ and K˘ks, but a more rigorous study of this will be done in future work. For
notational convenience, we suppress the explicit functional dependence of vopenxc on
these quantities, although it is implied unless otherwise stated. In general, K˘ks and
Ξks can be chosen to simplify vopenxc (r, t) as much as possible, although with some
restrictions [278] and consistency conditions between K˘ks and Ξks [157].
If the system is started in an equilibrium state, as is typically the case in linear
response theory, the initial state dependence in Eq. 6.24 is automatically removed.
The equilibrium density, neq(r), is obtained by solving the Kohn-Sham-Mermin equa-
tions [115]
[
−1
2
∇2 + veqks[n](r)
]
φi(r) = )iφi(r). (6.25)
The Kohn-Sham-Mermin potential is partitioned as
veqks[n](r) = vext[n](r) + vh[n](r) +
δFxc[n]
δn(r)
, (6.26)
where Fxc[n] is the exchange-correlation contribution to the free energy. After solv-
ing Eq. 6.25, the equilibrium Kohn-Sham-Mermin density operator is obtained by
Chapter 6: TDDFT of open quantum systems in the linear response regime 120
populating the orbitals according to
γˆkseq =
∞∑
i=1
fi|φi〉〈φi|, (6.27)
where fi are Fermi-Dirac occupation numbers
fi =
1
eβ($i−µ) + 1
. (6.28)
Denoting 〈r|φi〉 = φi(r), the one-particle Kohn-Sham-Mermin density matrix is
〈r|γˆkseq |r′〉 ≡ γ(r, r′) =
∞∑
i=1
fiφ
∗
i (r)φi(r
′). (6.29)
The equilibrium density is then obtained by taking the diagonal elements in real
space,
neq(r) = γ(r, r) =
∞∑
i=1
fi|φi(r)|2. (6.30)
For the open Kohn-Sham scheme to be useful practically, vopenxc [n](r, t), K˘
ks and
Ξks should be constructed so that the following conditions are satisfied:
1) K˘ks and Ξks should not induce correlations between non-interacting electrons
as the Kohn-Sham system evolves. This ensures that the N-body Kohn-Sham density
matrix in Eq. 6.20 can be traced over N-1 electron coordinates to arrive at a closed
equation of motion for the Kohn-Sham reduced 1-particle density matrix. Physically,
this is expected since most reasonable bath models couple to the electronic system
through one-body operators [48, 36].
2) The equation of motion for the non-equilibrium open Kohn-Sham reduced 1-
particle density matrix should have the Kohn-Sham-Mermin density matrix as its
stationary-point solution. This ensures that the system thermalizes to the correct
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equilibrium density. This also means that at equilibrium, vopenxc [n](r, t) should reduce
to δFxc[n]δn(r) . Although this is automatically satisfied by using v
eq
ks[n] as an adiabatic
approximation, it might not be satisfied by more sophisticated approximations with
memory dependence [144, 142, 140, 122].
C. Linear response of the open Kohn-Sham system
Returning to linear response, for t < t0 the Kohn-Sham system is in thermal
equilibrium with its environment at inverse temperature β, described by Eq. 6.25.
At t = t0, the perturbation δvext(r, t) is switched on and the Kohn-Sham system
subsequently evolves according to Eq. 6.20. The Kohn-Sham potential is given by
t < t0, vks(r, t) = v
eq
ks[n](r) (6.31)
t > t0, vks(r, t) = v
eq
ks[n](r) + δvks(r, t), (6.32)
where δvks(r, t) = δvext(r, t)+ δvh[n](r)+ δvopenxc [n](r, t). Due to Eq. (6.21), the exact
linear density response of Eq. (6.12) is obtained through
δn(r, t) =
∫
d3r′
∫
dt′χksnn(r, t; r
′, t′)δvks(r′, t′). (6.33)
Here, χksnn(r, t; r
′, t′) is the density-density response function of the open Kohn-Sham
system. Its Fourier transform to the frequency domain is given by
χksnn(ω, r, r
′) = ıT rS
{
nˆ(r)
1
ω + L˘ks − ıK˘ks(ω)
([nˆ(r′), ρˆksS (0)] + Ξ
ks(ω))
}
, (6.34)
where L˘ks is the Liouvillian for the equilibrium Kohn-Sham-Mermin Hamiltonian.
Since the system is in the equilibrium state at t = 0, ρˆksS (0) must yield the equilibrium
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density, implying that it reduces to the Kohn-Sham-Mermin density matrix when
traced over N-1 electron coordinates. We now define the open-systems exchange-
correlation kernel in analogy to usual TDDFT for closed-systems by,
f openxc [n
eq](r, r′;ω) =
δvopenxc [n](r,ω)
δn(r′,ω)
|n=neq , (6.35)
which is a functional of the equilibrium density. As in TDDFT for closed systems,
the interacting and Kohn-Sham response functions are related through a Dyson-like
equation,
χnn(ω, r, r
′) = χksnn(ω, r, r
′)
+
∫
d3yd3y′χksnn(ω, r,y)
{ 1
|y − y′| + f
open
xc [n
eq](y,y′;ω)
}
χnn(ω,y
′, r′).(6.36)
χksnn, being much simpler then the original interacting χnn, can readily be constructed
from the orbitals and eigenvalues in Eq. 6.25 and approximations to K˘ks(ω) and
Ξks(ω) in terms of these quantities. This will be done explicitly for the Redfield master
equation in section 6.3. Since correlation between the open Kohn-Sham system and
reservoir is already partially captured through K˘ks(ω) and Ξks(ω), the bare Kohn-
Sham absorption spectrum extracted from .m [χksnn(ω, r, r′)] is already broadened and
shifted. The functional f openxc [n
eq] has the task of correcting the spectrum extracted
from χksnn to that of the interacting χnn, incorporating both the usual electron-electron
correlation in closed-systems TDDFT as well as additional system-bath correlation.
We define the part of the kernel arising solely from system-bath interactions by
f bathxc [n
eq](r, r′;ω) = f openxc [n
eq](r, r′;ω)− f closedxc [neq](r, r′;ω), (6.37)
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where f closedxc is the exact exchange-correlation kernel of usual closed-systems TDDFT.
In general, the memory kernel K˘(ω) may give rise to a very complicated non-
analytic structure of χnn in the lower half of the complex plane. However, for Marko-
vian master equations, it will be seen that the pole structure of χnn in the discrete
part of the spectrum consists of simple poles in the lower complex plane, shifted by
a finite amount off of the real axis. In such cases, it might be reasonable to use an
adiabatic approximation for f closedxc , so that the OQS-TDDFT kernel is given by
f openxc [n
eq](r, r′;ω) =
δ2Fxc[n]
δn(r)δn(r′)
|n=neq + f bathxc [neq](r, r′;ω). (6.38)
Here, the first term is just the closed-systems adiabatic contribution to the exchange-
correlation kernel and the second term is an in general frequency-dependent and
complex-valued correction arising from the bath. This is attractive, since we can
take advantage of the usual good performance of adiabatic TDDFT in describing the
location of absorption peaks, and attempt to build functionals that go beyond the
adiabatic approximation to account for line broadening and lamb shifts. This strategy
will be discussed further in section 6.5.
6.3 LR-TDDFT for the redfield master equation.
In section 6.2, we formulated LR-TDDFT for a very general class of master equa-
tions. In this section, we make the discussion more specific by invoking the Markov ap-
proximation and second Born approximation in the system-bath interaction, to arrive
at the microscopically-derived Redfield master equation [209, 48, 156, 244, 195, 194].
Since the Redfield equations are rigorously obtained without phenomenological pa-
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rameters, they are amenable to an ab initio theory such as TDDFT. Although we
focus on Redfield theory here, the generalization of our formalism to other Markovian
master equations can be made with small modifications. Finally, we discuss how it is
possible to extract the absorption spectrum of a many-body system evolving under
the Redfield equations directly within OQS-TDDFT. This is done by formulating
Casida-type equations yielding complex eigenvalues due to coupling with the bath.
A. The Markov approximation and the Redfield master equa-
tion.
The Markov approximation describes a situation in which the bath correlation
functions decay on an infinitely fast time-scale relative to the thermalization time of
the system [48, 156]. As a result, the bath has no memory and the memory kernel is
time-local
K˘(t− τ) ∝ R˘δ(t− τ). (6.39)
Additionally, this implies that the initial density operator is a tensor product of a
density operator in the system space with the equilibrium density operator of the
bath
ρˆ(0) = ρˆs(0)⊗
{
e−βHˆR
TrR{e−βHˆR}
}
. (6.40)
As a result of Eq. 6.40, the system and environment have no initial correlations, and
Ξ(t) = 0. (6.41)
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The master equation (Eq. 6.5) then takes the simple form,
d
dt
ρˆS(t) = −ıL˘S(t)ρˆS(t) + R˘ρˆS(t). (6.42)
If the system Hamiltonian is time-independent, Eq. 6.42 is written in a basis of
eigenstates of HˆS as:
d
dt
ρab(t) = −ıωabρab(t) +
∑
abcd
Rabcdρcd(t). (6.43)
Here, ωab = Ea−Eb are many-body transition frequencies of HˆS and Rabcd are matrix
elements of R˘ in this basis. So far our discussion applies to any Markovian master
equation. To obtain the Redfield equations, we further assume that the system-bath
coupling has a bilinear form
Vˆ = −Sˆ ⊗ Rˆ, (6.44)
where Rˆ is an operator in the reservoir Hilbert space which couples to a local one-
body operator Sˆ =
[∑N
i=1 Sˆ(pˆi, rˆi)
]
in the system Hilbert space. This form of the
system-bath coupling is very general and can apply to electron-phonon coupling in
molecules and solid impurities, but also momentum dependent couplings which are
relevant for instance in laser cooling, Brownian motion in liquids or dissipative strong
field dynamics [157, 114, 48]. The Redfield tensor is then derived by performing
second-order perturbation theory in Vˆ , and is given explicitly by
Rabcd = −
∫ ∞
0
dτ
[
g(τ)
[
δbd
∑
n
SanSnce
ıωcnτ − SacSdbeıωcaτ
]]
−
∫ ∞
0
dτ
[
g(−τ)
[
δac
∑
n
SdnSnbe
ıωndτ − SacSdbeıωbdτ
]]
. (6.45)
In Eq. 6.45,
Sab = N
∫
d3r
∫
d3r2...d
3rNψ
∗
a(r, r2, ...rN)S(
∇
ı
, r)ψb(r, r2, ...rN) (6.46)
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are matrix elements of Sˆ(pˆ, rˆ) between system many-body wavefunctions and
ωab = Ea − Eb (6.47)
are system many-body excitation energies. g(τ) are bath correlation functions given
by
g(τ) = TrR{Rˆ(τ)Rˆ(0)}, (6.48)
where
Rˆ(τ) = eıHˆRτ Rˆe−ıHˆRτ . (6.49)
Although the upper limit of the integral in Eq. 6.45 goes to infinity, this arises
from the Markov approximation and does not violate causality. The limit is taken on
a timescale much longer than that of the bath, but remains much smaller than the
timescale for which the system can evolve appreciably. For a detailed discussion of
this point and a derivation of the Redfield equations see [156] and section 3.6.
For the simple case of a system with only two-levels, ψ0 and ψ1, the Redfield tensor
can be related to the ubiquitous phenomenological formula from NMR spectroscopy
(with no pure dephasing):
1
T2
=
1
2T1
. (6.50)
Here, T2 =
1
R0101
describes the time-scale for decoherence, while T1 =
1
R1100−e−βω10R0011
is that of relaxation [156, 194].
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B. Linear response of a many-body system evolving under the
Redfield master equation.
Since we consider linear response from the equilibrium state, the initial density
matrix for the system is given by
ρˆS(0) =
e−βHˆS
TrS{e−βHˆS}
, (6.51)
and the density-density response function in Eq. 6.19 reduces to
χnn(r, r
′;ω) = ıT rS
{
nˆ(r)
1
ω + L˘s − ıR˘
[nˆ(r′), ρˆS(0)]
}
. (6.52)
Inserting a complete set of eigenstates of HˆS in Eq. 6.52, a sum over states expression
for the density-density response function is given by,
χnn(r, r
′;ω) = ı
∑
a
[P (Ea)]
∑
b
{
〈a|nˆ(r)|b〉〈b|nˆ(r′)|a〉
ω + ωab + ıRabab
− 〈a|nˆ(r
′)|b〉〈b|nˆ(r)|a〉
ω − ωab + ıR∗abab
}
.(6.53)
Here, P (Ea) =
e−βEa∑
b e
−βEb are equilibrium occupation probabilities of the various many-
body states.
By hermiticity of the density matrix, it can be readily verified that R∗abab = Rbaba.
We can separate the real and imaginary parts of Rabab as
Rabab = Γab + ı∆ab. (6.54)
From the pole structure of Eq. 6.53, we see that Γab corresponds to an imaginary part
of the energy of the transition ωab, giving rise to a finite lifetime, while ∆ab is a Lamb
shift of the real part of the energy. The effect of the Redfield tensor is to shift the
poles of the density-density response function by a finite amount into the lower half
of the complex plane.
Chapter 6: TDDFT of open quantum systems in the linear response regime 128
C. The Markovian Kohn-Sham-Redfield equations
We now discuss the properties of the open Kohn-Sham system for the Redfield
master equation. As discussed in subsection 6.2 B, there is some freedom in the con-
struction of the Kohn-Sham dissipative superoperator and corresponding exchange-
correlation potential. In this section, we choose a very natural form for the Kohn-
Sham superoperator, whose construction is discussed below.
We consider an open Kohn-Sham system evolving under a Markovian master
equation
d
dt
ρˆksS (t) = −ı[Hˆks(t), ρˆksS (t)] + R˘ksρˆksS (t), (6.55)
which reproduces the exact density evolution of the interacting Markovian master
equation in Eq. 6.42. To satisfy condition 1 in subsection 6.2 B, we must have
R˘ks(r1, r2, ...rN) ≡
N∑
i=1
r˘ks(ri), (6.56)
i.e. the N-body Kohn-Sham dissipative superoperator is a sum of one-body superop-
erators acting on each coordinate separately. This also follows very naturally from
the assumed one-body nature of the system-bath interaction in Eq. 6.44. Since
Hˆks(t) =
∑N
i=1 hˆ
ks
i (t) is also a sum of one-body terms, we can trace both sides of
Eq. 6.55 over N-1 electron coordinates and arrive at a closed equation of motion for
the Kohn-Sham 1-particle reduced density matrix,
d
dt
γˆ(t) = −ı[hˆks(t), γˆ(t)] + r˘ksγˆ(t). (6.57)
We can now write Eq. 6.57 in a basis of Kohn-Sham-Mermin orbitals as
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d
dt
γij(t) = −ı
∑
k
{
hks(t)ikγkj(t)− γik(t)hks(t)kj
}
+
∑
ijkl
rksijklγkl(t). (6.58)
We choose rksijkl to have the form of the Redfield tensor, but written in terms of
Kohn-Sham-Mermin orbitals and eigenvalues,
rksijkl = −
∫ ∞
0
dτ
[
g(τ)
[
δjl
∑
m
SimSmke
ıωkskmτ − SikSljeıωkski τ
]]
−
∫ ∞
0
dτ
[
g(−τ)
[
δik
∑
m
SlmSmje
ıωksmlτ − SikSljeıωksjl τ
]]
. (6.59)
Here,
ωksij = )i − )j (6.60)
are bare Kohn-Sham-Mermin transition frequencies and
Sij =
∫
d3rφ∗i (r)S(
∇
ı
, r)φj(r) (6.61)
are matrix elements of the system-bath coupling operator between Kohn-Sham-Mermin
orbitals.
Eq. 6.58 has a number of desirable properties. First, its stationary point solution
is the Kohn-Sham-Mermin density matrix, Eq. 6.27, if hˆks(t) reduces to the Kohn-
Sham-Mermin Hamiltonian when evaluated on the equilibrium density. This ensures
that condition 2 in subsection 6.2 B is satisfied. It also satisfies detailed balance
as well as most other properties of the usual many-body Redfield equations, but in
terms of Kohn-Sham-Mermin quantities. Also, the tensor rksijkl has a simple form
and can be constructed explicitly in terms of orbitals and eigenvalues obtained in an
equilibrium-state Kohn-Sham calculation. The potential vopenxc (t) contained in hˆ
ks(t)
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will in general be a functional of r˘ks and R˘ as well as the time evolving density. We
emphasize that the Kohn-Sham-Redfield system reproduces only the exact density of
the original interacting system, while expectation values of other observables will in
general be different.
D. Linear response of the Kohn-Sham-Redfield system and
the open-systems Casida equations
We now consider the open-systems LR-TDDFT formalism developed in section 6.2,
but applied to the Redfield master equation. The density-density response function
of the Kohn-Sham-Redfield system is given by
χksnn(r, r
′;ω) = ıT rS
{
nˆ(r)
1
ω + L˘ks − ıR˘ks
[nˆ(r′), ρˆksS (0)]
}
. (6.62)
Using Eqs. 6.53-6.56 and inserting a complete set of Kohn-Sham-Mermin states, one
obtains the sum-over-states expression,
χksnn(r, r
′,ω) =
∑
i
fi
∑
j
{
〈i|nˆ(r)|j〉〈j|nˆ(r′)|i〉
ω + ωksij + ır
ks
ijij
− 〈i|nˆ(r
′)|j〉〈j|nˆ(r)|i〉
ω − ωksij + ırksijij∗
}
. (6.63)
Eq. 6.53 and Eq. 6.63 are related through the Dyson-like relation given in Eq. 6.36.
To extract the poles of the interacting density-density response function in Eq. 6.53
from that of the Kohn-Sham system in Eq. 6.63, a pseudo-eigenvalue equation must
be solved for the squares of the complex transition frequencies,
{
ω2 − Ω¯(ω)
}
-F = 0. (6.64)
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The operator Ω¯(ω) can be written as a matrix in a basis of Kohn-Sham molecular
orbitals (assuming a closed shell system) as
Ω¯ijkl(ω) = δikδjl
{
(ωkslk +∆
ks
kl )
2 + (Γkskl )
2 − 2ıωΓkskl
}
+
4
√
(fi − fj)(ωksji +∆ksij )Kijkl(ω)
√
(fk − fl)(ωkslk +∆kskl ). (6.65)
The explicit derivation of Eq. 6.64 and Eq. 6.65 is given in appendix A. In Eq. 6.65,
Kijkl(ω)
=
∫
d3r
∫
d3r′φ∗i (r)φ
∗
j(r)
{
1
|r− r′| + f
open
xc [n
eq, R˘, r˘ks](r, r′;ω)
}
φk(r
′)φl(r′)(6.66)
and the bare Kohn-Sham linewidths and Lamb shifts are given by the relation
rksijij = Γ
ks
ij + ı∆
ks
ij , (6.67)
as in Eq 6.54. In principle, with the exact functional f openxc [n
eq, R˘, r˘ks], the exact poles
of Eq. 6.53 are recovered by solving Eq. 6.64. The operator Ω¯(ω) is non-Hermitian,
giving rise to complex eigenvalues corresponding to broadened excitation spectra.
Ω¯(ω) is also frequency-dependent and complex-valued, both explicitly through the
third term in Eq. 6.65 and implicitly through f openxc in the coupling matrix Kijkl(ω).
The explicit frequency-dependence arises because the bare Kohn-Sham transitions
are already broadened, even in the absence of Hartree-exchange-correlation effects.
This is most easily seen by setting Kijkl(ω) = 0 in Eq. 6.65. Ω¯ijkl is then diagonal
and Eq. 6.64 reduces to a set of uncoupled equations given by{
(ωksij +∆
ks
ij )
2 + (Γksij )
2 − 2ıωΓksij
}
Fij = ω
2Fij. (6.68)
These are solved with the quadratic formula to yield
ω = −ıΓksij ± (ωksij +∆ksij ), (6.69)
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which are precisely the poles of Eq. 6.63.
6.4 Application - spectrum of a C2+ atom from the
Redfield master equation
As a simple demonstration, in this section we calculate the absorption spectrum
of a C2+ atom in vacuum, including natural linewidths due to spontaneous emission
using the Redfield master equation [48, 36]. We also compare the OQS-TDDFT
results to a numerically exact spectrum constructed using experimental data [189].
A. Spontaneous emission from the Redfield master equation
For a single atom with zero center of mass velocity contained in vacuum, the
system-bath interaction is
Vˆ = −ı-ˆµ ·
∑
i
-)i
√
ωi
2V
(ai − a†i ). (6.70)
Here, -ˆµ is the dipole operator for the atom, -)i and ωi are respectively the polarization
vector and frequency of the ith mode of the radiation field and V is the quantization
volume. ai and a
†
i respectively destroy and create a photon in the ith vacuum mode.
The photon reservoir Hamiltonian is
HˆR =
∑
i
ωia
†
iai. (6.71)
With the system-bath interaction and bath hamiltonian specified, the Redfield tensor
can be explicitly constructed [48].
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In general, the modes of the radiation field act as a bosonic bath, leading to decay
of the atomic excitations due to spontaneous and stimulated emission [89, 4, 5, 6].
However, if the atom is at sufficiently low temperature, so that it is assumed to be in
the ground state, the effect of stimulated emission is absent in the linear spectrum.
We then need to only construct the matrix elements Ra0a0 appearing in Eq. 6.53. For
the real part of Ra0a0 one finds
Γa0 =
(2pi)2
V
∫ ∫
|-µa0 · -)i|2ωkg(ωk,-k)δ(ωa0 − ωk)dΩkdωk. (6.72)
The imaginary part of R0a0a is given by
∆a0 =
2pi
V
∑
n
P
∫ ∫
|-µan · -)i|2 ωk
ωan − ωk g(ωk,
-k)dΩkdωk, (6.73)
where P denotes the principle value integral [48]. ωk is the frequency of a photon
whose wave-vector magnitude is k = |-k|. ωan = Ea − En is the difference in atomic
energy levels and -µan are matrix elements of the dipole operator between atomic
wavefunctions. g(ω) is the density of field modes, which in free-space takes the form
g(ω) = V ω
2
(2pi)2c3 . This gives rise to the natural linewidth,
Γa0 =
4µ2a0ω
3
a0
3c3
, (6.74)
which holds for interacting as well as non-interacting electrons [203].
Using experimental data for the atomic energy levels and the transition dipole
matrix elements of C2+ taken from [189], we can explicitly construct Eq. 6.74. We
include in our calculation the 3 lowest dipole allowed transitions of C2+, which are
1s22s2 → 1s22s(2p, 3p, 4p). The numerical values of the linewidths (imaginary part of
the frequency) calculated in Eq. 6.74 are given in the fourth column of Table 6.2. In
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vacuum, the integral in 6.73 formally diverges, however when mass renormalization is
taken into account the observed Lamb shifts are several orders of magnitude smaller
and will be neglected in the following analysis [26]. From the transition dipole matrix
elements we can also construct the oscillator strengths. The “exact” response function
constructed with these parameters is included in Figures 1-3. The natural linewidths
are very small due to the factor of c−3 in Eq. 6.74. We have therefore multiplied the
linewidths by c3 in the figures to make comparison of the relative magnitudes easier.
B. OQS-ATDDFT calculation of the spectrum of C2+
As a first step, we solve Eq. 6.64 using only an adiabatic approximation to the
exchange-correlation kernel. This corresponds to including the first term in Eq. 6.38,
but entirely neglecting f bathxc (r, r
′;ω).
For our calculations, we obtain the Kohn-Sham parameters of C2+ to be inputted
in Eq. 6.65 using the real-space TDDFT package Octopus [43, 152, 13]. First, a
ground state DFT calculation is performed using the local density approximation
(LDA) with the modified Perdew-Zunger (PZ) parameterization of the correlation
energy [177]. For all calculations, the 1s2 core is replaced by a Troullier-Martins
pseudopotential [231]. The Kohn-Sham eigenvalues and dipole matrix elements be-
tween Kohn-Sham orbitals are computed, and substituted into Eq. 6.74 to obtain the
bare Kohn-Sham linewidths, Γksij . These correspond to the real part of the Kohn-
Sham-Redfield tensor (imaginary part of the bare Kohn-Sham frequency) of Eq. 6.59
and are given in the second column of Table 6.2. From the dipole matrix elements
between Kohn-Sham orbitals, the bare Kohn-Sham oscillator strengths can be con-
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structed. The real and imaginary parts of the bare Kohn-Sham response function
constructed with these quantities are plotted in Figures 6.1-6.3.
Next, we perform a standard LR-ATDDFT calculation to obtain the matrix ele-
ments of the adiabatic Hartree-exchange-correlation kernel to be inputted in Eq. 6.65.
The matrix elements of the kernel obtained are given in table 6.4. We also include
the energies obtained from the standard LR-ATDDFT calculation in column 4 of
Table 6.1. For consistency, we use the LDA with modified PZ functional for the
exchange-correlation kernel as well.
Since the operator in Eq. 6.65 is explicitly frequency-dependent even when using
an adiabatic kernel, Eq. 6.64 represents a non-linear eigenvalue problem. We solve
it using the generalized eigenvalue algorithm presented in [180, 200]. The real part
of the solutions to Eq. 6.64 are given in column 3 of Table 6.1, while the imaginary
part is given in column 3 of Table 6.2. The real and imaginary parts of the response
function obtained are plotted in figures 6.1-6.3.
Table 6.1: Real part of the 3 lowest transition frequencies for C2+ in vacuum in a.u.
Transition Bare Kohn-Sham OQS-ATDDFT ATDDFT Exact
2s → 2p 0.3110 0.4428 0.4427 0.4664
2s → 3p 1.1164 1.1069 1.1069 1.1798
2s → 4p 1.3680 1.3631 1.3631 1.4690
Table 6.2: Imaginary part of the 3 lowest transition frequencies for C2+ in vacuum
in a.u. The last column includes the GL perturbation correction to the 2s → 2p
transition.
Transition Bare Kohn-Sham OQS-ATDDFT Exact OQS-ATDDFT + GL
2s → 2p 9.4587 ×10−9 9.4347 ×10−9 1.2833 ×10−7 2.3907 ×10−8
2s → 3p 3.3812 ×10−8 3.3788 ×10−8 2.5118 ×10−7
2s → 4p 1.9581 ×10−8 1.9581 ×10−8 4.7670 ×10−8
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Figure 6.1: Absorption Spectrum of C2+ including the 3 lowest dipole allowed tran-
sitions. The curves shown are: a) The bare Kohn-Sham spectrum. b) The spectrum
obtained by solving Eq. 6.64 with an adiabatic exchange-correlation kernel. c) The
numerically exact spectrum obtained using experimental data. All linewidths have
been scaled by a factor of c3 (unscaled values are in table 6.2).
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Figure 6.2: Same as Figure 1, but with a close-up view of the 2s→ 3p and 2s→ 4p
transitions.
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Figure 6.3: Real part of the density-density response function of C2+ including the
3 lowest dipole allowed transitions. The effect of the photon bath is to broaden the
dispersion over multiple frequencies. The curves shown are: a) The bare Kohn-Sham
dispersion. b) The dispersion relation obtained by solving Eq. 6.64 with an adiabatic
exchange-correlation kernel. c) The dispersion relation obtained using experimental
data.
6.5 Analysis - beyond the adiabatic approximation
in OQS-TDDFT linear response theory
A. Effect of using an adiabatic approximation to f openxc
From Tables 6.1 and 6.2, it is clear that using an adiabatic kernel in Eq. 6.64
gives essentially the same corrections to the real part of the energy as usual LR-
ATDDFT, while leaving the imaginary part changed by a relatively small amount,
especially for the higher transitions. This means that using an adiabatic kernel in
linear response OQS-TDDFT is expected to give the same correction to the location
of absorption peaks as usual LR-ATDDFT, while correcting the bare Kohn-Sham
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linewidths requires an additional frequency-dependent functional. This justifies a
posteriori our separation of the exchange-correlation kernel in Eq. 6.38 into an adi-
abatic part for f closedxc and a part due exclusively to bath effects which must have
frequency-dependence.
To understand this situation better, we consider a “small matrix approximation”
(SMA), in which a single occupied to unoccupied Kohn-Sham transition, i → j, is
completely isolated from all other transitions [14, 239, 140, 15]. This is valid when the
transition of interest is weakly coupled to all other excitations. In this case, Eq. 6.64
reduces to
Ω¯(ω)ij,ijFij = ω
2Fij, (6.75)
which is equivalent to the polynomial equation
ω2 + 2ıΓksij ω −
[
(ωksij +∆
ks
ij )
2 + (Γksij )
2 + 4(ωksij +∆
ks
ij )Kij,ij(ω)
]
= 0. (6.76)
If one assumes the adiabatic approximation, the coupling matrix is frequency inde-
pendent. i.e.
Kij,ij(ω) ≈ Kij,ij. (6.77)
Eq. 6.76 then reduces to a simple quadratic equation, with solutions given by
ω = −ıΓksij ±
√
(ωksij +∆
ks
ij )
2 + 4(ωksij +∆
ks
ij )Kij,ij. (6.78)
This shows that the eigenvalues retain their bare Kohn-Sham linewidths. Therefore,
provided the SMA holds, an adiabatic functional is expected to have no effect on the
linewidths. In Table 6.3 we compare the real parts of the energies obtained within
the SMA with those of the full diagonalization of the Casida matrix in the space of
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the 3 lowest dipole-allowed transitions. It is seen that the SMA agrees quite well
with the full diagonalization, differing by only 0.8, 0.6, 0.2 mhartree for the 2s→ 2p,
2s → 3p and 2s → 4p transitions respectively. A rigorous criterion for the validity
of the SMA is given in Eq. (11) of [14]. It can be shown that this criterion does
in fact hold to a large degree for the 3 lowest transitions of C2+ which we have
included in our calculation. The SMA is increasingly more accurate for the higher-
lying transitions, which explains why the OQS-ATDDFT linewidths for the higher
transitions are progressively closer to their bare Kohn-Sham values (see table 6.2).
In table 6.3 we also show the results of using a “single pole approximation” (SPA),
which has been studied extensively in the literature for Be [181, 243, 183, 39]. In the
SPA, one further assumes that the diagonal kernel matrix elements are small relative
to the bare Kohn-Sham transitions [14]. We see that the SPA differs from the full
diagonalization by a large amount and is in fact not valid, especially for the 2s→ 2p
transition. This can be understood by inspecting the kernel matrix elements given
in Table 6.4. We see that the diagonal elements are not small relative to the bare
Kohn-Sham transitions, especially for the 2s → 2p transition. For this reason, our
analysis of Eq. 6.64 will focus on the SMA rather than SPA.
Table 6.3: Real part of the 3 lowest transition frequencies for C2+ in vacuum (a.u.)
showing a comparison of the SMA and SPA to the full diagonalization of the Casida
matrix. The experimental value is included as well for comparison.
Transition ATDDFT-SMA ATDDFT-SPA ATDDFT-Full Exact
2s → 2p 0.4435 0.3610 0.4427 0.4664
2s → 3p 1.1063 1.1052 1.1069 1.1798
2s → 4p 1.3629 1.3611 1.3631 1.4690
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Table 6.4: Matrix elements of the adiabatic Hartree-exchange-correlation kernel
(Eq. 6.66) used in solving Eq. 6.64 (a.u.).
Kernel matrix element Numerical value
K2s2p,2s2p 8.0350 ×10−2
K2s3p,2s3p -4.8271 ×10−3
K2s4p,2s4p -2.5278 ×10−3
K2s2p,2s3p 1.0305 ×10−2
K2s2p,2s4p 1.9445 ×10−3
K2s3p,2s4p -4.7298 ×10−4
B. Additional sources of error in the Calculation
It is evident from Table 6.2 that the bare Kohn-Sham and OQS-ATDDFT linewidths
differ from the exact values by a large amount, especially for the 2s→ 2p transition,
where this difference is more than an order of magnitude. In addition to the ne-
glect of f bathxc , several other sources of error enter into the calculation which we now
address [243, 183, 39]. i) The virtual orbital space is truncated to the 3 lowest transi-
tions. ii) The bare Kohn-Sham linewidths are calculated using orbitals and frequen-
cies of an LDA ground-state Kohn-Sham potential rather than the exact Kohn-Sham
ground-state potential. iii) The adiabatic LDA (ALDA) kernel is approximate even
for closed-systems since it is local in both space and time.
We have already shown in subsection 6.4 A that the SMA holds and becomes
increasingly accurate for the higher-lying transitions, implying that these transitions
mix relatively weakly. As a result, we have found very small errors introduced by
truncating the virtual space to the 3 lowest-lying transitions. We conclude that the
truncation is not an appreciable source of error in our calculations.
To address point ii), in Table 6.5 we have compared the bare Kohn-Sham eigen-
values from our LDA calculation with those obtained using exact-exchange within
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Table 6.5: Comparison of the bare Kohn-Sham eigenvalues using LDA and exact-
exchange within the localized Hartree-Fock approximation (EXX-LHF) (a.u.).
Eigenvalue LDA EXX-LHF
2s -1.4701 -1.6940
2p -1.1591 -1.3754
3p -0.3537 -0.5527
4p -0.1020 -0.3044
the localized Hartree-Fock approximation (EXX-LHF) [204]. The calculation was
performed with the DSCF module of the program package Turbomole [234] using the
d-aug-cc-pV6Z basis set with g and higher basis functions removed [266, 267]. Exact-
exchange has been shown to be much more accurate for Be than LDA [243], as it is
self interaction free and possesses the correct −1r asymptotic behavior [182]. Being
a cation, the LDA potential for C2+ possesses more bound states than Be, but it is
evident from table 6.5 that the LDA potential decays far too quickly. The differences
between the LDA and the exact-exchange bare Kohn-Sham frequencies are 7.6, 24.9,
21.6 mhartree for the 2s → 2p, 2s → 3p and 2s → 4p transitions respectively. Since
these bare Kohn-Sham frequencies are used in Eq. 6.74 to construct the bare Kohn-
Sham linewidths, we see a that large error is already introduced from the approximate
nature of the ground-state LDA potential.
Lastly, we mention that in [243], an ALDA kernel was found to be satisfactory
for the s → p transitions of Be and we expect a similar conclusion to hold for C2+.
Naturally, going beyond an ALDA kernel will improve the real-part of the energies.
However, the analysis of subsection 6.4 A suggests that if one improves the ker-
nel by including spatial non-locality, but still uses the adiabatic approximation, the
linewidths will remain largely unchanged.
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We can conclude that the largest source of error in our calculation arises from
the approximate nature of the LDA ground-state Kohn-Sham potential. As in usual
TDDFT, an OQS-TDDFT linear response calculation uses the bare Kohn-Sham or-
bitals and eigenvalues as input. In OQS-TDDFT, these are used to construct the bare
Kohn-Sham linewidths, which must be a good starting point. Reliable approximations
to the Kohn-Sham ground-state potential are therefore needed. As mentioned earlier,
even with an accurate ground-state functional, one also needs frequency-dependent
approximations to f bathxc to correct the bare Kohn-Sham linewidths. We turn to this
point now.
C. Beyond an adiabatic approximation to f openxc
In subsection 6.4 A, we discussed the effect of approximating f openxc (r, r
′;ω) with
an adiabatic (frequency independent) kernel. We now investigate what the frequency-
dependent contribution to f bathxc (r, r
′;ω) must be to correct the bare Kohn-Sham
linewidths. To formulate our construction rigorously, we examine the difference be-
tween the Kohn-Sham-Redfield tensor in Eq. 6.59 and the interacting Redfield ten-
sor in Eq. 6.45. The bath correlation functions in both expressions are the same.
The difference lies in the eigenenergies and wavefunctions of the system Hamiltonian
used to construct the Redfield tensor. These are Kohn-Sham quantities in the first
case and many-body quantities in the latter case. This suggests that the interact-
ing Redfield tensor can be expanded in a Go¨rling-Levy (G-L) perturbation series in
the electron-electron interaction coupling constant α, with the Kohn-Sham-Redfield
tensor entering as the zeroth-order term in the series [74, 75, 76, 77, 78]:
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Rabcd(α) ≈ Rabcd(0) + αR1abcd + α2R2abcd + ... (6.79)
For linear response from the ground-state as we consider here, we need only construct
the quantities {Ra0a0(α)}. This is done by first expanding the ground-state and
excited-state wavefunctions in a G-L perturbation series in α,
|a(α)〉 =
∞∑
i=1
αi|ai〉, (6.80)
as well as the corresponding energies
Ea(α) =
∞∑
i=1
αiEia. (6.81)
These expansions are then substituted into the general expression for the Redfield
tensor to construct an expansion of the Redfield tensor at coupling constant α. For
α = 1, we recover the interacting Redfield tensor in Eq. 6.45, since Eq. 6.80 and
Eq. 6.81 then refer to wavefunctions and energies of the interacting system. For
α = 0, we obtain a Redfield tensor Ra0a0(0) written in terms of Kohn-Sham ground-
state and excited Slater determinants, {|a(0)〉}, and corresponding energies {Ea(0)},
which lie on the adiabatic connection with the interacting wavefunctions {|a(1)〉}
and energies {Ea(1)}. Due to the one-body nature of the system-bath coupling, only
matrix elements of the tensor Ra0a0(0) containing singly-excited Kohn-Sham Slater
determinants are non-zero. The zeroth-order term in the expansion of Eq. 6.79 then
reduces to,
Ra0a0(0) = R
ks
ijij. (6.82)
Here, the indices i, j label a pair of Kohn-Sham orbitals, in which an orbital φi
occupied in the Kohn-Sham groundstate is replaced by an orbital φj occupied in the
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singly excited determinant |a(0)〉. With the G-L expansion of the Redfield tensor well
formulated, one can rigorously construct a G-L expansion of f openxc (r, r
′;ω) using the
same general procedure outlined in [76].
For the specific example of C2+ we consider here with the Lamb shifts neglected,
Eq. 6.79 amounts to expanding Γa0, in a G-L series as
Γa0(α) ≈ Γksij + αΓ1a0 + ..., (6.83)
and determining the corresponding corrections to the bare Kohn-Sham linewidth.
This is done explicitly in Appendix B for the 1s22s2 → 1s22s2p transition within the
SMA. The first-order correction Γ12p,2s is found to be
Γ12p,2s = −
4
c3
()2s − )2p)2
×
[∫
d3rφ2s(r)rφ2p(r)
]2
× [(2s2s|2s2s)− (2s2s|2p2p)− (2s2p|2s2p)] , (6.84)
where φ2s and φ2p are ground-state Kohn-Sham orbitals and
(ij|kl) =
∫
d3r
∫
d3r′
φi(r)φj(r)φk(r′)φl(r′)
|r− r′| . (6.85)
The frequency-dependent matrix element of the kernel f bathxc (r, r
′;ω) to first-order in
G-L perturbation theory is found to be (see appendix B):
Kbath2s2p,2s2p(ω) = −
ı
2()2s − )2p)(ω + ıΓ
ks
2p,2s)(Γ
1
2p,2s). (6.86)
Due to the simple system-bath coupling, the linewidth formula of Eq. 6.74 depends
only on the atomic energies and oscillator strengths, both of which can easily be
expanded in a G-L series. The bath kernel must simply yield the difference between
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the linewidth calculated using energies and oscillator strengths of the Kohn-Sham
system and those of the true system. By construction, the bath kernel matrix element
in Eq. 6.86 yields precisely this difference to first-order in G-L perturbation theory.
In the general case, the bath will not simply couple to the system through the dipole
operator and the G-L expansion of the Redfield tensor will be more complicated.
For instance, for a phonon bath one needs the G-L expansion of the electron-phonon
coupling matrix elements.
To calculate the numerical value of Eq. 6.84, we evaluated the Coulomb integrals
of Eq. 6.85 using the spectral-element code previously presented in [258], taking the
orbitals from Octopus as input. The Octopus orbitals were obtained on a uniform
mesh with a grid-spacing of 0.1 a.u. The spectral-element code projects the orbitals
onto a tensorial Chebyshev basis for the efficient evaluation of Eq. 6.85, and we chose
all parameters conservatively such that the main source of error is in the original
representation of the orbitals.
The imaginary part of the frequency of the 2s→ 2p transition obtained by solving
Eq. 6.64 with Eq. 6.86 included is given in column 5 of Table 6.2. In Figure 6.4, the
imaginary part of the density-density response function with Eq. 6.86 included is
plotted in the vicinity of the 2s → 2p transition. Because we have derived Eq. 6.86
within the SMA, there is no correction to the oscillator strength [14, 15] and the
entire effect seen in Figure 6.4 is due to a change in the linewidth. The contribution
from f bathxc (r, r
′;ω) provides significant improvement to the linewidth, but is still far
from the exact value.
The kernel matrix element in Eq. 6.86 and coulomb integrals in Eq. 6.85 are
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Figure 6.4: Correction to the bare Kohn-Sham linewidth to first-order in GL pertur-
bation theory. All linewidths have been scaled by a factor of c3 (unscaled values are
in table 6.2).
calculated using LDA orbitals and eigenvalues, which as we have mentioned already
contain a large degree of error. If instead we were to construct Eq. 6.86 using orbitals
and eigenvalues of the exact Kohn-Sham ground-state, the frequency-dependent bath
correction would yield a far better linewidth. Also, we have only gone to first order
in G-L perturbation theory in deriving Eq. 6.84 and Eq. 6.86, while in principle the
SMA contains all orders. However, neglect of higher-order corrections is a far smaller
source of error (see appendix B).
6.6 Conclusion and outlook
We have formulated a general framework of LR-TDDFT for many-body open
quantum systems, which in principle gives access to environmentally broadened spec-
tra in a strictly ab initio manner. Our treatment is most applicable to microscopically
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derived master equations, in which the system and bath are both treated by starting
from an underlying microscopic Hamiltonian. As an example, we analyzed the mi-
croscopically derived Redfield master equation for an atom interacting with a photon
bath. In this case, the bath correlation functions were very well characterized since
they depended only on the free radiation field density of states, which is analytically
known. In some cases, the bath correlation functions may be more complicated and
need to be treated in an approximate way. In the case of a phonon bath, one would
need to be able to calculate the phonon density of modes as well as electron-phonon
couplings. This could be done by obtaining the vibrational normal modes with a
usual DFT calculation, and feeding the couplings and phonon density of states into
an open-systems LR-TDDFT calculation for the broadened spectrum. This would be
particularly applicable to describing the absorption spectrum of impurity molecules
imbedded in a lattice. Similarly, for the case of chromophores in a protein environ-
ment, one could simulate the protein using classical molecular dynamics to obtain
the spectral density and then feed it into an open-systems LR-TDDFT calculation to
compute the absorption spectrum of the chromophore. A similar treatment could be
applied to molecules in liquid environments. These directions will be explored in our
future work.
The Redfield master equation is Markovian and as a result, the pole structure
of the OQS response functions are simple. For Markovian master equations, there
are only two parameters characterizing the absorption spectrum; the location of the
peaks and their width. As a result, the OQS Casida equations have relatively simple
frequency-dependence. For non-Markovian master equations, the memory kernel is
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non-local in time, which corresponds to a frequency-dependent self-energy in the
OQS response functions. The resulting lineshapes are asymmetric and may have
many non-zero moments. This is expected to give rise to much more complicated
frequency dependence in the exchange-correlation kernel, since it must correct all of
these moments. A simple step would be to investigate the first-order non-Markovian
correction derived from the cumulant expansion of the memory kernel [162]. This will
be investigated in future work.
This paper has focused on homogeneous broadening of the spectrum, which arises
when the time-scale of the bath is much faster than that of the electrons. This is the
case of interest in OQS-TDDFT, since it implies that the bath can induce relaxation
and dephasing of the electronic degrees of freedom. In the other limit of inhomoge-
neous broadening, the bath is static relative to the time-scale of the electrons. In this
case, the external potential due to the nuclei is distributed in different configurations
due to the local environment, but no relaxation and dephasing takes place. Inho-
mogeneous broadening can be well captured by performing usual closed LR-TDDFT
calculations for different static nuclear configurations and then ensemble averaging.
A realistic spectrum usually consists of both broadening mechanisms. This can be
well captured by performing an open systems LR-TDDFT calculation for each static
nuclear configuration and then ensemble averaging over the different configurations
afterwards.
To perform an open-systems LR-TDDFT calculation using modern electronic
structure codes, the greatest challenge is probably the implementation of the algo-
rithm in [180, 200] for solving the complex and non-linear eigenvalue problem. This
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algorithm becomes expensive for a large occupied-unoccupied space of Kohn-Sham
orbitals and a self consistent procedure becomes more efficient. Work towards imple-
menting these capabilities in a numerical library is currently under investigation.
6.7 Appendix A - derivation of the Casida equa-
tions for the Redfield master equation
In this appendix we derive Eq. 6.64 and Eq. 6.65 for the open-systems Casida
equations. In keeping with the original derivation by Casida [42], we introduce second
quantized creation and annihilation operators, a†i and ai, for a one-particle orbital
basis. In what follows, this will be taken to be a basis of real molecular orbitals
from a ground or equilibrium-state Kohn-Sham calculation. An arbitrary one-particle
operator Oˆ is represented in this basis as
Oˆ =
∑
ij
a†iaj〈i|Oˆ|j〉. (6.87)
The interacting density-density response function in Eq. (6.53) is given by
χnn(r, r
′;ω) =
∑
ijkl
φi(r)φj(r)χijkl(ω)φk(r
′)φl(r′), (6.88)
where
χijkl(ω) =
∑
a
[P (Ea)]
∑
b
{
〈a|a†jai|b〉〈b|a†kal|a〉
ω + ωab + ıRabab
− 〈a|a
†
kal|b〉〈b|a†jai|a〉
ω − ωab + ıR∗abab
}
. (6.89)
In this basis, the linear response of the interacting 1-particle reduced density matrix
at frequency ω is
δρij(ω) =
∑
kl
χijkl(ω)δvext(ω)kl, (6.90)
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and the linear density response is given by
δn(r,ω) =
∑
ij
δρij(ω)φj(r)φi(r). (6.91)
In the Kohn-Sham-Redfield system, the same density response is produced from
δn(r,ω) =
∑
ij
δγij(ω)φj(r)φi(r), (6.92)
where
δγij(ω) =
∑
kl
χksijkl(ω)δvks(ω)kl, (6.93)
is the response of the Kohn-Sham-Redfield one-particle reduced density matrix and
χksijkl(ω) = δikδjl
{
fj − fi
ω − ωij + ırksjiji
}
. (6.94)
Eq. (6.93) can then be written as
δγij(ω) =
{
fj − fi
ω − ωij + ırksjiji
}
(δvext(ω)ij + δvh(ω)ij + δv
open
xc (ω)ij). (6.95)
We now write
δvh(ω)ij + δv
open
xc (ω)ij =
∑
kl
Kijkl(ω)δγkl(ω), (6.96)
where
Kijkl(ω) =
∫
d3r
∫
d3r′φ∗i (r)φ
∗
j(r)
{
1
|r− r′| + f
open
xc [n
eq](r, r′;ω)
}
φk(r
′)φl(r′).(6.97)
We can then re-write Eq. 6.95 as
fk $=fl∑
kl
[
δikδjl
ω − ωkl + ırkslklk
fl − fk −Kijkl(ω)
]
δγkl(ω) = δvext(ω)ij. (6.98)
We separate the Kohn-Sham-Redfield matrix into real and imaginary parts
rksklkl = Γ
ks
kl + ı∆
ks
kl , (6.99)
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and separate particle-hole and hole-particle contributions as in [42]
∑
kl,fk>fl
[
δikδjl
ω − ωkl +∆kskl
fl − fk + ı
δikδjlΓkskl
fl − fk −Kijkl(ω)
]
δγkl(ω))
−
∑
kl,fk>fl
Kijlk(ω)δγlk(ω = δvext(ω)ij (6.100)
∑
kl,fk>fl
[
δikδjl
ω − ωlk −∆kskl
fk − fl + ı
δikδjlΓkskl
fk − fl −Kjilk(ω)
]
δγlk(ω)
−
∑
kl,fk>fl
Kjikl(ω)δγkl(ω) = δvext(ω)ji. (6.101)
We now define the following matrices:
Aijkl(ω) = δikδjl
ωkl −∆kskl
fk − fl −Kijkl(ω), (6.102)
Γijkl =
δikδjlΓkskl
fk − fl , (6.103)
Bijkl(ω) = −Kijlk(ω), (6.104)
and
Cijkl =
δikδjl
fk − fl . (6.105)
The matrices Bijkl and Cijkl have the same form as in [42]. Aijkl is similar, but
includes a contribution due to the Lamb shift and Γijkl is a new term.
We can combine Eq. 6.100 and Eq. 6.101 into a single matrix equation,
{ A¯− ıΓ¯ B¯
B¯ A¯+ ıΓ¯
− ω
 C¯ 0
0 C¯
}
 -δγ(ω)
-δγ
∗
(ω)
 =
 -δvext(ω)
-δvext
∗
(ω)
 ,(6.106)
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or by applying the unitary transformation
1√
2
 1 1
−1 1
 , (6.107)
 A¯+ B¯ ıΓ¯+ ωC¯
ıΓ¯+ ωC¯ A¯− B¯

 0e( -δγ(ω))
−ı.m( -δγ(ω))
 =
 0e( -δvext)(ω)
−ı.m( -δvext(ω))
 . (6.108)
Without loss of generality we assume the applied perturbation to be real. Since the
molecular orbitals are taken to be real, the density response can be calculated from
0e( -δγ(ω)) alone. From Eq. 6.108, we obtain
[
(A¯+ B¯)− (ıΓ¯+ ωC¯) [A¯− B¯]−1 (ıΓ¯+ ωC¯)]0e( -δγ(ω)) = 0e( -δvext)(ω). (6.109)
We introduce the matrices
S¯ = −C¯ [A¯− B¯]−1 C¯, (6.110)
and
Ω(ω) = −S¯− 12 [A¯+ B¯] S¯− 12 , (6.111)
which have the same form as in the usual Casida equations presented in chapter 2.
Eq. 6.109 can then be inverted to obtain
0e( -δγ(ω)) = S− 12
{
ω2 − Ω(ω) + S¯− 12 Γ¯ [A¯− B¯]−1 Γ¯S¯− 12
+ ıω(S¯−
1
2 Γ¯C¯−1S¯
1
2 + S¯
1
2 C¯−1Γ¯S¯−
1
2 )
}−1
S−
1
20e( -δvext)(ω) (6.112)
The poles of the density-density response function are obtained when the operator in
brackets vanishes. Defining
Ω¯(ω) = Ω(ω)− S¯− 12 Γ¯ [A¯− B¯]−1 Γ¯S¯− 12 − ıω(S¯− 12 Γ¯C¯−1S¯ 12 + S¯ 12 C¯−1Γ¯S¯− 12 ), (6.113)
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this is equivalent to solving the pseudo-eigenvalue equation
{
ω2 − Ω¯(ω)
}
-F = 0. (6.114)
Returning to the basis of Kohn-Sham molecular orbitals, the matrix representation
of Ω¯(ω) is
Ω¯ijkl(ω) = δikδjl
{
(ωkslk +∆
ks
kl )
2 + (Γkskl )
2 − 2ıωΓkskl
}
+
4
√
(fi − fj)(ωksji +∆ksij )Kijkl(ω)
√
(fk − fl)(ωkslk +∆kskl ). (6.115)
6.8 Appendix B - first-order Go¨rling-Levy pertur-
bation correction to the linewidth of the 2s →
2p transition of C2+
In this appendix, we derive the first-order correction to the bare Kohn-Sham
linewidth in Eq. 6.84 as well as the frequency-dependent functional which gives rise
to this correction. Our treatment closely parallels that used by Go¨rling in deriving
the exact-exchange kernel in [76]. In what follows, the Lamb shifts are neglected. We
also make the assumption that the two electrons in the 1s2 core are frozen, and their
effect on the two valence electrons is taken into account with an effective potential.
This is in fact the case for our numerical calculations, since we replace the 1s2 core
by a pseudopotential. We then effectively have a two-electron singlet in which the
interacting ground-state is
ψ2s2(r, r
′) ≡ 〈r, r′|2s2(α = 1)〉, (6.116)
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and the first excited state is
ψ2s2p(r, r
′) ≡ 〈r, r′|2s2p(α = 1)〉. (6.117)
We denote the respective energies of these two states by E2s2 ≡ E2s2(α = 1) and
E2s2p ≡ E2s2p(α = 1). The corresponding Kohn-Sham ground-state is
Φ2s2(r, r
′) ≡ 〈r, r′|2s2(α = 0) = φ2s(r)φ2s(r′), (6.118)
and Kohn-Sham first excited state is
Φ2s2p(r, r
′) ≡ 〈r, r′|2s2p(α = 0) = 1√
2
(φ2s(r)φ2p(r
′) + φ2s(r′)φ2p(r)). (6.119)
The respective energies are 2)2s ≡ E2s2(α = 0) and )2s + )2p ≡ E2s2p(α = 0).
Our starting point is the linear density response at coupling constant α, in the
subspace spanned by the 1s22s2 → 1s22s2p transition,
δn(α, r,ω) =
2(E2s(α)− E2p(α))
(E2s(α)− E2p(α))2 − (ω + ıΓ2p,2s(α))2
× 〈2s2(α)|nˆ(r)|2s2p(α)〉〈2s2p(α)|δvˆ(α,ω)|2s2(α)〉. (6.120)
For α = 1, this expression refers to the density response of the interacting system,
while for α = 0, it describes that of the Kohn-Sham system. In particular, δvˆ(α =
1,ω) = δvˆext(ω) while δvˆ(α = 0,ω) = δvˆs(ω). δn(α,ω, r) = δn(r,ω) is invariant with
respect to the coupling constant α. We now expand both sides of Eq. 6.120 in a taylor
series in α and equate coefficients of equal powers of α on both sides. At zeroth-order
in α, we recover the Kohn-Sham response equation
δn(r,ω) =
2()2p − )2s)
()2p − )2s)2 − (ω + ıΓks2p,2s)2
×
∫
d3r′〈2s2(0)|ρˆ(r)|2s2p(0)〉〈2s2p(0)|ρˆ(r′)|2s2(0)〉δvs(r′,ω). (6.121)
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To evaluate the first-order terms, we need the expansions of the wavefunctions, en-
ergies and linewidths to first order in α. The expansions of the wavefunctions and
energies are given by standard GL perturbation theory:
|ψ12s2〉 =
〈ψ2s2p(0)|vˆee − vˆh − vˆx|ψ2s2(0)〉
)2s − )2p |ψ2s2p(0)〉 (6.122)
|ψ12s2p〉 =
〈ψ2s2(0)|vˆee − vˆh − vˆx|ψ2s2p(0)〉
)2p − )2s |ψ2s2(0)〉 (6.123)
E12s2 = 〈ψ2s2(0)|vˆee − vˆh − vˆx|ψ2s2(0)〉 (6.124)
E12s2p = 〈ψ2s2p(0)|vˆee − vˆh − vˆx|ψ2s2p(0)〉. (6.125)
Since the ground-state is a spin singlet, vˆx = − vˆh2 and all quantities can be explicitly
evaluated. We find
〈r, r′|ψ12s2〉 =
3
4()2s − )2p)(2s2s|2s2p) [φ2s(r)φ2p(r
′) + φ2s(r′)φ2p(r)] = 0 (6.126)
and
〈r, r′|ψ12s2p〉 =
−3
2
√
2()2s − )2p)
(2s2s|2s2p) [φ2s(r)φ2s(r′)] = 0. (6.127)
i.e. the first-order corrections to the wavefunctions vanish since (2s2s|2s2p) = 0.
The first-order G-L correction to the energy is
ω12s2,2s2p ≡ E12s2 − E12s2p = (2s2s|2s2s)− (2s2s|2p2p)− (2s2p|2s2p). (6.128)
We now obtain the first-order correction to the bare Kohn-Sham linewidth. The
linewidth for the 2s2 → 2s2p transition at coupling constant α is
Γ2p,2s(α) = −4
3
(
1
c
)3(ω2s2,2s2p(α))
3|〈ψ2s2(α)|-ˆµ|ψ2s2p(α)〉|2. (6.129)
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Expanding in a taylor series in α, at zeroth-order we recover the Kohn-Sham linewidth,
Γ2p,2s(0) ≡ Γks2p,2s = −
4
3
(
1
c
)3()2s − )2p)3|〈ψ2s2(0)|-ˆµ|ψ2s2p(0)〉|2. (6.130)
In terms of Kohn-Sham orbitals this is,
Γ2p,2s(0) ≡ Γks2p,2s = −
4
3
(
1
c
)3()2s − )2p)3|
∫
d3rφ2s(r)rφ2p(r)|2. (6.131)
At first-order in α we find
Γ12p,2s = −
4
3
(
1
c
)3()2s − )2p)3〈ψ2s2(0)|-ˆµ|ψ2s2p(0)〉
[
〈ψ2s2(0)|-ˆµ|ψ12s2p〉+ 〈ψ12s2 |-ˆµ|ψ2s2p(0)〉
]
− 4(1
c
)3()2s − )2p)2ω12s2,2s2p|〈ψ2s2(0)|-ˆµ|ψ2s2p(0)〉|2 (6.132)
Using Eqs. 6.126 - 6.128, we can now evaluate Eq. 6.132. We find that,
Γ12p,2s = −4
[
1
137
]3
()2s − )2p)2
×
[∫
d3rφ2s(r)rφ2p(r)
]2
× [(2s2s|2s2s)− (2s2s|2p2p)− (2s2p|2s2p)] . (6.133)
which is the correction to the bare Kohn-Sham linewidth we have included in Eq. 6.84.
We can now ask what the frequency-dependent exchange-correlation kernel is which
gives rise to this correction. This is in some sense a generalization of the exact-
exchange kernel to OQS, in that it is correct to first-order in G-L perturbation theory.
However, the form of this functional will now depend on the bath.
To construct the kernel, we now equate coefficients of first-order in α in Eq. 6.120.
The result is∫
d3r′
[
χksnn(ω, r, r
′)δv1(ω, r′) + hopen1 (ω, r, r
′)δvs(ω, r′)
]
= 0. (6.134)
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Here, δv1(ω, r′) is the coefficient of the first-order GL expansion of the potential,
obtained from
δv1(α,ω, r) ≈ δvs(ω, r) + αδv1(ω, r), (6.135)
and
hopen1 (ω, r, r
′) ={
2ω12s22s2p
()2s − )2p)2 − (ω + ıΓks2p,2s)2
− 4()2s − )2p)(()2s − )2p)ω
1
2s22s2p − ıΓ12p,2s)((ω + ıΓks2p,2s)))
(()2s − )2p)2 − (ω + ıΓks2p,2s)2)2
}
× [2φ2s(r)φ2p(r)φ2s(r′)φ2p(r′)] . (6.136)
We now separate out the part of hopen1 (ω, r, r
′) which contains the correction to the
Kohn-Sham linewidth Γ12p,2s:
hbath1 (ω, r, r
′) = ı
8()2s − )2p)(Γ12p,2s)(ω + ıΓks2p,2s)
(()2s − )2p)2 − (ω + ıΓks2p,2s)2)2
[φ2s(r)φ2p(r)φ2s(r
′)φ2p(r′)] .(6.137)
The functional arising from this correction is then given by:
f bathx (ω, r, r
′) =
∫
d3r′′d3r′′′χks
−1
(ω, r, r′′)hbath1 (ω, r
′′, r′′′)χks
−1
(ω, r′′′, r′). (6.138)
Here, χks
−1
is the inverse of the Kohn-Sham response function
χks(ω, r, r′) =
4()2s − )2p)
()2s − )2p)2 − (ω + ıΓks2p,2s))2
[φ2s(r)φ2p(r)φ2s(r
′)φ2p(r′)] (6.139)
in the restricted space. For the open-systems Casida equations, we need the matrix
element of Kbath2s2p,2s2p(ω) of Eq. 6.138, which is given by
Kbath2s2p,2s2p(ω) = −
ı
2()2s − )2p)(ω + ıΓ
ks
2p,2s)(Γ
1
2p,2s). (6.140)
This is the matrix element given in Eq. 6.86. The remaining part of Eq. 6.137 we
have not separated out changes only the location of the 2s2 → 2s2p transition and
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not the width. In the calculations of section 6.5, we have replaced this contribution
to the kernel with an adiabatic functional in solving Eq. 6.64.
To understand Eq. 6.140 better, we consider the SMA equation in the 2s → 2p
subspace:
ω2 + 2ıΓks2s2pω −
{
()2s − )2p)2 + (Γks2s2p)2 + 4()2s − )2p)K2s2p,2s2p(ω)
}
= 0.
If we separate out the adiabatic and bath parts as
K2s2p,2s2p(ω) = K2s2p,2s2p − ı
2()2s − )2p)(ω + ıΓ
ks
2p,2s)(Γ
1
2p,2s) (6.141)
and substitute Eq. 6.141 in, we get:
ω2 + 2ı(Γks2s2p + Γ
1
2p,2s)ω −
{
()2s − )2p)2 + (Γks2s2p)2 + 2Γks2s2pΓ12p,2s + 4()2s − )2p)K2s2p,2s2p
}
= 0. (6.142)
The solutions are
ω = −ı(Γks2s2p + Γ12p,2s)±
√
()2s − )2p)2 − (Γ12p,2s)2 + 4()2s − )2p)K2s2p,2s2p (6.143)
Since the term (Γ12p,2s)
2 is very small relative to the ATDDFT shift, the effect of
Kbath2s2p,2s2p(ω) is a simple correction to the bare Kohn-Sham linewidth by Γ
1
2p,2s. The
term (Γ12p,2s)
2 is due to higher-order corrections in G-L perturbation theory to the real
part of the energy. It arises from the fact that in OQS-TDDFT as in usual TDDFT,
the SMA contains all orders in G-L perturbation theory [14]. Furthermore, in OQS-
TDDFT, higher orders in G-L perturbation theory mix the real and imaginary parts
of the energies, i.e. the real part of the kernel affects the imaginary part of the energy
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and vice-versa. This is in contrast to the SPA, which is exact to first-order in G-
L perturbation theory for OQS-TDDFT and does not mix the real and imaginary
parts of the energy. The SPA has also been shown the be exact to first-order in G-L
perturbation theory for usual closed-systems TDDFT [72].
Chapter 7
Coherent resonant energy transfer
7.1 Introduction
In this chapter, we model the coherent energy transfer of an electronic excitation
within covalently linked aromatic homodimers from first-principles. We do not di-
rectly use OQS-TDDFT discussed in previous chapters, but rather use conventional
TDDFT to calculate parameters from first-principles to be used in a Redfield master
equation. For the systems we model, the timescales of coherent transport are exper-
imentally known from time-dependent polarization anisotropy measurements, and so
we can directly assess whether current techniques are predictive for modeling coherent
transport. The coupling of the electronic degrees of freedom to the nuclear degrees of
freedom is calculated from first principles rather than assumed, and the fluorescence
anisotropy decay is directly reproduced. Surprisingly, we find that although TDDFT
absolute energies are routinely in error by orders of magnitude more than the coupling
energy between monomers, the coherent transport properties of these dimers can be
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semi-quantitatively reproduced from first-principles. Future directions which must be
pursued to yield predictive and reliable models of coherent transport are suggested.
7.2 Background
Recent experimental evidence of coherent electronic energy transport at biologi-
cally relevant physical scales has spurred studies of the basic dynamics [54] as well as
new methods for propagating the quantum system state [98, 99, 286] as it interacts
with an environment we cannot fully characterize. However, detailed pictures of how
the quantum state couples to the bath are usually absent from these studies, which
often assume an environment characterized by a small number of parameters (for ex-
ample a spectral density of the Drude-Lorentz form [199]). Models for the electronic
coupling usually vary in detail [206, 23, 96, 85, 196, 163] between the dipole ap-
proximation and the single-particle Coulomb interaction, but quantum many-particle
effects are assumed to be negligibly small. It is not clear from the literature [202] at
present day how well electronic structure theory can provide all the parameters which
are required to accurately predict the timescale of coherence decay. The couplings
between chromophores are typically on the order of 300cm−1 ≈ 1 kcal/mol. Excited-
state methods which can be afforded for molecules of this size, mainly time-dependent
density functional theory (TDDFT), are routinely in error [174, 208] by 1600cm−1.
Recently, an experiment [272] has characterized coherent resonant energy trans-
fer (CRET) in a closely related family of anthracene dimers (Fig. 7.1). In this
experiment a femtosecond pulse of linearly polarized light prepared superpositions
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of electronic states on a pair of identical chromophores. Then, over the course of
roughly a picosecond, the time-dependent fluorescence was detected by upconver-
sion. The oscillations of the fluorescence anisotropy (r(t)) measured in these experi-
ments are a marker of coherent transport (as demonstrated in the pioneering work of
Hochstrasser [285] and coworkers). The three dimers, [2,2’] dithia-anthracenophane
(DTA), 3,5-bis(anthracen-2-yl)-tert-butylbenzene (MDAB) and 1,2-bis-(anthracen-9-
yl)benzene (ODAB), are all derivatives of anthracene. Theoretically, DTA has been
examined [111] by the groups of Cina [155, 27] and Jang [274], who supported the
picture of coherent transport. The latter work provided direct calculations of the
Coulomb coupling within a model-Hamiltonian picture of transport, and used DTA
as a test-bed for an efficient new theory of CRET [103, 102].
The purpose of our present investigation in this chapter is to theoretically re-
produce the experimentally measured fluorescence anisotropy. We do this by form-
ing a master equation using first-principles electronic structure calculations, thereby
avoiding empirical or phenomenological input. In this work we employ the Red-
field [194, 195] master equation. We will see below that within our simulations, the
couplings between the electronic states are so much larger than the bath reorganiza-
tion energies, that Redfield theory is appropriate for this application [112, 108, 109]
and can furnish good results. However, the Redfield master equation is perturba-
tive and fails entirely when the electronic couplings are small relative to the bath
strength. The main goal of this work is to propagate the Redfield equation using
affordable electronic structure methods. To this end, we will test out an inexpensive
procedure for producing the system-bath model, combining a recently proposed dia-
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Figure 7.1: Excitonic dimers considered in this study, from left-to-right [2,2’] dithia-
anthracenophane (DTA), 3,5-bis(anthracen-2-yl)-tert-butylbenzene (MDAB) and 1,2-
bis-(anthracen-9-yl)benzene (ODAB).
batization scheme [219, 256] with the independent mode displaced harmonic oscillator
model (IMDHO) for nuclear dephasing.
We should briefly mention that there are many other possible simulation tech-
niques that could be used for modeling coherent transport that we don’t use in the
present study. Non-Markovian master equations exist which can replace Redfield
theory with little additional cost [103, 102]. Moving towards increased accuracy and
increased cost, there are several dynamical simulation techniques which can propa-
gate electrons coupled to nuclei [101, 47], such as surface hopping (SH) [233, 50, 160],
Ehrenfest dynamics [125, 105, 151], and semi-classical approaches [221, 44]. So-
phisticated and sometimes formally-exact master equations which incorporate non-
Markovian effects through auxiliary density matrices that propagate along with the
system [220, 100, 215, 99, 157] can also be used, but are a difficult starting point
for atomistic simulations because the cost which is already significant with model-
hamiltonians increases further in a non-linear way as detail is added.
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7.3 The electron-phonon Redfield master equation
The starting point of our analysis is the usual Liouville-Von Neumann equation
for the full unitary evolution of a molecule linearly coupled [95] to a harmonic phonon
bath,
d
dt
ρˆ(t) = −iLρˆ(t) = −i[Hˆ, ρˆ(t)], where: Hˆ = Hˆelec + Hˆph + Hˆelec-ph (7.1)
and ρ is the full density matrix describing both electronic and nuclear degrees of
freedom. We now introduce fermionic operators ai and a
†
i , which respectively destroy
and create an electron in an arbitrary many-electron state i (the exact nature of the
electronic states is discussed below). Similarly, we introduce bosonic operators bα
and b†α, which respectively destroy and create a vibrational excitation in mode α. We
expand the terms in the molecular Hamiltonian and density matrix in terms of these
basis states as,
Hˆelec =
∑
ij
∑
α
(hij + δijωαd
2
iα/2)a
†
jai, (7.2)
Hˆph =
∑
α
ωα(b
†
αbα +
1
2
), (7.3)
Hˆelec-ph =
∑
i
∑
α
ωαdiαa
†
iai(b
†
α + bα), (7.4)
σ =
∑
ij
∑
αβ
ρija
†
iaj × ραβb†αbβ. (7.5)
In the language of chapter 3, Hˆelec is the reduced system Hamiltonian, Hˆelec-ph is the
system-bath coupling (which has the desired bilinear form of eq. 3.4) and Hˆph is the
bath Hamiltonian. Here, diα is a dimensionless parameter measuring the strength
of coupling of the ith electronic state to the vibrational mode α, which is defined
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explicitly below (Eq. 7.11). Different choices of electronic states will yield different
dimensionless displacements diα. In Eq 7.2, we see that in addition to the usual
matrix elements hij of the electronic Hamiltonian, Hˆelec includes an additional con-
tribution from reorganization energies of the bath [209], ωαd2iα/2. The reorganization
energies cancel somewhat with the imaginary contribution of the Redfield operator
(the Lamb shift), and both are absent from Redfield’s original work. In derivations
of Redfield’s equations from more sophisticated equations of motion [209], neglecting
the reorganization energy and Lamb shift is an additional approximation. We opt
to include both, since the resulting Hamiltonian can be consistently motivated from
first-principles as a linear expansion of Hˆelec(R) in terms of the nuclear coordinates
R.
In a more detailed picture, a reorganization Hamiltonian for solvent polarization
degrees of freedom which are very slow on the electronic timescale, and have little
impact on the dynamics, would localize the adiabatic electronic states of the system.
One effective way to incorporate these solvation effects into our simulation is to adopt
a recently implemented diabatization [219, 256] procedure invented by Subotnik and
coworkers, which mixes the configuration interaction singles (CIS) (or Tamm-Dancoff
approximation (TDA)) states with one-another such that their interaction with an
implied dielectric is minimized. After this transformation, the electron-phonon cou-
pling is taken to be diagonal in the diabatic electronic basis, although the Hamiltonian
now has off-diagonal Coulomb and exchange coupling.
In order to simulate CRET, Eq. 7.1 must be integrated for a few picoseconds,
which is prohibitive for these systems with all-electron detail [127, 8]. Instead, we
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propagate a limited basis of a few TDDFT states within the TDA [93], which obeys an
equation of motion for an auxiliary one-particle density matrix which is the same as
the electronic part of Eq. 7.1. We assume that an approximate propagation spanned
by the space of adiabatic stationary states (ψi) coming from TDDFT/TDA with
energies below 6eV (the sum of excitation energy and pulsewidth) is sufficient to rep-
resent the combined dynamics. States of the quasi-diabatic model [219, 256] evolve
under a non-diagonal Hamiltonian with the off-diagonal Coulomb and exchange ma-
trix elements generating coupling between these energy transfer states. When a field
is applied, further coupling between the states will occur via the dipole operator,
and also via the Redfield relaxation operator describing coupling to the vibrational
modes. Transition moments between states and excitation energies were obtained
from the Q-Chem program package [214] and evaluated as expectation values of the
dipole operator with TDA density matrices [276] using the functionals and basis sets
described below. These add a time-dependent off-diagonal term to Hˆelec, with matrix
elements Vij(t) = -E(t) ·µij. Strictly speaking, although the exact Kohn-Sham density
matrix reproduces the correct density response, it may not be a valid approximation
to the true 1-particle reduced density matrix. Using the Kohn-Sham density matrix
as an approximation to the true 1-particle density matrix affects the transition mo-
ments most significantly relative to other errors in our calculations arising from this
approximation.
To the approximate electronic Liouville equation mentioned above, we add dis-
sipative terms [123, 159] of a Markovian Redfield equation, affording an effective
dynamics of the reduced electronic system density matrix in the presence of the vi-
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brational bath. The resulting Redfield equation is:
ρ˙IJ = i
∑
K
(Helec,IK(t)ρKJ(t)− ρIK(t)Helec,KJ(t)) +
∑
KL
RIJKLρKL(t), (7.6)
RIJKL = ΓLJIK + Γ∗KIJL − δJLΓIMMK − δIKΓJMML, (7.7)
ΓIJKL =
∑
α,β,i,j
∫ ∞
0
dteiωKLtCα,βij (t)〈I|a†iai|J〉〈K|a†jaj|L〉. (7.8)
Indices I, J have been capitalized to reflect the possibility that the basis of Eq. 7.8
may be chosen differently than the basis of Eq. 7.1. The lowercase indices refer to the
unmixed, purely-electronic TDDFT/TDA states. The capitalized indices may refer to
Subotnik’s quasi-diabatic states, in which case all the capitalized indices are related
to their lowercase counterparts by a simple unitary transformation Uˆ , determined by
that model for the localization induced by the solvent, i.e. HˆIJ = U∗IiHˆelec,ijUjJ . The
correlation functions Cα,βij (t) in Eq. 7.8 are explained below.
Structures of [2,2’] dithia-anthracenophane (DTA), meta- Dianthraceneophane(MDAB)
and ortho-Dianthraceneophane(ODAB) were optimized using the B3LYP [21] func-
tional and def2-TZVP basis [205] (and auxiliary basis [260]) in the ORCA [165]
program package and the harmonic vibrational frequencies and modes were evalu-
ated. These geometries and modes were re-used for excited-state calculations. A
local exchange approximation, COSX [166] was also invoked. For the purposes of
electronic energy transport in molecules, the classic description of the bath, follow-
ing Huang [32], is the vibrations which underly the molecule itself. To provide an
IMDHO for the correlation function of these bath modes (α, β..), a nuclear Hessian
calculation was performed which provides mass-weighted normal mode coordinates
Uαn and frequencies ωα. The thermal correlation functions of the phonon part of the
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electron-phonon interaction Hamiltonian, Hˆelec-ph, are given by:
Cα,βi,j (t) = 〈[diα(b†α(t) + bα(t))][djβ(b†β(0) + bβ(0))]〉, (7.9)
where bα(t) = eiHˆphtbαe−iHˆpht and the expectation value is with respect to the equi-
librium phonon density matrix. In the IMDHO model we use in our calculations, one
assumes that the correlation functions in Eq. (7.9) vanish unless α = β. The correla-
tion function of a single nuclear mode is then given explicitly by the expression [162]:
Cαij(t) = ω
2
α
diαdjα
2
[(n¯α + 1)e
−iωαt + (n¯α)eiωαt], (7.10)
where n¯α = (e(β!ωα) − 1)−1 is the thermal phonon distribution. With the real-time
correlation function in Eq. 7.10, we associate the Fourier transform Cαij(ω) and we
will use the notation
∑
αC
αα
ij (ω) = Cij(ω) throughout.
Assuming that the potential surfaces of the lower and upper states are harmonic
wells of the same frequency, the dimensionless displacements diα are given by the
gradient of the diagonal electronic matrix element projected onto the mode and the
mode frequency [184] via the relation:
diα = ω
−1
α
d
dQα
〈i|Hˆelec(Q)|i〉, (7.11)
which can then be used to construct the correlation functions in Eq. 7.10. Equiva-
lently, we compute them by taking finite differences in the nuclear coordinates Rn,
using the relation:
diα =
∑
n
d
dRn
〈i|Hˆelec(R)|i〉Uαn (mn
√
ωα)
−1/2, (7.12)
where the index n labels an atom with mass mn, and Uαn is the cartesian mass-
weighted normal mode coordinate [116]. The coupling constant between the states
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can also be expressed in terms of the so-called Huang-Rhys factor Siα, which is simply
related to the dimensionless displacements by Siα =
ωαd2iα
2 .
The harmonic correlation functions in Eq. 7.10 were evaluated at 273.15K in our
simulations. In a solution of tetrachloroethylene, the redistribution of vibrational
quanta in anthracene has been studied at room temperature, with time-resolved Ra-
man techniques and found to occur on timescales between 1-10 ps [79], which would
correspond to a homogeneous vibrational linewidth of 5cm−1 for one pair of modes. In
addition to the approximations mentioned above, we assume a Lorentzian broadening
of the harmonic thermal correlation function by Γ = 40cm−1, due to anharmonicity
and collisions with the surrounding medium. Diabatic results are relatively insensi-
tive to choices of this parameter (pure-dephasing lifetimes vary by less than a factor
of two for reasonable values). The BLYP/6-31g** pure-dephasing lifetimes of the
bright states in DTA and MDAB with Γ = 40cm−1 are .894ps and .566ps respec-
tively. For Γ = 100cm−1 the same two quantities are .900ps and .564ps. The result
of this series of approximations are correlation functions between each state which
resemble the sum of Lorentzian peaks in (Fig. 7.2). These functions are different
for every pair of states. In the direction of further rigor, correlation functions could
be collected from classical or semi-classical dynamics calculations, or zero-frequency
pure-dephasing contributions may be calculated from anharmonicities [156] of the
excited state surface. We do not employ these more sophisticated techniques in the
present study.
The experimental observable we seek to reproduce is the fluorescence anisotropy,
r(t) ≡ (I‖(t)− I⊥(t))/(I‖(t) + 2I⊥(t)). (7.13)
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Figure 7.2: An example of the bath correlation functions for ODAB, produced from
the approximations discussed in the text. Cmn(ω) is constructed for every pair of
states below 6.5eV within the IMDHO model, and used to construct the Redfield
tensor.
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Here, I‖ and I⊥ are respectively the fluorescence intensity parallel and perpendicular
to the stimulation polarization. Factoring out the transition moments of the detector,
and making the rotating wave approximations, the fluorescence intensity is given [57]
by the dipole-dipole autocorrelation function, Iγδ(t) ∝ Tr(ρˆ0µˆγe−iLtµˆδ), where ρ0 =
|0〉〈0| is the ground state density operator and η, δ are cartesian indices. To spherically
average in a numerical propagation of the Redfield equation, we apply an 80fs pulse
to three orthogonal directions of the molecule with a carrier frequency that is the
average energy of the first four excited states, resulting in a coherent superposition of
populated states (Fig. 7.3). The polarization which results in all three directions over
time is then used to calculate the tensor Iηδ(t). The anisotropy is then evaluated at
each time using Eq. 7.13 [282]. Explicitly, one finds that r(t) = (1− ρdp)/(1 + 2ρdp),
where the depolarization ratio ρdp =
3γ3
45α2+4γ2 is determined from the isotropic (α)
and anisotropic (γ) tensor invariants of Iηδ(t) [245]. The fit of Yamazaki’s data with
the functional form of Hochstrasser,
r(t) =
0.1
1 + e
− 2t
T
′
2C
(
(1 + 3C) + 3(1− C)e−
t
T
′
2 ∗ Cos(ωosct+ δ) + (3 + C)e
− 2t
T
′
2
)
where C = Cos2θ and ωosc = 4β
2 − (T ′2)−2,
(7.14)
is used to represent the experiment in this work. Since we use a many-state model
we interpret β, and T
′
2 as effective couplings and dephasing times respectively. θ is
related to the angle between transition moments, and δ is a phase-shift.
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Figure 7.3: An example of how the [2,2’] dithia-anthracenophane(DTA) state pop-
ulations evolve under the application of an 80fs oscillating electric field of 0.05 au
along one of three axes (denoted by the red arrow in the figure). On the right, the
corresponding stick spectra are shown, with and without reorganization energy, and
in blue the envelope of the exciting pulse.
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7.4 Electronic parameters
The vertical (ωB97//6-31g**) [46] TDDFT excitation spectrum of a single an-
thracene molecule has two poles below 5eV at 4.28, and 4.43 eV, with only the lower
state possessing significant oscillator strength. This is a reasonable reproduction [287]
of bright 1B1u and dark 1B2u states which occur experimentally at 3.43 and 3.47 eV
respectively. For some of the dimers studied, the stick spectrum which results can be
rationalized as simple mixtures of these states; with two bright states coming from
symmetric and antisymmetric combinations of the bright states amongst themselves.
The dark states, whose realism was questioned in previous work [274], appear to have
charge-transfer character, and their relative position to the bright states in the spec-
trum changes depending on whether an asymptotically correct exchange functional
is used or not. The TDDFT stick spectra are in good qualitative agreement with
a correlated wavefunction based [87, 198] excited state theory (Table 7.1). The low
lying dark states are likely real, and indeed in our dynamics simulations they are
involved in population relaxation of the bright states.
The semi-quantitative agreement of electronic couplings (β) with the experi-
Method Species State 1 State 2 State 3 State 4
RI-SOS-CIS(D0) DTA 3.83, f=0.077 3.84, f=0.047 3.89, f=0.104 3.89, f=0.026
MDAB 3.89, f=0.003 3.90, f=0.004 4.00, f=0.150 4.01, f=0.175
ODAB 3.93, f=0.023 3.95, f=0.001 3.98, f=0.158 4.05, f=0.266
B3LYP DTA 2.84 , f=0.002 2.85, f=0.002 3.22, f=0.043 3.26, f=0.069
MDAB 3.19, f=0.001 3.20, f=0.001 3.37, f=0.153 3.38, f=0.050
ODAB 3.00, f=0.032 3.07, f=0.021 3.37, f=0.104 3.44, f=0.128
Table 7.1: Singlet excited state energies (eV) and oscillator strengths, f, produced
by RI-CIS(D0)//cc-pvdz follow the same trends as the B3LYP results, although the
values of the couplings are more poorly reproduced.
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mental oscillation periods is the most difficult aspect of the experiment to reproduce
with TDDFT, although it was not the focus of this work. If the Hamiltonian is ex-
pressed in a basis of localized degenerate states, β is the off diagonal element between
two states. In the basis of adiabatic states which diagonalize the electronic Hamil-
tonian, it is related to half the gap between the energies of the bright states. The
experimental estimate of β from the oscillation period depends on a 2-state model,
and the subtraction of a relaxation lifetime. Theoretical models depend on either
perturbation theory of monomer densities which have been separated in an ad-hoc
way, or a splitting between adiabatic energies. The latter, super-molecule approach
is more realistic and can capture whatever electron interaction effects are present in
the underlying electronic structure model (although the perfect mixture of the two
states is assumed). Because of the uncontrolled nature of the approximations relat-
ing the experimental β and electronic state gap, one should view direct comparison
of the experimental and calculated β semi-quantitatively. Only the final simulated
oscillation should be directly comparable to the experiment. Still if the adiabatic
state-splitting is more than an order of magnitude larger than the experimental β no
reasonable simulation will be possible, because the reorganization energies will not
shift the oscillation into the correct regime.
Cina’s previous work [27] introduced a phenomenological 2-state (J = 22.9 cm−1)
model of DTA coupled explicitly to an intra-chromophore vibration (ω12 = 385cm−1,
d = .55). It was found that coherent vibrational dynamics could be used to modify
the dynamics of excitation transfer, although only weakly in the case of DTA. In
the theory of Jang and coworkers [274], the electronic coherence oscillation period is
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given by the bare coupling renormalized by a bath contribution which depends on
the parameters of a super-ohmic spectral density. Reversing these parameters such
that they reproduce the experimental vibrational progression and oscillation period,
they estimate a bare (purely electronic) coupling for DTA between 53 and 100cm−1,
about 40cm−1 less than their B3LYP calculations. The effects of the solvent on the
coupling were also calculated (and found to be small ≈7cm−1). A range of values
between 44 and 144 cm−1 was obtained, and the authors identified the agreement
with the experimental values as somewhat fortuitous.
We find that for these covalently bonded dimers, going up-to exchange effects
is insufficient (Table 7.2) to reproduce the qualitative trend in coupling energy. In
Table 7.2 we calculate the coupling energy with increasingly sophisticated electronic
structure models. The basis is held constant, but even in larger bases the conclusions
remain the same (see Table 7.3). In the first column the monomers interact mostly
via a classical coulomb interaction because the electronic structure lacks long-range
exchange. The qualitative trend is correct. In the second and third, more exchange
is added and the relative agreement becomes worse. Finally with exchange and a
second-order treatment of correlation, good relative agreement is obtained. It seems
possible that coulomb only methods (TDC, BLYP, dipole-dipole, etc.) benefit from
some cancellation of non-local exchange and correlation errors.
These findings are in keeping with existing work [202, 207] which has found that
Forster and Dexter coupling are insufficient for nearby molecules, and are indeed in er-
ror by up to a factor of two. It seems likely that for these systems which are separated
by less than 5 Angstroms, long-range correlation effects are required to reproduce the
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correct trend of energy splittings. Solvation effects on related chromophore pairs
have been studied more thoroughly than medium-range correlation, and are known
to be meaningful [163]. Roughly twenty percent reductions of the coupling relative to
vacuum have been reported for naphthalene dimer in a continuum model of hexane.
Ideally, we would fully treat both effects, but unfortunately the costs of these calcu-
lations are prohibitive for pursuing them as a means of calculating the decoherence
rate.
We do not challenge the validity of the transition dipole, or transition density
cube [139] approximations when applied to distant chromophores. Rather we are
suggesting that in cases of nearby chromophores where long-range correlation would
be considered a prerequisite for ground state thermochemistry [81], it’s likely also
necessary to reproduce excitonic couplings [133]. Correlated wave-function based
models, or double hybrids should be applied to these problems if possible. Simply
choosing experimental couplings would be inappropriate, since the basis of adiabatic
electronic states from which we calculate the correlation functions Cmn(t), and the
experimentally accessed states are different. This approach would also have diffi-
culty accessing the dark charge-transfer states. Phenomenological approaches which
combine experimental energies with experimental bath parameters are consistent and
successful. However, combining calculated electronic spectra with experimental bath
correlation functions ignores the difference between the basis states of the experiment
and the calculation.
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BLYP B3LYP ωB97 RI-SOS-CIS(D)0 Exp.
DTA 64 150 220 4 14
MDAB 88 84 20 18 29
ODAB 266 284 429 273 51
Table 7.2: State couplings β(cm−1) as estimated from half the difference of bright
excited state energies in the cc-pvdz basis for various methods differing in their treat-
ment of exchange and correlation. The agreement is best with the addition of long-
range correlation (last column). The addition of exchange appears to worsen the
results. Basis set dependence is addressed below.
B3LYP BLYP
DTA 144 93
MDAB 90 80
ODAB 257 246
Table 7.3: State couplings β(cm−1) as estimated from half the difference of bright
excited state energies in the QZVP basis. With this basis these quantities are nearly
converged with respect to basis-set size, but TDDFT is still unable to reproduce the
qualitative trend.
7.5 Difficulties of using an adiabatic basis
If one naively choses the excited states of a single electronic structure calculation
to prepare a master equation, ie: hij = 0 (∀i '= j), there are several problems. In
the Markovian case, adiabatic state-derivatives only contribute to the redfield tensor
R via the bath correlation functions Cmn(ω) at ω = 0, where there are no physical
vibrational peaks on which the gradient can be projected in Eq. ( 7.11). Rigorous
pure-dephasing contributions at this frequency can be related to anharmonicities [156]
which are too expensive to calculate for systems of this size. If fluctuations of non-
adiabatic couplings dmn(R) = 〈m| ddR′ |n〉|(R′=0) under the equilibrated bath were in-
cluded this would no longer be the case. The reorganization energy corresponding to
dmn would also result in mixed zeroth-order states, which would to some extent be
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localized. However, the success of a gradient-based IMDHO model for the spectral
density of a non-adiabatic coupling would not be very good, because the non-adiabatic
coupling’s shape [242] is very far from that of a harmonic oscillator, and near zero at
equilibrium.
It is always possible to write a linear system-bath coupling in terms of harmonic
oscillator modes [65], but the appropriateness of the IMDHO, or even an oscillator
model with frequency changes for a dimer system depends on the strength of the vi-
bronic interaction [22]. The adiabatic states often do not resemble displaced harmonic
oscillators (Fig. 7.4), but rather possess a double-well type structure, which means
that even a proper Markovian master equation would require dynamics to obtain the
bath correlation function. In the case of most modes, this is repaired within the
quasi-diabatic states. Some other diabatization [172] procedures directly mix states
to eliminate electron nuclear coupling, and along these lines one could construct a
basis which leaves the electronic surfaces optimally harmonic which would be useful
for a rudimentary model of nuclear motion. In any case, the coherence lifetimes pro-
duced (Table 7.4) from our simulations based on adiabatic states are in much poorer
agreement with the experimental lifetimes than those using the procedure of Subotnik
and co-workers, as discussed further below. This is because only the zero-frequency
part of the correlation function is meaningful for work based on an adiabatic basis.
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Figure 7.4: Energies of adiabatic, and quasidiabatic transfer states as a function
of dimensionless displacement along [2,2’] dithia-anthracenophane’s 19th(left), and
37th(right) normal mode. In the figure on the left it’s immediately clear by inspection
that the diabatic states are more harmonic than the adiabatic states. The figure on
the right is an example where the accuracy of using Eq. ( 7.10) is questionable.
Adiabatic Diabatic
Species Exp. B3LYP/TZVP B3LYP/6-31g*
DTA 1.20 2.14 1.40
MDAB 0.73 0.03 1.80
ODAB 1.02 0.12 1.39
Table 7.4: Pure-dephasing time (ps) between the two brightest states (1/Rmnmn), as
obtained from two different choices of electronic basis, compared to the experimental
T ’2.
7.6 Quasi-diabatic approach
The Redfield equation (Eq. ( 7.8)) was integrated with a 0.05 atomic unit timestep,
via a basic 4th order Runge-Kutta propagation, after an 80fs gaussian-enveloped 0.05
atomic unit oscillating electric field was applied as a stimulating pulse. The experi-
ments [271, 272] provide noisy oscillating flourescence anisotropy curves, which were
fit in that work to Hochstrasser’s [285] functional form. We have directly compared
the polarization anisotropy decays produced in this work from first principles, to the
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experimental data’s fit curve. When examining Fig. ( 7.5), the reader should keep in
mind the absence of any rotational relaxation in our simulated anisotropy, and allow
for an arbitrary relative phase shift between the coherent oscillations of experiment
and theory. A low-pass filter (a step function non-zero below .07Eh) has been applied
to the calculated signal to remove high frequency components which might be aver-
aged over by the detector response time. The same simulation has been performed
Table ( 7.4) for all three molecules, in the hope that the relative trend of the coher-
ence lifetimes could be reproduced. Although vibronic couplings calculated with a
diabatic basis all yield decoherence lifetimes that are within a factor of two of their
experimental counterparts, the delicate relative trend of the lifetime isn’t reproduced.
This isn’t surprising given that the relative trend of couplings is also not reproduced.
The anisotropy decay can be compared (Fig. 7.5) with the evolution of the coherence
between bright states, which largely correspond to the third and fourth states (ρ34(t)).
This is the picture of decoherence which may come from a less-detailed model of the
dynamics. The much more rapid decay of the coherence element signals the break-
down of a two-state model picture of the anisotropy. The anisotropy decays of DTA
and mDAB are not shown, because in these cases the oscillations of the anisotropy are
more than a factor of 5 too fast (because the couplings are so severely overestimated
by TDDFT).
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Figure 7.5: (The polarization anisotropy decay of ODAB calculated in this work
(ωB97//6-31g**), and compared to the analytically fit experimental decay of Ya-
mazaki. On the right the evolution of the real part of the coherence (ρ34(t) + ρ43(t)).
The decay of the coherence between these two states is much faster than the decay
of the observable.
7.7 Discussion and Conclusions
In this work the ODAB fluorescence anisotropy decay, and the coherence lifetimes
of MDAB and DTA are satisfactorily reproduced from a TDDFT/TDA based Red-
field model of the electronic system. These results support the existence of electronic
coherence between these two chromophores lasting roughly a picosecond, without the
assumption of a phenomenological reorganization energy. A picture of the bath as
broadened nuclear motion, where solvation serves to localize [219, 256] the electronic
states provided reasonable qualitative predictions of the decoherence rate (Table 7.4)
based on the electronic structure simulations. This modeling technique is rather inex-
pensive relative to dynamical simulations, since it requires only a TDDFT frequency
calculation and a TDDFT gradient calculation.
The weakest link in this chain of approximations appears to be the adiabatic elec-
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tronic energies determined by TDDFT/TDA. The bare electronic couplings of these
dimers are overestimated almost systematically, as is the relative trend, with many
choices of basis and functional. Table 7.2 implicates long-range correlation as an-
other physical effect which might reduce the bare Coulomb coupling and bring the
calculations into closer agreement with experiment. Significant overestimation of the
electronic coupling is not only a problem for prediction of the oscillation period, but
also the rate of decoherence which depends sensitively on which frequencies the cor-
relation function Cmn is sampled in Eq. (8).
The theory of CRET is mature [103, 102] within its assumed model of the sys-
tem and bath, but deriving those models from first-principles electronic structure
calculations is not yet routine. It should be pursued further, because two-state, un-
correlated models of the electronic dynamics are now much less realistic than sophisti-
cated [286, 97] treatments of system-bath correlation. An accurate calculation of the
coupling between chromophores separated by less than 5 Angstroms likely requires
a treatment of long-range correlation, which is beyond the scope of local TDDFT
functionals. However, with available technology, a single calculation of excited en-
ergies for these molecules which treats long-range electron correlation is a somewhat
demanding computation. To provide a fully predictive picture of coherent transport
the cost of correlated electronic structure should be further reduced, and the CRET
theories should be hybridized with a correlated, many-state Liouville equation.
Part II
Time-dependent density functional
theory for quantum computation
Chapter 8
Quantum computation and information
theory
8.1 Introduction
Controllable quantum systems offer the possibility of solving problems in quantum
chemistry and many-body physics that are intractable to solve on classical comput-
ers [1, 17]. This approach is called quantum simulation and was originally proposed
by Richard Feynman in 1982 [64]. One key advantage of performing simulations
with quantum computers rather than classical computers is the huge Hilbert space
available to faithfully represent quantum systems. As mentioned in Chapter 2, the
exponential scaling of the Hilbert space of electronic systems makes an exact solution
to the time-dependent Schro¨dinger equation intractable with a classical computer.
In this context, TDDFT can be viewed as an approximate method for performing
tractable quantum simulations of electronic systems on classical computers.
In Chapters 9 and 10 we will explore the connections between TDDFT and quan-
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tum simulation more deeply. In Chapter 9 we will prove that the theorems of TDDFT
apply to certain spin Hamiltonians that are universal for quantum computation [223].
This will imply that not only can TDDFT be used to simulate electronic systems on
classical computers as it is usually used, but it can in fact be used to simulate any
computation that can be performed on a quantum computer. In Chapter 10 we will
discuss the quantum complexity of obtaining the exact Kohn-Sham (KS) potential
of TDDFT. We will conjecture that it has the complexity characterization “BQP
complete”, which implies that TDDFT can essentially solve the same set of computa-
tional problems that can be solved on a quantum computer in a polynomial amount
of time [136].
In the present chapter, we will provide a very brief overview of quantum computa-
tion and information theory, with emphasis on only those topics which will be relevant
in Chapters 9 and 10. We begin in section 8.2 with a review of universal quantum
computation and the concept of universal quantum gates. Then, in section 8.3 we
discuss a set of universal spin Hamiltonians for which the Runge-Gross (RG) and van
Leeuwen (VL) theorems can be proven. In section 8.4, we discuss different measures
of entanglement which will be relevant in Chapter 9 when we discuss the concept of
entanglement as a density functional.
8.2 Universal quantum computation
Two models of universal quantum computation are generally employed: The cir-
cuit model, also called the “standard” model of quantum computation and the adi-
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abatic model of quantum computation (AQC) [169]. In the circuit model, one per-
forms a given computation by applying a set of reversible (unitary) quantum gates
to a given quantum system as it evolves in real-time. In the adiabatic model, one
prepares the quantum system in the ground state of an easy-to-solve Hamiltonian.
Then, the easy-to-solve Hamiltonian is adiabatically transformed to a more difficult
Hamiltonian whose ground state encodes the desired answer to the computation [62].
Since the circuit model of quantum computation is performed in real-time and makes
no assumptions about the evolution being adiabatic, it is a better starting point for
applying TDDFT to quantum computation. Additionally, the adiabatic and circuit
models have been shown to be equivalent and thus there is no loss of generality in
focusing only on the circuit model [7].
In the circuit model, a computation is performed by applying a unitary transfor-
mation to an initial state and then applying a set of measurements on readout qubits
which encode the answer to the computation. A set of quantum gates is said to be
universal for quantum computation if any unitary operation can be approximated to
arbitrary accuracy by a quantum circuit involving only those gates [169]. A typical
set of universal quantum gates will consist of a two-qubit gate which generates en-
tanglement between qubits and a set of single-qubit gates which perform rotations
on individual qubits. One such set of universal gates are the two-qubit CNOT gate,
combined with the Hadamard, phase and pi8 single-qubit gates. In the two-qubit com-
putational basis {|00〉, |01〉, |10〉, |11〉}, the CNOT gate is represented by the following
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matrix:
UCNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

. (8.1)
The CNOT operation consists of a control qubit and a readout qubit in an arbitrary
state denoted |ψ〉. If the control qubit is in the state |0〉 the readout qubit remains
unchanged, while if the control qubit is in the state |1〉 the readout qubit is flipped.
In this way, the CNOT gate generates two-qubit entanglement. The CNOT gate is
universal when combined with the Hadamard, phase and pi8 single-qubit gates, which
are represented in the single-qubit basis {|0〉, |1〉} as:
UHadamard =
1√
2
 1 1
1 −1
 , (8.2)
Uphase =
 1 0
0 ı
 (8.3)
and
Upi
8
=
 1 0
0 eı
pi
4
 (8.4)
respectively. There are many other possible combinations of universal gates and it has
been proven that essentially any two-qubit quantum gate is universal when combined
with an appropriate set of single-qubit rotations [134]. Naturally, certain sets of
universal gates will be very efficient at performing certain computations while other
sets will require many operations. In practice, this distinction will be very important
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since whenever a quantum gate is applied to a realistic system, decoherence and errors
will be introduced [18].
Hamiltonians which describe an evolution of a quantum system which is able to
implement a universal set of quantum gates are said to be “universal Hamiltoni-
ans” [169]. In Chapter 9 we will apply TDDFT to a particular class of spin Hamil-
tonians which have been shown to be universal for quantum computation. We now
discuss these Hamiltonians in the next section.
8.3 Universal spin Hamiltonians
In refs. [24, 25] it was proven that Hamiltonians of the form:
Hˆ(t) =
N−1∑
i=1
J⊥i,i+1(σˆ
x
i σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1) +
N−1∑
i=1
J‖i,i+1σˆ
z
i σˆ
z
i+1 +
N∑
i=1
hi(t)σˆ
z
i , (8.5)
are universal for quantum computation. Here, σˆxi , σˆ
y
i , σˆ
z
i are Pauli operators for the
ith qubit, hi(t) are local applied fields arbitrarily chosen along the z-axis and J
‖
i,i+1
and J⊥i,i+1 are two-qubit interaction terms respectively parallel and perpendicular to
the direction of the fields. As we will discuss in more detail in Chapter 9, the general
form of the Hamiltonian in Eq. 8.5 describes a variety of physical quantum systems,
particularly in solid-state quantum computation.
Upon inspection, we see that the Hamiltonian in Eq. 8.5 bears a striking similarity
to the many-electron Hamiltonian (Eq. 2.1). The two-qubit terms
∑N−1
i=1 J
⊥
i,i+1(σˆ
x
i σˆ
x
i+1+
σˆyi σˆ
y
i+1)+
∑N−1
i=1 J
‖
i,i+1σˆ
z
i σˆ
z
i+1 are fixed and simply serve to generate entanglement, while
the local time-dependent fields,
∑N
i=1 hi(t)σˆ
z
i are externally applied and instruct the
quantum system to perform a particular computation. Similarly, in Eq. 2.1 the kinetic
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and electron repulsion terms, −12
∑N
i=1∇2i +
∑N
i<j
1
|ri−rj| , are fixed and generate quan-
tum effects and electron-electron correlations respectively, while the time-dependent
external potential is particular to each atom, molecule or solid. As we will discuss
in Chapter 9, it is dangerous to push this analogy too far, but it suggests that the
Hamiltonian in Eq. 8.5 is a good starting point for applying TDDFT to quantum
computation.
We now briefly outline the constriction given by Benjamin and Bose in refs. [24,
25], which proves that the Hamiltonian in Eq. 8.5 is universal for quantum computa-
tion. The construction begins by partitioning the Hamiltonian into an Ising part:
HˆIsing(t) = J
‖
N−1∑
i=1
σˆzi σˆ
z
i+1 +
N∑
i=1
hi(t)σˆ
z
i , (8.6)
and a part describing the XY two-qubit interaction:
HˆXY (t) = J
⊥
N−1∑
i=1
(σˆxi σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1), (8.7)
where J‖ and J⊥ are uniform couplings (naturally the more general case of non-
uniform couplings subsumes this case as well). It is then shown that the evolution
operator for this Hamiltonian can be exactly factorized as:
Uˆ(t) = (1− δ(t)Pˆ (t))e−ı
∫ t
0 dtHˆIsing(t), (8.8)
where Pˆ (t) is a bounded operator that is independent of the local fields {h1(t), h2(t), ...hN(t)}.
The local fields are also constructed to have the same magnitude but alternating sign,
so that with the definition ∆j(t) ≡ 2(hj+1(t) − hj(t)), we have ∆j(t) ≡ (−1)j∆(t).
Then, in Eq. 8.8, we defined δ(t) ≡ J⊥∆(t) which shows that by tuning the local fields
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to have a very large magnitude the effective evolution is that of an Ising Hamilto-
nian. Since HˆIsing(t) contains only σˆz operators, any state which is an eigenstate of
σˆztotal ≡
∑
i σˆ
z
i acquires only a trivial global phase and does not evolve. Therefore, by
switching the local fields between large and small values, one can effectively turn on
and off the evolution of individual qubits.
The next step is to show that this construction can be used to generate a universal
two-qubit quantum gate. In order to achieve this, one uses a construction of three
spins, in which the two outermost spins serve as computational qubits and the middle
spin is a control qubit that mediates their interaction. The computational basis states
are identified as: |00〉 ≡ | ↓↑↓〉, |01〉 ≡ | ↓↑↑〉, |10〉 = | ↑↑↓〉 and |11〉 = | ↑↑↑〉. Now,
the basic idea is to begin with the system in an initial state |ψ(0)〉 for t < 0, which is a
superposition of these states and have the local fields initially tuned so that δ(t)8 1
and therefore the Hamiltonian is effectively Ising (Eq. 8.8). As a result, the system
does not evolve . At t = 0, the local fields are tuned so that the parameter δ(t)- 1
and the system subsequently evolves. In ref. [25] it is shown that by letting the system
evolve for a time tR = pi! 1√
8(J⊥)2+(J‖)2
and then switching the fields so that δ(t)8 1
again, one effectively realizes the two-qubit gate:
U =

1 0 0 0
0 ıQs Qc 0
0 Qc ıQs 0
0 0 0 W

, (8.9)
where the matrix is expressed in the computational basis. In Eq. 8.9, the parameters
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are: Q = −eıφ, sc = sinφcosφ , W = −e−2ıφ and φ = pi2 1√ 8(J⊥)2
(J‖)2 +1
. This is a two-qubit
entangling gate and therefore as discussed in [134] can be used to perform universal
quantum computation when combined with single-qubit rotations. In fact, using the
procedure described in [60, 34], one can confirm that no more than four uses of the
gate in Eq. 8.9 are needed to perform a CNOT operation, with a variety of different
possible values of J‖ and J⊥. It is simple to construct the Hadamard, phase and pi8
gates by allowing single qubits to evolve for the appropriate amount of time, which
as mentioned in section 8.2 form a universal set of quantum gates when combined
with the CNOT gate. Therefore, the Hamiltonian in Eq. 8.5 is in fact universal for
quantum computation, a fact that will be crucial in Chapter 9.
8.4 Entanglement
The principle feature that distinguishes quantum mechanics from classical me-
chanics is entanglement. Entanglement is the concept that in a quantum mechanical
system, it is possible to have complete knowledge of the parts of the system, without
complete knowledge of the entire system. In more technical language, for any com-
posite quantum mechanical system, there exist pure states of the system in which the
parts do not have pure states of their own. In this way, individual parts of a quantum
mechanical system can affect one another in a non-local manner and it is precisely
this non-locality which is used as a resource in quantum computation.
Despite this general concept, there is no universally accepted definition of precisely
what entanglement is, and many different entanglement measures exist in the litera-
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ture. In this section we introduce two widely-used and physically motivated measures
of entanglement: The von Neumann entropy and the concurrence [268, 269]. This sets
the stage for the next chapter, where we will discuss the possibility of constructing
entanglement as a density functional.
The von Neumann entropy
We consider a general quantum system consisting of two parts labeled A and B.
Any pure state Ψ of the system can always be written as,
|Ψ〉 =
n∑
i=1
ci|φAi 〉 ⊗ |φBi 〉, (8.10)
where {|φA1 〉, ..., |φAn 〉} and {|φB1 〉, ..., |φBn 〉} are sets of orthonormal states for the sub-
systems and the ci’s are a set of positive coefficients. The quantity n, which is the
number of states in the expansion in Eq. 8.10 is referred to as the Schmidt num-
ber. Clearly, for the particular case where the subsystems A and B are unentangled,
|Ψ〉 = |φAi 〉 ⊗ |φBi 〉 is a tensor product and n = 1. Therefore, we see that the Schmidt
number and the ci’s characterize the degree of entanglement between subsystems A
and B. The von Neumann entropy defined by the expression:
S(Ψ) = Tr
{
|Ψ〉〈Ψ|Log(|Ψ〉〈Ψ|)
}
= −
n∑
i=1
c2iLog(c
2
i ), (8.11)
represents a well chosen measure of entanglement for several reasons. Firstly, it
vanishes when n = 1 and all the ci’s are zero except for one of them which is equal
to one. This is what one would expect for a tensor product state. Secondly, it
increases monotonically and reaches a maximum when c1 = c2 = ...cn =
1
n , which is
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what one would expect for a maximally entangled state. Thirdly, it reduces to the
conventional definition of thermodynamic entropy if c2i is interpreted as the probability
that subsystem A(B) is in the state |φAi 〉(|φBi 〉). In this way, the von Neumann entropy
measures the loss of information about subsystem A by observing B and vice-versa,
which is a distinguishing feature of entanglement.
Despite these desirable properties, the von Neumann entropy can only be used to
measure entanglement between two subsystems of a pure state. In the more general
case, one might want to determine the entanglement between subsystems which are
themselves described by a mixed state. For instance, in Chapter 9 we will be interested
in determining the entanglement between two qubits which are part of a much larger
many-qubit system. If one writes down a reduced density matrix for these two qubits,
it will in general be a mixed state due to correlations with the remaining qubits. In the
next subsection, we will introduce the entanglement of formation, which generally can
be used to describe mixed state entanglement and then we introduce the concurrence,
which specifically describes the entanglement of formation for a two-qubit mixed state.
The concurrence
Instead of a pure state considered in the previous section, we now consider systems
described by a mixed-state. i.e. a weighted sum of pure states:
ρˆ =
N∑
j=1
Pj|Ψj〉〈Ψj|, (8.12)
where
∑
i Pj = 1. In this case, it is immediately clear that the von Neumann entropy
is not unambiguous. For if we define the entanglement as a weighted sum of the von
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Neumann entropies of the individual pure states,
E(ρ) =
∑
j
PjS(Ψj), (8.13)
we will get a different value depending on the pure state decomposition we choose.
For instance, the two-qubit mixed state 12(|00〉〈00| + |11〉〈11|) can be regarded as
an equal mixture of |00〉 and |11〉 or equivalently as an equal mixture of the states
1√
2
(|00〉+ |11〉) and 1√
2
(|00〉− |11〉). In the first case Eq. 8.13 gives zero entanglement,
while for the latter case we get E(ρ) = 2Log(2). The entanglement of formation gives
the unambiguous definition of entanglement as the minimum over all possible pure
state decompositions:
Ef (ρ) = inf
∑
j
PjS(Ψj). (8.14)
In the previous example, the entanglement of formation would be zero.
We now introduce the concurrence and show that it is directly related to the
entanglement of formation for two qubits. For a pure state Ψ of two qubits, we define
the concurrence C(Ψ) as C(Ψ) = |〈Ψ|Ψ˜〉|, where |Ψ˜〉 = σy ⊗ σy|Ψ∗〉 and |Ψ∗〉 is the
complex conjugate of |Ψ〉 in the computational basis {|00〉, |01〉, |10〉, |11〉}. One can
show that for a pure state, the entanglement of formation (which is equivalent to the
von Neumann entropy for a pure state) and concurrence are related via:
Ef (Ψ) = E(C(Ψ)), (8.15)
where
E(C) = h
[
1 +
√
1− C2
2
]
, (8.16)
and
h(x) = −xLog(x)− (1− x)Log(1− x). (8.17)
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It can be seen that E(C) is a monotonically increasing function of C, so the concur-
rence itself can be regarded as a measure of entanglement.
Analogously, one defines the concurrence of a mixed two-qubit state as:
C(ρ) = inf
∑
j
PjC(Ψj). (8.18)
Now in addition to being monotonically increasing, the function E(C) in Eq. 8.16 is
also convex. It therefore follows that:
E(C(ρ)) = inf E
[∑
j
PjC(Ψj)
]
! inf
∑
j
PjE [C(Ψj)] = Ef (ρ). (8.19)
i.e. E(C(ρ)) is a lower bound on the entanglement of formation. Furthermore, it
can be proven [268] that there always exists a decomposition of ρˆ that achieves the
minimum in Eq. 8.18 with a set of pure states having the same concurrence. This
implies that the inequality in Eq. 8.19 is actually an equality and so E(C(ρ)) is
actually equal to the entanglement of formation. Therefore, we see that E(C(ρ)) or
equivalently C(ρ) itself is a suitable measure for two-qubit mixed state entanglement.
In section 9.5 we construct explicit formulas for the concurrence and discuss certain
circumstances under which it can be expressed as a density functional.
Having briefly reviewed the fundamentals of universal quantum computation, we
now turn to the central topic of Part II of this thesis: TDDFT for universal quantum
computation.
Chapter 9
Time-dependent density functional theory
for universal quantum computation
9.1 Introduction
The pioneering work of Hohenberg and Kohn [94] in 1964 showed that the prop-
erties of a many-body system can be obtained as functionals of the simple electron
density rather than the many-body wavefunction. Twenty years later, similar theo-
rems were proven for time-dependent systems [201]. These developments have enabled
complex simulations of physical systems at low computational cost using a very sim-
ple quantity. Can these ideas be extended to the domain of quantum computation,
and therefore enable similar progress in that field? In the present chapter, we prove
analogous theorems to those of time-dependent density functional theory (TDDFT)
for the domain of universal quantum computation. In a similar spirit to TDDFT for
electronic Hamiltonians, the theorems of TDDFT applied to universal Hamiltonians
allow us to think of single-qubit expectation values as the basic variables in quantum
Chapter 9: TDDFT for universal quantum computation 197
computation and information theory, rather than the wavefunction. From a practi-
cal standpoint this opens the possibility of approximating observables of interest in
quantum computations directly in terms of single-qubit quantities, i.e. as density
functionals. Additionally, we demonstrate that TDDFT provides an exact prescrip-
tion for simulating universal Hamiltonians with other universal Hamiltonians which
have different, and possibly easier-to-realize two-qubit interactions. The theorems of
TDDFT for universal Hamiltonians establish that TDDFT can in principle be used
to simplify quantum computations, similar to how it has been applied in revolution-
izing the simulation of atomic, molecular and condensed matter electronic structure
dynamics. As we discuss below, the development of accurate approximate functionals
for quantum simulation will be a necessary second step for the practical application
of TDDFT to quantum computation.
9.2 Quantum computing without wavefunctions
We begin by briefly reviewing TDDFT for a system of N-electrons described by
the Hamiltonian
Hˆ(t) =
N∑
i=1
pˆ2i
2m
+
N∑
i<j
vee(rˆi, rˆj) +
∫
vext(r, t)nˆ(r)d
3r, (9.1)
where pˆi and rˆi are respectively the position and momentum operators of the ith
electron, vee(rˆi, rˆj) is the electron-electron repulsion and vext(r, t) is a time-dependent
one-body scalar potential which includes the potential due to nuclear charges as well
as any external fields. nˆ(r) =
∑N
i δ(r − rˆi) is the electron density operator, whose
expectation value yields the one-electron probability density. The first basic theorem
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Figure 9.1: Qubit Runge-Gross theorem for a 3 qubit example - The set
of expectation values {σz1, σz2, ...σzN}, defined by the the Bloch vector components
of each qubit along the z-axis in (a), is uniquely mapped onto the set of local fields
{h1, h2, ...hN} in (b) through the qRG theorem. Then, through the Schro¨dinger equa-
tion, the set of fields is uniquely mapped onto the wavefunction. These two mappings
together imply that the N-qubit wavefunction in (c) is in fact a unique functional of
the set of expectation values {σz1, σz2, ...σzN}.
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of TDDFT, known as the “Runge-Gross (RG) theorem” [201] discussed in Chapter 2,
establishes a one-to-one mapping between the expectation value of nˆ(r) and the scalar
potential vext(r, t) and therefore through the time-dependent Schro¨dinger equation,
a one-to-one mapping between the density and the wavefunction. The RG theorem
implies the remarkable fact that in principle, the one-electron density contains the
same information as the many-electron wavefunction. The second basic TDDFT
theorem known as the “van Leeuwen (VL) theorem” [247] also discussed in Chapter 2,
gives a prescription for constructing an auxiliary system with a different and possibly
simpler electron-electron repulsion v′ee(rˆi, rˆj), which simulates the density evolution
of the original Hamiltonian in Eq. 9.1. When v′ee(rˆi, rˆj) = 0, this auxiliary system is
referred to as the “Kohn-Sham system” [115] and due to it’s simplicity and accuracy,
is in practice used in most DFT and TDDFT calculations.
It is not obvious that the RG and VL theorems extend to qubits, which are dis-
tinguishable spin 1/2 particles. In the results part of this section, we prove analogous
RG and VL theorems for a system of N qubits described by the very general universal
2-local Hamiltonian [24, 25] discussed in section 8.3,
Hˆ(t) =
N−1∑
i=1
J⊥i,i+1(σˆ
x
i σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1) +
N−1∑
i=1
J‖i,i+1σˆ
z
i σˆ
z
i+1 +
N∑
i=1
hi(t)σˆ
z
i . (9.2)
Here, σˆxi , σˆ
y
i , σˆ
z
i are Pauli operators for the ith qubit, hi(t) are local applied fields
arbitrarily chosen along the z-axis and J‖i,i+1 and J
⊥
i,i+1 are two-qubit interaction
terms respectively parallel and perpendicular to the direction of the fields. The above
Hamiltonian describes an open chain of N qubits arranged in a one-dimensional array,
with each qubit interacting with its nearest neighbors. More general geometries are
Chapter 9: TDDFT for universal quantum computation 200
discussed in sections 9.3 and 9.4. In Refs. [24, 25], it was shown that by appropriately
tuning the local fields in Eq. 9.2, one can use the fixed two-qubit interaction alone to
realize a set of universal two-qubit and single-qubit quantum gates, which in turn can
be employed to perform universal quantum computation. In Eq. 9.2, the case where
J⊥i,i+1 = J
‖
i,i+1 yields the Heisenberg Hamiltonian which describes exchange coupled
spins in solid state arrays or quantum dots in heterostructures [59]. The situation
J⊥i,i+1 '= J‖i,i+1 yields the XXZ Hamiltonian, used to model electronic qubits on liquid
Helium [186] or solid-state systems with anisotropy due to spin-orbit coupling [129],
while the limit J‖i,i+1 = 0 yields the XY model describing superconducting Josephson
junction qubits [148]. In the remainder of this section, we will develop the TDDFT
theorems for the Hamiltonian in Eq. 9.2 and discuss their implications for quantum
computation and information theory.
Results
The qubit Runge-Gross theorem for quantum computation
We now state the equivalent RG theorem for quantum computation with the
Hamiltonian in Eq. 9.2, the qubit Runge-Gross (qRG) theorem:
Theorem - For a given initial state |ψ(0)〉 evolving to |ψ(t)〉 under the Hamiltonian
in Eq. 9.2 and with J‖i,i+1 and J
⊥
i,i+1 fixed, there exists a one-to-one mapping between
the set of expectation values {σz1, σz2, ...σzN} and the set of local fields {h1, h2, ...hN}
over a given interval [0 ,t].
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Here, we have defined σzi ≡ 〈ψ(t)|σˆzi |ψ(t)〉 as the expectation value of the component
of the ith qubit along the field direction (z-axis). A detailed proof together with a
more rigorous discussion of the conditions on the theorem are provided in section 9.3.
The qRG theorem implies that the set of local fields can be written as unique func-
tionals of the set of expectation values {σz1, σz2, ...σzN}, as illustrated in the first part of
Figure 9.1. Since the solution to the time-dependent Schro¨dinger equation is unique
and J⊥i,i+1 and J
‖
i,i+1 are fixed, the wavefunction is a unique functional of the local
fields, i.e. |ψ(t)〉 ≡ |ψ[h1, h2, ...hN ](t)〉, where the square brackets denote that ψ is a
functional of the set {h1, h2, ...hN} over the interval [0,t]. This fact, combined with
the qRG theorem allows us to state a corollary, which is the first central result of this
communication:
Corollary - There exists a one-to-one mapping between the set of expectation values
{σz1, σz2, ...σzN}, the initial state |ψ(0)〉 and the N-qubit wavefunction |ψ(t)〉 on the in-
terval [0 ,t].
The above corollary implies the counterintuitive fact that the full N-qubit wavefunc-
tion, which lives in a 2N dimensional Hilbert space, is a unique functional of only the
N components of each qubit along the z-axis and the initial state |ψ(0)〉, i.e.
|ψ(t)〉 ≡ |ψ[σz1, σz2, ...σzN ](t)〉. (9.3)
This naturally implies that no two wavefunctions can give the same set of expectation
values {σz1, σz2, ...σzN}. Having established the qRG theorem, we now proceed to discuss
its implications for quantum computation.
Chapter 9: TDDFT for universal quantum computation 202
Implications of the qubit Runge-Gross theorem for quantum
computation
Although the qRG theorem does not tell us an explicit functional form for ψ, it
has profound conceptual implications from a quantum information perspective. At
first glance, it might appear that the set {σz1, σz2, ...σzN} contains much less infor-
mation than the full wavefunction, since projective measurements needed to obtain
{σz1, σz2, ...σzN} would seem to imply that information about non-commuting observ-
ables, or observables depending on multi-qubit correlations is lost. However, since the
wavefunction completely specifies all properties of the system, Eq. 9.3 implies that
even properties depending on non-commuting observables or multi-qubit correlations,
such as entanglement and phase information are in fact uniquely determined by the
set of expectation values {σz1, σz2, ...σzN}.
From a practical standpoint, the qRG theorem implies that all observables can di-
rectly be constructed as functionals of single-qubit expectation values, without regard
for the wavefunction. Although the qRG theorem proves that the set of expectation
values {σz1, σz2, ...σzN} in principle contains all of the quantum information in ψ, ex-
tracting this information in the form of a functional of {σz1, σz2, ...σzN} is not always
straightforward. In order to do this, one must either guess the exact functional form
of the observable, or try to approximate it. Borrowing an analogy from electronic
TDDFT, the time-dependent dipole moment µ(t) = 〈ψ(t)|∑i rˆi|ψ(t)〉 = ∫ d3rn(r, t)r
is a very simple density functional, while the average momentum of the system
p(t) = 〈ψ(t)|∑i pˆi|ψ(t)〉 is not simple to construct as an explicit density functional,
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since it depends on the density very non-locally in both space and time [188]. A
density functional for the average momentum must therefore be approximated in
practical applications.
In quantum computation and information theory, a similar situation arises. Often,
the observable of interest is simply a subset of {σz1, σz2, ...σzN} on designated readout
qubits which encode the answer to the computation and this subset is trivially a
functional of the entire set. For instance, a simple example is the Deutsch-Jozsa algo-
rithm, where one measures a subset of {σz1, σz2, ...σzN} in a query register to determine
if a function f(x) is constant or balanced [58]. If one finds the spin density of this
subset to be zero everywhere, f(x) is constant, while if it is non-zero, f(x) is balanced.
A more challenging observable functional to construct is two-qubit entanglement. We
find that an exact entanglement functional can in fact be constructed for a compu-
tation involving only one flipped qubit relative to the other N − 1 qubits having an
opposite orientation. The entanglement (as measured by concurrence [268]) between
any two qubits labeled k and l can be written as a functional of the set {σz1, σz2, ...σzN}
as (the derivation is provided in section 9.5)
Ekl[σ
z
1, σ
z
2, ...σ
z
N ](t) =
1
N − 2
∏
m=k,l
[
(N − 3)σzm +
N∑
i $=m
σzi
] 1
2
. (9.4)
Interestingly, this particular entanglement functional is time-local, since it depends
only on the set {σz1, σz2, ...σzN} at a given instant in time and so Ekl[σz1, σz2, ...σzN ](t) =
Ekl[σz1(t), σ
z
2(t), ...σ
z
N(t)]. In the more general case, observables may be non-local in
time and depend on the set {σz1, σz2, ...σzN} over an entire interval [0,t]. Although the
functional in Eq. 9.4 is time-local, it is “spatially” non-local, since the entanglement
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between qubits k and l depends on the components of all of the other N−2 qubits. If
one considers two flipped qubits instead of one, the entanglement functional becomes
complicated and non-local in both space and time due to dependence on phases in
the wavefunction (see section 9.5). Understanding the spatial and temporal non-
locality of density functionals in electronic structure theory is a very active research
topic [21, 144], and interestingly a similar situation arises here in TDDFT for quantum
computation as well.
Thus far we have proven the qRG theorem, which establishes that all observables
of an N-qubit system can be obtained directly from the set of single-qubit expectation
values {σz1, σz2, ...σzN}, without needing explicit access to the wavefunction. However,
in order to make this fact useful from a practical standpoint, one would like to be
able to obtain the set {σz1, σz2, ...σzN} by solving an auxiliary problem that is simpler
than obtaining |ψ(t)〉 itself. In the next subsection, we prove that there are in fact
infinitely many universal Hamiltonians which can be used to simulate the same set
{σz1, σz2, ...σzN} and by choosing a Hamiltonian with a simpler evolution, one can in
fact make TDDFT a practical tool for quantum computation.
A theorem analogous to the Van Leeuwen theorem for quan-
tum computation
We now turn to the second fundamental theorem of TDDFT for universal com-
putation, a VL-like theorem for qubits, the qubit Van Leeuwen theorem (qVL):
Theorem - Consider a given set of spin components {σz1, σz2, ...σzN} obtained from the
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Figure 9.2: Qubit Van Leeuwen theorem for a 3 qubit example - The set
{σz1, σz2, ...σzN} (a) obtained from evolution under Eq. 9.2, is uniquely mapped to a
new set of fields {h′1, h′2, ...h′N} (b) for a Hamiltonian with different two-qubit inter-
actions. Evolution under this new Hamiltonian returns the same expectation values
{σz1, σz2, ...σzN}, although the wavefunction is different and hence projections of the
Bloch vectors along other axes are in general different (c).
Chapter 9: TDDFT for universal quantum computation 206
wavefunction |ψ(t)〉 evolved under the Hamiltonian in Eq. 9.2. One can always con-
struct (see section 9.4 for certain conditions) a Hamiltonian with different two-qubit
interactions denoted J ′⊥i,i+1 and J
′‖
i,i+1 and different local fields {h′1, h′2, ...h′N}, which
evolves a possibly different initial state |ψ′(0)〉 to a different final state |ψ′(t)〉 such
that the condition {σ′z1 , σ′z2 , ...σ′zN} = {σz1, σz2, ...σzN} is satisfied on the interval [0,t].
Here, we have defined σ′zi ≡ 〈ψ′(t)|σˆzi |ψ′(t)〉. The qVL theorem allows us to ob-
tain the set {σz1, σz2, ...σzN} by simulating the evolution with an auxiliary Hamiltonian
having different two-qubit interactions and hence a different (and possibly simpler)
wavefunction evolution as illustrated in Figure 9.2. Furthermore, the qVL theorem
guarantees that the auxiliary fields {h′1, h′2, ...h′N} are unique functionals of the set
{σz1, σz2, ...σzN}. As we discuss in the next subsection, this fact opens the possibility
of simplifying computations by constructing simple approximations to the auxiliary
fields as functionals of single-qubit expectation values. This is a similar concept to
how the exchange-correlation potential of electronic TDDFT is approximated as a
functional of the one-body density in the Kohn-Sham scheme.
A numerical demonstration of the qubit Van Leeuwen
theorem
Before discussing general approximate functionals for the auxiliary local fields
{h′1, h′2, ...h′N}, in this section we will demonstrate the qVL theorem by constructing
the exact functional for a simple example where an exact numerical solution is possi-
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Figure 9.3: Simulating the Heisenberg Hamiltonian with the XY Hamil-
tonian - Pulses of the form h1(t) = 0.6
∑4
n=1(−1)n+1sin [(2n− 1)t] and h3(t) =
0.6
∑4
n=1(−1)2nsin [2nt] are respectively applied to the first and third qubits of a uni-
form Heisenberg Hamiltonian (a). The time-dependent Schro¨dinger equation is then
solved exactly numerically and the evolution of the set {σz1, σz2, σz3} is read out in (b).
The qVL theorem gives us a prescription for constructing different auxiliary fields
(c), which simulate the evolution of the set {σz1, σz2, σz3} correctly as seen in (d), but
using a non-uniform XY interaction instead. (Time is measured in units of !2J )
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ble. The proof of the qVL theorem gives a mathematical procedure (see section 9.6)
for engineering the exact auxiliary fields {h′1, h′2, ...h′N} which reproduce a given set
{σz1, σz2, ...σzN} under a different two-qubit interaction. As a simple demonstration, we
use this procedure to numerically simulate a 3-qubit Heisenberg Hamiltonian using
an XY Hamiltonian as the auxiliary system (Figure 9.3). For the simulation, the
system is prepared in the initial state |ψ(0)〉 = 1√
3
(|011〉 + |101〉 + |110〉), where |1〉
and |0〉 are eigenstates of σˆz with eigenvalues -1 and 1 respectively. In the Heisenberg
Hamiltonian, J⊥i,i+1 = J
‖
i,i+1 ≡ Ji,i+1 and we choose J12 = J23 = 0.5, which represents
a chain with isotropic and uniform antiferromagnetic couplings. We apply a pulse of
the form h1(t) = 0.6
∑4
n=1(−1)n+1sin [(2n− 1)t] (odd harmonics) to the first qubit
and h3(t) = 0.6
∑4
n=1(−1)2nsin [2nt] (even harmonics) to the third qubit. The time-
dependent Schro¨dinger equation is solved numerically and the set {σz1, σz2, σz3} is read
out during the evolution. Details of the simulation are provided in section 9.6.
For the auxiliary XY Hamiltonian, J ′‖i,i+1 = 0 and we choose different and non-
uniform couplings in which J ′⊥12 = 1.2 and J
′⊥
23 = −1. Thus, we have chosen the aux-
iliary system to be anisotropic, with non-uniform and alternating ferromagnetic and
antiferromagnetic couplings. Using the qVL theorem, we engineer the auxiliary local
fields {h′1, h′2, h′3} which using a this XY interaction, reproduce the set {σz1, σz2, σz3}
obtained from the original evolution under the uniform Heisenberg Hamiltonian. As
seen in Figure 9.3, the auxiliary local fields are quite different from the original local
fields applied to the Heisenberg model, but simulate the set of components {σz1, σz2, σz3}
correctly, i.e. {σ′z1 , σ′z2 , σ′z3 } = {σz1, σz2, σz3}. In the language of electronic TDDFT, the
XY model in our simulation is analogous to the “Kohn-Sham system” and the set
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{h′1, h′2, h′3} play the role of the exact Kohn-Sham potential as a density functional.
In the above example, we have constructed the exact auxiliary fields a posteri-
ori, after having already solved the wavefunction evolution of the original system.
Although such exact solutions are valuable in guiding functional development, one
would ultimately like to develop accurate approximate and generic functionals for
the auxiliary fields which can be used to circumvent solving the original problem.
Furthermore, one would like to choose the auxiliary system so that its evolution is
simpler than that of the original system. Such an approach has proven invaluable in
the Kohn-Sham scheme of electronic TDDFT and we now discuss its applicability to
TDDFT for quantum computation.
Discussion
The qRG and qVL theorems place TDDFT for universal quantum computation
on a firm theoretical footing and open several exciting research avenues. The de-
velopment of approximate density functionals has been essential for the success of
electronic TDDFT and will be in quantum computation and information theory as
well. In the Kohn-Sham scheme of electronic TDDFT, one simulates the correlated
many-body system evolving under the Hamiltonian of Eq. 9.1, with an uncorrelated
non-interacting system in which v′ee(rˆi, rˆj) = 0. The effective “Kohn-Sham” potential
v′ext(r, t) of this non-interacting system must be approximated as a functional of the
density. The local density approximation (LDA) [115], was the first density functional
to be applied to solid-state systems in the 1960s, but it was not sufficiently accurate
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for quantum chemistry. More than 20 years elapsed between the fundamental DFT
theorem of Hohenberg and Kohn [94] and the development of density functionals ca-
pable of achieving chemical accuracy in the 1980’s; the so called generalized gradient
approximations (GGA’s) [175].
In a similar vein, although we have established the fundamental theorems of
TDDFT for quantum computation, the development of accurate approximate func-
tionals will be a future challenge. Additionally, in TDDFT for quantum computation,
we expect the path of functional development to be somewhat different. In the elec-
tronic Hamiltonian (Eq. 9.1), the kinetic and electron-electron repulsion are always
the same operators and similarly the Kohn-Sham system is always non-interacting.
Therefore, the Kohn-Sham potential is always the same functional for any electronic
system. In contrast, in quantum computation one uses different two-qubit interac-
tion terms depending on which universal Hamiltonian implements a given quantum
circuit and therefore the functional will be different for each situation. For instance,
if one wants to simulate an antiferromagnetic Heisenberg model using a ferromag-
netic Heisenberg model, the functional will be different than a simulation of the same
system using an XY model. Therefore, functional development will need to focus
on specific implementations of quantum algorithms, rather than a single universal
functional for all quantum computations. Typically, one would want to choose the
auxiliary system’s wavefunction to be less entangled than that of the original system,
thereby making it easier to simulate using TDDFT on a classical computer. This is a
similar concept to how TDDFT has been applied to electronic systems, where TDDFT
provides a tool to approximately simulate quantum many-body systems efficiently on
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classical computers.
Naturally, there are systems that will be very hard to simulate using approximate
functionals, such as those that are in the complexity class QMA and may require
exponentially scaling resources on a quantum computer [211]. The collapse of the
computational complexity class hierarchy is of course not expected, and therefore
finding functionals that carry out complex quantum computational tasks is extremely
unlikely. Nevertheless, understanding how TDDFT functionals can approximately
simulate efficient quantum algorithms on a classical computer is an open direction.
Density functionals for strongly correlated lattice and spin systems have been recently
proposed [252, 106, 130, 9] and could be applied to several problems of relevance in
quantum computing. In Refs. [252, 106, 130, 9] local density (LDA) and generalized
gradient approximations (GGA) for one dimensional Hubbard chains and spin chains
were derived from exact Bethe ansatz solutions and could readily be applied to solid-
state quantum computing or perfect state transfer protocols in spin networks [33].
Functionals can also be parametrized from numerical simulations of one-dimensional
qubit systems using time-dependent density matrix renormalization group methods
(TDMRG) [264], in an analogous fashion as quantum Monte Carlo simulations of the
uniform electron gas have proven invaluable in electronic DFT [45]. In Figure 9.4,
we summarize the analogies between electronic TDDFT and TDDFT for quantum
computation, which will necessarily guide development of approximate functionals.
Interestingly, one could also imagine using the qVL theorem as an experimental
tool to engineer different physical systems which perform the same computations. For
instance, one could simulate an algorithm on an ion trap using a system of super-
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Figure 9.4: Analogies between electronic TDDFT and TDDFT for quan-
tum computation - Relevant quantities in electronic TDDFT (left column) and the
corresponding quantities in TDDFT for quantum computation (right column). The
current and kinetic energy of qubit TDDFT are defined in section 9.3
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conducting flux qubits, by using the qVL theorem to engineer the flux qubit Hamil-
tonian from knowledge of how the algorithm is performed on the ion trap. Another
important research direction will be the generalization of DFT and TDDFT to other
universal Hamiltonians and models of quantum computation. For instance, Ref. [68]
discussed the use of TDDFT for obtaining gaps in adiabatic quantum computation.
In [270], groundstate DFT was used to study relationships between entanglement and
quantum phase transitions, while Ref. [211] explored DFT from a complexity theory
perspective.
9.3 Proof of the qubit Runge-Gross theorem
In this section we will first consider a proof of the qRG theorem for Hamiltonians
of the form,
Hˆ(t) =
N∑
i<j
J⊥ij (σˆ
x
i σˆ
x
j + σˆ
y
i σˆ
y
j ) +
N∑
i<j
J‖ijσˆ
z
i σˆ
z
j +
N∑
i=1
hi(t)σˆ
z
i , (9.5)
which reduces to Eq. 9.2 in the limit of a one-dimensional array with nearest-neighbor
couplings and open boundary conditions. We will see that it is possible to formulate
the qRG theorem of time-dependent current density functional theory (TDCDFT)
for the more general class of Hamiltonians in Eq. 9.5, but for TDDFT one must stay
with the more restricted form in Eq. 9.2.
The proof begins with the equation of motion for the expectation value of the ith
qubit along the field direction (z-axis),
∂
∂t
σzi = ı〈
[
Hˆ(t), σˆzi
]
〉, (9.6)
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where 〈Oˆ〉 ≡ 〈ψ(t)|Oˆ|ψ(t)〉 denotes the expectation value of an arbitrary operator Oˆ
at time t and |ψ(t)〉 is the wavefunction evolved on an interval [0,t] from a given initial
state |ψ(0)〉, under the Hamiltonian in Eq. 9.5. Development of the commutator in
Eq. 9.6 yields,
∂
∂t
σzi = 2
N∑
k $=i
J⊥ki(〈σˆxk σˆyi 〉 − 〈σˆykσˆxi 〉)
= −1
ı
N∑
k $=i
J⊥ki(〈σˆ+k σˆ−i 〉 − 〈σˆ−k σˆ+i 〉), (9.7)
where we have introduced the Pauli raising and lowering operators σˆ± = σˆx ± ıσˆy in
the second equality. Defining
jˆki ≡ −2J⊥ki(σˆxk σˆyi − σˆykσˆxi ) =
1
ı
J⊥ki(σˆ
+
k σˆ
−
i − σˆ−k σˆ+i ) (9.8)
as the operator that generates the “current” of σz flowing from the ith qubit to the
kth qubit, Eq. 9.7 takes the form of a local conservation law,
∂
∂t
σzi = −
N∑
k $=i
〈jˆki〉. (9.9)
This arises from the fact that the Hamiltonian in Eq. 9.5 conserves the total compo-
nent of all N-qubits along the field direction, i.e. it is readily verified that,
∂
∂t
N∑
i
σzi =
∂
∂t
σztotal = 0. (9.10)
This is analogous to the situation in electronic structure theory, where the local
continuity equation
∂
∂t
n(r, t) = −∇ · j(r, t) (9.11)
implies a global conservation of particle number
∂
∂t
∫
n(r, t)d3r =
∂
∂t
N = 0, (9.12)
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where N is the number of electrons in the system.
We now consider a “primed” Hamiltonian
Hˆ ′(t) =
N∑
i<j
J⊥ij (σˆ
x
i σˆ
x
j + σˆ
y
i σˆ
y
j ) +
N∑
i<j
J‖ijσˆ
z
i σˆ
z
j +
N∑
i=1
h′i(t)σˆ
z
i , (9.13)
which has the same two-qubit interaction terms as the Hamiltonian in Eq. 9.5, but a
different set of local fields {h′1, h′2, ...h′N}. Let |ψ′(t)〉 denote the wavefunction evolved
from the same initial state |ψ(0)〉, but under the Hamiltonian in Eq. 9.13. The
equation of motion for the expectation value of the ith qubit along the z-axis under
this primed Hamiltonian is
∂
∂t
σ′zi = −
N∑
k $=i
〈jˆki〉′, (9.14)
where we define 〈Oˆ〉′ ≡ 〈ψ′(t)|Oˆ|ψ′(t)〉 as the expectation value of an arbitrary oper-
ator Oˆ with respect to the primed wavefunction.
In what follows, we assume that the local fields in both the primed and un-
primed systems are equal to their Taylor expansions within a finite radius of con-
vergence around t = 0, i.e. hi(t) =
∑∞
j=0
[
1
j!
∂j
∂tj hi(t)
]
t=0
tj and similarly h′i(t) =∑∞
j=0
[
1
j!
∂j
∂tj h
′
i(t)
]
t=0
tj (the assumption of Taylor expandability is discussed below).
We will now proceed to show that if the set of fields {h1, h2, ...hN} differ from the set of
fields {h′1, h′2, ...h′N} by more than a global field which is the same for all N qubits, the
set of currents {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉} and {〈jˆ12〉′, 〈jˆ13〉′, ...〈jˆ23〉′, ...〈jˆN−1,N〉′}
will necessarily be different. The condition that the two sets of fields differ by more
than a global field, is equivalent to the statement that there exists a smallest integer
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m " 0 such that the set
{ ∂m
∂tm
(h1(t)− h′1(t))|t=0,
∂m
∂tm
(h2(t)− h′2(t))|t=0,
...
∂m
∂tm
(hN(t)− h′N(t))|t=0
}
'= {C}, (9.15)
where here {C} is a constant set of N elements that are all the same, i.e. the Taylor
coefficients of the local fields in the primed and unprimed systems will differ at some
order.
Next, we write down the equation of motion for the difference of the currents
between the ith and kth qubits in the primed and unprimed systems:
∂
∂t
(〈jˆki〉 − 〈jˆki〉′) = ı〈
[
Hˆ(t), jˆkl]
〉
− ı〈
[
Hˆ(t), jˆkl]
〉′
. (9.16)
Since both systems evolve from a common initial state |ψ(0)〉, we have at t = 0,
∂
∂t
(〈jˆki〉 − 〈jˆki〉′)|t=0 = ı〈ψ(0)|
[
(Hˆ(0)− Hˆ ′(0)), jˆki
]
|ψ(0)〉
= 4〈ψ(0)|Tˆki|ψ(0)〉(∆hi(0)−∆hk(0)). (9.17)
Here, we have defined ∆hi(t) = hi(t)− h′i(t) as the difference between the unprimed
and primed fields acting on the ith qubit and similarly, ∆hk(t) = hk(t)− h′k(t).
Tˆki ≡ J⊥ki(σˆxk σˆxi + σˆykσˆyi ) =
J⊥ki
2
(σˆ+k σˆ
−
i + σˆ
−
k σˆ
+
i ) (9.18)
is similar to a local kinetic energy operator, describing the total transfer of σz between
the ith and kth qubits. From Eq. 9.17, we see that if the condition in Eq. 9.15 is satis-
fied form = 0, the sets {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉} and {〈jˆ12〉′, 〈jˆ13〉′, ...〈jˆ23〉′, ...〈jˆN−1,N〉′}
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will become different instantaneously later than t = 0 (with a restriction on the van-
ishing of 〈ψ(0)|Tˆki|ψ(0)〉 discussed below). If the condition in Eq. 9.15 instead holds
for some m > 0, we differentiate Eq. 9.16 m times to obtain,
∂m+1
∂tm+1
(〈jˆki〉 − 〈jˆki〉′)|t=0
= 4〈ψ(0)|Tˆki|ψ(0)〉 ∂
m
∂tm
(∆hi(t)−∆hk(t))|t=0. (9.19)
From here we see that if the set of local fields eventually differ at any order, the set
of currents must as well. This establishes the qRG theorem of TDCDFT: For a fixed
initial state |ψ(0)〉, there is a one to one mapping between the set of local fields and
the set of currents, up to a globally constant field.
We now discuss the three main conditions of the theorem:
1) The expectation values 〈ψ(0)|Tˆki|ψ(0)〉 must be non-zero for at least one pair of
qubits k and i, whose local field differences ∆hi(t) and ∆hk(t) are different for at
least one instant on the interval [0,t]. This is a fairly mild restriction on the set of
admissible initial states, |ψ(0)〉. For instance, consider a worst case scenario, in which
all the fields {h1, h2, ...hN} and {h′1, h′2, ...hN} differ by a constant field, except for h1
and h′1 which differ by a different amount from the others at only one instant in time
on the interval [0,t]. In this worst case, the restriction means that 〈ψ(0)|Tˆ1i|ψ(0)〉
must be non-zero for at least one value of i, where i = 1, 2, ..., N . In the more general
case, where the sets {h1, h2, ...hN} and {h′1, h′2, ...hN} differ for several qubits or on
finite time intervals, this restriction is even less severe.
2) The elements of the sets {h1, h2, ...hN} and {h′1, h′2, ...hN} must be analytic func-
tions of time, i.e. equal to their Taylor expansions within a finite radius of conver-
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gence. In quantum computing, this is not a very severe restriction, as one typically
constructs pulses which are well behaved functions. This restriction does not even
exclude sudden switching, which is the case when applying idealized pulses to perform
single-qubit rotations.
3) The theorem establishes a one-to-one mapping between the set of currents and
the set of local fields up to a globally constant field, we will denote C(t), which is
the same for all N qubits. Since the global field C(t) is arbitrary, it corresponds to
an arbitrary term C(t)
∑N
i σˆ
z
i ≡ C(t)σˆztotal in the Hamiltonian. If one begins in an
initial state which is an eigenstate of σˆztotal, this term is simply a c-number and adds a
trivial global phase to the wavefunction. This is typically the case when one begins in
a computational basis state. However, if one starts in a superposition of states with
different values of σztotal, the term C(t) σˆ
z
total yields a nontrivial coherence between
these states. Such coherences would be measurable for observables with non-zero
matrix elements between states of different σztotal. These observables would therefore
not be uniquely determined by the current.
We now turn to the qRG theorem of TDDFT, which is discussed in section 9.2.
From Eq. 9.9, we see that it is possible for two different sets of currents {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉}
and {〈jˆ12〉′, 〈jˆ13〉′, ...〈jˆ23〉′, ...〈jˆN−1,N〉′} to correspond to the same set of spin compo-
nents {σz1, σz2, ...σzN}, if there exists a set of current differences
{δj12, δj13, ...δj23, ...δjN−1,N}
≡ {(〈jˆ12〉 − 〈jˆ12〉′), (〈jˆ13〉 − 〈jˆ13〉′),
... (〈jˆ23〉 − 〈jˆ23〉′), ...(〈jˆN−1,N〉 − 〈jˆN−1,N〉′)}, (9.20)
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such that,
N∑
k $=i
δjik = 0 (9.21)
for some i. For a one-dimensional chain with open boundary conditions and nearest-
neighbor couplings as in Eq. 9.2, such a set never exists, as illustrated in Figure 9.5.
Thus, for this case, no two sets of currents can yield the same set {σz1, σz2, ...σzN},
and through the qRG theorem of TDCDFT, no two sets of fields {h1, h2, ...hN} and
{h′1, h′2, ...h′N} differing by more than a constant can yield the same set {σz1, σz2, ...σzN}.
This establishes the qRG theorem of TDDFT for the Hamiltonian in Eq. 9.2. For
more general geometries, such as in Figure 9.6, it is possible to find two different
sets of currents such that
∑N
k $=i δjik = 0. For these geometries, the qRG theorem of
TDCDFT holds, however that of TDDFT does not. From the continuity equation of
electronic structure (Eq. 9.11), we see that we can add an arbitrary transverse vector
field -δj (such that -∇ · -δj = 0) to the electronic current, without altering the value
of ∂∂tn(r, t). A set {δj12, δj13, ...δj23, ...δjN−1,N} satisfying the condition in Eq. 9.21 is
analogous to a purely transverse current.
9.4 Proof of the qubit van Leeuwen theorem
The proof of the qVL theorem begins with the equation of motion for the current
under the evolution of the Hamiltonian in Eq. 9.5,
∂
∂t
〈jˆki〉 = ı〈
[
Hˆ(t), jˆki
]
〉. (9.22)
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Figure 9.5: Open Chain of 4 qubits with nearest-neighbor couplings - If we
consider the set of currents shown in a), it will never be possible to find a new set of
currents that will yield the same derivatives of σz. For instance, as shown in b), we
can find a new set of currents that will yield the same derivatives of σz on the middle
two sites, but the derivatives at the ends of the chain will necessarily be different.
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Figure 9.6: Open chain of 4 qubits with second nearest-neighbor couplings -
If we add second nearest neighbor couplings as well (shown in a)), it will be possible
to find two sets of currents that yield the same derivatives of σz. For instance, if
one considers a new set of currents around the closed loop shown in b), such that
{δj12, δj13, δj23} = constant, the derivatives of σz will remain unchanged. This is
equivalent to adding a purely transverse term to the current.
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Developing the commutator in Eq. 9.22 yields,
∂
∂t
〈jˆki〉 = 〈Tˆki〉+ 〈Fˆki〉+ 4〈Tˆki〉δhik(t), (9.23)
where δhik(t) = hi(t)− hk(t) is the difference between the local fields applied to the
ith and kth qubits and we have defined the operators Tˆki and Fˆki as:
Tˆki ≡ 4J⊥ki
{
σˆzk
[∑
m $=k
J⊥mkσˆ
x
m
]
σˆxi + σˆ
z
k
[∑
m $=k
J⊥mkσˆ
y
m
]
σˆyi
− σˆxk
[∑
m $=i
J⊥miσˆ
x
m
]
σˆzi − σˆyk
[∑
m $=i
J⊥miσˆ
y
m
]
σˆzi
}
, (9.24)
and
Fˆki ≡ 4J⊥ki
{
σˆyk
[∑
m $=i
J‖miσˆ
z
m
]
σˆyi − σˆxk
[∑
m $=i
J‖miσˆ
z
m
]
σˆxi
+ σˆyk
[∑
m $=k
J‖mkσˆ
z
m
]
σˆyi − σˆxk
[∑
m $=k
J‖mkσˆ
z
m
]
σˆxi
}
. (9.25)
Tˆki arises from the commutator of the current operator with the kinetic energy opera-
tor
∑N
i<j Tˆij and is similar to the “stress tensor” operator of electronic TDDFT [247].
Fˆki arises from the commutator of the current operator with the term
∑N
i<j J
‖
ijσˆ
z
i σˆ
z
j
in the Hamiltonian and is analogous to the “internal force density” operator due to
the electron-electron repulsion in electronic TDDFT. Both the terms 〈Tˆki〉 and 〈Fˆki〉
in Eq. 9.23 represent “internal forces” due to the two-qubit terms in the Hamiltonian,
while the term 4〈Tˆki〉δhik(t) represents an “external” driving force due to the applied
local fields which couple to the one-qubit operators σˆzi .
We now consider an auxiliary “primed” system, with the Hamiltonian,
Hˆ ′(t) =
N∑
i<j
J ′⊥ij (σˆ
x
i σˆ
x
j + σˆ
y
i σˆ
y
j ) +
N∑
i<j
J ′‖ij σˆ
z
i σˆ
z
j +
N∑
i=1
h′i(t)σˆ
z
i , (9.26)
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having different two-qubit interactions J ′⊥ij and J
′‖
ij and a different set of local fields
{h′1, h′2, ...h′N}. We allow the initial state |ψ′(0)〉 to be different from the initial state
|ψ(0)〉, with the only constraint that the initial currents and the initial expectation
values of σˆzi must be the same in the primed and unprimed systems, i.e. we only
require that,
〈ψ′(0)|jˆ′ki|ψ′(0)〉 = 〈ψ(0)|jˆki|ψ(0)〉 (9.27)
and
〈ψ′(0)|σˆzi |ψ′(0)〉 = 〈ψ(0)|σˆzi |ψ(0)〉 (9.28)
for all k and i. The equation of motion for the current under evolution of this Hamil-
tonian is,
∂
∂t
〈jˆ′ki〉′ = 〈Tˆ ′ki〉′ + 〈Fˆ ′ki〉′ + 4〈Tˆ ′ki〉′δh′ik. (9.29)
Here, the operators jˆ′ki, Tˆ
′
ki, Tˆ ′ki and Fˆ ′ki are defined exactly as for the unprimed system
in Eq’s 9.8, 9.18, 9.24 and 9.25 respectively, but with J⊥ij and J
‖
ij replaced by J
′⊥
ij and
J ′‖ij .
We now assume that all quantities in Eq.’s 9.23 and 9.29 are equal to their Taylor
series expansions with a finite radius of convergence around t = 0. Denoting the
Taylor expansion of an arbitrary function f(t) as f(t) =
∑∞
i=0 f
mtm and Taylor
expanding both sides of Eq. 9.23, we find after equating coefficients of equal powers
of t,
(m+ 1)〈jˆki〉m+1 = 〈Tˆki〉m + 〈Fˆki〉m + 4
m∑
s=0
〈Tˆki〉m−sδhsik. (9.30)
Similarly, for Eq. 9.29 we have,
(m+ 1)〈jˆ′ki〉′m+1 = 〈Tˆ ′ki〉
′m + 〈Fˆ ′ki〉
′m + 4
m∑
s=0
〈Tˆ ′ki〉′m−sδh′sik. (9.31)
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We now subtract Eq. 9.31 from Eq. 9.30 and demand that the set of currents {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉}
and {〈jˆ′12〉′, 〈jˆ′13〉′, ...〈jˆ′23〉′, ...〈jˆ′N−1,N〉′} be the same in the primed and unprimed sys-
tems, i.e. we demand that the Taylor coefficients 〈jˆki〉m and 〈jˆ′ki〉′m be the same for
all m and for all qubit pairs k and i. This yields
4〈Tˆ ′ki〉′0δh′mik = −4
m−1∑
s=0
〈Tˆ ′ki〉′m−sδh′sik + 4
m∑
s=0
〈Tˆki〉m−sδhsik
+ 〈Tˆki〉m − 〈Tˆ ′ki〉
′m + 〈Fˆki〉m − 〈Fˆ ′ki〉
′m, (9.32)
for all k and i. We see that the left hand side of Eq. 9.32 contains Taylor coeffi-
cients of δh′ik(t) of order m, while the right hand side has only Taylor coefficients
of δh′ik(t) of order less than m and known quantities. Thus, when supplemented
with the condition in Eq. 9.27, Eq. 9.32 is a unique recursion relation for the Taylor
coefficients of the local field differences δh′ik(t), which reproduce the given set of cur-
rents {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉} using different two-qubit interactions J ′⊥ij and
J ′‖ij . Eq. 9.32 can be used to construct the set of local fields, {h′1, h′2, ...h′N} up to an
arbitrary constant field, which can be chosen to make the propagation of the auxiliary
system as simple as possible (section 9.6).
So far we have established a qVL theorem for TDCDFT. In order to establish the
qVL theorem of TDDFT discussed in the text, we simply need to add the condition in
Eq. 9.28. With this additional constraint, it is clear from Eq’s. 9.9 and 9.14 that if the
constructed fields {h′1, h′2, ...h′N} force the set {〈jˆ′12〉′, 〈jˆ′13〉′, ...〈jˆ′23〉′, ...〈jˆ′N−1,N〉′} to be
the same as {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉}, the sets {σ′z1 , σ′z2 , ...σ′zN} and {σz1, σz2, ...σzN}
must be the same as well.
We now discuss two main conditions of the theorem:
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1) All of the quantities appearing in Eq.’s 9.23 and 9.29 as well as the sets {σz1, σz2, ...σzN}
and {σ′z1 , σ′z2 , ...σ′zN} must be equal to their Taylor expansions within a finite radius
of convergence for the theorem to hold. This is a much more restrictive condition
than for the qRG theorem, which only requires that the sets of fields {h1, h2, ...hN}
and {h′1, h′2, ...h′N} be equal to their Taylor series expansions. This restriction arises
in the VL theorem of electronic TDDFT as well and approaches to circumvent this
condition have begun to be researched [146].
2) For the entire set of fields {h′1, h′2, ...h′N} to exist, 〈Tˆ ′ki〉′0 must be non-vanishing
for all pairs of qubits k and l. This too is a more severe restriction on the class of
admissible initial states than in the qRG theorem, which only required that 〈Tˆki〉0
be non-vanishing for certain values of k and l. However, since we are free to choose
|ψ′(0)〉 so long as it satisfies the conditions in Eq.’s 9.27 and 9.28, we will often be
able to choose an initial state such that 〈Tˆ ′ki〉′0 '= 0. From a practical standpoint,
we have also found in our numerical simulations that for vanishing 〈Tˆ ′ki〉′0, we can
add a small convergence factor to make the fields well behaved at the initial time
with little error in the overall propagation. This situation does not arise in electronic
TDDFT for continuous systems, but similar problems have been noticed when one
defines electronic TDDFT for lattice systems [19, 126, 121, 228]. Since the qubit
Hamiltonians we consider in this chapter are also discrete, it is not surprising that a
similar situation arises.
Chapter 9: TDDFT for universal quantum computation 226
9.5 Entanglement as a density functional
In this section, we will discuss the construction of two-qubit entanglement as a
functional of the single-qubit expectation values, {σz1, σz2, ...σzN}. We use the con-
currence as a measure of the entanglement between any two qubits in an N-qubit
system [268]. Since the concurrence depends on non-commuting two-qubit observ-
ables, we expect that it is in general very hard to construct exactly as a functional of
the set {σz1, σz2, ...σzN}, which are simple expectation values of commuting single-qubit
observables. We will see that this is indeed the case, but in the spirit of electronic
TDDFT, one can hope to develop simple approximations.
The two-qubit reduced density matrix (2RDM) for the kth and lth qubits is ob-
tained by tracing the full N-qubit density matrix over all other N − 2 qubits in the
system. In this letter we consider only pure states, so the 2RDM is simply given by
ρkl = Tr1,...k−1,k+1,...l−1,l+1,...N [|ψ(t)〉〈ψ(t)|] , (9.33)
where Tr denotes a partial trace. Defining the “time-reversed” 2RDM as
ρ˜kl = σˆ
y
k ⊗ σˆyl ρ∗klσˆyk ⊗ σˆyl , (9.34)
the concurrence Ekl is defined in terms of the eigenvalues λi of the matrix ρklρ˜kl as,
Ekl = max(0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4). (9.35)
In Eq. 9.35, the eigenvalues λi are arranged in decreasing order, i.e. λ1 > λ2 > λ3 >
λ4.
We first investigate the concurrence for a system which is restricted to the σztotal =
±(N−2) subspace. There is only one flipped qubit relative to the other N−1 qubits.
Chapter 9: TDDFT for universal quantum computation 227
This is also known as the single-excitation manifold. We denote |i〉 = |00...010...00〉
as the computational basis state with the ith qubit in the state |1〉 and all other qubits
in the state |0〉 (the 0’s and 1’s can be interchanged without changing any results).
The N-qubit density matrix can be expanded in terms of the N computational basis
functions as,
|ψ(t)〉〈ψ(t)| =
N∑
i,j=1
a∗i (t)aj(t)|j〉〈i|. (9.36)
From the above expression, we find the 2RDM for the kth and lth qubits to be
ρkl =

∑
i $=k,l |ai(t)|2 0 0 0
0 |al(t)|2 al(t)a∗k 0
0 a∗l (t)ak |ak(t)|2 0
0 0 0 0

. (9.37)
In Eq. 9.37, ρkl is expressed in the 2-qubit computational basis states, {|00〉, |01〉, |10〉, |11〉}.
From Eq.’s 9.34 and 9.35, we find the concurrence to be,
Ekl = 2|al(t)||ak(t)|. (9.38)
In order to re-express Ekl in terms of {σz1, σz2, ...σzN}, we need to invert the matrix
equation
-σz =
←→
M-a, (9.39)
where -σz and -a are column vectors formed from the sets {σz1, σz2, ...σzN} and {|a1|2, |a2|2, ...|aN |2}
respectively and
←→
M is a square matrix with the diagonal elements equal to -1 and all
other elements equal to 1. Carrying out the inversion and substituting the result into
Eq. 9.38 yields Eq. 9.4. Thus, we see that in the case of a single flipped qubit, it is
very simple to obtain an exact entanglement functional.
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As a more complicated example, we consider entanglement in the σztotal = ±(N−4)
subspace, which contains states with two flipped qubits. We denote |ij〉 = |00...010...010...00〉
as the computational basis state with the ith and jth qubits in the state |1〉 and all
other qubits in the state |0〉. Here, we can expand the N-qubit density matrix in
terms of these N(N−1)2 computational basis functions as,
|ψ(t)〉〈ψ(t)| =
∑
i<j,k<l
a∗ij(t)akl(t)|kl〉〈ij|. (9.40)
Obtaining the 2RDM as before, we find the eigenvalues of ρklρ˜kl to be
λ1 =
{√
(
∑
i $=k,l
|ail(t)|2)(
∑
j $=k,l
|ajk(t)|2) + |
∑
i $=k,l
aki(t)a
∗
li(t)|
}2
, (9.41)
λ2 = λ3 = |akl(t)|2
∑
i<j $=k,l
|aij(t)|2, (9.42)
and
λ4 =
{√
(
∑
i $=k,l
|ail(t)|2)(
∑
j $=k,l
|ajk(t)|2)− |
∑
i $=k,l
aki(t)a
∗
li(t)|
}2
. (9.43)
The terms depending on sums over the coefficients’ moduli squared, |aij(t)|2, can be
obtained fairly easily in terms of {σz1, σz2, ...σzN} using the expression
σzi = 1−
∑
l $=i
|ail(t)|2. (9.44)
However, we see that λ1 and λ4 also contain the term |
∑
i $=k,l aki(t)a
∗
li(t)|, which
depends explicitly on phases in the wavefunction. The imaginary parts of the coher-
ences can be obtained from the currents, which in turn can be obtained from time
derivatives of {σz1, σz2, ...σzN}. However, the real parts of the coherences depend on
expectation values of the kinetic energy operators, Tˆkl, and in general will need to
be approximated. Since the number of computational basis states increases with the
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number of flipped qubits, we expect the exact entanglement functional to become
progressively more complicated as more qubits are flipped. This highlights the need
for constructing simple approximate entanglement functionals and will be explored
in future work.
9.6 Numerical propagation of the qubit van Leeuwen
construction
In this section we discuss how the proof of the qVL theorem can be used to
numerically construct a set of auxiliary fields {h′1, h′2, ...h′N}, which reproduce a given
set {σz1, σz2, ...σzN} using a different two-qubit interaction. This procedure was used to
simulate a Heisenberg model using an XY model and was demonstrated in Figure 9.3
and Figures 9.7 and 9.8 (below).
In principle, Eq. 9.32 can be used as a recursion relation to construct the Taylor
coefficients of {h′1, h′2, ...h′N} to arbitrary order, but in practice this proves to be
numerically cumbersome. Instead, we use a formulation of the qVL construction
based on a non-linear Schro¨dinger equation. A similar construction was presented in
ref. [146] for electronic TDDFT.
We begin by numerically solving the time-dependent Schro¨dinger equation in the
“unprimed system”,
∂
∂t
|ψ(t)〉 = Hˆ(t)|ψ(t)〉, (9.45)
for a given initial state |ψ(0)〉 and a given Hamiltonian Hˆ(t) which we wish to simulate
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(see below for simulation details). From |ψ(t)〉, we can calculate all relevant observ-
ables, and in particular, we can calculate the set of currents {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉}
at each time-step.
We then construct the set of fields {h′1, h′2, ...h′N} which reproduce this set of
currents, but using a Hamiltonian with different two-qubit interactions J ′⊥ij and J
′‖
ij ,
Hˆ ′(t) =
N∑
i<j
J ′⊥ij (σˆ
x
i σˆ
x
j + σˆ
y
i σˆ
y
j ) +
N∑
i<j
J ′‖ij σˆ
z
i σˆ
z
j +
N∑
i=1
h′i(t)σˆ
z
i . (9.46)
This is done by numerically solving Eq. 9.29 for the set {h′1, h′2, ...h′N} at each time-
step, with the requirement that {〈jˆ12〉, 〈jˆ13〉, ...〈jˆ23〉, ...〈jˆN−1,N〉} = {〈jˆ′12〉′, 〈jˆ′13〉′, ...〈jˆ′23〉′, ...〈jˆ′N−1,N〉′}
for all k and l, i.e. we solve
∂
∂t
〈jˆki〉 = 〈Tˆ ′ki〉′ + 〈Fˆ ′ki〉′ + 4〈Tˆ ′ki〉′δh′ik(t), (9.47)
for all δh′ik(t), where on the left hand side 〈jˆki〉 are known from the solution to Eq. 9.45.
However, since 〈Tˆ ′ki〉′, 〈Fˆ ′ki〉′ and 〈Tˆ ′ki〉′ depend on the auxiliary wavefunction |ψ′(t)〉,
to solve Eq. 9.47 we must simultaneously solve the auxiliary system’s time-dependent
Schro¨dinger equation,
∂
∂t
|ψ′(t)〉 = Hˆ ′(t)|ψ′(t)〉, (9.48)
where Hˆ ′(t) in turn depends on δh′ik(t). Thus, Eq. 9.48 is a non-linear Schro¨dinger
equation and Eq.’s 9.47 and 9.48 represent a set of coupled non-linear ordinary
differential equations for the auxiliary wavefunction |ψ′(t)〉 and the set of fields
{h′1, h′2, ...h′N}. To solve this system of equations, we begin with an initial state |ψ′(0)〉
which satisfies the conditions in Eq.’s 9.27 and 9.28. By enforcing Eq. 9.28, we en-
sure that our solutions to Eq.’s 9.47 and 9.48 will reproduce the set {σz1, σz2, ...σzN} in
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addition to the currents. From |ψ′(0)〉, we can solve Eq. 9.47 at t = 0,
∂
∂t
〈jˆki〉|t=0 = 〈Tˆ ′ki〉′|t=0 + 〈Fˆ ′ki〉′|t=0 + 4〈Tˆ ′ki〉′|t=0δh′ik(0), (9.49)
for field differences δh′ik(0). After making a choice for the arbitrary global field, we
can construct the set of fields {h′1(0), h′2(0), ...h′N(0)} at t = 0 and the Hamiltonian
Hˆ ′(0). We then solve
∂
∂t
|ψ′(t)〉|t=0 = Hˆ ′(0)|ψ′(0)〉, (9.50)
to obtain |ψ′(dt)〉 at the next time-step. From |ψ′(dt)〉, we obtain {h′1(dt), h′2(dt), ...h′N(dt)}
by solving
∂
∂t
〈jˆki〉|t=dt = 〈Tˆ ′ki〉′|t=dt + 〈Fˆ ′ki〉′|t=dt + 4〈Tˆ ′ki〉′|t=dtδh′ik(dt). (9.51)
This procedure is continued at each time-step until we obtain {h′1, h′2, ...h′N} and
|ψ′(t)〉 on the entire interval [0,t].
For the simulation presented in section 9.2, Hˆ(t) is the Heisenberg Hamiltonian
and Hˆ ′(t) is an XY Hamiltonian with the chosen parameters. With the initial state
|ψ(0)〉 = 1√
3
(|011〉 + |101〉 + |110〉), we solve Eq. 9.45 using the fourth-order Runge-
Kutta method. |ψ(t)〉 is propagated on a uniform grid with 104 time-steps, each
of duration dt = 1.5 × 10−4 !2J . With |ψ(t)〉, we can calculate derivatives of the
currents between all 3 qubits to be used in Eq. 9.47. We use the procedure outlined
in Eq.’s 9.47- 9.51 to obtain |ψ′(t)〉 and {h′1, h′2, h′3} of the auxiliary XY Hamiltonian.
For the auxiliary system’s initial state, we chose |ψ′(0)〉 = |ψ(0)〉 = 1√
3
(|011〉+ |101〉+
|110〉), which satisfies the conditions in Eq.’s 9.27 and 9.28 since the initial currents
vanish in both the primed and unprimed systems. We also fix the arbitrary global field
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Figure 9.7: Observables in the Heisenberg Hamiltonian verses the XY
Hamiltonian - a) The entanglement calculated directly with the wavefunctions |ψ(t)〉
(left column) and |ψ′(t)〉 (right column) is seen to be the same, as expected since the
propagation is restricted to the subspace with one flipped qubit and Eq. 9.4 holds. b)
The currents {〈jˆ12〉, 〈jˆ23〉} (left column) and {〈jˆ′12〉′, 〈jˆ′23〉′} (right column) are also the
same, as a consequence of the qVL construction. c) The kinetic energies {〈Tˆ12〉, 〈Tˆ23〉}
(left column) and {〈Tˆ ′12〉′, 〈Tˆ ′23〉′} (right column) are very different, as is often the case
in electronic TDDFT as well.
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by choosing h′2(t) = h2(t) for all t. Since |ψ′(0)〉 is an eigenstate of σˆztotal, this choice
corresponds to trivially fixing the global phase of the auxiliary system’s wavefunction
and any other choice would yield identical expectation values of observables.
As shown in Figure 9.3, the set {σz1, σz2, σz3} is faithfully reproduced by |ψ′(t)〉. In
Figure 9.7 we show expectation values of several other observables calculated with
|ψ(t)〉 in the left column and |ψ′(t)〉 in the right column. Naturally, observables
that depend explicitly on the set {σz1, σz2, σz3} are the same in both cases, while those
that do not will be different. In particular, we see that the entanglement is the
same in both cases, since both |ψ(t)〉 and |ψ′(t)〉 remain a superposition of states
with one flipped qubit during the evolution. This means that the explicit entangle-
ment functional in Eq. 9.4 holds, and since both wavefunctions produce the same
set {σz1, σz2, σz3}, they necessarily produce the same entanglement. As expected, the
currents {〈jˆ12〉, 〈jˆ23〉} and {〈jˆ′12〉′, 〈jˆ′23〉′} are the same for both wavefunctions, while
the kinetic terms {〈Tˆ12〉, 〈Tˆ23〉} and {〈Tˆ ′12〉′, 〈Tˆ ′23〉′} are different. The same situation
arises in electronic DFT, where the Kohn-Sham wavefunction reproduces the correct
density and current, but the kinetic energy is in general different from that of the
true correlated wavefunction. In Figure 9.8, we plot the expansion coefficients of
|ψ(t)〉 and |ψ′(t)〉 in the computational basis {|011〉, |101〉, |110〉}, which as expected
are rather different. It is also interesting to note that in our formalism, the operators
for the current and kinetic energy are different in the original and auxiliary systems,
since we let all two-qubit parameters in the Hamiltonian differ. This situation is
different than in electronic TDDFT, where the kinetic energy and current operators
themselves are the same, although expectation values may be different in the case
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Figure 9.8: Wavefunctions in the Heisenberg Hamiltonian verses the XY
Hamiltonian - The real parts (a) and the imaginary parts (b) of the expansion
coefficients of |ψ(t)〉 = ∑3i<j aij(t)|ij〉 (left column) and |ψ′(t)〉 = ∑3i<j a′ij(t)|ij〉
(right column) in the computational basis. Although the wavefunctions are clearly
different, they both reproduce the same set {σz1, σz2, σz3} throughout the evolution.
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of the kinetic energy. This is important in our formalism, especially with regard to
the current, since although {〈jˆ12〉, 〈jˆ23〉} = {〈jˆ′12〉′, 〈jˆ′23〉′}, one finds that in general
{〈jˆ12〉, 〈jˆ23〉} '= {〈jˆ12〉′, 〈jˆ23〉′}.
Chapter 10
The quantum complexity classification of
time-dependent density functional theory
10.1 Introduction
In the previous chapter we proved that TDDFT can be used to simulate systems
of entangled qubits during quantum computations. In the present chapter, we return
to TDDFT as a tool for simulating systems of interacting electrons and investigate
its complexity as a method in computational chemistry from a computer science
perspective. More specifically, we outline a proof that TDDFT lies in the quantum
computational complexity class BQP (bounded-error quantum polynomial), which
represents the class of computational problems that can be solved with polynomially
many resources on a quantum computer. This is in contrast to ground state DFT,
which has been shown to be in the more difficult complexity class QMA (quantum
Merlin-Arthur) [211].
Our result is somewhat counterintuitive, as most users and developers of density
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functional methods would characterize TDDFT as more difficult than DFT. This
is largely due to the fact that TDDFT is at a more immature stage of development
than DFT and one often uses DFT functionals as approximations to the true TDDFT
functional (adiabatic approximation). Computational complexity theory on the other
hand investigates the resources required to solve a given computational problem in
the worst-case scenario and “coarse grains” over many issues of practical importance.
Nevertheless, complexity theory is useful from a theoretical standpoint, as it allows
one to classify general computational problems without needing to consider specifics
on a case-by-case basis. Our result also places TDDFT within the hierarchy of compu-
tational methods in chemistry such as Hartree-Fock and 2RDM theory (second-order
reduced density matrix theory), whose complexity classification has been investigated
recently [138, 211].
In the forthcoming sections, we will be more specific about what exactly we mean
by “the computational complexity of TDDFT” and what it means to prove that a
computational method is in a given complexity class. In section 10.2, we provide
a brief overview of computational complexity theory, particularly as it applies to
methods in chemistry. Then, in section 10.3 we give a precise definition of the problem
we wish to solve and bound the computational resources required to solve it. i.e. we
prove that TDDFT is within BQP. Section 10.4 contains concluding remarks and
also speculates that TDDFT is not only within BQP, but it is also “BQP complete.”
We have done our best to maintain mathematical rigor, however, there are most
likely parts of our arguments that would not be completely satisfactory to the pure
mathematician. Nevertheless, we outline a proof that we believe could serve as a
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good starting point for an even more rigorous mathematical treatment.
10.2 Computational complexity in chemistry
In this section, we provide a brief overview of computational complexity theory,
particular as it relates to chemistry. The theory of computational complexity studies
the scaling of the resources necessary to solve a given problem as a function of the
input size. Problems are considered to be “easy,” or efficiently solvable, if the time (or
number of steps) for solving the problem scales as a polynomial of the input size n. For
example, sorting a list of n items will take at most O(n2) steps. On the other hand,
problems are considered “hard” if the scaling is exponential in n. Exponential scaling
is the worst case scenario for many-body problems in physics and chemistry [187], for
instance performing full configuration interaction on highly frustrated ground states
of strongly correlated systems. Fortunately, most problems of practical interest in
chemistry and physics do not fall into this worst case scenario.
Computational complexity is often formulated using decision problems, due to the
binary nature of the inputs and outputs of logic gates. A decision problem determines
if some condition is true or false e.g. is the ground-state energy of the system below
a certain critical value? Although the answer to decision problems is either “yes”
or “no,” one can keep asking questions in a binary search fashion. For instance,
one could attempt to determine in this way the ground-state energy to an arbitrarily
high accuracy. A complexity class contains a set of computational problems that share
some common properties about the computational resources required for solving them.
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Figure 10.1: Computational complexity classes - A schematic Venn diagram of
the main classical and quantum complexity classes and their conjectured relationships.
Note that the relationships depicted in this diagram are conjectured, but many are
not proven. For instance, it is strongly conjectured, but not proven that P '= NP .
Figure taken from ref. [279].
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A given problem is said to be “Hard” within a given class, if it is at least as hard to
solve as any other problem within that class. A problem is said to be “Complete”
within a given class if it is Hard and also is contained within that class. Thus, in the
next section we will prove that TDDFT is within the class BQP, but to prove that it
is “BQP Complete” we will need to additionally prove that it is BQP Hard. We will
conjecture, but not prove that TDDFT is BQP complete. Solving a problem that is
complete within a given class is equivalent to solving all other problems within that
class. Below, we briefly summarize a few important examples of complexity classes
of decision problems, which are depicted schematically in Figure 10.1.
The complexity class P contains all decision problems that are solvable in a polyno-
mial time with a classical computer (more precisely, a deterministic Turing machine).
Roughly speaking, solving a problem in a polynomial time refers to the cases where
the number of steps for solving the problem scales as a polynomial power as op-
posed to exponentially. This is considered “efficient,” but of course from a practical
standpoint there could be exceptions. For example, problems that scale as O(n10000)
may take a very long time to finish, compared with ones that scale exponentially as
O(1.0001n).
Problems that are typically hard to solve on classical computers fall into the
complexity class NP, which contains decision problems whose “yes” instances can be
efficiently verified to be true with a classical computer given an appropriate solution
or “witness”. There is no doubt that P is a subclass of NP, i.e.,
P ⊂ NP. (10.1)
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As an example, finding the prime factors of an integer belongs to an NP problem; once
the factors are given, it is easy to check the answer by performing a multiplication.
However, finding the factors in the first place is generally difficult. Interestingly,
finding the ground state energy of the Ising model
H =
∑
(i,j)∈E
σizσ
j
z +
∑
i∈V
σiz , (10.2)
where (V,E) is a planar graph, is NP-complete. This implies that if a polynomial
algorithm for finding the ground state energy of Eq. 10.2 is found, all of the problems
in NP could be solved in polynomial time. In other words, it would imply that P
= NP, a result considered highly unlikely. It is believed, but not known with cer-
tainty, that quantum computers are not capable of solving all NP problems efficiently.
However, it has been shown using Shor’s algorithm that they can solve the integer-
factoring problem efficiently. It is believed that the complexity of integer-factoring is
intermediate between P and NP [216].
The quantum analog of P and NP problems are, respectively, the complexity
classes BQP and QMA. BQP is the class of (decision) problems that are solvable by a
quantum computer in polynomial time. QMA is the class of (decision) problems that
can be verified by a quantum computer in polynomial time. Like NP, the QMA class
covers many problems that are important in physics and chemistry [138, 211, 259].
For example, the ground-state problem of Hamiltonians involving local interactions
is known to be QMA-complete [107].
Having discussed the relevant complexity classes, we now outline a proof that
TDDFT ⊂ BQP.
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10.3 The computational complexity of TDDFT
Formulation of the problem
Before discussing the computational complexity of TDDFT, we must define the
computational problem “TDDFT” more carefully. Broadly speaking, we define this
problem to be that of finding a local, multiplicative potential for a given many-
electron system, which when applied to a non-interacting system of electrons yields
the exact density of the original interacting system. If we can find an algorithm
which produces this potential for any many-electron system given a set of inputs, we
would have solved the computational problem “TDDFT”. To be precise, we define
the computational problem of finding the time-dependent Kohn-Sham potential at a
fixed time t and with bounded error δ as:
Given an initial N -electron state, |ψ(0)〉, a time-dependent N -electron
Hamiltonian H(t) = T + Vee + vext(t) and a wave function |Φ(0)〉 from a
non-interacting system which reproduces the initial density and its first
time-derivative, return an approximation to the time-dependent one-body
potential at a given time t, v˜ks[vext,Φ(0)](t) which is δ close to the exact
Kohn-Sham potential, vks[vext,Φ(0)](t).
The algorithm for solving this computational problem is efficient, when the compu-
tational cost grows polynomially in 1/δ and polynomially in t. This algorithm is
depicted schematically in Figure 10.2. The first subroutine involves a quantum com-
puter and its inputs are the initial many-body state |ψ(0)〉 and the external potential
vext(t) on a given interval [0, t]. The quantum computer then evolves the initial state
with the given external potential and subsequently outputs the time-evolved wave-
function at a series of discrete time-steps. The wavefunction is then used to measure
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the time-dependent density. i.e. construct the expectation value of the density oper-
ator. The second subroutine involves only a classical computer, with the inputs being
the initial Kohn-Sham state |Φ(0)〉 and the density n(r, t) on the given interval [0,t]
which has been provided by the quantum computer. At each time-step, the classical
computer solves the VL and KS equations, which represent a set of coupled nonlinear
partial differential equations as mentioned in section 9.6. The classical computer then
outputs the KS potential at each time-step and uses the evolved KS state as input
for the next time-step. This procedure is iterated until the KS potential is obtained
on the entire interval [0,t].
For a given initial state, it has been shown that time evolution can be done
efficiently on a quantum computer and we don’t discuss this point further in the
present chapter [135]. Thus, we assume that given the initial many-body state, the
first subroutine can be performed efficiently. It is worth mentioning that we make
no claims on how easy it is to prepare the initial state. If we insist that the initial
state be the ground state of a many-electron Hamiltonian, the problem could become
difficult as this in fact belongs to a QMA Hard problem. Our proof only pertains to
the time-evolution for a given initial state, as is the case in TDDFT.
In the remainder of this chapter, we attempt to bound the errors on the algorithm
discussed above to obtain the KS potential. If we can show that these errors increase
only polynomially in time and parameters characterizing the input size, we will have
succeeded in showing that we have an algorithm which can be performed in a poly-
nomial time using a quantum computer. Therefore, the computational problem we
are solving, TDDFT, would be in BQP.
Chapter 10: The quantum complexity classification of TDDFT 244
|ψ(0)〉
vext(r, t)
ı
∂
∂t
|ψ(t)〉 = Hˆ(t)|ψ(t)〉
|ψ(t)〉
n(r, t) = 〈ψ(t)|nˆ(r)|ψ(t)〉
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]
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∂t2
n(r, t) = ∇ · [n(r, t)∇v˜ks(r, t)] + q(r, t)
Figure 10.2: Algorithm for obtaining the Kohn-Sham potential - a) The many-
body wavefunction is evolved on a quantum computer and the density obtained at
a series of discrete time-steps. b) The density is then given to a classical computer
which solves the VL equation at each time-step and outputs an approximation to the
KS potential. The classical computer also evolves the KS equations with the obtained
KS potential and uses the orbitals to solve the VL equation at the next time-step.
This procedure is iterated until vks is obtained at each time-step on the entire interval
[0, t].
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Error bounds on evolving the density on a quantum computer
Our first step is to bound the errors in the first subroutine in Figure 10.2: Evolving
the density on the quantum computer. We derive the time-dependent Dyson equation
as follows. Let H(t) = H0(t) + h(t), where H0(t) and h(t) are arbitrary, possibly
time-dependent Hamiltonians. We can write the time-evolution operator for the full
Hamiltonian as:
T e−i
∫ t1
t0
H(t)dt = T e−i
∫ t1
t0
H0(t)dt − i
∫ t1
t0
T e−i
∫ t1
t′ H0(t)dt h(t′) T e−i
∫ t′
t0
H(t)dtdt′ . (10.3)
This can be proved by checking that the right hand side obeys the defining differential
equation,
∂
∂t1
T e−i
∫ t1
t0
H(t)dt = −iH(t1)T e−i
∫ t1
t0
H(t)dt . (10.4)
Using the Leibniz integral rule we get,
∂
∂t1
(
T e−i
∫ t1
t0
H0(t)dt − i
∫ t1
t0
T e−i
∫ t1
t′ H0(t)dt h(t′) T e−i
∫ t′
t0
H(t)dtdt′
)
(10.5)
= −iH0(t1)T e−i
∫ t1
t0
H0(t)dt − i
∫ t1
t0
∂
∂t1
(
T e−i
∫ t1
t′ H0(t)dt h(t′) T e−i
∫ t′
t0
H(t)dt
)
dt′
− ih(t1)T e−i
∫ t1
t0
H(t)dt (10.6)
= −iH0(t1)
(
T e−i
∫ t1
t0
H0(t)dt − i
∫ t1
t0
T e−i
∫ t1
t′ H0(t)dt h(t′) T e−i
∫ t′
t0
H(t)dtdt′
)
− ih(t1)T e−i
∫ t1
t0
H(t)dt, (10.7)
and then using Eq. 10.3 we get Eq. 10.4.
We now bound the error made by evolving in discrete time-steps. Assume that
we evolve from t0 to t1 = t0 + δt with the fixed Hamiltonian H(t0), instead of using
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the time dependent Hamiltonian H(t). Using the time-dependent Dyson equation
(Eq. 10.3) we can bound the difference between the corresponding time evolution
operators. The unperturbed Hamiltonian is now defined to be H0(t) = H(t0), and so
the perturbation is h(t) = H(t) −H(t0). We therefore write, for the operator norm
‖ · ‖,
∥∥∥T e−i ∫ t1t0 H(t)dt − e−iH(t0)δt∥∥∥ = ∥∥∥∥∫ t1
t0
e−iH0(t0)(t1−t
′) (H(t′)−H(t0)) T e−i
∫ t′
t0
H(t)dtdt′
∥∥∥∥
(10.8)
≤
∫ t1
t0
∥∥∥e−iH0(t0)(t1−t′)∥∥∥ ∥∥∥H(t′)−H(t0)∥∥∥ ∥∥∥T e−i ∫ t′t0 H(t)dt∥∥∥dt′
(10.9)
≤ δt max
t′∈[t0,t1]
‖H(t′)−H(t0)‖ . (10.10)
If H(t) is Lipschitz continuous, with Lipschitz constant K, we can write,
∥∥∥T e−i ∫ t1t0 H(t)dt − e−iH(t0)δt∥∥∥ ≤ K(δt)2 , (10.11)
and if the evolution is from t = 0 to T , we get the bound
∥∥∥T e−i ∫ T0 H(t)dt − Πje−iH(tj)δt∥∥∥ ≤ T
δt
K(δt)2 = TKδt . (10.12)
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Similarly, we get the bound∥∥∥T e−i ∫ T0 H(t)dtρT ei ∫ T0 H(t)dt − Πje−iH(tj)δtρΠje+iH(tj)δt∥∥∥
1
(10.13)
≤ T
δt
max
j
∥∥∥∥T e−i ∫ tj+δttj H(t)dtρT ei ∫ tj+δttj H(t)dt − e−iH(tj)δtρe+iH(tj)δt∥∥∥∥
1
(10.14)
≤ 2T
δt
max
j
∥∥∥∥(T e−i ∫ tj+δttj H(t)dt − e−iH(tj)δt) ρ∥∥∥∥
1
(10.15)
≤ 2T
δt
max
j
∥∥∥∥T e−i ∫ tj+δttj H(t)dt − e−iH(tj)δt∥∥∥∥ ‖ρ‖1 (10.16)
≤ 2T
δt
K(δt)2 = 2TKδt, (10.17)
where ρ = |ψ(t)〉〈ψ(t)| is the many-body density operator. The Lipschitz constant K
is bounded by the maximum derivative of the external potential. i.e.
K ≤ max
t′∈[0,T ]
∥∥∥∥dvext(t′)dt
∥∥∥∥ . (10.18)
A clear assumption on the VL theorem is that the first-derivative of the external
potential should be finite. Thus, since n(r, t) = Tr[ρnˆ(r)], we have shown that the
error on the density evolution is bounded and grows only polynomially in the number
of time-steps (N = Tδt) and the time-step size δt.
Error bounds on solving the van Leeuwen construction on a
classical computer
We now bound the errors on the second subroutine in Figure 10.2, beginning with
the solution of the VL equation on a classical computer. The VL equation represents a
generalized, elliptic, inhomogeneous partial differential equation which can be solved
by the method of finite elements with the boundary condition that vks(r, t)→ 0 faster
than 1r as r →∞ [262, 261, 263, 35, 229].
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We write the VL equation as:
∇ · [n(r, t)∇vks(r, t)] = f(r, t), (10.19)
with the inhomogeneous term f(r, t) = ∂
2
∂t2n(r, t) − q(r, t). Formulating the solution
in terms of Sobolev spaces [218, 88], we can write the VL equation in terms of a
complete set of functions {pi(r)} as:
a(vks, pi) = −(f, pi), (10.20)
for all i in the set. Typically, the set will be chosen to be a set of polynomials
representing our grid in the finite element solver [35]. Here,
a(vks, pi) =
∫
d3rn(r, t)(∇pi(r)) · (∇vks(r, t)), (10.21)
is the bilinear form characterizing the differential equation and
(f, pi) =
∫
d3rpi(r)f(r, t). (10.22)
Using Cea’s lemma [104, 35], we can bound the error in the approximate finite-element
solution v˜ks to the VL equation by:
‖vks − v˜ks‖ ≤ γ
α
‖vks − pi‖ , (10.23)
for all pi in the Sobolev space. Here, vks is the exact KS potential and γ and α are
positive constants determined by the continuity and coercivity conditions respectively:
|a(pi, pj)| ≤ γ ‖pi‖ ‖pj‖ (10.24)
and
a(pi, pi) ≥ α ‖pi‖2 , (10.25)
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for all pi in the Sobolev space. This is a very nice lemma, because it tells us that
provided we choose our finite element polynomials to represent the exact potential
well and thus ‖vks − pi‖ is small, our approximate solution v˜ks will be close to the
exact one vks. This however, is contingent upon the condition that α '= 0, or at least
α is not too close to zero, otherwise the bound in Eq. 10.23 will be very weak. Let us
examine the coercivity condition (Eq. 10.25) more carefully, which is explicitly given
in real-space by: ∫
d3rn(r, t)|∇pi(r)|2∫
d3r|pi(r)|2 ≥ α. (10.26)
In finite element solvers, one chooses the polynomials to have a finite L2 norm and so
the denominator in Eq. 10.26 will be finite [104, 35]. However, if one or more of the
functions {pi(r)} are localized in a region where the density vanishes, the numerator
in Eq. 10.26 will vanish and the bound in Eq. 10.23 tells us nothing. This can happen
in two circumstances. Firstly, since we will need to place some of the {pi(r)} where
v˜ks(r, t) is non-zero (to get a good representation of the solution), if the density has a
node in a region where v˜ks is not small, the numerator in Eq. 10.26 will become very
small. Thus, we must restrict our proof to nodeless densities. Typically, densities
of many-electron systems are nodeless and so this is not a major restriction [146].
Secondly, in the asymptotic region of large r the density decays exponentially and
the numerator in Eq. 10.26 will become very small if we try to represent v˜ks(r, t) in
this region with some of the functions {pi(r)}. However, for a real-time propagation
we will only need to be able to represent the Kohn-Sham potential v˜ks(r, t) where the
Kohn-Sham orbitals are non vanishing, which in turn only occurs in regions where
the density is non-vanishing. Therefore, we only solve the VL equation in regions
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where n(r, t) > ), where epsilon is a finite cutoff. In this case there is no problem
in applying Cea’s lemma. Of course, if one is interested in ionization energies or
response properties it will be essential to sample v˜ks(r, t) in the asymptotic region,
but it will not be necessary for our purposes.
The last step in bounding errors on the solution to the VL equation consists of
bounding the errors in the inhomogeneous term ∂
2
∂t2n(r, t)− q(r, t). We have already
bounded the errors in the evolution of the density on the quantum computer and
therefore in ∂
2
∂t2n(r, t). We now need to bound errors in:
q(r, t) = 〈Φ(t)|qˆ(r)|Φ(t)〉, (10.27)
where
qˆ(r) =
∑
α,β
∂2
∂rα∂rβ
Tˆα,β (10.28)
and in second quantization the stress tensor is:
Tˆα,β =
1
2
{ ∂
∂rβ
Ψˆ†(r)
∂
∂rα
Ψˆ(r) +
∂
∂rα
Ψˆ†(r)
∂
∂rβ
Ψˆ(r)− 1
2
∂2
∂rα∂rβ
[
Ψˆ†Ψˆ(r)
]}
. (10.29)
Before doing this we need to bound the error between the evolution with Uδt = e−iHksδt
on the true Kohn-Sham density operator ρˆks = |Φ(t)〉〈Φ(t)| and U˜δt = e−iH˜ksδt on ρˆC ,
the approximation to the Kohn-Sham density operator on the classical computer
evolved with our approximate solution from finite elements v˜ks. Note that
Hks(t) =
∑
j
Tj + vj,ks(t) (10.30)
is the Kohn-Sham Hamiltonian in many-body first quantization, and H˜ks is the Hamil-
tonian with the approximated v˜ks. The proper bound should be for the trace norm
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‖ · ‖1. Let the error from previous time steps be
‖ρˆks − ρˆC‖ = )1 . (10.31)
If the error in every step is small, which is what we are trying to prove right now,
this error will be small. Then,
‖UδtρˆksU †δt − U˜δtρˆCU˜ †δt‖1 ≤ )1 + ‖UδtρˆCU †δt − U˜δtρˆCU˜ †δt‖1. (10.32)
We now bound the second term:
‖UδtρˆCU †δt − U˜δtρˆCU˜ †δt‖1 = ‖(Uδt − U˜δt)ρˆCU †δt + UδtρˆC(Uδt − U˜δt)†‖1 ≤ 2‖(Uδt − U˜δt)ρˆC‖1 .
(10.33)
Now, using again the Dyson equation (Eq. 10.3):
‖(Uδt − U˜δt)ρˆC‖1 =
∥∥∥∥∥
∫ δt
0
e−iHks(δt−t
′)
∑
j
(v′j,ks − v˜′j,ks)e−iH˜kst′dt′ρˆC
∥∥∥∥∥
1
(10.34)
≤ n
∫ δt
0
∥∥∥(v′ks − v˜′ks)e−iH˜kst′ ρˆC∥∥∥
1
dt′ (10.35)
≤ n
∫ δt
0
‖ρˆC(v′ks − v˜′ks)‖1 dt′ (10.36)
≤ n δt‖(v′ks − v˜ks)ρC‖1 = n δt‖δQ‖1, (10.37)
where n is the number of electrons, Q(r, t) = n(r, t)vks(r, t) and δQ(r, t) = n(r, t)(vks(r, t)−
v˜ks(r, t)). Using Ho¨lder’s inequality [262], we can bound the 1-norm with the 2-norm
‖δQ‖1 ≤ ‖δQ‖2
√
V , (10.38)
where V is the volume of integration. The dominant error will then be,
‖δQ‖2 ≤ )2 . (10.39)
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We can now use this result to bound the errors in q(r, t). The error in q(r, t)
over one time-step from using the approximate potential v˜ks(r, t) from the previous
time-step is:
‖[UδtρˆCU †δt − U˜δtρˆCU˜ †δt][
∑
i
qˆi]‖1 (10.40)
= ‖[(Uδt − U˜δt)ρˆCU †δt + UδtρˆC(Uδt − U˜δt)†][
∑
i
qˆi]‖1 (10.41)
≤ 2‖(Uδt − U˜δt)ρˆC‖1‖[
∑
i
qˆi]‖1 . (10.42)
The first term has already been bounded, and so we simply have for the error in the
q(r, t) due to the approximate potential, )3:
)3 = n δt‖δQ‖1‖qˆ‖1. (10.43)
The error )4 due to the time-step is obtained from Eq. 10.17 applied to the Kohn-Sham
system:
)4 = 2TKKSδt‖qˆ‖1, (10.44)
where KKS is the Lipschitz constant for the Kohn-Sham potential. It can readily be
shown from the VL construction that KKS is finite provided K, the Lipschitz constant
of vext is finite as well. So, the total error in q(r, t) for a given time-step is
‖qˆ‖1δt(2TKKS + n‖δQ‖1‖). (10.45)
For the entire interval, we have
(
T
δt
)‖qˆ‖1δt(2TKKS + n‖δQ‖1‖) = ‖qˆ‖1T (2TKKS + n‖δQ‖1‖). (10.46)
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Therefore the error is bounded and grows at most quadratically in T, provided the
one-norm of qˆ is bounded. If one solves the VL construction on a finite grid in real-
space, the one- norm scales as ‖qˆ‖1 ∼ 1h2 , where h is the grid spacing. Thus although
it diverges in the continuum limit, this divergence is only polynomial.
10.4 Conclusion and outlook
To summarize, we have demonstrated polynomial bounds at all stages in the quan-
tum algorithm needed to obtain the Kohn-Sham potential given the initial states
|ψ(0)〉, |Φ(0)〉 and vext(t) as inputs. We have shown that all errors scale only polyno-
mially in the number of time-steps N, the time-step size δt (or equivalently the total
evolution time T = Nδt), the number of electrons n, the volume of the bounding box
V and the number of grid points Vh3 . Therefore, the algorithm is efficient and since
it requires a quantum computer to perform, the computational problem it solves,
“TDDFT” is in the complexity class BQP.
To prove that TDDFT is BQP Complete, we would not only need to prove that it
is in BQP as we have done above, but that it is also BPQ Hard, i.e. given the exact
Kohn-Sham potential for any electronic system from the algorithm we have presented,
one could solve using a classical computer, any problem that could be solved on a
quantum computer. This seems plausible, since many quantum computing devices are
based on interacting electronic systems (atoms, molecules, quantum dots etc.) and
given an efficient algorithm for the exact Kohn-Sham potential, one could efficiently
simulate the density evolution of any electronic system. However, a rigorous proof of
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this direction remains a work in progress and will hopefully be presented in a future
PhD thesis of another student of the Aspuru-Guzik group.
Chapter 11
Concluding remarks
The goal of this thesis has been to explore the fundamentals of TDDFT from a
new perspective and extend the basic theory to a new class of problems: The theory
of open quantum systems and quantum computation and information theory. Since
TDDFT has had such success as an applied method in computational chemistry, my
hope is that the work in this thesis will give rise to new applications in these fields
as well. Of course, there are several steps that must be taken before the basic theory
can be directly applied.
For applications of OQS-TDDFT to become widespread, the first step is to im-
plement the methods of this thesis in existing computational codes. For the real-time
closed system Kohn Sham scheme presented in Chapters 4 and 5, the Octopus [152]
package is already set up to perform real-time propagation and could be modified to
include a routine using a bath functional with little additional effort. Implementation
of the algorithm presented in Chapter 6 for solving the open systems Casida equations
is more involved, as the exchange-correlation kernel is frequency-dependent and imag-
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inary. Casida solvers in existing codes are generally not set up to solve the required
complex-valued and non-linear eigenvalue problem, but it can certainly be done with
modest effort. Chapter 7 represents a success in implementation, as we were able to
explicitly propagate a Kohn-Sham master equation and the code developed for this
is a valuable tool.
A second step in applying OQS-TDDFT will be to develop better functionals,
which has remained a challenge in ordinary TDDFT as well. This is especially im-
portant for the real-time closed system Kohn-Sham scheme, where the functional
must account for all of the environmental effects. As we have seen in Chapter 5, it is
not difficult to write down a functional such as the MBF, that simply relaxes the sys-
tem to equilibrium on the correct timescale. However, I have learned that developing
sophisticated functionals that capture subtle (even Markovian) system-bath correla-
tions is going to be challenging. As a result, I think it is more feasible to use an open
Kohn-Sham system with a Kohn-Sham master equation. In this case, as we have
seen in Chapters 6 and 7, although the true functional has complicated frequency
dependence, one can get nice results using existing adiabatic functionals. It might
also be valuable to develop a framework for treating open quantum systems within
time-dependent density matrix functional theory (TDDMFT), and this is something
I hope to explore further.
Whether the direct application of TDDFT to quantum computing will be useful
remains an open question, as experimentalists have yet to build large-scale quantum
computing devices. However, even from a theoretical standpoint, the work of Chap-
ters 9 and 10 fill in a missing piece of the puzzle in understanding the connections
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between computational methods in electronic structure and quantum information the-
ory. Most work in this field thus far has focused on wavefunction and density matrix
based methods, so it is important to see where density functional theory fits into this
picture.
Most importantly, I have learned a great deal during the struggles and successes
of my Ph.D., which are documented in the work presented in this thesis. By exploring
the connections between TDDFT, open quantum systems and quantum computation,
I have had the opportunity to learn about these three very different fields. I am
perhaps most happy with the breadth of different, yet related topics covered in this
thesis. In this way, my research has definitely been an ideal learning experience.
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