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Resumo: Neste trabalho consideram-se processos de exclusão partindo da
medida de Bernoulli produto. Obtém-se o limite em escala de funcionais
aditivos, como por exemplo do tempo de ocupação, a partir das flutuações
da densidade.
Abstract In this work we consider exclusion processes starting from the
Bernoulli product measure. We obtain the scaling limits of additive functi-
onals, as for example the occupation time, from the density fluctuations.
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Neste trabalho pretende-se explorar a seguinte questão: dado um pro-
cesso de Markov a tempo contínuo (Xt)t≥0 com espaço de estados compacto
E e uma função f : E → R qual o limite em escada do funcional aditivo∫ t
0
f(Xs)ds ?
O processo de Markov que se considera é o processo de exclusão. Vai-se
definir a evolução do processo em Z e o seu espaço de estados é E = {0, 1}Z.
A dinâmica deste processo pode ser descrita da seguinte forma. Em cada
sítio x ∈ Z, existe um relógio aleatório com distribuição exponencial de
parâmetro 1 e independente dos relógios de outros sítios. Cada estado deste
processo é uma configuração X ∈ {0, 1}Z, i.e. X = (· · · , x−1, x0, x1, · · · ) é
um vetor com infinitas coordenadas onde xi ∈ {0, 1} para todo i ∈ Z. A
interpretação física é a seguinte, se para x ∈ Z, X(x) = 1 então o sítio x
está ocupado com uma partícula, se X(x) = 0 então o sítio x está vazio.
Aqui X(x) representa a entrada do vetor correspondente ao sítio x. Cada
partícula movimenta-se como um passeio aleatório, mas sujeito a restrições
locais devido ao movimento das restantes partículas. Quando o relógio em
x toca, pode acontecer o seguinte. Se não existe partícula em x, então nada
acontece e os relógios iniciam uma nova contagem; se existe uma partícula
em x ela decide saltar para x+1 ou x−1 de acordo com r(·) definida abaixo;
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mas o salto só ocorre se o sítio está vazio, caso contrário nada acontece -
daqui provém o nome processo de exclusão.
Seja r : {0, 1}Z → R uma função que satisfaz as seguintes condições:
i) Existe ε0 > 0 tal que ε0 < r(X) < ε−10 para qualquer X ∈ {0, 1}Z.
(Elipticidade)
ii) Para qualquer X,Y ∈ {0, 1}Z, tal que X(x) = Y (x) para x 6= 0, 1,
então r(X) = r(Y ). (Reversibilidade)
iii) A função r(·) depende do vetor X apenas num número finito de
coordenadas, ou seja, r(·) é uma função local.
A dinâmica descrita acima pode ser definida formalmente através de um





onde: Xx,x+1 é o vetor obtido de X trocando o valor de X(x) pelo valor de
X(x+1); τx representa a translação espacial por x, ou seja y ∈ Z τxX(y) :=
X(x+ y) e f : {0, 1}Z → R é uma função local.
As suas medidas invariantes denotam-se por {νρ : ρ ∈ [0, 1]}, onde νρ
é a medida de Bernoulli produto com parâmetro ρ ∈ [0, 1] e definida em
{0, 1}Z. Como consequência, sob estas medidas, as variáveis de ocupação
{X(x) : x ∈ Z} são independentes e νρ(X : X(x) = 1) = ρ.
Um dos problemas centrais no estudo deste processo consiste em de-
terminar a sua equação hidrodinâmica. A equação hidrodinâmica é uma
equação diferencial parcial que descreve a evolução espaço-temporal da den-
sidade de partículas. Este problema é conhecido na literatura por limite
hidrodinâmico. Outro problema central, consiste em determinar a equa-
ção diferencial parcial estocástica que rege as flutuações da densidade.
Para enunciar este último resultado, define-se o campo de flutuações por









, onde g ∈ S(R) e S(R) denota o es-
paço de Schwarz. O dual topológico de S(R) com respeito ao produto interno
de L2(R) denota-se por S′(R).
Foi provado em [1], que {Ynt : t ∈ [0, T ]} converge em distribuição, com
respeito à topologia de Skorohod de D([0, T ], S′(R)) (o espaço de trajetórias
contínuas à direita e com limite à esquerda que tomam valores em S′(R)),







onde Bt é o movimento Browniano com valores em S′(R) e D(ρ) é o chamado
coeficiente de difusão. Em particular, as trajetórias de Yt são contínuas e
Y0 é um campo Gaussiano com variância ρ(1− ρ).
O primeiro resultado que se segue está relacionado com a convergência
do funcional aditivo de Yt. Fixe uma solução estacionária {Yt : t ∈ [0, T ]} de
(1). Para x ∈ R, seja iε(x) : y 7→ ε−11(0,1]((y− x)ε−1). Para cada ε ∈ (0, 1),





Então, {Zεt : t ∈ [0, T ]} converge em distribuição com respeito à topolo-
gia uniforme de C([0, T ],R), quando ε → 0, para o movimento Browniano
fracionário {Zt : t ∈ [0, T ]} com expoente de Hurst H = 3/4. Note que
C([0, T ],R) denota o espaço de trajetórias contínuas que tomam valores em
R.
No segundo resultado que se segue, obtém-se o limite em escala de ob-
serváveis do processo de Markov (Xt)t≥0. Para f : {0, 1}Z → R local, o










converge em distribuição com respeito à topologia uniforme de C([0, T ],R),
quando n → +∞, para o processo {ϕ′f (ρ)Zt : t ∈ [0, T ]}, onde {Zt : t ∈
[0, T ]} é o processo obtido no limite de {Zεt : t ∈ [0, T ]} quando ε→ 0. Aqui
ϕf (ρ) := Eνρ [f(η)].
Note-se que as funções locais definidas em {0, 1}Z podem ser classificadas




para j = 0, · · · , n − 1 e ϕnf (ρ˜)
∣∣∣
ρ˜=ρ
6= 0. Esta condição é equivalente a dizer
que f(·) pode ser escrita como f(X) = c∏x∈A(X(x) − ρ), onde c é uma
constante e A j Z com |A| = n.
Sendo assim, o resultado previamente enunciado, refere que o funcional
aditivo para funções de grau 1 converge e o seu limite é identificado. No
entanto, para funções com grau n ≥ 2, o resultado acima refere que o limite
é zero. Considerando f(X) = X(0), o funcional Γt(f) corresponde ao tempo
de ocupação da origem durante o intervalo de tempo [0, t].
É oportuno referir que o primeiro resultado enunciado acima não se
restringe a (1). De facto, considerando a equação de Burgers estocástica
dada por:
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pode-se provar o seguinte resultado. Seja {Yt : t ∈ [0, T ]} uma solução
estacionária de (2). Para ε > 0, seja Z˜εt =
∫ t
0 Ys(iε)ds. Então, existe {Z˜t :
t ∈ [0, T ]} tal que, {Z˜εt : t ∈ [0, T ]} converge em distribuição com respeito à
topologia uniforme de C([0, T ],R), quando ε→ 0, para {Z˜t : t ∈ [0, T ]}.
Em [4] apresenta-se a prova dos resultados mencionados acima e em [3]
considera-se uma classe geral de modelos partindo da medida de Bernoulli
produto, cujas flutuações são regidas por (2). A prova do resultado sobre os
funcionais aditivos, assenta no chamado Príncipio de Boltzmann-Gibbs. Em
[4] prova-se esse Princípio através de um argumento multi-escala introduzido
em [2]. Em [5] estende-se esse resultado para dinâmicas e medidas iniciais
muito mais gerais.
O argumento multi-escala assenta na seguinte ideia. Primeiro, substitui-
se o funcional aditivo de f(·) pelo funcional aditivo da esperança condicional
de f(·), com respeito à quantidade de partículas num intervalo com tamanho
`. De seguida, substitui-se esse funcional pelo funcional da esperança condi-
cional num intervalo com tamanho 2` e repete-se o argumento. Finalmente,
ao fim de m passos, quando o intervalo tem tamanho 2m`, substitui-se esse
funcional pelo funcional da densidade de partículas. Este Princípio é um
dos grandes desafios no estudo do comportamento deste tipo de processos.
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