In this work we study the problem of wave propagation in a 3-D optical fiber * . The goal is to obtain a solution for the time-harmonic field caused by a source in a cylindrically symmetric waveguide. The geometry of the problem, corresponding to an open waveguide, makes the problem challenging. To solve it, we construct a transform theory which is a nontrivial generalization of a method for solving a 2-D version of this problem given in [M-S].
Introduction
In this work, we study wave propagation in a cylindrical optical fiber. As model equation, we use the Helmholtz equation ∆u + k 2 n(x, y, z) 2 u = f (x, y, z) , (x, y, z) 
also called the time-harmonic wave equation. The number k is called the wavenumber and the function f represents a source of energy. We require that the index of refraction n(x, y, z) have the form:
n(x, y, z) = n co (x 2 + y 2 ), if
where R is the radius of the waveguide. The main result of this paper is the construction of a representation formula for a solution u of (1) satisfying suitable radiation conditions. Our results generalize a similar formula obtained by Magnanini and Santosa in [M-S] in the two dimensional case.
In [M-S] it is shown that the energy of the electromagnetic field is divided into two parts: a part propagates inside the waveguide as a finite number of distinct guided modes, while the other part either decays exponentially along the fiber or is radiated outside. Our case reveals a new feature: for special choices of the parameters, new kinds of guided modes appear which, rather than decaying exponentially outside the fiber, vanish as a power of the distance from the fiber's axis.
As in [M-S] , we use the technique of separation of variables. There are a number of important differences, though. We separate variables in the three cylindrical coordinates r, ϑ, and z. The component in ϑ is simple to solve for, and will only introduce a sum over m ∈ Z. The separation in z can be solved as in [M-S] . More complicated is the study of the r-coordinate: we will obtain a differential equation in r which is Bessel's equation, save for a non-constant coefficient. This equation will have a singularity at r = 0. Also, instead of working as in 2-D with sine and cosine functions whose zeros are uniformly distributed, we will work with Bessel's functions whose zeros distribution is more complicated. These differences make the method used in [M-S] inapplicable.
Instead, we use the theory of singular self-adjoint eigenvalue problems for second order differential equations as presented in [Ti] and [C-L] . Applying this theory to our problem and doing the explicit calculations took some effort, chiefly for the reason that our selfadjoint eigenvalue problem has (just like in the 2-D case) a coefficient which is, with some restrictions, a general function, so we cannot obtain solutions for our equation in terms of concrete functions.
The paper is organized as follows. In section 2 we give a justification for using the Helmholtz equation model (1). It is shown how one arrives at it starting with Maxwell's equations. Then we deduce a second order self-adjoint eigenvalue problem associated with (1).
In section 3 we will prove a set of technical lemmas aimed at studying the behavior of the solutions of this eigenvalue problem. In section 4 we will classify the solutions of the eigenvalue problem which are 'well-behaved' (in a sense to be specified there) as r → 0 and r → ∞. The motivation is that the electromagnetic field in the fiber will have a representation in terms of the 'well-behaved' solutions of this eigenvalue problem. In section 5 we summarize the theory of self-adjoint eigenvalue problems as exposed in [Ti] and [C-L] .
The functions defined in section 5 are calculated in section 6. In section 7 the transform defined in section 5 is computed. The obtained transform is used in section 8 to find Green's function for the Helmholtz equation (1), and in turn, to find the desired electromagnetic field in the fiber given the source. In section 9 we study the particular case of step-index fiber, when the index of refraction of the core of the fiber is constant. In this case we are able to obtain a concrete form for the transform computed in section 7 and for Green's function of (1), expressible in terms of Bessel functions. We are also able to check our results by numerical examples and display some graphics.
From Maxwell's equations to the eigenvalue problem
In a linear, isotropic media, the time-harmonic Maxwell equations can be written in the following form:
∇ × E = −iµωH,
where E is the electric field, H is the magnetic field, ρ is the charge density, J is the current density, ε is the dielectric permittivity, µ is the magnetic permeability, ω is the angular frequency, and t is the time variable. We will assume a non-magnetic media, then µ equals the magnetic permeability of the vacuum, µ = µ 0 . We will rewrite these equations using a terminology more familiar in optics. Denote n = √ µ 0 ε, η 0 = µ 0 /ε 0 , and k = ω √ µ 0 ε 0 . They are respectively the positiondependent index of refraction, the free space impedance and the wavenumber. The equations become
∇ · H = 0.
Take the curl of (2a), obtain
By applying the vector identity
and (2c), (3) can be written as
where F = ∇ ρ ε 0 n 2 + iη 0 kJ. F has to do only with the charges and currents present, so it will be the source which generates the fields E and H.
If the medium is homogeneous, that is, n is constant, then the first term on the right-hand side of (4) disappears, and we arrive at the familiar time-harmonic vector wave equation with a source,
This equation has the advantage that, written in Cartesian coordinates, it allows for the decoupling of the components of the electric field, that is, each of the components of the vector E will satisfy the scalar wave equation. Equation (5) still holds, but only approximately, if n varies in space, provided its variation is very slow along the distance of one light wavelength. A justification of this can be found in [Ma] , section 1.3. The assumption of slow variation does not hold though for the case of an optical fiber, since then the index of refraction can have discontinuities. It turns out that we can still apply (5) in this case. The change in the index of refraction between the core and the cladding of a typical optical fiber is very small. This enables us to use the so called weakly guiding approximation. Before studying this approximation let us describe what an optical fiber is. A typical optical fiber is a cylindrical dielectric waveguide, made of silica glass or plastic. Its central region is called core, surrounded by cladding, which has a slightly lower index of refraction. The cladding is surrounded by a protective jacket. Most of the electromagnetic radiation propagates along the core. The electromagnetic field intensity in the cladding decays exponentially along the radial direction. This is why, the radius of the cladding, which is typically several times larger than the radius of the core, can be considered infinite. We will describe the weakly guiding approximation following [S-L], chapters 30 and 32. Consider a Cartesian (x, y, z) coordinate system, so that the z−axis is the axis of symmetry of the fiber. Then the index of refraction will not depend on z, so n = n(x, y). Denote by E t the transverse component of E, that is, the component perpendicular to the z−axis. Denote by ∇ t the transverse gradient, ∇ t =x∂ x +ŷ∂ y . Equation (4) becomes
Let n 0 be the maximum index of refraction of the fiber, and n cl be the index of refraction of the cladding. Denote
An optical fiber is called weakly guiding, if n 0 does not differ much from n cl , or equivalently, ∆ 1. Let ϕ(x, y) be a function such that
This function has the properties that 0 ≤ ϕ(x, y) ≤ 1 and ϕ(x, y) = 1 in the cladding. One has ∇ t ln n 2 = ∇ t ln(1 − 2∆ϕ) = 2∆∇ t ϕ + 2∆ 2 ∇ t ϕ 2 + . . . , therefore, up to zero-th order approximation, ∇ t ln n 2 = 0, and equation (6) becomes equation (5). In section 32-2 of [S-L] is also shown that the z−component of E is of order O( √ ∆). To put these together, the electric field of weakly guiding fibers is essentially transverse, and its x and y components satisfy approximately the Helmholtz equation (1). This equation will be our model for the electromagnetic field propagation in an optical fiber. Because of the cylindrical geometry it will be convenient to use the cylindrical coordinate system (r, ϑ, z) . Then, the index of refraction will depend on the r variable only, n = n(r). In the new coordinates equation (1) becomes
This is a linear partial differential equation. The solution of this equation will be determined as soon as we find its Green's function. In order to obtain the latter, consider the homogeneous version of (7),
Look for a solution in separated variables, u(r, ϑ, z) 
with β ∈ C, m ∈ Z, and v(r) satisfying the differential equation
(the derivative here, and in the rest of this paper will always be in respect to the variable r). Let R > 0 be the radius of the fiber core. Then n(r) = n cl for r ≥ R. Denote
Then this equation becomes
We will view (10) as an eigenvalue problem in l ∈ C. The variable r is in (0, ∞), the number m is an integer, the function q is bounded, measurable, real-valued and non-negative, with q(r) = d 2 > 0 for r ≥ R > 0. It will be convenient to make a variable change. Denote w(r) = √ rv(r). Get the equation
This will be our self-adjoint eigenvalue problem.
A study of the solutions of the eigenvalue problem
Before going further we will need some information about the behavior of the solutions of the differential equation (11) as functions of r and l and m. This will be the subject of the next four lemmas.
Lemma 3.1 There exists a solution j m (r, l) (r > 0, l ∈ C, m ∈ Z) of (11) such that lim r→0 j m (r, l) r |m|+1/2 = 1, lim r→0 j m (r, l) (|m| + 1/2) r |m|−1/2 = 1.
The functions j m (r, l) and j m (r, l) are analytic in l as r is fixed. There exists another solution y m (r, l) of (11) such that
and
Proof. We will assume m ≥ 0, and then set j −m = j m and y −m = y m . Make the variable change w = r m+1/2 σ in (11). Obtain
To prove this lemma we need to find two solutions σ(r, l) and τ (r, l) of (14) such that
and lim r→0 τ (r, l) ln r = 1, lim r→0 rτ (r, l) = 1, if m = 0.
Also, σ(r, l) must be analytic in l for r fixed. The idea to finding σ and τ is to rewrite (14) as an integral equation. Let q ∞ = sup r∈[0,∞) q(r). If ω : [0, ∞) → C is a function, bounded and integrable on every compact subset of [0, ∞), and p ≥ 0 is an integer, then one has r 0 s p ω(s) ds ≤ sup t∈ [0,r] 
Consider the operator |T ω(t)| ≤ (q ∞ + |l|) sup t∈ [0,r] |ω(t)| r 2 2 (k + 1) .
In particular, for any r > 0, T is a bounded linear operator from the space C([0, r]) of continuous, complex-valued functions defined on [0, r] onto itself. By using the same reasoning as above, one can show by induction that for any integer n ≥ 0
Using (17) it is easy to check that if function σ satisfies (15), then (14) is equivalent to
which in turn is the same as σ = 1 + T σ.
We will find σ by applying the method of successive approximations. Let σ 0 ≡ 1, and σ n+1 = σ 0 + T σ n , n ≥ 0. Then,
By using (19) we obtain that the series
is uniformly convergent for r and l in compact sets. Since σ n is continuous in r and analytic in l, the same property will hold for σ. Using the fact that the operator T is continuous on C([0, r]) for any r > 0 it follows from the above series that (21) holds, and therefore (14) holds. Now we need to prove the existence of τ satisfying (14) with the boundary conditions (16a) or (16b). That will be done in several steps to be described below. For the rest of the lemma, σ = σ(r, l) will be the solution to (14) found above. We are not looking for any properties of τ in respect with l. Therefore, we will fix l ∈ C, and will consider τ to be a function of r only. At step 1 we will prove that if τ is a solution to (14) which is linearly independent of σ, then τ is unbounded as r → 0. At step 2, we will show that any solution τ to (14) has the property
for some A > 0, B > 0, r 0 > 0. At step 3 we will prove that any solution τ of (14) linearly independent of σ satisfies τ (r) = O(r −k ) as r → 0.
That will imply (16a) or (16b) depending on whether m ≥ 1 or m = 0, that is, k ≥ 3 or k = 1.
Step 1. Show that any solution τ to (14) which is linearly independent of σ is unbounded as r → 0. Assume that τ is such a solution and that it is bounded as r → 0. From (14) we get
for some constant c 1 . We cannot have c 1 = 0, because then τ (r) = O(r −k ) with k ≥ 1, so τ cannot be bounded as r → 0. Then, if c 1 = 0 we can divide by r k and integrate again, to obtain τ = c 2 + T τ, with T the operator defined by (18) and c 2 another constant. Since the solution σ satisfies σ = 1 + T σ, we deduce that ϕ = τ − c 2 σ will satisfy ϕ = T ϕ.
Then ϕ = T n ϕ for any n ≥ 0. By using (19) we obtain that
for any r > 0 and n ≥ 0, which implies ϕ = 0, that is, τ = c 2 σ. This is a contradiction with the assumption that τ is linearly independent of σ.
Step 2. Show that for any τ solution of (14) inequality (23) holds. Let us again write (14) as an integral equation. This time we cannot integrate around zero, since we expect an unbounded solution. Let r 0 > 0 be a fixed number. It is easy to show that τ will satisfy (14) if and only if
where
, and the operator S is defined on functions θ integrable on compact subsets of (0, ∞) and is given by the formula
Use once again the method of successive approximations to express τ as the sum of an infinite series. Let c 0 ∈ R, d 0 ∈ R, and define τ 0 (r) = c 0 +d 0
By applying (26) we get the estimate |τ 0 (r)| ≤ |c 0 | + |d 0 |r 0 r −k for 0 < r ≤ r 0 . Then,
where C = r k 0 |c 0 | + |d 0 |r 0 . Apply (26) to estimate Sτ 0 .
By repeating the above reasoning, one obtains by induction
As it was done for σ, one can prove that the series
is uniformly convergent for r in compact subsets of (0, r 0 ] and that τ satisfies (25). One can then estimate τ.
which implies (23).
Step 3. Show that any solution τ to (14) which is linearly independent of σ satisfies (24). From (23) we deduce that r k (q(r) − l)τ (r) is bounded as r → 0. Integrate (14) from 0 to r. Get
with c 3 a constant. Suppose that c 3 = 0. Then, from (23) and (27) it follows that |r k τ (r)| ≤ M r for 0 < r ≤ r 0 and some M > 0. But then, |τ (r)| ≤ M/r k−1 for 0 < r ≤ r 0 . Note that k is an odd number, since k = 2m + 1 with m ≥ 0 an integer. In particular k = 2, or k − 1 = 1. Since
for some A 1 > 0, B 1 > 0. This is the same as (23) but with k − 2 instead of k. By repeating several times the same reasoning starting with (27) and the assumption c 3 = 0 we will be able to reduce the exponent of r in this inequality by 2 every time, until we get that τ must be bounded as r → 0. As shown at step 1, then τ is linearly dependent of σ, which is a contradiction. Thus c 3 = 0. Then, (23) and (27) The following lemma will study the properties of j m (r, l) for l real.
Lemma 3.2 Let l = λ ∈ R. Then j m (r, λ) and j m (r, λ) are real. If λ ≤ 0, then j m (r, λ) ≥ r |m|+1/2 and j m (r, λ) > 0.
Proof. We will consider only the case m ≥ 0, since j m (r, λ) is an even function of m. If λ is real, then q(r) − λ is real. With the notation from the proof of lemma 3.1, j m (r, λ) = r m+1/2 σ(r, λ), with σ(r, λ) given by the series (22). By using this series, and definition (18) of the operator T we get that σ(r, λ) is real, and consequently, j m (r, λ) is real.
If λ ≤ 0, then q(r) − λ ≥ 0. In this case, the operator T will map non-negative functions into non-negative functions. We conclude from the construction (22) of σ that σ(r, λ) ≥ 1, and so, j m (r, λ) ≥ r m+1/2 .
To show j m (r, λ) > 0 it suffices to prove σ (r, λ) ≥ 0, which is an immediate consequence of (20).
The next lemma will study the properties of j m (r, l) for large absolute value of m and l = λ a real number. 
Proof. We can assume m ≥ 0. Denote k = 2m + 1 ≥ 1. We have that j m (r, λ) = r m+1/2 σ(r, λ), with σ(r, λ) defined by the series (22). Here we will prefer to use the notation σ m (r, λ) to emphasize its dependence on m. By using this series and estimate (19) 
From (20) we deduce
These observations imply that for m large enough and λ ∈ Λ, σ m (r, λ) is close to 1, while σ m (r, λ) is close to zero. Then, since
it follows quickly that for m large enough both of these quantities are strictly positive.
together with its derivative will decay exponentially, while x m (r, l) and its derivative will increase exponentially.
where H 3π/2} with values in {−π/4 < arg ζ < 3π/4}. We obtain that w m (r, l) and x m (r, l) are analytic functions of l ∈ {−π/2 < arg(l − d 2 ) < 3π/2}, which is the whole complex plane except those l for which l − d 2 has a zero real part and a non-positive imaginary part. According to formulas (9.2.3) and (9.2.4) from [A-S], we have the asymptotic expansions
If l ∈ C + , then Im √ l − d 2 > 0 and thus, i √ l − d 2 has a strictly negative real part. Therefore, as r → ∞, w m (r, l) will decay exponentially, while x m (r, l) will increase exponentially. By formally differentiating the above equalities (for a rigorous justification one needs to use equalities (9.2.13) and (9.2.14) from [A-S]) we deduce that w m (r, l) will decay exponentially, while x m (r, l) will increase exponentially as r → ∞.
Classification of the solutions
The main purpose of this paper is to prove that under certain conditions, the solution to the Helmholtz equation (7) is a superposition of functions of the form (8). For each of the functions in the superposition, v(r) will satisfy equation (10) with the notations of (9), and l will be a real variable, which we will denote by λ (thus we will reserve the notation l for the complex variable, and the notation λ for its restriction to the real axis). In addition the following properties will hold:
In this section we will study and classify the functions v(r) with the properties (29a) and (29b). A solution v(r) of (10) has the form v(r) = w(r)/ √ r, with w(r) satisfying (11). Lemma 3.1 shows how the solutions of (11) look like. It is clear that to in order that v(r) satisfy
Condition (29b) is then satisfied if and only if
Next we will investigate for which λ condition (31) holds. We will need to consider four cases: λ ≤ 0, 0 < λ < d 2 , λ = d 2 and λ > d 2 . In each of these intervals j m (r, λ) and consequently v(r), will have a different behavior.
Case 1. If λ ≤ 0, then according to lemma 3.2, j m (r, λ) ≥ r |m|+1/2 , therefore j m (r, λ) will be not square integrable on (R, ∞).
Case 2. Assume 0 < λ < d 2 . For r ≥ R the function q(r) defined in (9) is constant and equal to d 2 . Then (11) becomes
The solutions to this equation are
where K m and I m are the modified Bessel functions. Formulas (9.7.1) and (9.7.2) from [A-S] give us the expansions √ sK m (s) ∼ π/2 e −s as s → ∞, and √ sI m (s) ∼ π/2 e s as s → ∞.
Thus, we have one solution decaying exponentially while another increasing exponentially.
for some constant C. Since both j m (r, λ) and Ck m (r, λ) satisfy the same second order differential equation, namely (32), to ask for the equality of these functions is the same as to ask for them to satisfy the same boundary conditions at r = R, which translates into
Thus, C must satisfy simultaneously two different conditions. This is possible if and only if
Then we will have
It will be shown later that for each m, the set of λ such that (34) holds is finite. Notice that in this case j m (r, λ) will decay exponentially as r → ∞. Its derivative has the same property, this follows from the asymptotic expansion
(according to the formulas (9.7.2) and (9.7.4) from [A-S]). In conclusion, the only λ ∈ (0, d 2 ) for which (31) holds, are those satisfying (34). Case 3. Let now λ = d 2 . Two linear independent solutions of (32) are in this case
and r → √ r ln r for m = 0, r 1/2+|m| for m = 0.
The second solution is not bounded for any m ∈ Z. By matching the boundary conditions at r = R as in the previous case, it is easy to show that j m (r, λ) will be proportional to the first of these two solutions if and only if
and then,
The function j m (r, λ) will be in L 2 (R, ∞) if and only if |m| ≥ 2. A function of the form (8), with v(r) given by (30), for which 0 < λ ≤ d 2 and either (34), or (37) (with |m| ≥ 2) holds, is called a guided mode. Note that a guided mode decays in r either exponentially, or as r −|m| (|m| ≥ 2).
Case 4. Let λ > d 2 . Two solutions of (32) are then
where J m and Y m are the Bessel functions of the first and second kind. Note the formulas
as s → ∞ (they are a particular case of formulas (9.2.1) and (9.2.2) from [A-S]). We infer that a m (r, λ) and b m (r, λ) will be bounded as r → ∞. By formally differentiating the above formulas it follows that a m (r, λ) and b m (r, λ) will also be bounded as r → ∞.
The functions a m (r, λ) and b m (r, λ) are linearly independent, since J m and Y m are linearly independent. Then, for r ≥ R, j m (r, λ) will be a linear combination of them. To find the coefficients of the linear combination, set
By matching the boundary conditions at r = R, we obtain a linear system which enables us to solve for c m and d m . Apply the equality
, to find a value for the determinant of the this linear system. Obtain
and therefore,
It is easy to see that j m (r, λ) and its derivative will be bounded as r → ∞, and so, condition (31) will be satisfied for all λ > d 2 .
Let us look at the expression of (8) for λ > d 2 and with v(r) given by (30) . Notice that if d 2 < λ < k 2 n 2 0 , then (8) will be oscillatory in z (recall that k 2 β 2 = k 2 n 2 0 − λ). In this case we will say that (8) is a radiation mode. On the other hand, if λ > k 2 n 2 0 , then β becomes imaginary. Depending on the sign of Imβ we will have exponential decay in one of the directions z → −∞, z → ∞, and exponential growth in the other one. For λ > k 2 n 2 0 , (8) will be called an evanescent mode.
The theory of eigenvalue problems
Consider the eigenvalue problem
where l ∈ C. Assume that Q is integrable over any compact subset of (0, ∞) (in [Ti] and [C-L] the theory is developed only for continuous functions Q, but it is mentioned in a footnote on page 224 of [C-L] that it suffices for Q to be as we assume above). Let 0 < R < ∞ be an arbitrary but fixed number. Let ϕ(r, l) and θ(r, l) be the solutions of (42) with the boundary conditions
Since (42) has an analytic dependence on the parameter l, the solutions θ(r, l) and ϕ(r, l) will be analytic functions of l for r fixed.
Any solution to (42) linearly independent of ϕ can be represented, up to a constant multiple, in the form
Look for a solution of (42) of the form (44) to satisfy the boundary condition cos τ ψ(t, l) + sin τ ψ (t, l) = 0.
It is a direct calculation to check that we need
Let C + be the open upper complex-half-plane, C + = {l : Im l > 0}. As shown in chapter 2 of [Ti] the following results hold: as t → 0, M (l) converges uniformly on compact subsets of C + to a function M 0 (l) analytic on C + . Moreover, the function
is in L 2 (0, R), and one has
As t → ∞, M (l) converges uniformly on compact subsets of C + to an analytic function
Note that the obtained M 0 , M ∞ , ψ 1 , ψ 2 depend on the parameter τ ∈ R. Thus, possibly these quantities, and therefore the representation given below, in Theorem 5.1, will not be unique. This might be true in general, but in our concrete case, given by equation (11), these quantities will turn out to be unique, as we will see from lemma 6.1. So then the transform we are looking for (which is calculated in Theorems 7.1 and 7.2) will be unique.
In chapter 3 of [Ti] and section 9.5 of [C-L] it is proved that for any λ ∈ R the following limits exist
It is shown there that the functions ξ and ζ are non-decreasing, and that η is with bounded variation. In addition, for any λ 0 < λ 1 real numbers,
as stated on page 252 of [C-L] (with a different notation). Then, equalities (3.1.8), (3.1.9), (3.1.10) from [Ti] give us an expansion formula for a function g ∈ L 2 (0, ∞) in terms of θ(r, l), ϕ(r, l) and the functions ξ, η and ζ. The same result is proved in [C-L] at Theorem 5.2. In this reference the representation result is stated more rigorously, so we will prefer it over [Ti] . To state the result we need some notations.
The fact that ξ and η are non-decreasing, together with (51) gives us that ||Γ|| 2 ≥ 0. It is easy to check that || · || is a semi-norm. Denote by L 2 (ρ) the space of all Γ = (Γ 1 , Γ 2 ) such that ||Γ|| < ∞. This is then the statement of Theorem 5.2 from [C-L].
The expansion
We have the Parseval identity
6 Computing the measures
In the sections to follow we will apply the results of section 5 to our particular eigenvalue equation, given by (11). Thus, for the function Q(r) in equation (42) we will have the expression
In this section we will calculate the measures given in (50a), (50b) and (50c).
Im l > 0}) be the quantities defined in section 5 for equation (11) (we use the superscript m to emphasize their dependence on m ∈ Z). Let j m (r, l) w m (r, l) be the solutions of (11) defined respectively in lemma 3.1 and by (28) . Then,
Proof. It is easy to note that j m (r, l) and y m (r, l) defined in lemma 3.1 are linearly independent solutions of (11), thus any other solution will be a linear combination of these two. Then θ(r, l) and φ(r, l) defined in section 5 can be represented as
for some coefficients α, β, γ, δ. Let
Being the Wronskian of two linearly independent solutions ∆(l) is non-zero. Using the boundary conditions (43) it is easy to find that
From (58) and (45) it follows that
For t → 0 the formulas (12), (13a) and (13b) tell us that the term y m (t, l) will dominate j m (t, l) and j m (t, l), while y m (t, l) will dominate y m (t, l). Then,
By applying (60) we obtain the first equality in (56). To get the first equality in (57) use definition (46) of ψ m 1 (r, l) and equalities (58) to (60). The quantities M m ∞ (l) and ψ m 2 (r, l) are calculated in exactly the same way. One needs to express ϕ(r, l) and θ(r, l) in terms of w m (r, l) and x m (r, l), then put t → ∞ in (45) and use the properties of w m (r, l) x m (r, l), and their derivatives shown in lemma 3.4. The lemma is proved.
The next lemma will study the properties of the functions M m 0 (l), M m ∞ (l), and M m 0 (l) − M m ∞ (l). Here we will set some notation and write some formulas which will be used in the lemma. By λ we will denote a real variable. Let k m (r, λ), a m (r, λ), and b m (r, λ) be the functions defined by (33) and (39). The following equalities hold,
(formulas (9.6.4) and (9.1.3) from [A-S]). We deduce
is real or infinite for λ < d 2 , and it has a finite number of zeros on the real axis, all in the interval (0, d 2 ].
Proof. As stated in lemma 3.1, j m (R, l) and j m (R, l) will be analytic functions of l ∈ C. Then M m 0 (l), being obtained as their ratio, will be a meromorphic function. The function w m (r, l) was defined in lemma 3.4. It was proved there that w m (r, l) is defined and analytic for all l ∈ {−π/2 < arg(l − d 2 ) < 3π/2}. In particular w m (r, λ) is defined for all real λ = d 2 . To prove that M m ∞ (l) extends continuously to the real axis, it suffices to show that its denominator, w m (r, λ), is not zero for λ ∈ R\{d 2 } and that lim l→d 2 M m ∞ (l) exists.
If λ < d 2 , then w m (r, λ) = 0 because of (33) and (62a), since the Bessel function K m (s) takes real strictly positive values for s > 0 (as it follows from section (9.6.1) of [A-S]). If λ > d 2 , then w m (r, λ) = 0 because of (39) and (62b), since for s > 0 the Bessel functions J m (s) and Y m (s) take real values and cannot be zero at the same time.
Show that lim l→d 2 M m ∞ (l) exists. If m ≥ 0, then according to (9.1.8) and (9.1.9) from [A-S] we have that for z ∈ C, z → 0
and H (1) m (z) ∼ (−2i/π) ln z, for m = 0. We can extend these to m < 0, by using (61) together with 
Note that M m 0 (λ) is real or infinite for λ < d 2 , being the quotient of −j m (R, λ) and j m (R, λ) both of which are real according to lemma 3.1. We have that M m ∞ (λ) is real for λ < d 2 , that follows from (62a) and by using again the properties of the function K m (s).
Let us show the last part of this lemma, the fact that M m 0 (λ) − M m ∞ (λ) finite number of zeros on the real axis, all in the interval (0, d 2 ]. Let first prove that this function can have no zeros for λ ≤ 0. From (62a) we have
Assume for some λ, M m 0 (λ)−M m ∞ (λ) = 0. Then D m (R, λ) = 0. We will prove that is false. First note that D m (r, λ) = D m (R, λ) for r ≥ R. Indeed, j m (r, λ) and k m (r, λ) will satisfy (11) (for j m (r, λ) this follows by its definition, for k m (r, λ) it follows from the observation that according to (62a), k m (r, λ) is a constant times w m (r, λ) which, as defined by (28), is a solution of (11) for r ≥ R). Then it is easy to check that
Second, note that for r large enough D m (r, λ) < 0. Indeed, for r > 0, j m (r, λ) > 0, j m (r, λ) > 0 by lemma 3.2, and k m (r, λ) > 0 by the properties of Bessel functions. Also, for r sufficiently large we have k m (r, λ) < 0, this is a consequence of (36). We infer that for r large enough D m (r, λ) < 0. These two observations imply D m (R, λ) 
We showed that M m 0 (l) is meromorphic on the whole complex plane. The function w m (r, l), as defined by (28), is analytic on {−π/2 < arg(l − d 2 ) < 3π/2}, in particular it is analytic on the set of l such that Re l < d 2 . Then M m ∞ (l) = −w m (R, l)/w m (R, l) is meromorphic on the same region, and so is M m 0 (l) − M m ∞ (l). Therefore, it can have only a discrete number of zeros on the interval (0, d 2 ).
Assuming that the number of zeros is infinite, their only possible accumulation point is λ = d 2 . So, there will exist a sequence λ n < d 2 , n ≥ 1, with lim λ n = d 2 and M m 0 (λ n ) − M m ∞ (λ n ) = 0 for all n ≥ 1. According to the formulas (9.1.3), (9.1.10) and (9.1.11) from [A-S] the Hankel function H (1) (z) will have the representation
with f 1 (z) and f 2 (z) meromorphic functions of z ∈ C. Then, if we recall definition (28) of w m (r, l), one can calculate that we will have the representation
with g 1 , g 2 , g 3 and g 4 meromorphic functions on the whole complex plane, and t = √ l − d 2 ∈ C. We infer g 1 (t n ) + g 2 (t n ) ln t n = 0, with t n = √ λ n − d 2 . Two cases are possible. If g 2 (t n ) is zero for infinitely many n, this implies g 1 (t n ) = 0 at the same points. Then the meromorphic functions g 1 (t) and g 2 (t) are identically zero, and so is M m 0 (l) − M m ∞ (l), obtaining a contradiction. Otherwise, if g 2 (t n ) is zero only for finitely many n, we can write ln t n = − g 1 (t n ) g 2 (t n ) , n ≥ n 0 .
On the right-hand side we have a meromorphic function. As n → ∞ we have t n → 0, thus Lastly, show that M m 0 (λ) − M m ∞ (λ) is never zero on (d 2 , ∞). According to (56) and (62b),
(the arguments (R, λ) were omitted for simplicity.) If we assume that for some λ > d 2 ,
(since these quantities are real, as it follows from lemma 3.2 and (39)). The numbers j m (R, λ) and j m (R, λ) cannot be both zero, since j m (r, λ) is a non-zero solution of the second order equation (11). In this case the vectors (a m (R, λ) , a m (R, λ)) and (b m (R, λ) , b m (R, λ)) must be linearly dependent. That cannot be since the functions a m (r, λ) and b m (r, λ) (r ≥ R) are also solutions of (11), and they are linearly independent. Thus M m 0 (λ) − M m ∞ (λ) = 0. This finishes the lemma. 
The function χ m is identically zero for λ ∈ (−∞, 0], is piecewise constant for λ ∈ (0, d 2 ) where it has a finite number of discontinuities, and is continuous for λ ∈ (d 2 , ∞) .
According to (50a), for any λ 0 < λ 1 real numbers
In particular, if M (l) extends continuously to the interval [λ 0 , λ 1 ], then by using Lebesgue's theorem of dominant convergence it is easy to show that
The same kind of reasoning clearly holds for η m and ζ m . As it follows from lemma 6.2, if λ ≤ 0 then M m 0 (λ) − M m ∞ (λ) is real or infinite, and nonzero. By applying (66) we obtain that for any λ 1 < λ 2 < 0, ξ m (λ 1 ) − ξ m (λ 0 ) = 0. From (50a) we have that ξ m (0) = 0, and thus ξ m (λ) = 0 for all λ ≤ 0. In the same fashion one obtains that for λ ≤ 0, η m (λ) = 0 and ζ m (λ) = 0. Set χ m (λ) = 0 for λ ≤ 0, and (65) will hold.
Let λ m 1 < λ m 2 < · · · < λ m P m be the points in the interval (0, d 2 ] where, according to lemma 6.2, M m 0 (λ) − M m ∞ (λ) = 0. We can use lemma 6.2 and (66) to deduce that ξ m , η m and ζ m are constant on each of the intervals making up (0, d 2 ]\{λ m 1 , λ m 2 , . . . , λ m Pm }. Set χ m to be constant on each of these intervals. At each of the points λ m 1 , λ m 2 , . . . , λ m P m the functions ξ m , η m and ζ m could have a jump. To show (65) on (0, d 2 ] we need to find a relationship between the jumps of these functions. We will return to this shortly.
The remaining case, λ > d 2 , is treated similarly. Equation (64) in the proof of lemma 6.2 gives an expression for M m 0 (λ) − M m ∞ (λ) on this interval (with the notation from (39)). By using the fact that the quantities a m , b m and j m together with their derivatives are real, we can calculate
Use (40) to simplify the numerator of this fraction. Apply (66). We get that for any d 2 < λ 0 < λ 1 ,
where c m (λ) and d m (λ) are defined by (41a) and (41b). So we have
We want (65) to hold. Define χ m (λ) for λ > d 2 such that
then the first of the three identities (65) is valid. It is easy to repeat the same calculation for η m and ζ m and show that for λ > d 2 the other two identities in (65) hold. Now we will return to what is the longest part of the proof, the study of what happens at the points λ ∈ (0, d 2 (r, l) is a solution of (11)), we deduce j m (R, λ 0 ) = 0.
With this observation in hand, in order to prove that (65) holds at λ 0 one needs to show that
and then define dχ m (λ 0 ) = dη m (λ 0 )/j m (R, λ 0 ) 2 . Let r 0 be the jump of ξ m at λ 0 . Recall, ξ m was defined by (50a), so,
By using (50b), the first equality in (67) can be written as
, with H a continuous function around λ 0 . Substitute this above. By using the fact that M m 0 (λ 0 ) is real and the definition of r 0 , we get the equivalent equality
so we have to prove that the limit of the integral on the left-hand side of (68) is zero. To do this, we will need additional information about (47) and (49) hold, where ψ m 1 and ψ m 2 are defined in (46) and (48) and an expression for them is given by (57). Add equalities (47) and (49). Obtain
This equality gives us two things. First, that Im{M m
Second, for l close to λ 0 , the quantity δ −1 Im{M m 0 (l) − M m ∞ (l)} is bounded from below by a strictly positive number, say ω −1 ∞ . Then δ −1 |M m 0 (l) − M m ∞ (l)| is bounded below by the same number and therefore,
The integral in (68) can be written as
is continuous in a neighborhood of λ 0 , we will have c ε → 0 as ε → 0. Let us estimate the first integral from (71).
At (a) we used the fact that M m 0 (s) − M m 0 (λ 0 ) is real, at (c) we used (69), and (d) follows from (50a). Clearly as ε → 0, the integral goes to zero. Now estimate the second integral in the sum (71). Let H ∞ be an upper bound of |H(s+iδ)| for l = s + iδ in a neighborhood of λ 0 . Inequality (70) implies that as ε → 0,
This proves the first equality in (67). Let us prove the second equality in (67). Recall that ζ m is given by (50c). The above approach does not apply immediately, since unlike M m 0 (l) (the numerator in (50b)), the function M m 0 (l)M m ∞ (l) (the numerator in (50c)) will not be analytic around λ 0 if λ 0 = d 2 (since as seen from lemma 3.4, w m (r, l) is not defined in a neighborhood of l = d 2 ). The idea is then to use the equality xy
to write the jump of ζ m at λ 0 as
The limit of the second integral in the sum will be zero, since as argued above, M m 0 will be finite at λ 0 (and therefore, around λ 0 ) and thus the quantity inside the integral is bounded. For the first integral in the sum we can proceed in the same way we calculated the jump of η m . This finishes the proof of (65).
Finally, we need to justify the claim that χ m is a non-decreasing function. From (65) we have
The left-hand side of this is non-negative measure, since by theory ξ m and ζ m are nondecreasing. The number j m (R, λ) 2 + j m (R, λ) 2 is strictly positive, as j m (R, λ) and j m (R, λ) cannot be both zero, j m (r, λ) being a non-zero solution to the second order differential equation (11). Then we get that dχ m (λ) is a non-negative measure, which shows that χ m is non-decreasing.
Corollary 6.4 Let λ ∈ (0, d 2 ] be a discontinuity point for χ m . Then, if λ < d 2 , the following hold:
In particular, for λ ∈ (0, d 2 ] a discontinuity point of χ m , j m (r, λ) decays exponentially as r → ∞ if λ < d 2 , and j m (r, λ) ∼ r 1/2−|m| as r → ∞ if λ = d 2 .
Proof. As it follows from the proof of Theorem 6.3, for such a λ we will have M m 0 (λ 0 ) − M m ∞ (λ 0 ) = 0. With the help (56), (62a) and (63) we deduce (72a) and (73a). Notice that these equalities are exactly the conditions (34) and (37). Then (72b) and (73b) follow from (35) and (38).
Computing the transform
where χ m is the non-decreasing function defined in Theorem 6.3.
is convergent in L 2 (χ m ), in the sense that there exists
The equality
holds, in the sense that
Proof. We will apply Theorem 5.1. First note that if Γ = (Γ 1 , Γ 2 ) with Γ 1 , Γ 2 : R → C, then because of (65), the norm || · || as defined in (52) can be written in the form Then, equality (83) says that we have ||Γ −Γ cd || → 0 as c → 0, d → ∞. But, according to (79),
That follows from (80) and (82). Thus, if we denote
we obtain from (84) 
(G cd m was defined by (75)). This shows the first part of Theorem 7.1.
Next we need to show that representation (76) holds. It suffices to prove that g τ σ as defined by (54) in Theorem 5.1 is the same as g τ σ defined in (77). And they are. To check this one needs to start with g τ σ as given in (54), substitute θ(r, λ) and ϕ(r, λ) from (58), use (65) to express ξ m , η m and ζ m in terms of χ m , use the equalities (80) and (81), and finally use definition (85) for G m (λ).
Lastly, the Parseval identity (78) follows from (55), (79) and (85). The theorem is proved.
Theorem 7.2 Let g ∈ L 2 (0, ∞). Let χ m be the non-decreasing function defined in theorem 6.3. Let 0 < λ m 1 < · · · < λ m P m ≤ d 2 (P m ≥ 0) be the points where χ m is discontinuous. Let r m 1 , . . . , r m P m be the corresponding jumps. Let a m (r, λ) and b m (r, λ) be the functions defined by (39), and c m (λ) and d m (λ) be defined by (41a) and (41b). Then,
We have the representation
Proof. In theorem 6.3 we proved the existence of the function χ m and along the way we found its continuous part, that is, equality (87). We need to find its discrete part, that is, the value of all the jumps of χ m . Then (88) will follow by applying (76).
Let us notice the following observation. If λ 1 = λ 2 , and w 1 (r) and w 2 (r) satisfy (11) with λ = λ 1 , and λ = λ 2 respectively, then for any 0
Indeed, we can write
If we integrate by parts the left-hand sides of these two equalities, and then subtract from first the second, we get exactly (89). Before we prove (86), recall the behavior of j m (r, λ) as r → ∞. For λ ≤ d 2 a discontinuity point of χ m it is described in corollary 6.4, while for λ > d 2 see the discussion in section 4.
Let λ 0 ≤ d 2 be one of the discontinuity points of χ m . Let r 0 be the corresponding jump. We will consider two cases: when j m (r, λ 0 ) is square integrable, and when it is not. The first case splits into two subcases: we can have either λ 0 < d 2 , or λ 0 = d 2 with |m| ≥ 2. The second case happens for λ 0 = d 2 and |m| ∈ {0, 1}. Let us start with the first case.
Denote g(r) = j m (r, λ 0 ). Since g(r) is square integrable, we can apply theorem 7.1 for this particular function. We will show that the corresponding G m (λ) as defined by (74) is such that
for all λ such that dχ m (λ) = 0. Then (86) will follow promptly; one needs to apply the Parseval identity (78) and notice that since r 0 is the jump of χ m at λ 0 , then dχ m (λ 0 ) = r 0 δ(λ − λ 0 ) with δ being Dirac's function. Consider first the subcase λ 0 < d 2 . That (90) is true for λ = λ 0 follows immediately from (74). Assume now λ = λ 0 . Let us compute G cd m (λ) for 0 < c < d < ∞ as defined in (75). Use (89) with w 1 (r) = j m (r, λ 0 ), w 2 (r) = j m (r, λ). Put c → 0 and d → ∞. From (12) we deduce that
since on one hand, j m (r, λ 0 ) and its derivative decrease exponentially, and on the other hand, j m (r, λ) and its derivative either decrease exponentially for λ < d 2 , or behave like a power of r for λ = d 2 , or are bounded for λ > d 2 . In any case we get that G cd m (λ) → 0 as c → 0 and d → ∞, so G m (λ) = 0.
The subcase λ 0 = d 2 with |m| ≥ 2 follows in the same way. The statement that for λ = λ 0 and dχ m (λ) = 0 both j m (d, λ 0 )j m (d, λ) and j m (d, λ 0 )j m (d, λ) go to zero as d → ∞ is argued in a little different way. We have that j m (r, λ 0 ) and its derivative decay as a negative power of r for r → ∞, while j m (r, λ) and its derivative either decay exponentially for λ < λ 0 , or stay bounded for λ > λ 0 . But the conclusion is the same, G cd m (λ) → 0 as c → 0 and d → ∞, and thus (90) holds in this case too. Now consider the second case, λ 0 = d 2 and |m| ∈ {0, 1}, when, as we remarked above,
This function will be square integrable. Let G m (λ) be the corresponding transform of g(r) as defined by (74). Apply the Parseval identity (78). Get
From (74) we obtain that
Then we can write
By putting c → 0, d → ∞ and noticing that r 0 ≥ 0, being a jump of the non-decreasing function χ m , we deduce r 0 = 0.
With this theorem and corollary 6.4 we can characterize completely the points of discontinuity of χ m . 
Finding Green's function
In this section we will show that under certain conditions, the solution of the Helmholtz equation (1), which in the cylindrical coordinate system (r, ϑ, z) is written as (7), is unique. We will find a representation for it in terms of the source f (r, ϑ, z) , the eigenfunctions j m (r, λ) of equation (11) satisfying lemma 3.1 and the measure dχ m (λ) defined in theorem 6.3. Before proving this result we will need one lemma.
Then u can be written as
More, for each z ∈ R, the function r → u m (r, z) is in C 1 [0, ∞) and
Proof. Equality (91) is nothing but the Fourier series of the function ϑ → u (r, ϑ, z) . The smoothness of the obtained u m follows from the formula for the Fourier coefficients,
Let us prove (92). Write it as
The first term in the sum clearly goes to zero as r → 0. For the second term, by applying lemma 3.1 to the expression in parentheses we get
for all m ∈ Z.
These will be the conditions on the solution u for (7) which would guarantee its uniqueness. First, we will assume that the source f is continuous and with compact support. Second, we will impose the condition that u ∈ C 1 (R 3 ). Third, suppose that for all m ∈ Z, z ∈ R the following equality holds
with the functions u m (r, z) defined by (91). Denote by U m (λ, z) the transform of the function r → √ ru m (r, z) given by (74),
The fourth requirement is the radiation condition
These conditions are physically motivated. First condition says that the source must be finite. Equation (93) signifies a fast decay of the eclectic field intensity as r → ∞. And the radiation condition (95) means that the energy going to z = ∞ can be separated in two parts. First part is oscillatory, and it goes to infinity, and cannot not come from infinity, while the second part is rapidly decaying.
Theorem 8.2 With the above assumptions, the solution of (7) can be represented as r, ρ; ϑ, t; z, ζ) 
where G (r, ρ; ϑ, t; z, ζ 
and χ m is the non-decreasing function defined in Theorem 6.3.
Proof. The function f (ρ, ϑ, z) can be decomposed as
with
Look for u (ρ, ϑ, z) in the form (91). By plugging (91) and (98) into (7) we deduce that for each m, u m (ρ, z) needs to satisfy the equation
for all m ∈ Z. Let λ ∈ R be such that dχ m (λ) = 0. Let U m (λ, z) be the transform of u m (ρ, z) given by (94), and let
be the transform of f m . Multiply (100) on both sides by √ ρj m (ρ, λ) and integrate from 0 to
Use integration by parts twice for the first integral in the above equation. By applying lemma 8.1, and equality (93) we get
Recall that j m (ρ, λ) satisfies (11) with q(r) given by (9). Therefore,
The solution to (102) which satisfies (95) is easily found,
or if we use (101),
U m (λ, z) was defined by (94). Using the inversion formula (76) given in theorem 7.1 we can recover u m (r, z) ,
Now, to obtain (96) with G (r, ρ; ϑ, t; z, ζ) given by (97) we need to substitute f m (ρ, z) from (99), find u(r, ϑ, z) from (91) and interchange the order of integration so that the inner-most integral is the one in respect to λ.
The theorem we just proved shows that the electric field generated by the source f can be decomposed in two parts: the guided part, which is a sum of guided modes decaying in r either exponentially or as a power of r, and a radiation part, which is obtained by summing in m and integrating in λ. For each m ∈ Z the set of guided modes is finite, as it was shown in lemma 6.2. The next theorem will prove a stronger result. Proof. We just need to show that for |m| large enough there are no more guided modes.
All λ for which this equality happens are in (0, d 2 ], as proved in lemma 6.2. By using (56), (62a) and (63) we can write the this equality as
where k(r, λ) is given by (33). The left hand side of these equalities is strictly positive for |m| large, as it follows from lemma 3.3. Thus, the second of these equalities is not possible. To show that the first one cannot happen, it suffices to prove that k m (R, l) < 0 for m ≥ 1, since we know that k m (r, l) > 0, for all r > 0.
The function r → k m (r, l) will satisfy the equation
which implies that k m (r, λ) > 0 for r > 0, and so, k m (r, λ) is an increasing function of r. From this and (36) it follows that k m (r, λ) < 0 for all r > 0. This finishes the proof of the theorem.
9
Step-index fibers For a step-index fiber, the index of refraction inside the core is constant, n(r) = n co > n cl , for r < R. In this case it is possible to deduce explicit formulas from the previous theory. Then we will use them as a way to compute the solution of the Helmholtz equation and further illustrate the theory by numerical examples. First of all let us find a concrete expression for the functions j m (r, λ), m ∈ Z defined in lemma 3.1. For a step-index fiber, the function q(r) defined by (9) is
Therefore, (11) takes the form
Two linearly independent solutions of (103a) are √ rJ m (r √ λ) and √ rY m (r √ λ). By using the formulas
(identities (9.1.5) and (9.1.7) from [A-S]) we find that
Likewise, if λ = d 2 , two linearly independent solutions of (103b) are √ r J m (Qr) and √ r Y m (Qr), where Q = √ λ − d 2 . If λ < d 2 we mean Q = i √ d 2 − λ and we use the analytic extension of J m and Y m . Then j m (r, λ) will be a linear combination of these functions. To find this linear combination use the fact that j m (r, λ) ∈ C 1 [0, +∞) . We deduce
where c m (λ) and d m (λ) are defined by (41a) and (41b). Let us find an explicit formula for the transform (88). It follows from (105) that the integral in (88) equals 2 π 2 +∞ d 2 √ r κ m (r, λ) G m (λ)
Next, we need to obtain an explicit expression for the jumps r m k at the points 0 < λ m k ≤ d 2 at which χ m is discontinuous. The cases 0 < λ m k < d 2 and λ m k = d 2 will need to be treated separately.
If 0 < λ m k < d 2 is a discontinuity point for χ m then from corollary 7.3 and formulas (33) and (104) it follows that
We cannot obtain an explicit expression for r m k by using (86), so we need to go back to the definition of χ m (λ) in theorem 6.3. Then,
withr m k being the jump at λ m k of ξ m (λ). It follows from the formula (50a) defining ξ m (λ) that r m k is nothing but the residue M (λ) at λ m k . We obtain this residue by integrating M (λ) along the path shown in Fig. 4 and using Residues theorem
Therefore,
The second case is when λ m k = d 2 is a discontinuity point for χ m . Then from corollary 7.3 and formulas (33) and (104) Let r 0 be the jump of χ m (λ) at λ m k = d 2 . We will calculate r 0 by using (86). For r ≥ R we can use the expression (38) for j m (r, λ). For m = 0 and |m| = 1, j m (r, λ) is not square integrable, so r m = 0. If |m| ≥ 2, then by applying equalities (104) and (110) 
where we have used an integration formula for cylindrical functions (see [M-O-S] p.87).
For λ = λ m k a discontinuity point of χ m (λ) we will prefer to use the notation κ g m (r, λ m k ) for κ m (r, λ) defined in (106) to emphasize that this is a guided mode. Then, from (33), (35), (38) and (106) 
Numerical examples. Using the explicit formulas deduced for the step-index fiber we are able to show some numerical examples.
The following figures show the real part of Green's function (115). The wavenumber is k = 10, the index of refraction of the core and cladding are respectively n co = 2, n cl = 1, and the fiber radius R = 0.2.
Under these assumptions, equation (108) has three solutions in λ, with m being −1, 0, 1. These form the discrete spectrum, and correspond to the guided modes, represented by the finite sum in Green's function.
The continuous spectrum, λ > d 2 , is divided into two parts. The interval d 2 < λ < k 2 n 2 co corresponds to G r , the radiating part of Green's function, while for λ > k 2 n 2 co we have G e , the evanescent part of Green's function. To simplify the computations it has been useful to rewrite G r and G e . By substituting in (115) β r = k 2 n 2 co − λ/k in G r and β e = λ − k 2 n 2 co /k in G e , we find:
In the sum over Z only the terms with |m| ≤ 10 have been retained. To compute the integrals we use the trapezoidal rule, with the sampling rates ∆β r = 0.025 and ∆β e = 0.05. The integral giving the evanescent part has been truncated at β e = 15. Figures 5 and 6 are volume visualizations of the real part of Green's function in which is possible to see how the wave propagates inside and outside the fiber. Because the source in positioned inside the guide, most of the energy is confined inside the fiber in both of the cases. In Fig. 5 the source is in the origin of the axis, exciting only the guided mode corresponding to m = 0 and generating a cylindrically symmetric wave. In Fig. 6 the source is half the radius off axis, exciting all three guided modes.
Figures 7, 8 and 9 emphasize the different behavior of the wave amplitude inside and outside the fiber. These figures are a section of the global result, that is to say, they represent the real part of Green's function in the Cartesian plane y = 0. Fig. 7 and 8 are the equivalent of Fig. 5 and 6 respectively. In Fig. 9 the source is outside the fiber. Note that in this case the guided modes are weakly excited and most of the energy propagates outside the fiber. 
