With the rapid development of the Internet and mobile technology, the frequency of online fraud incidents continues to increase, and the fraudulent means are increasingly diverse. Traditional antifraud methods can no longer effectively deal with the serious security situation at present because of their own various shortcomings. In this paper, a device identification system based on acceleration sensor is constructed which takes into consideration the imperfections of the sensor in the manufacturing process and assembley process. The system can identify the user's device by taking advantages of the data collected in a flat static state, and thus confirm the user's identity. The acceleration data of the device is first collected, and then the data in flat static state is extracted through the state discrimination algorithm. After the feature extraction process, a 20-dimensional feature vector is obtained. Finally, a device identification model combining one-class classifier and multi-class classifier is trained. The model can identify unknown devices and classify known devices. The method proposed in this paper solves the problem that the device state cannot be determined in the real world. Further on we propose a multi-layer device identification model that can identify unknown device without training threshold. Compared with the previous studies in the literature, the biggest innovation of our method is to consider the user authentication of device fingerprint in the real world.
I. INTRODUCTION
With the rapid development of the Internet and mobile technology, mobile terminal has surpassed PC to become the first Internet access, more and more people choose to use mobile devices (such as mobile phone and tablet) for online payment, shopping, reading email and so on. However, advanced technology not only brings convenience to our life, but also threatens the security of our property and privacy information. Due to the openness of mobile termianl and the popularity of e-commerce, online fraud incidents occur frequently, the insecurities of mobile terminal have attracted extensive attention. Protecting user's private information and ensuring their property security has become a top priority. At the same time,
The associate editor coordinating the review of this manuscript and approving it for publication was Huawei Chen. with the continuous update of fraudulent means, the security protection of mobile terminals is becoming more and more difficult. Many mobile apps provide identity verification services to users, and the most common method now is to require users to enter their username and password. Nonetheless, according to research, users tend to use passwords that are easier to crack when creating accounts, and use the same username and password in multiple applications [1] . From this phenomenon, attackers can break into the security system by dragging 1 and dictionary attacking. Obviously, the authentication of user identity through username and password alone cannot meet the increasing security requirements. Biometric fingerprinting is also a commen means of identification, which can take advantage of the inherent physical characteristics of the human body, such as fingerprints, faces and voices, for personal identification. But biological fingerprints are easily interfered by external factors such as light conditions, and people's biological characteristics are easy to be stolen.
As a novel authentication method, device fingerprint has gained popularity in recent years. It utilizes the hardware and software configuration of the devices to differentiate them [2] . A concrete application case of device fingerprint is to detect whether the current login device has been used by the user. Users have their common mobile devices, and if the user logs in with a device that had never been used before, this login event is considered suspicious. The device fingerprint can confirm the user's identity through the result of device identification. If the login device is an old device for the user, the user passes this authentication, and if it is a new device for the user, then the user's login is forbidden. Device fingerprint initially constructs a unique identity for each device by using Cookies, hardware and software configuration information of devices [3] . However, this device fingerprint is extremely unstable and easily tampered with by criminals. According to an Australian study [4] , one-third of users will clear Cookies within a month. Eckersley [5] also pointed out that there are many events can cause a browser fingerprint to change. In order to solve these problems, researchers have come up with a new device fingerprint construction method based on the inherent characteristics of the built-in hardware sensors. Modern mobile devices are equipped with a large number of built-in hardware sensors such as accelerometers, gyroscopes, magnetometers, etc. Because the sensor cannot be manufactured and assembled in perfect accordance with the uniform standard, even sensors of the same brand and model, will have unique features in their produced signal. Fingerprint can be formed by capturing these features and be used to track devices. References [6] , [7] proposed to use acceleration sensor to construct device fingerprint. Compared with traditional device identification methods, using sensor fingerprints to distinguish devices has obvious advantages: 1) Data generated by sensors is very easy to access. Using JavaScript on a web page or calling a built-in interface in an app can capture the output data of the sensor easily without any permissions.
2) The imperfections of sensors is inherent in the hardware of the device, very stable, and difficult to be tampered with by criminals.
The main goal of this paper is to recognize whether a device belongs to multiple devices used by a user through the inherent characteristics of the acceleration sensor, so as to solve the problem of authentication on mobile devices. Compared with the previous studies in the literature, the biggest innovation of our method is to consider the user authentication of device fingerprint in the real world. The proposed methodology can be divided into three stages. In the first stage, we collect acceleration data on multiple android devices, and extract the data in flat static state through the state discrimination algorithm.
In the second stage, we preprocessing the original data in flat static state and calculate the time-domin and frequencydomain characteristics of the data. In the third stage, we use a multi-layer classification model to perform the classification for user login device.
There are two disadvantages when using traditional fingerprint to solve the problem of device identification in real world. First of all, in the experimental environment, the device fingerprint usually only uses the data in a single state. However, we cannot instruct users to collect data in accordance with the specified state in the real scenario, so the collected data is the mixed data of the device in multiple states, which leads to a significant reduction in recognition accuracy. Secondly, the sensor fingerprints proposed in other papers use multi-class classifiers to distinguish devices, which cannot accurately identify the unseen devices and will mistakenly classify the unseen devices as a seen device. In this paper, two novel methods are proposed to solve the above problems and make the sensor fingerprint more suitable for real environment. Firstly, we propose a state discrimination algorithm, which can obtain flat static state data in complex environment. In the stage of model construction and device identification, we only use the data of flat static state, thus improving the accuracy of the system. Secondly, our multi-layer classification model combines the characteristics of one-class classifier and multi-class classifier, and has the ability to identify unseen devices. Compared with the model that can only classify seen devices, our model obviously has higher robustness in the real world.
In summary, we make the following contributions: 1) We propose a device fingerprint identification system based on acceleration sensor. The system can collect and process acceleration data, and finally establish a model to identify the device. Most importantly, based on contribution 2 and contribution 3, the designed system is proven to be suitable for real world applicable scenarios 2) In order to solve the problem that the device state cannot be determined in the real world scenario, we propose an algorithm to discriminate the device state based on the observation and statistical analysis of the data. When collecting data, we don't know state of the device at that moment, so we cannot construct the device fingerprint for specific state. Using this algorithm, the data belonging to the flat static state can be screened out, and we can analyze and model this state alone.
3) Traditional multi-class classifiers are not effective in identifying unseen device, so we propose an identification model that can identify unknown devices without training thresholds. In this model, for each known device, one oneclass classifier is trained to judge whether a device belongs to this known device. At the same time, we train a multi-class classifier for all known devices.
The paper is organized as follows: First, we take a look at the related work of device fingerprint in Section II. In Section III the proposed system and implementation details are introduced. In Section IV experimental results are presented and analyzed. Finally, we conclude and discuss some ideas for future work in Section V.
II. RELATED WORKS
In recent years, a large number of studies on sensor fingerprint have appeared. Some studies have looked at fingerprinting smartphones using microphones and speakers [15] , [16] . [17] identified device based on differences in performance of mobile cameras. Due to the difficulty in data acquisition of the above sensors, most researchers use motion sensors like accelerometer to distinguish devices. We list some state-of-the-art studies in TABLE1. Dey et al. [6] first introduced the microelectronic structure of the acceleration sensor, and theoretically gave the basis for the formation of the accelerometer sensor fingerprint. The authors got the best experimental results using Bagged Decision Trees in standalone acceleration chips. And in the experiment, when the acceleration data was collected, a fixed frequency vibration was applied to the chips. However, users are using chipintegrated mobile device rather than stand-alone chips in reality, and the movement of devices is not fixed. Because the setting of the experiment has great constraints, the experiment cannot prove that the sensor fingerprint can be applied in the real scene.
Based on the research results of [6] , Bojinov et al. [7] studied almost all known sensors, and experimented with the speakerphone-microphone system and the accelerometer; in particular, they use the device's accelerometer calibration error to construct sensor fingerprint. In [8] and [9] , the authors set up three background audios (silent, 20khz sine wave, pop music) to explore whether the sensor fingerprint is affected by the background audio, and the experimental results showed that background audio will affect the performance of sensor fingerprint. Hupperich et al. [10] collects various sensor data such as accelerometers, gyroscopes, magnetometers and so on in more than 5000 devices. Their experiments showed that it was difficult to identify the device accurately with such a large amount of data.
After verifying the feasibility of sensor fingerprint, some researchers began to studied the method of generating sensor fingerprint. In [11] the acceleration fingerprint is constructed by Support Vector Machine (SVM). The authors of [11] obtained the most accurate statistical features through multiple sets of experiments, and found that using statistical entropy can greatly improve the recognition accuracy. The work in [12] introduced the use of Naive Bayes and Random Forests (RF) in sensor fingerprint. Particularly, it took into consideration the combination of four sensors (accelerometer, gyroscope, magnetometer and microphone). The authors used two combination methods. The first method ects the feature vectors of the four sensors to one large feature vector, and the second uses the idea of ensemble learning to combine the recognition results of the four sensors. Paper [16] tackled the problem of identifying mobile phones through their built-in microphones based on CNN. The experimental results presented in [16] show that CNN can offer improved identification performance compared to conventional machine learning algorithms. However, in terms of training time, the traditional machine learning algorithm is significantly shorter than CNN's. In our opinion, the traditional machine learning algorithm is a better choice in the practical scenario.
The above papers mainly studies the generation method of device fingerprint, but few papers elaborate on how it is applied in the real world. Goethem et al. [13] proposed an authentication system where accelerometer fingerprint is used as an additional authentication factor. In practice, users must pass additional fingerprint authentication before performing important operations such as transaction in online banking or password resets at online platforms. However, there are still some problems with the application of device fingerprint in real life.
Similar to behavior recognition, device identification is often treated as a multi-class classification problem. As shown in TABLE1, [6] , [8] - [12] , [14] all used multi-class classifiers to solve this problem. When train the classifier, the training samples of each device are collected first, then feature vectors are extracted based on these samples. Finally, the machine learning methods are used to train a multiclass classifier using these feature vectors. When identifying device, the test sample is sent to the multi-class classifier, and the multi-class classifier outputs the identified results. However, device identification is really an open-world classification problem [18] . In open-world classification, new devices may appear constantly and a classifier built from examples of old objects may incorrectly classify a new device as one of the old device. If we continue to use the traditional multi-class classifier, the accuracy of device identification will be greatly reduced. This situation was discussed in [6] , [12] , [14] . In both papers, the outputs of the multi-class classifier were the maximum probability value of the prediction device category. The probability value was compared with the preset threshold to determine whether the device is an old device. The final threshold was selected through multiple experiments. However, the method proposed in the above paper does not solve the identification problem of unseen device well. There are two drawbacks in using threshold. First, the number of devices in the experimental environment is too few compared with the number of devices in the open environment. The threshold determined in the experimental environment is not applicable in the open environment. Second, the precision cannot be guaranteed when different devices use the same threshold value. Considering the above reasons, we study the problem of device identification in the open world and propose a multi-level classification model without threshold.
As shown in TABLE1, when collecting sensor data, the experiments above instruct the user to place the devices in the specified state. Acceleration data in the same state are similar, so the accuracy of using single-state data to construct the device fingerprint is higher than using multi-state data. But the reality is far more complex than the experimental design. In the first place, we can't provide instruction to users, so we can't determine the state of the device when collecting data. In the next place, the states of device are too numerous to enumerate. It is obviously unrealistic to handle each state. Nevertheless, if all the data are used directly, the performance of the model will be greatly affected. Therefore, this paper proposes a method that can distinguish the flat static state which is the most common state in reality from other states, and only use data from the flat static state to build a device fingerprint.
III. PROPOSED SYSTEM AND METHODS
This section firstly introduces the operation process of the device identification system proposed in this paper, and then elaborates the overall implementation methods of the system.
The system structure is shown in FIGURE1. The system includes the client side, the server side and the data interaction between them. On the client side, when the user enters username and password and then clicks the login button, the system will collect the current acceleration data of the device via android's API. Subsequently, the acceleration data, username and password are uniformly packaged into JSON format and sent to the specified port on the server.
The data transfer module sends structured data from client to the server and the server saves the received acceleration raw data to the acceleration database. As shown in FIGURE1, the server side has three databases: acceleration storage database (Acceleration Data DB), model storage database (Saved Model) and user information storage database (User DB). The acceleration storage database stores the original acceleration information of each device, the model storage database stores the parameters of the model that has completed the training, and the user information database stores the username and the corresponding password.
The server side also consists of five functional modules which are state discrimination module, data processing module, model training module, device identification module and user identification module. In the training stage, the system first utilizes the state discrimination module to filter the data and only keeps the data in the flat static state; Secondly, for all remaining data of the user, the feature extraction module performs feature extraction and forms a 20-dimensional feature vector; Finally, the system sends all feature vectors to the model training module to get a device identification model. At the same time, in order to use models directly when identifying devices and avoid repeated training, the model is stored on the server. Before the system recognizes the device, it reads the model parameters from the model storage file, and enter the feature vectors into the model to determine whether the device is a known device of the user.
In practice, device identification module and user identification module can be mutually verified to judge whether a login operation is legal. As long as one module believes that this login is illegal, the system can intercept this login and start strong authentication.
A. DATA COLLECTION
Accelerometer can measures the current acceleration of the device. As shown in FIGURE2 (a), the accelerations along the x, y and z axes of the device are measured respectively, and the unit of the measured value is m/s 2 . Accelerometers can be used for posture differentiation, motion estimation, and some specific functions like WeChat shake. 2 Therefore, the use of accelerometers is very extensive, and we can acquire acceleration data on almost all smart mobile devices.
Using the sensor signal collection interface provided by Google, 3 we developed an collection application to obtain the raw data of the accelerometer on Android device. 2 In WeChat, we can click the shake button and shake the phone to find new friends 3 https://developer.android.google.cn/reference/kotlin/android/hardware /SensorManager?hl=en When logging into the app, we will remind the user to complete the data collection as prompted by the login interface as shown in FIGURE2 (b). After the acquisition, the data is sent to the backend server in JSON format. In the experimental scenario, in order to obtain the labeled data, we must explicitly run the data collection module, but in the real world scenario, our data acquisition module only runs in the background of the application.
At a certain time, the raw values along three axes of the device are acquired. We make a sample from a set of data collected at continuous time points. The sampling frequency is 10hz and the sampling time is 3s, which means we can confirm the identify of a user within 3s, and the format of one sample is shown in following equations:
where n is the number of acceleration data in one sample, a xi , a yi , a zi represents the acceleration data at a certain time along a certain axis, and X , Y and Z represent acceleration sequences in three directions respectively.
B. STATE DISCRIMINATION
The acceleration value obtained using the android interface, is a combined value of the real acceleration of the device and the reverse earth's gravitational acceleration g (about 9.8 m/s 2 ). When the device is at rest or at a constant speed, the sensor will have an upward acceleration of the size g perpendicular to the ground. The final collected data are the values obtained by projecting the acceleration to the x, y and z axes of the device coordinate system. Accelerometer and device state together determine the characteristics of the collected data. For this reason, only the data with same state can be used to identify the device. In daily life, the device moves with their user most of the time, and these movements are irregular. The data collected in this scenario is unusable. When the device is at rest, the accelerometer value is only affected by the gravity and the sense's own error. Paper [7] proposes that the sensor error will scale and offset the acceleration of each axis. For the same device, even in the same static state, if the angle between the device and the horizontal plane is different, the acceleration obtained will be slightly different. Therefore, almost all papers in the past choose the flat static state as the reference state of the sensor fingerprint.
However, in the experimental environment, we can collect data that conforms to the standard, but in an open environment, we cannont judge which state the current device belongs to. Considering this contradiction point, this paper proposes an algorithm can extract the data of the flat static state. Using the state discrimination algorithm, no matter how complex the device is in, as long as it has been in a flat and static state, then we can get available data. We believe that this is a prerequisite for the application of device identification in the real world.
As described in Algorithm 1, the state discrimination algorithm includes the following two steps:
Step 1: Calculate the average of the X , Y , Z axis acceleration sequences as X , Y , Z . Limit the absolute value of Z in [α, β] (α is slightly less than g, and β is slightly greater than g), and the absolute value of X , Y less than γ (γ is slightly greater than 0). If these restrictions are violated, this sample is not in flat state. This step corresponds to lines 1 -8 in the algorithm.
Step 2: One sample contains n acceleration values, so we can calculate the n − 1 acceleration variation values, and then Algorithm 1 State Discrimination Input:
Raw acceleration sequence in X , Y , Z axis;
The number of acceleration data in on sample n; Maximum allowable variation Mav; Output:
Whether the sample is in a flat static state; 1: Calculate the average of the Z-axis acceleration sequence as Z ; 2: if not α < |Z | < β then 3: return False; 4: end if 5: Calculate the average of the X -axis and Y -axis acceleration sequence as X , Y ; 6: if |X | > γ or |Y | > γ then 7: return False; 8: end if 9: Calculate the average variation in acceleration as a = n i=1 √ (a xi −a xi−1 ) 2 +(a yi −a yi−1 ) 2 +(a zi −a zi−1 ) 2 )) n−1 10: if a > Mav then 11: return False; 12: end if 13: return True; calculate the mean of them. If the mean exceeds the maximum allowable variation (Mav), this sample is not in flat static state; Otherwise, the sample is in flat static state. This step corresponds to lines 9 -13 in the algorithm.
The α, β, γ and Mav in the algorithm are hyperparameters. They all have practical physical meanings, the α, β, γ in the step 1 ensures that the device is in flat state and does not have significant acceleration; and the Mav in the step 2 ensures that the device is static.
C. FEATURE EXTRACTION AND NORMALIZATION
Only the raw data is collected so far, which does not reflect the essential characteristics of the sensor, and the raw data is difficult to store and use because of its high dimensions.
We expect to identify the device by measuring anomalies in the signals. To accomplish this goal, we perform some feature extraction operations on the raw data.
Preliminary, we calculate the Root Sum Square (RSS) of the x, y and z axes by the following equation:
we can get a combined acceleration sequence A = (a 1 , a 2 . . . . . . a n ), which A is the time domain sequence of the sample, reflecting the change of acceleration over time.
Subsequently, we utilize the Fast Fourier Transformation (FFT) to transfer A into the frequency domain sequence. Time domain features and frequency domain features can be extracted from time domain sequences and frequency domain sequences. We mainly use the feature extraction method proposed in [8] , and also select some features from [19] as [20] . Z-score is standardized according to the mean and variation of original features, so that the processed data conforms to the standard normal distribution. The formalization is as follows:
where x is the original feature, µ is the mean of the feature, σ is the variance of the feature, and x * is the normalized feature.
D. MODEL TRAINING 1) MULTI-CLASS CLASSIFIER
Classification algorithm uses L samples (x 1 , y 1 ), . . . , (x L , y L ) from unknown distributions, where x i , i = 1, . . . , L is a D-dimensional vector, y i ∈ 1, . . . , k represents the class of the device, and k is the total number of class, to fit a classification model f (x), and f (x) can be used to classify a testing sample into the most likely class. When k > 1, this algorithm is called multi-class classification algorithm, and the classification model is called multi-class classifier. When training models, the algorithm requires that each class has a sufficient amount of training data. In the sample prediction stage, the model will output the class which the sample belongs to after the internal logic calculation. Multiclass classifier can only predicts class it has seen. If the sample belongs to an unknown class, the model will only make the wrong prediction of the sample into a known class. In reality, users may change devices, and criminals may steal user's username and password, and log in with their own devices. Therefore, multi-class classifier is not an excellent way to identify unknown devices.
In order to solve the problem that multi-class classifier cannot identify unknown devices, Amerini et al. [12] and Das et al. [14] use a regression model. Classification model and regression model are essentially the same model, classification model simply discretizes the output of the regression model. The output of classification model is the class of the prediction sample, and regression model use the softmax function to output the predicted probability of each class. References [12] , [14] both set an artificial threshold for the regression model. If the probability values of all classes are less than the threshold, and the sample is judged as an unknown device.
In the later section, we compared the performance of six classification models, which are SVM [21] , K Nearest Neighbor (KNN) [22] , Logistic Regression (LR) [23] , RF [24] , Extremely randomized trees (Extra Tree) [25] and eXtreme Gradient Boosting (XGBoost) [26] . Among them, XGBoost is an emerging ensemble learning model in recent years, which is widely used in various machine learning competitions and has achieved remarkable results. It produces robust prediction results by establishing and combining a large number of complementary weak classifiers. Compared with the traditional ensemble learning model, XGBoost adds regular terms to the loss function, which effectively controls the complexity of the model and prevents the model from overfitting. At the same time, XGBoost optimizes the construction speed of the sub-classifier, and supports parallel computing, which shorten the training time of the model.
2) ONE-CLASS CLASSIFIER
One-class classification problem is a special classification problem. In the training set, all samples belong to the same class, and through training, a classifier with the following form is obtained:
where S represents the target class (known class) and S represents an outlier class (unknown class). One-class classification algorithm is an algorithm used to distinguish the target class from the other classes. When building the model, we only need to add the target class sample to the training set, and we even don't need to know the specific information of other classes. When the test sample is a known device, the multi-class classifier can correctly classify it. However, in actual use, the system requires to identify a large number of unknown devices. By using one-class classifiers with the same number of devices, we can determine whether the device is a known device. The experimental part of this paper uses the One-Class SVM to train a single classifier for each device. One-Class SVM inherits the algorithm idea of SVM. It can calculates the support vector of the target class sample' boundary and obtains a high-dimensional hypersphere. This hypersphere needs to wrap the training sample as much as possible. At the test stage, only the samples falling in the hypersphere are the target samples.
3) BUILDING MODEL
By using thresholds, [12] , [14] partially solve the problem that multi-class classifiers cannot identify unknown devices, but selecting an appropriate threshold is also a difficult problem. There is a huge gap between the number of devices in the experimental environment and the number of devices in the real environment, it is difficult to guarantee the reliability of the threshold measured in the experimental environment. Moreover, one threshold cannot be applied to all devices because of the large difference in hardware performance between devices. Based on the above reasons, it is difficult to ensure that the device identification system can work in the real world by using threshold only. This paper proposes a device identification method combining one-class classifier and multiclass classifier. In this method, we combine the characteristics of multi-class classifier and one-class classifier respectively. Single classifier can only recognize known classes, and cannot recognize unknown classes. Through one-class classifier, we can filter out all known classes. Then multi-class classifier can let us determine which known device this device is. The overall framework of the proposed method is shown in FIGURE3. The dotted line in the figure represents the data flow in the training process, while the solid line represents the data flow in the device identification process. Model training includes following four steps:
Step 1: For each known device i (i = 1, 2, . . . , n), we collect a training set i, each sample in the training set is a 20-dimensional vector.
Step 2: We select linear discriminant analysis (LDA) [27] to learn a projection matrix W and use W to reduce dimension of training data.
Step 3: Train a one-class classifier for each known device and we will get n one-class classifiers.
Step 4: Combine the training data of each known device into a total training set, and train a multi-class classifier with this training set. Finally, we get a multi-class classifier.
When using One-Class SVM to construct a one-class classifier, a hyperplane will be trained to wrap the samples. If the distribution of samples is scattered, the hyperplane generated will be large, which will lead to the hyperplane to surround other categories of samples. When we use LDA to reduce the dimension of data, the distance between samples of the same category decreases, while the distance between samples of different categories increases. This function of LDA is helpful for one-class classifier to improve the accuracy of partition data, so we add LDA layer before training model. At the same time, when identifying the device, we also use the projection matrix obtained during training to process the identification data.
The device identification stage also includes following four steps:
Step 1: We first use the projection matrix obtained from the training process to reduce the dimension of the test data.
Step 2: The test device sample was sent to n one-class classifiers and n output results (y 1 , y 2 , . . . , y N ) were obtained, where y i is a Boolean variable. If y i is True, it means that the sample belongs to the i-th device. If y i is False, it means that the sample does not belong to the i-th device.
Step 3: The n output results are fused by logical operation OR. If the final result is True, it means that this is a known device, and Step 3 is executed. If it is False, it means that this is an unknown device.
Step 4: The sample is sent to the multi-class classifier to determine which known device the sample belongs to.
It should be noted that at the very beginning, we often do not have enough data to build the model, so we need to use secondary authentication to confirm the identity of the device. When the device passes the second authentication, the user is allowed to log in, and we will also collect acceleration data during the use of APP. When the collected data is sufficient, the model is built and used to replace the secondary authentication. This strategy solves the cold start problem of sensor fingerprints in the real world.
IV. EXPERIMENTAL RESULTS
In this paper, the acceleration data of 7 devices are collected. The models of the collected device are shown in TABLE3.
In order to simulate the real environment and facilitate subsequent research, this paper specifies three collection modes for each device: in the first mode, the device needs to be statically placed on the desktop; in the second mode, the user needs to hold the device in his/her hand; in the third mode, the device needs to be moved slowly. The three modes basically contain common scenarios in daily life. By collecting data in these three modes, we can obtain labeled data and use these data to predict the performance of the model in real scenarios. It should be noted that in real life, our system runs completely in the background of the APP and does not instruct users to collect data.
We collect all samples in three days. For each state of each devices, we collect 20 samples every day. Since it only takes 3 seconds to collect one sample, we only need to spend 3 mins (one minute for each state) to collect data for one device every day.
Based on the method proposed in section III, in this section, we will conduct experiments from different perspectives and comprehensively evaluate the results of the method. First of all, the accuracy of the state discrimination algorithm is verified. Then the data set is divided into two types: only flat static data and all data. All classification experiments are carried out simultaneously on the two data sets, and the result of XGBoost are compared with the tradition multi-class classifiers. Next, the identification model combining multi-class classifier and one-class classifier will be established, and the identification effect of the model on known and unknown device is analyzed. Finally, the model ablation study is carried to observe the impact of reducing the complexity of the model.
A. STATE DISCRIMINATION EXPERIMENT
The state of the device is ever-changing with the user's movement, so we can't build a model for each state. Moreover, we cannot clearly determine which state the device is in when collecting data. Based on life experience, we found that when the mobile device is idle, it has a high probability of being put on the table. By using the state discrimination algorithm to extract this state, we can construct a model for the flat static state alone.
In this experiment, the data of mode 1 is taken as the data of flat static state, and the data of mode 2 and mode 3 are taken as negative samples. In the experiment, we selected the same number of positive and negative samples and set the algorithm parameter α = 8.8, β = 10.8, γ = 1.0. This experiment sets different values of Mav, and then distinguish the flat static state data from other state data. The results are shown in Figure 4 . The horizontal axis of Fig.4 is the different values of Mav, and the vertical axis is the corresponding precision rate and recall rate. For each value of Mav, we can calculate an accuracy and a recall.
When the value of Mav is low, some flat static data are misclassified, which is due to the slight vibration of the sensor's own circuit, the acceleration at rest changes slightly. With the increase of Mav, this slight change is ignored. When Mav is greater than 0.11, the recall rate and precision rate of the experiment are 100%. This means that flat static samples are classified correctly, and the samples in other states are not incorrectly classified into the flat static state. The algorithm can extract the flat static data accurately, this means that in real life the latter model can get the correct input data.
B. MULTI-CLASS CLASSIFICATION EXPERIMENT
This experiment uses different multi-class classifiers to classify devices. The main purpose of the experiment is to test the classification effect of different classifiers. We use the data of 7 devices in the flat static state to build the model. At the same time, in order to verify the necessity of the state discrimination algorithm, we will use two testing sets. One set is the flat static data obtained after data filtering by the state discrimination algorithm, and the other is the unfiltered data.
In general, we will divide the data into training set and testing set, and testing set to test the ability of classifier to judge new samples. However, such data partitioning method wastes part of data, and the strategy of data partitioning will affect the final experiment effect. So in the following experiments, we use the cross-validation method to divide the data set into k mutex subsets of the same size, and ensure that the data ratio of each device in different subsets is the same. Each experiment uses k − 1 subsets as the training set, the remaining subset as the testing set. We conduct k times experiments, and the final result is the average of k test results. The parameter k is set to 5.
Evaluation metrics: Assuming there are n devices. For the i-th (1 n i) device, the device itself is a class, and other devices are a class. We first count the TP i (TruePositive), FP i (FalsePositive), TN i (TrueNegative), FN i (FalseNegative) for each device i. We then compute Precision, Recall and F-1 score for each device using the following equations: a) Precision :
b) Recall :
Generally, recall improves at the expense of precision, or precision improves at the expense of recall [28] , F-1 score is the harmonic average of precision and recall, which is a tradeoff between them and can provide a good estimate of classifier performance. In order to obtain the overall evaluation metrics of the multi-class classifier, we use macro-average to compute the Precision, Recall, F-1 score of the multi-class classifier. The equations are as following:
In the experimental stage, the emerging XGBoost algorithm is used to construct the classifier, and SVM, KNN, LR, RF, Extra Tree, which are commonly used for device identification are selected for comparison experiments. The source code of the XGBoost algorithm used in this experiment comes from the python interface provided by [26] . The parameter n_estimators (Number of trees generated by XGBoost) in the interface is set to 50, learning_rate (Step size shrinkage used in update to prevents overfitting) is 0.1, max_depth (maximum depth of a tree) is set to 5. The experimental results are shown in TABLE4. RF, Extra-Tree and XGBoost, all of which are ensemble learning algorithms, perform very well. Their evaluation metrics are better than 0.9. It indicates that the ensemble learning algorithm is more suitable for device classification. At the same time, compared with the other two algorithms, XGBoost has significantly improved the performance, and the three evaluation metrics all exceed 0.95. And KNN has also achieved remarkable results, even better than Random Forests. Based on this phenomenon, we infer that the sensor data distribution of the same device is very centralized.
So far, we have only been able to predict samples in flat static state. If we want to predict all the collected data(without filtering the data using the state discrimination algorithm), what will happen? The experimental results are shown in TABLE5. The performance of all classifiers decline by about 0.2, and even XGBoost is only 0.7. Experimental results show that the model built with data from flat static state cannot classify data from other states very well, and the results also prove the necessity of state discrimination algorithm in the real world.
C. OPEN-WORLD EXPERMENT
The majority of research on sensor fingerprints in the past, were conducted in a closed environment. We could only classify a few fixed devices. However, in the open world, unknown devices attempt to access accounts due to user's replacement of new devices or hacking incidents. This means that the classifier needs to be able to identify unknown devices, and it is obviously impossible to accomplish this task with just a multi-class classifier.
In this open world scenario experiment, we use the model construction method proposed in the section III. We first construct seven evaluation tasks(1,2,3,4,5,6 and7). In each task, we select one device as unknown device and the rest as known devices. We use 80% of known devices data as training data, the remaining 20% data and all unknown device data as testing data. When training the model, we use One-Class SVM to build a one-class classifier and XGBoost to build a multi-class classifier.
Evaluation metrics: The device fingerprint model in an open environment is different from the pure multi-class classifier, so this experiment cannot use the previous evaluation metrics. We redefine TP, TN , FP, FN as shown below:
• TP: the number of known device samples that are classified correctly.
• TN : the number of unknown device samples that are classified correctly.
• FP: the number of unknown device samples that are classified incorrectly.
• FN : the number of known device samples that are classified incorrectly (include known device classified as unknown device and known device are misclassified as another known device). The experimental results are shown in TABLE6.
In the TABLE6, we can see that the recall rate of all tasks is very high, which means that the known devices can be classified correctly. The precision of these tasks is also high, reaching 1.000 in three tasks, but there is an abnormality in task 3, with an precision of only 0.545 In order to better analyze the causes of this situation, we use the t-SNE [29] method to encode acceleration features to 2 dimensions. The encoding result is shown in FIGURE5. In the picture, we find that the data distribution of device 6 is very strange. There is an obvious overlap between the data of device 2 and part of the data of device 1, which may lead to the misclassification of device 2 into device 1 when executing task 2, and the system eventually misclassifies these data into known devices. In order to ensure that the algorithm can be applied in real-world scenarios, we need to get enough training data as soon as possible, and it is better to complete the data collection after the user logs in several times. Although we are now using very few samples, we still wanted to explore the minimum amount of data needed to construct device fingerprint. We adjusted the ratio of training data in the experiment, respectively tested the F1 score of the open-world experiment when using 5%, 10%, 20%, 40%, 60%, 80% training samples, and the experimental result is shown in FIGURE6. With the decrease of training samples, the F1 score of most tasks decreases slightly, and the F1 score of task 2 increases (because the discreteness of training data decreases). As the ratio of training data decreases to 5%, F1 score drops sharply. This experimental result suggests that in real life, we can use a very small number of samples to build the fingerprint of the device, without worrying that it takes too long time to collect training data. 
D. MODEL ABLATION STUDY
According to Occam's razor [30] , if a simple method has the same performance as a complex method, the simple method is more reliable. In the open environment experiment, the model can distinguish between known and unknown devices by adding one-class classifiers, but it also increases the complexity of the model. In this section, we perform ablation experiments to show the contribution of our proposed model, and demonstrate the performance improvement came from the use of one-class classifier. This method is the same as that in [6] , [12] , [14] .
The ablation model only uses XGBoost classifier and uses thresholds to determine whether a device is known or not. This method is the same as the method used in [6] , [12] , [14] . When the model classifies devices, it outputs a classification probability p i ∈ [0, 1] for each known device, representing the probability that the sample belongs to the i-th device. At the same time, a threshold is selected for the model. If all p i are less than the threshold, the sample is classified as an unknown device; if one or more is greater than the threshold, the sample belongs to a known device with the largest probability value. FIGURE7 shows the corresponding precision rate and recall rate of task 7 when different thresholds are selected. When the threshold is small, the recall is more than 0.9 and the precision is less than 0.6. There are a large number of unknown devices are misclassified as known devices because of lower threshold. As the threshold increases, the recall rate is decreasing and the precision rate is rising. We can select the intersection of the two lines as the compromise value, and the precision rate and recall rate are less than 0.9.
Ablation experiment shows that using only multi-class classifier in an open environment cannot achieve satisfactory precision and recall rates at the same time, and it is difficult to choose an appropriate threshold. Therefore, our multi-layer model is more reasonable and effective than the threshold method proposed in previous papers.
V. CONCLUSION
The main goal of this paper is to construct accelerometer fingerprints that uniquely identify mobile device in an open environment. We propose two novel methods to solve the problems that the state of collected acceleration data cannot be determined and the unseen device cannot be identified accurately in real-world. In particular, the device state discrimination algorithm is proposed to extract device data in the flat static state. Then a device fingerprint identification model combining one-class classifier and multi-class classifier is constructed. Experimental results show that the model can identify unknown devices and classify known devices accurately. In the future, our work will focus on sensor fingerprints in larger data sets, as well as the combination of sensor fingerprint with other technologies in the device identification field.
APPENDIX

A. TIME DOMAIN FEATURES
According to the acceleration time domain sequence A = (a 1 , a 2 , . . . , a n ), we can obtain the following features:
Min = min(a i ), i ∈ {1, 2, . . . , n}
Max = max(a i ), i ∈ {1, 2, . . . , n} 
B. FREQUENCY DOMAIN FEATURES
After the fast Fourier transform, we can get the frequency domain representation of the data. am = (am 0 , am 1 , am 2 , . . . , am n ) hold the magnitude coefficients and af = (af 1 , af 2 , . . . , af n ) hold the bin frequencies. we can obtain the following features: [(af i − Centroid) 2 · w i ] (28)
Spectral Flatness = [ n i=1 am i ] 1/n 1 n n i=1 am i (31)
C. NOTATION-LIST
As shown in TABLE7, we tabulated the symbols in the order they appeared in the article.
