INTRODUCTION
In many laboratory tests or industrial applications, where the vapor side performance of condensing shell and tube heat exchangers is to be determined experimentally, it is not convenient to measure wall temperatures directly. Instead, the Wilson plot is often used to establish the cooling side heat transfer coefficient and hence the vapor side condensate film temperature difference. The technique originated as Wilson's method 1 1 , from the intercept and slope of which the steam side and cooling side heat transfer coefficients may be determined if it is assumed that the steam side coefficient, h s can be held constant, while the cooling water velocity is varied. This is impossible to achieve because the condensation film temperature difference, ΔT s , varies with V cw . To account for this an explicit expression must be found for ΔT s in terms of the heat flux, to allow the reduction of the heat conservation equation to a linear form. For this purpose Briggs and Young 2 introduced the Nusselt expression for condensing heat transfer in natural convection, Eq.(1). is obtained. By equating heat flux through the wall and writing the overall ΔT ov from saturated vapor to cooling water equal to the sum of the temperature differences on the cooling water side, wall and condensate film side, Eq.(3), ΔT ov = ΔT s + ΔT w + ΔT cw (3) two Wilson plot equations, Y = f(X), were obtained 4 , Y 1 = aX 1 + b ………..Y 2 = a + bX 2 From these, the cooling water side heat transfer coefficient could be evaluated from the intercepts b and a, respectively. Rose 4 stated that the two Wilson plots, gave different results.
The aim of this paper is to compare the condensate film temperature difference, implied by Eq.(2) and the value calculated using the cooling water heat transfer coefficient obtained using the Wilson plots. Further, an extra degree of freedom is introduced into Eq.(2) to permit minimization of any difference between the two. The study is illustrated by reference to experimental data 5 obtained from the first condensing row of a steam condenser, condensing filmwise, pressure 50 mb, approach velocity V min =10 m/s and heat fluxes 20-90 kW/m 2 . It explores the role of the level of random errors in data measurement on the accuracy of the Wilson plot. The modified Wilson plot method of Rose 4 will first be generalized and the method of linear regression to be used explained. These will be applied in a case study to illustrate the proposed technique.
WILSON PLOT MODIFIED
The Rose equations were afforded another degree of freedom by letting the index n in Eq.(1) vary. Physically this allows for the effect of forced convection on the steam side Nusselt number. Thus, we may write for the more general case. In each case the error in the slope and intercept of the Wilson plot, caused by experimental uncertainty, is due both to errors in the abscissa and ordinate, X and Y.
Weighted linear fit caused by errors in both coordinates:
The problem is to apply a weighted linear fit to linear Eqs.(13) and (14). A Fortran subroutine fitexy
is used. The input is the N dat values, X, Y, above. The output is the best fit to the slope and intercept of the Wilson plot and the errors σ(a) and σ(b), the merit function, χ 2 , and its probability χ 
The data which is subject to random measurement errors during the Wilson plot tests considered here 5 and the values of these errors, are shown in Table 1 . These errors were in effect the random errors of reading the data and an allowance for instability in the experimental conditions during the test. 18). Obviously these errors, together with the error, here to be estimated, in the cooling water side heat transfer coefficient from the Wilson plot tests, will affect the accuracy of the steam side heat transfer coefficients eventually derived from the main condensation tests. The uncertainty in thermal properties, due to the uncertainty of condensate film and cooling water temperatures, is not included here to avoid difficulties in presentation. However, with obvious modifications it can be. The appropriate average temperature of condensate film and cooling water were used in determining the properties themselves. The object here is to illustrate the general method of assessing the errors involved in the Wilson plot tests and that is not affected by the omission.
X, Y error differential coefficients:
Equations (9), (10), (11), and (12) 
In the same way, Eq. (11) becomes
Similarly for Eqs. (10) and (12) 
Equations (21), (22) 
Note that both Y 2 and X 2 are dependent on n but only X 1 depends on n, not Y 1 . In view of the conditions imposed above, the quantities, K 1 and Con 1 are treated as constants. The differential coefficients in the equivalent of Eq.(18) applied to the problem are listed in the Appendix.
Application:
The above optimization, Eq.(18), was applied to a data set taken from the first condensing row of a 15 row horizontal steam condenser, titanium tube diameter 19 mm, 0.5 mm thick, described in references 5, 9 . Cooling water flowed in the annulus formed by a 14 mm diameter insertion in the tube. (14). Table 4 shows the values of C i obtained by the Wilson plots, with un-weighted least squares fits, using Eqs. 7 . This implies that the level of random error of the data measurements assumed is reasonable. This assurance is necessary since the random error element arising from instability in conditions during the tests is difficult to determine. Regardless of the value of index n chosen in the range 0.16 ≤ n ≤ 0.26, both Wilson plots, give the same values of C i . The error in C i is ±3%. The fit, measured by the merit functions χ 2 , is slightly better using Eq.(14).
What is most notable is that C i decreases by about 4% as n rises from 0.16 to 0.26. This is only slightly more than the estimated error in C i itself. It should be noted that Wilson plot experiments carried out under n more stable conditions with higher instrument sensitivity would lead to lower values of σ(C i ) therefore increasing the significance of the variation of C i with n.
ΔT s (assumed), based on Eq.(4), with the optimized value of constant A, was compared with ΔT s (Wilsoplot) calculated using C i from the Wilson plots. Figure 2(a) shows this comparison for n = 0.25, optimized coefficients A = 1.343 and C i = 0.994 (Table 5 ) based on Eq.(13). The fit for n = 0.21, A = 3.628, C i = 1.011 (Table 6 ) is shown in Fig. 2 plot). Figure 3 shows er(ΔT s ) for the whole range of values of n and for both Wilson plots, Eqs.(13) and (14). The errors are the same for the two plots, but vary with n from 1.8 to 2.6%, with a minimum value at n = 0.21.
Best estimate of C i :
For the set of data used, the value of index n = 0.21 in Eq.(4) best assured that the assumed variation in steam-side heat transfer with heat flux, used in the Wilson plot, corresponded to the value calculated using the derived value of C i , Fig.3 . C i is 1.01±3%, Tables 5 and 6 . Comparing this value with that at n = 0.25, the result obtained using the recommended method (n = 0.25) 2, 4 , C i = 0.99±3%. The comparison is set out in Fig. 4 . There is a significant difference of about 2% between the means. The random error in the saturation temperature data considered here, σ(T sat ) = 0.1K, is mainly responsible for the uncertainty in C i . Reducing it to 0.05K, which was well within the discrimination of the pressure transducer used to determine P sat , caused er(χ 2 prob ) to be unacceptably low. The problem was the scatter of the Wilson plot caused by pressure fluctuations in the rig 10 . The technique described will obviously become more significant when the random errors in the data, Although they may not be used a priori in the analysis, it is interesting to determine the value of n which gives the best fit of Rose's correlations Eqs. (31) and (32) 11 , to Eq.(1). These correlations are recommended as the best fit to data for single tubes and, with the correct choice of equivalent flow area, for bundles of tubes. 4. For the data studied, the minimum difference between the assumed ΔT s and that calculated using C i from the Wilson plot occurred at n = 0.21. At n = 0.25, the presently recommended value, C i was about 2% lower. The corresponding error in C i in both cases was ±3%. This error was associated rather with fluctuating conditions in the condenser that with errors in instrument readings. 5. The technique is expected to be more significant under steadier condenser conditions and with lower random errors of measurement. 
APPENDIX
The gradients of ΔT lm with respect to T cwo , T cwi and T sat , given in reference 5 , are repeated below. 
