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a b s t r a c t
A boundary-value problem for the polarized-radiation transfer equation for a layered
medium with Fresnel matching conditions at the boundaries of the medium partition is
examined. The theorems of solvability of the boundary-value problem are proved, and the
continuity properties for its solution are examined. A numerical algorithm based on the
Monte Carlo method for solving the boundary-value problem is proposed and proved.
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In this work, a boundary problem for the polarized-radiation transfer equation for a layered medium is examined.
Theoretical and numerical aspects of the vector radiation transfer equation solution were considered in [1–6]. In particular,
in these works, general properties of the boundary problem solution were examined, and numerical and analytical methods
for finding it were proposed.
The description of effects which appear at the boundaries between different materials is important for the simulation
of radiation transfer within a substance. In radiation transfer theory these effects are taken into account through different
matching conditions at the boundaries of the medium partition. The boundary problems for the scalar radiation transfer
equation with continuous matching conditions for the solution at the boundaries of the medium partition are sufficiently
researched [7–9].
Boundary problems with more general matching conditions for the solution, which describe reflection and refraction at
the boundaries of the medium division, have been less examined. However, from the fifties in the last century specialists
[10–12] repeatedly paid attention to these and different approaches for finding the boundary-value problem solution were
proposed [1,4,11,13]. In the papers [14–17] the adequacy of the radiation transfer equation for realistic processes was
examined, and its diffusion approximation was proved. In works [18,19], properties of the scalar radiation transfer equation
solution with general matching conditions for 1D and 3D were examined.
In the present work, the main results of paper [19] are generalized to the vector case. The properties of continuity of the
boundary problem solution for the polarized-radiation transfer equation for the layered medium are examined. Theorems
of boundary problem solubility and estimates of the maximum principle type are obtained. A numerical algorithm based on
the Monte Carlo method for solving the boundary-value problem is proposed. Numerical calculations, which demonstrate
the influence of refraction, reflection and scattering on the polarization and depolarization of the radiation, are considered.
1. Problem formulation; main contingencies
Let the set G0 be some partition of the set G = (z0, zp)within which the radiation transfer process is examined:
G0 =
p
i=1
Gi, Gi = (zi−1, zi).
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The planes z = zi are the interfaces between the layers Gi. Let us consider the equation of radiation transfer in a layered
medium for the azimuthal symmetry case:
νfz(z, ν)+ µ(z)f (z, ν) = µs(z)
∫ 1
−1
P(z, ν, ν ′)f (z, ν ′)dν ′ + J(z, ν). (1)
Here, f (z, ν) = (f1(z, ν), f2(z, ν)) is a two-component vector of polarized radiation at the point z ∈ G in the directionwhose
cosine of the angle with the positive direction of the axis z is ν ∈ [−1, 1]. f (z, ν) is associated with the vector of the Stokes
parameter (I‖, I⊥) by the following relations:
f1(z, ν) = I‖(z, ν)n2(z) , f2(z, ν) =
I⊥(z, ν)
n2(z)
.
Here, n(z) is the piecewise-constant refractive index of the medium (n(z) = ni for z ∈ Gi). The sum f1 + f2 describes the
density of the radiation flux, f1 ≥ 0, f2 ≥ 0. The functions µ,µs are called respectively the attenuation factor and the
scattering coefficient. The two-component vector J describes internal radiation sources, and P is the 2×2 scattering matrix.
As for the coefficients in (1), we assume the following. Functions µ,µs, Ji are nonnegative; µ ≥ µmin > 0, and
µ,µs ∈ Cb(G0), where Cb(G0) is the Banach space of functions, bounded and continuous on G0, with the norm
‖ϕ‖Cb(G0) = sup
x∈G0
|ϕ(x)|.
We define X = G × {[−1, 0) ∪ (0, 1]}, X0 = G0 × {[−1, 0) ∪ (0, 1]}. We assume that all the components in the matrix P
belong to Cb(X0 × [−1, 1] \ {0}), (Pf )1,2 ≥ 0 for f1,2 ≥ 0, and∫ 1
−1
(pi1(z, ν, ν ′)+ pi2(z, ν, ν ′))dν ′ = 1, i = 1, 2.
We define the space V (X0) formed by the two-component vector functions ϕ = (ϕ1, ϕ2), ϕi ∈ Cb(X0), with the norm
‖ϕ‖V (X0) = maxi=1,2 ‖ϕi‖Cb(X0),
and let J ∈ V (X0).
We introduce the following boundary sets:
Γint =
p−1
i=1
{zi × {[−1, 0) ∪ (0, 1]}}, Γ ±ext = {{z0 × [∓1, 0)} ∪ {zp × [±1, 0)}},
Γ ± = Γint ∪ Γ ±ext, Γ = Γ + ∪ Γ −.
We supplement Eq. (1) with the boundary condition
f −(z, ν) = (Bf +)(z, ν)+ h(z, ν), (z, ν) ∈ Γ −, (2)
where
f ±(z, ν) =

f (z ± 0, ν), ν < 0,
f (z ∓ 0, ν), ν > 0,
f (z ± 0, ν) = lim
ε→+0 f (z ± ε, ν).
The function h describes the radiation flux that enters the medium G. Let h ∈ V (Γ −), and h = 0 at the set Γint. The operator
B defines matching conditions for the set Γint, and for the set Γext we assume B = 0. Thus, equality (2) defines boundary
conditions both at the external part of the set G0 and at its internal boundaries.
We introduce the functions
ni(ν) = ni/ni−1, for 0 < ν ≤ 1,ni−1/ni, for − 1 ≤ ν < 0,
ψi(ν) =

sgn(ν)

1−n2i (ν)(1− ν2), for 1−n2i (ν)(1− ν2) ≥ 0,
0, for 1−n2i (ν)(1− ν2) < 0.
We define a matching operator B that will be used to model Fresnel reflection and refraction at the contact boundaries
zi, i = 1, p− 1. Let
(Bf +)(zi, ν) = Ri(ν)f +(zi, νR)+ Ti(ν)f +(zi, νT ),
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where νR = −ν and νT = ψi(ν) are the directions along which the incident radiation falls onto surface z = zi and the
direction in which the mirror-reflected or Snell-refracted radiation [20], having changed the direction to ν, propagates. The
matrix coefficients of reflection and transmission Ri and Ti are defined by the formulas [10,12]
Ri(ν) =

R2i,‖ 0
0 R2i,⊥

, Ti(ν) =

T 2i,‖ 0
0 T 2i,⊥
ni(ν)ν
ψi(ν)
,
where
Ri,‖(ν) = ni(ν)ψi(ν)− νni(ν)ψi(ν)+ ν , Ri,⊥(ν) = ψi(ν)−ni(ν)νψi(ν)+ni(ν)ν ,
Ti,‖(ν) = 2ψi(ν)ni(ν)ψi(ν)+ ν , Ti,⊥(ν) = 2ψi(ν)ψi(ν)+ni(ν)ν .
From the definition of R and T , it follows that:
(a) for all ν such that 1−n2i (ν)(1−ν2) ≤ 0, the equalities Ti(ν) = 0, Ri(ν) = E hold, and for ν = sgn(ν)ni(ν)/1+n2i (ν),
the equality Ri,‖(ν) = 0 holds; in optics these cases are named as total internal reflection and reflection at Brewster’s
angle [20];
(b) the elements of the matrix coefficients Ri and Ti are continuous over ν ∈ [−1, 0) ∪ (0, 1]; hence, the operator B maps
V (Γ +) into V (Γ −);
(c) for the matrix coefficients Ti and Ri, the relation Ti + Ri = E is valid.
Hence, operator B : V (Γ +)→ V (Γ −) is linear, bounded, and nonnegative, and ‖B‖ ≤ 1.
We define the class D(X0) in which the solution f of problems (1), (2) is sought.
Definition 1. We say that vector function f = (f1, f2) belongs to D(X0) if the following properties hold:
(1) fj(z, ν) is a function that is absolutely continuous over z ∈ (zi, zi+1], for all ν > 0, and absolutely continuous over
z ∈ [zi, zi+1), for all ν < 0, i = 0, p− 1, j = 1, 2;
(2) νf ′z (z, ν)+ µ(z)f (z, ν) ∈ V (X0);
(3) f −(z, ν) ∈ V (Γ −).
2. Auxiliary statements
For further reasoning we introduce the following function:
ξ(z, ν) =

zi, (z, ν) ∈ (zi−1, zi] × [−1, 0),
zi−1, (z, ν) ∈ [zi−1, zi)× (0, 1]. (3)
Function ξ(z, ν) is bounded and continuous over X0; hence, for all ϕ ∈ V (Γ −) we haveϕ(z, ν) = ϕ(ξ(z, ν), ν) ∈ V (X0),
and ‖ϕ‖V (Γ−) = ‖ϕ(ξ(z, ν), ν)‖V (X0).
For further convenience we will use the following designations: ξ(z, ν) = ξ,D(X0) = D, V (X0) = V , ‖ϕ‖Cb(G0) = ‖ϕ‖.
Consider the function
τ(z, z ′) =
∫ z
z′
µ(t)dt,
that is called the optical path between the points z and z ′. Let us define
K(z, z ′, ν) = exp

−1
ν
τ(z, z ′)

,
λ =
µs(z)µ(z)
 .
In what follows we assume that λ < 1. It follows from the latter inequality that there exists a functionµ(z) < µ(z),µ ≥
const > 0, such that
λ = µ(z)µ(z)
 < 1, λ∗ = µs(z)µ(z)
 < 1. (4)
As for the functionµ, one can use, for instance, the functionµ(z) = (µ(z)+ µs(z))/2.
The differential expression
Lf (z, ν) = νf ′z (z, ν)+ µ(z)f (z, ν)
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defines the linear operator L : D(X0)→ V (X0). In the space D(X0), we introduce the norm
‖ϕ‖D = max

‖ϕ−‖V (Γ−),
 Lϕµ

V (X0)

(5)
and prove the inclusion of D(X0) into V (X0).
To begin with, note that, following the typical scheme [19], one can prove that for all F(z, ν) ∈ V (X0) the function f ∈ D
is a solution of the equation
Lf (z, ν) = F(z, ν) (6)
if and only if the function f (z, ν) satisfies the equality
f (z, ν) = f −(ξ , ν)K(z, ξ , ν)+ 1
ν
∫ z
ξ(z,ν)
K(z, z ′, ν)F(z ′, ν)dz ′. (7)
It follows from (7) for arbitrary function f ∈ D that
f (z, ν) = f −(ξ , ν)K(z, ξ , ν)+ 1
ν
∫ z
ξ(z,ν)
K(z, z ′, ν)(Lf )(z ′, ν)dz ′. (8)
Lemma 1. The inclusion D(X0) ⊂ V (X0) takes place, with the following inequality fulfilled:
‖f ‖V ≤ ‖f ‖D. (9)
Proof. Let f ∈ D(X0); then f − ∈ V (Γ −), Lf ∈ V (X0) and representation (8) is valid. Since ξ ∈ Cb(X0) and τ ∈ Cb(G0 × G0),
thenK(z, ν) = K(z, ξ(z, ν), ν) ∈ Cb(X0) and, hence, the first term in (8) also belongs to V (X0). We change variables in the
second term and obtain
1
ν
∫ z
ξ(z,ν)
K(z, z ′, ν)(Lf )(z ′, ν)dz ′ = z − ξ(z, ν)
ν
∫ 1
0
K(z, (1− t)ξ(z, ν)+ tz, ν)(Lf )((1− t)ξ(z, ν)+ tz, ν)dt.
Since ξ(z, ν) ∈ Cb(X0), Lf ∈ V (X0), then the superposition (Lf )((1 − t)ξ(z, ν) + tz, ν) as a function of (z, ν, t) belongs to
the space V (X0× (0, 1)). Since 1ν K(z, z ′, ν) ∈ Cb(G0×G0×[−1, 0)∪ (0, 1]), then the function 1ν K(z, (1− t)ξ(z, ν)+ tz, ν)
as function of (z, ν, t) belongs to Cb(X0 × (0, 1)). Thus, from the theorem concerning continuity of the Lebesgue integral
with respect to the parameter we conclude that the second term in (8) belongs to V (X0), and hence, f ∈ V (X0). Let us prove
inequality (9). From (8), for any (z, ν) ∈ X0 and i = 1, 2, we obtain
|fi(z, ν)| ≤ ‖f −i ‖Cb(Γ−)K(z, ξ , ν)+
1ν
∫ z
ξ
K(z, z ′, ν)
µ(z ′)µ(z ′)
µ(z ′)µ(z ′) (Lfi)(z ′, ν)dz ′

≤ ‖f −i ‖Cb(Γ−)K(z, ξ , ν)+
λ
ν
∫ z
ξ
K(z, z ′, ν)µ(z ′)dz ′
 Lfiµ

Cb(X0)
≤ (K(z, ξ , ν)+λ(1− K(z, ξ , ν)))max‖f −i ‖Cb(Γ−),  Lfiµ

Cb(X0)

.
Here, we used the relation
1
ν
∫ z
ξ
K(z, z ′, ν)µ(z ′)dz ′ = 1
ν
∫ z
ξ
exp

−1
ν
∫ z
z′
µ(t)dt

µ(z ′)dz ′
= 1− exp

−1
ν
∫ z
ξ
µ(t)dt

= 1− K(z, ξ , ν)
and the conditionλ < 1. Hence, ‖f ‖V ≤ ‖f ‖D. 
Note that we have the following from (9): from convergence in D(X0), convergence in V (X0) follows; any two solutions
f , g ∈ D(X0) of Eq. (6), which coincide over Γ −, coincide in the entire set X0.
Lemma 2. The space D(X0) with the norm (5) is a Banach space.
Proof. Indeed, let {f(n)} be some sequence fundamental in D(X0), such that ‖f(n) − f(m)‖D → 0,m, n →∞. Since
‖f(n) − f(m)‖D = max

‖f −(n) − f −(m)‖V (Γ−),
 L(f(n) − f(m))µ

V (X0)

,
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and the spacesV (X0), V (Γ −) are complete spaces, then there exist elements F ∈ V (X0), ϕ ∈ V (Γ −) such that‖Lf(n)−F‖V →
0, ‖f −(n) − ϕ‖V (Γ−) → 0, for n → ∞. In view of Lemma 1, there exists a unique element f ∈ D(X0) such that Lf = F and
f −|Γ− = ϕ. We conclude from this that ‖f(n) − f ‖D → 0; hence, the space D(X0)with norm (5) is a complete space. 
Lemma 3. Let λ < 1; then for any function f ∈ D(X0) the estimate
‖f +‖V (Γ+) ≤ w‖f ‖D, (10)
is valid, where 0 ≤ w < 1.
Proof. Let f ∈ D(X0); then for this function the representation (8) is valid. We take into account the absolute continuity of
function f over variable z on the set {z ∈ (ξ(η, ν), η], (η, ν) ∈ Γ +}, and obtain
f +(η, ν) = f −(ξ(η, ν), ν)K(η, ξ, ν)+ 1
ν
∫ η
ξ
K(η, z ′, ν)(Lf )(z ′, ν)dz ′.
It follows from this that for all (η, ν) ∈ Γ +
‖f +‖V (Γ+) ≤ ‖f −‖V (Γ−)K(η, ξ, ν)+λ(1− K(η, ξ, ν))  Lfµ

V
≤ [q+λ(1− q)]‖f ‖D,
where
q =
exp−1ν
∫ η
ξ(η,ν)
µ(t)dt

Cb(Γ+)
= max
1≤i≤p
exp

−
∫ zi
zi−1
µ(t)dt

.
It follows directly from the definition of q and condition µ ≥ const > 0 that q ∈ [0, 1). We define w = q+λ(1− q) < 1.
Since the functionw(q) = q+λ(1− q), which is linear in q, increases with increasing q, andw(1) = 1, then, for q < 1 the
inequalityw(q) < 1 holds. 
Lemma 4. The expressions
(Aϕ)(z, ν) = 1
ν
∫ z
ξ
K(z, z ′, ν)ϕ(z ′, ν)dz ′, (11)
(Sϕ)(z, ν) = µs(z)
∫ 1
−1
P(z, ν, ν ′)ϕ(z, ν ′)dν ′ (12)
define linear operators A : V (X0)→ D(X0), S : V (X0)→ V (X0).
Proof. Linearity of these operators is self-evident. Let us show that A : V (X0)→ D(X0).
Let ϕ(z, ν) ∈ V (X0); consider the function φ(z, ν) = (Aϕ)(z, ν). Apparently, the function φ(z, ν) is absolutely
continuous over z as an integral with variable upper limit of an integrable function. It can be easily seen from the definition
of φ that φ−|Γ− = 0 ∈ V (Γ −). Let us show that Lφ(z, ν) ∈ V (X0):
Lφ(z, ν) = νφ′z(z, ν)+ µ(z)φ(z, ν) = −µ(z)
1
ν
∫ z
ξ
K(z, z ′, ν)ϕ(z ′, ν)dz ′ + ϕ(z, ν)
+µ(z)1
ν
∫ z
ξ
K(z, z ′, ν)ϕ(z ′, ν)dz ′ = ϕ(z, ν) ∈ V (X0).
Thus, A : V (X0) → D(X0). Let us show that S : V (X0) → V (X0). Let ϕ(z, ν) ∈ V (X0); then it follows from continuity and
boundedness of matrix element Pij(z, ν, ν ′) in X0 × [−1, 0) ∪ (0, 1] and from continuity and boundedness of µs(z) in G0
that Sϕ ∈ V (X0). The latter stems from the continuity theorem of the Lebesgue integral over the parameter. 
Recall that the operator B : V (Γ +)→ V (Γ −) and the functions ξ(z, ν), K(z, ξ(z, ν), ν) are continuous over X0, and
L

(Bf +)(ξ , ν)K(z, ξ , ν)
 = 0. (13)
We take equality (13) and inclusion D(X0) ⊂ V (X0) into account and obtain from Lemma 4 that the operator T acting by the
rule
(Tf )(z, ν) = (Bf +)(ξ(z, ν), ν)K(z, ξ(z, ν), ν)+ (ASf )(z, ν), (14)
maps the space D(X0) into D(X0).
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Definition 2. A function f ∈ D(X0) is called a solution of problems (1), (2), if:
(1) at all (z, ν) ∈ X0 this function satisfies the equation (Lf )(z, ν) = (Sf )(z, ν)+ J(z, ν);
(2) at all (z, ν) ∈ Γ − the following matching conditions hold: f −(z, ν) = (Bf +)(z, ν)+ h(z, ν).
If we take into account Lemma 4 and take F(z, ν) = (Sf )(z, ν)+ J(z, ν) and f −(z, ν) = (Bf +)(z, ν)+ h(z, ν) in Eqs. (6)
and (7), then the following statement holds: for a function f to be a solution of problems (1), (2), it is necessary and sufficient
that the operator equation
f (z, ν) = f0(z, ν)+ (Tf )(z, ν), (15)
f0(z, ν) = K(z, ξ(z, ν), ν)h(ξ(z, ν), ν)+ (AJ)(z, ν),
be satisfied with the function f in the class D(X0).
Thus, the solution of the boundary-value problems (1), (2) is equivalent to the solution of the operator Eq. (15), that we
rewrite as
(I − T )f = f0, (16)
where I is the unit operator in D(X0), and T is defined by (14).
3. Basic statements
Theorem 1. Let the conditions ‖B‖ ≤ 1, λ < 1, hold; then, there exists the unique solution of problems (1), (2), which can be
found in the form of the Neumann series
f (z, ν) =
∞−
k=0
(T kf0)(z, ν). (17)
Proof. To show the existence and uniqueness of the solution of the problems (1), (2) it suffices to show that ‖T‖ < 1. From
the definition of the operator T and the norm in the space D, and from equality (13), we have
‖Tf ‖D = max

‖Tf ‖V (Γ−),
 LTfµ

V

= max

‖Bf +‖V (Γ−),
Sfµ

V

.
Applying equalities (4), Lemmas 1 and 3 and the condition of the theorem, we obtain
‖Tf ‖D ≤ max{‖B‖ ‖f +‖V (Γ+), λ∗‖f ‖V } ≤ max{w, λ∗}‖f ‖D,
where the quantity w was introduced in Lemma 3. Then, we take into account inequality max{w, λ∗} < 1, and obtain that
‖T‖ < 1. 
Theorem 2. Let Ji = 0, i = 1, 2; then the estimate
|fi(z, ν)| ≤ ‖h‖V (Γ−), i = 1, 2 (18)
holds everywhere in X0.
Proof. First, let us prove the statement, which is similar to the theorem of comparison [8] for the vector case. Let f =
(f1, f2) and f = (f1,f2) be two solutions of problems (1), (2), which correspond to sets C = {µ,µs, n, P, h, J} andC = {µ,µs, n, P,h,J}. Let the conditionsµs ≥ µs, µ ≤ µ, hi ≤hi, Ji ≤Ji, i = 1, 2 (19)
hold. Let us consider the function f =f − f . LetT be the operator T , which corresponds to the setC . Applying Theorem 1
and condition (19), we obtain
f i =fi − fi = ∞−
k=0
(T kf0)i(z, ν)− ∞−
k=0
(T kf0)i(z, ν) ≥
∞−
k=0
(T kf 0)i(z, ν) ≥ 0.
Here, we used the fact that operatorT − T is nonnegative. Thus, we obtain the estimate fi(z, ν) ≤fi(z, ν), i = 1, 2, in X0.
Lethi = ‖h‖V (Γ−),Ji = (µ−µs)hi, i = 1, 2. In this case, it’s easy to prove thatfi(z, ν) = ‖h‖V (Γ−), i = 1, 2. From this,
we obtain the validity of estimate (18). 
4. Numerical experiments
In conclusion, consider some numerical experiments on solving problems (1), (2) with Fresnel matching conditions by
the Monte Carlo method. We suppose that the conditions of Theorem 1 hold true. Hence, there exists a unique solution of
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problems (1), (2), which can be found in the form of Neumann series (17). Using the Monte Carlo method we can calculate
the finite sum
N−
n=0
(T nf0)(z, ν). (20)
For that, we rewrite this sum in the form of the following recurrence relation:
fn(z, ν) = Tfn−1(z, ν)+ f0(z, ν), n = 1, 2, . . . ,N. (21)
Let us consider a structure of the operator T . It contains two summands: the first describes reflection–refraction effects
and may be calculated exactly; the second describes the contribution of scattering effects. Consider the second summand
in more detail for the case of the piecewise-constant coefficients µ(z), µs(z). Let z ∈ Gi; accordingly we define µ(z) =
µi, µs(z)/µ(z) = λi. By force of simple transformations we rewrite the integral summand in the right side of (14) in the
form
I(z, ν) = λi
ν

1− exp

−µi
ν
(z − ξ)
 ∫ z
ξ
∫ 1
−1
µi exp
−µi(z − z ′)/ν
1− exp (−µi(z − ξ)/ν)P(ν, ν
′)f (z ′, ν ′)dν ′dz ′. (22)
We can calculate the integral in this expression as the average of the distribution of the function f of random variables z ′, ν ′
distributed over corresponding intervals (ξ , z) and (−1, 1)with corresponding densities
µi exp(−µi(z − z ′)/ν)
ν(1− exp(−µi(z − ξ)/ν)) ,
1
2
. (23)
In accordance with the Monte Carlo method, we can approximate the integral (22) by the following finite sum:
I(z, ν) = 2λi
M

1− exp

−µi
ν
(z − ξ)
 M−
k=1
P(ν, νk)f (zk, νk).
Here νk, zk, k = 1, 2, . . . ,M , are independent realizations of the random variables z ′, ν ′ distributed with corresponding
densities (23). Hence, we can estimate the value of the function fn(z, ν), n = 1, 2, . . . ,N , by the following expressions:
fn(z, ν) ≈ f n(z, ν) = 1M
M−
k=1
sk(z, ν),
sk(z, ν) =

Bf n−1|Γ+

(ξ , ν) exp

−µi
ν
(z − ξ)

+ 2λi

1− exp

−µi
ν
(z − ξ)

P(ν, νk)f n−1(zk, νk)+ f0(z, ν), (24)
f 0(z, ν) = f0(z, ν).
Then we can calculate recurrence relation (24) by using the standard recursive procedure.
For the construction of the numerical experiment we took the following three-layer medium:
G0 =
3
i=1
Gi, G1 = (0, 1), G2 = (1, 2), G3 = (2, 3),
and piecewise-constant functions µ(z), µs(z), that is, µ(z) = µi, µs(z) = µsi for z ∈ Gi. The coefficient values were taken
asµ1 = 2.2, µ2 = 1.6, µ3 = 1.2, µsi = 0.5µi, n1 = 1.5, n2 = 1.3, n3 = 1.1.We assumed that matrix P describes Rayleigh
scattering. In view of [21,22], it is represented as
P(ν, ν ′) = 3
8

2(1− ν2)(1− ν ′2)+ ν2ν ′2 ν2
ν ′2 1

.
Two kinds of incoming radiation flows were taken. In both cases h(z, ν) = (0, 0) at the boundary z = 3. At the boundary
z = 0, in the first case h(z, ν) = (1, 0), and in the second case h(z, ν) = (1, 1).
For this case of the direct problem parameters, all of the conditions of Theorem 1 are fulfilled and solutions of the
problems (1), (2) can be calculated by use of the recursive relation (24).
Let us consider the expression max{w, λ∗} (see Proof of Theorem 1). For the values used for the coefficients µ,µs, we
can estimate
max{w, λ∗} < 0.761. (25)
In numerical experiments, the vector function was approximated by a sum of 12 terms in the Neumann series (17), that
correspond to the 12 steps in the recursive relation (24), i.e. N = 12. In this case the estimate (25) guarantees that the
truncation error for the truncated series (20) (or recursive relation (21)) is less than 3%.
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Fig. 1. The polarization state over z ∈ (0, 3), at ν = 0.5, for the case of non-polarized incoming flow of radiation.
Fig. 2. The polarization state over z ∈ (0, 3), at the ν = 0.5, for the case of linearly polarized incoming flow of radiation.
In all of the experiments, 5000 trajectories were taken (M = 5000). To estimate the accuracy of the method of finding a
solution to direct problems (1), (2), the root mean square error
δ(z, ν) = σ(z, ν)√
Mf N(z, ν)
(26)
was found for each value f N(z, ν) calculated by using formula (24). Here σ 2(z, ν) is an estimate of the sample variance
σ 2(z, ν) = 1
M − 1

M−
k=1
s2k(z, ν)−Mf 2N(z, ν)

.
For the valueM used, the maximum value of the δ(z, ν) in all experiments was less than 2%.
First, we calculated values of the expression f1 − f2f1 + f2
 (27)
over the interval (0, 3) at ν = 0.5. The expression (27) describes the polarization state of the radiation flow.
As one can see from Fig. 1, for the case of non-polarized incoming flow of the radiation (h = (1, 1) at z = 0), because
of scattering effects, the quantity (27) increases during increasing of the variable z for each layer Gi. Oppositely, for the case
of linearly polarized incoming flow of the radiation (h = (1, 0) at z = 0), the quantity (27) decreases during increasing of
the variable z for each layer Gi (see Fig. 2). In both cases the polarization state changes by jumps at the inner boundaries
z = z1, z = z2. This is explained by a jump of the refractive index.
In Fig. 3 we can see the behavior of the quantity (27) at the boundary z = 0 over ν ∈ (−1, 0). At the values ν = 0.5 and
ν = 0.68 the jump of the polarization state takes place. This is explained by the effect of total internal reflection.
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Fig. 3. The polarization state at the boundary z = 0 over ν ∈ (−1, 0).
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