FRMDN: Flow-based Recurrent Mixture Density Network by Razavi, Seyedeh Fatemeh & Hosseini, Reshad
FRMDN: Flow-based Recurrent
Mixture Density Network
Seyedeh Fatemeh Razavi, Reshad Hosseini
razavi_f@ut.ac.ir, reshad.hosseini@ut.ac.ir
University of Tehran
Abstract
Recurrent Mixture Density Networks (RMDNs) are a relativity old probabilistic model that are consisted
of two main parts: a Recurrent Neural Network (RNN) and a Gaussian Mixture Model (GMM), in which a
kind of RNN (almost LSTM) is used to find the parameters of a GMM in every time step.
While available RMDNs have been faced with different difficulties. The most important of them is
high-dimensional problems. Since estimating the covariance matrix for the high-dimensional problems is
more difficult, due to existing correlation between dimensions and satisfying the positive definition condition.
Consequently, the available methods have usually used RMDN for almost 3-dimensional problems with a full
covariance matrix or for high-dimensional problems with a diagonal covariance matrix.
One approach to tackle this problem is used in old speech recognition methods (based on GMM). Indeed,
they used factorization and tying schemes to reduce the number of parameters, increase the number of
components in the mixture, improve the power of modeling, and prevent overfitting. This approach has only
used in GMM’s literature, while it could be helpful for RMDNs, too.
Hence, in this paper with inspiring the mentioned approach, we consider a tied configuration for each
precision matrix (inverse of the covariance matrix) in RMDN as (Σ−1k = UDkU) to enrich GMM rather
than considering a diagonal form for it. But due to simplicity, we assume U be an Identity matrix and Dk is
a specific diagonal matrix for kth component. Until now, we only have a diagonal matrix and it does not
differ with available diagonal RMDNs; while we know a diagonal covariance matrix supposes independence
among dimensions.
Besides, Flow-based neural networks are a new group of generative models that are able to transform a
distribution to a simpler distribution and vice versa, through a sequence of invertible functions. Therefore,
we tried to apply this kind of precision matrix on transformed data. At every time step, the next observation,
yt+1, has been passed through a flow-based neural network to obtain a much simpler distribution. Finally,
we applied a diagonal GMM on transformed observations.
As a use case, we applied the proposed method for a Reinforcement Learning problem is known as the
world model. Experimental results verify the superiority of the proposed method to the base-line method in
terms of Negative Log-Likelihood (NLL) for RMDN and the cumulative reward for a controller with fewer
population size.
I. Introduction
Generative models as an important field of
unsupervised learning have tried to generate
samples from a data distribution. They attempt
to find a good representation of data distribu-
tion to learn how to generate samples from that
distribution. Moreover, designing a generative
model with tractable likelihood and efficient
sampling method has been considered as a
challenging task in machine learning [1]. In
other words, generative models try to estimate
a distribution somewhat sample data have been
drawn from it. Within high dimensional data,
this task is more complicated, because it has
usually been expressed like a joint probability
distribution. Further, it is applicable in lots of
different fields such as image generation [2],
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speech synthesis [3], text generation [4], etc.
Altogether, there are two significant kinds of
generative models based on their cost func-
tion: likelihood-based and non-likelihood-
based models. The most famous approach in
non-likelihood-based models is known as Gen-
erative Adversarial Network (GAN) [2]. Briefly,
its criterion is based on a min-max optimiza-
tion problem. It is too hard to optimize, but its
samples are realistic and non-smooth. Other
kinds of generative models are regarded as
likelihood-based models. Because their crite-
rion is defined in terms of likelihood. The most
major of these methods are Variational Auto-
Encoder (VAE) [5] and Normalizing Flow (NF)
models [6]. VAEs try to estimate and optimize
a lower-bound on the log-likelihood. It has
many advantages and disadvantages same as
other methods; it can be train and inference in
parallel; however, it suffers from smooth gener-
ated images. Another kind of likelihood-based
generative model is NF methods. It has be-
come more famous with some researches such
as NICE [7], RealNVP [8], GLOW [9] and so
on. Also, Auto-Regressive (AR) models are
other kinds of this approach that have auto-
regressive flow [10]. AR is simple but its sam-
pling is sequential and it cannot be parallel.
But generally, flow-based neural networks
are newer than the other kinds of generative
models; they have been proposed recently and
they have lots of advantages. Flow-based neu-
ral network exactly gains the latent random
variable corresponds to each sample due to
its reversibility property; so, it can calculate
the likelihood of data, while VAE only can ap-
proximate the lower-bound on the likelihood
of data. Furthermore, most of the flow-based
approaches have efficient training and infer-
encing methods except such methods like AR
flow-based ones. Another advantage of this
kind of network is that they have access to la-
tent space in comparison with GANs that do
not have access to latent space. Latent space
has a lot of benefits, because it is a kind of
representation learning, too. NF methods have
another important property; They need a con-
stant amount of memory, but the used amount
of memory in other networks has increased
with their depth [9][11].
Among proposed approaches, Mixture Den-
sity Network (MDN) [12] can get conditional
probability density function over output given
corresponding input. The most usage of MDN
is doing multi-modal regression; it usually
uses a Gaussian Mixture Model (GMM) [13]
to achieve this goal. The main point is that
the parameters of GMM are generated by a
neural network. Further, its criterion is Nega-
tive Log-Likelihood (NLL). In other words, the
output of a neural network is divided to three
parts, each of them corresponds to a specific pa-
rameter (coefficients, covariance matrices and
mean vectors of the components in the mixture
model), and then is applied suitable activation
functions on them to keep parameters in their
appropriate ranges. Due to multi-modal prop-
erty of real data, MDN is a good choice in
many applications such as handwritten syn-
thesis [14], reinforcement learning [15], speech
synthesis [16], anomaly detection [17], sketch
drawing [18], collaborative touchscreen inter-
action [19], demand forecasting [20][21][22],
trajectory prediction [23], spatiotemporal vi-
sual attention [25], feature enhancement [26],
pose estimation [27], uncertainty quantification
[28][29] and etc.
In the case of sequential data, one possible
choice of MDN is using a recurrent neural net-
work in the base of MDN (called RMDN [30]).
RMDN uses a recurrent neural network to gen-
erate the parameters of a GMM in every time
step to calculate the conditional probability of
current observation given the history of inputs
up to now. Due to the importance of sequential
data, this structure has been used in many ap-
plications such as handwritten synthesis [14],
reinforcement learning [15], sketch drawing
[18], demand forecasting [20], spatiotemporal
visual attention [25], trajectory prediction [23]
recommendation systems [24] and so on.
Deep Reinforcement Learning (DRL) has
been become popular, recently [31]. It has
been used in many applications such as simu-
lated1 [15] and real-world environments [32].
1https://blog.openai.com
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In general, DRL’s algorithms have been divided
into two main categories: model-based and
model-free methods. Model-based methods
have access to the environment as a predic-
tor of state-transition and rewards. Using a
model-based method has lots of advantages be-
cause an agent can predict the possible futures;
further, it has some disadvantages, since it usu-
ally does not have access to the ground-truth
of the environment. The model-free methods
are much easier than model-based methods to
implement, while they suffer from the sample
inefficiency problem due to needing a lot of
interactions of agents with the environment
to achieve good performance. Nevertheless,
the model-based methods do not need to gain
many samples, because the model can generate
lots of them. The world model [15] has been
considered as a model-based algorithm that
learns the model.
RDMN has a big fault; because it models
data with a simple form of distribution. It usu-
ally assumes a simpler form of GMM based
on its covariance matrix's structure like diago-
nal, block-diagonal, etc. Since estimating a
full covariance matrix is very complex due
to hard optimization and overfitting problems
[33]. But, real-valued data is more complicated
and RMDN needs a more powerful paramet-
ric distribution to model it. So in this paper,
we introduce some methodologies to enhance
the power of the parametric model. We pro-
pose a Flow-based RMDN (called FRMDN) to
overcome this problem. More details about the
proposed method have been presented in sec-
tion III. In this regard, our main contributions
are as follows.
• Moreover, we consider a decomposition
for precision matrix (inverse of covariance
matrix) as Σ−1k = UDkU for every compo-
nent in the mixture distribution, to reduce
the number of parameters in RMDN and
avoid overfitting. Since based on this de-
composition, every component in GMM
has a specific diagonal matrix (Dk), also
there is a shared matrix (U) among com-
ponents. So, we have different choices for
the matrix U, based on its shape.
• One choice of matrix U is to be an identity
matrix; in this case, GMM has less ability
to model data. In order to tackle this prob-
lem, we get help from a flow-based neural
network. Therefore we transfer original
data through a flow-based neural network
to gain much simpler distribution. There-
fore, a simple form of RMDN (eg. RMDN
with a diagonal GMM) for transformed
data can be overcome this problem.
Applicability of the proposed method has
been examined for a well-known reinforcement
learning problem, called the world model [15].
The experimental results verify the improve-
ment of the proposed method in comparison
with basic RMDN in terms of NLL. Moreover,
the performance of the controller in the case of
FRMDN outperforms the baseline in terms of
Average Cumulative Reward (ACR) for fewer
population size.
The paper is organized as follows. Section
II briefly introduces the background of this re-
search, such as RMDN and Flow-based neural
networks. Section section III proposes FRMDN.
Experimental results of FRMDN on a famous
reinforcement learning problem are presented
in Section IV. Finally, the paper is concluded
in Section V.
II. Background
The related literature to the proposed method
is introduced in this section.
i. Recurrent Mixture Density Net-
work (RMDN)
MDNs have been used to solve regression prob-
lems [12][34]. They use a neural network to
parametrize a GMM; in other words, they put
a mixture distribution, specifically a GMM in
the last layer of a deep neural network. De-
spite powerful methodology, these kinds of
networks suffer from some problems such as
hard optimization (because of joint optimiza-
tion for all parameters (neural network and
GMM)), numerical unstability, overfitting and
3
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Figure 1: A folded Recurrent Mixture Density
Network (RMDN).
so on, especially for high dimensional prob-
lems.
Based on applications, different kinds of neu-
ral networks such as feed-forward [12], recur-
rent [14][30], and convolutional [35] neural net-
works have been used in the researches. One
kind of MDNs is RMDN. Due to the impor-
tance of sequential data, RMDNs have been
used in some applications such as handwrit-
ten synthesis [14], sketch drawing [18], rein-
forcement learning [15], spatiotemporal visual
attention [25], and so on.
The overall structure of RMDN is depicted
as Figure 1. Besides, more details about the
training and the sampling of this model are
provided below.
By considering a dataset of
{
(xqt , y
q
t )
T
t=1
}Q
q=1
,
RMDN tries to compute a conditional distribu-
tion at time t, p(yt+1|xt) as Equation 1.
p(yt+1|x≤t) =
K
∑
k=1
αk(x≤t)ϕ (yt+1; θk(x≤t))
(1)
where, p(yt+1|x≤t) is the conditional prob-
ability at time t, K is the number of compo-
nents, αk is the coefficient of the kth component
which also is a function of current and previous
observations, ϕ (yt+1; θk(x≤t)) is a parametric
distribution (commonly is Gaussian distribu-
tion) which θk(x≤t) (the parameters of the kth
component) are gained through a function over
current and previous observations. Therefore,
in case of GMM, the parametric distribution
in Equation 1, ϕ (yt+1; θk(x≤t)), is written as
Equation 2.
ϕ(yt+1; θk(x≤t)) =
1
(2pi)
d/2|Σk(x≤t)|
1/2
exp
{−1
2
(yt+1 − µ(x≤t))TΣ−1(x≤t) (yt+1 − µ(x≤t))
}
(2)
where, d is dimension of problem, Σk is the
covariance matrix of the kth component, and
µk is the mean vector of the kth component.
It is common to consider the Negative Log-
Likelihood (NLL) as a cost function for training
RMDN. Equation 3 describes its criterion and
it is generally optimized with gradient descent
methods.
NLL(Y|X) = −
Q
∑
q=1
log
Tq
∏
t=1
p(yqt+1|xq≤t) (3)
Based on mentioned points, {αk, µk,Σk}Kk=1
are the outputs of the network at time t;
whereas, these parameters are a function of
the preceding observations. Therefore, in case
of GMM, there is a set of three kinds of param-
eters, mean vector (µ), covariance matrix (Σ)
and coefficient (α) of each component. Since
these parameters must satisfy some constraints
to be valid parameters, thus the last output
of the neural network at each time step is di-
vided into three parts and each part has its
own specific activation function to satisfy these
constraints.
Coefficient In order to achieve the condi-
tional probability equal to one in Equation 1,
it is necessary to say that the coefficients must
satisfy Equation 4:
K
∑
k=1
αk = 1, 0 ≤ αk ≤ 1 (4)
Based on the mentioned constraint, the fol-
lowing activation function (Equation 5) is ap-
plied on the part of last layer of the neural
network corresponds to coefficients (zα with
4
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|zα| = K); Equation 5 is known as softmax func-
tion.
αk =
exp(zαk )
K
∑
k′=1
exp(zαk′)
(5)
Mean vector The second part of the parame-
ters is mean vectors which indicate the position
of components of the mixture in space. It does
not need to apply any activation function on
corresponds outputs to the mean vectors (zµ
with |zµ| = K× d); therefore, the mean vectors
can be obtained based on Equation 6.
(µk)i = (z
µ
k )i, i ∈ {1, ..., d} (6)
Covariance matrix Finally, for the covariance
matrix, there are some remarks. Many of re-
searches consider a diagonal covariance matrix
for GMM, so in this cases, it is enough to in-
clude the diagonal elements of the matrix be
greater than zero; thus Equation 7 is applied
on the corresponds parts of the outputs to co-
variance matrix (zΣ with
∣∣zΣ∣∣ = K× d):
(σk)i = exp
(
zΣk
)
i, i ∈ {1, ..., d} (7)
where, σk is the diagonal elements of covari-
ance matrix of the kth component.
It's obvious the covariance matrix models
the variation of components in different dimen-
sions. So, when a diagonal covariance matrix
is used (same as Equation 7), the correlation
among different dimensions is ignored. While
considering a full covariance matrix involves
a hard optimization problem. Moreover, a full
covariance matrix must be positive definite
(called PD), and it's so intolerable to satisfy
this constraint. Besides, it has more parame-
ters,
∣∣zΣ∣∣ = K × d(d+1)2 , and maybe it overfits
over training data. However, it has been rarely
used in low dimensional space (at most two
dimensional space same as [14]) which can
model the correlation among dimensions.
Altogether, for sampling from RMDN at ev-
ery time step, it's necessary to apply a categor-
ical distribution to recognize more probable
Figure 2: Normalizing flow.
components of the mixture; after that, getting
samples can be done with sampling from the
corresponds component. Finally, the generated
sample is passed to the next time step as input
to find the next time step's parameters.
ii. Normalizing Flow (NF)
The main goal of NF is transferring a simple
distribution to a more complex one. It is done
by applying a combination of invertible func-
tions. In other words, a distribution is trans-
ferred based on a specific invertible function,
then it is passed to another one as input; fi-
nally, a more complex distribution is gained
after this chain of invertible transformations.
The overall concept of this network has been
depicted in Figure 2. By considering a la-
tent random variable z0 ∈ Rd with density
function p0, NF applies a sequence of invert-
ible functions to find a new random variable
zN = fN ◦ ... ◦ f1(z0), zN ∈ Rd, with density
function pN . It is important to note that each
transformation function is invertible and has
simple Jacobian form, therefore, the inverse of
NF is held as z0 = g1 ◦ ... ◦ gN(zN), z0 ∈ Rd,
where,
{
gn = f−1n
}N
n=1. The density of the last
random variable (zN) can calculate through
Equation 8 based on the change of variables
rule.
pN(zN) = p0(z0)
N
∏
n=1
∣∣∣∣det ∂ fn(zn−1)∂zn−1
∣∣∣∣−1 (8)
where, det ∂ fn(zn−1)∂zn−1 is the Jacobian determi-
nant of the nth transformation.
Therefore, NF can transform a simple prob-
ability distribution (commonly Gaussian dis-
tribution) into a much more complicated one.
Two next conditions are necessary to have a
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tractable likelihood for the mentioned prob-
ability distribution functions: f must be in-
vertible and the Jacobian determinant must be
computed efficiently. It should be noted the
cost function of NF is NLL. Therefore, the exact
likelihood of data is tractable in NF framework.
III. Proposed method
It is important to pay attention that all men-
tioned researches [14][15][16] cannot handle
a large scale full covariance matrix in MDN
or RMDN except with considering a diagonal
form for it. In fact, they use a simpler form
of GMM; most of them use diagonal Gaus-
sian in their distributions. Because a diagonal
GMM can be written as a multiplication of
many single Gaussian distributions. Moreover,
due to existence the log of covariance matrix
and inverse of it, the formulation of a diag-
onal GMM is much easier than a full GMM.
Although, it is trivial some distributions in real
world are more sophisticated and cannot be
modeled with a diagonal GMM. There are dif-
ferent approches in the GMM’s literature to
enrich the covariance matrix and avoid over-
parametrization such as sharing parameters
[36][37][38], sparse structure [39] and etc.
In order to overcome this problem, we’ve
proposed a new approach. We’ve just passed
the next observations through NF to calculate
its likelihood with GMM. Further, we’ve con-
sidered a strategy for sharing parameters in
GMM to avoid overfitting. The details of our
contribution are explained as follows.
1. The main idea is about proposing a decom-
position for covariance matrix. Briefly, we
assume Σ−1k = UDkU. Therefore, every
component in the mixture has own spe-
cific diagonal matrix (Dk) and all of them
have a same full matrix as U. In fact, all
components have a shared matrix. This
idea is inspired from previous researches
about GMM [36].
2. Another consideration is about using a
flow-based neural network to transform
data into another space that we wish the
Figure 3: Flow-based Recurrent Misxture Density
Network (FRMDN).
distribution of data is much simpler than
before. The base idea related to this is-
sue is that we want to estimate a simpler
data, so we want to transfer original data
through a flow-based neural network to
gain the desired distribution. A similar
idea about this transformation to simplify
the distribution has been proposed in [3].
The main structure of our model has been de-
picted in Figure 3. In fact, we want to compute
f (yt+1|x≤t) at time t. We can model it through
Equation 9. Actually, at every time step t,
the proposed method tries to estimate a con-
ditional probability distribution, f (yt+1|x≤t),
like a GMM.
f (yt+1|x≤t) =
K
∑
k=1
αk(x≤t)ϕ( f (yt+1); θk(x≤t))
(9)
where, f (yt+1|x≤t) is the conditional proba-
bility of transformed observation given preced-
ing inputs at time t, K is the number of compo-
nents, αk(x≤t) and θk(x≤t) are the parameters
of the kth component, ϕ ( f (yt); θk(x≤t)) is a
Gaussian distribution as Equation 10.
ϕ ( f (yt+1); θk(x≤t)) =
1
(2pi)
d/2|Σk(x≤t)|
1/2
exp
{−1
2
( f (yt+1)− µ(x≤t))TUD(x≤t)UT ( f (yt+1)− µ(x≤t))
}
(10)
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where, d is the dimension of problem, U is a
shared matrix among components, Σ−1k (x≤t) =
UDk(x≤t)UT , Dk and µk are the inverse of co-
variance matrix, a diagonal matrix and the
mean vector of the kth component, respectively.
All in all, the criterion for training the pro-
posed method (Flow-based RMDN named FR-
MDN) is same as RMDN. So, we can consider
NLL for the proposed idea as Equation 11.
NLL(Y|X) = −
Q
∑
q=1
log
Tq
∏
t=1
K
∑
k=1
αk(x
q
≤t) |U|
∣∣∣Dk(xq≤t)∣∣∣
(2pi)
d/2
exp
(−1
2
(
f (yqt+1)− µ(xq≤t)
)T
UD(xq≤t)U
T
(
f (yqt+1)− µ(xq≤t)
))
(11)
Based on Equation 11, we have different
structure corresponds to the form of U (diag-
onal, square, non-square). More details about
them have been discussed below.
i. U is an Identity matrix
In this case, we can summarize the proposed
method by replacing U in Equation 11 with
an identity matrix (U = Id×d). Moreover, be-
cause of notations in subsection ii, we assume
z0 = y
q
t+1 at time t. So we apply a series of
invertible functions as NF on it to achieve a
new random variable that we hope it can easily
be modeled with a diagonal GMM. Therefore
by considering a diagonal GMM for model-
ing ϕ( f (yqt+1)|xq≤t), Equation 11 is rewritten as
Equation 12.
NLL(Y|X) = −
Q
∑
q=1
log
Tq
∏
t=1
K
∑
k=1
αk(x
q
≤t)
∣∣∣Dk(xq≤t)∣∣∣
(2pi)
d/2
exp
−1
2
Dk(x
q
≤t)
(
UT f (yqt+1)
)2 − µTk (xq≤t)Dk(xq≤t) f (yqt+1) + Dk(xq≤t)µ2k(xq≤t)
(12)
Generating samples from FRMDN is easy
due to use NF’s properties. It's enough to gen-
erate a sample from the diagonal GMM (zqt+1)
at every time step, and then apply an inverse
transformation (like f−1 = fN−1 ◦ ... ◦ f1−1 or
g = gN ◦ ... ◦ g1) on it. The mentioned method
is formulated in Equation 13. The progress of
one step of training and sampling in this case
has been proposed in Algorithm 1.
xqt+1 = g(z
q
t+1) = f
−1(zqt+1) (13)
Algorithm 1 FRMDN with U = Id×d.
1: procedure Training
2: Xt ← current input
3: Yt+1 ← next observation
4: Zt+1 ← NF(Yt+1)
5: {αk, µk, Dk}Kk=1 ← DeepRNN(Xt)
6: loss← calculate Equation 12
7: return loss
8:
9: procedure Generating
10: Xt ← current input
11: {αk, µk, Dk}Kk=1 ← DeepRNN(Xt)
12: Zt+1 ← get a sample from GMM({αk, µk, Dk}Kk=1)
13: Yt+1 ← calculate Equation 13
14: return Yt+1
ii. U is a square matrix
Another case of FRMDN is when we consider
a shared full square matrix like U and K diago-
nal matrices specific for each component. This
approach reduces the number of parameters
in comparison to considering a full covariance
matrix for each component. It’s a common ap-
proach in the literature of GMM that named
tied GMM [36]. Despite a little increasing in
the number of parameters in GMM with this
factorization in comparison with a diagonal
GMM, it has much more ability to estimate the
true distribution compared to another one. The
number of parameters for three different struc-
tures of GMM has been reported in Table 1.
However, with a little mathematics manipu-
lation, it’s clear that transformed data under
a linear transformation like wTx, has a diag-
onal covariance matrix as wT∑dataw, where w
is composed of the eigenvectors of ∑data. By
this point, FRMDN with full square matrix U
is equivalent with FRMDN with Identity U for
transformed data. Since, every full covariance
matrix in a space is equal to a diagonal one in
another space.
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It should be noted that, without above con-
sideration in the case of full matrix for U, we
cannot simplify the general form of the cost
function. Therefore, the cost function remains
same as Equation 11. Based on this equation,
U is not dependent on the input of the network.
In this case, we can consider a tied version of
FRMDN due to its covariance matrix’s struc-
ture. This structure is common in the speech
recognition literature to reduce the number of
parameters in GMM, avoid overfitting and in-
crease the ability of the model.
iii. U is a non-square matrix
An interesting case of FRMDN is when U in
Equation 11 was not an square matrix. There-
fore, it needs to extend an efficient method
to tackle non-square determinant computation
for |U|. This is an interesting case, and it will
be followed in the future works.
IV. Experimental results
In this section more details about the proposed
method in comparison with other approaches
have been described.
i. Application: world model
There are different applications of RMDN
[14][15][18]. One of them is in the field of rein-
forcement learning [15]. This cognitive-based
agent consists of three major parts: vision
model so as to understand the world, Mem-
ory model in order to save events and predict
the future, and finally Controller to make an
accurate decision based on two previous parts
to react in the world. The general idea of this
method has been illustrated in Figure 4
Due to decreasing the complexity of the con-
troller unit, all units are trained separately. Fur-
thermore, other units are trained by the gra-
dient descent methods, but the controller is
trained by an evolutionary algorithm; because,
the number of parameters in the controller is
not a lot. So, the original method [15] has
Figure 4: Diagram of the agent model based on
the proposed method in [15].
used the Covariance Matrix Adaptation Evo-
lution Strategy (CMA-ES [40]) to optimize the
controller. Each part in Figure 4 is briefly ex-
plained and examined in the three following
sections.
Visual component The input of the agent
model is a sequence of frames, each frame is a
high dimensional image. This unit provides a
method to learn the main features of input like
a compact representation (named z). So it uses
a Variational Auto-Encoder (VAE) to do this
task. Accordingly, each frame is transferred to
a latent vector.
Memory component This unit uses preced-
ing information of previous unit to memorize
them and predicts the future. It tries to predict
the next latent variable z based on the previ-
ous ones. Due to stochastic behavior of the
environments, this unit tries to predict a dis-
tribution over latent variables. According to
the sequential nature of input (a sequence of
frames), this unit needs a recurrent version of
MDN to predict the future based on its pre-
vious observations; in other words, it models
p(zt+1|z≤t). Moreover, it uses additional infor-
mation in every step, so that this probability
is written as p(zt+1|zt, at, ht), where ht is the
current hidden layer of RNN, at is the current
8
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Table 1: Number of parameters in different GMM.
Factorization α µ Σ Total
FullGMM K Kd Kd(d+1)2
K(2+3d+d2)
2
DiagGMM K Kd Kd K(1 + 2d)
TiedGMM K Kd d2 + Kd K(1 + 2d) + d2
action and zt is the current latent vector. The
original paper [15] assumes a diagonal GMM
over the latent variables which its parameters
is estimated by a RNN.
Control component This unit makes an ac-
curate decision based on preceding informa-
tion until now. The point is that it wants to
maximize the expected cumulative reward of
the agent. It tries to reduce the complexity of
the control unit and transfer more complex-
ity toward two previous parts. Therefore, it
considers a simple linear model with an in-
put (the concatenation of zt and ht). The key
point is that, this unit only interacts with the
environment, but other units don't have direct
information about actions.
Based on the mentioned points, the proposed
method is similar to the world model with this
difference that RMDN unit is replaced with
FRMDN to generalize the probability for real
distributions as Algorithm 2. In this paper, we
examine our model on two environments, Car-
Racing (the same as the original paper [15])
and Super-Mario2.
Algorithm 2 Flow-based Mixture Density Net-
work
1: procedure FRMDN
2: Generate N rollouts by a random policy
3: Train the VAE to encode every frame
4: Train the FRMDN to find P( f (Yt+1)|Xt)
5: Train the Controller with cma-es 3 [40]
2https://pypi.org/project/gym-super-mario-bros
ii. Usecase of flow-based: RealNVP
real-valued non-volume preserving Among
flow-based neural networks, Real-valued Non-
Volume Preserving (RealNVP) is one of the
earliest method between them [8]. Due to us-
ing this network in our experiments as a block
in Figure 3, we will explain it in this section.
The abstract of it is as follow: In other
word, the first part of input does not change
same as y1:d′ = x1:d′ . But in the second
part, it uses a scale and transition function.
So the rest of the input is changed same as
yd′+1:d = xd′+1:d  exp(s(x1:d′)) + t(x1:d′). The
main point is that, functions s and t does not
have any constraints. Because invertibility of
network is straightforward and it does not de-
pend to invertibility of s and t anymore. More-
over the computation of Jacobian determinant
of transformation is independent from the com-
putation of Jacobian determinant of s and t. All
in all, the main achievement of this model is
that s and t can be complex as desired; deep
neural network is usually used. In this pa-
per, we’ve used 1 layer feed-forward neural
network as s and t.
The general view of using RealNVP in our
paper is as Figure 5. Actually, we want to use a
RealNVP network, while input and output of it,
are correspond to yt+1 and zt+1, respectively.
iii. VAE
Our contribution is about the memory com-
ponent in the world model (paragraph i). So,
because of not changing in the VAE’s structure
and for a fair comparison, we didn’t change
the VAE’s setting and it remains the same as
the original paper as bellow. Although, we did
some experiments to find the best structure.
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Figure 5: RealNVP network.
This unit uses a Convolutional VAE (named
CVAE) to encode each frame to a latent vari-
able z. Firstly, each colored image is resized to
a 64× 64× 3 image with values between 0 and
1. After that, by passing each frame through a 4
layers convolution neural network with a stride
of 2, we gain two low dimensional vectors µ
and σ; because we have a Gaussian prior on the
latent variable z as N(µ, σ2 I). The dimension
of z is related to the problem; |z| = 32 has been
selected in our experiments. The latent vector
z that is sampled from this distribution, is pro-
cessed by a deconvolution unit to reconstruct
the original image. All layers have a ReLU
activation function except the last layer that
has a Sigmoid activation function to force the
outputs be between 0 and 1. The cost function
is L2 distance in addition to Kullback-Leibler
(KL) loss.
We did some experiments and found follow-
ing results. Table 2 and Figure 6 have reported
more results about VAE and its setting.
iv. FRMDN
The goal of this section is finding the best struc-
ture of FRMDN to use it in a controller in the
world model experiments. Therefore, in these
experiments, we’ve tried to find the best FR-
MDN in comparison with RMDN in the world
model.
Generally, the overall structure of RMDN in
the world model is as follows: The authors
of the world model [15] have reported that
they have a recurrent neural network (one Lstm
layer with 256 hidden units) combined with
a MDN at the last layer of it to model zt+1.
Although, they have used a factorized GMM
distribution as MDN and they had trained their
model for 20 epochs.
Since our model has consisted of two parts,
RMDN, and Flow-based neural network, due
to a fair comparison we’ve usually fixed the
first part and only applied flow-based neural
network to find a good configuration. Because
our model is the combination of a flow-based
neural network with RMDN, so we are not
limited to NLL of the GMM as a loss function;
moreover, we have another term because of
the presence of the flow-based neural network.
All in all, the loss function of FRMDN is as
Equation 14.
log PZ0(z
0
t+1) = − log PZN ( f (z0t+1))−
N
∑
n=1
log
∣∣∣∣∣det ∂ fn(znt+1)∂znt+1
∣∣∣∣∣ (14)
where, the first term, log PZN ( f (z
0
t+1)), is the
same as the Equation 12 and log |det ∂ f (zt+1)∂zt+1 |
is the logarithm of Jacobian determinant. In
fact, we transfer a data distribution, PZ0 , to a
more simple distribution same as a diagonal
GMM that its parameters are obtained via a
recurrent neural network.
As a hint for readers, Equation 14 has been
obtained by the chain rule and the properties
of invertible functions, like Equation 15
pZ0(zt+1) = pZN ( f (zt+1))
∣∣∣∣det ∂ f (zt+1)zt+1
∣∣∣∣
(15)
According to the mentioned contents, we
only compare the first term of Equation 14
(the NLL of GMM) for a fair comparison. All
experiments have been reported in Table 3 and
Figure 7.
Based on the results, it’s clear that FRMDN
could achieve better results in terms of NLL.
However, when the number of parameters in-
creases, the rate of decreasing of NLL will be
very high.
Another idea is about using a mixture of
logistic distribution instead of GMM; however
10
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Table 2: VAE’s settings and its cost value for two environments.
Model Parameters Car-Racing Super-Mario
loss train loss test loss train loss test
V1
optimizer=Adam
learning rate=1e-3
batch size=16
27.88 29.21 25.70 25.97
V2
optimizer=Adam
learning rate=1e-3
batch size=32
27.34 28.62 23.92 24.32
V3
optimizer=Adam
learning rate=1e-3
batch size=64
26.98 28.30 23.46 23.63
V4
optimizer=Adam
learning rate=1e-3
batch size=128
26.95 28.24 22.28 22.12
(a) cost function of V4 model (Car-Racing) (b) cost function of V4 model (Super-Mario)
Figure 6: Cost function of VAE for the best reported models in Table 2
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its results in term of NLL is not desirable as
GMM, but we report them in this part.
For this purpose, we have examined a mix-
ture of logistic distribution as ϕ( f (yqt+1)|xq≤t)
same as Equation 16 in Equation 9.
ϕ ( f (yt); θk(x≤t)) =
1
C
(
1
1 + exp
(
−
(
x− µk(x≤t) + C2
)
/σk(x≤t)
)
− 1
1 + exp
(
−
(
x− µk(x≤t) + C2
)
/σk(x≤t)
) )
(16)
By this formulation, NLL in Equation 11 is
rewritten as Equation 17. The results of this
model has been reported in Table 3 in the sec-
ond line in each experiment. As can be seen
from the results, its performance is almost the
same as before. Also, it should be noted that C
has been chosen equal to one in all settings.
NLL(Y|X) = −
Q
∑
q=1
log
Tq
∏
t=1
K
∑
k=1
αk(x
q
≤t)
C
(
1
1 + exp
(
−
(
x− µk(x≤t) + C2
)
/σk(x≤t)
)
− 1
1 + exp
(
−
(
x− µk(x≤t) + C2
)
/σk(x≤t)
) )
(17)
v. Controller
The input of this unit is concatenation of
two vectors (zt (encoded observation) and
ht (hidden state of the LSTM)). This unit
is assumed as a linear layer that does not
have many parameters. Therefore, it can be
solved with an evolutionary algorithms like
Covariance-Matrix Adaptation Evolutionary
Strategy (CMA-ES) method [40].
By considering this structure, the average
cumulative reward for two mentioned meth-
ods (the baseline and the proposed method) is
drawn in the two following figures (Figure 8
and Figure 9) for two environments.
According to these results, the proposed
method received better convergence speed
for fewer population sizes, especially in Car-
Racing task. Also, the performance of it is al-
most the same as the baseline method in other
cases. It seems it can be improved by tuning
parameters of the controller, specific to each
environment.
V. Conclusion
A new version of RMDN proposed in this pa-
per to overcome the problems of basic RMDN.
In fact, at every time step, the parameters
of a GMM is obtained by the preceding in-
puts, while GMM is calculated over trans-
formed data by a flow-based neural network.
Due to the properties of the flow-based neu-
ral networks, the calculation of the proposed
method, is also invertible and it is a genera-
tive model, too. Furthermore, the transformed
data has a simpler structure and can be mod-
eled with a diagonal GMM. We know, com-
mon basic RMDNs assume a diagonal covari-
ance matrix on data in high dimensional space,
while despite the ability to model the prob-
lem, it requires a much larger number of pa-
rameters. Because they ignore the correlations
among dimensions. Therefore, applying a dig-
onal GMM on transformed data is more rea-
sonable. This idea tackles high-dimensional
problems, too. Since, by considering a tied
scheme in this paper for the precision matrix as
Σ−1k (x≤t) = UDk(x≤t)U
T , we could construct
the covariance matrix with desirable dimension
and satisfying positive definite condition.
All in all, the results show the superiority
of FRMDN to RMDN in terms of NLL in the
previous section, while as a controller they
have the same performance in most cases. Al-
though, FRMDN has better convergence speed
with fewer population sizes. It is worth noting
that, each environment has specific parameters,
therefore the baseline’s setting is not good in
all situations. According to the authors’ blog
post4, the authors approved this idea in the
mentioned blog post and suggested to propose
different code for different environments and
not one code for all cases. So, developing a cus-
tom code for every environment is necessary.
But for a fair comparison, we didn’t change the
hyper-parameters of RMDN such as mixture
number and so on. While changing the in FR-
MDN’s setting may lead to better performance.
Moreover, the executation is so expensive in
4https://blog.otoro.net//2018/06/09/world-models-
experiments/
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Table 3: FRMDN’s setting and its NLL cost function. In each row, the first line and the second line are related to
GMM and mixture of logistic, respectively.
Method Model Parameters Car-Racing Super-Mario
NLL train NLL test NLL train NLL test
main M1 VAE = V4
34.44
37.95
34.22
37.89
38.17
40.2
38.27
40.07
FRMDN
M1F
VAE = V4
optimizer=RMSprop
learning rate=1e-4
component number=1
hidden size (LSTM)=128
29.22
30.76
28.85
30.85
32.14
32.90
31.77
32.77
M2F
VAE = V4
optimizer=RMSprop
learning rate=1e-4
component number=1
hidden size (LSTM)=256
29.18
30.68
29.10
30.82
31.85
32.78
31.55
32.59
M3F
VAE = V4
optimizer=RMSprop
learning rate=1e-4
component number=5
hidden size (LSTM)=128
20.64
25.53
20.06
25.52
24.21
27.38
23.70
27.21
M4F
VAE = V4
optimizer=RMSprop
learning rate=1e-4
component number=5
hidden size (LSTM)=256
20.40
25.26
19.80
25.13
24.05
27.25
23.56
27.09
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(a) cost function of RMDN in M1 model (Car-Racing) (b) cost function of FRMDN in M4F model (Car-Racing)
(c) cost function of RMDN in M1 model (Super-Mario) (d) cost function of FRMDN in M4F model (Super-Mario)
Figure 7: Cost function of RMDN and FRMDN for the reported models in Table 3
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(a) (b)
(c) (d)
Figure 8: Average Cumulative Reward (ACR) for Car-Racing environment with different population size according to
CMA-ES with σ = 0.05
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(a) (b)
(c) (d)
Figure 9: Average Cumulative Reward (ACR) for Super-Mario environment with different population size according
to CMA-ES with σ = 0.7
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terms of resources and time consuming, so we
have reported the current state of our imple-
mentations.
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