, a linear growth relationship between the dental measurement and age was assumed. This is also assumed in our subsequent analysis, together with homoscedastic normal errors within each separate population (girls, boys). Let x j , Y j denote, respectively, the Jth time point (using age 11 as origin) and associated measurement on the ith individual ( -1,... . 11 for the population of girls, J -12,..., 27 for the population of boys, J -1,...,4). Table 1 Here -------------------
DITRODUCTION

Povulation Models
Population models are widely used In biometrical growth analysis (see, for example, Berkey, 1982, Lange, Carlin and Gelfand, 1992) , in pharmacokinetic studies as part of drug development procedures (see, for example, Beal and Sheiner, 1980, Lindstrom and Bates, 1990) , and have a long history of use in educational research (Novick et al, 1972) , econometrics (Swamy, 1970 ) and other fields.
Related models are now Increasingly used for multi-centre clinical trials (Skene and Wakefield, 1990) and for spatial epidemiology studies (Besag et al, 1991) . In the context of (1. 1), interest my centre on Inference for components of e (.e. relating to aspects of specific Individual profiles), or for (I.e. relating to population characteristics), or on predictions of future observations from an already included individual or a new individual drawn from the same population. In all cases, the Integrals required for a fully Bayesian analysis are typically not available in closed form and numerical or analytic approximation is required. Hitherto, however, no approximation approach has been found to be entirely satistfactory. The purpose of this paper is to demonstrate that a highly effective Bayesian computation strategy for general population model analysis is available, based on the Gibbs sampler.
Structure of the paper
In Section 2, we consider In detail two population model examples (one linear, one non-linear), which pose challenging problems going beyond basic population analysis, by modelling and analyzing population outliers and meanvariance relationships.
In Section 3, we provide a description of the Gibbs sampler approach to Bayesian calculations for hierarchical models. In Section 4, we analyse In detail the linear model example, exhibiting, in particular, a method for detecting population outliers.
In Section 5, we analyse in detail the nonlinear model example. We show, in particular, that the inclusion of mean-variance relationships causes little additional computational difficulty with the Gibbs sampler approach. The key message in both Sections 4 and 5 is that the seemingly intractable calculations associated with the Bayesian analysis of population models do indeed become relatively straightforward under the Gibbs sampler approach.
In Section 6, we put the Gibbs Sampler approach in perspective by commenting briefly on other available alternatives.
ILLUSTRATIVE EXAMPLES
2.1 A linear population biological Erowth example Table 1 records dental measurements of the distance (in a) from the centre of the pituitary to the pteryo-maxillary fissure in 11 girls and 16 boys at the ages of 8, 10, 12 and 14 years. Both In the original analysis (Potthoff and Roy, 1964) and in a Bayesian reanalysis (Fearn, 1975) , a linear growth relationship between the dental measurement and age was assumed. This is also assumed in our subsequent analysis, together with homoscedastic normal errors within each separate population (girls, boys). Let x j , Y j denote, respectively, the Jth time point (using age 11 as origin) and associated measurement on the ith individual ( -1,... . 11 for the population of girls, J -12,..., 27 for the population of boys, J -1,...,4). Table 1 Here -------------------For both the girl and boy populations the first stage model of (1. 1) Since information from Individuals within each population is effectively 'pooled' to give population 'mean' Inferences, it can be important in such studies to guard against an aberrant or 'outlying' Individual unduly influencing the population Inference.
--------------------------
Proceeding naively, examining, for example, the pooled population of girls and boys. one might plot the leastsquares estimates of ntercepts and slopes, as in Figure 1 . Should one conclude from the plot that the boy labelled 24 Is a 'slope outlier'? Or that the boy labelled 21 is an 'intercept outlier'? We seek a modelling analysis strategy which will .provide both a coherent outlier detection diagnostic and direct inferences which accommodate the effect of any outliers present. The main inference questions in this study relate to differences in growth between the girl and boy populations. We shall provide illustrative analyses of this n Section 4, taking into account the outlier issue discussed above.
2.2 A nonlinear povulation vharmacokinetlc example Table 2 presents pharmacokinetic data on the plasma concentration of the drug Cadralazine in 10 cardiac failure patients at various times after the administration of a single dose of 30mg. 
(
Pi. i) and denoting the righthand-side of (2.1) by iij(01), we assume that log Yij " log 1Ij(0 ) + C ii with independent normal errors having zero mean and constant variance T-A second modelling possibility is to assume that
with independent normal errors having zero mean and variances given by
so that a: 0 indexes a power law relationship between the variance and the mean. We shall refer to these two variance models as the lognormal model and the power model.
In Section 5 we shall show, in fact, that neither of these formulations is adequate for the Cadralazine data. We now describe a third, more complex error model. In fact, from a Bayesian perspective the single most relevant summary will often be the predictive distribution (for example.-of the half-life) for a new Individual from the population, or from a subpopulation (typically conditioning on covarates). A predictive distribution for concentration can, in particular, enable the benefits of a candidate dosage regimen to be investigated.
THE GIBS SAMPLER
Suppose that the Joint probability structure for a collection of random for further details and an application.
A Student-linear Dopulation model
To robustify the second-stage of the hierarchical model given In Section 2.3. suppose that we wish to replace the assumption that the 01 are a random sample from an N(i. X) distribution by the assumption that they are a random sample from St (' ). a multivariate Student-t distribution with mean p.
covarlance matrix I and degrees of freedom P. 
Illustrative analysis
Using the model structure outlined In Section 4.2, the data In Table I was analysed with a number of second stage assumptions. 
The following Gibbs strategy was used: 25 cycles were run Initially for 30 iterations before being Increased to 50 cycles. These were run for 30
Iterations also before being increased to 100 cycles for 100 Iterations.
One of the principal als of this Illustration is the detection of outlying individuals using the St P model. The scale parameter A is a good global Indicator of outliers. The prior expectation of A 1 Is 1, so that a A value substantially below 1 Indicates that the 1th Individual parameter vector (a 1 , PI) Is likely to be far away from the population mean e.
Since the
Mahalanobis distance Is effectively used here to measure the distance from , A I provides only a global diagnostic for outliers.
To investigate further the specific elements of 01 for which the particular individual Is outlying, one needs to examine moment summaries or graphical displays of a, P,, marginally or Jointly using the generated samples. 
Figure 2 Here
To compare the influence of the outliers on the overall Inferences, the data set of the boys was reanalyzed using the normal model, first with the full data set (NO). then with boy 21 removed (Ni) and then with both boys 21
and 24 removed (142). The median, 5% and 95% posterior sample percentiles of -1 aB , B and T (the population Intercept, slope, and measurement variance), along with the sample mean of the population covarlance matrix E are summarized In Table 3 for the various models for the boys, and for the St 2 model for the girls. The boy population parameter inferences shift in the expected directions with the various normal models; e. g., the Intercept in NO Is higher than that of NI and N2.
The population variance of both the Intercept and slope are higher In the NO model than In the other normal models.
The results for the St 2 model lie, as expected, between NO and m2. The main objective in this problem is to make inferences concerning the difference in dental growth between boys and girls. For this comparison, the St 2 model was chosen for both groups. Let a(t) be the difference In the dental measurement of boys and girls at age t, given by
8(t) -(LB + iB(t-1)) -(aG + G(t-1))
One can easily obtain posterior samples of a(t) by direct substitution of the corresponding values of the generated samples of &B' 9B and &G, P. Figure 3 displays box plots of the differences at ages 8, 10, 12 and 14 years. It is quite clear that the boys have higher dental measurements and the differences become increasingly larger as a function of age. 
ANALYSIS OF THE NONLINEAR PHARNACOKINETIC EXAMPLE
We begin in Section 5. 1 by identifying the forms of the full conditionals for the power model specification (2.2) given in Section 2.2. In Section 5.2
we carry out an analysis of the data presented in Table 2 and discuss the two alternative model specifications of Sections 2.2.
1 A nonlinear Dopulation model
Suppose that the f irst-stage of the model has the form [. , , . -, ., 71
[Tz, , ., i,
The conditional distributions for yu and Z are identical to those described in Section 4. 
I x exp t-M(ei -L)T teLUp)j
Ignoring the final tern gives the conditional form for 7 on the range 0 s :s c. To generate from the conditional distributions of e and 7 we use the generalized ratio-of-uniforms technique as described in Wakefield, Gelfand and Smith (1991) and summarized here in an Appendix. For a range of examples, this method has been found to be considerably more reliable than the normal approximation rejection techniques used in a related setting by Zeger and Karim (1991).
Illustrative analysis
Using the power model structure outlined in Section 5.1 the data in Table   2 was analyzed using the following hyperameters
V-
[
.
09
R was chosen In the following manner. We require an approximate estimate of the variance-covariance matrix of the log a and log P population distribution.
The off-diagonal element is chosen to be zero. Without loss of generality consider log a. In many pharmacokinetic applications we have some idea of the magnitude of the coefficient of variation of the a's. Now if the variance of the a's is small we have log a a log E(a) + (a -E(a))
E(a)
and
Consequently the square of the coefficient of variation gives an estimate of the variance of log a.
In this example the coefficient of variation for both a and 1 was estimated to be 30%.
The upper bound for v, c was chosen to be 5 in this example. The Gibbs strategy was as follows. Good initial estimates were found and from these 10 cycles were run for 400 iterations. Samples were extracted from each cycle, were correct and the above approximation were accurate we would expect the marginal distribution for 7 to be located close to the value 2. For error variances and parameter values similar to those for this dataset, lognormal data were simulated and the marginal distribution for 7 was indeed found to be close to 2 and not 0.6 as In this example. We conclude that the lognormal specification is not adequate for this example and so do not include here details of the Gibbs sampler conditional forms. We note, however, that the conditional form for 0 is the only element of the sampler to change and generation via the ratio-of-uniforms method is again possible.
The truncated normal model outlined in Section 2.2 produces the following In terms of the Gibbs sampler for the power model, specified In the previous Section, the conditional distributions for 0, T and ' are affected by this change. For a and 7, the ratio-ofuniforms can still be used though there Is an additional computational expense in the numerical calculation of (. ). Previously the generation for the -r' s was straightforward. This Is no longer the case so, again, the ratio-ofuniforms technique (for log T i ) was utilized and the analysis successfully implemented. Figure 4 shows a predictive distribution for concentration for patient 2 at 32 hours.
Figure 4 Here
For population inferences, we note the following interesting issue. Our second stage assumption is that the (a,, p 1 )-pahr are lognormally distributed
1B)
with mean [j' 1 , A21 and covariance elements [Zil, X 1 2 , E 2 2 ].
To summarize the population distribution of, say, the a, s we therefore have a number of options.
We could choose to calculate the mean, the mode, the median, or more The EM type approximation treats the individual level effects, 01, as missing data and uses the EM algorithm to obtain the mode of the Joint posterior distribution of the hyperparameters of 01 (in our terminology, the population parameter t). The marginal posterior density for a population level parameter is approximated by the full conditional distribution for this parameter, with estimates from the EM algorithm replacing the conditioning parameters.
Since the exact marginal posterior distribution is a continuous mixture of these full conditional forms, we might expect such an approximation to be poor (see Gelfand et &1, 1990 . for evidence that this is the case).
More specifically, let us consider the models in Sections 2.1 and 2.2 omitting the variance power transformation for simplicity. For the studentlinear population model interest would often focus upon the posterior distribution of p. One attempt at using the EM approximation is to take as the estimates of the posterior distribution of p, the full conditional for #A, substituting estimates of 0, Z and X obtained by the EN algorithm. An E step is straightforward. The M step, however, requires a maximization over L, X and X given 0, and with more parameters than data this maximum is unbounded.
If instead we 'integrate out the X,', again the E step is straightforward but now, without conjugacy, the M step cannot be achieved in closed form.
In the normal nonlinear model, taking O1 as say, the MLE or a nonlinear least squares estimator of O1, the EM approximation replaces
with an approximate normal distribution for O I based upon asymptotic theory.
The remainder of the model specification Is unchanged so that, with the resultant conjugacy, implementation of the EM algorithm is straightforward.
However, since interesting applications tend to have small to moderate n the quality of the normal approximation is questionable. { . )
<
,rf (A.1) with r > 0, then the resulting 'ratio-of-uniforms' K has distribution f/If. r U The efficiency of the method depends crucially upon the ease with which we can generate points within the region C.
The strategy which has proved most successful is to contain C within a rectangle R = [0, a] X [b-, b+]. We define a, b-and b + shortly. It is shown in Wakefield, Gelfand and Smith (1991) that the probability of acceptance of a point generated in R is, in general, large if we generate instead from # = a -e*, where 0* is the mode of f(e).
The aforementioned paper also recommends the use of r = .5. With this value and the 'mode-shift' we obtain the following strategy. With this strategy, typical acceptance probabilities of around 0.8 have resulted for a range of models. As long as the maxima/minima defined in 1 and 2 exist the method can be applied. Apart from this restriction the method Is completely general and does not, for example, need log-concavity of f, as per the adaptive rejection sampling method described In Gilks and Wild (1992) .
The price of this generality is, of course, the need to carry out the max Iisations/aIniizations In order to find the bounding rectangle. 
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