ABSTRACT
INTRODUCTION
Consider the standard model for multiple linear regression (Draper and Smith, 1998) e Xβ y + = ,
where y is an 1 × n column vector of observations on the dependent variable, X is an p n × fixed matrix of observations on the explanatory variables and is of full rank p ) ( n p ≤ , β is a 1 × p unknown column vector of regression coefficients, and e is an 1 × n vector of random errors; E( ) , E( ') = e 0 ee n I 2 σ = , where n I denotes the n n × identity matrix and the prime denotes the transpose of a matrix. The variables are assumed to be standardized so that X X′ is in the form of correlation matrix, and the vector y X′ is the vector of correlation coefficients of the dependent variable with each explanatory variable. The ordinary least squares (OLS) estimator, β , of the parameters is given by (Draper and Smith, 1998) y X X X β
Clearly, β is an unbiased estimator of β . Let 1 2 , ,..., p λ λ λ denotes the eigenvalues of X X′ .
The mean squared error (MSE) of the components of β is given by (Draper and Smith, 1998) 
In application of multiple linear regression, the matrix X X′ might be nearly singular, that is, i λ is small for some value of i . This is due to some inter-relation between the explanatory variables. The relation is technically called multicollinearity. The OLS estimator of regression coefficients tends to become "unstable" in the presence of multicollinearity. More precisely, the variance of the estimates of some of the regression coefficients becomes large. This is clear from (3).
Many attempts have been made to improve the OLS estimation procedure. In general, there are two approaches. One approach centers on finding (biased) estimators which have smaller MSE than the OLS estimators. Ridge regression, as well as many shrinkage type of estimators (Stein, 1960; Sclove, 1968) , is one example. This approach does not directly address itself to the issue of multicollinearity, even though multicollinearity is often the situation where the aforementioned procedures (or estimators) are used.
Among these estimators, the ridge estimator points indirectly to the issue of multicollinearity by constraining the length of the coefficient estimator (Hocking, 1976) . In contrast, the second approach deals straightforward with the dependency nature of the explanatory variables. The principal components regression, as well as the latent root regression and the factor analysis approach, is one such example. Kennard (1970a, 1970b) proposed the ridge estimator as an alternative to the OLS estimator for use in the presence of multicollinearity. The ridge estimator is given by
where I denotes an identity matrix and k is a positive number known as ridge parameter. The corresponding MSE is given by
Though this estimator results in bias, for a certain value of k , it yields minimum MSE compared to the OLS estimator (Hoerl and Kennard, 1970a 
METHODOLOGY
It is convenient to express the regression model (1) 
where
Then the OLS estimator is given as follows y X Λ α ′ = * −1
(7) and so we can write the ridge estimator as
where ) ,..., , (
. Equation (8) 
We now apply the modification mentioned in Alkhamisi and Shukur (2007) (15) where ij z are independent standard normal pseudo-random numbers,γ is specified so that the correlation between any two explanatory variables is given by k and the explanatory variables are fixed, then, subject to the constraint that 1 = β , the MSE is minimized when β is the normalized eigenvector corresponding to the largest eigenvalue of the matrix C . We didn't use normalized eigenvectors corresponding to the smallest eigenvalue because the conclusion about the performance of estimators in both cases will not change greatly (Kibria, 2003) .
For given values of p , n andγ , the experiment was repeated 1000 times by generating 1000 samples. For each replicate r (r =1, 2,… , 1000), the values of k of different proposed estimators and the corresponding ridge estimators were calculated using 
Results of the Simulation Study
In this section we present the results of our Monte Carlo experiments. Our primary interest here lies in comparing the MSEs of the considered estimators. The main results of simulation are summarized in Tables 1-3 below. To compare the performances of the considered estimators, we calculate the MSEs of each one. We consider the estimator that leads to the minimum MSE to be the best. It is worth mentioning here that we used the statistics package Minitab14 to do all calculations that were made in this article. Looking at tables 1-3, we can see that the HK, HSL and NHSL are better than the OLS, and the NHSL performs better than the HK and HSL. The results also reveal that for high correlations, i.e., when γ =0.9 and 0.99, the HK and HSL perform almost equivalently.
However, the HK produces somewhat lower MSEs than the HSL for all sets of correlation. Moreover, it is observed that for given n and p , the MSEs for all estimators increase as the correlation among the explanatory variables increases. In an opposite manner, for given γ , as the sample size and the number of explanatory variables increase, the MSEs of all estimators decrease.
CONCLUSION
In this article we have investigated the properties of a new proposed method for estimating the ridge parameter in the presence of multicollinearity. The investigation has been done using Monte Carlo experiments, where levels of correlation, the numbers of explanatory variables and the sample sizes have been varied. For each combination we have 1000 replications. The evaluation of our estimator has been done by comparing the MSEs of our proposed estimator with the OLS estimator and the estimators of Hocking et al. (1976) and Hoerl and Kennard (1970) . We found that our estimator uniformly dominates the other estimators.
