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RESEARCH ARTICLE
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Abstract
This article proposes a noniteration solution based on the Lie-group shooting method (LGSM) to solve the backwardin-time two-dimensional Burgers' equation with a large Reynolds number. The backward problem is famous for seriously ill-posed cases because the solution is generally unstable and highly dependent on the input data. Small perturbations in the input data, such as random errors inherent to the measurements in the analysis, can cause large
oscillations in the solution. To handle a large Reynolds number under long time spans, it is very difﬁcult to integrate
towards the time direction. To avoid time integration and numerical iteration, the noniteration vector solution based on a
two-point equation of the LGSM, including the initial and ﬁnal conditions and boundary conditions (BCs) at the initial
and terminal times, can be constructed. When the vector solution can be obtained from the ratios of the wave fronts on
the BCs at the initial and terminal times, this solver can avoid the numerical iteration and numerical divergence of the
conventional LGSM. Two benchmark examples in one and two variables are examined to illustrate the performance of
the proposed method. The numerical results of this research are very consistent with the exact solutions when
considering disturbances from noisy data. Even when the Reynolds number reaches 10E12, from the noisy ﬁnal and
boundary data, the noniteration solution can efﬁciently address the nonlinear Burgers' problem with or without disturbances. This method does not use any transformation techniques, iterative processes, or regularization processes to
avoid numerical instability. Hence, a noniterative solution is more stable and accurate for the unsteady nonlinear
Burgers’ equation than currently used methods.
Keywords: Burgers' equation, Implicit euler method, Lie group shooting method

1. Introduction

B

urgers' equation involving nonlinear propagation effects and diffusive effects is widely used
to model several physical phenomena such as shock
waves, trafﬁc, turbulence, and supersonic ﬂow.
Burgers' equation, which was ﬁrst proposed by
Bateman [1] and named after Burgers [2,3], is a
nonlinear partial differential equation. To obtain the
solution of Burgers' equation, some scholars have
studied some approximate and exact solutions of

Burgers' equation through Cole-Hopf transformation [4e6]. Benton and Platzman [7] provided
analytical solutions of Burgers' equation with
different initial values. Fletcher [8] gave exact solutions of Burgers’ equation by using a two-dimensional ColeeHopf transformation.
Although analytic solutions have been studied,
they are difﬁcult to use in practical applications,
especially considering the complex geometry and
initial and boundary conditions. To solve this
problem, numerical solutions are alternatives,
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including the ﬁnite difference method (FDM)
[9e11], ﬁnite element method (FEM) [12e14],
boundary element method (BEM) [15e17], and
other methods [18e21]. Bonkile et al. [22] provided a
completely systematic literature review of Burgers'
equation. The article shows that most papers
focused on the numerical stability and accuracy of
numerical techniques for forward problems, but
only a few papers [23e26] studied the inverse
problems of Burgers' equation. Recently, some
discrete techniques and numerical methods were
proposed to improve the accuracy and stability for
solving nonlinear problems in one and two variables. For example, Aswin et al. [27] used the polynomial-based
differential
quadrature
and
quasilinearization process to solve the one-dimensional Burgers' equation. Mukundan et al. [28] used
nonlinear transformation to make the nonlinear
coupled Burgers' equation become the linear diffusion equation. Başhan [29] applied RubineGraves
technique to handle the nonlinear terms of Burgers’ equation, and the differential quadrature
method and CrankeNicolson scheme were used for
space and time discretization, respectively. Then,
Başhan [30] proposed the mixed method to test the
coupled viscous Burgers' equation with very large
Reynolds numbers. The numerical results show that
these methods can obtain stable solutions. Hence,
numerical stability is the primary aim regardless of
whether forward or inverse problems are studied.
Here, a noniterative solution based on the Lie
group shooting method (LGSM) is proposed to
solve the unsteady nonlinear Burgers' equation
backward-in-time. The LGSM is derived from the
group preserving schemes (GPS), which were proposed by Liu [31,32] and Liu et al. [33]. However, the
original iterative LGSM [34,35] with a minima regularization parameter cannot avoid numerical
instability when increasing the long period. Chen
[36,37] proposed the modiﬁed LGSM, which deﬁned
a minimum weighting factor including the initial
condition (IC) and ﬁnal condition (FC) and
addressed homogeneous and nonhomogeneous
multidimensional backward heat conduction problems (BHCPs). Chen et al. [38] applied the modiﬁed
LGSM to solve the backward-in-time one-dimensional Burgers' equation. However, the LGSM
modiﬁed by the iterative solution cannot overcome
the multipole solution, especially when the Reynolds number increases. Although the modiﬁed
LGSM can efﬁciently overcome numerical instability for inverse problems with a long period, numerical iteration still cannot avoid computational
error propagation in the time direction. Furthermore, to avoid numerical integration in the time

direction and numerical iteration process, Chen [39]
used a vector solution of LGSM to simultaneously
obtain the IC and source term for BHCPs. This algorithm used a solution of the vector based on the
quadratic equation of the LGSM to realize a onestep scheme. This scheme does not require numerical iteration and only ﬁnds the ratio of boundary conditions (BCs) at the initial and ﬁnal times.
However, a solution of the vector does not account
for the effects of the diffusion term and nonlinear
convection term on BCs with a large Reynolds
number. Hence, the noniterative solution applies to
address the diffusion term and nonlinear convection
term according to Chen's work [39]. Based on the
solution from the LGSM, we divide the vector solution into two parts, including the ratios of the FC
and IC and the BCs at the ﬁnal and initial times. A
solution of the two-point Lie group equation is
constructed from the BCs at the ﬁnal and initial
times. A natural one-step backward-forward solution can be constructed and does not require numerical iteration. Sections 2 and 3 introduce the
governing equations and numerical method,
respectively. In Section 4, the noniterative solution
is compared with the exact solution. Finally, the
conclusions are presented in Section 5.

2. Governing equations
ut þ uux þ vuy ¼ kV2 u; ðx; y; tÞ2U;

ð1aÞ

vt þ uvx þ vvy ¼ kV2 v; ðx; y; tÞ2U;

ð1bÞ

which are subject to the ﬁnal conditions:
uF ðx; yÞ ¼ uðx; y; tF Þ;

ð2aÞ

vF ðx; yÞ ¼ vðx; y; tF Þ;

ð2bÞ

and the boundary conditions
uðx; y; tF Þ ¼ f1 ðx; y; tÞ;

ð3aÞ

vðx; y; tF Þ ¼ f2 ðx; y; tÞ;

ð3bÞ

where U : ¼ fðx; y; tÞj0 < x < Lx ; 0 < y < Ly ; 0 < t  tF g
and G : ¼ fx ¼ 0; 0 < y < Ly g∪f0 < x < Lx ; y ¼
0g∪f0 < x < Lx ;y ¼ Ly g. u and v represent the velocity
components in the x- and y-directions, respectively.
k ¼ 1=Re, where the Reynolds number is Re. uF , vF ,
f1 and f2 are known functions.

3. Numerical method
To avoid time integration and numerical iteration,
the two-point solution is derived and established
from the GPS and LGSM. Then, the relationship
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between the noniterative solution and FC, IC and
BCs and the solving procedure are described in the
following subsections.

To conveniently derive the solution of the twopoint boundary value, Eq. (1) can be expressed as
follows:
 
u_ ¼ f u; t ;
ð4Þ

ð5Þ
ð6Þ

Eq. (4) can be embedded into an augmented
system:
3
2
fðu;tÞ


 6 02n2n kuk 7
7 u
6
_Y : ¼ d u
:¼ AY;
ð7Þ
¼6 T
7
5 kuk
4 f ðu; tÞ
dt kuk
0
kuk
where an element of the Lie algebra soð2n; 1Þ is
represented by A.
Let us consider a time discrete scheme for Eq. (7):
Y[þ1 ¼ Gð[ÞY[

ð8Þ

ð12Þ

is the adaptive factor.
3.2. One-step lie-group transformation
For the convenience of description, Yðt0 Þ ¼ Y0 and
YðtF Þ ¼ YF are the IC and FC, respectively. By
applying Eq. (8) step-by-step, we can obtain
ð13Þ

where Y0 ¼ ððu0 ÞT ; ku0 kÞT , YF ¼ ððuF ÞT ; kuF kÞT , tF ¼
ΚD t, and the total number of integration steps is K.
Here, for each G[ , [ ¼ 1…Κ is an element of the Lie
group SO0 ð2n; 1Þ, and G[ can be calculated by a
generalized midpoint rule. There exists a one-step
transformation from Y0 to YF , and GðmÞ, where a
real parameter represents m2½0; 1, can be
expressed by:
3
2
ða  1Þ T bfb


þ
f
f
I


2n
b
b  7
6
fb 2
fb 7
6
7
ð14Þ
GðmÞ ¼ 6
7
6 T
5
4 bfb
 
a
fb 
where

where Y[ is the numerical evaluation of Y at a
discrete times t[ , and Gð[Þ 2SOo ð2n; 1Þ is the group
evaluation at time t[ .
The Lie group generated from A2soð2n; 1Þ is
known as a proper orthochronous Lorentz group.
An exponential mapping of Að[Þ by a closed-form
expression is as follows:
2
3
ða[  1Þ T b[ f[

 f[ f[ 
6 I2n þ 
f[  7
f[ 2
6
7
7;
expðDtAð[ÞÞ ¼ 6
ð9Þ
6 T
7
4 b[ f [
5
 
a[
f[ 
where.
 
 
a[ : ¼ coshðDtf[  =ku[ kÞ, b[ : ¼ sinhðDtf[  =ku[ kÞ,
and Dt is the discrete time period.
Gð[Þ in Eq. (8) is replaced by Eq. (9), and we can
express it as follows:
u[þ1 ¼ u[ þ L[ f[ ;

 
ða[  1Þf[ ,u[ þ b[ f[ ku[ k
L[ : ¼
 2
f[ 

YF ¼ GΚ ðDtÞ…G1 ðDtÞY0 ;




kV2 u  uux  vuy
f :¼
:
kV2 v  uvx  vvy

ð11Þ

where

3.1. The GPS

where
 
u
u¼
;
v



b[ u[ ,f[

ku[þ1 k ¼ a[ ku[ k þ 
f[  ;

ð10Þ

tb ¼ mt0 þ ð1  mÞtF ;

ð15Þ

ub ¼ mu0 þ ð1  mÞuF ;

ð16Þ



fb ¼ f ub ; tb ;

ð17Þ

  
  


a ¼ cosh tF fb  kub k ; and b ¼ sinh tF fb  kub k :
ð18Þ
For a two-point boundary value problem, a
stability condition is deﬁned by:
uF > mu0 ;

ð19Þ

which can avoid numerical instability, especially in inverse problems.
3.3. Lie-group shooting equation
Let GðtF Þ ¼ GðmÞ, and a Lie group element GðtF Þ
mapping YT0 onto YTF is given by:
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Fig. 1. Ratios of the BCs at the initial and terminal times.






u
uF
¼ GðtF Þ 0
;
kuF k
ku0 k

ð20Þ

where
2

I2n þ

6
6
GðtF Þ ¼ 6
4 bFT

ða  1Þ
kFk

2

FF

T

kFk

bF 3
kFk 7
7
7;
5
a

ð21Þ

a ¼ coshðtF kFkÞ; b ¼ sinhðtF kFkÞ; and F ¼ fb kub k:
By substituting Eq. (21) into Eq. (20), it follows
that
uF ¼ u0 þ jF;

ð22Þ

kuF k ¼ aku0 k þ b½u0 , F = kFk;

ð23Þ

where
j: ¼

ða1ÞF,u0 þbkFkku0 k
kFk2

:

ð24Þ

By substituting Eq. (22) into Eq. (23), a
quadratic equation can be derived by:
ð1 þ cos qÞb2 

2kuF k
b þ 1  cos q ¼ 0;
ku0 k

ð25Þ

where
b: ¼exp

tF kuF u0 k
;
j

ð26Þ

Fig. 2. Proﬁles of velocity u and absolute errors at Re ¼ 1.
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Table 1. Summary of the maximum absolute errors for different N and
Re.
Re

N

maximum absolute errors

1

21
81
21
81
21
81
21
81

5:551E  17
5:551E  17
8:327E  17
8:327E  17
2:776E  17
8:327E  17
5:421E  19
2:776E  17

5
10
100

cos q ¼

ðuF  u0 Þ,u0
:
kuF  u0 kku0 k

ð27Þ

Solution b can be obtained from Eq. (25) as
follows:
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kuF k
þ
ku0 k

kuF k
ku0 k

2

ð1cosqÞð1þcosqÞ

:
ð28Þ
1þcosq
When considering cos q ¼ 1 in Eq. (28), a forward solution can be obtained as follows:
b:¼

b1 ¼

kuF k
:
ku0 k

ð29Þ

However, when substituting cos q ¼ 1 into Eq.
(28), b approaches inﬁnity and diverges. Therefore, a
backward solution can be derived from Eq. (25)
when considering cos q ¼  1, and it follows that:
b2 ¼

ku0 k
:
kuF k

ð30Þ

According to Eqs. (29) and (30), b1 ¼ 1=b2 exhibits a reciprocal relationship between uF and u0
for forward and backward problems. When Eqs. (29)
and (30) are applied to numerical iteration, the
LGSM will exhibit numerical divergence.

Fig. 3. Ratios of the BCs at the initial and terminal times at Re ¼ 1.

Fig. 4. Proﬁles of velocity u and absolute errors at Re ¼ 10.

Fig. 5. Ratios of the BCs at the initial and terminal times at Re ¼ 10.

80

JOURNAL OF MARINE SCIENCE AND TECHNOLOGY 2022;30:75e85

Because the iteration error will make cos q in Eq.
(27) unable to maintain the integral direction.
Hence, to obtain an accuracy solution, the noniteration vector solution is the major determinant.
3.4. To estimate u0 and b by an explicit procedure
According to Liu [31e33], the original Eq. (4) in
the Euclidean space can be embedded into an
augmented 2nþ1-dimensional dynamical system
from Eq. (7) in the Minkowski space. Both systems
are mathematically equivalent. Although the
Euclidean norm solutions of Eqs. (29) and (30) are
derived from the second row of Eq. (7), the scalar
cannot describe both the diffusion term and
nonlinear convection term, and the iterative process
easily diverges. Therefore, the non-iteration vector
solution of Eq. (30) is applied to avoid numerical
iteration, expressed as follows:

Fig. 6. Proﬁles of velocity u and absolute errors at Re ¼ 100.

Fig. 7. Ratios of the BCs at the initial and terminal times at Re ¼ 100.

Fig. 8. Proﬁles of velocity u and absolute errors at Re ¼ 100.
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b¼

uF
u0

81

ð31Þ

The equality holds for each component. According to Eq. (31), the solution can be divided into
the ratio of the FC, IC and BCs at the initial and
terminal times as follows:

b¼

uF
u0

¼
U

uF
u0

;

ð32Þ

G

where ð:ÞU is the ratio of the FC and IC, and ð:ÞG
denotes the ratio of the BCs at the terminal and
initial times. Eq. (32) is shown in Fig. 1, and b
considers ðuF =u0 ÞU and ðuF =u0 ÞG to be equivalent.
Finally, b can be obtained from ðuF =u0 ÞG ; then, u0
can be obtained from the vector form of Eq. (32)
by:

Fig. 10. Ratios of the BCs of velocities u and v at the initial and terminal
times at Re ¼ 100.

u0 ¼

uF
uF
¼ uF :
b
ðu0 ÞG

ð33Þ

4. Numerical results
In this section, numerical computations are performed using a uniform grid distribution. The stability of the scheme with respect to the noise level
is tested. In all cases, the simulated noisy data in
the ﬁnal data are generated using the following
formula:
~ F ¼ uF ½1 þ sd;
u

Fig. 9. Proﬁles of velocity v and absolute errors at Re ¼ 100.

ð34Þ

Where uF represents the ﬁnal exact data; d is a
random number, and  1  d  1; s is the amplitude
of noise level. These noise data are generated by the
function RANDOM_NUMBER in MATLAB. The
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Fig. 11. Proﬁles of velocity u and absolute errors at Re ¼ 10E12.

~ F are applied in the numerical
ﬁnal noise data u
experiments.
4.1. Example 1
The unsteady Burgers’ equation in one variable is
as follows:
ut þ uux þ uuy ¼ kV2 u;

ð35Þ

and the analytical solution [40] is
uðx; y; tÞ ¼

1
:
1 þ expðReðx þ y  tÞ=2Þ

ð36Þ

The computational domain is U ¼ fðx;
yÞj0 < x < 1; 0 < y < 1g. The FC and BCs can be obtained from the analytical solutions. The following
parameters are considered: N ¼ 21, tF ¼ 2, and
Re ¼ 1, which denote the number of grid points in
the x and y directions, terminal time and Reynolds
number, respectively. The numerical results

Fig. 12. Proﬁles of velocity v and absolute errors at Re ¼ 10E12.

uðx; y; 0Þ and absolute errors for velocity u at Re ¼ 1
are shown in Fig. 2. The maximum absolute error in
Fig. 2(b) is less than 6E  17. Here, under different N
and Re for tF ¼ 2, the maximum error of the numerical solution is shown in Table 1. As shown in
Table 1, the present scheme appears stable and accurate. In other words, this noniterative solution can
completely approximate the analytical solution.
Solutions b from the BCs at the initial and terminal times are plotted in Fig. 3. As shown in the
ﬁgure, we ﬁnd that the solution has cyclical characteristics, so we can construct a circulant matrix of
wave fronts. Therefore, solution b can be expressed
as follows:


b xi ; yj ¼ b xi1 ; yjþ1 ; i; j ¼ 2…N  1:
ð37Þ
Additionally, the numerical solutions and absolute errors at Re ¼ 10 are shown in Fig. 4, and
solutions b are plotted in Fig. 5. The maximum
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front are 1:757E  3, and the maximum value of b
increases from 1.85 to 10E42 when Re ¼ 1 increases
to 100.
4.2. Example 2
In Eqs. (1) and (2), which provide us with the
system of two-dimensional Burgers’ equations in
two
variables
over
a
square
domain
U ¼ fðx; yÞj0 < x < 1; 0 < y < 1g within the analytical
solutions, which can be obtained by Cole-Hopf
transformation [4,5,8] as follows:
3
1
; ð38Þ
uðx;y;tÞ¼  
4 4 1 þ exp½ð4x þ 4y  tÞðRe=32Þ

3
1
:
vðx; y; tÞ ¼ þ 
4 4 1 þ exp½ð4x þ 4y  tÞðRe=32Þ

Fig. 13. Ratios of the BCs of velocities u and v at the initial and terminal
times at Re ¼ 10E12.

absolute error in Fig. 4(b) is less than 3E  17, and
the maximum value of b in Fig. 5 increases from 1.85
to 1:1E4 when Re ¼ 1 increases to 10. To test the
effect of random noise on the solution, random
noise (s ¼ 5E  3) is considered. The numerical results and absolute errors for velocity u at Re ¼ 100
are shown in Fig. 6, and b is plotted in Fig. 7. The
maximum absolute errors that occur near the sharp
Table 2. Summary of the maximum absolute errors for different N and
Re.
Re

N

100

21
101
21
101
21
101

10E8
10E12

maximum absolute errors
u

v

2:220E  16
2:220E  16
5:204E  11
5:204E  11
5:204E  7
5:204E  7

1:110E  16
2:220E  16
3:717E  11
3:717E  11
3:717E  7
3:717E  7

ð39Þ

The BCs and FCs can be computed from the
analytical solutions. Under the following parameters
N ¼ 21, tF ¼ 2.0, and Re ¼ 100, the numerical results
and absolute errors for velocities uðx; y;0Þ and
vðx; y; 0Þ at Re ¼ 100 are shown in Figs. 8 and 9,
respectively. In the ﬁgure, the maximum absolute
errors are less than 2.5E-16 for u and less than 1.2E16 for v.
The solutions of velocity bu and bV are plotted in
Fig. 10. We ﬁnd that solutions b of u and v are
identical, and the numerical errors are distributed
along the ratio of wave fronts. bu and bV can be
expressed as follows:


bu xi ; yj ¼ bu xi1 ; yj1 ; i; j ¼ 2…N  1:
ð40Þ


bV xi ; yj ¼ bV xi1 ; yj1 ; i; j ¼ 2…N  1:

ð41Þ

When considering the same settings and
Re ¼ 10E12, the numerical results and absolute errors for velocities u and v are shown in Figs. 11 and
12, respectively. In the ﬁgure, the maximum absolute errors are less than 5.204E-7 for u and less than
3.717E-7 for v. The velocity solutions bu and bV are
plotted in Fig. 13. Figs. 11e13 show that the
maximum absolute errors occur near the sharp front
at the FC and have a sharp front in the proﬁle solution domain. When Re increases, the slope at the
wave front becomes steeper and makes numerical
methods more difﬁcult to address. To test the effect
of different parameters N and Re for tF ¼ 2, the
maximum errors of the numerical solutions u and v
are shown in Table 2. From Table 2, the maximum
error of the numerical solution u and v increases
from 10E-16 to 10E-7 when the Reynolds number of
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100 increases to 10E12. Based on these results, the
present scheme can obtain the acceptable solution
within one step.
Furthermore, to test the effect of random noise for
the solution, settings of N ¼ 21 and 101, Re ¼ 10E12,
tF ¼ 2.0 and noise level (s ¼ 5E-3) are considered. The
absolute errors for velocities u and v are shown in
Fig. 14. In the ﬁgure, the maximum absolute errors
are less than 2.568E-3 with N ¼ 21 and 2.252E-3 with
N ¼ 101 for u in Figs. 14(a) and (c), and the errors are
2.579E-3 with N ¼ 21 and 3.581E-3 with N ¼ 101 for v
in Figs. 14(b) and (d). Here, we ﬁnd that the discrete
numbers are not sensitive to bu and bV .

5. Conclusions
In this paper, a noniterative solution based on the
LGSM is applied to solve the backward unsteady
two-dimensional Burgers' equation with a large
Reynolds number. From the GPS and LGSM, a solution of the two-point boundary value can be
derived to avoid numerical instability due to time
integration. A natural two-point boundary value
equation including the BCs and FC can be constructed, and the solution b can be determined by
the boundary conditions of the initial and ﬁnal
times. From the calculated results, one and two
variables are analyzed using Burgers' equations and
compare very well with the analytical solutions.
Even when the Reynolds number reaches 10E12, the
solution can completely address the nonlinear Burgers' problem with or without noisy disturbances.
To date, it has not been able to address this backward problem with a large Reynolds number. This
noniterative solution is very reliable and efﬁcient
and does not need to use any transformation techniques, iterative processes or regularization processes to avoid numerical instability. Thus, the
proposed method is more effective, stable and accurate for the unsteady nonlinear Burgers’ equation
than currently used methods.
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[30] Başhan A. A numerical treatment of the coupled viscous
Burgers' equation in the presence of very large Reynolds
number. Physica A 2019;545:123755.
[31] Liu CS. Cone of non-linear dynamical system and group
preserving schemes. Int J Non Lin Mech 2001;36:1047e68.
[32] Liu CS. Group preserving scheme for backward heat conduction problems. Int J Heat Mass Tran 2004;47:2567e76.
[33] Liu CS, Chang CW, Chang JR. Past cone dynamics and
backward group preserving schemes for backward heat conduction problems. CMES-Comp Model Eng. 2006;12:67e81.
[34] Chang JR, Liu CS, Chang CW. A new shooting method for
quasi-boundary regularization of backward heat conduction
problems. Int J Heat Mass Tran 2007;50:2325e32.
[35] Chang CW, Liu CS, Chang JR. A new shooting method for
quasi-boundary regularization of multi-dimensional backward heat conduction problems. J Chin Inst Eng 2009;32:
307e18.
[36] Chen YW. A modiﬁed Lie-group shooting method for multidimensional backward heat conduction problems under long
time span. Int J Heat Mass Tran 2018;127:948e60.
[37] Chen YW. A backward-forward Lie-group shooting method
for nonhomogeneous multi-dimensional backward heat
conduction problems under a long time span. Int J Heat
Mass Tran 2019;133:226e46.
[38] Chen YW, Chang YS, Lin YC, Hwang DS. A modiﬁed Liegroup shooting method for the backward in time Burgers
equation. Proceedings of the International Conference on
Engineering and Applied Sciences 2019:274e84. Singapore.
[39] Chen YW. Simultaneous determination of the heat source
and the initial data by using an explicit Lie-group shooting
method. Numer Heat Tr B-Fund 2019;75:239e64.
[40] Li JC, Hon YC, Chen CS. Numerical comparisons of two
meshless methods using radial basis functions. Eng Anal
Bound Elem 2002;26:205e25.

