Abstract-Tensor decompositions are very powerful tools for analyzing multi-dimensional multi-modal data. Particularly, CP tensor decomposition is one of the most fundamental tensor decomposition models. However, it is usually computationally expensive to conduct CP tensor decompositions on a largescale tensor by common algorithms like alternative least squares (ALS). To address this issue, one widely recognized solution is to adopt cloud computing. However, this raises privacy concerns due to the private information carried by a tensor. Previous algorithms for privacy-preserving outsourcing of tensor decompositions and other related computations require heavy communication cost. In this paper, we first develop an efficient tensor transformation scheme to protect the private information carried by elements' values of a tensor. Then we design a privacy-preserving outsourcing algorithm for ALS based CP tensor decompositions. We implement our proposed algorithm on a laptop and Amazon EC2 cloud and offer experiment results to show the significant computing time-savings.
I. INTRODUCTION
Tensor, a multi-dimensional array, has been widely used to characterize multi-dimensional multi-modal or multi-aspect data [1] . For instance, we can use a fourth-order tensor to represent the time-location-video data in smart cities [2] . We can use a third-order tensor to represent the patient-diagnosisprocedure dataset collected from healthcare and medical applications [3] . We can construct a third-order tensor to model the user-keywords-time data from online social networks [4] . Through
It is more convenient for people to find the underlying correlations among different aspects of their collected data through constructing and analyzing such tensor data. Tensor decompositions are very powerful tools for conducting tensor data analysis. For example, police officers apply tensor decompositions to analyze video footage for searching crime suspects [5] . Doctors use tensor decompositions to analyze health data from smart healthcare systems for identifying patients who have similar diagnosis and have undergone the similar procedures [3] . Marketing specialists employ tensor decompositions to analyze large-scale tensor data collected from online social networks to find better business opportunities [6] . We can see that people are able to obtain valuable information from various datasets by applying tensor decompositions.
Researchers have so far developed several tensor decomposition models used for diverse data analysis purposes. We notice that CANDECOMP/PARAFAC (CP) tensor decomposition [7] is one of the most widely used tensor decomposition models. Thus, we consider this model in this paper. The basic idea of CP tensor decompositions is to decompose a tensor into rank-1 tensors, which are called "factor matrices". To conduct CP tensor decompositions, researchers have proposed several algorithms [8] . One of the most popular algorithms is the Alternating Least Squares (ALS) algorithm [9] , which is usually too computationally expensive to be used by users with limited computation resources [10] . As a consequence, this results in an obstacle in well analyzing massive data collected from the emerging various systems and applications.
To overcome this issue, one widely recognized solution is to employ cloud computing that is able to provide normal users or organizations with abundant computing and storage resources. Specifically, normal users or small organizations (i,e., called renters) can rent the cloud resources. Then, they can outsource their computations to the cloud which performs the computations on behalf of them and returns the computing results. In so doing, the renters can complete their tasks in the cloud while saving tremendous infrastructure investments. Hence, adopting cloud computing is economic as well.
However, adopting cloud computing incurs privacy concerns since the data usually contain very sensitive information that cannot be revealed due to ethical, legal, or security reasons. For example, video collected in smart city applications can reveal users' face information. Criminals can use this information for committing crimes [5] . Potential diseases that patients may suffer from can be extracted from the data collected in smart healthcare systems. Third-parties like advertisement companies and insurance companies have considerable interest in such health data [11] . Each user's life patterns can be revealed by the personal messages (e.g., visited places, visiting time, activities) that they posted in online social networks. Criminals are able to explore such data to commit crimes [12] . Therefore, to enable CP tensor decompositions on largescale data, we need to design an efficient privacy-preserving outsourcing algorithm for analyzing large-scale tensor data.
Previous works have studied the privacy-preserving outsourcing problem and proposed several schemes for them. More precisely, researchers develop linear data transformation techniques, such as mapping functions and linear algebra operations, to protect the data privacy. For example, Wang et al. [13] explore the affine mapping technique to transform a linear programming problem before outsourcing it to the cloud. Salinas et al. develop privacy-preserving outsourcing algorithms for solving LSEs [14] , [15] and quadratic programming (QP) [16] , respectively. Luo et al. explore speciallyshaped matrices to design secure outsourcing algorithms for matrix factorizations [17] , [18] , and employ the matrix addition to design secure outsourcing algorithm for nonlinearly constrained nonlinear programming problems [19] . Zhou and Li [20] explore matrix addition to mask a matrix used for eigen/singular value decomposition. Liao et al. [21] , [22] exploit a matrix transformation technique to design an efficient privacy-preserving outsourcing algorithm for convex separable programming problems. We can see that such works usually require high communication overhead, and the efficient privacy-preserving outsourcing of large-scale tensor decompositions is still an open and challenging problem.
In this paper, we first develop a scheme to protect the privacy of a tensor data. In particular, we preserve tensor values by performing tensor modal product along with a mode with a carefully-designed pseudorandom sparse matrix. Then, based on the developed schemes, we design a privacypreserving outsourcing algorithm for ALS based CP tensor decompositions. Specifically, first, the renter conceals an original tensor by applying the designed privacy-preserving tensor transformation scheme to each mode of the tensor, and uploads the transformed tensor to the cloud. Afterwards, the cloud employs the ALS algorithm to decompose the transformed tensor and return the corresponding factor matrices. At last, the renter recovers real factor matrices from the returned ones. Due to only performing computations over sparse matrices, our proposed algorithm can achieve low computational complexity at the renter side. It takes the computations with O(K 1 K 2 · · · K N ) complexity when performing CP tensor decompositions on a K 1 ×K 2 ×· · ·×K N tensor with d−rank. We implement and evaluate our proposed algorithm on a laptop and EC2 cloud. We notice that our proposed algorithm has very significant computing time savings.
We organize the rest of this paper as follows. We formulate the considered problem in Section II. We describe the privacypreserving tensor transformation scheme in Section III. Section IV presents the proposed privacy-preserving outsourcing algorithm for ALS based CP tensor decompositions. Section V provides a thorough analysis of the performance. We show the experiment results in Section VI. We finally conclude this paper in Section VII.
II. PROBLEM FORMULATION

A. System Architecture
In this paper, we consider that a user with general-purpose computers rents cloud services to conduct CP tensor decompositions on a large-scale N th -order tensor X to obtain N loading factor matrices
where
is a tensor rank used to indicate the number of latent factors A (n) s, for n ∈ [1, N ], each of which is of size K n × d, a n j is the jth column of A (n) , • is the outer product operator, and [·] is the CP tensor decomposition operator. We consider that all the variables are integer, and all the computations are conducted within group G.
To conduct CP tensor decompositions, we consider a twoparty asymmetric computing architecture as shown in Fig. 1 . Specifically, to protect the privacy, the renter first transforms an original tensor and uploads the transformed one to the cloud. Then, the cloud performs CP tensor decompositions on its received tensor and returns factor matrices to the renter. At last, the renter recovers real factor matrices from the returned ones.
B. Threat Model
In this paper, we assume that elements' values in a tensor carry private information that needs to be protected. The cloud is "honest-but-curious", thereby wanting to learn users' private information from any data it can access, including the data received from the renter, intermediate computing results, and final factor matrices.
III. PRIVACY-PRESERVING TENSOR TRANSFORMATION
We propose to efficiently hide non-zero values in a tensor by employing tensor modal product, i.e., a tensor multiplied by a sparse pseudorandom matrix along a mode. Specifically, we conceal tensor X = (x i1,i2,··· ,i N ) 1≤i1≤K1,1≤i2≤K2,··· ,1≤i N ≤K N and its nth factor matrix as follows:
where × n denotes the n−mode product, I n is a K n ×K n identity matrix, S n represents a K n × K n diagonal pseudorandom matrix, and P n is a K n × K n sparse matrix. Matrix S n is defined as follows:
Each diagonal element t i ∈ G is generated by a pseudorandom function
where r i is a random string and g is a constant. Matrix P n is defined as follows:
for i, j ∈ [1, K n ]. We can set each q i,j ← {0, 1} k as an arbitrary integer within group G. The set of index pairs K in is determined by
where i n ∈ [1, K n ]. To limit the computational complexity of findingX , we set the maximum size of K in to a small constant, i.e., |K in | K n (for i ∈ [1, K n ]). As a result, each non-zero element of tensorX , denoted bŷ x i1,i2,··· ,i N , can be given bŷ
We denote these computations aŝ
We can transform a tensor by performing such computations, and protect the privacy of the original tensor and the corresponding nth factor matrix. This privacy-preserving tensor tranformation scheme will be employed to our privacypreserving outsourcing algorithm design.
IV. PRIVACY-PRESERVING OUTSOURCING OF CP TENSOR DECOMPOSITIONS
In this section, we introduce an ALS algorithm for CP tensor decompositions, and present the developed privacy-preserving outsourcing algorithm for CP tensor decompositions.
A. Alternating Least Squares (ALS) Algorithm for CP Tensor Decompositions
Before describing in detail our proposed privacy-preserving outsourcing algorithm, we first introduce an ALS algorithm commonly used for conducting CP tensor decompositions. The main idea of CP tensor decompositions is to find factor matrices that can be used to reconstruct a tensor best approximating the original one. Therefore, to obtain factor matrices of a specific tensor X with d components, we need to solve the following optimization problem:
where function f (·) is used to measure the distance between the original tensor X and the reconstructed one X , and || · || F is the Frobenius norm of a tensor. Since f (X ) is non-convex, researchers usually employ an ALS algorithm, an iterative optimization method, to solve (8) . Its basic idea is to first reduce an original optimization problem into several smaller sub-problems and then solve these subproblems sequentially at an iteration. Specifically, the original optimization problem is first converted into an easily solvable least squares problem by fixing all but one factor matrix. Then, the corresponding factor matrix is found by solving the converted least squares problem. We follow the above procedure to sequentially update all factor matrices at each iteration and continue this updating process until a certain stopping condition is satisfied.
To be more specific, to solve (8) by the ALS algorithm, we first convert the original problem into N least squares problems that are written in the matrix form as follows:
where X (n) , for n ∈ [1, N ], are the unfolding matrix along the n−th mode, and " " is the Khatri-Rao product [8] . A sub-problem min
, and then solved to obtain a new A (n) .
Through sequentially solving all sub-problems at an iteration, we can obtain the factor matrices as follows:
. . .
where [·]
† is the pseudoinverse of a matrix. In practice, it is difficult to find the pseudoinverse of a rectangular matrix. Fortunately, we can exploit the special form of the pseudoinverse of the Khatri-Rao product to rewrite (9) . Based on the Khatri-Rao product, we have (
where " * " is the Hadamard product. For simple presentation, we have
for 1 ≤ n ≤ N . As a result, (9) can be rewritten as follows:
N . Thus, we only need to compute the inverse of a d−by−d matrix rather than the pseudoinverse of a
The ALS algorithm is to sequentially update A (1) , A (2) , · · · , A (N ) by using (10) at each iteration. This updating process will terminate until a certain stopping condition is met, i.e., the number of iterations exceeds a predefined maximum number K. Therefore, we finally find the factor matrices, i.e., A (1) , A (2) , · · · , A (N ) . We summarize the ALS algorithm for conducting CP tensor decompositions on tensor X in Algorithm 1.
B. A Privacy-Preserving Outsourcing Algorithm for CP Tensor Decompositions
Our proposed privacy-preserving outsourcing algorithm includes transforming an original tensor, conducting CP tensor decompositions over the transformed tensor, and recovering real factor matrices. We present them in detail as follows.
1) To transform an original tensor: To simultaneously protect the privacy of a tensor X and its factor matrices, the renter transforms X as follows: for n = 1, 2, · · · , N : 5:
7:
end for; 9: while t ≥ K; 10: End.
Since U n s, ∀n ∈ [1, N ], are sparse, performing tensor modal product between X and each U n only requires very low computational complexity. Hence, the renter is able to perform the computations of transforming tensor X by itself.
2) To conduct CP Tensor Decompositions: The cloud first receives the transformed tensorX sent from the renter. Then it applies the ALS algorithm to conduct CP tensor decompositions onX for obtaining the factor matrices, i.e.,
. Specifically, the cloud carries out Algorithm 1 to find factor matricesĀ (n) , for 1 ≤ n ≤ N . At last, the cloud returns these transformed factor matrices to the renter.
3) To recover real factor matrices: To find real factor matrices from the returned results, i.e.,Ā (1) ,Ā (2) , · · · ,Ā (N ) , the renter performs computations as follows:
Since (I n + S n P n ), for 1 ≤ n ≤ N , are very sparse, the renter can complete the computations required by performing matrix inverse within a feasible period. Thus, the renter calls a matrix inverse algorithm to find the inverse of (I n +S n P n ), for 1 ≤ n ≤ N . Moreover, due to the sparsity of (I n + S n P n ) −1 , for 1 ≤ n ≤ N , the renter also performs the matrix recovery to find real factor matrices by itself, instead of borrowing the help from the cloud.
V. PERFORMANCE ANALYSIS
In this section, we present the analysis of the computational complexity, communication complexity, and privacy, respectively.
A. Computational Complexity
We present a thorough analysis of the computational complexity as follows. In the process of findingX , the computations are conducted by the renter to first find U n , for n ∈ [1, N ], taking the computational complexity of
, and then performs tensor modal product along each mode of tensor X , requiring O((k+1)N (K 1 K 2 · · · K N )) computational complexity. In the process of decomposingX , the computations are performed by the cloud to decomposeX , taking
computational complexity at each iteration. In the process of recovering real factor matrices, the computations are conducted by the renter to first obtain U −1 n , for n ∈ [1, N ], taking the computational complexity of O((k + 1)(K 1 + K 2 + · · · + K N )), and then find each real factor matrix, requiring the computations with
To sum up, conducting CP tensor decompositions of tensor X requires the computational complexity of O( (3(
at the renter and cloud sides at each iteration, respectively.
B. Communication Complexity
For our proposed privacy-preserving outsourcing algorithm, the communication overhead occurs in the following two cases. First, the renter uploads the transformed tensorX to the cloud, which costs the communication complexity of
. Second, after conducting CP tensor decompositions on the transformed tensorX , the cloud returns the results i.e.,Ā (1) ,Ā (2) , · · · ,Ā (N ) to the renter, which results in the communication complexity
Thus, our proposed algorithm takes the total communication
C. Privacy Analysis
Inspecting our proposed privacy-preserving outsourcing algorithm, we observe that the cloud can only access to the transformed tensor X , instead of the original one. Hence, we say that the privacy of the data tensor is protected. Moreover, at each iteration, the intermediate resultsĀ
are obtained by best approximating the transformed tensor. Thus, all these intermediate results cannot reveal any private information of the factor matrices. Finally, the factor matrices the renter obtains are transformed by A (n) U n , for 1 ≤ n ≤ N . Hence, the privacy of these factor matrices are protected. Therefore, we can say that our proposed privacy-preserving outsourcing algorithm can protect the private information carried by a tensor and its corresponding factor matrices from leaking to third-parties.
VI. EXPERIMENT RESULTS
To thoroughly evaluate the developed algorithm, we implement our proposed algorithm in a real-world scenario. Specifically, we construct a two-party cloud computing architecture formed by a laptop and EC2 cloud. The laptop has a dualcore 2.7GHz CPU, 8GB RAM memory, and 256GB solid-state drive and the cloud has 4 computing nodes. We also employ Apache Spark computing framework to manage the storage and computing operations. We implement both the renter-side part and cloud-side part of the proposed algorithm by Python, and let the laptop and EC2 cloud run the renter-side and the cloud-side, respectively. We validate the performance of our proposed algorithm by using real-world data taken from MovieLens Dataset [23] . Besides, we want to decompose a third-order tensor with
In this experiment, we measure the computing time of conducting the CP tensor decompositions of a tensor to assess the performance of our proposed algorithm. Specifically, we compare the computing time spent by running the renter-side part and cloud-side part of the proposed algorithm, and also focus on the computing time spent by the one only locally running the ALS algorithm.
We illustrate by Fig. 2 the measured results at the renter side. The computation time only includes the time it takes to transform the tensor and recover real factor matrices. We can notice that the computation time it spends is very low even for a large-scale tensor. For instance, the time it takes to decompose a 300 × 300 × 300 tensor is 3236.5s. In addition, we can find that the measured time is growing up as the tensor size increases.
To compare with the renter, we demonstrate by Fig. 3 the measured results we obtained at the cloud side. Specifically, we can observe that the time it takes at the cloud side is increasing with the increasing data size. Moreover, we can find that the spent time still is acceptable, even if the tensor size is very large. For example, decomposing a tensor with 300 3 elements costs 64160.9s, which is practical for running it in the cloud.
To show the performance improvement by our proposed algorithm, we illustrate by Fig. 4 the measured time the renter spends to solely perform CP tensor decompositions of tensors with different data sizes. From this figure, we can notice that the measured time is very large. For example, the running time is 1283219s when the tensor has 300 3 elements. Besides, the time is growing up as the tensor size increases. This observation urges us to adopt the proposed algorithm to perform large-scale CP tensor decompositions.
Based on the measured computing time, we can see that our proposed algorithm can save the computing time spent at the renter side very significantly. Moreover, we can find that the proposed algorithm can outsource the most expensive computaitons to the cloud. Therefore, our proposed algorithm is very efficient and practical.
VII. CONCLUSIONS
In this paper, we have studied the problem of privacypreserving outsourcing of large-scale CP tensor decompositions. To design a privacy-preserving outsourcing algorithm, we develop an efficient privacy-preserving tensor transformation scheme for preserving the private information carried by elements' values of a tensor. Then we design a privacypreserving outsourcing algorithm for the ALS algorithm based CP tensor decompositions. We also offer a thorough analysis of the performance of our proposed algorithm. To validate the experiment performance, we implement our proposed algorithm on a laptop and the Amazon EC2 cloud. The experiment results have shown that our proposed algorithm is effective in saving the computing time.
