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Abstract
For a given triple (monad) U :C→ C in the category C, we develop a theory of descent for U . We
start by introducing the basic constructions associated to a triple: descent data, symmetry operators,
and flat connections. The main result of this section asserts that the sets of these objects are bijectively
equivalent. Next we construct a monoidal category C(U) such that U is an algebra in C(U). If C is
abelian, we define Amitsur cohomology of U with coefficients in a functor F :C(U)→ D. As an
application of this construction, in the case where U is faithfully exact, we describe those morphisms
that descend with respect to U . In the last part of the paper we classify all U -forms of a given
object C0 ∈ C. We show that there is a one-to-one correspondence between the set of equivalence
classes of U -forms and a certain noncommutative Amitsur cohomology. Let A/B be an extension
of associative unitary rings and let C be the category of right B-modules. Then (−)⊗B A :C→ C
is a triple which is faithfully exact if and only if the extension A/B is faithfully flat. Specializing
our results to this particular setting, we recover faithfully flat descent theory for extensions of (not
necessarily commutative) rings.
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Let R be an arbitrary ring and let us denote the category of right modules over R by
MR . If S is an extension of R, i.e., there is an arbitrary morphism of rings with unitR→ S,
then the categories MR and MS are connected by a pair of adjoint functors (T ,H) where
T :MR →MS , T (N) = N ⊗R S and H :MS →MR , H(M) =M . Roughly speaking,
classical descent theory of modules and morphisms is concerned with the description of
the image of T . To be more specific we list below three problems of classical descent
theory.
1. (Descent of modules) Let M be a right S-module. Is there any right R-module N such
that M N ⊗R S as right S-modules?
2. (Descend of morphisms) Let N and N ′ be right R-modules and let f :N ⊗R S →
N ′ ⊗R S be a morphism of right S-modules. Does there exist a morphism of right
R-modules g :N →N ′ such that f = g⊗ idS?
3. (Classifications of S-forms) Given a right R-module N classify all right R-modules
N ′ such that N ′ ⊗R S N ⊗R S.
The oldest example of descent theory is probably Galois descent. In this case the
extension R → S is a Galois extension of commutative fields. This theory goes back
to A. Weil who used it to study rational points of algebraic varieties.
Another well-known example, due to Grothendieck, is faithfully flat descent theory
(R → S is now a faithfully flat extension of commutative rings), see [8]. The existence
of an N ∈MR as in the first problem is equivalent to the existence of a “descent datum”
on M . Let us briefly recall the definition of descent datum in this setting. First let us note
that we have an algebra morphism iS :S→ S⊗R S, iS(x)= x⊗1. Hence, for anyM ∈MS ,
the S-modules S⊗RM and M⊗R S are modules over S⊗R S via extension of scalars from
S to S ⊗R S. Let g :S ⊗R M →M ⊗R S be an arbitrary S ⊗R S-linear map. We define
g1 := S ⊗R g and g3 := g ⊗R S and let g2 :S ⊗R S ⊗R M →M ⊗R S ⊗R S be the map
given by
g2(s ⊗ t ⊗m)=
∑
mj ⊗ t ⊗ sj ,
where g(s ⊗ m) =∑mj ⊗ sj . Then a descent datum on M is an S ⊗R S-linear map
g :S ⊗R M→M ⊗R S such that g2 = g3g1 and ∑mjsj =m if g(1⊗m)=∑mj ⊗ sj .
One can easily describe descent data in two other equivalent ways. First, if σM :M →
M ⊗R S is the map m 	→m⊗R 1 then any S ⊗R S-linear map g :S ⊗R M →M ⊗R S is
uniquely determined by the map gσM :M→M ⊗R S. Let us denote gσM by f . Then g is
a descent datum if and only if f satisfies the following properties
(f ⊗R idS)f = (σM ⊗R idS)f, (1)
µMf = idM . (2)
For the second description of descent data let us remark that the canonical flip morphism
τ :S⊗R S→ S⊗R S, τ (x⊗y)= y⊗x is a morphism of algebras. Therefore we can restrict
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S ⊗R S-module as before, becomes an S-module that is denoted by (M ⊗R S)τ . Actually,
with respect to this new structure we have (m⊗x).s = (ms)⊗x . Now one can check easily
that for any descent data g the map ζ : (M⊗R S)τ →M⊗R S given by ζ(m⊗s)= g(s⊗m)
is an involutive morphisms of S-modules, i.e., ζ 2 = idM⊗RS , and
(ζ ⊗R S)(M ⊗R τ)(ζ⊗RS) = (M ⊗R τ)(ζ ⊗R S)(M ⊗R τ), (3)
µMζ = µM. (4)
Conversely, every involutive S-linear map ζ : (M ⊗R S)τ →M ⊗R S that satisfies (3) and
(4) is obtained from a certain descent datum g. In conclusion, we have an one-to-one
correspondence between the set of descent data on M and the set of all involutive S-linear
morphisms ζ verifying (3) and (4).
In the faithfully flat case the second and the third problems mentioned before lead us
in a natural way to the construction of Amitsur cohomology of the extension R→ S with
coefficients in a certain functor F :AlgR →G defined on the category of R-algebras to the
category of groups. We shall not give any detail here, for this part the reader is referred to
[12].
As a final observation in the commutative case, let us note that if M := S then (3) is the
celebrated Yang–Baxter Equation and the flip morphism τ is a solution of it. That reveals a
strong connection between descent theory, on the one hand, and the Yang–Baxter Equation,
on the other hand.
The non-commutative faithfully flat descent theory of rings has recently been investi-
gated by Ph. Nuss in [11] by exploiting the above mentioned connection between descent
data and certain solutions of the Yang–Baxter Equation. Let R→ S be an arbitrary mor-
phism of rings (always with unit) and let M be a right S-module. Of course, because R
and S are not commutative the definition of descent data does not make sense and τ does
not exist anymore, but one can still consider right S-linear functions f :M→M⊗R S that
satisfies (1) and (2). In [11] these functions become, by definition, descent data on M . In
order to define symmetry operators on M ⊗R S and to study their connection to descent
data a substitute τ¯ :S⊗R S→ S⊗R S of τ is required. In the paper cited above τ¯ is defined
by τ¯ (x⊗ y)= xy⊗ 1+ 1⊗ xy − x ⊗ y . If ω denotes the multiplication of S then one can
see that the following five properties of τ¯ are enough for proving all results of [11]
τ¯ (1⊗R x) = τ¯ (x ⊗R 1), ∀x ∈ S, (5)
ωτ¯ = ω, (6)
τ¯ 2 = idS⊗RS, (7)
(τ¯ ⊗R S)(S ⊗R τ¯ )(τ¯ ⊗R S) = (S ⊗R τ¯)(τ¯ ⊗R S)(S ⊗R τ¯ ), (8)
(ω⊗R S)(S ⊗R τ¯ )(τ¯ ⊗R S) = τ¯ (S ⊗R ω). (9)
The same properties already appeared in [1], where they are used to define so-called “strong
r-commutative algebras” in a braided category. In that paper an algebra that satisfies (6) is
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respect to τ¯ , while ω is τ¯ -quasitriangular if and only if the last one holds true. Of course,
(8) is the Yang–Baxter Equation.
Let us turn back to non-commutative descent theory. Symmetry operators are defined in
[11] as in the commutative case, of course by using τ¯ instead of τ . Then it is proved that
there is an one-to-one correspondence between the set of descent datum on M ∈MS and
symmetry operators on M⊗R S. As in the commutative case, descent of morphisms and the
classification of S-forms are studied in [11] by using an appropriate Amitsur cohomology.
Let now C be a category. The definition of triples traces back to Godement’s book (see
[7]), where they are called “Standard constructions”. The name “triple” was introduced by
Eilenberg and Moore in [4], while S. Mac Lane in [9] calls them “monads”. By definition
(U,ω,σ) is a triple in C if U :C→ C is a functor while ω :U2 → U and σ : idC→ U are
functorial morphisms such that ω is “associative” and σ is a “unit”, see Definition 1.1.
The main aim of this paper is to develop a general descent theory for triples that admit
a compatible flip χ , i.e., a functorial morphism χ :U2 → U2 that has similar properties to
τ¯ , see Definition 1.3. Regarding the problem of existence of a compatible flip morphism
let us remark that in the case when C is an additive category then for any triple in C
there always exists at least one that generalizes τ¯ . Moreover, we shall see that our results
do not depend on the choice of a particular χ , and that the classical descent theory for
faithfully flat extensions of rings can be recovered by considering the triple associated to
the couple of adjoint functors (T ,H) defined in the first paragraph of this introduction (see
also Example 1.2 for the construction of the triple associated to a pair of adjoint functors).
In particular, for a commutative faithfully flat extension we can use both τ and τ¯ , and we
get the same results.
Let (U,ω,σ) be a triple in a category C. In the first section of the paper we recall
the definition of a triple and we study some properties of basic constructions associated
to a triple: compatible flip morphisms (Definition 1.3), descent data (Definition 1.10),
U -modules (Definition 1.8) symmetry operators (Definition 1.12). If we work with a triple
in an additive category then there is a compatible flip morphism χcan (see Proposition 1.7).
Moreover, when C is additive it is also possible to define connections and flat connections
on C, see Definition 1.18. They generalize the usual connections introduced independently
by A. Connes and M. Karoubi in their work on non-commutative geometry. The main
results of the first section are Theorem 1.16 and Theorem 1.26 that assert that the sets
of descent data, symmetry operators and flat connections on an object C are bijectively
equivalent.
Throughout the remaining part of this introduction (U,ω,σ) will denote a triple in a
category Cwith a given compatible flip morphism χ . By the very definition, triples reminds
us the associativity law and the properties of the unit of an algebra in a category. In fact
one of the steps of our approach to descent theory is to construct a strict tensor category
(C(U),⊗, I) and an algebra in C(U) with multiplication ω and unit σ . By construction, the
objects in C(U) are all natural numbers n ∈N, the unit object I of C(U) is 0 and the algebra
that we are looking for is (1,ω,σ ) ∈ C(U). The tensor product in C(U) is given on objects
by n ⊗ m = n + m, see Proposition 2.2 for the construction of C(U). Furthermore, since
χ is a compatible flip morphism we prove in Theorem 2.9 that (C(U),⊗,0) is a braided
(symmetric) category. Therefore we can consider the tensor product algebra 1⊗ · · · ⊗ 1 of
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ωn and σn in C(U) such that (Un,ωn,σn) is a triple.
In the third section of the paper we define and study Amitsur cohomology of a triple
in an abelian category C. We know that triples in additive categories admit at least a
compatible flip morphism. Let us fix such a compatible flip morphism χ . In particular we
can consider the triples (Un,ωn,σn), ∀n ∈ N. They enable us to construct a cosimplicial
object in C(U), that will be called the Amitsur cosimplicial object and will be denoted
by (∗ + 1, ∂∗, s∗). For any functor F :C(U)→D to a category D we get a cosimplicial
object F(∗ + 1, ∂∗, s∗) in D by applying F to the Amitsur cosimplicial object. When
D is abelian we can define A∗(U,F ), the complex associated to the cosimplicial object
F(∗+ 1, ∂∗, s∗). The cohomology of A∗(U,F ) will be called the Amitsur cohomology of
U with coefficients in F and it will be denoted by H∗(U,F ). We compute, for example, the
Amitsur cohomology of a faithfully exact triple U with coefficients in FC :C(U)→ C, the
“evaluation functor” that is defined in Remark 3.5. As an application of this computation
we prove Proposition 3.5, that answers the problem of descent of morphisms for faithfully
exact triples.
In the last section of the paper we classify all U -forms of a given object C0 ∈ C. By
definition, a U -form of C0 is a pair (C,φ) where C ∈ C and φ :U(C)→ U(C0) is an
isomorphism of U -modules, where U(C0) and U(C) are regarded as U -modules in a
natural way via ω. First, we extend the definition of Amitsur cohomology for functors
F :C(U)→ G, where G is the category of all groups. Because G is not additive we
can define the non-commutative Amitsur cohomology H∗(U,F ) only in degree 0 and 1.
Then, for a fixed object C ∈ C, we define a functor AutU,C from C(U) to G such that
AutU,C(n) is the group of all automorphisms of Un(C) in the category of Un-modules
for every n ∈ C(U) (see Proposition 3.7). The key point of the classification is the
computation of H∗(U,AutU,C) which is performed in Proposition 3.9 and Theorem 3.11.
The classification of U -forms is realized in Theorem 4.8, where we prove that the set of
equivalent classes of U -forms is in an one-to-one correspondence to H1(U,AutU,C).
Finally we apply these results to the case when H is a finite-dimensional Hopf algebra,
A/B is a faithfully flat H ∗-Galois extension. For any right B-module N we prove in
Theorem 4.14 that there is a bijection of pointed sets from the quotient set of Form(N )
modulo the equivalence relation ofU -forms to H1(H,E(N)) where H1(H,E(N)) denotes
the Sweedler 1-cohomology with coefficients in E(N) := EndA(N ⊗B A).
Let us remark that we only develop a theory for “descending” morphisms and for
classifying U -forms. Actually the problem of descending U -modules is already solved
by Barr–Beck Theorem. For this reason, and because we use this theorem in the proof of
Theorem 4.8 we include the proof of Barr–Beck Theorem in Section 5.
Notations
Throughout this paper categories will be denoted by capital letters like A,B,C, . . . .
The composition of two morphism u :X→ Y and v :Y → Z in C will be denoted by vu,
and similarly GF denotes the composition of the functors F :C→D and G :D→ C.
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fC :F(C) → G(C) in D is called a functorial morphism from F to G and it will be
denoted by f :F → G if for every morphism u :C → C′ we have G(u)fC = fC ′F(u).
Suppose that T :A→ C is another functor. Then for a functorial morphism f as above we
can define the functorial morphism fT :FT →GT to be the family (fT (A))A∈A. Similarly,
if S :D→ E then S(f ) :SF → SG is the functorial morphism (S(fC))C∈C.
Now, we assume that T :C→D is a functor and H :D→ C is a right adjoint of T . By
definition, for every C ∈ C and D ∈D there is a family (φC,D)(C,D)∈C×D of morphisms
φC,D : HomD
(
T (C),D
)→HomC(C,H(D)),
which is functorial in C and D. The unit and the counit of the adjunction will be
denoted by σ : idC → HT and ξ :TH → idD, respectively. Here idC and idD denote
the identity functors of the categories C and D. We recall that, for every C ∈ C and
D ∈D, σC :C→HT (C) and ξD :TH(D)→D are given by σC := φC,T (C)(idT (C)) and
ξD := φ−1H(D),D(idH(D)). The following properties of the unit and counit of the adjunction
are well-known
φC,D(f ) = H(f )σC for any f :T (C)→D, (10)
φ−1C,D(g) = ξDT (g) for any g :C→H(D), (11)
ξT (C)T (σC) = idT (C), (12)
H(ξD)σH(D) = idH(D) . (13)
1. Descent data, symmetries and connections associated to a triple
In this section we shall define the main notions that we shall deal with and we shall
study the connection between them. We start by defining triples.
Definition 1.1. Let C be a category and U :C→ C be a functor. Assume that ω :U2 → U
and σ : idC→ U are given functorial morphisms. We say that (U,ω,σ) is a triple in C if
the following diagrams
U3
U(ω)
ωU
U2
ω
U2 ω U
(14)
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ω
U U2
ω
U
U(σ)
idU
σU (15)
are commutative.
Note that, since ω and σ are functorial morphisms, for any morphism f :X→ Y in C
we have
U(f )ωX = ωYU2(f ), (16)
U(f )σX = σY f. (17)
We are going to associate to any triple (U,ω,σ) in C and any C ∈ C three sets, whose
elements will be called descent data, symmetries and connections, respectively. The main
aim of this section is to prove that these three sets are bijectively equivalent. We start by
giving an example of triples.
Example 1.2. Let C and D be categories and assume that T :C→D is a functor and
H :D→ C is a right adjoint of T . If σ : idC→ HT and ξ :TH → 1D are respectively
the unit and the counit of the adjunction, then (U,ω,σ) is a triple, where U = HT,ω =
H(ξT ).
For a more particular case let B → A be an arbitrary extension of rings. Let C
be the category MB of right B-modules, D be the category MA of right A-modules,
T := (−)⊗B A :MB →MA and H :MA →MB be the restriction of scalars. The triple
(U,ω,σ) corresponding to the pair (T ,H) is defined for any M ∈MB , m ∈ M and
x, y ∈A by
ω(m⊗B x ⊗B y) = m⊗B xy,
σ (m) = m⊗B 1.
Definition 1.3. Let (U,ω,σ) be a triple in a category C. A functorial morphism χ :U2 →
U2 will be called a compatible flip morphism if the following five relations hold true:
χU(σ) = σU and χσU =U(σ), (18)
ωχ = ω, (19)
χ2 = idU2, (20)
U(χ)χUU(χ) = χUU(χ)χU, (21)
U(ω)χUU(χ) = χωU . (22)
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U2(f )χX = χYU2(f ). (23)
Example 1.4. Let B → A be an extension of commutative rings. Suppose that T :=
(−)⊗B A and H is the right adjoint of T , as in Example 1.2. If U is the triple associated
to (T ,H) then χ :U2 → U2, given for any M ∈MB by χM =M ⊗B τ , is a compatible
flip morphism, where τ :A⊗B A→A⊗B A is the usual flip τ (x ⊗ y)= y ⊗ x . Actually,
(19) holds since A is a commutative algebra and (21) is equivalent in this case to
(τ ⊗B A)(A⊗B τ)(τ ⊗B A)= (A⊗B τ)(τ ⊗B A)(A⊗B τ),
that is τ is a solution of the well-known Yang–Baxter Equation. This example suggests the
following definitions.
Definition 1.5. Let (U,ω,σ) be a triple in a category C and let χ :U2 →U2 be a functorial
morphism.
(a) We say that ω is called χ -commutative if (19) holds.
(b) If χ satisfies (21) then we say that χ is a solution of the Yang–Baxter Equation.
(c) Following [1], we say that the triple (U,ω,σ) is χ -quasitriangular if (22) holds true.
Example 1.6. We keep the notation from preceding example, but we now consider arbitrary
ring extensions. Therefore τ may not exist in general, since A is not commutative.
Nevertheless, following [11], one can define a new flip τ :A ⊗B A → A ⊗B A by
τ (x⊗B y)= xy⊗B 1+ 1⊗B xy− x⊗B y for any extension B→A. Then χ = (−)⊗B τ
is a compatible flip morphism for U . Actually, the construction performed in [11] can be
generalized to the case when U is an arbitrary triple in an additive category C as follows.
Proposition 1.7. Let (U,ω,σ) be a triple in an additive category C. The functorial
morphism χcan :U2 → U2 given by
χcan = σUω+U(σ)ω− idU2 (24)
is a compatible flip morphism that will be called the canonical flip morphism.
Proof. For the moment let us denote χcan by χ . Relations (18) and (19) are straightforward
by definitions. Since
χ2 = χ[σUω+U(σ)ω− idU2],
we get (20) by using (18). For proving (21) let us introduce the following notation
X = [σU2 +U(σU )]ωU,
Y = [U2(σ )+U(σU)]U(ω).
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χUU(χ)χU =U(χ)χUU(χ) (25)
⇔ (X− idU3
)(
Y − idU3
)(
X− idU3
)= (Y − idU3)(X− idU3)(Y − idU3)
⇔XYX−X2 +X = YXY − Y 2 + Y.
By (20) we have χ2U = idU3 , therefore (X − idU3)2 = idU3 . Thus X2 − 2X, and similarly
Y 2 = 2Y . Hence (25) holds if and only if
XYX−X = YXY − Y.
Since ω and σ are functorial one can check easily that
ωUU
2(σ )U(ω)σU2 = ωUU2(σ ), (26)
σU2U(ω)σU2ωU = U(σU)U(ω)σU2ωU . (27)
If X′ = σU2 +U(σU ) then
XYX−X = X′ωUU2(σ )U(ω)X+X′ωUU(σU)U(ω)X−X
= X′ωUU2(σ )U(ω)σU2ωU +X′ωUU2(σ )U(ω)U(σU )ωU +X′U(ω)X−X
(26)= XU2(σ )ωU +XU2(σ )ωU +X′U(ω)σU2ωU +X′U(ω)U(σU )ωU −X
= 2XU2(σ )ωU +X′U(ω)σU2ωU
= 2XU2(σ )ωU + σU2U(ω)σU2ωU +U(σU )U(ω)σU2ωU
(27)= 2[XU2(σ )ωU + σU2U(ω)σU2ωU ].
A similar computation proves that
YXY − Y = 2[XU2(σ )ωU + σU2U(ω)σU2ωU ],
so (21) has been proved. Finally, by (14) and (24) we get
U(ω)χU =U(ω)σU2ωU +ωU −U(ω).
Thus
U(ω)χUU(χ) = U(ω)σU2U(ω)+U(ω)σU2ωUU2(σ )U(ω)+ωUU2(σ )U(ω)
−U(ω)σU2ωU −ωU .
Since u and σ are functorial we have ωUU2(σ )=U(σ)ω and σUω=U(ω)σU2 . Then (22)
follows by (14) and (15). ✷
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as follows. The objects of CU are pairs (X,µX) where X ∈ C and µX :U(X)→ X is a
morphism in C such that the diagrams
U2(X)
ωX
U(µX)
U(X)
µX
U(X)
µX
X
U(X)
µX
X
X
σX
idX (28)
are commutative. Let (X,µX) and (Y,µY ) be U -modules. A morphism f in C from X to
Y is a morphism of U -modules iff
U(X)
U(f )
µX
U(Y )
µY
X
f
Y
(29)
is commutative.
Example 1.9. Let U be a triple in a category C.
(a) If X is an object in C then (U(X),ωX) ∈ CU , since ω verifies (14) and (15). Moreover,
in view of (16), the mapping X 	→ (U(X),ωX) yields a functor, denoted also by
U :C→ CU . The functor H :CU → C that forgets the module structure is a right
adjoint of U .
(b) Let (U,ω,σ) be the triple associated to a pair (T ,H) of adjoint functors, as in
Example 1.2. Let D be an object in D. Then (H(D),H(ξD)) is a U -module.
Definition 1.10. Let (U,ω,σ) be a triple in C and let (C,µC) be a U -module.
(a) A morphism ρC :C→U(C) is called a gluing datum on C if it satisfies the following
two properties:
ωCU(ρC) = ρCµC, (30)
µCρC = idC . (31)
The set of gluing data on C will be denoted by Glu(C). Note that the first property is
equivalent to the fact that ρC :C→U(C) is a morphism in CU , since U(C) is always
regarded as a U -module via ωC .
(b) A gluing datum ρC on C is called a descent datum on C if in addition it satisfies
U(ρC)ρC =U(σC)ρC. (32)
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Lemma 1.11. Let (U,ω,σ) be a triple in a category C. Suppose that there is a compatible
flip morphism χ and let (C,µC) be a U -module. Then U(C) in a U -module with the
structure morphism U(µC)χC :U2(C)→ U(C).
Proof. Since χCσU(C) = U(σC) and µCσC = idC , obviously we have U(µC)χCσU(C) =
idU(C). Moreover, U2(µC)χU(C) = χCU2(µC) since χ is functorial, so
U(µC)χCU
2(µC)U(χC)=U(µC)U(ωC)χU(C)U(χC)=U(µC)χCωU(C),
where the last equality is obtained by using (22) and (28). ✷
Definition 1.12.
(a) Let (U,ω,σ) be a triple in C such that there is a compatible flip morphism χ . Let
(C,µC) ∈ CU . Then a morphism ζ :U(C)→U(C) is called a twisting operator on C
if the following two equalities hold
µCζ = µC, (33)
ζU(µC)χC = ωCU(ζ ). (34)
We denote the set of involutive twisting operator on C by Invtwist(C).
(b) We say that an involutive twisting operator is a symmetry on C if
U(ζ )χCU(ζ )= χCU(ζ )χC, (35)
and we denote the set of all symmetries on C by Symm(C).
Remark 1.13. Let U be a triple in a category C.
(a) Property (34) means that ζ : (U(C),U(µC)χC)→ (U(C),ωC) is a morphism in CU .
(b) Note that for every C ∈ C the flip morphism χC is a symmetry on U(C). The relation
(35) is equivalent in this case to the Yang–Baxter Equation (21). For this reason (35)
will also be called the Yang–Baxter Equation.
(c) Suppose that C is abelian and U is faithfully exact, that is U preserves and reverses
exactness. Then an involutive solution ζ :U(C)→ U(C) of the Yang–Baxter Equation
that satisfies (34) is a symmetry on C. Indeed, we have
U(µCζ )χCU(ζ )
(YBE)= U(µC)χCU(ζ )χC (34)+(19)= ζωC (34)= U(µC)χCU(ζ ).
Hence U(µCζ )=U(µC), and we conclude since U is faithfully exact.
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morphism χ . If (C,µC) ∈ CU and ζ is a twisting operator on C, then
ρC := ζσC
is a gluing datum on C.
Proof. For simplifying the notation we shall write ρ, µ, ω, σ , σU and χ for ρζ , µC , ωC ,
σC , σU(C) and χC , respectively. Obviously, by (33) and (28) we have µρ = idC . On the
other hand
ρµ−ωU(ρ) (34)= ζσµ− ζU(µ)χU(σ) (18)= ζσµ− ζU(µ)σU (17)= 0,
so ρ :C→ U(C) is also a morphism in CU . ✷
Lemma 1.15. Let (U,ω,σ) be a triple in C such that there is a compatible flip morphism χ .
If (C,µC) ∈ CU and ρC ∈Glu(C) then
ζρ =U(µC)χCU(ρC)
is a twisting operator on C. Moreover, ζρ is involutive whenever either ρC is a descent
datum or C is additive and χ is the canonical flip χcan, see Proposition 1.7.
Proof. We keep the notation from the proof of the preceding lemma. Let ζ denote ζρ . Then
µζ = µU(µ)χU(ρ) (28)= µωχU(ρ) (19)= µωU(ρ) (30)= µρµ= µ.
Now let us prove that (34) holds true. Indeed, let us remark first that
U(ρ)U(µ)χ
(30)= U(ω)U2(ρ)χ (23)= U(ω)χUU2(ρ).
Thus we get
ζU(µ)χ =U(µ)χU(ρ)U(µ)χ =U(µ)χU(ω)χUU2(ρ).
Therefore
ζU(µ)χ
(22)= U(µ)ωUU(χ)U2(ρ) (16)= ωU2(µ)U(χ)U2(ρ)= ωU(ζ ),
so ζ is a morphism of U -modules. It remains to prove that ζ is involutive if ρC ∈ Desc(C)
or C is additive and χ = σUω+U(σ)ω− idU2(C). First let us suppose that ρC is a descent
datum. We have
ζ 2 = U(µ)χU(ρµ)χU(ρ) (30)= U(µ)χU(ω)U2(ρ)χU(ρ)
(23)= U(µ)χU(ω)χUU2(ρ)U(ρ).
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ζ 2 =U(µ)ωUU(χ)U2(σ ) (30)= U(ρ)U(µ)ωUU(σU)U(ρ) (15)= U(µρ) (31)= idU(C) .
Now let us consider the second case. As χcan = σUω + U(σ)ω − idU2 , by (28) and (17)
we obtain
U(µ)χcan = σµω+ω−U(µ).
Thus, by the definition of ζ and using (30) and (31), we have ζ = σµρµ+ ρµ− idU(C),
so (31) implies
ζ = ρµ+ σµ− idU(C) . (36)
Now it is easy to prove that ζ 2 = idU(C), since µρ = µσ = idC . ✷
Theorem 1.16. Let (U,ω,σ) be a triple in C such that there is a compatible flip morphism
χ . If (C,µC) ∈ CU then ΨC : Desc(C)→ Symm(C) defined by
ρ 	→ ζρ :=U(µC)χCU(ρ)
is a bijection whose inverse isΨ ′C : Symm(C)→Desc(C), Ψ ′C(ζ ) := ρζ , where ρζ := ζσC .
Proof. Let ρ :C→ U(C) be a descent datum and ζ :U(C)→ U(C) be a symmetry on C.
By Lemmas 1.14 and 1.15 we know that ΨC(ρ) is an involutive twisting operator and
Ψ ′C(ζ ) is a gluing datum. Therefore, for proving that ΨC and Ψ ′C are well-defined we need
that ζρ = ΨC(ρ) is a solution of the Yang–Baxter Equation and ρζ = Ψ ′C(ζ ) is a descent
datum, i.e., it verifies (32). Indeed, if µ= µC , χU = χU(C) and ω = ωC then
U(ζρ)χU(ζρ)
(23)= U2(µ)U(χ)χUU2(ρ)U2(µ)U(χ)U2(ρ)
(30)= U2(µ)U(χ)χUU2
[
ωU(ρ)
]
U(χ)U2(ρ)
(23)= U2(µ)U(χ)χUU2(ω)U
[
χUU
2(ρ)
]
U2(ρ)
(32)= U2(µ)U(χ)χUU2(ω)U(χU)U2
(
U(σ)ρ
)
(23)= U2(µ)U(χ)χUU2(ω)U
[
U2(σ )χ
]
U2(ρ)
(15)= U2(µ)U(χ)χUU2
(
idU(C)
)
U(χ)U2(ρ)
(21)= U2(µ)χUU(χ)χUU2(ρ)
(23)= χU2(µ)U(χ)U2(ρ)χ = χU(ζρ)χ.
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Baxter Equation, we have
U(ζ )= χU(ζ )χU(ζ )χ,
so that
U(ρζ )ρζ
(18)= χU(ζ )χU(ζ )σU(C)ζσ (17)= χU(ζ )χσU(C)ζ 2σ.
Since ζ is involutive and U(σ)σ = σUσ it results
U(ρζ )ρζ = χU(ζ )χU(σ)σ (18)= χU(ζ )σU(C)σ (17)= χσU(C)ζσ (18)= U(σ)ρζ .
It remains to prove that Ψ ′C is the inverse of ΨC . For any ζ ∈ Invtwist(C) we have
ΨCΨ
′
C(ζ )= ΨC(ρζ )= ΨC(ζσC)=U(µC)χCU(ζσC) (34)= ζωCU(σC)= ζ.
On the other hand, for every morphism ρ :C→ U(C) in C, since ζ is involutive, it follows
that
Ψ ′CΨC(ρ)=U(µ)χU(ρ)σ (17)= U(µ)χσUρ (18)= U(µ)U(σ)ρ = ρ,
so the theorem is proved. ✷
Corollary 1.17. Let C be an additive category. If (U,ω,σ) is a triple in C and χcan is
the canonical compatible flip then for any C ∈ C there is a bijection between Glu(C) and
Invtwist(C).
Proof. By Lemma 1.15, for any ρ ∈ Glu(C) the corresponding twisting operator ζρ is
involutive. Therefore the assignment p 	→ ζρ defines a map from Glu(C) to Invtwist(C).
On the other hand ζσ is a gluing datum for every involutive twisting operator ζ , so we
get a map from Invtwist(C) to Glu(C). They are each other inverse, since ΨCΨ ′C(ζ )= ζ
for any ζ ∈ Invtwist(C) and Ψ ′CΨC(ρ) = ρ for any ρ ∈ Glu(C), see the proof of
Theorem 1.16. ✷
We end this section by studying the set of descent data on an object C ∈ C, when the
category C is additive. We want to prove that there is a bijection from Desc(C) to the set
of flat connections on C, see definitions below.
Definition 1.18. Let (U,ω,σ) be a triple in an additive category C and let (C,µC) be a
U -module.
(a) A morphism ∇ :C→U(C) in C is called a quasi-connection on C if
∇µC −ωCU(∇)= idU(C)−σCµC. (37)
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µC∇ = 0. (38)
The set of all quasi-connection on C will be denoted by Qconn(C) and the set of all
connections on C by Conn(C).
Remark 1.19. Let B be a commutative ring and let A be a B-algebra (not necessarily
commutative). Let (U,ω,σ) be the triple associated to the pair (T ,H), where T is
(−) ⊗B A :MB →MA and H is the restriction of scalars, see Example 1.2. As we
have already noticed, M ∈ CU iff M is an A-module. Thus a connection on M , in this
particular case, is a B-linear map ∇ :M→M ⊗B A such that ∇(ma)=∇(m)a +md(a),
∀m ∈ M , ∀a ∈ A, where d(a) = 1 ⊗ a − a ⊗ 1. The second property of a connection,
namely (38), implies that the image of∇ is included in M⊗AΩ1(A), the non-commutative
1-differential forms with coefficients in M . Therefore, in particular we get the definition of
connections given by Connes in [2] and independently by Karoubi in [5]; see also [3].
Example 1.20. Let (U,ω,σ) be a triple in C. If C is additive then, for every C in C, there
is always a connection ∇ on (U(C),ωC) ∈ CU , namely ∇can =U(σC)− σU(C).
Lemma 1.21. Suppose that C is an additive category. Let (U,ω,σ) be a triple in C.
If (C,µC) is a U -module and ∇ ∈ Qconn(C) then ρ∇ := ∇ + σC is a morphism of
U -modules from C to U(C). Moreover, if ∇ ∈ Conn(C) then ρ∇ ∈ Glu(C).
Proof. Let ρ := ρ∇ . To simplify the notation we shall write µ,σ,ω for µC,σC and ωC ,
respectively. Assume that ∇ ∈Qconn(C). We have to prove that ρµ= ωU(ρ). We have
ρµ= (∇ + σ)µ (37)= idU(C)+ωU(∇)= idU(C)+ωU(ρ − σ) (15)= ωU(ρ).
Assume now that ∇ ∈ Conn(C). We get
µρ = µ(∇ + σ) (38)+(28)= idC .
Then ρ ∈Glu(C). ✷
Lemma 1.22. Assume that C is additive and let (U,ω,σ) be a triple in C. If (C,µC) is a
U -module and ρ ∈ HomCU (C,U(C)) then ∇ρ := ρ−σC is a quasi-connection. Moreover,
if ρ ∈ Glu(C) then ∇ρ ∈ Conn(C).
Proof. Let µ,σ,ω be as in the proof of the above lemma. Let ∇ := ∇ρ . Since ρ is a
morphism of U -modules we have ωU(ρ)= ρµ. By definition of ∇ρ and by (30) and (15)
one can immediately prove (37). Assume now that ρ ∈Glu(C). We know that ∇ is a quasi-
connection. By (28) it results easily that µ∇ = 0, so ∇ ∈ Conn(C). ✷
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U -module. Then ΘC : Qconn(C)→HomCU (C,U(C)) defined by
∇ 	→ ρ∇ := ∇ + σC
is bijective and its inverse Θ ′C : HomCU (C,U(C))→Q conn(C) is given by
ρ 	→ ∇ρ := ρ − σC.
Moreover, ΘC induces a bijection between Conn(C) and Glu(C).
Proof. By Lemmas 1.21 and 1.22 the maps ΘC and Θ ′C are well-defined and they induce
functions between Conn(C) and Glu(C). Obviously Θ ′C is the inverse of ΘC . ✷
Definition 1.24. Let (U,ω,σ) be a triple in C and let (C,µC) ∈ CU . For every ∇ ∈
Conn(C) we define Γ∇ , the curvature of ∇ , by setting
Γ∇ =
(
idU2(C)−σU(C)ωC
)
U(∇)∇.
A connection∇ is called flat iff Γ∇ = 0. The set of all flat connections onC will be denoted
by FlConn(C).
Remark 1.25. Let (U,ω,σ) be the triple associated to the pair (T ,H), where T :=
(−)⊗B A andH is the right adjoint of T , see Example 1.2. By Remark 1.19 any connection
∇ can be identified with a B-linear map ∇ :M →M ⊗A Ω1(A). Via this identification
the curvature Γ∇ of ∇ can be regarded as a B-linear map from M to M ⊗A Ω2(A)
and can be computed by Γ∇(m) =∑i ∇(mi) ⊗ d(ui), where ∇(m) =∑i mi ⊗ d(ui).
In conclusion, the definition of flat connections given in [5] and our definition are identical
in this particular case.
Theorem 1.26. Let (U,ω,σ) be a triple in an additive category C and let (C,µC) be
a U -module. Then ΘC : Conn(C)→ Glu(C) induces a bijection between FlConn(C) and
Desc(C).
Proof. We keep the notation from the proof of the preceding proposition, namely let
ω,σ,µ and σU denote ωC , σC , µC and σU(C), respectively. Take ∇ ∈ Conn(C) and let
ρ =∇ + σ . Since
U(∇)∇ = U(ρ)ρ −U(ρ)σ −U(σ)ρ +U(σ)σ,
by using (30) and (15) it is routine to check that
σUωU(∇)∇ = σUρµρ − σUρµσ − σUρ + σUσ.
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σUωU(∇)∇ =U(σ)σ − σUρ = U(σ)σ −U(ρ)σ.
Hence we get
Γ∇ =U(ρ)ρ −U(σ)ρ.
Therefore Γ∇ = 0 if and only if U(ρ)ρ =U(σ)ρ. ✷
2. Symmetric categories and triples
Throughout this section (U,ω,σ) is a triple in a category C such that there is a
compatible flip morphism χ . The main goal of this section is to associate to U a symmetric
category C(U) such that the class of its objects is the set of all natural numbers and
1 ∈ C(U) is an algebra in C(U). This construction will help us to define two sequences
(ωn)n∈N and (σn)n∈N of morphisms in C such that (Un,ωn,σn) is a triple in C. Here Un
denotes the composition of U with itself n times.
Recall that a tensor category means a category C that is endowed with a functor
⊗ :C× C→ C, an object I ∈ C and functorial isomorphisms: aC,D,E :C ⊗ (D ⊗ E)→
(C ⊗D) ⊗ E, lC :C → I ⊗C and rC :C → C ⊗ I . The functorial morphism a satisfies
the Pentagon Axiom and it will be called the associativity constraint. The morphisms l and
r are called the unit constraints and they are assumed to satisfy the Triangle Axiom. The
object I is called the unit of C. For details on tensor categories we refer to [6, Chapter XI].
A tensor category is called strict if the associativity constraint and unit constraints are the
corresponding identity morphisms.
Definition 2.1. Let C be a category and assume that (U,ω,σ) is a triple in C such that there
is a compatible flip morphism χ . The category C(U) is defined as follows: the objects in
C(U) are all natural numbers n ∈ N. A morphism in C(U) from n to m is a functorial
morphism f :Un → Um that can be written as a composition of elementary morphisms,
where a morphism g is called elementary if there are h ∈ {id, σ,ω,χ} and p,q ∈ N such
that g =Up(hUq ).
We endow C(U) with a tensor product ⊗ :C(U)× C(U)→ C(U) by setting
n⊗m = n+m, (39)
f ⊗ g = Um(g)fUp , (40)
where f : n → m, g : p → q. Note that Um(g)fUp = fUqUn(g), since f is a functorial
morphism, so (f ⊗ g) ◦ (f ′ ⊗ g′)= (ff ′)⊗ (gg′). Moreover, since Um(g)Ur =Um(gUr )
it results that (f ⊗g)⊗h= f ⊗ (g⊗h). Therefore (C(U),⊗,0) is a strict tensor category.
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(21) if and only if
(id1⊗χ)(χ ⊗ id1)(id1⊗χ)= (χ ⊗ id1)(id1⊗χ)(χ ⊗ id1),
that is χ is an Yang–Baxter operator on the object 1 that belongs to the strict tensor category
(C(U),⊗,0), see [6, p. 323]. That is the reason why relation (21) is called the Yang–Baxter
Equation.
Proposition 2.2. The category C(U) with the tensor product defined by relations (39) and
(40) is a strict tensor category.
By definition, a tensor category C is called braided if there is a commutativity constraint,
that is a functorial morphism χ :⊗→⊗τ , where τ :C × C→ C × C is the flip functor
(C,D) 	→ (D,C) and (f, g) 	→ (g, f ), for any pair of objects (C,D) in C and any pair of
morphisms (f, g). The commutativity constraint obey the Hexagon Axiom, see [6, p. 315].
The morphism χ is called the braiding of C. The category C with braiding χ is symmetric
if and only if χD,C = χ−1C,D for every pair (C,D) of objects in C.
Now we want to prove that C(U) is a symmetric category. For we need a family
(χn,m)n,m∈N of functorial morphisms χn,m : n + m → m + n that satisfies the Hexagon
Axiom. In the category C(U) this axiom is equivalent to the following two relations:
χn+m,p = (χn,p ⊗ idm)(idn⊗χm,p), (41)
χn,m+p = (idm⊗χn,p)(χn,m ⊗ idp) (42)
for all n,m,p ∈ N. By taking into account the definition of the tensor product in C(U)
these relations actually are
χn+m,p = χn,pUm Un
(
χm,p
)
, (43)
χn,m+p =Um(χn,p)χn,mUp . (44)
To prove the existence of such a family of morphisms in C(U) we use Lemma XIII.3.5
of [6]. Recall that the objects of the braid category B are the natural numbers and the set
of morphisms from n to m is the braid group Bn if n=m and the empty set otherwise. By
[6, Theorem XIII.2.1]B is braided, a braiding cn,m : n+m →m+ n being given by
cn,m = (σmσm−1 · · ·σ1)(σm+1σm · · ·σ2)(σm+n−1σm+n−2 · · ·σn), (45)
where (σi)i=1,n+m−1 are the generators of Bn+m.
Proposition 2.3. There is a family (χn,m)n,m∈N of morphisms in C(U) such that χn,m : n+
m → m+ n, χ0,0 = id0, χ0,1 = χ1.0 = id1, χ1,1 = χ and (χn,m)n,m∈N satisfies relations
(43) and (44) for all n,m,p ∈N.
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Yang–Baxter Equation. Then we can apply Lemma XIII.3.5 of [6] to construct a unique
strict tensor functor F :B→ C(U) such that F(1)= 1 and F(c1,1)= χ . We define
χn,m := F(cn,m).
Obviously, by the definition of F , we have F(n) = n, χ0,0 = id0, χ0,1 = χ1.0 = id1 and
χ1,1 = χ , see the proof of [6, Lemma XIII.3.5]. Since (cn,m)n,m∈N is a braiding in B it
obeys the Hexagon Axiom, that is (41) and (42) are true if χ is replaced by c. We conclude
by remarking that F is functor, so (41) and (42) follow by applying F to the corresponding
relations that hold for (cn,m)n,m∈N. ✷
Remark 2.4. By [6, p. 327] we have F(σi)=Ui−1(χUn−i ) for every generator σi ∈Bn+1.
Since χn,1 = F(σ1) · · ·F(σn) it results
χn,1 = χUn−1U(χUn−2) · · ·Un−1(χ), (46)
and similarly
χ1,n =Un−1(χ) · · ·U(χUn−2)χUn−1 . (47)
In particular it results that χn,1 the inverse of χ1,n, since χ is involutive. Actually, in the
next proposition we shall prove that χn,m is the inverse of χm,n for all n,m ∈ N.
Proposition 2.5. χn,m is the inverse of χm,n for all n,m ∈N.
Proof. If n= 0 or m= 0 then the proposition follows by the definition of χn,m, so we can
suppose that n 1 and m 1. We shall proceed by induction on m. The case m= 1 was
already studied in the preceding remark. Let us assume that χn,m is the inverse of χm,n
and let us compute χn,m+1χm+1,n. By (43), (44) and the induction hypothesis we have
χn,m+1χm+1,n =Um(χn,1)χn,mU χm,nU Um
(
χ1,n
)=Um(χn,1)Um(χ1,n).
Therefore, by the preceding remark, χn,m+1χm+1,n = idn+m+1. ✷
For simplicity we shall denote the family (χn,m)n,m∈N by χ also. Recall that our main
goal in this section is to prove that (C(U),⊗,0, χ) is a symmetric category. By (2.2),
(2.3) and (2.5) we know that C(U) is a strict tensor category and that there is a family
(χn,m)n,m∈N of morphisms in C(U) that satisfies relations (43) and (44). Therefore, to
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square
n⊗ p χ
n,p
f⊗g
p⊗ n
g⊗f
m⊗ q χ
m,q
q⊗m
(48)
is commutative for all pairs (f, g), with f : n → m and g : p → q morphisms in C(U).
This last property of χ will be a consequence of the next lemmas. Note that f ⊗ g =
(idm⊗g)(f ⊗ idp), so (48) is commutative if and only if it is commutative for the pairs
(f, idp) and (idm, g), that is
χm,pfUp = Up(f )χn,p, (49)
χm,qUm(g) = gUmχm,p. (50)
Since (χp,m)−1 = χm,p it follows that the second relation holds for any g if we prove that
the first relation is true for any f and all n,m,p ∈ N. In conclusion, it remains to show
that (49) holds for any f and n,m,p ∈ N. First, let us study the case p = 1.
Definition 2.6. A functorial morphism f :Un → Um, not necessarily in C(U), is called
admissible if χm,1fU =U(f )χn,1, that is (49) holds for f and p = 1.
Lemma 2.7. Let (U,ω,σ) be a triple in a category C such that there is a compatible flip
morphism χ . Then
(a) id, σ , ω and χ are admissible morphisms.
(b) If f :Un→ Um is admissible then fU and U(f ) are admissible.
(c) If f :Un→ Um and g :Um→ Uq are admissible then gf is so.
Proof. (a) Obviously id is admissible. On the other hand, σ is admissible if and only
if χσU = U(σ), relation that is true by the definition of compatible flip morphisms, see
(18). For ω we have to check that χωU = U(ω)χ2,1. Since χ2,1 = χUU(χ), the required
relation follows by (22). Furthermore, χ is admissible if and only if χ2,1χU = U(χ)χ2,1.
By definition of χ2,1 this is equivalent to the Yang–Baxter Equation (21).
(b) Let f :Un→ Um be an admissible morphism. We have to prove that
χm+1,1fU2 = U(fU)χn+1,1, (51)
χm+1,1U(fU ) = U2(f )χn+1,1. (52)
Note that Um(χ)fU2 = fU2Un(χ), since f is functorial. Thus (51) results by (43) and by
hypothesis. Similarly, by the fact that χ is functorial one can prove the second relation.
(c) Straightforward. ✷
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morphism χ . Let f :Un→ Um be an admissible morphism. Then (49) holds for any p ∈N.
Proof. If p = 0 we have nothing to prove, and for p = 1 the relation holds since f is
admissible. By induction, let us assume that (49) is true for p. Then
χm,p+1fUp+1
(44)= Up(χm,1)χm,pU fUp+1 (ind)= Up
(
χm,1
)
Up(fU )χ
n,p
U
= Up(χm,1fU )χn,pU (p=1)= Up
(
U(f )χn,1
)
χ
n,p
U
= Up+1(f )Up(χn,1)χn,pU (44)= Up+1(f )χn,p+1.
Therefore, by induction, (49) holds for any p ∈ N. ✷
Theorem 2.9. Let (U,ω,σ) be a triple in a category C such that there is a compatible flip
morphism χ . Then (C(U),⊗,0, (χn,m)n,m∈N) is a symmetric category.
Proof. As we have already remarked it is enough to prove that any morphism in C(U) is
admissible. Let f :Un → Um be such a morphism, so there are f 1, . . . , f t ∈ {id, σ,ω,χ}
and p1,p2, . . . , pt , q1, q2, . . . , qt ∈ N such that f = Up1(f 1Uq1 )Up2(f 2Uq2 ) · · ·Upt (f tUqt ).
Since id, σ,ω and χ are admissible it results that all Upi (f i
Uqi
), i = 1, . . . , t are admissible,
see Lemma 2.7. By the last part of the same lemma it results that f is admissible too. ✷
Let us recall now a technique of representing morphisms in a braided category. Since the
category that we are interested in is (C(U),⊗,0, χ) we shall consider diagrams only in this
category. We represent a morphism f : n→m as in diagram (a). For simplicity, the identity
morphism idn : n → n will be represented just by a vertical line, see (b). The morphism
ωn : n ⊗ n → n is drawn by joining two strings, as in (c) and χn,m : n ⊗ m → m ⊗ n
is denoted by the crossing of two strings, see (d). The order of the strings in a crossing
does not matter in our case, since χ is symmetric. To represent the composition of two
morphisms f : n→m and g : m→ p we draw f on the top of g, as in (e).
=
(a) (b) (c) (d) (e)
The tensor product of f : n →m and f ′ : n′ →m′ is given in (f). SinceUp(f )= idp⊗f
and fUp = f ⊗ idp, for any morphism f : n→m in C(U), one can represent the morphism
Up(f ) as in (g). Picture (h) is equivalent to the fact that the tensor product in C(U) is
functorial, that is (f ⊗ idq)(idn⊗g)= (idm⊗g)(f ⊗ idp).
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The properties that define triples can be diagrammed as in (i) and (j). Note that (j) is
equivalent to ωU(σ)= idU and the diagram corresponding to ωσU = idU can be obtained
from (j) by reflecting it in mirror. Diagram (k) is equivalent to the second equality of (18)
and χ -commutativity can be diagrammed as in (l).
(i) (j) (k) (l)
Picture (m) gives a graphical interpretation of the fact that χ is involutive, i.e., χ2 = id.
The Yang–Baxter Equation can be represented as in (n), while the last diagram (o)
corresponds to the fact that (U,ω,σ) is χ -quasitriangular, that is χ satisfies (22).
(m) (n) (o)
Note that diagrams (i) and (j) implies that 1 ∈ C(U) is an associative algebra in the
symmetric category C(U). Its multiplication is ω : 1 ⊗ 1 → 1 and the unit is σ : 0 → 1.
For the definition and properties of algebras in braided categories the reader is referred
to [1] and [10]. It is well-known that the tensor product of two associative algebras in a
braided tensor category has a natural structure of algebra in that category. Therefore we
can construct new triples in C by performing the tensor product 1⊗ · · · ⊗ 1 in C(U).
First let us recall briefly the definition of the algebra structure on the tensor product of
two algebras in a strict braided tensor category (T,⊗, I, c). Here I denotes the unit object
of the category and c is the braiding in T. Let (A,ωA,uA) and (B,ωB,uB) be associative
algebras in T. Following, [1, Lemma 2] we define a new multiplication ωA⊗B on A⊗ B
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ωA⊗B = (ωA ⊗B)(A⊗A⊗ ωB)(A⊗ cB,A⊗B)
= (A⊗ ωB)(ωA ⊗B ⊗B)(A⊗ cB,A ⊗B).
Then (A ⊗ B,ωA⊗B,uA ⊗ uB) is an associative algebra in the category T, see [1,
Lemma 2]. By iterating the construction we get an algebra structure on A⊗n, the nth tensor
power of A. Namely, if the multiplication on A⊗n is ωn :A⊗n ⊗A⊗n →A⊗n and the unit
is un : 1→A⊗n then the multiplication and the unit of A⊗(n+1) are ωn+1 and un+1 that are
defined by
ωn+1 = (ωn⊗A)(A⊗2n⊗ωA)(A⊗n ⊗ cA,A⊗n ⊗A),
un+1 = un ⊗ uA
(= u⊗nA
)
.
Let us apply this general construction to our example C(U). In particular, for any triple
(U,ω,σ) in a category C with a compatible flip morphism χ and for any natural number
n 1 we obtain a triple (Un,ωn,σn), where
ωn+1 = ωnUU2n(ω)Un
(
χ
1,n
U
)
, (53)
σn+1 =Un(σ)σn =Un(σ)Un−1(σ ) · · ·U(σ)σ. (54)
Here ω1 = ω and σ 1 = σ . Let now (A,ωA,uA), (B,ωB,uB) and (C,ωC,uC) be three
algebras in a strict braided category. Then (A⊗B)⊗C is an algebra with multiplication
ω(A⊗B)⊗C = (ωA⊗B ⊗C)(A⊗B ⊗A⊗B ⊗ ωC)(A⊗B ⊗ cC,A⊗B ⊗C).
Similarly, one can compute ωA⊗(B⊗C), the multiplication of A⊗ (B ⊗C). Actually, since
the category is strict and the braiding is functorial it is easy to see that these two structures
on A⊗B⊗C are identical. Therefore, by induction it results ωA⊗n⊗A = ωA⊗A⊗n . In C(U)
this relation leads us to
ωn+1 = ωUnU2
(
ωn
)
U
(
χ
n,1
Un
)
, (55)
σn+1 = σUnσUn−1 · · ·σUσ, (56)
where the second equality follows by (54), since σ is functorial. Throughout the remaining
part of the paper Un will always be regarded as a triple via ωn and σn.
Morphisms of algebras in a braided category (T,⊗, I, c) are defined as in the case of
algebras in the category of vector spaces. They are morphisms f :A→ B in the category
T such that ωB(f ⊗f )= fωA and fuA = uB . Here (A,ωA,uA) and (B,ωB,uB) are two
algebras in T. Translating this definition we get that f : (Un,ωn,σn)→ (Um,ωm,σm) is
a morphism of triples if and only if
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n(f ) = fωn, (57)
f σn = σm. (58)
Obviously, the tensor product of two algebra morphisms in T is an algebra morphism.
Thus, if f :A→ B is an algebra morphism and C is an arbitrary algebra then f ⊗ idC
and idC⊗f are algebra morphism. In the case when T is the category C(U) it follows
that U(f ) and fU are morphisms of triples, if f :Un → Um is such a morphism. Thus
Up(fUq ) is a morphism of triples, for any morphism f as above and p,q ∈N. We use this
result to prove the following proposition.
Proposition 2.10. Let (U,ω,σ) be a triple in a category C with a compatible flip morphism
χ . Then any morphism in C(U) is a morphism of triples.
Proof. Every morphism f in C(U) can be written as f = f 1 · · ·f t , where f i =Upi (gUqi )
and g ∈ {id,ω,σ,χ}. We have already remarked that f i is a morphism of triples if g is so.
Therefore it is enough to prove that ω, σ and χ are morphisms of triples. Obviously id and
σ are morphisms of triples.
Let us check that ω is a morphism of triples, that is ωω2 = ωωUU2(ω). The required
equality is proved diagrammatically as follows
The first and the second steps follow by associativity of ω, the third equality holds since
ω is χ -commutative and the last one is obtained by applying associativity twice the other
way around.
For χ we have to check that ω2U2(χ)χU2 = χω2. This is proved in the following
sequence of equivalent diagrams
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we write (22) as χωUU(χ)= U(ω)χU . ✷
Remark 2.11. Let f : n → m be a morphism in C(U) and (C,µ) be an (Um,ωm,σm)-
module. Since f is a morphism of triples we can regardC as a Un-module via ν :Un(C)→
C, ν := µfC . In this way we obtain a functor f ∗ :CUm → CUn that is similar to the
restriction of scalars for algebras. For example, if C is an arbitrary object in C then
(Um(C),ωm) is a Um-module, and therefore Um(C) as a Un-module too via f .
3. Amitsur cohomology of a triple
Throughout this section (U,ω,σ) will denote a triple in an abelian category C. By the
assumption on C there is at least one compatible flip morphism χ , namely the canonical
one χcan, see Proposition 1.7. Given an arbitrary compatible morphism χ , that will be fixed
throughout the section, we shall define and study the Amitsur cohomology with respect
to χ . In the particular case when the triple U is faithfully exact we shall show that this
new cohomology is strongly connected with the descent theory that we developed in the
previous sections.
Definition 3.1. The Amitsur cosimplicial object associated to a triple U is the family
(n + 1)n∈N of objects in C(U) with coface maps ∂i : n → n + 1, ∂i := Un−i (σUi ) and
codegeneracy maps si : n + 2 → n + 1, si := Un−i (ωUi ) for all i = 0, . . . , n. It will be
denoted by (∗+ 1, ∂∗, s∗).
Remark 3.2. Suppose that (C∗, ∂∗, s∗) is a cosimplicial object in a category A and
F :A→ B is a functor to another category B. Then by applying F to objects C∗ and
morphisms ∂∗ and s∗ we obtain a cosimplicial object in B, that will be denoted by
F(C∗, ∂∗, s∗). Let us turn back to the category C. For every object C in C we have
an “evaluation” functor FC :C(U)→ C that associates to n the object Un(C) and maps
any morphism f : n → m to fC :Un(C)→ Um(C). Obviously FC(∗ + 1, ∂∗, s∗) is the
cosimplicial object constructed in [15, pp. 280–281] so (∗ + 1, ∂∗, s∗) is a cosimplicial
object indeed.
Let F :C(U) → D be a functor. By the previous remark, F(∗ + 1, ∂∗, s∗) is a
cosimplicial object in D. If D is abelian then we can consider the complex of cochaines
associated to F(∗+ 1, ∂∗, s∗). Its coboundary morphisms are dn = F(∂0)−F(∂1)+ · · ·+
(−1)nF (∂n), n 1.
Definition 3.3. The Amitsur complex A∗(U,F ) of U with coefficients in F is the complex
associated to the cosimplicial object F(∗ + 1, ∂∗, s∗), as above. Its cohomology will be
called the Amitsur cohomology of U with coefficients in F and it will be denoted by
H∗(U,F ).
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can consider the Amitsur cohomology of U with coefficients in the “evaluation functor”
FC :C(U)→ C. For any faithfully exact triple U and any C ∈ C we want to prove that
A∗(U,FC) is acyclic, i.e., Hn(U,FC)= 0 for any n 1. Recall that U is called faithfully
exact if it preserves and reverses exactness.
Proposition 3.4. If U is faithfully exact then H0(A∗(U,FC)) Im(σC) and A∗(U,FC) is
acyclic.
Proof. Let us consider the complex
0→C d0→U(C) d1→·· · dn−1−→Un(C) dn→Un+1(C) dn+1−→ · · · , (59)
where d0 = σC . Then the assertion of the proposition is equivalent to the fact that (59) is
acyclic. Furthermore, since U is faithfully exact it is enough to prove that
0→U(C) U(d
0)−→ U2(C) U(d
1)−→ · · · U(d
n)−→ Un+2(C) U(d
n+1)−→ · · · (60)
is acyclic. In order to show that we shall prove that the identity morphism of (60) is
homotopic to zero. By definition of dn it is easy to see that the coboundary morphisms
of (60) are given by
U(dn)= dn+1 − (−1)n+1σUn+1(C).
Let f n :Un+1(C)→ Un(C) be defined by f n = (−1)n−1ωUn−1(C). We want to prove that
(f n)n∈N is the required homotopy. If gn :=U(dn−1)f n + f n+1U(dn), we have
gn = U(dn−1)f n + f n+1dn+1 − (−1)n+1f n+1σUn+1(C)
=
n−1∑
i=0
(−1)n+i−1Un−i(σUi(C))ωUn−1(C) +
n+1∑
i=0
(−1)n+iωUn(C)Un−i+1
(
σUi(C)
)
+ (−1)2n+2ωUn(C)σUn+1(C).
Since ω is functorial, Un−i (σUi(C))ωUn−1(C) = ωUn(C)Un−i+1(σUi(C)). Thus
gn = ωUn(C)U
(
σUn(C)
)= idUn(C),
so (fn)n∈N is a homotopy. ✷
As an application we can now describe those morphisms in HomCU (U(C),U(D)) that
“descend” to (a unique) morphism in HomC(C,D).
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faithfully exact. If χ is a compatible flip morphism then for any C,D ∈ C the sequence
0→HomC(C,D) ΘC,D−→ HomCU
(
U(C),U(D)
) ΞC,D−→ HomCU
(
U2(C),U2(D)
)
is exact, where ΘC,D(f )=U(f ) and ΞC,D(g)= χDU(g)−U(g)χC .
Proof. Obviously ΘC,D is injective since U is faithfully exact. Let f be a morphism in
HomC(C,D). Then
ΞC,D
(
ΘC,D(f )
)= χDU2(f )−U2(f )χC = 0,
since χ is a functorial morphism. Conversely, let g be an element in KerΞC,D . Then
χDU(g)=U(g)χC , so by multiplying this relation to the right by U(σC)σC it results
χDU(g)U(σC)σC =U(g)χCU(σC)σC (18)= U(g)σU(C)σC (17)= σU(D)gσC.
On the other hand U(σC)σC = σU(C)σC , so
χDU(g)U(σC)σC = χDU(g)σU(C)σC = χDσU(D)gσC (18)= U(σD)gσC.
In conclusion U(σD)gσC = σU(D)gσC . Since (D,σD) is the kernel of U(σD)−σU(D), see
Proposition 3.4, it follows that there is f :C→D such that σDf = gσC . To conclude let
us prove that g =U(f ). Indeed, since g is a morphism of U -modules we get
g
(15)= gωCU(σC)= ωDU(g)U(σC)= ωDU(gσC).
Thus g = ωDU(σDf )= ωDU(σD)U(f ) (15)= U(f ). ✷
Now let us consider the case when F :C(U)→G is a functor to the category G of all
groups. Because G is not additive we can not define the Amitsur complex A∗(U,F ) in
general. When F is such a functor one can define H∗(U,F ) only in degree 0 and 1. We
proceed as follows. For x ∈ F(n) let xi denote F(∂i)(x). Then, by definition
H0(U,F ) := {x ∈ F(1) | x0 = x1}. (61)
H0(U,F ) will be called the non-commutative Amitsur 0-cohomology of U with coefficients
in F . Obviously it is a subgroup of F(1). A non-commutative Amitsur 1-cocycle is an
element x ∈ F(2) such that x1 = x2x0. The set of 1-cocycle will be denoted by Z1(U,F ).
Two cocycles x and x ′ are equivalent if there is a ∈ F(1) such that x ′ = a1x(a0)−1. Note
that x ′ is an 1-cocycle indeed. If x and x ′ are equivalent we shall write x ∼ x ′. The factor
set
H1(U,F ) := Z1(U,F )/∼
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is only a pointed set with the class of the neutral element as a distinguished element.
Remark 3.6. One can define an “external” tensor product ⊗ :C(U)× C→ C as follows:
on objects ⊗ is given by n⊗ C = Un(C) and it maps the pair (f,u) ∈ HomC(U)(n,m)×
HomC(C,D) to Um(u)fC = fDUn(u). Obviously, ⊗ :C(U) × C→ C is a functor and
(n⊗m)⊗C = n⊗ (m⊗C). Of course, the two tensor products appearing in the left-hand
side of the above relation have different meanings. Using this new functor, the diagram
(28) that defines U -modules can be redrawn in a similar way to the corresponding diagram
from the definition of modules in a tensor category. For the definition of modules in tensor
categories see, for example, [10, p. 74]. We shall use this diagrammatic method as in [10]
to construct a class of functors from C(U) to G that will help us in the last section of the
paper to classify all U -forms of a given object C0 ∈ C.
Proposition 3.7. Let (U,ω,σ) be a triple in an abelian category C . For any C ∈ C there
is a functor AutU,C from C(U) to G that associates to any object n ∈ C(U) the group of
all automorphisms of Un(C) in the category CUn
AutU,C(n)=AutCUn
(
Un(C)
)
. (62)
AutU,C is defined on morphisms by
AutU,C(f )(u)= ωmCUm
(
fCuσ
n
C
)
, (63)
where f : n →m is a morphism in C(U) and u ∈ AutCUn (Un(C)).
Proof. We have to check that for any morphism f : n → m in C(U) and any u ∈
AutCUn (U
n(C)) then AutU,C(f )(u) ∈ AutU,C(m) and AutU,C(f ) is a morphism of
groups. Let us first check that AutU,C(f )(u) is a morphism of Um-modules. Since Um(C)
is regarded as a Um-module by ωmC we need ω
m
CU
m(AutU,C(f )(u))= AutU,C(f )(u)ωmC .
Since ωm is functorial and associative we have
ωmCU
m
(
AutU,C(f )(u)
) = ωmCUm
(
ωmC
)
U2m
(
fCuσ
n
C
)
= ωmCωmUm(C)U2m
(
fCuσ
n
C
)
= ωmCUm
(
fCuσ
n
C
)
ωmC
= AutU,C(fC)(u)ωmC .
Obviously, we have AutU,C(f )(idUn(C)) = idUm(C). Let u,v ∈ AutCUn (Un(C)). We
claim that AutU,C(f )(uv)=AutU,C(f )(u)AutU,C(f )(v). The diagrammatic proof of this
relation is
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associativity of ωm. Since f and u are respectively morphisms of triples and Un-modules
we get the third equality. Finally, the last one is obtained since σn is the unit of Un. The
relation that we have just proved in particular implies that AutU,C(f )(u) is invertible
for any u ∈ AutCUn (Un(C)), its inverse being AutU,C(f )(u−1). It remains to show
that AutU,C is a functor, that is AutU,C (gf ) = AutU,C(g)AutU,C(f ) for all morphisms
f : n→m and g : m→ p in C(U). This can be proved in a diagrammatic form as follows
The first equality follows by the fact that σm is functorial. To get the second one we
used that σm is the unit of Um. ✷
In order to compute Hn(U,AutU,C) we need the following lemma.
Lemma 3.8. Let f : n → m and g : m → m be two morphisms in C(U). If g is an
isomorphism and u ∈AutCUn (Un(C)) then
AutU,C(gf )(u)= gC AutU,C(f )(u)g−1C .
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gCAutU,C(f )(u)g−1C = gCωmCUm
(
fCuσ
n
C
)
g−1C .
Since g is a morphism of triples we have gCωmC = ωmCUm(gC)gUm(C). Thus
gC AutU,C(f )(u)g−1C = ωmCUm
(
gCfCuσ
n
C
)=AutU,C(gf )(u),
as Um(fCuσ
n
C)g
−1
C = g−1Um(C)Um(fCuσnC). ✷
Proposition 3.9. Suppose that (U,ω,σ) is a faithfully exact triple in the abelian category
C. If C is an object in C then H0(U,AutU,C)AutC(C).
Proof. H0(U,AutU,C) is the set of all u ∈ AutCU (U(C)) such that
AutU,C
(
U(σ)
)
(u)= AutU,C(σU )(u).
Since σ is functorial and u ∈ AutCU (U(C)) one can prove easily that
AutU,C(σU )(u)=U(u).
Recall that for every triple in C there are compatible flip morphisms and throughout
this section we have fixed such a morphism χ . Since χσU = U(σ), by the preceding
lemma we get AutU,C(U(σ))(u)= χCU(u)χ−1C . Thus u is in H0(U,AutU,C) if and only
if U(u) = χCU(u)χ−1C . By Proposition 3.5 there is a unique v ∈ AutC(C) such that
u=U(v). ✷
Lemma 3.10. Let u ∈ HomC
U2
(U2(C),U2(C)), where U2(C) is a U2-module via ω2C .
Then ζu := uχC is a morphism in CU from (U2(C),U(ωC)χU(C)) to (U2(C),ωU(C)), see
Remark 1.13(a). Moreover, if ζu is involutive then the converse holds too.
Proof. Recall that u ∈ HomC
U2
(U2(C),U2(C)) if and only if uω2C = ω2CU2(u). Let us
compose this relation by U(σU2(C)) to the right. Since σ is functorial we get
uω2CU
(
σU2(C)
)= ω2CU
(
σU2(C)
)
U(u).
By definition of ω2 we have ω2CU(σU2(C)) = ωU(C), so uωU(C) = ωU(C)U(u). Now, by
multiplying the last relation with U(χC) and by using (22), we can check easily that
ζuU(ωC)χU(C) = ωU(C)U(ζu), (64)
that is ζu is a morphism in CU from (U2(C),U(ωC)χU(C)) to (U2(C),ωU(C)).
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shall omit to write C when it appears us a subscript. First of all let us prove that
ω2U2
(
uσ 2
)= u. (65)
For, let us remark that χσ 2 = σ 2, so
ω2U2
(
uσ 2
)= ω2U2(uχσ 2)= ω2U2(ζuσ 2) (55)= ωUU[U(ω)χUU(ζu)]U2(σ 2).
Since ζu is involutive, by (64) and σ 2 = σUσ it results
ω2U2
(
uσ 2
)= ωUU(ζu)U(ωU)U2(σU )U2(σ ) (15)= ωUU(ζu)U2(σ ).
Thus
ω2U2
(
uσ 2
) (64)= ζuU(ωC)χU(C)U2(σ ) (22)= uωUU(χ)U2(σ ),
so we conclude the proof of (65) by using (18) and (15).
Let us recall that for any triple (U,ω,σ) in a category C the functor U :C→ CU that
assigns to any C ∈ C the U -module (U(C),ωC) has a right adjointH :CU → C that forgets
the module structure. For every D ∈ CU and (E,µE) ∈ CU the functions defining the
adjunction are
αD,E : HomCU
(
U(D),E
)→HomC(D,H(E)), αD,E(f )= f σD,
βD,E : HomC
(
D,H(E)
)→HomCU (U(D),E), βD,E(g)= µEU(g).
For D :=U(C) and (E,µE) := (U2(C),ωU(C)) we get a bijection
α : HomCU
(
U2(C),U2(C)
)→HomC(U(C),U2(C)), α(f )= f σU(C).
Let us consider the triple (U2,ω2, σ 2). For D = C and (E,µE)= (U2(C),ω2C) we obtain
a bijection
β : HomC
(
C,U2(C)
)→HomC
U2
(
U2(C),U2(C)
)
, β(g)= ω2U2(g).
Note that we always have a map
γ : HomC
(
U(C),U2(C)
)→HomC(C,U2(C)), γ (h)= hσC.
Let us turn back to the proof of the lemma. By (64) it follows easily that uωU(C) =
ωU(C)U(u), i.e., u belongs to HomCU (U2(C),U2(C)), where U2(C) is a U -module via
ωU(C). It is straightforward to check that
(βγ α)(u)= ω2U2(uσ 2) (65)= u.
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(U2(C),U2(C)). ✷
Theorem 3.11. Suppose that (U,ω,σ) is a faithfully exact triple in an abelian category
C. Then u ∈ AutC
U2
(U2(C)) is an 1-cocycle if and only if ζu := uχC is a symmetry on
U(C). Moreover, two cocycles u and u′ are cohomologous if and only if ζu and ζu′ are
conjugate, i.e., there is v ∈ AutCU (U(C)) such that ζu′ = U(v)ζuU(v)−1 . In particular,
H1(U,AutU,C) is the set of all conjugacy classes of symmetries on U(C).
Proof. In order to simplify the notation we shall omit to write C when it will appear as
a subscript so, for example, we shall denote χC and χU(C) by χ and χU . Let u be an
automorphism of U2(C) in CU2 . By the previous lemma it results that ζu is a morphism of
U -modules, that is it satisfies (34). We may apply also the previous lemma to prove that u
is a morphism in CU2 if ζu is a symmetry. Indeed, it is enough to note that ζu is involutive
by definition and then to use the second part of the lemma.
Let us check now that u verifies the cocycle condition if and only if ζu is a solution
of the Yang–Baxter Equation. By definition u ∈ Z1(U,AutU,C) if and only if u1 = u2u0,
where in this case we have ui =AutU,C(U2−i (σUi ))(u), i ∈ {0,1,2}. Since
ω3 =U(ω2)ωU4U(χU3)U2(χU2)
and u is a morphism in CU2 one can see easily that u2 = U(u). On the other hand
U(σU) = χUσU2 and U2(σ ) = U(χ)U(σU ), so by Lemma 3.8 we get u1 = χUU(u)χU
and u0 =U(χ)χUU(u)χUU(χ). Therefore u is an 1-cocycle if and only if
χUU(u)χU = U(u)U(χ)χUU(u)χUU(χ)⇔
χUU(u)χUU(χ)χU = U(uχ)χUU(u) (YBE)⇐⇒
χUU(uχ)χU = U(uχ)χUU(uχ).
To conclude the first part of the theorem it remains to show that ζu is involutive and
ωζu = ω for any u ∈ AutC
U2
(U2(C)). In order to prove that ζu is involutive let us remark
that the Yang–Baxter Equation can be written as
U(ζu)χUU(ζu)χU = χUU(ζu).
By applying once again the Yang–Baxter Equation on the left-hand side of the above
relation and using that χ and ζu are isomorphisms we deduce that U(ζ 2u ) = idU3(C) =
U(idU2(C)). Thus ζ 2u = idU2(C) since U is faithfully exact. Finally, to get ωζu = ω we
apply Remark 1.13(c).
We still have to prove that u and u′ are cohomologous if and only if ζu and ζu′
are conjugated. Suppose that there is v ∈ AutCU (U(C)) such that u′ = v1u(v0)−1, see
the definition of cohomologous 1-cocycles. We know that v0 = χU(v)χ−1 and v1 =
U(v), see the proof of Proposition 3.9. Therefore u′ = v1u(v0)−1 if and only if ζu′ =
U(v)ζuU(v)
−1
. ✷
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Throughout this section C will denote an abelian category and (U,ω,σ) will be a
faithfully exact triple in C. We shall fix a compatible flip morphism χ and an object C0
in C. A pair (C,φ) will be called a U -form of C0 if φ :U(C)→ U(C0) is an isomorphism
in CU , where as usually U(C) and U(C0) are U -modules via ωC and ωC0 , respectively.
The main goal of this section is to classify all U -forms of C0. We shall prove that there is
a bijective map from the set of equivalent classes of U -forms on C0 to H1(U,AutU,U(C0)).
Definition 4.1. A U -form of C0 ∈ C is a pair (C,φ), where C ∈ C and φ :U(C)→ U(C0)
is an isomorphism ofU -modules. If (C,φ) and (C′, φ′) are twoU -forms ofC0 we shall say
that they are isomorphic if there is an isomorphism u :C→C′ in C such that φ′U(u)= φ.
Remark 4.2. Note that if C and C′ are isomorphic objects in C then one of them is a
U -form of C0 if and only if the other one is so. Moreover there is a bijection from the set
of all φ such that (C,φ) is a U -form of C0 to the set of all φ′ such that (C′, φ′) is also a
U -form of C0.
The first step in the classification of U -forms is to associate to any U -form (C,φ) a
symmetry on U(C0).
Proposition 4.3. Suppose that (C,φ) is a U -form of a given object C0 in C. Then
ζ(C,φ) :=U(φ)χCU(φ)−1 is a symmetry on U(C0).
Proof. Obviously, ζ(C,φ) is involutive. Therefore, we have to prove that ζ := ζ(C,φ)
satisfies the following three properties:
(a) ζU(ωC0)χU(C0) = ωU(C0)U(ζ ),
(b) ωC0ζ = ωC0 ,
(c) ζ is a solution of the Yang–Baxter Equation.
To simplify the notation we shall write ω for ωC . Similarly, we shall write ωU instead
of ωU(C). Since φ is a morphism in C(U) it follows that ωU(φ−1)= φ−1ω. Therefore
ζU(ω)χU = U(φ)χU
(
φ−1ω
)
χU =U(φ)χU(ω)U2
(
φ−1
)
χU
(23)= U(φ)χU(ω)χUU2
(
φ−1
) (22)= U(φ)χ2ωUU(χ)U2(φ−1)
(16)= ωUU2(φ)U(χ)U2
(
φ−1
)= ωUU(ζ ).
The second property of ζ is a consequence of Remark 1.13 if we know that ζ is a solution
of Yang–Baxter Equation, so it remains to prove (c). Since χ is functorial we have
U(ζ )χUU(ζ )=U2(φ)U(χ)χUU(χ)U2
(
φ−1
) (21)= U2(φ)χUU(χ)χUU2(φ−1).
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Definition 4.4. We say that two U -forms (C,φ) and (C′, φ′) are isomorphic if there is an
isomorphisms u :C→ C′ in C such that φ′U(u)= φ. The class of types of U -forms of C0
will be denoted by Form(U,C0).
Lemma 4.5. If (C,φ) and (C′, φ′) are two isomorphic U -forms of C0 then ζ(C,φ) =
ζ(C′, φ′).
Proof. Straightforward, since χ is functorial. ✷
Lemma 4.6. Let ζ be a symmetry on U(C0). Then there is a U -form (C,φ) of C0 such that
ζ(C,φ) = ζ . Moreover, if (C′, φ′) is another U -form of C0 such that ζ(C′, φ′) = ζ then
(C,φ) and (C′, φ′) are isomorphic.
Proof. We have already proved that there is an one-to-one correspondence between
Desc(U(C0)) and Symm(U(C0)), see Theorem 1.16. Recall that for any symmetry ζ on
U(C0) the corresponding descent data ρζ is given by ρζ := ζσ .
Let ζ be a symmetry on U(C0) and let ρ = ζσU(C0) be the corresponding descent
datum. Since U is faithfully exact we can apply Barr–Beck Theorem to the pair of
adjoint functors U H , where H :CU → C is the “forgetful” functor H(C,µ)= C for all
(C,µ) ∈ CU . For readers convenience we state Barr–Beck Theorem and sketch its proof
in Section 5 of the paper. It follows that the category of descent data associated to this
pair of adjoint functors is equivalent to C, the equivalence being given by Ĥ : ĈU → C,
Ĥ (C,f ) = Eq(f,σ ), where (C,f ) is an arbitrary descent datum in CU . In particular, if
C1 = Ĥ (U(C0), ζσU(C0)) then
C1 = Eq
(
ζσU(C0), σU(C0)
)=Ker(ζσU(C0) − σU(C0)
)
.
By the proof of Barr–Beck Theorem the inverse of Ĥ is Û , where Û(C)= (U(C),σU(C)).
Thus U(C1) and U(C0) are isomorphic U -modules via a certain morphism, say
φ :U(C1)→ U(C0). Actually φ is the counit of the adjunction Û  Ĥ , see the proof of
Barr–Beck Theorem. Hence φ = ωC0U(i), where i is the canonical inclusion of C1 into
U(C0). Thus (C1, φ) is a U -form of C0 and
ζ(C1, φ)=U(φ)χC1U
(
φ−1
)
.
We want to prove that ζ(C1, φ) = ζ . It is enough to show that the corresponding descent
data are equal, that is
U(φ)χC1U
(
φ−1
)
σU(C0) = ζσU(C0).
Since σ is functorial, by the construction of φ it results
U(φ)χC1U
(
φ−1
)
σU(C0) =U
(
ωC0σU(C0)i
)
φ−1 =U(i)φ−1.
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ζσU(C0)φ = ζσU(C0)ωC0U(i)= ζU(ωC0)σU2(C0)U(i).
That implies
ζσU(C0)φ
(34)= ωU(C0)U(ζ )χU(C0)σU2(C0)U(i)
(18)= ωU(C0)U
(
ζσU(C0)i
)
.
Since (C1, i)=Ker(ζσU(C0) − σU(C0)) we have ζσU(C0)i = σU(C0)i . Thus
ζσU(C0)φ = ωU(C0)U
(
ζσU(C0)i
)= ωU(C0)U
(
σU(C0)i
) (15)= U(i).
It remains to prove that the U -form (C1, φ) is uniquely determined up to an isomorphism.
If (C2, θ) is another U -form such that ζ(C2, θ)= ζ then U(φ−1θ)χC2 = χC1U(φ−1θ). By
Proposition 3.5 there is u :C2 → C1 such that φ−1θ =U(u). Then u is an isomorphism of
U -forms. ✷
Definition 4.7. We say that two types [C′, φ′], [C′′, φ′′] ∈ Form(C0,U) are equivalent if
C′ and C′′ are isomorphic in C. If [C′, φ′] and [C′′, φ′′] are equivalent we shall write
[C′, φ′] ∼ [C′′, φ′′].
Theorem 4.8. Let (U,ω,σ) be a faithfully flat triple in an abelian category C. Let χ be
a compatible flip morphism. If C0 ∈ C then the class of types of U -forms of C0 is a set
Form(C0,U) and there is a bijection
ΓU,C0 : Form(C0,U)→ Symm
(
U(C0)
)
defined by ΓC0([C,φ])= ζ(C,φ), where [C,φ] denotes the isomorphism class of (C,φ).
Moreover ΓU,C0 induces a bijection between the set of equivalence classes of U -forms of
C0 and H1(U,AutU,C0).
Proof. By the preceding two lemmas we know that ΓU,C0 is bijective. It remains to
prove that two types in Form(C0,U) are equivalent if and only if the corresponding
symmetries on U(C0) are equivalent. First let us suppose that the symmetries ζ(C′, φ′),
ζ(C′′, φ′′) are conjugated. If u is an isomorphism in CU of U(C0) such that ζ(C′, φ′) =
U(u)ζ(C′′, φ′′)U(u−1), then
U
((
φ′′
)−1
u−1φ′
)
χ = χ(U((φ′′)−1u−1φ′)).
By Proposition 3.5 there is v :C0 → C0 such that (φ′′)−1u−1φ′ = U(v). Then [C′, φ′] =
[C′′, uφ′′]. We conclude by remarking that [C′′, uφ′′] and [C′′, φ′′] are equivalent.
Conversely, let us assume that (C′, φ′) and (C′′, φ′′) are equivalent. If v :C′ → C′′ is
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ζ
(
C′, φ′
)=U(u)ζ (C′′, φ′′)U(u−1),
where u= φ′U(v)(φ′′)−1, so the theorem is proved. ✷
We shall end the paper by studying the case when U is the triple associated to a
faithfully flat Galois extension A/B over a finite dimensional Hopf algebra H , i.e., the
triple associated to the couple of adjoint functors T := (−) ⊗B A :MB →MA and the
restriction of scalars functor F :MA →MB (see Example 1.2). Actually, in this case we
shall prove that U -forms are classified by the non-commutative Sweedler cohomology, see
[13].
Let us briefly recall the definition of Sweedler’s cohomology Hi (H,A), where i ∈ {0,1}
and A is a module algebra over a Hopf algebra H . Note that in the paper cited above
Hi (H,A) are defined for all natural numbers i , but only for a cocommutative Hopf algebras
H and a commutative algebra A. Since we are interested in the cohomology of degree 0
and 1 we can drop the assumptions on H and A. Let H be an arbitrary Hopf algebra over
a field k and let A be an H -module algebra. Recall that this means that (A, . ) is a left
H -module such that
h.(ab) = (h1.a)(h2.b), h ∈H, a,b ∈A, (66)
h.1A = ε(h)1A, h ∈H. (67)
To write relation (66) we used a short form of Sweedler’s notation for the comultiplication
of H , namely ∆(h) = h1 ⊗ h2. For an H -module algebra A, the subalgebra of invariant
elements in A is the set of all a ∈ A such that h.a = ε(h)a for all h ∈H . This subalgebra
will be denoted by AH . For details about Hopf algebras andH -modules algebras the reader
is referred to [14].
Definition 4.9. Sweedler 0-cohomology of H with coefficients in A is by definition the
set of all invertible elements of the algebra AH . It will be denoted by H0(H,A). Note that
H0(H,A) is a group with respect to the multiplication of elements in A.
For defining H1(H,A) we proceed as follows. Let Z1(H,A) be the set of all normalized
1-cocycles, i.e., of k-linear maps f :H →A such that
f (1H) = 1A, h ∈H, (68)
f (hk) = f (h1)
[
h2.f (k)
]
, h, k ∈H. (69)
We say that two cocycles f,g ∈ Z1(H,A) are cohomologous and we shall write f ≈ g if
there is an invertible element a ∈A such that
f (h)= a−1g(h1)(h2.a), h ∈H. (70)
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equivalence classes of 1-cocycles modulo “≈ ”. It is a pointed set, the distinguished
element being the class of the function that maps h ∈ H to ε(h)1A. The Sweedler
1-cohomology will be denoted by H1(H,A).
Let us compute Sweedler’s cohomology in the following particular case. Let H be a
finite Hopf algebra and let A be an H -module algebra. Suppose that N is a givenB-module
where, for simplicity, we have denoted AH by B . Then the H -structure on A defines an
H -module on N ⊗B A,E(N) := EndA(N ⊗B A) is an H -module algebra with the H -
module structure defined by
(h.f )(n⊗ a) := h1.f
(
n⊗ S(h2).a
)
.
Furthermore, one can see easily that E(N)H is the subalgebra of E(N) containing all maps
that are both A and H -linear with respect to the above structures. By the very definition we
have H0(H,E(N))=AutA−H(E(N)), the set of A-linear and H -linear automorphisms of
N⊗B A. The Sweedler 1-cohomology of E(N) is computed in the next lemma. Recall that
a right A-module M is called a Hopf module if it is a left H -module too such that
h.(ma)= (h1.m)(h2.a) (71)
for all h ∈H , a ∈A, m ∈M . Note that N ⊗B A is an H -Hopf module. The category of all
Hopf modules will be denoted by HMA.
Proposition 4.11. Suppose that A is a module algebra over a Hopf algebra H and N is a
right B-module, where B := AH . Then there is a bijective map from Z1(H,E(N)) to the
set of all k-linear maps µ :H ⊗ (N ⊗B A)→ N ⊗B A such that (N ⊗B A,µ) ∈ HMA.
This function induces a bijective map from H1(H,E(N)) to the set of isomorphism classes
of all (N ⊗B A,µ) ∈ HMA.
Proof. Take f ∈ Z1(H,E(N)) and define θf :H → EndA(N ⊗B A) by
θf (h)(n⊗B a)= f (h1)(n⊗ h2.a).
The Hopf module structure on N ⊗B A that we are looking for is given by
hf (n⊗ a)= θf (h)(n⊗B a).
Indeed, (68) implies that 1f (n⊗ a)= n⊗ a and using the second cocycle condition it
follows that
(hk)f (n⊗ a)= f (h1k1)
(
n⊗ (h2k2).a
)= f (h1)[h2.f (k1)](n⊗ (h2k2).a).
By the definition of h.f (k) we get
298 C. Menini, D. S¸tefan / Journal of Algebra 266 (2003) 261–304(hk)f (n⊗ a) = f (h1)
{
h2.
[
f (k1)
(
n⊗ (S(h3)h4k2).a)]}
= f (h1)
{
h2.
[
f (k1)(n⊗ k2.a)
]}
= hf
[
kf (n⊗ a)
]
.
The compatibility relation (71) results by using the fact that A is an H -module algebra and
f (h) ∈ EndA(N ⊗B A). Indeed, we have
hf
[
(n⊗ a)x]= f (h1)(n⊗ h2.(ax))= f (h1)(n⊗ (h2.a)(h3.x)).
Since f (h1) is A-linear it results
hf
[
(n⊗ a)x]= [f (h1)(n⊗ (h2.a))](h3.x)= [h1f (n⊗ a)](h2.x).
Conversely, if  :H ⊗ (N ⊗B A)→N ⊗B A defines a Hopf module on N ⊗B A then let
f :H → EndA(N ⊗B A) be given by
f(h)(n⊗ a)= h1
[
n⊗ S(h2).a
]
.
It is easy to prove that f ∈ Z1(H,E(N)). In conclusion, we have defined two maps
sending f 	→f and respectively  	→ f. A straightforward computation proves that
these maps are inverses each other. On the other hand, if f and g are cohomologous then
there is an automorphism of N ⊗B A, say u, such that
g(h)= u−1f (h1)(h2.u). (72)
We want to prove that u : (N⊗B A,g )→ (N⊗B A,f ) is an isomorphism in HMA, that
is u is left H -linear too. We have
u
(
hg(n⊗ a)
)= [ug(h1)](h2.n⊗ a) (72)= [f (h1)(h2.u)](n⊗ h3.a).
Hence by the definition of h.u it follows
u
(
hg (n⊗ a)
) = f (h1)[(h2.u)(n⊗ S(h3).h4.a)]
= f (h1)
[
(h2.u)(n⊗ a)
]= hf u(n⊗ a).
In a similar way one can prove that f and g are cohomologous if (N ⊗B A,g ) and
(N ⊗B A,f ) are isomorphic Hopf modules. ✷
Corollary 4.12. A cocycle f ∈ Z1(H,E(N)) is always invertible in convolution.
Proof. Take f ∈ Z1(H,E(N)). Then g :H →E(N) given by
g(h)(n⊗ a)= h1.
[
f
(
S(h3)(n⊗ S(h2).a
)]
is an inverse of f with respect to the convolution product. ✷
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(a) If f :H →E(N) satisfies f (hk)= f (h1)[h2.f (k)] and f is invertible in convolution
then f (1) is the identity map of N ⊗B A. Indeed, if g is the inverse of f with respect
to the convolution product then f (1)g(1) and g(1)f (1) are equal to the identity
morphism of N ⊗B A. In particular f (1) is a bijective map. On the other hand if
we replace h and k by 1 in the cocycle condition then we get f (1)f (1)= f (1).
(b) Suppose that H is the group algebra of a finite group G. Since any cocycle of
H with coefficients in E(N) is invertible it follows that f (x) ∈ AutA(N ⊗B A),
∀f ∈ Z1(H,E(N)) and ∀x ∈G.
Since H is finite dimensional A is an H -module algebra if and only if A is an
H ∗-comodule algebra (the dual Hopf algebra of H ), that is A is a right H ∗-comodule
via an algebra morphism ρ :A→A⊗H ∗. Recall that
ρ(a)= a0 ⊗ a1
if and only if h.a = a1(h)a0 for all a ∈A and h ∈H . If B =AH then B = {a ∈A | ρ(a)=
a ⊗ ε}, where ε is the counit of H . The canonical map β :A⊗B A→ A⊗H ∗ is defined
by
β(a⊗ x)= ax0 ⊗ x1
and the extension A/B is called (right) H ∗-Galois iff β is bijective.
Now we are ready to prove that U -forms of N ⊗B A are classified by H1(H,E(N)), if
A/B is a faithfully flat H ∗-Galois extension and N is a right B-module.
Theorem 4.14. Suppose that H is a finite dimensional Hopf algebra, A/B is a faithfully
flat H ∗-Galois extension and N is a right B-module. Then there is a bijection of pointed
sets from the quotient set of Form(N) modulo the equivalence relation of U -forms to
H1(H,E(N)).
Proof. Since H is finite dimensional, for every (M,) ∈ HMA there is a unique comodule
structure ρ :M → M ⊗ H ∗ such that ρ(ma) = m0a0 ⊗ m1a1, ∀a ∈ A and ∀m ∈ M .
Conversely, if M is a right A-module and a right H ∗-comodule via ρ :M → M ⊗H ∗
such that ρ(ma) = m0a0 ⊗ m1a1, ∀a ∈ A and ∀m ∈ M then there is a unique map
ρ :H ⊗M →M such that (M,ρ ) ∈ HMA, see [14, p. 41]. Since A/B is H ∗-Galois,
by [11, Theorem 4.9], we have a bijection from { :H ⊗M → M|(M,) ∈ HMA} to
Desc(M), the set of all descent data on M associated to the pair of adjoint functors
T :MB →MA, T (N) = N ⊗B A and H :MA →MB , H(M) =M . On the other hand,
by Theorem 1.16 we have a bijection
Desc(N ⊗B A) Symm(N ⊗B A)
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conjugated. We conclude by applying Proposition 4.11 and Theorem 4.8. ✷
Let G be a finite group that acts on a k-algebra A by automorphisms of algebras. If B
is the subalgebra of invariant elements then it is well-known that A/B is G-Galois if it
is H ∗-Galois, where H is the group algebra k[G] of G, see [11, Example 4.3] and [14,
Example 8.1.2] for the case when A/B is a classical Galois extension of commutative
fields. Moreover, it is easy to see that f :H → E(N) is an 1-cocycle if and only if
the restriction of f to G is a non-commutative 1-cocycle of G with coefficients in
AutA(N ⊗B A). Here the action of G on AutA(N ⊗B A) is induced by the action of
G on A. Conversely, if we start with a non-commutative 1-cocycle of G then we can
extend it uniquely to a k-linear map from k[G] to E(N) and this extension is an 1-cocycle.
Under this bijective correspondence cohomologous cocycles of k[G] with coefficients in
E(N) corresponds to cohomologous cocycles of G with coefficients in AutA(N ⊗B A). In
conclusion, H1(H,E(N))=H1(G,AutA(N⊗B A)). Hence our result can be reformulated
in this particular case as follows.
Corollary 4.15. Suppose that G is a finite group and A/B is a faithfully fiat G-Galois
extension. IfN is a rightB-module then there is a bijection of pointed sets from the quotient
set of Form(N) modulo the equivalence relation of U -forms to H1(G,AutA(N ⊗B A)).
5. Appendix (Barr–Beck Theorem)
Throughout this part of the paper C and D denote two categories and H :D→ C is a
right adjoint of T :C→D. Recall that a sequence
X
i
Y
f
g
Z
is called a fork in C if f i = gi . If, in addition, for any h :A→ Y satisfying f h= gh there
is a unique morphism h˜ :A→X such that ih˜= h, then (X, i) is called an equalizer of the
pair (f, g) and it will be denoted by Eq(f, g). Note that in an abelian category C any pair
(f, g) has an equalizer, namely Eq(f, g)=Ker(f − g).
The result that we shall recall in this section is due to Barr and Beck, see [9]. To state
this theorem we need a slight generalization of descent data, see Definition 1.10.
Definition 5.1. A descent datum in D is a pair (D,ρD), where D is an object in D and
ρD :D→ TH(D) is a morphism in D such that
D
ρD
TH(D)
TH(ρD)
T (σH(D))
T HTH(D) (73)
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D
ρD
TH(D)
ξD
D (74)
is idD , the identity morphism of D.
For any triple (U,ω,σ) in a category C we have already remarked that U can be
regarded as a functor from C to the category of U -modules CU . It associates to C ∈ C
the U -module (U(C),ωC). This functor has a right adjoint, namely the forgetful functor
H :CU → C, given on objects by H(C,µ)= C and on morphisms by H(u)= u, for any
(C,µ) ∈ CU and any morphism u in CU . It is easy to see now that Definition 1.10(c) is a
particular case of Definition 5.1 by considering the pair of adjoint functors (U,H), where
now U is taught as a functor from C to CU .
Definition 5.2. A morphism of descent data from (D,ρD) to (E,ρE) is a morphism
f :D→E in D such that
D
ρD
f
E
ρE
TH(D)
TH(f )
T H(E)
(75)
is commutative. The category of all descent data in D will be denoted by D̂.
Example 5.3. For every C ∈ C, the pair T̂ (C) = (T (C),T (σC)) belongs to D̂ and the
assignment C→ T̂ (C) defines a functor T̂ :C→ D̂.
Now, let us suppose that any pair (f, g) has an equalizer in C. For any (D,ρD) ∈ D̂ let
(
Ĥ (D), iD
) := Eq(H(ρD),σH(D)). (76)
Clearly, the assignment (D,ρD) 	→ Ĥ (D) yields a functor Ĥ : D̂→ C. Now we can state
Barr–Beck Theorem.
Theorem 5.4. Let T :C→ D and H :D→ C be two functors. Suppose that any pair of
morphism in C has an equalizer and that H is a right adjoint of T . Then the following
assertion hold:
(a) Ĥ is a right adjoint of T̂ .
(b) If, in addition, T preserves equalizers then the counit T̂ Ĥ → idD̂ is an isomorphism.
(c) If, in addition, T reverses equalizers then the unit idD̂→ Ĥ T̂ is an isomorphism.
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that defines the adjunction. By definition φC,D are bijections for all C ∈ C and D ∈ D.
We want to show that φC,D induces a functorial bijection φˆC,D : HomD̂(T̂ (C),D) →
HomC(C, Ĥ (D)) for any C ∈ C and (D,ρD) ∈ D̂. To this aim we first prove that for
any f ∈ HomD(T (C),D)
ρDf = TH(f )T (σC)⇔H(ρD)φC,D(f )= σH(D)φC,D(f ). (77)
Suppose first that ρDf = TH(f )T (σC). Since φ is functorial we have
H(ρD)φC,D(f )= φC,TH(D)(ρDf )= φC,TH(D)
(
TH(f )T (σC)
)
.
On the other hand
H(f )σC =H(f )φC,T (C)
(
idT (C)
)= φC,D(f ),
since φ is natural. Thus
H(ρD)φC,D(f ) = φC,TH(D)
(
T
(
φC,D(f )
))
= φH(D),TH(D)
(
idTH(D)
)
φC,D(f ) (φ is natural)
= σH(D)φC,D(f ).
For the other implication, let us remark that by the foregoing computation and the
assumption we have
φC,TH(D)(ρDf ) = H(ρD)φC,D(f )= σH(D)φC,D(f )
= φC,TH(D)
(
T
(
φC,D(f )
))= φC,TH(D)(TH(f )T (σC)).
Since φC,TH(D) is injective we get the required equality. Recall that Ĥ (D) is the equalizer
of H(ρD) and σH(D), so (77) proves that f is a morphism of descent data from
(T (C),T (σC)) to (D,ρD) if and only if there is a unique morphism φˆC,D(f ) :C→ Ĥ (D)
in C such that
iDφˆC,D(f )= φC,D(f ). (78)
Therefore we have constructed a function φˆC,D from HomD̂(T̂ (C),D) to HomC(C, Ĥ (D)).
It is easy to see that φˆ is functorial and bijective, so T̂ is a left adjoint of Ĥ .
(b) The counit (T̂ , Ĥ ) is ξˆD = φˆ−1Ĥ (D),D(idĤ (D)). Therefore φˆĤ (D),D(ξˆD) = idĤ (D).
Hence
φĤ
(
ξˆD
) (78)= iDφˆĤ
(
ξˆD
)= iD.(D),D (D),D
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φ−1H(D),D
(
idH(D)
)
T (iD)= φ−1Ĥ (D),D(iD),
that is
ξˆD = ξDT (iD). (79)
Now we prove that
(D,ρD)= Eq
(
TH(ρD),T
(
σH(D)
))
. (80)
Let f :X→ TH(D) be a morphism in D such that TH(ρD)f = T (σH(D))f . We have to
show that there is a unique morphism g :X→D such that ρDg = f. We take by definition
g := ξDf . Since ξ is a functorial morphism it follows that ξT H(D)T H(ρD)= ρDξD . Then
ρDξDf = ξTH(D)TH(ρD)f = ξTH(D)T
(
σH(D)
)
f = f.
The second equality follows by the choice of f and the last one by (12). If g′ is another
morphism such that ρDg′ = f then ξDf = ξDρDg′ = g′ by (74), so (80) follows.
Since T preserves equalizers, by the definition of Ĥ (D), we get that
(
T Ĥ (D),T (iD)
)= Eq(TH(ρD),T (σH(D))). (81)
Therefore, by (80) and (81), the morphism ξDT (iD) : T̂ Ĥ (D)→ D is an isomorphism
in D̂.
(c) By the proof of (a) it follows that the unit σˆC :C → Ĥ T̂ (C) of the adjunction
(T̂ , Ĥ ) is the unique morphism such that σC = iT (C)σˆC . If we prove that (C,σC) =
Eq(HT (σC), σHT (C)) then σˆC is an isomorphism since (Ĥ T̂ (C), iT̂ (C)) is another
equalizer of (HT (σC), σHT (C)) and σC = iT (C)σˆC . By assumption T reverses equalizers,
so (C,σC) is an equalizer if (T (C),T (σC))= Eq(THT (σC),T (σHT (C))). Since the last
equality follows from (80), we conclude. ✷
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