Abstract. We prove effective equidistribution of primitive rational points and of primitive rational points defined by monomials along long horocycle orbits in the torus and in the modular surface. This answers a question posed in joint work by the first and the last named author with Shahar Mozes and Uri Shapira.
Introduction
Let n be a natural number and k ∈ Z coprime to n, denoted (k, n) = 1. Denote by k ∈ Z any choice of a modular inverse of k mod n. The examination of modular forms naturally leads to the question of statistical independence of k and k in Z/nZ, see for example [Sel65] . Naturally, such a question would be asked in terms of asymptotics for large n. To this end, it is useful to recast the formulation on the torus T = Z\R. Given an integer k ∈ Z coprime to n, the tuple (
2 is independent of the choice of the representatives k and k. The group T 2 carries a natural probability Haar measure m coming from the uniform measure on the real plane, and a natural way to state statistical independence of the tuples ( k n , k n ), (k, n) = 1, is to say that the average of a continuous function f on C(T 2 ) over these tuples converges to the integral of f with respect to that natural measure, i.e.
(1) 1 n
f (x, y)dm(x, y). By Fourier expansion, this becomes a problem of estimating certain exponential sums, and in fact the above convergence has been proven by Kloosterman [Kl26] with a rate, and the rate has been optimized in seminal work by Weil [Wei48] . More recently, Jens Marklof has interpreted the above set in terms of intersection points of certain horospheres [EMSS16] . To motivate the formulation of our problem, we will repeat this observation here. For this introduction, consider the lattice Γ = SL 2 (Z) inside G = SL 2 (R) and denote the subgroups U = u t = 1 t 0 1 ; t ∈ R V = v s = 1 0 s 1 ; s ∈ R A = a y = y 0 0 1 y ; y ∈ (0, ∞)
It is well known that the U and V -orbits of Γ are closed and that ΓUa y and ΓV a y equidistribute in Γ\G as y → 0 and y → ∞ respectively (cf. [Sar81] ). For small y one could wonder, whether the long orbit ΓUa y intersects the orbit ΓV . An elementary calculation shows that intersections occur if and only if there is some n ∈ N so that y = 1 n , and in this case Γu t a y = Γv s implies that t = k n and s = l n for some k, l ∈ Z. Finally, 1 = det(u t a y v −s ) yields kl ≡ 1 mod n. In particular, l = k in Z/nZ. As ΓU ∼ = T and ΓV ∼ = T, the measure appearing in (1) can be identified with the normalized counting measure on the set (Γu k/n , Γu k/n a −1 n ) ; (k, n) = 1 ⊆ ΓU × ΓV. Given n and α ∈ R, denote P(n) α = (Γu k/n , Γu k/n a −1 n α ) ; (k, n) = 1 ⊆ ΓU × Γ G .
We have just argued that the set P(n) 1 equidistributes inside ΓU × ΓV as n → ∞. The problem of equidistribution of the primitive rational points P(n) α inside ΓU × Γ\G has applications to Gauss sums and have been examined in [DA14] , [DAM13] . Our work provides a considerable strengthening of some results in the first mentioned article. For the sake of simplicity of exposition we are going to focus only on the case α = 1 2
and instead of all primitive rational points, we look at monomial residues. More precisely, given a, b, d ∈ N, we let P ×d (n; a, b) = (
With this we can state our first main result.
There exists an L 2 -Sobolev norm S on C ∞ c (T × Γ\G) and positive constants κ, η, C such that for all n ∈ N and a, b ∈ Z satisfying (n, ab) = 1, for all F ∈ C ∞ c (T × Γ\G) we have 1 |P ×d (n; a, b)| (t,x)∈P ×d (n;a,b)
Denote by P ×d X (n; b) ⊆ Γ\G the projection of P ×d (n; a, b) to Γ\G, which does of course not depend on a. The method of proof applied in the proof of Theorem 1.1 yields the following Corollary 1.2. Fix d ∈ N. There exist an L 2 -Sobolev norm S on C ∞ c (Γ\G) and positive constants κ ′ , C 1 such that for all n ∈ N and b n ∈ Z satisfying (n, b n ) = 1, for all f ∈ C ∞ c (Γ\G) we have 1 |P ×d X (n; b n )| x∈P ×d X (n;bn)
Following the proof of Theorem 1.1, we will prove equidistribution of triples simultaneously in the two-torus and in the modular surface, i.e. of the sets Q ×d (n; a, b, c) = (
where a, b, c, d, n ∈ N. This proof, which uses entropy arguments, relies however on a congruence condition of n for two primes at once. More precisely, we prove the following Theorem 1.3. Let p, q be two distinct primes and let D(pq) = {n ∈ N : (n, pq) = 1}. Let a n , b n , c n ∈ Z be a sequence of integers coprime to n. Let F ∈ C c (T × T × Γ\G). Then 1 |Q ×d (n; a n , b n , c n )| x∈Q ×d (n;an,bn,cn)
as n → ∞ with n ∈ D(pq).
The equidistribution of the sets P(n) 1 has other natural generalizations, for example to SL N (R), which was examined in [EMSS16] . The ineffective equidistribution proven there has more recently been effectivized, first in the case N = 3 by Lee and Marklof in [LM18] , thereafter for general N by El-Baz, Huang and Lee in [EBHL18] . These generalizations all concern variations of the problem for the fixed scaling parameter α = 1. The generalization in the present article concerns variation of the scaling parameter α and we want to quickly explain why we only discuss the case α = . Assume first that α > 1, then P(n) α ⊆ ΓU × ΓV a n 1−α , and the orbit in the second component diverges into the cusp uniformly. Hence the limit measure of the normalized counting measures on these sets is trivial. The case α < 0 shows similar behaviour. Hence one can restrict to the case α ∈ (0, 1). A detailed treatment for α ∈ (0, , 1) can be reduced to the former using the above relationship between ΓU and ΓV . It becomes clear from the arguments in [Lue19] 
Fix a prime p and a small value ε > 0. Let N(p, ε) = n ∈ N ; (p, n) = 1 and
where φ denotes Euler's totient function counting the number of units in Z/nZ. We denote P(n) = Γu k/n a −1 √ n ; 0 ≤ k < n , P(n) × = Γu k/n a −1 √ n ; (k, n) = 1 , as well as P(n) 0 = P(n)\P(n) × , and denote by µ n , µ n . Note that for all n satisfying (p, n) = 1, these measures are invariant under the map given by Γu k/n a −1 √ n → Γu p 2 k/n a −1 √ n . Assume (falsely) that there was a non-compact lattice element γ ∈ Γ inducing this map via right multiplication on Γ\G and assume furthermore that γ commutes with A. As µ n converges to the invariant probability measure as n → ∞ along elements in N(p, ε), so does the right hand side. As φ(n) n > ε along this sequence, it follows that µ × n converges to a γ-invariant probability measure on Γ\G and ergodicity of the invariant probability measure with respect to right multiplication by γ implies that this limit measure has to be the invariant probability measure.
In order to make this argument precise, one can find an element γ with the desired property by considering a different space, namely the p-adic extension of Γ\G. This is obtained by considering the group SL 2 (R × Q p ) ∼ = G × SL 2 (Q p ) instead, where Q p is the completion of Q with respect to the p-adic norm. Then SL 2 (Z[
]) is a lattice in SL 2 (R×Q p ), and the element
is an element in the lattice. For t ∞ ∈ R and t p ∈ Q p , one calculates
as desired, and the proof sketched above actually works in this case. It remains to take care of the fact that lim inf n φ(n) n = 0. To this end and for the sake of a better rate of equidistribution, we replace the proof sketched above by an effective, more general argument which uses for every n ∈ N some finite collection of valid primes at once.
2. The S-arithmetic extension 2.1. The modular surface. Given a finite set of places S of Q, we let Q S = p∈S Q p be the product of the completions Q p of Q, where Q ∞ = R, and
Given t ∈ Q S and p ∈ S, we let t p be the Q p -coordinate of t. Let S f = S \ {∞} denote the set of finite places in S. We set Z S f = p∈S f Z p and if ∞ ∈ S, then we denote Z S = R×Z S f . Given p ∈ S and t ∈ Q p , we denote by ı p : Q p → Q S the map sending t to the element ı p (t) satisfying ı p (t) p = t and ı p (t) q = 0 whenever q = p.
, where we understand Γ S as a subgroup of SL 2 (Q S ) via the diagonal embedding of Z[S −1 ] in Q S . Note that SL 2 (Q S ) is isomorphic to the direct product of the SL 2 (Q p ), for p ∈ S. For any group, we will denote its identity element by ½. Given p ∈ S and some g ∈ SL 2 (Q p ), we will denote by ı p (g) ∈ SL 2 (Q S ) the element whose component equals the identity for all places in S \ {p} and g at the place p. Conversely, given an element g ∈ G S and a place p ∈ S, we let g p denote the p-coordinate of g and more generally for a subset S ′ ⊆ S, we denote by g S ′ the projection of g to SL 2 (Q S ′ ). Given g ∈ SL 2 (Q), we denote by ∆(g) the diagonal embedding in SL 2 (Q S ). Given a place p of Q, we write G p for G {p} . We let G ∞ = SL 2 (R) and Γ ∞ = SL 2 (Z). The goal of this short section is to introduce general notation, to establish the well-known fact that Γ S is a lattice in G S if ∞ ∈ S, and to naturally relate the space X S = Γ S \G S to the space X ∞ = Γ ∞ \G ∞ , which is our space of interest. The relation is found by first proving that X S ∼ = SL 2 (Z)\G S , where SL 2 (Z) is identified with its image under the embedding in G S induced by the diagonal embedding of Z in Z S . We will denote Y S = SL 2 (Z)\G S . The first step towards proving that Γ S is a lattice in G S (assuming ∞ ∈ S) is to show that SL 2 has class number one, which is expressed in the following proposition, for which we refer the reader to [PR94] .
Proposition 2.1. The group G S acts transitively on X S and the stabilizer of
The isomorphism ψ S : X S → Y S in Proposition 2.1 is given by writing a representative g in G S as g = γη S with γ ∈ Γ S and η S ∈ G S . It is relatively easy to see that SL 2 (Z) is a non-uniform lattice in G S if ∞ ∈ S. One obtains the following
As of G S -equivariance, the push-forward of any invariant probability measure on X S under ψ S is an invariant probability measure on Y S . In particular the systems defined by G S Y S and G S X S are isomorphic as dynamical systems. In what follows, we will abuse notation and denote by ν S both the invariant probability measure on Y S and the invariant (under G S ) probability measure on X S .
Let H ≤ G S be a closed subgroup, and assume that H is the set of Q S -points of some algebraic group defined by polynomials with coefficients in Q. The Z S -points are defined by H S = H ∩ G S . We define the groups H S , H p , and so on in the corresponding fashion. Furthermore, we write
2.2. Periodic orbits for horospherical subgroups. We define the subgroup
and in analogy to the real case, i.e. S = {∞} want to look at the closed U S -orbits in X S . To this end we fix the Haar measure m Q S on Q S as the product of the Haar measures m Qp on the components Q p , (p ∈ S), where m Q∞ is the Lebesgue measure and m Qp is normalized so that m Qp (Z p ) = 1 for p ∈ S f . Define the Haar measure m U S on U S to be the push forward of m Q S under the isomorphism t → u t . A point x ∈ X S has periodic U S -orbit if and only if there is some
. This can be used to show that a point x ∈ X S has periodic U S -orbit if and only if it is of the form x = Γ S au for some u ∈ U S and some a ∈ A S , where
In what follows, we write U y = Γ S a y U S whenever y ∈ Q × S . Let y ∈ Q × S , then the volume of the orbit Γ S a y U S is the covolume of y −2 
S-adic Sobolev norms and congruence quotients
In this section, we will introduce Sobolev norms and collect several properties used. These have been discussed in greater generality in [EMMV17] , and we will often provide references instead of detailed proofs. Along the discussion, we will have to introduce the notion of a smooth function on certain S-arithmetic quotient spaces. It will turn out, that such functions will come from smooth functions on congruence quotients of SL 2 (R). This feature will be very useful for the subsequent effective equidistribution statements, once we have found the relation between the Sobolev norms on these real homogeneous spaces and the Sobolev norms considered in the S-arithmetic setup. In what follows, given a manifold M and a differential operator X on M, we will denote by X 1 its total degree.
3.1. The space of smooth functions on X S . We make use of the following notation.
, which is an ideal in Z S f , and the Chinese remainder theorem yields yields a finite, bi-invariant Haar measure on these subgroups. Given a continuous, compactly supported function f on X S , some p ∈ S f and m p ∈ N 0 , we denote by 
Furthermore we define pr For the notion of smoothness in the real place, recall that Γ S ≤ G S is a lattice and thus every point in X S has a neighbourhood, which is homeomorphic to some neighbourhood of the identity in G S . This neighbourhood contains an open neighbourhood, which is a direct product of neighbourhoods of the identity in G p (p ∈ S), and on such a neighbourhood the notion of smoothness in the real component can be defined using the notion of smoothness for Lie groups. Given m ∈ N In what follows, we denote
We denote by π 
. The picture to keep in mind is the commuting diagram given in (3), where g denotes the action by some element g ∈ G ∞ .
Equivariance of π (m) for the G ∞ -action implies that the push forward of the G S -invariant probability measure on
is the unique G ∞ -invariant probability measure on X S [m] and agrees with π (m) * ν S . Let now f ∈ C c (X S ), and assume that f is invariant under
In what follows, we will ask for effective equidistribution results, i.e. we examine the equidistribution properties of sequences of subsets of X S and quantify the error in terms of the parametrization of the sequence and of the test-function involved. The error rates rely on smoothness properties of the functions and we will hence only use smooth testfunctions. The implicit equidistribution statements then follow, as C ∞ c (X S ) ⊆ C c (X S ) is a dense subspace (with respect to the uniform topology).
Noncompactness and the height function.
In what follows, let g Z ⊆ Mat 2,2 (Z) denote the submodule generated by the elements
When equipped with the bracket [v, w] = vw − wv, (v, w ∈ g Z ), this is an integral Lie algebra. The commutator relations for the generating set show that for any ring R we
. An explicit calculation shows furthermore, that g R is preserved by the adjoint action Ad given by conjugation with elements in SL 2 (R). Note that g Z[S −1 ] is a lattice in g Q S , in the sense that it is a finitely generated
For what follows, given d ∈ N and u ∈ Q d S , we let u S = p∈S u p p , where · p is the maximum of the p-adic absolute value of the entries of u p . Here, by the "∞-adic absolute value" we mean the usual absolute value on R. If u ∈ GL d (Q S ), we write~u~S = max{ u S , u −1 S }. Definition 3.2. The height function on X S is defined as
Note that the height function does not depend on the choice of the representative g of x, (1) For all g ∈ G S and x ∈ X S we have ht X S (xg) ≪~g~2 S ht X S (x). If g ∞ = ½, then the implicit constant is 1.
(2) For all x ∈ X S , and all g ∈ K[0], we have ht X S (xg) = ht X S (x). (3) There exist positive constants κ 1 , c 1 such that for all x ∈ X S the map g → xg defined on the set {g ∈
This is discussed in Appendix A of [EMMV17] . Observe that for every pair Λ ≤ Γ of lattices in a group G, an injectivity radius at x = Γg ∈ Γ\G is also an injectivity radius atx = Λg ∈ Λ\G. To this end we denote
as for all p ∈ S f , the norm · p is SL 2 (Z p )-invariant. Hence the height function on X S descends to a well-defined function on X ∞ (S m ). It remains to show that
We first show that the supremum is achieved for some w ∈ g Z . First, it follows from discreteness of Ad(g
and properness of · S that the supremum is achieved for some v ∈ g Z[S −1 ] . Let α ∈ Z be a common denominator for the entries of v, so that v = α −1 w for some w ∈ g Z . We can assume that α is a product of the primes in S f . It follows that
and the supremum is achieved at w ∈ g Z . We show that we can assume (Ad(g
This already implies that (Ad(g −1 ∞ )w) p p = w p ≤ 1. Assume that w < 1, then w = pu for some u ∈ g Z and thus Ad(g −1 ∞ )w S = Ad(g −1 ∞ )u S as |p| q = 1 for all q ∈ S f \ {p}. In particular, after replacing w finitely many times in this way, we can assume that p −1 w ∈ g Z for all p ∈ S f and in particular that w p = 1 for all p ∈ S f . This shows the claim.
For what follows, we denote by X a choice of a basis of g R -i.e. a maximal linearly independent set of degree 1 differential operators at the identity in G ∞ -and by D D (X) the set of all monomials in X of degree at most D. These monomials define differential operators on C ∞ c (X S ). To this end, a differential operator X at the identity of G ∞ defines a differential operatorX on X S , which for
where p : G S → X S is the canonical projection and l g is left-multiplication on G S by g. In what follows, we will abuse notation and just write Xf instead ofXf .
It is easy to see that for D ≤ D ′ and two Sobolev norms S D , S D ′ with respect to bases X and X ′ respectively, we have
′ , then the implicit constant can be set to one. In what follows, we will usually implicitly assume a fixed choice of a basis of g R ; it could be useful to think of the basis provided in (5). In what follows, we list several properties of Sobolev norms. For the proofs we refer the reader to [EMMV17, Appendix A] and [ERW17, Section 3.3].
Then the following are true.
(1) (Sobolev embedding) There is some
An important feature of these Sobolev norms is their relation to Sobolev norms on the congruence quotients. Note that the definition of a Sobolev norm as above includes the case S = {∞} and in fact works for any lattice Λ ≤ G ∞ . Hence by the L 2 -Sobolev norm S on C ∞ c (Λ\G ∞ ) of degree D with respect to the basis X we mean the map (6)
where the height function ht is the height function for Λ. This sort of Sobolev norm also satisfies the properties listed in Proposition 3.6. The following lemma yields the desired relation between Sobolev norms on C
0 . It will be helpful to introduce a bit of notation. We denote by ≤ the lexicographic order on Z S f . Given m, m ′ ∈ Z S f , we write m ∧ m ′ for the infimum-i.e. the coordinate-wise minimumand m ∨ m ′ for the supremum-i.e. the coordinate-wise maximum-of {m, m ′ }.
Lemma 3.7. Let X denote a basis of g R , and let
Proof. In this proof, we will write
Inductively, this then extends to polynomials in elements of g R . Using Lemma 3.4, we have ht
by Proposition 3.3 (2) and the fact that the differential operators in g R commute with the level m p projections for all p ∈ S f . The lemma now follows from the definition of S D .
Of course any Sobolev norm extends to the space C ∞ c (X S ) ⊕ C½ X S which is defined to be the space of smooth functions f :
3.3. Sobolev norms on S-arithmetic extensions of tori. We will also be interested in the S-arithmetic extension Z[S −1 ]\Q S of the torus T = Z\R. More generally, given an integer N, we will use the notation T(N) = NZ\R. We will give a quick discussion of this space, as well as of smooth functions and of Sobolev norms. Most of it can be seen as a special case of what was done previously, up to some simplifications. Hence we will keep the discussion fairly brief.
Let S be a finite set of primes including ∞, and denote
). Hence we can make the following Definition 3.8. A function ϕ : T S → C is smooth, if it is smooth in the real direction and if there is some m ∈ N S f 0 such that ϕ is invariant under the subgroup Z S f [m]. We denote by C ∞ (T S ) the vector space of smooth functions on T S .
Note that in this case, the quotient T S is compact, as follows from the discussion below. Given p ∈ S f and m ∈ N 0 , we will denote by Av p [m] : C ∞ (T S ) → C the averaging operator for the subgroup p 
pr[m]f and the right-hand side is a finite sum. Fix a basis X -i.e. any non-zero element -of the Lie algebra of R. The L 2 -Sobolev norm S of degree D on C ∞ (T S ) with respect to the basis X is the norm given by
where again D D (X) is the set of monomials of degree at most D in X. We remark here that as of compactness of T S (and similarly for T(
, there is a uniform injectivity radius, and hence we were able to choose the height function (cf. Section 3.2) to be constant equal to 1, and still obtain the Sobolev embedding theorem.
Similarly to the discussion of S-arithmetic quotients of SL 2 , one has
The first isomorphism follows immediately from the fact that R × Z S f acts transitively on Z[S −1 ]\Q S , which again follows from density of
This is well-defined, onto and injective, where injectivity follows from strong approximation [Cas08, Chapter 3, Lemma 3.1]. Using exactly the same argument as for the proof of Lemma 3.7, one obtains
where S D is the L 2 -Sobolev norm of degree D on C ∞ (T S ) with respect to the basis X on the Lie algebra of R, and
) with respect to the basis X.
Remark 3.9. The above discussion also has a higher dimensional generalization, i.e. to smooth functions on the S-arithmetic cover T n S of the n-dimensional torus T n .
3.4. The maximal cross norm on the product. We are mainly interested in examining equidistribution properties of subsets in the product T S × X S . For this we make use of a special kind of Sobolev norms on T S × X S , the so-called maximal cross norms (cf. [BEG] ). We will consider the following set of test functions. Let A ∞ c (T S × X S ) be the linear hull generated by the set of functions ϕ ⊗ f for ϕ ∈ C ∞ (T S ) and f ∈ C ∞ c (T S )), where we
where S D 1 ,T S and S D 2 ,X S denote the L 2 -Sobolev norms of degree D 1 and D 2 on C ∞ (T S ) and C ∞ c (X S ) for some fixed bases of Lie(R) and sl 2 (R) respectively. Remark 3.11. In what follows we will call an L 2 maximal cross norm on
The justification for this is given in Theorem 3.12.
We note that for any
To this end assume F = i ϕ i ⊗ f i and G = j ψ j ⊗ g j . Then using Proposition 3.6 (3), we obtain
for r sufficiently large but independent of F and G. Hence choose
. Let ε > 0 arbitrary and assume that the representations of F and G were chosen so that
Using this for the preceding estimate, one obtains
, and as ε was arbitrary, the claim follows.
3.5. Comparing maximal cross-norms and Sobolev norms. The Sobolev norms defined above are well-defined on a dense subspace of C ∞ c (T S × X S ). We want to close the discussion with a treatment of the relation between Sobolev norms on that subspace and Sobolev norms on C ∞ c (T S × X S ). This justifies our decision to restrict to functions in A ∞ c (T S × X S ) for the remainder of the article. More precisely, we are going to show the following
This implies the following Corollary 3.13. Let µ, ν be probability measures on T S × X S and assume that ε > 0 is such that ˆT
We write µ(F ) and ν(F ) for the integral of F against µ and ν respectively. We choose a Sobolev norm as in Theorem 3.12 and assume without loss of generality that the degree of S is sufficiently large for Proposition 3.6 (1) to hold. Using Theorem 3.12, there is a function
Hence we have S A (F ε ) ≤ 2S(F ) and thus
Corollary 3.13 implies that effective equidistribution of a sequence of measures (with a rate) with respect to test functions in A ∞ c (T S ×X S ) and a maximum cross norm S A implies effective equidistribution (with the same rate) of the sequence with respect to test functions in C ∞ c (T S × X S ) and some L 2 Sobolev norm S. Hence after the proof of Theorem 3.12 we will use A ∞ c (T S × X S ) as our set of test functions. The proof of Theorem 3.12 makes use of Fourier series. Let
and hence it has an associated Fourier expansion, i.e. for all t ∈ T S , x ∈ X S we have
Let X be a differential operator on T S ×X S and write X = X 2 X 1 , where X 1 is a differential operator on T S and X 2 is a differential operator on X S . Then
In particular, for any
At first glance it might not be obvious why the right-hand side is finite. Recall however that smoothness of F implies that the outer sum is actually a finite sum. It suffices to prove finiteness for each of the finitely many summands. This is done in the following
Proof. Let X be any differential operator on
n (F ) as of Lebesgue's dominated convergence theorem. We denote by F (l) the l-th derivative of F in the torus component. Note that the set K defined as the projection of the support of F to X ∞ (S m ) is a compact set and that a (m) n (F )(x) = 0 for all x ∈ K and the height function is bounded on K. For every fixed x ∈ X ∞ (S m ), the function defined by t → XF (t, x) is smooth in t and thus by Fubini's theorem we get
2 < ∞. Applying Fubini once more, we can exchange integration and summation and finally we obtain the lemma after summing the expressions over the finitely many differential operators defining S D .
We next show that the right hand side in (11) can be bounded from above by a Sobolev norm of larger degree. Using this, we will be able to finally prove Theorem 3.12.
with implicit constant independent of F .
Proof. We assume that S D is defined using the basis X. Using (10) and Proposition 3.3 one calculates
Proof of Theorem 3.12.
It will be convenient to set
We also note that
. Using Cauchy-Schwarz, we obtain
First we show that S A is bounded by some Sobolev-norm S D ′ defined on C ∞ c (T S × X S ). To this end let F ∈ A ∞ c (T S × X S ) arbitrary. Note that D can always be assumed to be sufficiently large. By the preceding argument the sequence of approximations F N is a Cauchy-sequence with respect to S A and using Lemma 3.15 and Proposition 3.6 (1) it follows that F N converges to F pointwise. Hence we find
and thus the claim follows from Lemma 3.15. This proves the first part of Theorem 3.12.
We turn to the second part. Let F ∈ C ∞ c (T S × X S ) and define F N as above. Using (11) and Lemma 3.14, we know that
As F N → F uniformly and as F N ∈ A ∞ c (T S × X S ) for all N ∈ N, the second part of the Theorem follows.
Congruence quotients and effective S-arithmetic equidistribution
In this section we want to illustrate the relation between equidistribution of orbits in congruence quotients and equidistribution in S-arithmetic quotients. We illustrate the relationship by proving effective equidistribution of horocycle orbits U y (cf. Section 2.2) for y ∈ (0, ∞) as y → 0. This is not new and strictly speaking, the equidistribution in the S-arithmetic quotient is formally not required for what follows. However, we will later prove equidistribution of certain sparse subsets of U y , so that it is natural to ask whether the full set equidistributes, and the argument used here gives a simple illustration of part of the procedure that will be applied for the equidistribution of rational points.
The effective equidistribution of the orbits Γ ∞ (S m )a y U ∞ for varying m ∈ Z S f follows from a theorem by Sarnak [Sar81] . We will use this to prove equidistribution of rational points of a certain denominator along these periodic orbits. From our perspective, these results lie in the realm of unitary representations, which naturally occur as follows. Given a locally compact, σ-compact group G acting continuously on the right of a locally compact space X equipped with a Borel measure µ invariant under some closed subgroup H ≤ G, we obtain a unitary representation of H on the space L 2 µ (X) of functions on X defined µ-almost everywhere, whose absolute value squared is integrable with respect to µ. The unitary representation is induced by the action of G on X and the element h ∈ H sends the element f ∈ L 2 µ (X) to the element h·f ∈ L 2 µ (X), which is given by (h·f )(x) = f (xh) for almost all x ∈ X. We will denote by g the map defined by the action of an element g ∈ G on X. Note that for any f ∈ C c (X) the function g · f is again continuous with compact support. In particular, the measure g * µ is the measure defined bŷ
We denote by µ U 1 the U S -invariant measure on the periodic orbit U 1 = Γ S U S . We are interested in the behaviour of the push forward (a y ) * µ U 1 as y ∞ → 0. As discussed previously, the calculation a y u t a −1 y = u y 2 t implies that U y = Γ S U S a y has volume |y −2 | S . As one would expect, the behaviour of long periodic orbits U y can be deduced from the equidistribution of long periodic horocycle orbits in
]\Q S is an isomorphism, and the projection Z\Z S → T ∞ sending Z + t to Z + t ∞ is onto with fibers homeomorphic to Z S f . Hence [0, 1) × Z S f is a fundamental domain for Z[S −1 ] in Q S . In particular, the orbit measure on U 1 is given bŷ
As the smooth functions form a dense subset of C c (X S ), it suffices to show that
In fact, we will prove this with a bound on the error term. Recall that the isomorphism
, and thus Γ ∞ (S m )U ∞ a y∞ is mapped to the set
The equality of the sets follows from compactness of Γ ∞ (S m )U ∞ a y∞ and density of
Let now a ∈ A S such that a S f = ½. In what follows, we identify a with its projection a ∞ .
Let µ Γ S U S a be the unique U S -invariant probability measure on Γ S U S a. This measure extends to a measure on X S , and thus π (m) * µ Γ S U S a is a probability measure on X S [m] with support given by Γ S U S aK [m] . As π (m) is G ∞ -equivariant, the push-forward measure is invariant under U ∞ . Using the isomorphism ψ (m) :
and the preceding discussion, it follows that π (m) * µ Γ S U S a is actually the push-forward of the unique . Given y ∈ (0, ∞), the formula (4) and the above description of µ Γ S U S a in terms of measures on closed horocycle orbits in congruence quotients combined with the effective equidistribution of long horocycles [Sar81] and the uniformity of the spectral gap on congruence quotients [Sel65] implies that there is some degree D (in fact one can choose D = 1), and some κ 0 > 0 such that
where the last bound follows from Cauchy-Schwarz and Lemma 3.7.
5. Effective equidistribution of rational points in the torus and the modular surface
Let n ∈ N and set
It is well-known that the projection of P ∞ (n) to T equidistributes effectively, and it was recently explained in [Lue19] that the same holds for the projection of P ∞ (n) to the modular surface. However, we will have to refine this result a bit, and hence will give a complete proof of said statement here. The goal is to show joint equidistribution with a rate. To this end we will proceed as follows. Equidistribution for the modular surface can be improved to rational points along pieces of closed horocycle orbits, i.e. to sets of the from
Using effective equidistribution for these sets, one can show effective equidistribution of the sets P ∞ (n) in the following way. Given any smooth function ϕ on the torus, and a smooth function f on the modular surface, uniform continuity of ϕ implies that P ∞ (n) decomposes as a disjoint union of sets of the form
on each of which the function ϕ ⊗ f is, up to some small error, constant in the first component. The choice of α and β depends on the smoothness properties of ϕ and can be captured in the Sobolev norm of ϕ ⊗ f . Applying effective equidistribution rational points in short pieces of closed horocycle orbits will then imply the statement on the product space.
In fact, we prove equidistribution of rational points for products of a congruence quotient with a torus. This is then used to prove effective equidistribution of the lift of P ∞ (n) to Sarithmetic extensions. For what follows, we will denote by ∆ the embedding of the Q-points of a group in the Q S -points of the group. Let
be the lift of the rational points to the S-arithmetic extension.
Lemma 5.1. Let n ∈ N and let S be a finite set of places including ∞ such that (S f , n) = 1.
Proof. Let k ∈ Z be fixed. Using strong approximation, we can find some r ∈ Z such that for all p ∈ S f we have |r − k n
In particular,
. The preceding bound combined with (S f , n) = 1 implies that S l∨m |b ′ . Thus there is some b ∈ Z such that
It remains to show that the map is onto this set of points. To this end let k ∈ Z be given arbitrarily. Then |S l∨m k n | p ≤ p − max{lp,mp} for all p ∈ S f , and thus
Corollary 5.2. Let S be a finite set of places of Q containing the infinite place. There is some L 2 -Sobolev norm S on C ∞ (T S ), such that the following is true. Let ϕ ∈ C ∞ (T S ) and n ∈ N such that (S f , n) = 1. Then
Proof. Assume that ϕ ∈ C ∞ (T S ). For m ∈ N 
combined with Lemma 5.1 and the mean value theorem, imply that
where in the last line, we used the Sobolev embedding theorem 3.6 (1) for an L 2 -Sobolev norm S D,m on C ∞ (S m Z\R) with respect to a basis independent of m, as well as the CauchySchwarz inequality and (7) for the L 2 -Sobolev norm of degree D on C ∞ (T S ) with respect to the same basis.
In order to obtain equidistribution of the rational points in the product, we want to apply the above equidistribution in the S-arithmetic extension of the torus and the corresponding result in the modular surface. As mentioned in the beginning, we partition the torus into pieces on which the function varies very little, and reduce it to a problem on the S-arithmetic extension of the modular surface only. To this end we need to show the equidistribution of rational points for pieces of the horocycle orbits, i.e. of the sets
In what follows, given real numbers a < b, we will denote
Proposition 5.3. There is a basis X of sl 2 (R), some D ∈ N and positive constants κ 1 , c 1 > 0 such that the following is true.
where S D is a Sobolev norm defined by the monomials of degree at most D in X.
Proof. Given a real-valued function f ∈ C ∞ c (Γ ∞ (N)\G ∞ ), define the discrepancy (for K and γ ∈ G ∞ ) as
where E f is the integral of f over Γ ∞ (N)\G ∞ . The goal is to use the spectral gap for the action of γ = u a in combination with the right degree of averaging in the discrepancy. Given a function f : Γ ∞ (N)\G → C we denote by A α,β n,a (f ) the average of f on the set [
is the difference between an average and an average of moving averages. Such a difference is bounded by an appropriate count of the boundary terms and the maximum norm of the underlying sequence. Hence Proposition 3.6 (1) implies the existence of an
δ ) for δ ∈ (0, 1) to be determined later. For any such δ, the map sending t ∈ I and k ∈ [ 
In order to see injectivity, note that for s ∈ (−1, 1) we have
Using the Mean value theorem for f and Proposition 3.6 (1), there is some L 2 -Sobolev norm of degree D 1 , so that by (12)
The first summand is the average of 
Given 0 ≤ α ′ < β ′ ≤ N, denote by µ N,n;α ′ ,β ′ the probability measure defined by
Then it follows from the preceding bound, that
Using effective equidistribution of pieces of closed horocycle orbits (cf. [KM96] ), we know that
for some κ 0 > 0 and some L 2 -Sobolev norm of degree D 2 , where neither the implicit constant nor κ 0 depend on N by the uniformity of the spectral gap (cf. [Sel65] ). Applying this to F = (D K f ) 2 and using Proposition 3.6 (3), there is some L 2 -Sobolev norm of degree D 3 , such that for
Using Proposition 3.6 (2), in combination with the choice γ = u a , one finds that there is some exponent c 0 > 0 depending only on the degree D 3 , such that
and hence
Note that by [Sel65] , the mixing-rate for u a acting on Γ ∞ (N)\G ∞ , i.e. the rate of decay of matrix coefficients defined by smooth vectors in L 2 Γ ∞ (N)\G ∞ , is uniform in N. Using that f is real-valued and the fact that for any sequence (x k ) k∈N we have
it follows that there is some ε 0 > 0 without loss of generality less than 1 2 such that
and thus
Combining this with the bounds from (13), (14) and (16), and also denoting c 1 = max{1 + η 0 , c 0 }, we found that
We can always assume that δ, κ 0 and ε 0 are sufficiently small. In particular, we assume that 0 < δ < min{
is a positive number. If we choose K ≍ n κ 0 2ε 0 +2c 1 and assume that β − α + n −δ a ≤ 1, we finally obtain |A
For X S , the equidistribution of rational points on long horocycles follows from Proposition 5.3 by combining the relation between rational points on long horocycles in X S and rational points on long horocycles in congruence quotients X ∞ (S m ), m ∈ N S f 0 as explicated in the proof of Corollary 5.2. We will not use this later and thus leave this case to the reader.
As a corollary, we can now show effective equidistribution of the rational points in the product of a torus and a congruence quotient. More generally, we have the following Corollary 5.4. There are η 1 , κ 2 > 0, fixed bases X 1 , X 2 of Lie(R) and sl 2 respectively, and a degree D ∈ N such that for all
where
\ G∞ and in particular we assume E ϕ = E f = 0. Using Proposition 5.3, we can assume without loss of generality that ϕ is non-constant. Let δ ∈ (0, 1) arbitrary. By the mean-value theorem, we have
⌋ and write
and note that by 3.6 (1), for all t l ∈ P l , if t ∈ P l , then
For the remainder the points {t l ; l = 0, . . . , K δ } ⊆ N 1 Z\R are chosen so that t l ∈ P l and we denote z l = ϕ(t l ). We will write
Note that the sum might contain some multiplicity, which we will have to take into account. In total, the interval [0, N 1 ) contains nN 1 (a,nN 1 ) -many points of the form ak n mod N 1 with 0 ≤ k < nN 1 N 2 . To this end consider the map Z/nN 1 Z → Z/nN 1 Z given by k → ak. The kernel of this map is a cyclic subgroup generated by l a , where L is the lowest common multiple of a and nN 1 , and in particular has cardinality nN 1 ) , or alternatively, the map is (a, nN 1 )-to-one. Thus the image has cardinality nN 1 (a,nN 1 ) and as we let k run through a full set of representatives of Z/nN 1 Z, the claim follows. Using this, we can rewrite
Given 0 ≤ r < N 2 , let
Using the notation introduced and applying Proposition 5.3, assuming δ < a b
, we have
, where we assume without loss of generality that d was chosen so that the Sobolev embedding theorem 3.6 (1) applies. Next we note that | n a
, and thus again denoting by L the lowest common multiple of a and nN 1 , we get
Hence combining all these, we find
where D T ≤ D ′ was chosen so that Proposition 3.6 (1) applies. Choose κ 2 = κ 1 2
and
, then we can choose δ = n −κ 2 and obtain
Otherwise, we have (ab)
≥ 1 and thus for these n the inequality holds with implicit constant equal to two. This proves the Corollary.
We can now prove an effective equidistribution statement for rational points of a certain denominator along expanding closed horospheres.
for positive constants κ 2 , C, η 1 which are independent of n, S, and F and some
Proof. By the triangle inequality it suffices to prove that for any pure tensor F = ϕ ⊗ f we have
where C and κ 2 do not depend on n, S, and F . But this is a by now immediate consequence of Lemma 5.1, Corollary 5.4, Lemma 3.7, Equation (7) and the Cauchy-Schwarz inequality. Note that we have to apply Corollary 5.4 to the pure level components with multiplicative parameters of the form S l a and S m b for varying l, m ∈ N S f 0 .
Effective equidistribution of degree-d residues
In this section, we will prove Theorem 1.1. Given g ∈ G S and a point (t, x) ∈ T S ×X S , we write (t, x)g = (t, xg). Let S be a finite set of places of Q such that ∞ ∈ S and (S f , n) = 1, and define
, and x ∈ Γ S \G S . Indeed, S 2m is a unit mod n and hence the equality Γ S u k n a S −m = Γ S a S −m u S 2m k n together with a S −m ∈ Γ S implies the claim. For every a ∈ A S the set P(n) × a is also invariant under Z S f , as A S is abelian.
6.1. Effective mixing for the ×q map. The proof of Theorem 1.1 will exploit effective mixing of the action M on the torus component, which we want to discuss in the beginning. In fact, the proof of the desired result works quite a bit more generally, i.e. we will prove effective mixing for a class of toral endomorphisms on the S-arithmetic extension.
For
For what follows, we will use the following notation: Given v ∈ R n and R ∈ (0, ∞) n , we denote by v/R ∈ R n the vector obtained by componentwise division of the entries of v by the corresponding entries of R. For any smooth function f : T(R) → C, we have the Fourier series expansion
and the convergence for the series holds both for the uniform topology and the topology defined by the L 2 -norm. The L 2 -norm of f ∈ C(T(N )) is then given by the norm of the sequence of Fourier coefficients (α n (f )) n∈Z n in l 2 (Z n ), i.e.
Note that |R|a 0 (f ) =´T (R) f . Differentiability is characterized by the rate of convergence of the Fourier series: For a continuous function f on T(R) to be k times continuously differentiable implies n∈Z n |α n (f )| 2 n/R 2k < ∞. Combining these, any degree-D L 2 -Sobolev norm S on C ∞ (T(R)) hence satisfies
We can now prove the following
, and denote by T A : T(N) → T(N) the toral endomorphism defined by left multiplication by A. Assume that A is diagonalizable over C with eigenvalues all larger than one in absolute value. There exists some ̺ > 0 independent of N such that the following holds. Let D ∈ N and f, g ∈ C ∞ (T(N)). Then
where S is the
The implicit constant depends only on A.
Proof. Using Fourier series, the orthogonality relations for unitary characters, and CauchySchwarz, this becomes a relatively simple calculation:
If A is diagonalizable over C, then so is t A and thus fix an eigenbasis B = (v i ) n i=1 of C n . Denote by λ i ∈ C the eigenvalue corresponding to v i and define a norm Remark 6.2. The implicit constant in Proposition 6.1 depends only on the choice of the norm · B , i.e. the choice of an eigenbasis for the matrix t A. Given a commuting family of diagonalizable matrices {A i ; i ∈ I} as in the proposition, the implicit constant can hence be chosen uniformly for this family.
For the remainder of this section, by an expanding endomorphism of a torus T d , we mean a map T A for a matrix A ∈ M n (Z) ∩ GL n (Q) which is diagonalizable over C and whose eigenvalues are all larger than 1 in absolute value. Using Proposition 6.1, we obtain effective mixing of expanding toral endomorphisms on the S-arithmetic extension of the torus. To this end, we note that the isomorphism
Similarly, we denote by S l ∈ R n the vector (S l (1) , . . . , S l (n) ).
Corollary 6.3. Let A be an expanding toral endomorphism, S be a finite set of places of Q.
For every degree-2D Sobolev norm
with ̺ > 0 as in Proposition 6.1.
. Using Proposition 6.1, we know
and similarly to the proof of Lemma 3.7
for any differential operator X in the Lie algebra of R n . If λ l denotes the Haar probability measure on T(S l ), then λ l∨l ′ = (q l∨l ′ l ) * λ l . Combining these, we find S(f l∨l ′ ) = S(f l ), and similarly for g. Hence
Using this, the proof now works just like the effective equidistribution of periodic horocycle orbits discussed in Section 4. Given l ∈ N S f ×n , denote byf l ,g l ∈ C ∞ (T(S l )) the unique functions so that pr[l]f =f l • π 
. Then what we just showed combined with the Cauchy-Schwarz inequality and Equation (7) implies
Corollary 6.4. Let q ∈ N \ {1}. Then the ×q-map T q on T S is exponentially mixing at arbitrary rate, i.e. given D ∈ N, there is some L 2 -Sobolev norm S depending only on D, such that for all f, g ∈ C ∞ (T S ), we have
The implicit constant is independent of q.
Proof. The family of ×q-maps, q ∈ N \ {1}, is a commuting family of expanding toral endomorphisms with smallest eigenvalue q.
For the remainder of the paper we will look at the ×S 2m map on T S and the action of a S −m on X S . The latter is also mixing with a spectral gap. In fact, this holds for any non-compact element. 
The degree of S, the implicit constant and ̺ 0 are independent of S.
Remark 6.6. In the discussions to follow, g will be a diagonal matrix with diagonal entries of all components given by S m and S −m with m ∈ Z S f fixed. In this case,~g~− We do not give a proof of Proposition 6.5, but refer the reader to [Oh02] and [GMO08, p. 19 ] for more details. Assuming Proposition 6.5, we can deduce that Z S f T S × X S as introduced in the beginning of this section is mixing. 
The constants do not depend on S.
Proof. This follows immediately from Corollary 6.4 and Proposition 6.5. Assume first that F = ϕ ⊗ f and
, where D was chosen so that Proposition 3.6 (1) holds on T S , and so that S D,X S is a valid choice in Proposition 6.5. Using the remark following Proposition 6.5, we deduce the claim. For general functions in A ∞ c (T S × X S ), the statement now follows from the triangle inequality.
6.2. An adelic discrepancy operator. In order to complete the proof of Theorem 1.1, we will need a similar tool like the discrepancy operator introduced in the proof of Proposition 5.3. Given n ∈ N and x > 0 we denote by P(n, x) the set of primes p coprime to n and satisfying 1 < p < x, and by π n (x) the cardinality of P(n, x). We fix 0 < β < 1 2 and focus on primes contained in P(n, n β ). Note that throughout this section we allow implicit constants to depend on β. This dependency is often implicit. Let π : (0, ∞) → N denote the prime counting function, i.e. π(x) is defined to be the number of primes p satisfying p ≤ x. We know from the Prime number theorem, that
for sufficiently large x. Let ω(n) denote the number of distinct prime divisors of n, then ω(n) ≤ log n, and hence
for sufficiently large n. We will later depend on the stronger result that ω(n) log log n log n is bounded [HW08, Sec. 22 .10]. We let S n,β = {∞} ∪ P(n, n β ), so that (S n,β ) f = P(n, n β ). Given some natural number d ∈ N, a function F ∈ C ∞ c (T S n,β × X S n,β ) and (t, x) ∈ T S n,β × X S n,β , we define
where e p ∈ Z P(n,n β ) is defined by e p (q) = δ p,q . Using Proposition 6.7, we can bound the L 2 -norm of D n,β,d f .
Lemma 6.8. There exists an L 2 -Sobolev norm S on A ∞ c (T S n,β × X S n,β ) and some σ > 0 independent of n and β such that for all real-valued F ∈ A ∞ c (T S n,β × X S n,β ) we have
Proof. We can always choose a weaker exponent in Proposition 6.7 so that 2d̺  < 1. Combining Proposition 3.6 (1) with Proposition 6.7, for sufficiently large n we obtain
The last inequality is obtained using that
Let δ > 0 arbitrary, then we similarly get (23) p∈P(n,n β )
Using that π n (n β ) ≍ n β β log n for sufficiently large n, we obtain that for all d ∈ N (24)ˆX
for some σ > 0.
The next step is to bound S(D n,β,d f ).
There exists a constant c > 0 depending only on the degree of S such that for all
where the implicit constant depends only on the degree of S and on β.
Proof. Using the bound in (23) and Proposition 3.6 (2), we find some c > 0 depending only on the degree of S such that
The implicit constant is given by (23), the inequalities (18), and the bound log n ≪ n βc/2 . In particular, it depends only on β and c.
Given a, b, n, l ∈ N with (ab, n) = 1, define
We denote by µ ×d n;a,b the normalized counting measure on P ×d ∞ (n; a, b) and by µ ×d n,β;a,b the normalized counting measure on P ×d β (n; a, b). Using Lemma 5.1, we know that the natural projection T S n,β × X S n,β → T ∞ × X ∞ maps the set P ×d β (n; a, b) injectively onto P ×d ∞ (n; a, b) and thus the push-forward of µ 
Then in the second component the kernel of multiplication by d is generated by 2 r−2−m and thus has cardinality 2 m = (2 r−2 , d) and in particular
.
Combining all of these, we obtain
Proof of Theorem 1.1. In what follows, we denote by µ n,β;a,b the normalized counting measure over the rational points as in Corollary 5.5 for the places S n,β . Assume that F ∈ A ∞ c (T S n,β × X S n,β ) is real-valued. Note that the set P ×d β (n; a, b) is invariant under M dep for all p ∈ S n,β . Using Corollary 5.5 and Lemma 6.10, we have
Using Proposition 3.6 (3) and Corollary 6.9, we can find an L 2 -Sobolev norm
Recall that ω(n) ≪ log n log log n (cf. [HW08, §22.10]). Note that we could always choose β smaller at the expense of a worse exponent and adjusting some of the implicit constants. So we choose β so that 2βc < . This choice is independent of n, a, b and F . Combining all this with the result in Lemma 6.8, we find an L 2 -Sobolev norm S 2 and positive numbers c ′ , κ 3 > 0 such that
Now we use lim inf φ(n) log log n n > 0 to obtain that for sufficiently large n we have
for all δ ∈ (0, 1). Plugging this into the above result, we find
Identifying A ∞ c (T ∞ × X ∞ ) with a subspace of A ∞ c (T S n,β × X S n,β ) as outlined in Section 3, Theorem 1.1 now follows from Theorem 3.12.
Remark 6.11. It follows immediately from the argument that the degree-d residues without coprimality assumption equidistribute with a rate. Indeed, the argument only used the invariance of the subsets under M dep and the fact that it is not too small in comparison to the set of all rational points.
We end this section with a proof of Corollary 1.2, which shows the equidistribution of sequences of cosets of degree-d residues in the separate factors. That is, we show that for any sequence b n ∈ Z satisfying (b n , n) = 1 the sets
equidistribute with a polynomial rate independent of the sequence b n . It will be immediate that the proof can easily be adapted to prove the analog for the torus. It will be useful for later purposes to state the corollary in the S-arithmetic setup. In what follows, we denote by π X : T S n,β × X S n,β → X S n,β the projection onto the second coordinate. Note that for any a n ∈ Z coprime to n, the image of the set P ×d β (n; a n , b n ) under π X is independent of a n and coincides with the lift of the set in (26) to X S n,β . 
For all f ∈ C ∞ c (X S ) and for all sequences b n ∈ Z satisfying (n, b n ) = 1 we have
Proof. We assume without loss of generality that f is real-valued. Given two finite sets of places
. Fix a function f ∈ C ∞ c (X S ) and note that for any β > 0 and sufficiently large n we can view f as an element in C ∞ c (X S n,β ), as similarly to Corollary 2.2 we have
as SL 2 (Q S )-spaces. Thus we can embed C ∞ c (X S ) in C ∞ c (X S n,β ), identifying it with the subspace of K ¬S f -invariant functions for n ∈ D( p∈S f p) sufficiently large. For any basis X of sl 2 (R) and any fixed degree D, with respect to the corresponding L 2 -Sobolev norms this embedding is an isometry onto that subspace. Note that the analog of this holds for smooth functions defined on T S . In particular, it suffices to prove the bound for functions on X S n,β for sufficiently large n. Also note that µ ×d n,b;X S n,β = (π X ) * µ ×d n,β;a,b for all (a, n) = 1, as the projection is independent of the torus component.
The crucial point of the argument to follow is that the degree-d residues form a not too thin subset of the set of the primitive rational points, and the latter, for a single factor, are invariant under multiplication by units mod n. Hence, after projection to a single factor, we can apply Theorem 1.1 for the primitive rational points. More precisely, Lemma 6.10 implies that for all sequences a n , b n ∈ Z with (n, a n b n ) = 1 we have
is constant in the T S n,β -component, and as multiplication by b n acts by permutation on the group of units mod n, we have
In particular, Theorem 1.1 implies that |µ ×d n,β;an,bn (f
Now we again combine Lemma 6.8 and Corollary 6.9 with ω(n) ≪ log n log log n to obtain |µ ×d n,β;an,bn (f • π X ) − E f •π X | ≤ C 1 n −κ 5 S X S n,β (f ) just like we did in the proof of Theorem 1.1. Combining this with our initial remarks, the corollary follows.
7. Equidistribution in the product of the two-torus and the modular surface
In this section, we are going to provide an ineffective argument for equidistribution of the primitive rational points in both the two-torus and the unit tangent bundle to the modular surface under certain congruence conditions. For what follows, given n, a, b, c, d ∈ N, we will denote Q ×d ∞ (n; a, b, c) = (
where k ∈ Z is any integer satisfying kk ≡ 1 mod n. Recall that we have previously identified T ∞ ∼ = Γ ∞ U ∞ ∼ = Γ ∞ V ∞ . Using this identification, the set Q ×d ∞ (n; a, b, c) identifies with
Denote by µ ×d n;a,b,c the normalized counting measure on Q ×d ∞ (n; a, b, c). In what follows, we will have to restrict ourselves to denominators n coprime to two distinct, fixed finite primes p, q. For convenience we recall Theorem 1.3 in this notation.
Theorem. Let p, q be distinct finite places for Q and let κ, η > 0 as in Theorem 1.1. If a n , b n , c n ∈ Z satisfy (a n b n c n , n) = 1, then µ ×d n;an,bn,cn equidistributes towards the invariant probability measure on the product T 2 ∞ × X ∞ as n → ∞ with n ∈ D(pq). As was the case for the preceding results, we will prove Theorem 1.3 via a corresponding statement in the S-arithmetic extension. From now on, unless stated otherwise, S is a fixed set of places containing the infinite place and at least two distinct finite places, i.e. |S| ≥ 3. Given n ∈ N such that (n, p∈S f p) = 1, we consider the subsets Let B T S be the Borel-σ-algebra on T S and let C = π −1 T S B T S be the σ-algebra defined by the fibers of the canonical projection to T S . Consider the disintegration (29) µ =ˆµ C (t,x) dµ(t, x) of µ with respect to C. As the atoms of C areH (+)
S -invariant and as on a set of full measure the conditional measure µ C (t,x) is determined by the atom [(t, x)] C , almost all measures appearing in the disintegration areH (+) S -invariant. We refer to Chapter 5 in [EW11] for details on conditional measures. As ν S is ergodic for the action ofH (+) S , extremality of ergodic measures among invariant measures implies (π X S ) * µ C (t,x) = ν S for almost all (t, x). As µ C (t,x) is concentrated on the atom [(t, x)] C = {t} × X S , we get µ C (t,x) = δ t ⊗ ν S for almost all (t, x) ∈ T S × X S , where δ t denotes the Dirac measure at t. Hence by means of Fubini's theorem and the assumption that (π T S ) * µ = m T S it follows that µ = m T S ⊗ ν S .
We show how to deduce an ineffective S-arithmetic equidistribution result in the spirit of Theorem 1.1 for sequences of values (a n , c n ).
Corollary 7.6. Let a n , c n ∈ Z be a sequence satisfying (n, a n c n ) = 1. Let µ ×d n,S;an,cn denote the normalized counting measure on the set P ×d S (n; a n , c n ) = Z[S −1 ] + ∆(
As n → ∞ in D( p∈S f p), the measures µ ×d n,S;an,cn equidistribute towards the Q S × G Sinvariant probability measure on T S × X S .
Proof. Denote by π X S : T S × X S → X S and π T S : T S × X S → T S the canonical projections. Corollary 6.12 implies that any weak * limit of the sequence µ ×d n,S;an,cn projects to the unique G S -invariant probability measure ν S on X S under π X S and similarly to the unique Q S -invariant probability measure m T S on T S under π T S . For every p ∈ S f the measure µ ×d n,S;an,cn is invariant under simultaneous multiplication by p 2d in the first component and right multiplication by a −1 p d in the second component. Hence any weak * limit is a joining for the actions of Z S f on (T S , m T S ) and on (X S , ν S ) defined respectively by m.t = S 2dm t and m.x = xa −1 S dm for m ∈ Z S f , t ∈ T S and x ∈ X S . Let now µ be a weak * limit of a sequence of measures µ ×d n,S;an,bn and let
be an ergodic decomposition of µ. Then almost every µ E (t,x) is an ergodic joining for the Z S f actions on (T S , m T S ) and (X S , ν S ) respectively, and it thus suffices to show that the only ergodic joining is the trivial joining m T S ⊗ ν S . This was done in Proposition 7.5.
The second disjointness result forms the heart of this section and is the main input for the completion of the proof of Proposition 7.1. Proposition 7.7 (Disjointness for three factors). Fix d ∈ N and let ν be a probability measure on T S × T S × X S which is Z S f -invariant and ergodic for the action defined by m.(t, s, x) = (S 2dm t, S −2dm s, xa −1 S dm ) (t, s ∈ T S , x ∈ X S ).
Assume that ν projects to m T S in the first two factors and to ν S in the last factor. Then ν equals the product measure, i.e. ν = m T S ⊗ m T S ⊗ ν S .
Proof. In what follows, we denote by m 1 the unique U S × G S -invariant probability measure on U Γ × G Γ \U S × G S and by π 1 the projection sending (t, s, x) ∈ H Γ \H S to (t, x) ∈ T S × X S . Similarly, we let m 2 denote the unique V S × G S -invariant probability measure on V Γ × G Γ \V S × G S and π 2 the projection sending (t, s, x) ∈ H Γ \H S to (s, x) ∈ T S × X S . As of Proposition 7.5, we know that (π i ) * ν = m i for both i = 1, 2. Thus by Corollary 6.5 from [EL17] , we know that for any p ∈ S f we have Proof of Proposition 7.1. Let ν be a weak * limit of a sequence of measures ν ×d n;an,bn,cn , where n ∈ D( p∈S f p). Then ν is invariant under the action of Z S f given by m.(t, s, x) = T dm (t, s, x) (t, s ∈ T S , x ∈ X S )
where T dm was defined in (27). Using our assumptions on a n , b n , c n together with Corollary 6.12, the measure ν projects to m T S in the first two components respectively and to ν S in the third component. In particular, every ergodic component of ν with respect to the Z S f -action satisfies the assumptions of Proposition 7.7 and thus equals the product measure as of Proposition 7.7. This completes the proof.
