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ABSTRACT 
 
After implications of hydraulic fracturing operations, the commercial production 
of tight formations and shale plays were successfully achieved in past decades. The 
industry now shifts its interest in enhancing the production after the stimulation 
treatment. Experimental results showed promising oil recovery potential using CO2. This 
study utilizes commercial simulation software to investigate the oil production 
mechanisms from the matrix into the fracture by simulating two laboratory experiments, 
and evaluates the potential of using CO2 huff n puff process to enhance the oil recovery 
in liquid rich shale plays with nano-Darcy range permeability values. 
This study fully explores the mechanisms contributing to the oil recovery with 
numerical modeling of experimental works, and performs a thorough investigation on 
the effects of various parameters on oil recovery. The core scale modeling involves two 
methods of determining properties used to construct the 3D heterogeneous models. The 
experimental findings are then upscaled to a field case model where a single stage 
hydraulic fracture is modeled. The effects of reservoir properties and operational 
parameters on oil recovery are then investigated.  
 Diffusion is proven to be the dominating oil recovery mechanism with laboratory 
scale modeling. However, it is not as significant in the field scale model. Due to the 
difference in mass transfer mechanism between the core scale model and the field scale 
model, the two models are sensitivity to different parameters. The CO2 huff n puff 
 iii 
 
process was found beneficial in both models in terms of enhancing the ultimate oil 
recovery in unconventional liquid reservoirs.       
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NOMENCLATURE 
 
°C Degree Celsius 
cm Centimeter 
cp Centipoise 
CT Computed tomography 
°F Degree Fahrenheit 
EOR Enhanced oil recovery 
EOS Equation of State 
FCM First contact miscible  
HCPV Hydrocarbon Pore Volume 
k Absolute permeability 
m Cementation factor 
MCM Multiple contact miscible 
md Milli-Darcy 
ml Milliliter 
MMP Minimum miscibility pressure 
nd Nanodarcy  
p Pressure 
PR Peng-Robinson EOS 
PV Pore volume 
RF Recovery factor 
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SRV Simulated reservoir volume 
T Temperature 
ϕ Porosity 
σ Interfacial tension 
µ Viscosity 
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1. INTRODUCTION 
 
One of the main interests of the current petroleum industry is to explore methods 
that can economically produce from the previously unprofitable plays. After implications 
of hydraulic fracturing operations, the commercial production of tight formations and 
shale plays were successfully achieved in past decades. Operators focused their 
resources on optimizing hydraulic fracturing designs and operation techniques (Tovar et 
al. 2014). According to EIA (2013) statistics, US oil production had observed an 
increase from 5 million barrel per day in 2005 to 6.5 million barrel per day in 2012 due 
to the advancements in horizontal drilling with multistage hydraulic fracturing. 
However, it is shown that, for most of the unconventional plays, the primary production 
declines rapidly resulting in a low recovery factor in a typical range of 3 to 5 percent of 
the original oil in place depending on the characteristics of the reservoir (Liu et al. 
2014). In the cases of producing from reservoirs that have permeabilities in the scale of 
nano-Darcy, many studies are now focusing on methods that can efficiently recover the 
residual hydrocarbon left behind after primary depletion. Studies on using surfactants 
and various gas injections such as nitrogen, hydrocarbon gas and CO2 have been 
conducted.  
CO2 EOR processes in unconventional plays cannot be considered the same as 
conventional CO2 flooding due to the differences in reservoir petrophysics properties, 
fluid behaviors, and mass transfer mechanisms. This study will investigate the oil 
production mechanisms from the tight matrix into the fractures on both core scale and 
 2 
 
field scale, the change in phase behavior when CO2 interacts with the resident fluid 
under different conditions, and factors that affect the dispersion of CO2 in the porous 
media during CO2 EOR processes in unconventional oil rich reservoirs with nano-Darcy 
range permeability.  
1.1 Objectives and Scope 
The objectives of this study are to  
 Understand the significance of the effect of convection and molecular diffusion 
on oil recovery from the matrix into the fractures; 
 Simulate laboratory core flood experiments; 
 Perform sensitivity analysis on different parameters that affect the oil recovery in 
both laboratory and field scales;   
 Evaluate the potential of using CO2 as an EOR agent in field scale 
unconventional liquid reservoirs.  
1.2 Overview of Thesis Sections 
This thesis is divided into five chapters. The next chapter presents the problem 
statement, background information, and literature review. Chapter 3 provides detailed 
theory background on mass transfer used in this study. Chapter 4 describes the software 
used in this study, basic reservoir simulation properties, experimental work being 
modeled, and the modeling of the experiments as well as a synthetic field case. The last 
chapter summarizes the work and presents the conclusions and future work 
recommendations. 
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2. LITERATURE REVIEW 
 
Since the start of the first commercial CO2 injection project at SACROC Unit, 
TX in 1972, CO2 has been recognized as one of the most important and successfully 
applied EOR processes in the U.S.. Statistics show that out of the 153 active CO2 EOR 
projects worldwide, 139 of them are in the U.S. (Ahmed et al. 2012). CO2 flooding is the 
only EOR method in the U.S. that was consistent and economical since the drop in oil 
prices in the 1980s. 
For the past few decades, due to the increasing demand of energy and the 
advancements in horizontal drilling and hydraulic fracturing technologies, the industry 
reallocated its resources into exploring ways to produce oil from the previously 
unprofitable shale plays. The current technique to produce from the shale plays is 
through primary depletion. However, studies have shown that the recovery factor 
remains low, and large sums of the reserves are left behind in the reservoirs (Liu et al. 
2014). Hence, to look ahead into the future production of the remaining reserves because 
of the declination of primary recovery to an uneconomic level, operators are shifting 
their attentions into research that focuses on EOR methods in shale reservoirs. However, 
due to the many differences between conventional and unconventional reservoirs, the 
EOR methods that are suitable in conventional reservoirs need to be re-evaluated when 
applied in unconventional reservoirs. Studies on using surfactants and various gas 
injections such as nitrogen, hydrocarbon gas and CO2 have been conducted. The next 
section will briefly discuss the different available EOR techniques, and why CO2 
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injection is a preferred method chosen to be studied in this work due to the many 
advantageous properties of CO2.  
2.1 Overview of Available EOR Methods 
Enhanced oil recovery (EOR), also known as tertiary recovery, serves the 
purpose of producing the remaining hydrocarbons after the depletion of the reservoir 
energy (primary recovery) or after pressurizing the reservoir and displacing the 
hydrocarbon with gas or water (secondary recovery). EOR processes are necessary when 
the pressure maintenance processes become inefficient or in the cases where secondary 
recovery processes are not applicable due to the low recovery potential. They can be 
classified into four categories (chemical method, thermal method, microbial method and 
gas injection) and will be discussed individually in the following sections. Unlike 
primary and secondary recovery, EOR processes increase production mainly by altering 
the rock and fluid properties, which are more suitable in unconventional reservoirs 
where the option of secondary recovery is not applicable due to the low injectivity.   
During a conventional EOR scheme, the overall recovery is determined by both 
macroscopic and microscopic displacement efficiency. The macroscopic displacement 
efficiency is affected by the reservoir heterogeneities and anisotropy, characteristics of 
the matrix, fluid mobility, flood patterns, etc.. The microscopic displacement efficiency 
is affected by interfacial tension, wettability, capillary pressure and relative permeability 
(Terry 2001). Because of the difference in mass transfer mechanisms, some of the above 
factors remain significant in unconventional cases, whereas some factors do not affect 
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the recovery. This study will focus on exploring the effect of microscopic characteristics 
by simulating two laboratory experiments, then expand to a synthetic field case study.  
The following sections discuss the different EOR methods, the oil recovery 
mechanisms, and the limitations of each method, which provide the reasons for 
considering CO2 injection as the most plausible option to be applied in liquid rich shale 
reservoirs.  
2.1.1 Chemical Methods 
Chemical flooding mainly relies on mobility control and sweep efficiency 
improvement or surface tension reduction to favor water imbibition. Chemical flooding 
can be characterized into polymer flooding, surfactant flooding, and caustic flooding. 
Other than gas injection, studies are heavily focused on utilizing surfactant chemical 
processes in unconventional reservoirs.  A surfactant is a surface active agent containing 
a hydrophobic and a hydrophilic end (Terry 2001). When in contact with oil and water, 
surfactant significantly lowers the interfacial tension between the two phases and shifts 
the relative permeability curves so the oil is more mobile at lower saturations. However, 
Sheng (2014) stated that in practice, surfactant methods require high fracture density to 
achieve economic recovery. Donaldson et al. (1989) also mentioned that surfactant 
flooding is very complex and has the highest degree of uncertainty during the designing 
process. Limitations associated with using surfactants are temperature, salinity and 
lithology. 
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2.1.2 Thermal Methods 
Thermal EOR methods are generally applied in heavy oil reservoirs and tar 
sands. Oil viscosity reduces significantly when the temperature rises (Terry 2001). 
Thermal EOR are processes such as steam injection, cyclic steam injection (huff n puff), 
steam assisted gravity drainage (SAGD), hot water flooding and in-situ combustion. 
However, not all reservoirs are suitable for thermal EOR methods. For instance, steam 
flooding is limited to shallow reservoirs because the loss of energy in the wellbore, and 
in-situ combustion requires low API oil with enough heavy components to serve as the 
fuel source (Terry 2001). Because of the reasons mentioned above, thermal EOR 
methods are not considered beneficial in shale reservoirs, and no studies have 
investigated the potential of using thermal EOR methods in liquid rich shale reservoirs. 
2.1.3 Microbial Methods 
Similar to chemical EOR processes, microbial EOR method is the injection of 
micro-organisms (microbes and nutrients) to generate polymers or surfactants to assist in 
oil production. Very few pilot projects have been conducted on this method, and 
according to Terry (2001), applying microbial processes in reservoirs with low 
injectivity produces polymers that damage the near wellbore regions. Therefore, 
microbial EOR method is not considered to be applicable in shale reservoirs.  
2.1.4 Gas Injection Methods 
Gas injection is the oldest EOR method, and one of the most commonly known 
secondary and tertiary recovery methods employed in many reservoirs. According to 
various studies, gas injection shows very promising potential in improving hydrocarbon 
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recovery in tight or shale reservoirs with natural and hydraulic fractures. The category of 
gas injection include gas flooding, water-alternating-gas (WAG) and huff n puff. In 
conventional reservoirs, where the gas is able to enter and flow through the matrix, gas 
flooding could be a feasible approach. However, in unconventional reservoirs that have 
nano-Darcy permeabilities, natural fracture complexity and extensive fracture network, 
gas could easily break through to the producers via the fractures, bypassing the oil 
bearing matrix (Hawthorne et al. 2013). Therefore, cyclic gas injection is being 
considered in this study as well as most other studies focusing on gas EOR in shale. 
2.1.4.1 Cyclic Gas Injection 
 Cyclic injection, also known as huff n puff, is a process similar to cyclic steam 
injection but more applicable in reservoirs containing light oil (Thomas and Monger 
1991). In the process, a well is used to inject a gas solvent (e.g. CO2), and the well is 
shut in for a period of soaking time. During the soaking time, the injected gas solvent 
provides pressure support for the depleted reservoir and changes the rock and fluid 
properties in the reservoir to a better state for oil production. Then, the well is alternated 
into a producer through which hydrocarbon as well as the injected gas are produced.  
Studies conducted on the cyclic gas injection process mainly investigate the effects of 
pressure, soaking time and number of cycles. In the cases of unconventional reservoirs 
where gas solvent mainly exists in the fractures after being introduced into the reservoir, 
the mass transfer between the matrix and fractures during soaking times and production 
times are also investigated.  
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2.2 Miscibility 
Unlike water or water based flooding methods, gases such as CO2, nitrogen or 
hydrocarbon gas can achieve miscibility with the resident hydrocarbon when certain 
conditions are met. Therefore, gas injection can be further divided into immiscible and 
miscible processes.  
During immiscible processes, the gas is injected at pressures that are below the 
minimum miscibility pressure (MMP) to provide pressure support, displace the oil, swell 
the oil, and reduce the oil viscosity. The lower pressure injection is suitable for various 
reservoir conditions, such as with the presence of light crude, shallow reservoirs with 
low fracture gradients, and low reservoir pressures. Studies have shown that gas 
injection has higher end point recovery than water flooding in conventional reservoirs 
(Mohammadi et al. 2011). Two case studies discussed by Donaldson et al. (1989) 
indicated that immiscible CO2 flooding in conventional reservoirs have the potential for 
increasing oil production. However, during an immiscible displacement process, the 
biggest limitation is that the microscopic displacement efficiency does not reach unity 
(Green and Willhite 1998), since the microscopic displacement efficiency largely 
depends on the interfacial forces between the crude oil, injected gas and rock. The 
residual oil is trapped inside the pores with small pore throats due to capillary forces and 
is not moved by the flow.  
The development of miscibility between the injected solvent gas and the resident 
oil overcomes the limitation of immiscible flood. Studies have shown the oil recovery is 
significantly higher under miscible conditions compared with immiscible conditions 
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because the injected gas is capable of displacing 100 percent of the resident oil (Pasala 
2010). Therefore, in most gas injection schemes, achieving a miscibility or a near-
miscibility condition between the injected gas and the resident oil is a critical factor in 
determining oil recovery. 
Miscibility of two fluids develops when they are able to mix to form a single 
phase at all proportions (Green and Willhite 1998). Miscibility achieves when the 
pressure is above the minimum miscibility pressure (MMP). Interfacial tension/surface 
tension approaches zero when the two fluids become miscible, which serves as an 
indication of how miscible the two fluids are. The miscibility of two phases is affected 
by factors such as composition, temperature and pressure. Generally speaking, as the 
temperature increases, the gas phase is less miscible with the liquid phase, whereas 
increasing the pressure makes the two phases more miscible. Miscible flooding can be 
further categorized into first contact miscible and multiple contact miscible processes. 
2.2.1 First Contact Miscible 
  A classic example of first contact miscibility is alcohol and water. The two 
fluids mix instantaneously when in contact at any proportion leaving no phase 
discontinuity between them. LPG (liquefied petroleum gases), which contains 
hydrocarbons with low molecular weights, can achieve first contact miscibility with 
crude oil at a much lower pressure than other gases. The first contact miscible process 
can be explained using a pseudo-ternary diagram. Fig. 1 is a pseudo-ternary diagram of a 
hydrocarbon fluid system.  
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Fig. 1 – Pseudo-ternary diagram of a fluid system (Adapted after Donaldson et al. 
1989). 
 
 
 
According to Pedersen et al. (2014), a hydrocarbon system can be generally 
described with three pseudo-component fractions: C1, C2-C6, and C7+. Based on the 
physical conditions and composition, one can determine whether the mixture is in the 
gas, liquid or two-phase region. For instance, mixtures with the composition in region 
“A” exist as gas, and mixtures in “B” exist as liquid.  
 An example of first contact miscibility can be illustrated using point “O” and “P” 
on the pseudo-ternary diagram as shown in Fig. 2.  
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Fig. 2 – Pseudo-ternary diagram of first contact miscibility. 
 
 
 
Mixing processes are represented as straight lines on a pseudo-ternary diagram. 
Let “O” represent oil and “P” represent LPG. By connecting the two points with a 
straight line, each point on the line “OP” represents an overall composition when “O” 
and “P” are mixed at a certain proportion. As shown in Fig. 2, the line “OP” does not 
cross the two phase region. It indicates that when the two fluids, “O” and “P”, mix at any 
proportion, the resulting mixture exists as a single phase. Therefore, “O” and “P” can 
achieve first contact miscibility.  
 It is easier to achieve first contact miscibility with oil during a LPG flood than 
during other gas flooding. However, since the price for LPG is relatively high, it is more 
practical to choose cheaper gases, such as CO2 and nitrogen. Although such gases cannot 
achieve first contact miscibility with the crude oil at normal reservoir and operating 
P 
O 
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conditions, they can achieve multiple contact miscibility with the crude oil through 
either condensing or vaporizing processes. 
2.2.2 Multiple Contact Miscible 
CO2 and Nitrogen establish miscibility with crude oil via a dynamic multiple 
contact process, which means the two phases are not miscible when first in contact, but 
require components transferring back and forth between the gas and the crude oil until 
the two fluids cannot be distinguished from each other. Two mechanisms involved in a 
multiple contact process are condensing and vaporizing. During a condensing process of 
rich gas and crude oil, the hydrocarbon components in the gas dissolve in the oil phase 
and thus generate a mixture bank that results in miscibility. For lean gas and CO2, the 
mechanism is mainly vaporization, where the light and intermediate components of the 
oil phase transfer into and enrich the gas phase, forming a mixture bank that eventually 
becomes miscible with the original oil. A dry gas vaporizing process is illustrated with a 
pseudo-ternary diagram in Fig. 3.  
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Fig. 3 – Pseudo-ternary diagram of multiple contact miscibility vaporizing process. 
 
 
 
 Let point “O” represent the crude oil and point “G” represent the injected lean 
gas. When the lean gas displacement front is in contact with the oil, the two fluids mix 
and form a mixture “a” at the intersection of the line “OG” and the tie-line. This mixture 
“a” exists in the two phase region, and therefore can be separated into vapor phase “V1” 
and liquid phase “L1”. Since gas moves faster than liquid, vapor “V1” gets in contact 
with the fresh crude ahead and forms another mixture “b” at the intersection of “OV1” 
and the tie-line. Similar to mixture “a”, mixture “b” can be further separated into a vapor 
phase and a liquid phase, which can be further mixed with the crude oil “O”. The 
process repeats until the mixture forms a single phase with the crude oil “O” at point 
G 
O 
a 
V1 
L1 
b 
d 
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“d”, which lies on the critical tie line. After this point, the process becomes fully 
miscible. 
2.2.3 Miscibility Determination 
As mentioned previously, miscible gas injection is one of the most widely 
applied EOR methods. The MMP is the minimum pressure required for the multiple 
contact miscibility to occur at the reservoir temperature (Jarrell et al. 2002). Accurately 
predicting or measuring the MMP of the fluid system is critical in designing miscible gas 
injection processes. For instance, if the estimated MMP is lower than the actual MMP, 
the gas injection process will become immiscible and the oil recovery could be 
significantly lower than the predicted value. MMP can be measured with laboratory 
experiments or estimated using mathematical models. Laboratory methods include slim 
tube experiment, rising bubble experiment and vanishing interfacial tension (VIT) 
technique. Theoretical estimations include compositional modeling using equation of 
state (EOS), mixing-cell models and using various correlations. As the most frequently 
used experimental approach, the concept of a slim tube experiment will be briefly 
introduced in the next section. However, since the slim tube experiment is very time 
consuming and expensive, this study will employ the computational method using 
available commercial software.  
2.2.3.1 Slim Tube Experiment 
Slim tube experiments are conducted with a long coiled tube with a small 
diameter packed with uniform size particles that act as the porous medium. The ratio 
between the diameter and the length of the tube is small and the injection rate is low so 
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that gas fingering is minimized by transverse dispersion. For each test, the tube is 
initially saturated with oil at reservoir temperature, solvent is injected at a reasonable 
rate. The pressure on the production side is usually controlled by a back pressure 
regulator (BPR). For each testing pressure, oil production is measured as a function of 
the solvent injection volume. Conventionally, if the oil recovery factor achieves 95% 
after 1.2 pore volume (PV) of solvent injected, the two fluids are said to be miscible and 
the pressure is at MMP (Jarrell et al. 2002). Normally, several tests are performed at 
different pressures, and the oil recovery after 1.2 PV of solvent injection is plotted 
against the corresponding production pressure. Fig. 4 is an example of using oil recovery 
versus pressure plot to determine the MMP. 
 
 
 
Fig. 4 – Using the slim-tube oil recovery versus pressure curve to estimate the MMP 
of a fluid system at constant temperature (Adapted after Jarrell et al. 2002). 
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As seen in Fig. 4, the pressure where a sharp change in the slope of the oil 
recovery curve occurs is the MMP for the fluid system. When pressure is above the 
MMP, the recovery does not increase as significantly as when the fluids are immiscible. 
For slim tube experiments, the displacing fluid is assumed to ideally achieve 
local thermodynamic equilibrium with the displaced fluid at all points throughout the 
experiment. Therefore, the displacement efficiency, represented by the oil recovery, is 
considered to be purely a function of thermodynamic phase behavior of the fluid system 
and not related to the properties of the porous medium.  
2.2.3.2 Compositional Simulation 
As mentioned earlier, slim tube experiments are expensive and time consuming. 
Alternatively, commercial compositional simulators can be used for the purpose of 
estimating MMP.  
 In addition, one can employ software such as PVTsim Nova 1, which is a very 
powerful tool for building fluid models and performing various property estimations. As 
one of the functions of PVTsim, the MMP, FCM, and slim tube experiment simulations 
can be easily performed, which will be discussed in detail in Section 4.4.1.4. 
2.3 Selection of the Gas EOR Agent 
Studies on various gas injections such as nitrogen, flue gases, hydrocarbon gas 
and CO2 have been conducted in the past. This study mainly focuses on exploring the 
potential of using CO2 as the oil recovery agent due to the many advantageous properties 
of CO2. LPG injection will also be considered in the field case simulation for the 
purpose of comparison.  
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2.3.1 Physical Properties of CO2 
A carbon dioxide (CO2) molecule consists of one carbon and two oxygen atoms 
with a molecular weight of 44.01 g/mol. It may exist as a gas, liquid, solid, or 
supercritical fluid depending on the physical condition. Fig. 5 shows the phase diagram 
of pure CO2.  
 
 
 
Fig. 5 – Phase diagram of pure CO2 (Adapted after Lie 2013). 
 
 
  Under most reservoir and operational conditions, the pressure and temperature 
can exceed the critical point of CO2 (1066 psi and 88 °F). Therefore, CO2 exists as a 
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supercritical fluid, which has the density close to that of an oil, but viscosity close to that 
of a gas.  
2.3.2 Advantages of CO2 
As mentioned in Section 2.2, the ability for gases to achieve miscibility with the 
resident oil plays a significant role in EOR processes. Laboratory experiments on using 
CO2 as an EOR agent started in the 1950’s. Research results show that at attainable 
reservoir pressures, CO2 can develop MCM with the crude oil via vaporizing drive. As 
discussed in Section 2.2.2, the multiple contact miscible process between an injected gas 
and the crude oil can be represented using pseudo-ternary diagrams. For a CO2 and crude 
oil system, the C1 component on the pseudo-ternary diagram is substituted with CO2. For 
the same pressure and temperature, the two-phase envelope on the pseudo-ternary 
diagram for a CO2 system is much smaller than the one for a C1 (or other gases such as 
nitrogen) system. Therefore, the MMP for a CO2 and crude oil system is lower than that 
of a C1 (or other gases such as nitrogen) and crude oil system. However, if the reservoir 
temperature is very high, the MMPs for CO2, C1, and nitrogen gases become similar. In 
general, CO2 achieves miscibility with oil at a broader spectrum of conditions than other 
gases, such as lean gas and nitrogen. With the MMP being lower than the ones for other 
gases, CO2 can be applied to heavier oils, shallower formations and formations that have 
low fracture gradients (Ahmed et al. 2012).  
Viscous displacement, oil volume expansion, viscosity reduction, and 
vaporization of light hydrocarbon components up to C30 are considered to be the main 
hydrocarbon recovery mechanisms during CO2 EOR processes depending on the 
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conditions. In addition, CO2 is considerably cheaper than some of the gas candidates 
such as natural gas.  
2.3.3 Operational Challenges Associated with CO2 
Issues associated with CO2 EOR processes that need to be addressed before field 
operations include transportation, corrosion of the tubular, scale deposition, asphaltenes 
precipitation, and separating and recycling the gas. 
There are three main sources to acquire CO2: naturally occurring from reservoirs 
and industrial processes, carbon sequestration and artificially manufactures (Jarrell et al. 
2002). It is critical to evaluate the availability of CO2, cost of transportation and the 
quality of CO2 during the planning of a CO2 EOR project to ensure the project is 
economical.  
CO2 forms carbonic acid when dissolved in water, which is corrosive to carbon 
steel tubulars, especially at higher temperature. Corrosion resistant alloys or corrosion 
inhibitors are needed for a CO2 process. However, the additional requirements add cost 
to the project. In addition, certain formations are sensitive to acidic solutions such as 
limestone formations. There is a potential issue associated with inorganic scale 
deposition.  
Asphaltenes precipitation is a common problem during CO2 flooding. 
Asphaltenes can block the pore throats and constrain flows. In addition, asphaltenes can 
deposit on the rock surface, alternating the rock wettability to oil wet, which is 
unfavorable for hydrocarbon production.   
 20 
 
Furthermore, since the presence of contaminating gases such as methane and 
nitrogen increases the MMP of CO2 and the oil system significantly, planning for a 
miscible CO2 flood has high requirement for the purity of CO2. 
2.4 Literature Review of Laboratory Studies 
Experimental work conducted by Tovar et al. (2014) used supercritical CO2 and 
preserved sidewall shale cores. This experiment is the motivation of this simulation work 
and will be elaborated in detail in Section 4.3. 
A similar study with both static (soaking) and dynamic (direct injection) CO2 
conducted by Hawthorne et al. (2013) using Bakken cores with low and ultra-low 
permeability showed that CO2 is capable of producing a significant percentage of the oil 
inside tight shale cores with enough exposing times. In the study, Hawthorn et al. (2013) 
stated the difference between a conventional and unconventional EOR process. During a 
flooding in a conventional reservoir, CO2 is capable of flowing through both the 
fractures and the matrix. Whereas in unconventional reservoirs, CO2 is expected to flow 
rapidly through the fractures, and not significantly through the tight matrix, which 
eliminates the displacement mechanism that occurs during a conventional CO2 flooding.  
The authors proposed a conceptual mechanism for CO2 EOR in unconventional 
reservoirs with hydraulic fractures. First, the CO2 flows into the fractures and migrates 
into the tight matrix due to pressure gradient. Oil in the matrix could possibly be pushed 
further into the matrix during this process. Next, CO2 causes oil swelling and viscosity 
reduction because of the dispersion of CO2 inside the oil phase, which will result in 
production. As the mixing of CO2 and the oil continues, oil will continuously be 
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displaced to the surface of the rock and into the fractures. After the pressure equalizes in 
the fractures and the matrix, the concentration driven diffusion will aid in the further 
mixing of the fluids, which will continuously enhance the oil mobilization. Four sets of 
samples were used during the experiment, which were upper Bakken and lower Bakken 
cores with ultra-low permeability and porosity; middle Bakken cores with low 
permeability and porosity; and conventional sandstone cores. Furthermore, the samples 
were prepared into different shapes (rods, square rods, chicklets and crushed samples) to 
investigate the effect of surface area.  The experimental results of surrounding the 
Bakken core with supercritical CO2 at pressure far above the MMP without applying any 
additional pressure gradient showed significantly high recovery factors. Nearly 100% of 
the resident oil were recovered by using static CO2 with conventional and low 
permeability middle Bakken cores. They concluded that the CO2 EOR process would 
favor lighter hydrocarbons due to the “stripping” effects. Also, initial oil swelling was 
not a major contributing factor of oil mobilization. In addition, the rate of recovery 
decreased exponentially over time, and the rate of CO2 transporting into the inside of the 
rock depends on the surface area of the rock (e.g. crushed samples have higher recovery 
than larger size samples). 
In the study performed by Kovscek et al. (2008), both unconventional and 
conventional methods were investigated by using two injection schemes. Their samples 
had permeability in the range of 0.02 to 1.3 mD, and porosity in the range of 30 to 40%. 
The experiments from this study included depletion of live oil, CO2 cocurrent injection 
and CO2 countercurrent injection at immiscible and near miscible conditions. In their 
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experiments, direct gas injection was possible in siliceous shale due to the fact that the 
core was pressure depleted and pathways were opened for gas to enter. They concluded 
that exposing the siliceous shale cores to CO2 would result in significant oil recovery 
even under immiscible conditions. Tests that were done under near miscible conditions 
resulted in slightly higher recovery than the immiscible cases. In 2010, Vega et al. 
(2010) continued with the work and reported experimental results under miscible 
condition using the same apparatus and type of rock mentioned above. Despite the low 
permeability, miscible cocurrent flooding yielded a recovery factor of 93% by constantly 
penetrating inside the core. For both studies with the siliceous shale, countercurrent 
scheme yielded higher recovery than cocurrent flow. Vega et al. (2010) also expanded 
the work into simulations, which will be discussed in Section 2.5. 
2.5 Literature Review of Simulation Studies and Modeling Theory 
Besides experimental work, modeling theories and simulation studies on CO2 
EOR process in shale oil reservoirs are available. However, since it is a fairly new area 
of focus for the industry, there is only a limited amount of work directly targeting this 
topic. Hence, some of the literature reviews will focus on work conducted with naturally 
fractured reservoirs, which have some degree of similarity in principal compared with 
fractured shale reservoirs.  
Hoteit (2011) focused his study on the proper modeling of diffusion flux, 
determination of the diffusion coefficient, and the mass transfer at the fracture-matrix 
interface during CO2 EOR processes in naturally fractured reservoirs. Along with other 
studies (McKay 1971; Darvish et al. 2006), Hoteit (2011) stated in his work that the 
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proper modeling of diffusion mechanisms is often neglected during reservoir 
engineering due to the facts that convection is the predominate fluid transport 
mechanism in most conventional recovery processes, and the artificial dispersion 
calculated by numerical methods is often high enough to compensate for diffusion. 
However, he concluded that molecular diffusion in the cases of heavy oil recovery and 
gas injection in fractured reservoirs with low matrix permeability is the dominate 
mechanism for oil production, and cannot be excluded during the modeling process. He 
also emphasized on the importance of modeling cross phase diffusion at the CO2-oil 
interface. When the fractures are saturated with CO2 and the matrix is saturated with 
resident oil, the diffusion influx with the presence of a phase boundary is zero, and the 
diffusion between gas and oil cannot be initiated. In addition, the author investigated the 
use of diffusion coefficient in a binary mixture system and a multicomponent mixture 
system. As mentioned in his work, the modeling of the diffusion fluxes in a 
multicomponent system is best achieved with the irreversible thermodynamic model 
because the classical Fick’s law is more suitable for an ideal binary mixture (Bird et al. 
2002). According to Hoteit (2011) and Shafikova (2013), representing the cross phase 
diffusion, or rather the interface mass transfer, with the classical Fick’s law does not 
have a sound base. In the provided examples in his work, he illustrated that when using 
different diffusion coefficients for different components in both isothermal and isobaric 
binary and multicomponent systems with diffusion as the only dispersion mechanism, 
there is variation in pressure caused by the violation of the molar balance constraint in 
the context of having a zero total diffusion flux. This variation in pressure in an isobaric 
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system can be overlooked when masked by convection caused by artificial pressure 
difference when the porous medium is considerably permeable, which results in 
questionable pressure solutions. Another study by Hoteit (2013) gave an example of a 
multi-component gas-oil diffusion system. Similar conclusions were reached when 
assigning unequal diffusion coefficients for the different components resulted in a 
variation in pressure for an isobaric isolated system.  
As mentioned in Section 2.4, Vega et al. (2010) simulated their miscible 
experiments with CMG GEM single porosity model. Their investigation mainly focused 
on the effect of core heterogeneity and diffusion, and drew the following conclusions. 
The cocurrent model (forced injection) was sensitive to the presence of high/low 
permeability channels, whereas in the countercurrent model, production was not 
significantly affected by permeability heterogeneity. In addition, the effect of 
introducing diffusion coefficients into the model was studied. However, for the models 
using dead oil, only slight increase in recovery was observed for the countercurrent 
cases, and negligible changes for the cocurrent cases. The authors argued the reason was 
that the CMG GEM single porosity model is only capable of calculating intra-phase 
diffusion but not the inter-phase or cross phase diffusion. Also, for the cocurrent cases, 
convection was dominating over diffusion, which minimized the effects of diffusion in 
the mass transfer processes. 
Wan and Sheng (2015) used the CMG dual permeability model coupled with 
diffusion equations for their reservoir simulation of gas flooding. They concluded the 
dual permeability model is more time efficient and can capture the matrix-fracture mass 
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transfer properly. In addition, from their field scale simulation results, they drew the 
conclusion that the dominate recovery mechanism in low permeability shale reservoirs is 
diffusion, and the effect of diffusion on recovery is significant.  
Fai-Yengo et al. (2014) used single block matrix/fracture model to investigate 
the mechanism of oil recovery from low permeability Bakken formation. They suggested 
that hydrocarbon component stripping due to the change in phase of the oil when 
miscible with CO2 plays a large role in the recovery. They also suggested that capillary 
pressure needs to be taken into consideration because CO2 is only able to recover the oil 
below the capillary threshold height with diffusion. On the other hand, capillary pressure 
does not have significant effect on oil recovery since the produced oil is transported into 
the fracture by gas phase diffusion.  
Studies on nanoscale simulations of shale fluid transport are also available. Chen 
et al. (2015) reconstructed a 3D porous medium using SEM images of shale samples on 
a nanoscale. Since the focus of their study is shale gas, Knudsen diffusion was 
represented in the simulation. Models in nano-scale could be adopted in the study of 
liquid shale transport properties. However, it is difficult to achieve with the existing 
commercial simulators.  
Another group of studies that investigated the efficiency of CO2 or other gases as 
an EOR agent in unconventional reservoirs did not take diffusion into consideration. The 
study conducted by Chen et al. (2014) used an EOS based compositional simulator UT-
COMP to simulate the effect of heterogeneity on primary recovery as well as the CO2 
huff n puff process in the Bakken. In their study, CO2 dispersion is resulted from first 
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contact or multiple contact miscibility during injection. They concluded CO2 migration 
into the shale matrix is very limited due to the low matrix permeability. The study 
conducted by Gamadi et al. (2014) evaluated the potential of natural gas injection in the 
Eagle Ford Shale. They concluded that the soaking period has significant effect on the 
ultimate recovery. The study conducted by Rivera (2014) took diffusion into 
consideration in his study. However, since his model was built with the CMG GEM 
single porosity model, the cross phase diffusion is neglected in his simulation. The 
higher recovery resulted from inter phase diffusion is purely due to the initial convection 
caused by pressure gradient. Example of similar other studies include Holme (2013), 
Wan et al. (2013), Liu et al. (2014).  
Based on many literature, diffusion during gas injection has been recognized as a 
critical mechanism that affects the oil recovery in fractured reservoirs. If the diffusive 
flow in the matrix is being neglected during simulation, the calculated result will 
underestimate productivity (Ozkan et al. 2010; Karimaie 2007; Morel et al. 1993; Wan 
and Sheng 2015). 
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3. MASS TRANSFER THEORY 
 
During a CO2 injection in conventional reservoirs, either under miscible or 
immiscible conditions, CO2 is able to flow through the permeable rock matrix. The oil 
recovery mechanism is a combination of gravity drainage, light component stripping, oil 
swelling, viscosity reduction, and viscous displacement. Perkins and Johnston (1963) 
stated that if the fluid is able to flow through the porous media, the flow mechanism is 
dominated by convective dispersion, meaning the velocity of the bulk fluid is too high 
for diffusion to have any significant effect on dispersion. However, when CO2 flows 
through the fractures in an unconventional reservoir, the flow will not significantly go 
through the rock matrix. Therefore, convection could be eliminated as the main 
mechanism responsible for the mass transfer between the matrix and fracture 
(Hawthorne et al. 2013).  
3.1 Dispersion 
Dispersion is the mixing of fluids within a porous medium. Dispersion of the 
fluid is controlled by two main mechanisms: convection and molecular diffusion (Bird et 
al. 2002; Deen 1998). The convective transport is accompanied by bulk motion. It is the 
mechanism caused by the heterogeneities of the porous medium, which caused local 
fluid velocity variations (Lie 2013). Additionally, molecular diffusion is caused by the 
compositional difference, or chemical potential of the species. It is resulted from the 
motion of the molecules, and it is related to small pore scale molecular displacement 
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(Deen 1998). Longitudinal dispersion in a porous medium is represented with Eq. 1 
(Jarrell et al. 2002). 
vDK el 1          (Eq. 1) 
lK  is the longitudinal dispersion coefficient, eD  is the effective molecular 
diffusion coefficient, 1  is the longitudinal dispersivity and v  is the superficial 
velocity which is the product of porosity and interstitial velocity (Jarrell et al. 2002). 
Based on Eq. 1, the rate of dispersion is a sum of the convective and diffusive spreading.  
To understand the dominant mechanism for dispersion, Lie (2013) used the 
characterization of the flow described by Sahimi (2011), which explains the five 
different regimes using the Péclet number. The Péclet number is defined as the ratio 
between convection and diffusion transport as shown in Eq. 2.  
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Where dg is the average diameter of the particle in meter, v is the interstitial 
velocity in m/s, and Dm is the molecular diffusion coefficient in m
2/s. DL is the 
longitudinal dispersion coefficient, which is proportional to the average fluid velocity 
(Perkins and Johnston, 1963), and describes the transport in the direction of the bulk 
flow. Fig. 6 below shows the characterization of the five dispersion regimes in terms of 
the Péclet number. 
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Fig. 6 – Five dispersion regime characterization. (Adapted from Lie 2013). 
 
 
In region I, where the Péclet number is smaller than 0.3, the dispersion is 
dominated by diffusion. In this region, the fluid velocity is too low, and it gives enough 
time for molecular diffusion to take place. 
In region II, where the Péclet number is greater than 0.3 but smaller than 5, 
diffusion is still dominating. However, convection will also aid in the process of 
dispersion.  
In region III, where the Péclet number is greater than 5 but smaller than 300, the 
velocity is large enough for convection to become the dominant mechanism. However, 
the effect of diffusion on dispersion cannot be neglected in this flow regime. In this 
region, the flux caused by diffusion is inversely proportional to the diffusion coefficient 
of the species. This is because when diffusion influx is coming from the transverse 
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direction, the higher diffusion coefficient reduces the amount of time for the molecules 
to move forward along with the longitudinal convective flow.   
In region IV, where the Péclet number is greater than 300 but smaller than 105 
the dispersion is completely dominated by convection due to the considerably higher 
interstitial velocity. This is also referred to as mechanical dispersion.  
Region V, which is also called the turbulent regime, is not of interest of the 
dispersion mechanism between shale matrix and the fractures.  
In the scope of this study, which is to investigate the mechanism of oil recovery 
from the shale matrix into the fractures, the dispersion process is characterized into 
dispersion region I because of the nano scale permeability values. Therefore, when 
modeling CO2 EOR in unconventional reservoirs, molecular diffusion is an important 
recovery mechanism. Many studies have reached similar conclusions (Hawthorne et al. 
2103; Wan and Sheng 2015; Lie 2013; Grogan and Pinczewski 1987; Darvish et al. 
2006; Hoteit and Firoozabadi 2009). 
3.2 Diffusion 
 Molecular diffusion describes the random movement of molecules inside a 
system. Diffusion differs from convection in the sense that it happens with or without 
external forces, such as a pressure gradient or gravity. In an isobaric system, when there 
is a temperature or concentration gradient, the gradient tends to disappear as a function 
of time due to diffusion. In an isothermal and isobaric system in a porous medium, the 
rate of mass influxes due to diffusion is a function of pressure, temperature, 
composition, particle sizes, and the characteristics of the porous medium. The modeling 
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of mass transfer across a phase boundary has been extensively studied in the field of 
chemical engineering. The common approach is based on the film model, which assumes 
thermodynamic equilibrium at the gas-oil interface and the continuity of component 
fluxes across the interface (Hoteit 2013).  
 The rate and direction of the diffusion process is the diffusion flux. There are 
different models describing the calculation of the diffusion influx. The next two sections 
discuss the two models available in the simulator used for this study. 
3.2.1 The Classical Fick’s Law 
 The classical Fick’s law is a very simple conceptual model to describe the 
movement of chemical components from one location to another. Analogous to 
Newton’s Law of motion, Ohm’s Law of electrical conduction and Fourier’s Law of heat 
conduction, the Fick’s Law describes the relationship between mass flux quantity and 
concentration gradient as shown in Eq. 3.  
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Where 
iJ  is the diffusion flux, 
iD  is the diffusion coefficient, 
d
ci


 is the concentration gradient. 
 The classical Fick’s law is ideal for diffusion calculation of a binary ideal fluid 
system. It simply assumes the diffusion process of each component is based on its 
concentration gradient and is independent from other components, which does not hold 
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true in a realistic case with multi-component mixture. Even for a binary system, one 
cannot predict when and where it may fail. As mentioned earlier, Hoteit (2013) provided 
examples of both binary and multi-component system diffusion studies. The examples 
showed the use of different diffusion coefficients for different components violated the 
molar flux balance and caused pressure variations in an isothermal and isobaric system. 
The solution to eliminate this pressure variance is to set the diffusion coefficients of all 
components to be equal or modify the diffusion coefficient of the last component so that 
the overall molar balance is honored. The variation in pressure is more significant when 
the system is at non-ideal conditions. Therefore, this study employs the irreversible 
thermal dynamic model, which uses the chemical potential to determine the diffusion 
flux instead of using the concentration gradient. 
3.2.2 The Irreversible Thermodynamic Model 
 The irreversible thermodynamic model for diffusion flux calculation considers 
the chemical potential gradient to be the driving force for diffusion. The calculation 
takes the form as shown with Eq. 4. 
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 The above equation takes gravity and temperature gradients in addition to the 
chemical potential gradients into consideration. For an isothermal system that ignores 
gravity, Eq. 4 can be written as Eq. 5.  
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a
iD  is the activity-corrected diffusion coefficient. Combining Eq. 3 and Eq. 5, 
the activity-corrected diffusion coefficient can be expressed with Eq. 6.  
)ln(/)ln( ii
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i
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
        (Eq. 6) 
3.2.2.1 Chemical Potential and Fugacity 
 According to Eq. 5, the contributing parameters involved in the diffusion flux 
calculation in an oil and gas system are porosity, oil and gas saturation, molar density of 
the oil and gas, mole fractions of the components, diffusion coefficients, and fugacity. 
Out of the above parameters, the molar density, diffusion coefficient and fugacity are 
functions of pressure and temperature. Therefore, although the initiation of the diffusion 
process is not governed by the system pressure, the rate of diffusion is controlled by the 
system pressure.  
 To understand the effect of physical conditions on diffusion flux, the term 
chemical potential needs to be briefly reviewed. This concept was introduced by Gibbs 
in 1957. This section will briefly explain the definition of chemical potential and 
fugacity. Detailed definition can be found in the work published by Firoozabadi (1999).  
For an open system in which there is no restriction of material and energy 
transfer, the differential form of the fundamental equation is expressed in Eq. 7.  
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Where 
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U  is the internal energy of the system, 
S  is the entropy of the system, 
V  is the volume. 
The first two partial derivatives on the right side of Eq. 7 are given as: 
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Where 
T  is the thermodynamic temperature, 
P is the pressure. 
And the coefficient of the last term is defined as the chemical potential, denoted by  : 
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The function of the chemical potential is similar to that of the pressure and 
temperature of a system. When a chemical potential gradient exists within a system, 
diffusion occurs from regions with high chemical potential to regions with low chemical 
potential despite of gravity or other external forces. 
Combining Eq. 7 to Eq. 10, the expression for internal energy change can be 
written as Eq. 11.  
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In general, for two cells separated by a permeable wall, which permits free 
transport of all components, the direction of the flow is solely determined by the 
chemical potential difference of the two cells. It is a form of work done by an isothermal 
and isobaric system due to composition changes to achieve thermal equilibrium.  
The entropy of the two systems are: 
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Use the maximum entropy principle and rearranging Eq. 11 to Eq. 13: 
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The conditions for the two cells to achieve thermal equilibrium are 1T = 2T , 1P =
2P  and 
1
i =
2
i . Therefore, for an isothermal and isobaric system, the two cells need to 
have equal chemical potential instead of having equal mole fraction as defined in the 
classical Fick’s law shown in Eq. 5. 
Chemical potential is the partial molar Gibbs free energy, G . The Gibbs free 
energy is a function of temperature, pressure, and composition.  
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Where 
SdTVdPdG          (Eq. 16) 
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For a isothermal system,  
VdPdG           (Eq. 17) 
For an ideal gas  
P
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Combining Eq. 15 and Eq. 18 
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Where  
ix is the mole fraction,  
f is the fugacity.  
The term 
Px
f
i
i
 is the fugacity coefficient. At low pressure, the fugacity 
coefficient equals one, which indicates the fluid behaves like an ideal fluid. In other 
words, fugacity is defined to represent the correct chemical potential for a real fluid with 
pressure P . The unit for fugacity is the same as the unit for pressure.  
In an isothermal system, with diffusion as the only driving mechanism for mass 
transfer, the rate of mass transferring depends on the chemical potential (fugacity) of 
each components existing in the different phases.  
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 For ideal gases, the fugacity is simply the pressure. For non-ideal gases, the 
fugacity does not equal the true pressure and needs to be corrected in terms of the 
compressibility factor and the pressure because of the change in Gibbs free energy.  
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 For liquid, the fugacity at low pressure ideal conditions equals to the saturation 
pressure. At higher pressure, since the fluid properties does not change significantly, 
although there is a correction term for non-ideal liquid fugacity, the Gibbs free energy of 
a non-ideal liquid does not change much compared with ideal liquid.  
3.3 Diffusion Coefficient 
Numerous studies demonstrated or proposed methods to either physically 
measure the diffusion coefficient in the laboratory or estimate it using correlations.  
Physically measuring the diffusion coefficient for a multicomponent mixture can be 
challenging and sometimes inaccurate due to the fact that other factors such as gravity, 
capillary forces, convective mixing could interfere with the results. Correlations such as 
the ones proposed by Sigmund and Wilke-Chang are widely used in literature to predict 
the diffusion coefficient of mixtures. New models for diffusion coefficient estimation, 
such as the one developed by Leahy-Dios and Firoozabadi (2007), are not available in 
commercial software, and could be considered for future studies. The correlation used in 
this study is the Sigmund correlation (Sigmund 1976a; Sigmund 1976b), which will be 
discussed in detail in Section 4.2.6. 
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4. NUMERICAL SIMULATION 
 
The purpose of numerical simulation is to provide mathematical model that 
validates the observed physical phenomena during laboratory experiments or field 
productions, and to be used for forecasting and optimization. This chapter describes the 
software used in this study, fundamental reservoir simulation properties, model 
sensitivity analysis, two simulations for laboratory experiments, as well as a field case 
study.  
4.1 Commercial Simulators 
Modeling with CMG GEM and Eclipse 300 were both investigated in this study. 
Attempts to use CMG GEM was made at first for the laboratory modeling. In CMG, the 
keyword DIFFUSION (CMG 2013) is used to define the gas diffusion for fractured 
reservoirs in dual porosity/dual permeability models. This keyword enables the diffusion 
mechanism to be included in the calculation for matrix-fracture molecular fluxes. The 
effective diffusion coefficient is corrected with tortuosity of the porous media. The rate 
of diffusion for the gas component depends on the contact area, porosity, tortuosity, gas 
saturation, diffusion coefficient, and the concentration gradient.  
Another way CMG activates the diffusion option is by using the keywords 
DIFCOR-OIL, DIFCOR-GAS, or DIFFC-OIL and DIFFC-GAS (CMG 2013). The 
keywords DIFCOR-OIL and DIFCOR-GAS activate the diffusion coefficients calculated 
using either Sigmund or Wilke-Chang correlation. Whereas, the keywords DIFFC-OIL 
and DIFFC-GAS enable the user to defined the value for the diffusion coefficients 
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explicitly (CMG 2013). However, CMG is only capable of calculating the intra-phase 
diffusion for single porosity models, which means the cross phase diffusion is being 
neglected. When there is phase discontinuity at the boundary between the gas bearing 
fracture and the oil bearing matrix, small amounts of CO2 are mixed into the oil phase 
due to the initial pressure difference. However, as the pressures in the fracture and the 
matrix regions become equal, no more CO2 will enter the oil phase. The amount of CO2 
that is already mixed with the oil phase will diffuse within the oil phase and evenly 
distributed inside the homogenous core given enough time. Lie (2013) mentioned in his 
work that CMG GEM is unable to model the diffusion of supercritical CO2, which is 
treated as a gas phase in the simulation, into the oil phase. Also, the simulation results do 
not agree with the observation from experimental work as shown in the simulation 
performed by Vega et al. (2010). Hoteit and Firoozabadi (2009) suggested a method to 
overcome the issue with modeling cross phase diffusion. They placed a thin block 
containing two phases between the fracture and the matrix, in which the gas and oil is in 
equilibrium. This approach was capable of producing reasonable results.   
On the other hand, Eclipse 300 has the capability of modeling both intra phase 
and cross phase diffusion fluxes with single porosity models. There are two models 
available for the calculation of diffusion fluxes, which was discussed in Section 3.2.1 
and Section 3.2.2. The first one is based on the classical Fick’s law. In the classical 
Fick’s law model, diffusion is driven by concentration gradient and can be activated 
using the keywords DIFFCOIL and DIFFCGAS (Eclipse 2014). The second model is 
based on the irreversible thermodynamics model, in which the diffusion is driven by 
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chemical potential gradient. This model was discussed in Section 3.2.2 and was selected 
for this study.  It can be activated using keywords DIFFAOIL and DIFFAGAS (Eclipse 
2014). To model the cross phase diffusion process, the cross phase diffusion coefficient 
is calculated with Eq. 21 (Eclipse 2014). 
a
i
a
i
a
i DgDoDog         (Eq. 21) 
4.2 Basic Reservoir Simulation Properties 
4.2.1 Porosity 
 Porosity is the ratio of the pore volume to the bulk volume of a porous medium. 
The effective porosity, which is the ratio of the interconnected pore volume to the bulk 
volume, is defined using Eq. 22, where   denotes porosity. 
bulk
pore
V
V
          (Eq. 22) 
 Porosity is an important parameter in reservoir engineering because it determines 
the storage capacity of the reservoir. In some cases where the compressibility of the rock 
is being considered in the model, porosity is affected by pressure and the total rock 
compressibility.  
 Various methods are available for porosity estimation such as volumetric 
measurement, injection methods, using logs, grain volume measurement, Boyle’s law 
porosimeter, imaging analysis, etc.  
4.2.2 Absolute Permeability 
 The permeability of a porous medium defines its capability to allow fluids to 
transmit through it.  Permeability is defined using Darcy’s law as shown with Eq. 23.  
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Where  
q  is the flow rate, 
k  is the permeability 
A  is the area of the cross section of the porous medium,  
  is the fluid viscosity,  
P  is the pressure gradient across the porous medium,  
L  is the length of the porous medium.  
 The absolute permeability calculated with Darcy’s law is only valid under certain 
assumptions such as laminar flow, steady state flow, saturated flow, homogenous 
system, isotropic media, etc. The application of Darcy’s law might hold true for fluids 
flowing through a conventional rock, which allows laminar flow to develop by viscous 
forces. However, it is not suitable to use Darcy’s law to model fluid transferring within 
an ultra-low permeability medium.  
 There are many methods to measure permeability. The most widely used method 
is by measuring the corresponding pressure drop across the core at different flow rates 
during a core flood experiment. The permeability is then calculated using Darcy’s law. 
However, if the core has very low permeability, it is difficult to develop a steady state 
flow across the core. In such cases, unconventional ways such as pressure decay method 
or correlations are developed to estimate the permeability.  
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4.2.3 Relative Permeability 
 In a reservoir, where two or three fluids coexist within the pores, the transmitting 
of an individual fluid is generally inhibited and will flow at a different rate depending on 
the corresponding effective permeability. For a three phase system containing oil, water 
and gas, the effective permeability for each of the phases is calculated with Eq. 24 to 
Eq. 26. 
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Where 
oq , wq , gq  are the flow rate of the oil, water and gas phase, respectively, 
ok , wk , gk  are the effective permeability of the oil, water and gas phase, respectively, 
o , w , g  are the viscosity of the oil, water and gas phase, respectively, 
oP , wP , gP  are the pressure drop across the porous medium for the oil, water and 
gas phase, respectively. 
Relative permeability is the ratio of effective permeability of a particular fluid at 
a particular saturation to absolute permeability of that fluid at total saturation. 
k
k
k oro           (Eq. 27) 
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Factors affecting relative permeabilities include saturation, saturation history 
(hysteresis), pore geometry, pore size distribution and wettability. 
 In the study conducted by Coats (1980), he proposed a model which accounts for 
the effect of surface tension on relative permeability. This model is used in simulating a 
miscible EOR process, and is discussed in detail in Section 4.2.5.1.   
4.2.4 Capillary Pressure 
 Capillary pressure is defined as the pressure difference caused by the imbalance 
in the molecular forces of attraction across the interface of two immiscible fluids. The 
capillary pressure of a system holds each phase in equilibrium and controls the fluid 
distributions within a porous medium.  
r
Pc
 cos2 
         (Eq. 30) 
 When two immiscible fluids coexist inside a porous medium, one of them 
preferentially wets the surface and is defined as the wetting phase, whereas the other 
phase is the non-wetting phase. For instance, in a system containing both oil and gas 
phases, oil is the wetting phase, and gas is the non-wetting phase.  Capillary of such a 
system is defined as the pressure differential between the non-wetting phase and the 
wetting phase as seen in Eq. 31.  
ogcog PPP           (Eq. 31) 
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4.2.5 Surface Tension 
When two fluids (e.g. crude oil and injected gas) get in contact with each other, 
the thin layer between the two fluids is considered as the third phase which has its own 
properties that are intermediate between the two fluids (Reid et al. 1977). Surface 
tension is a measurement of the degree of miscibility between the two fluids, and the 
unit is usually in dynes per centimeter. In commercial simulators, the interpolations of 
the relative permeability curves and the capillary pressure curve in a miscible model are 
functions of the surface tension. Therefore, it is important to understand the calculations 
of surface tension as well as how it affects the calculations of the other properties.  
If experimental values for the system surface tension at different pressures are 
available, they can be directly input into the simulator. Otherwise, the Macleod-Sugden 
correlation is used to calculate the system surface tensions as shown with Eq. 32. 
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Where 
  [dynes/cm] is the surface tension,  
P  [(dynes/cm)1/4cc/gm-M] is the temperature-independent parameter parachor values 
for each component,  
m
Lb  and 
m
Vb  [gm-M/cc] are the molar densities for liquid and vapor phases,  
ix  and iy  are the mole fractions for liquid and vapor phases.  
For fluids that can form a single phase, such as miscible fluids or fluids near their 
critical points, the surface tension between them is zero as they can achieve 
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instantaneous equilibrium. When this occurs, the relative permeability curves and the 
capillary pressure curve for the system used in the actual calculation is different than the 
user input data. The interpolation of the curves between immiscible and miscible 
conditions is introduced in the next two sections.  
4.2.5.1 Relative Permeability Interpolation 
As mentioned earlier, relative permeability should be calculated in a system 
containing multiple phases. During the simulation, relative permeability should be input 
by the user. However, since the relative permeability curves undergo changes when the 
fluids achieve miscible conditions from immiscible conditions, Coats (1980) proposed a 
model that interpolates the relative permeability curves between immiscible and miscible 
conditions. An example of a two phase gas and oil system containing irreducible water 
saturation is shown below with Eq. 33 to Eq. 36: 
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Where 
rgcwK  is the gas relative permeability at connate water, 
rocwK  is the oil relative permeability at connate water 
})](1[)({ g
n
grgcwrg SfSfKK
g
 
 46 
 
wirS   is the irreducible water saturation, 
grS  is the residual gas saturation, 
orgS  is the residual oil saturation. 
The above equations simply imply the interpolation of the relative permeability 
curves below the minimum miscibility pressure is based on the ratio of the surface 
tension and the reference surface tension. oS  and gS  are relative permeabilities 
calculated with the Brooks-Corey model (Corey 1954). As the surface tension   
approaches zero, for instance at miscible conditions during a gas flooding, 
*
grS  and 
*
orgS  
approach zero as shown with Eq. 37 and Eq. 38. 
grgr SfS )(
*          (Eq. 37) 
orgorg SfS )(
*                                                                                                    (Eq. 38) 
In this case, oS  and gS  are linear functions of gas (or oil) saturation.  
)(f  is the interpolation factor, which is a function of the surface tension 
between the gas and oil phases. In a simulation model, )(f  can be either manually 
entered, or estimated using Eq. 39. 
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Where 
  is the surface tension,  
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0  is the reference surface tension, 
1n  is the exponent of the surface tension ratio typically in the range of 4 to 10. 
As mentioned in the previous section, two fluids are miscible when the surface 
tension between them is zero. As indicated by Eq. 39, )(f  equals zero when the 
surface tension equals zero, the relative permeability curves become straight lines with 
the same end points as the immiscible relative permeability curves. Therefore, the 
residual saturations are scaled based on the immiscible relative permeability curves in 
this case. On the other hand, as the surface tension approaches the reference surface 
tension, the two fluids become more immiscible. When the surface tension becomes 
equal or larger than the reference surface tension, )(f equals one, and the relative 
permeabilities equal to the immiscible relative permeabilities, which are generally 
represented by the Brook-Corey model as mentioned earlier. The interpolation of the 
relative permeability curves is demonstrated in Fig. 7.  
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Fig. 7 – Relative permeability curve scaling between miscible and immiscible 
conditions. 
 
 
 
4.2.5.2 Capillary Pressure Interpolation 
 Similar to relative permeability curves, the capillary pressure curve is 
interpolated using the same method proposed by Coats (1980). Oil/gas capillary pressure 
curve interpolation is shown with Eq. 40.  
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imm
cogP  is the capillary pressure corresponds to the reference surface tension 0 . 
When the surface tension   equals zero, cogP  equals zero.  
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4.2.6 Diffusion Coefficient 
In this study, the diffusion coefficients are estimated using the Sigmund 
correlation proposed by Sigmund (1976a; 1976b) shown with Eq. 42 to Eq. 51.  
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Lastly, the diffusion coefficient for component i in the mixture is calculated 
using an equation based on Wilke formula: 
 50 
 





ij
ijik
ik
ik
Dy
y
D
1
1
        (Eq. 51) 
As mentioned in numerous studies, the diffusion coefficients for the components 
are parameters subjected to adjustment during history matching. Therefore, the estimated 
diffusion coefficients only serve as a basis for future adjustments.  
4.3 CO2 Core Flood Experiments with Shale Cores 
The core scale simulation in this study is based on the experimental data from 
two sets of experiments described in the work by Tovar et al. (2014). This section briefly 
presents the experimental equipment, materials, conditions, procedures and results.  
 Two experiments are performed using two sets of preserved sidewall cores from 
the same well in an unconventional play. The petrophysical properties and the 
saturations of the cores were not measured before the experiments to preserve its original 
conditions. However, since the cores are not stored in a pressurized environment, the 
fluids saturating the cores can be assumed as dead oil and water. The dimensions of the 
cores are summarized in Table 1. 
 
 
  First Experiment Second Experiment 
Core Number 1-1 1-2 2-1 2-2 
Core Diameter, cm 2.53 2.53 2.53 2.52 
Core Length, cm 3.97 3.48 3.62 3.29 
Core Bulk Volume, cm3 19.94 17.50 18.20 16.42 
Table 1 – The dimensions of the cores used in the two experiments (Modified after 
Tovar et al. 2014).  
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To simulate the presence of a highly permeable fracture around the core, glass 
beads were packed outside the cores, for the purpose of allowing CO2 to have direct 
contact with the cores. Two Berea sandstone cores were placed on each end of the set up 
to block the glass beads from entering the production tube. The core holder was then 
placed inside a water bath which circulates hot water to simulate the reservoir 
temperature. And, the assembly was mounted in a CT (computed tomography) scanner. 
The cores were kept horizontally during the experiment. The schematic of the 
experimental setup can be seen in Tovar et al. (2014). 
The experiments were performed under constant pressure conditions where 
viscous displacement was absent. The first experiment was performed at 3000 psi at 150 
°F, and the second experiment was performed at 1600 psi and 150 °F. Since the 
composition of the resident oil in the preserved cores was unknown at the time, one 
could only estimate the MMP. Periodic scanning of the cores with the CT scanner was 
performed throughout the experiment. The experiments typically last for two to three 
days, and production was allowed twice a day on average.  
The CT images of the core reveled constant density/saturation/composition 
changes of the resident fluid during both experiments, which indicated CO2 was 
constantly penetrating into the core throughout the process.  
Final oil production volumes of 0.4 ml were recorded for both experiments. 
Based on the estimated original oil in place, the experiments yielded significantly high 
oil recovery. 
 52 
 
This study follows the experimental work described in this section. The 
petrophysical properties of the cores and the fluid properties of the dead oil were 
evaluated after the experiments. 
4.4 Experiment Modeling 
The following sections include the description of the core flood experiment 
modeling. The first section describes the fluid model of the dead oil used in the 
experiment. The following section focuses on sensitivity analysis of grid selection and 
properties. The next section includes both 3D homogenous and heterogeneous models to 
validate the experiment and parameters. The last section shows the modeling of a lab 
scale huff n puff case which is different than the real experiment and the results are 
compared.   
4.4.1 Fluid Model 
Fluid property modeling is a critical part in reservoir simulation. Building a 
model that resembles the real fluid behavior is a key to obtain reasonable results. The 
fluid model used in this study was a characterized model based on the GC-MS analysis 
results. It was built with PVTsim Nova 1, which is a robust and user friendly software 
that allows the user to build the fluid model and perform various PVT simulations. In 
addition, PVTsim allows the exporting of the PVT files into different formats that are 
compatible with various commercial simulation platforms such as Eclipse, CMG, 
Prosper, Saphir, etc.  
The following sections describe the fluid characterization, component lumping, 
model regression, and the simulated fluid properties. 
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4.4.1.1 Fluid Characterization 
 The dead oil sample from the same well where the preserved side wall cores 
were taken was used in the simulation of the laboratory experiments. The sample was 
analyzed with GC-MS (gas chromatography-mass spectrometry). A normalized weight 
percentage of each detected components were obtained from the analysis. A detailed 
chemical component list was determined as shown in Table 2. 
 
 
Component Mass Percent, % 
Cyclohexane 4.318 
Cyclopentane, 1,2-dimethyl 4.435 
Heptane 3.28 
Cyclohexane, methyl- 9.753 
Cyclohexane, 1,3-dimethyl- 5.109 
Octane 6.508 
Cyclohexane, 1,1,3-trimeth 3.274 
Nonane 4.495 
Decane 6.701 
Undecane 5.882 
Dodecane 6.129 
Tridecane 5.449 
Tetradecane 5.284 
Pentadecane 5.351 
Hexadecane 4.433 
Heptadecane 4.057 
Octadecane 4.014 
Nonadecane 3.298 
Eicosane 3.225 
Heneicosane 2.662 
Docosane 2.344 
Sum 100 
Table 2 – Chemical composition of the dead oil and the corresponding normalized 
mass percentage obtained from GC-MS analysis. 
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4.4.1.2 Component Lumping 
Pedersen et al. (2014) suggests lumping the components into three main 
categories: the defined components such as CO2, N2, H2S, and C1 to C6; the C7+ fraction 
which are grouped based on boiling points; and a plus fraction which includes the heavy 
components that cannot be grouped into C7+ fractions. Since this study uses a dead oil 
sample starting from component C6, the typical lumping schemes such as the one 
suggested by Pedersen et al. (2014) does not apply.  
Based on the GC-MS results, the components were lumped into four pseudo-
components including trace amount of CO2 with mole fraction of 1E-6, which does not 
affect the oil properties as shown in Table 3. The lumping method was based on the 
weight-based lumping scheme suggested by Pedersen et al. (2014).  
 
 
Component Mole Fraction, % Weight Fraction, % 
CO2 1E-6 3E-7 
COMP1 33.18 21.79 
COMP2 30.51 26.09 
COMP3 22.90 28.10 
COMP4 13.41 24.03 
Table 3 – Weight-based pseudo-component lumping.  
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4.4.1.3 Fluid Model Regression 
 The PVT properties were calculated based on the cubic equation of state. The 
Equation of State (EOS) used was Peng-Robinson 1978 with Peneloux volume 
correction. For viscosity modeling, the Corresponding States Principle (CSP) method 
proposed was selected instead the Lohrenz-Bray-Clark (LBC) correlation. Although the 
LBC method is simple, consistent and fast computationally, it does not accurately 
predict the viscosity of a liquid (Yang et al. 2007). The CSP method gives better 
prediction for liquid viscosity, and therefore, was selected for this study. 
 Since limited experimental data was available for the oil sample, regression was 
performed based on the fluid density and viscosity at various temperatures. Parameters 
used for regression are critical pressure, critical temperature, acentric factor, molecular 
weight, and critical volume for viscosity calculations. Since COMP4 has the highest 
uncertainty due to the limitation of the characterized model built with PVTsim library 
and data obtained from Haynes (2015) and Yaws (2008), it was mainly targeted during 
regression.  
Oil densities were measured using the Anton Parr DMA 4100 M Density Meter 
at atmospheric pressure. Table 4 and Fig. 8 show the density values from the 
experimental measurements as well as the simulated density values after model 
regression.  
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Temperature, °F Experimental Density, g/ml Simulated Density, g/ml 
68 0.8518 0.8520 
77 0.8484 0.8488 
86 0.8448 0.8456 
95 0.8412 0.8423 
104 0.8376 0.8389 
113 0.8341 0.8354 
122 0.8306 0.8319 
131 0.8271 0.8283 
140 0.8235 0.8247 
149 0.82 0.8209 
158 0.8166 0.8171 
167 0.8131 0.8132 
176 0.8096 0.8093 
Table 4 – Measured and simulated density of the dead oil at various temperatures. 
 
 
 
Fig. 8 – Measured and simulated density of the dead oil at various temperatures. 
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Oil viscosities were measured using the capillary viscometer with heated oil bath 
at atmospheric pressure. Table 5 and Fig. 9 show the viscosity values from the 
experimental measurements as well as the simulated viscosity values after model 
regression. 
 
 
Temperature, °F Experimental Viscosity, cp Simulated Viscosity, cp 
77 10.5 10.4919 
92.3 8.3 8.2642 
95 7.85 7.9340 
104 6.9 6.9447 
113 6.2 6.1037 
122 5.4 5.3856 
131 4.7 4.7699 
140 4.3 4.2397 
149 3.75 3.7814 
158 3.4 3.3837 
Table 5– Measured and simulated viscosity of the dead oil at various temperatures.  
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Fig. 9 – Measured and simulated viscosity of the dead oil at various temperatures. 
 
 
After the regression, a dead oil model is obtained to be used in the simulation. 
Table 6 summarized the properties of the fluid mode.  
 
 
Component 
Mole 
Fraction, % 
Critical 
Pressure, atm  
Critical 
Temperature, K  
Acentric 
Factor 
Molecular 
Weight, g/mol 
CO2 1E-6 72.80 304.20 0.225 44.01 
COMP1 33.18 34.30 559.74 0.254 95.33 
COMP2 30.51 23.97 593.36 0.399 124.12 
COMP3 22.90 17.17 673.34 0.617 181.06 
COMP4 13.41 14.74 634.14 0.719 259.99 
Table 6 – Properties of the fluid model after regression. 
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4.4.1.4 Fluid Properties 
 The MMP and FCM were calculated with PVTsim. At 150 ºF, the MMP was 
determined at 1727 psi, and the FCM was achieved at 1934 psi. The MMP value is 
further confirmed with a simulated slim tube experiment. A 1D model with 200 cells 
was used. The transport mechanism was the moving excess model where the volume of 
each cell remains constant, and all excess gas and oil that exceed the original volume are 
transported to the next cell. And, if the oil volume becomes lower than the original 
volume, only the excess gas is being transferred. With constant pressure and temperature 
in each cell, after 1.2 PV of CO2 injected, Fig. 10 shows the MMP result calculated with 
the slim tube module in PVTsim, the result agrees with that estimated with the MMP 
module.  
 
 
 
Fig. 10 – Simulated slim tube result at 150 ºF using PVTsim. 
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The density and viscosity of the fluid model at various temperatures after 
regression were listed in the previous section. During a CO2 EOR process, oil volume 
expansion, density and viscosity reduction were the main recovery mechanisms as 
mentioned earlier. Fig. 11 below shows the change in density when different mole 
fraction of CO2 is mixed with the dead oil at 150 ºF and atmospheric pressure. The 
density displays a decreasing trend when more CO2 is mixed with the oil.  
 
 
 
Fig. 11– Oil density change with different mole fraction of CO2. 
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Fig. 12 – Oil viscosity change with different mole fraction of CO2. 
 
 
 In addition to density and viscosity reduction, CO2 also causes oil swelling as 
seen in Fig. 13, and when mixed at different proportions it results in changes in the 
saturation pressure.  
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Fig. 13 – Oil swelling factor with different mole fraction of CO2. 
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the core is 2.54 cm (1 in), and the length is 6.91 cm (2.72 in). Grid sensitivity analysis is 
done on three models with radial grids and two models with Cartesian grids, each of 
different degrees of refinement. The single porosity model was used in all cases, and the 
model is of the exact dimension of the real experimental setup as described by Tovar et 
al. (2014). Table 7 below shows the dimension associated with the five grids being 
investigated. Fig. 14 shows the graphic view of the three radial grid models and the two 
Cartesian grid models with different grid block dimensions.  
 
 
Model Grid Type DR(DX) Dθ(DY) DZ Single Matrix Block Dimension 
Radial 1 Radial 11 10 12 0.127 cm x 36º x 0.691 cm 
Radial 2 Radial 30 10 22 0.0635 cm x 36º x 0.3455 cm 
Radial 3 Radial 60 36 50 0.03175 cm x 10º x 0.17275 cm 
Cartesian 1 Cartesian 52 52 12 0.0508 cm x 0.0508 cm x 0.691 cm 
Cartesian 2 Cartesian 52 52 32 0.0508 cm x 0.0508 cm x 0.23033 cm 
Table 7 – Grid sensitivity on both radial and Cartesian grids with different degrees 
of refinement.  
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Fig. 14 – Grid sensitivity on both radial and Cartesian grids with different degrees 
of refinement. 
 
 
The cores are assumed to be isotropic. The matrix and fracture properties are 
chosen based on literature review. The core used in the experiments conducted by Tovar 
et al. (2014) are from the upper part of the formation. According to the study of Sagar et 
al. (2010), out of the 796 samples they conducted measurements on, the average porosity 
is 5.7% with a standard deviation of 2.1%, which puts the porosity for this particular 
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shale in the range from 3.6% to 7.8%. The study conducted by Sigal (2013) also agrees 
with the results. An 8% porosity was chosen to be used in our synthetic model. The 
fracture porosity was set to be 45%. Permeability of the matrix was 100 nD. Water 
saturation was immobile at 10% for the core region. Fig. 15 shows the cumulative oil 
production yielded from the grid sensitivity study. 
 
 
 
Fig. 15 – Grid sensitivity results for the five grids being investigated. 
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fairly close results to the radial models. To accomplish the ultimate goal of this study, 
Cartesian 1 grid, which agrees well with the radial models in both early and late time, is 
selected for the 3D modeling.  
4.4.2.2 Property Sensitivity Analysis 
 To save computational time for the sensitivity analysis, a horizontal slice of the 
Cartesian core model was taken out for investigation. The slice model is shown in Fig. 
16. It is more discretized both in the matrix and the fracture regions compared with the 
actual 3D model.  
 
 
 
Fig. 16 – The slice model used for property sensitivity analysis. The red region 
represents the matrix, which is saturated with oil and water. The blue region 
represents the gas bearing fracture. 
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 For all cases below, the conditions were the same as the conditions in experiment 
I, which are 3000 psi and 150 °F. Injectors were placed in the fracture region for 
pressurizing and pressure maintenance. Producers were not introduced at this point of 
the study. The cumulative oil production and oil production rate refer to the volume and 
the rate of oil being displaced from the matrix region into the fracture region. In 
addition, the initial conditions of the model were defined explicitly. 
4.4.2.2.1 Matrix Permeability 
4.4.2.2.1.1 Scenario 1 
The matrix permeability values were changed for different cases. The first 
scenario considered only diffusion by setting the initial pressure for both the fracture and 
the matrix regions to 3000 psi (204 atm). This scenario eliminated the initial pressurizing 
process of the system using CO2. The simulation time was 100 hours and the four 
pseudo-component fluid model was used. Table 8 listed the different permeability 
scenarios and the corresponding recovery factors. Case 1 has considerably high 
permeability of 10 mD for the purpose of comparison. The cumulative oil production 
and production rate from the matrix into the fracture was plotted versus time as shown in 
Fig. 17. 
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 Permeability, mD Recovery Factor, % 
Case 1 10 14.46 
Case 2 1.00E-03 14.46 
Case 3 1.00E-04 14.46 
Case 4 1.00E-05 14.46 
Table 8 – Permeability values for different cases and the corresponding yielded 
recovery factors (Scenario 1).  
 
 
 
Fig. 17 – Cumulative oil production and oil production rate for cases with different 
matrix permeability values (Scenario 1). 
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production rate in this case is only influenced by the chemical potential and the diffusion 
coefficient of each component, which are the same in all cases.  
However, minor pressure variations in the matrix for the smaller permeability 
cases are observed as shown in Fig. 18. This is because the system pressure was 
initialized at 3000 psi (204 atm), and the fluids no longer behave as ideal fluids. 
Therefore, minor pressure variation inside the core can be observed although molar 
balance is maintained. However, one should note that the presence of this pressure 
variation can be masked by artificial convection when permeability is large enough, as 
mentioned in Hoteit (2013). The masking of the pressure variations can be observed in 
Fig. 18 with cases that have high permeability values. The significance of this numerical 
artifact depends on the case. For instance, in some single porosity simulation studies 
without proper cross-phase diffusion modeling, the observation of continuous CO2 
prorogation inside the matrix is resulted from this artificial convection or even gravity 
induced pressure gradient, which gives incorrect calculation.  
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Fig. 18 – Average pressure in the core region over time (Scenario 1). 
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Permeability, mD Recovery Factor, % 
Case 1 10 10.59 
Case 2 1.00E-03 10.59 
Case 3 1.00E-04 10.59 
Case 4 1.00E-05 10.65 
Case 5 1.00E-06 11.12 
Table 9 – Permeability values and the corresponding recovery factors for cases 
with different matrix permeability values (Scenario 2).  
  
 
 
Fig. 19 – Cumulative oil production for cases with different matrix permeability 
values (Scenario 2). 
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 The results from scenario 2 turned out to be counterintuitive. Case 5, which has 
the smallest permeability, yielded the highest recovery than the rest of the cases. 
Whereas the rest of the cases have similar production values close to that observed in 
scenario 1.  In the cases where convection is included, pressure plays a significant role in 
determining recovery because it directly affects the chemical potential for each of the 
components. Fig. 20 shows the average core pressure for all cases in scenario 2. Since 
the permeability differs, according to Darcy’s law, the rate at which pressure builds up 
inside the core is directly proportional to the permeability value. As one can observe 
from Fig, 20, Case 5 has significantly lower pressure than the rest of the cases for 
approximately 40 hours inside the core region. Although the fugacity of a non-ideal 
liquid does not change much with pressure, it still has some effect. For Case 5, the 
fugacity of the fluid inside the core is less than that of the rest of the cases, whereas the 
fugacity in the fracture is the same. This fugacity gradient resulted in the higher mass 
transfer rate for Case 5 compared with the other cases. Again, since the fugacity of fluid 
does not change significantly with pressure, the increase in production is only minor.  
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Fig. 20 – Average pressure in the core region over time (Scenario 2). 
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Fig. 21 – Production versus square root of time. The linear relationship represents 
diffusion dominate flow. 
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4.4.2.2.2 Matrix Porosity 
 The matrix porosity was changed for each case. Permeability for all cases were 
kept the same as 1E-4 mD and water saturations were 0.1. Table 10 summarizes the 
three porosity scenarios and the corresponding recovery factor. Fig. 22 is the cumulative 
production over time. Referring back to Eq. 5, porosity values are directly proportional 
to diffusion flux calculation. Physically, the higher contact area between CO2 and the oil 
will result in higher flux. One would expect to observe an identical recovery factor from 
the three cases with different oil in place volume. However, since different porosity 
values slightly affected the pressure buildup inside the core due to the difference in the 
volume of fluid needs to be compressed, recovery factors differ slightly for the three 
cases.  
 In this section, the same diffusion coefficients were assumed for different 
porosity cases, which is incorrect. Section 4.4.2.2.6 will mention that the effective 
diffusion coefficient is also affected by porosity and tortuosity of the porous medium.  
 
 
 Porosity, % Recovery Factor, % 
Case 1 12 9.76 
Case 2 8 10.59 
Case 3 4 11.22 
Table 10 – Matrix porosity values and the corresponding recovery factors. 
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Fig. 22 – Cumulative oil production for cases with different matrix porosity values. 
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Fig. 23 – Cumulative oil production for cases with different fracture permeability 
values. 
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 Porosity, % Recovery Factor, % 
Case 1 45 10.59 
Case 2 20 7.79 
Table 12 – Fracture porosity values and the corresponding recovery factors. 
 
 
 
Fig. 24 – Cumulative oil production for cases with different fracture porosity 
values. 
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addition, no water was produced into the fracture for all cases in the simulation, which 
agrees with the experimental observation.  
 
 
 Water Saturation, % Recovery Factor, % 
Case 1 10 10.59 
Case 2 20 10.62 
Case 3 30 10.65 
Case 4 40 10.66 
Table 13 – Core region water saturation values and the corresponding recovery 
factors. 
 
 
 
Fig. 25 – Cumulative oil production for cases with different water saturation 
values. 
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4.4.2.2.6 Diffusion Coefficient 
The diffusion coefficients for each component in the mixture were calculated 
using the Sigmund correlation as mentioned in Section 4.2.6. They were then corrected 
with Eq. 52 to account for the effects of tortuosity and porosity.  
1
,
 mieffi DD          (Eq. 52) 
Where 
m  is the cementation factor ranging from 1 to 2. 
The effective diffusion coefficient after correction are calculated and listed in 
Table 14. Corrections are made using a porosity of 8% and a cementation factor of 2. 
 
 
Component CO2 COMP1 COMP2 COMP3 COMP4 
Gas, cm2/hr 8.69E-04 4.28E-05 3.86E-05 2.72E-05 2.04E-05 
Oil, cm2/hr 2.96E-04 3.52E-05 3.26E-05 2.62E-05 2.05E-05 
Table 14 – Diffusion coefficient calculated with the Sigmund correlation with 
correction.  
 
 
For all cases below, a porosity of 8%, permeability of 1E-4 mD and water 
saturation of 0.1 were used. Diffusion coefficients were deactivated in the first case as 
shown in Table. 15. In case 1, only shallow CO2 penetration into the core was observed 
in early time, and no hydrocarbon was produced from the matrix. The observation from 
case 1 not only proves that the mass transfer mechanism is diffusion, it also shows that 
oil swelling has little contribution in the oil recovery process, which agrees with the 
 81 
 
conclusion made by Hawthorn et al. (2013). The third case used the diffusion coefficient 
listed in Table 14. The second case and fourth case used diffusion coefficients multiplied 
by a factor. As observed in Table 15 and Fig. 26, increasing the diffusion coefficients 
significantly incases the recovery factor. 
 
 
 Diffusion Coefficient, cm2/hr Recovery Factor, % 
Case 1 No Diffusion Coefficient 0 
Case 2 Diffusion Coefficient X 0.1 3.43 
Case 3 Diffusion Coefficient 10.59 
Case 4 Diffusion Coefficient X 10 21.81 
Table 15 – Diffusion coefficient values and the corresponding recovery factors. 
 
 
 
Fig. 26 – Cumulative oil production for cases with different diffusion coefficient 
values. 
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4.4.2.2.7 Pressure 
At 150 ºF, the pressure was altered for the three cases. The MMP of the fluid 
system was determined to be 1727 psi. Therefore, case 1 and case 2 were run at 3000 psi 
and 1600 psi respectively, which are the same as the pressures used in the two 
experiments, resulting in a miscible and an immiscible case. Case 3 was run at pressure 
of 1800 psi, which is slightly above the MMP for the purpose of comparison. As shown 
in Table 16 and Fig. 27, the miscible cases gave higher production than the immiscible 
case. This is because of the higher solubility of CO2 in oil, as well as the more 
pronounced component stripping for the miscible cases. However, one can notice the 
increase in production in case 1 compared with case 2 were only two percent. As 
discussed earlier, the main mechanism for mass transfer occurring between the matrix 
and fracture is diffusion for the experimental setup. For a diffusion case, higher pressure 
would result in better CO2 solubility in oil, which contributes to the increase in recovery. 
Furthermore, comparing case 1 with case 3, increasing the testing pressure from 1800 psi 
to 3000 psi only resulted in an additional recovery of one percent, whereas in case 2 and 
case 3, an additional of approximately one percent recovery was achieved by an increase 
the pressure by only 200 psi. In conclusion, similar to that of a conventional flooding 
scheme, increasing pressure above the MMP does not significantly increase recovery.  
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 Pressure, psi Recovery Factor, % 
Case 1 3000 (Miscible) 10.59 
Case 2 1600 (Immiscible) 8.79 
Case 3 1800 (Miscible) 9.66 
Table 16 – Pressure values and the corresponding recovery factors for different 
cases. 
 
 
 
Fig. 27 – Cumulative oil production for cases with different pressure values. 
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down to zero, different capillary pressure schemes were investigated. Three sets of oil 
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study is similar to that of Fai-Yengo et al. (2014). The results are shown in Table 17 and 
Fig. 29. 
 
 
 
Fig. 28 – Three sets of capillary pressure curves representing low, mid and high 
ranges. 
 
 
 Capillary Pressure Range Recovery Factor, % 
Case 1 Low 8.79 
Case 2 Mid 8.79 
Case 3 High 8.82 
Table 17 – Capillary pressure ranges and the corresponding recovery factors for 
different cases. 
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Fig. 29 – Cumulative oil production for cases with different capillary pressure 
curves. 
 
 
 Fig. 29 shows that capillary pressure has no effect in oil production. A similar 
conclusion was reached in the study done by Fai-Yengo et al. (2014). Their 
interpretation of the results was that the hydrocarbon production from the matrix into the 
fracture was mainly in the gas phase, which holds true in this study. In addition, since 
large mole percent of CO2 is required to flash the oil into gas phase due to the low 
saturation pressure, the oil saturation inside the core does not change significantly in this 
study, which means capillary pressure does not have a significant change in the majority 
of the grid blocks.  
4.4.3 Experiment I – Homogenous 3D Model 
In this section, a 3D homogenous model was used to simulate experiment I. The 
grid used was Cartesian 1 mentioned in Section 4.4.2.1. Experiment I was performed 
0.00E+00
5.00E-04
1.00E-03
1.50E-03
2.00E-03
2.50E-03
3.00E-03
3.50E-03
0 20 40 60 80 100
C
u
m
u
la
ti
ve
 O
il 
P
ro
d
u
ct
io
n
, m
l
Time, hr
Case 1
Case 2
Case 3
 86 
 
under 3000 psi at 150 ºF. For the particular fluid occupying the core, this pressure is 
above FCM pressure. CO2 and oil will mix at any proportion when in contact, and the 
resulting mixture is a single phase fluid. Three cases were investigated for the 
homogenous 3D model.  
In case 1, only soaking was considered. The pressure in the fracture region was 
maintained at 3000 psi with injectors. And producers were not introduced in this case. 
The volume of produced hydrocarbon was measured based on the amount of oil flowing 
from the matrix region into the fracture region.  
Case 2 followed the procedures used during the actual experiment I. Producers 
were introduced in the fracture region. There were six cycles of soaking and producing. 
Each cycle consisted of 12 hours of soaking period and 1 hour of production. During the 
production period, the injectors and the producers were all opened, with the producers 
producing at 3000 psi and injectors injecting CO2 at 3050 psi with a surface volume 
constraint of 100 ml/hour.  
For the third case, six cycles of huff n puff were considered. However, since the 
injectors and producers are on the opposite sides of the cores, it is still not the 
conventional huff n puff scheme. In this case, 12 hours of soaking and 1 hour of 
production were modeled as well. Different than case 2, during the production time in 
case 3, the injectors were shut, and the producers were producing at a bottom-hole 
pressure constraint of 2800 psi.   
One of the major issues when using compositional simulator to model molecular 
diffusion processes in tight rocks is the numerical instability, especially on a fine-scaled 
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core level. The large changes in pressure and composition can cause a tremendous 
amount of material balance errors. One solution is to reduce the initial time step until it 
stabilizes, which results in large computational time. In the simulations described in this 
section, small initial time steps in the range of 1E-10 hours were used. In addition, when 
initializing the model, pressures in the matrix and fracture regions were always set equal 
to 14.7 psi. The system was then pressurized altogether using injectors that inject at 
acceptable flow rates with a 3000 psi bottom-hole pressure constraint. This approach 
significantly improved the numerical stability, and at the same time, mimicked the real 
experimental procedures.  
4.4.3.1 Results and Discussion 
The model was built vertically instead of horizontally as in the experiment. 
Therefore, gravity effect was investigated. By inspecting the simulation result images 
from all three cases, gravity only affected the oil distribution in the fracture region, the 
amount of CO2 penetration and oil saturation were symmetrical in the top and bottom 
slices inside the matrix region. Fig. 30 below shows the mole fraction profile for 
COMP2 at 10 hours. Since the mole fraction inside the fracture region for COMP2 is 
very small in comparison to CO2, the figure on the right shows the mole fraction of 
COMP2 at 10 hours in a log scale, which clearly shows the gravity effect in the fracture 
region. In addition, the slices closer to the two ends of the core observed lower COMP2 
mole fraction than the slices in the middle section of the core because these slices were 
affected by both radial and axial flows.  
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Fig. 30 – COMP 2 mole fraction profile at 10 hours. The log scaled image shows the 
effect of gravity on the oil distribution in the fracture region.  
 
 
Fig. 31 below shows the cumulative oil production from the matrix into the 
fracture for the three cases. The experiment I scenario has slightly higher recovery than 
the soaking only case. This is because during the production period, the hydrocarbons 
that migrated from the matrix into the fracture were produced out from the producers, 
and more CO2 was injected from the injector into the fracture. This process raised the 
CO2 concentration inside the fracture region as well as the chemical potential. Therefore, 
higher diffusion influx occurred during this “flushing” period in response to this change.  
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Comparing experiment I simulation with the huff n puff scenario, one can 
observe a noticeable increase in production for the huff n puff case. This is because in 
the huff n puff case, the production occurred at 200 psi below the original system 
pressure. This pressure drawdown encouraged more hydrocarbon to flow from the 
matrix into the fracture by convection.  
 
 
 
Fig. 31 – Cumulative oil production from the matrix into the fracture for the three 
cases. 
 
 
Since the experiment I and huff n puff cases both have producers, the cumulative 
oil produced from the producers are shown in Fig. 32.  
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Fig. 32 – Cumulative oil production from the system (matrix and fracture) into the 
producers. 
 
 
The huff n puff case displayed 2.7 times lower production than the experiment I 
scenario despite the higher production from the matrix into the fracture as observed in 
Fig. 31. This is because during experiment I, fresh CO2 was injected into the fracture 
region during production time, which swept the hydrocarbon to the producers by viscous 
displacement (although most of the hydrocarbon was in the gas phase due to the 
comparably lower concentration than CO2). In addition, one may notice in both 
experiment I and huff n puff cases, the volume of oil produced from the producers were 
lower than the volume of oil produced from the matrix into the fractures. In the 
experiment I case, the production from the producer was around 64.5% of the oil existed 
in the fracture. This is because only 0.91 PV of CO2 was injected during the one hour 
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production period. Therefore, although it is obviously miscible flooding, the production 
of oil cannot reach 100% from the fracture into the producers.  
On another note, Fig. 33 shows the molar fraction in the exported oil for each 
individual oil component, namely COMP1, COMP2, COMP3, and COMP4. The 
properties of the components can be found in Section 4.4.1.3. Similar to a miscible CO2 
flooding scheme, the “lighter” components have the highest total production volume. 
This is the result of the lighter components having higher diffusion coefficients, and also 
easier to be vaporized into gas phase by CO2. The “lighter” component is a relative term 
since the lightest component in this study is C6.  
 
 
 
Fig. 33 – Molar fraction of each hydrocarbon components in the exported oil. 
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Lastly, although the production resulted from the experiment I case was higher 
than the huff n puff scenario, the amount of CO2 consumed during experiment I was also 
significantly higher. Fig. 34 below shows the comparison of the CO2 production volume 
for both cases. Experiment I case produced 22 times more CO2 volume along with the 
hydrocarbon compared with the huff n puff case.  
 
 
 
Fig. 34 – CO2 production volume from the producers for case 1 and case 2. 
 
 
In conclusion, the experiment I scenario produced 2.7 times more hydrocarbon 
than the huff n puff scenario. However, the GOR for experiment I was 8.3 times higher 
compared with the huff n puff scenario. Although this difference might not seem 
important in a laboratory scale study, it will be more pronounced in a field case. 
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4.4.3.1.1 Sensitivity Analysis of Soaking Time 
As one can observe from Fig. 32, the production rate decreased as more cycles 
were performed. This indicated the reduced efficiency of cyclic injection over time 
because it takes longer for CO2 to reach deeper into the core. The following two cases 
compared the effect of soaking time. The first case is the experiment I scenario, where 
six cycles of 12 hours of soaking were simulated. The second case followed the injection 
and production schemes of experiment I, except the cycle number was reduced to three 
cycles, and the soaking time in each cycle was increased to 24 hours. Production times 
were kept the same for both cases as 1 hour. The two cases were run for 78 and 75 hours, 
respectively. Fig. 35 below displays the cumulative production. As one can see, although 
the decreasing trend of production rate can still be observed, with the longer soaking 
time during each cycle, CO2 was allowed more time to penetrate inside the core, 
resulting in higher oil recovery.  
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Fig. 35 – Cumulative oil production from the producers for cases with different 
soaking times. 
 
 
4.4.4 Experiment I – Heterogeneous 3D Model 
 Referring to Tovar et al. (2014), the cores used in experiment I have very 
distinguished features. There were visible bedding planes on the core samples. From the 
CT images obtained during the experiment, changes in density mostly occurred along the 
bedding planes and the rest of the core observed very minimal or no change in CT 
number. Changes in CT number could be regarded as the only indication for the 
presence of CO2, because either CO2 adoption or mixing with the oil phase would cause 
potential density changes. On the other hand, there are three reasons for no density 
changes. One is there is no oil in the regions, which means the pores are filled with 
water, and the density change of water when CO2 is dissolved in it is negligible. The 
second reason is the regions are isolated, which means CO2 cannot reach those areas. 
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And, the third reason is the porosity is zero. The first and second reasons are most likely 
to be the case in experiment I. However, since defining a saturation map purely based on 
the CT images is not practical and does not add any values, the voxels with zero delta 
CT values are defined with very small porosity values of 0.5%. In future studies where 
the process of CO2 diffuses through the water phase and recovers the trapped oil is being 
modeled, defining a saturation map becomes necessary. 
4.4.4.1 Property Determinations 
 In this part of the study, co-kriging was used to aid in the process of defining the 
property maps. Various realizations were made. The diffusion coefficients used were 
altered by factors based on the calculated diffusion coefficients with the Sigmund 
correlation shown in Table 14. The goal of picking the appropriate porosity distribution 
is to match the ultimate 4 ml production with the least need of changing the diffusion 
coefficients. Fig. 36 shows a sample slice of the porosity map used in the simulation. 
The diffusion coefficients used are listed in Table 18.  
 
 
 96 
 
  
Fig. 36 – Sample porosity map for experiment I simulation. 
 
 
Component CO2 COMP1 COMP2 COMP3 COMP4 
Gas, cm2/hr 1.04E-03 5.14E-05 4.63E-05 3.26E-05 2.45E-05 
Oil, cm2/hr  3.55E-04 4.22E-05 3.91E-05 3.14E-05 2.46E-05 
Table 18 – Diffusion coefficients used to match the ultimate recovery volume.  
 
 
After obtaining a porosity value for each grid block, the permeability value was 
determined based on porosity using the correlation proposed by Sigal (2002).  
m
effrk 
260          (Eq. 53) 
where 
effr is the effective pore throat size in micron, 
  is porosity, 
m is the cementation factor, which is chosen to be 2 in this study. 
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Based on the study by Sigal (2013), the effective pore throat size for the 
particular type of rock that is similar to the one in this study measured with mercury 
injection was approximately 0.001 micron. Water saturation of the core was explicitly 
assigned at an immobile value of 0.1.  
After obtaining the above properties, a fine micro scaled core model was built to 
mimic experiment I. The grid used was Cartesian 1 shown in Table 7. Property maps 
were input for the matrix grid cells. The model contains two saturation regions with 
individually assigned relative permeability and capillary pressure data. Injectors and 
producers were placed at each end of the model, and the well schedule was the same as 
the one described in Section 4.4.3. The condition of the simulation is at 3000 psi and 150 
°F. 
4.4.4.2 Results and Discussions 
 Fig. 37 below shows the oil density change inside the core over time. The slice is 
the same slice as shown in Fig. 36. 
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Fig. 37 – Oil density change for the experiment I 3D heterogeneous model at time 
0hr, 5hr, 10hr, 24hr, 48hr, and 72hr. 
 
 
 
 As shown in Fig. 37, the rate at which oil density changes differs from cell to cell 
because of the different porosity and diffusivity values. And regions that have larger 
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changes in density correspond to the streaks with high porosity values defining the 
bedding plane existed in the core. However, the increasing of the average CT number of 
the core during the actual experiment was not observed in the simulation. As mentioned 
in the fluid property section, the density of the dead oil decreases when the oil is mixed 
with CO2. According to Tovar et al. (2014), one possible explaination of the density 
increase of the core during the experiment was the density of supercritical CO2 being 
higher than the dead oil. However, after measuring the dead oil sample density, the 
density of the oil at 150 ºF and 3000 psi is actually higher than that of CO2. Therefore, 
this assuption was incorrect. Another explaination given by Tovar et al. (2014) was the 
adsoption of CO2 onto the organic matters, which was not captured in the simulation. 
Therefore, it is possible for the core density to increase during the experiment but 
decrease in the simulation as shown in the results above.  
As mentioned in many literature, CO2 reduces the viscosity of the oil to enhance 
the oil mobility, which can also be observed from the simulation as shown in Fig. 38 
below. 
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Fig. 38 – Oil viscosity reduction for the experiment I 3D heterogeneous model at 
time 0hr, 5hr, 24hr, 48hr. 
 
 
A cumulative production of 0.4 ml was resulted from experiment I simulation as 
shown in Fig. 39. In addition, to confirm the fact that permeability values do not affect 
cumulative production, another case with the same porosity map as shown in Fig. 36 but 
a uniformed permeability value of 1E-4 mD for all grid blocks was run. Fig. 39 indicates 
that the two cases have the same cumulative production, which again proved that 
permeability plays a minor role in determining recovery when diffusion is the dominant 
mechanism.  
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Fig. 39 – Cumulative production for the experiment I 3D heterogeneous model. 
 
 
4.4.5 Experiment II – Heterogeneous 3D Model 
 The majority of the studies focusing on either core scale or field scale modeling 
of gas injection in unconventional reservoirs is based on homogenous models. The 
reason is because it is difficult to characterize the reservoir with conventional methods 
due to the complex compositions of organic and inorganic networks and properties that 
are difficult or impossible to measure in the laboratory. Studies such as Yan et al.  
(2013) are expanding into areas of using micro-scale multiple-porosity systems that 
include fracture, organic and inorganic matrices to model the nano-scale pores. This 
section presents a method utilizing MicroCT scan images to build a fine-scale 
heterogeneous 3D core model, which will aid in the understanding of the physical 
phenomena that took place during the actual experiment. 
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Experiment II was performed under immiscible conditions at 1600 psi and 150 ºF 
according to the estimated MMP of the fluid system. Since the cores from experiment II 
were readily available after the experiment for petrophysical property investigations, a 
heterogeneous 3D model was built for this experiment modeling. However, since the 
experiment was performed on preserved cores, dry core images of the same position as 
the available scans were unavailable. Therefore, a different approach was taken using 
MicroCT images of the dry cores after the experiment. However, this makes the 
validation of the experimental results with simulation impossible. 
4.4.5.1 Porosity Map Determination 
The two cores, namely 2-1 and 2-2, from the second experiment were cleaned 
with a Dean Stark apparatus for two weeks until toluene no longer had change in color 
by visual inspection. No water was extracted from the process. The cores were then 
placed inside an oven at 150 ºF for two days to evaporate the residual fluids. After 
cleaning the cores, helium porosity of cores were measured with a helium porosimeter. 
Table 19 below shows the effective porosity values of core 2-1 and core 2-2 measured 
with the helium porosimeter.  
 
 
 Test 1 Test 2 
Core 2-1 2-2 2-1 2-2 
Effective Porosity 17.00% 18.10% 17.00% 17.60% 
Table 19 – Effective porosity values of core 2-1 and 2-2 measured with helium 
porosimeter.  
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The helium porosity gives an approximation of the effective porosity of the core, 
which turned out to be surprisingly higher than the most accepted values for 
unconventional cores. To validate the results, a thin section analysis was done on both 
cores. The samples used for thin section analysis were 27 by 46 mm in dimension, and 
0.03 mm in thickness. Fig. 40 below are sample slices of thin section for the two cores. 
The blue colored regions are pores saturated with epoxy.  
 
 
 
Fig. 40 – Thin section images for core 2-1 (left) and core 2-2 (right). 
 
Image processing using software ImageJ point count revealed that core 2-1 and 
2-2 have approximately 13% and 15% porosity, respectively, as shown in Fig. 41.   
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Fig. 41 – Image analysis for core 2-1 porosity estimation. 
 
 
From the above measurements, the cores used in the second experiment after the 
Dean Stark process turned out to have considerably high porosity compared with 
unconventional core porosity stated in other literature. However, attempts of direct 
injection on these cores were unsuccessful. There are two possible explanations for the 
high porosity values. One is although the porosity of the core is high, the pores are not 
connected very well, which resulted in high hydrocarbon storage but little flow 
capability. The second possibility is that some of the materials contributing to the 
organic network presented in the pores were somehow removed during the Dean Stark 
process, although kerogen and bitumen are known to have low solubility in toluene. The 
matrix after the process was mainly composed of inorganic materials such as quartz, 
clays and calcites. 
As seen in the CT images of the density change within the cores during 
experiment II in Tovar et al. (2014), the changes in density does not occur 
homogenously across the core. From the sensitivity analysis conducted earlier on a 
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homogenous slab model, porosity, diffusion coefficient, and saturation are the three 
main contributing factors for a heterogeneous change within the core. Since it is 
impossible to reasonably define the original water oil saturation inside the preserved 
core because of the low resolution of the CT images as well as the lack of knowledge of 
the water and oil capillary pressure, the study below is based on the assumption that the 
degree of change in CT number directly correlates to the porosity of each voxel. 
In order to capture the heterogeneity of the core, a porosity map was determined 
from MicroCT images of the dry core. Conventionally, core porosity is determined from 
CT scan images with Hounsfield units of a dry core and the same core saturated with a 
certain fluid and scanned at the same position as the dry core. However, since it is 
inconvenient to saturate a shale core with a contrasting agent, and because of the low 
resolution of CT scan (0.3 – 0.5 mm per voxel), Microfocus Computed Tomography 
System was used in this part of the study. Although the MicroCT scanner does not have 
the fine resolution to define the nano pores existing in the shale, it is not necessary to 
define those pores for the purpose of this simulation.  
Core 2-1 and 2-2 were scanned using GE Phoenix Nanotom S at 150 kV and 20 
µA. The scans yielded 1677 16 bit gray scale images in the XY plane, and 1722 images 
in both YZ and XZ plane. The voxel size of the images is 14.99 µm. Fig. 42 and Fig. 43 
below shows sample images of core 2-1 taken in XY and XZ planes.  
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Fig. 42 – Sample MicroCT image of core 2-1 taken in the XY plane. 
 
 
 
Fig. 43 – Sample MicroCT image of core 2-1 taken in the XZ plane. 
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From Fig. 42 and Fig. 43, one can see that the pores can be visually inspected 
from the images, and the voxels are small enough that it requires several of them to 
construct one pore as shown in Fig. 44. 
 
 
 
Fig. 44 – An enlarged view of a section of the XY plane view. 
 
 
The MicroCT scan image was scaled down to a 50 voxel by 50 voxel image, 
which will fit in the grid built in Eclipse shown in Section 4.4.2.1. During the scaling of 
the images, the resolution of each voxel dramatically reduced from 14.99 µm 0.508 mm. 
The 50 by 50 image was then converted into a text file and imported into Excel. The 
method of segmentation was applied for porosity determination, which was mentioned in 
Landis and Keane (2010) and Taud et al. (2005). The threshold value for pores was 
determined to be 10000, which is the average voxel value for the air surrounding the 
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core. In other words, any voxel with values equals to or below 10000 will be defined as 
pores. And an average value of matrix is defined as 11676. Based on the two cutoff 
values, the porosity for each scaled down voxel was determined using a linear 
relationship. This method is repeated on a total of 10 slides of images, 5 from core 2-1 
and 5 from core 2-2 to get a fair representation of the cores. Image selection is based on 
the position of the slice as well as avoiding the presence of artifacts which could greatly 
affect the results. On a side note, one should be aware of the level of uncertainty related 
with this method. There are two main sources which can cause an increase in the 
uncertainty. The first one is the scaling of the voxel, and the other one is the subjectively 
defined threshold values for pores and matrix.  
In addition, to match the 0.4 ml production, the diffusion coefficients need to be 
scaled down dramatically since the porosity of the core averages 17%. In order to mimic 
the original core condition, the overall porosity value was scaled down instead of the 
diffusion coefficients. The original preserved core porosity average was assumed to be 
6% based on the average values provided in literature (Sagar et al. 2010). A sample 
porosity distribution within a slice is shown in Fig. 45. 
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Fig. 45 – Porosity distribution for slice 3. 
 
 
The black grid blocks are null cells that have the porosity value of zero. Although 
it is hard to observe in the MicroCT images, Fig. 45 shows a trend that the outer layer of 
the core has considerably lower porosity than the inside of the core. This trend was 
observed on every porosity slice generated from the MicroCT images. This is possibly 
due to the damage on the core during coring or the re-sizing process before the helium 
porosimeter measurement. This is a potential source of error in the porosity 
determination. Other properties were determined using the same method mentioned in 
Section 4.4.4.1. 
The model was run at the immiscible condition as experiment II, which is 1600 
psi at 150 ºF.  
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4.4.5.2 Results and Discussions 
 Again, by mimicking the soaking and producing schedule during experiment II, a 
cumulative production curve was obtained from the model run. Slight scaling down of 
diffusion coefficient was made in order to obtain a 0.4 ml cumulative production shown 
in Fig. 46 below. The rate of production for each stage displays a decreasing trend.   
 
 
 
Fig. 46 – Cumulative oil production of experiment II 3D heterogeneous model. 
 
 
Since the assumption made for the model was that the change in CT number 
(ΔCT) corresponds to density change in the oil phase. The oil density change for a 
particular grid block depends on the mole fraction of CO2 at the time being considered. 
The oil density change can be observed in Fig. 47.  
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Fig. 47 – Oil density change over time for slice 3 at time 0 hr, 2 hr, 5 hr, 10 hr, 24 
hr, 48 hr, 72 hr, and 78 hr. 
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Fig.  47 Continued. 
 
 
 One should not expect to see the exact pattern in the change in density as the 
ones seen in the CT images from the experiment. However, similar trending can be 
observed. That is at different grid blocks with different properties, the change in density 
varies. However, similar to the CT images obtained from experiment II, one can observe 
the change in density is rather homogenous in comparison with the experiment I 
simulated results.  
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Properties that affect the degree of change in density are porosity, pressure, and 
diffusion coefficient. Water saturation also plays a role, however it is not accounted for 
in this case.  
4.5 Field Case Modeling 
A synthetic field case was developed to study the oil recovery mechanisms on a 
larger scale. To save computational time, a single stage with one fracture on a horizontal 
well was modeled. The main focus of this field study is to use the properties from the 
core model to predict and optimize the performance of CO2 injection in various cases.  
 The SRV can be viewed in the schematic shown below in Fig. 48.   
 
 
 
Fig. 48 – Schematic of the simulated reservoir volume (SRV). 
 
 114 
 
Rivera (2014) fully explored the effect of production pressure, CO2 injection 
time, injection length, number of cycles, soaking length, and permeability of matrix and 
natural fractures on the performance of a field scale cyclic gas injection in the Bakken 
formation in his study. In this study, the parameters used were obtained from core scale 
simulation, which is an improvement of the previously existed studies.  
4.5.1 Fluid Model and Reservoir Properties 
The fluid model for the experimental simulation was built based on the dead oil 
data from the reservoir. To model the fluid in the reservoir with little knowledge of the 
live oil properties, methane is combined with the dead oil components to create a live oil 
model to be used in the field model. In this section, since the model is built with field 
units, all units for tables and figures are switched from the previously used lab units to 
field units. Table 20 below contains the fluid properties of the recombined live oil 
model. Fig. 49 shows the phase diagram of the fluid. The bubble point pressure at 150 ºF 
occurs at 1200 psi. 
 
 
Component 
Mole 
Fraction, 
% 
Critical 
Pressure, psi 
Critical 
Temperature, R 
Acentric 
Factor 
Molecular 
Weight, g/mol 
CO2 1.00E-06 1055.88 547.56 0.23 44.01 
C1 0.34 667.20 343.08 0.01 16.04 
COMP1 0.22 497.47 1007.532 0.25 95.33 
COMP2 0.20 347.60 1068.05 0.40 124.12 
COMP3 0.15 248.97 1212.01 0.62 181.06 
COMP4 0.09 136.43 700.45 1.00 259.99 
Table 20 – Live oil composition and properties.  
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Fig. 49 – Phase diagram of the live oil. 
 
 
The live oil has lower MMP than the dead oil due to the change in composition. 
Using the MMP module in PVTsim, the MMP is estimated to be 1417 psi, and FMC is 
1789 psi at 150 °F. 
Fig. 50 and Fig. 51 below shows the density and viscosity change of the live oil 
at various pressures. As pressure increased, the density and viscosity both increased.  
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Fig. 50 – Oil density change at various pressure. 
 
 
 
Fig. 51 – Oil viscosity change at various pressure. 
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 During CO2 injection, as the CO2 mole fraction increases in the liquid phase the 
density and viscosity of the oil decrease as shown in Fig. 52 and Fig. 53. In addition, oil 
swelling occurs as more CO2 is mixed, and the saturation pressure increases as seen in 
Fig. 54 and Fig. 55.  
 
 
 
Fig. 52 – Oil density change at various CO2 mole fraction in oil. 
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Fig. 53 – Oil viscosity change at various CO2 mole fraction in oil. 
 
 
 
Fig. 54 – Oil volume change at various CO2 mole fraction in oil. 
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Fig. 55 – Saturation pressure change at various CO2 mole fraction in oil. 
 
 
The properties of the simulated reservoir are listed in Table 21 below.  
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Grid Dimension 63 x 13 x 10 
Fracture Half-length, ft 150 
Pseudo-Fracture Width, ft 1 
Pseudo-Fracture Permeability, mD 30 
Fracture Porosity, % 45 
Matrix Permeability, mD 1.00E-04 
Matrix Porosity, % 6 
Initial Water Saturation, % 10 
Initial Reservoir Pressure, psi 3000 
Reservoir Temperature, F 150 
Pay Thickness, ft 100 
HCPV, MSTB 40.72 
Table 21 – Simulated reservoir properties.  
  
  
The diffusion coefficients used were from experiment I simulation. Table 22 
below shows the diffusion coefficients after converting to field units.  
 
 
Component CO2 COMP1 COMP2 COMP3 COMP4 
Gas, ft2/day 2.69E-05 1.33E-06 1.20E-06 8.43E-07 6.32E-07 
Oil, ft2/day 9.18E-06 1.09E-06 1.01E-06 8.12E-07 6.35E-07 
Table 22 – Diffusion coefficient used in the field model.  
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4.5.2 Primary Depletion and Base Case 
4.5.2.1 Primary Depletion 
The bubble point pressure for the recombined live oil is at 1200 psi, which is 
below the MMP value. In this study, since the reservoir is slightly over pressured, the 
initial pressure of the reservoir is 3000 psi. Cases with different production pressures 
were considered for the primary depletion case, which will all be investigated for huff-n-
puff performance later. In this study, the bottom-hole pressure of the producer is a fixed 
value. Generally, to model the early time behavior of production, the bottom-hole 
pressure is adjusted to decrease with time to match the early increase in production due 
to wellbore cleaning. However, this can be ignored because the main objective of the 
study is not to match production, but to investigate the feasibility of CO2 huff-n-puff 
with parameters obtained from matching laboratory experiments. The production 
pressure for the different cases are 2000 psi, which is above the FMC pressure; 1550 psi, 
which is slightly above the MMP; 1300 psi, which is below the MMP but above the 
bubble point pressure; and 1000 psi, which is below the bubble point pressure. Table 23 
below shows the producer BHP and the recovery factors for the different cases. Fig. 56 
shows the pressure depletion only cumulative oil production for all cases for 5000 days. 
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 Producer BHP, psi Recovery Factor, % 
Case 1 1000 4.11 
Case 2 1300 2.24 
Case 3 1550 1.86 
Case 4 2000 1.24 
Table 23 – Cases with different producer BHP and the corresponding recovery 
factors.  
 
 
 
 
Fig. 56 – Cumulative oil production for the primary depletion cases with different 
producer BHP. 
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fracture regions dipped below bubble point pressure, the flow becomes two phase, and 
the gas coming out from solution provided extra energy for the flow.  
4.5.2.2 Huff n Puff 1 Cycle 
 In this section, 1 cycle of CO2 was injected following the primary depletion cases 
shown in the last section. The injection time was on day 1000 for all cases. The injectors 
were constrained by surface rate at 500 Mscf/day with BHP constraint at 3500 psi, which 
was assumed to be below the reservoir fracture pressure at the corresponding depth. Four 
cases were run, each with different primary depletion BHP shown in the last section. 
After 30 days of injection and 15 days of soaking, the production took place at the same 
pressure as the corresponding primary depletion BHP. Table 24 lists all injection cases 
as well as the corresponding depletion only cases. The recovery factors for all cases, as 
well as the recovery factor increment for each injection case were calculated. Fig. 57 
shows the cumulative oil production for all cases.  
 
 
 
Producer BHP, 
psi 
Recovery Factor, 
% 
Recovery Factor 
Increment, % 
Case 1 Depletion 1000 4.11 N/A  
Case 2 Depletion 1300 2.24 N/A 
Case 3 Depletion 1550 1.86 N/A 
Case 4 Depletion 2000 1.24 N/A 
Case 1 - 1 Cycle 1000 4.52 0.41 
Case 2 - 1 Cycle 1300 2.31 0.08 
Case 3 - 1 Cycle 1550 1.89 0.03 
Case 4 - 1 Cycle 2000 1.26 0.02 
Table 24 – Recovery factor for the different cases and recovery factor increment 
for the injection cases.  
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Fig. 57 – Cumulative oil production for all cases. 
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and provides extra energy for the flow. Unfortunately, the rest of the cases have very 
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saturated with pure CO2. This greatly reduced the chemical potential of CO2 existing in 
the fractures and very little CO2 was able to reach further into the nano-Darcy 
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permeability matrix with the small diffusion coefficient values obtained from laboratory 
experiment simulations. Therefore, the production after CO2 injection showed very 
minimal improvement because the primary change of oil properties still existed in the 
fracture regions. The improvement of production was mainly due to the viscosity 
reduction of the oil existed in the fractures.   
 Case 1 and case 1 with 1 cycle of injection were chosen to be the base case for 
the preceding studies in the following section.  
4.5.3 Sensitivity Analysis of Reservoir Properties 
4.5.3.1 Matrix Porosity 
 In this section, the matrix porosity was altered for various cases. Increasing the 
matrix porosity to 12% gave higher HCPV values. Table 25 below summarizes the cases 
and the corresponding recovery factors and recovery factor increments. Fig. 58 shows 
the cumulative production for all cases. 
 
 
 Matrix Porosity Recovery Factor, % Recovery Increment, % 
Case 1 Depletion 0.06 4.11 N/A 
Case 1 - 1 Cycle 0.06 4.52 0.41 
Case 2 Depletion 0.12 5.50 N/A 
Case 2 - 1 Cycle 0.12 5.89 0.38 
Table 25 – Recovery factor and recovery factor increment for different matrix 
porosity cases.  
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Fig. 58 – Cumulative production for matrix porosity sensitivity analysis. 
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simulation results, higher matrix porosity does not grant advantages during CO2 
injection due to the significantly smaller fracture/matrix PV ratio and the fact that CO2 
was unable to reach deep into the matrix. 
4.5.3.2 Matrix Permeability 
 As mentioned in the experiment simulation section, the matrix permeability did 
not have an effect on recovery because diffusion was the dominating oil recovery 
mechanism. In this section, the matrix permeability was increased by a factor of 10. 
Based on Table 26 and Fig. 59, increasing the matrix permeability significantly 
increased the recovery factor by more than two folds. The large increase in production 
can be observed starting early time. The recovery factor increment also increased for the 
cases with higher matrix permeability values. Based on this observation, convection due 
to pressure drawdown can be said to be the dominating mechanism instead of diffusion 
in a field scale model. The effect of diffusion will be discussed later on.  
 
 
 Matrix Permeability, mD Recovery Factor, % Recovery Increment, % 
Case 1 Depletion 1.00E-04 4.11 N/A  
Case 1 – 1 Cycle 1.00E-04 4.52 0.41 
Case 2 Depletion 1.00E-03 8.85 N/A 
Case 2 – 1 Cycle 1.00E-03 9.53 0.68 
Table 26 – Matrix permeability sensitivity analysis.  
 
 128 
 
 
Fig. 59 – Cumulative oil production of matrix permeability sensitivity analysis. 
 
 
4.5.3.3 Fracture Porosity 
In this section, the fracture porosity is reduced to 20% from the base case 45%. 
Since earlier discussion contributed the oil production mainly from the fracture regions, 
reducing the fracture storage would cause a decrease in production, which can be seen in 
Table 27 and Fig. 60.  
 
 
 Fracture Porosity Recovery Factor, % Recovery Increment, % 
Case 1 Depletion 0.2 3.63  N/A 
Case 1 – 1 Cycle 0.2 3.91 0.28 
Case 2 Depletion 0.45 4.11 N/A 
Case 2 – 1 Cycle 0.45 4.52 0.41 
Table 27 – Fracture porosity sensitivity analysis.  
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Fig. 60 – Cumulative oil production for fracture porosity sensitivity analysis. 
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Fracture 
Permeability, mD 
Recovery Factor, % Recovery Increment, % 
Case 1 Depletion 30 4.11 N/A  
Case 1 - 1 Cycle 30 4.52 0.41 
Case 2 Depletion 200 4.17 N/A 
Case 2 – 1 Cycle 200 4.82 0.65 
Table 28 – Fracture permeability sensitivity analysis.  
 
 
 
Fig. 61 – Cumulative oil production for fracture permeability sensitivity analysis. 
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pressure was assumed to be zero. The purpose is to exam whether interfacial tension 
reduction is a contributing production mechanism. Recall the conclusion drawn from 
laboratory experiment simulations that capillary pressure curves have no effect on the 
recovery factor. The same observation can be seen in Table 29 and Fig. 62. The reason, 
again, is because the fractures are the main source of production, and the capillary 
pressure in the fracture region is zero in the simulation.  
 
 
 Pcog range Recovery Factor, % 
Case 1 No Pcog 450 
Case 2 Mid Pcog 4.52 
Table 29—Sensitivity analysis of matrix capillary pressure.  
 
 
 
Fig. 62 – Cumulative oil production for matrix capillary pressure sensitivity 
analysis. 
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4.5.3.6 Effect of Diffusion 
 To answer the question of whether diffusion is the contributing mechanism 
during production from liquid shale reservoirs, the diffusion coefficient was deactivated 
in case 2. Two scenarios were investigated. In the first scenario, primary depletion and 
production after gas injection both occurred at BHP of 1000 psi. Table 30 and Fig. 63 
present the result for scenario 1. One can see that deactivating diffusion makes no 
difference in the overall production. This observation validated the previously drawn 
conclusion that the penetration of CO2 inside the matrix due to diffusion is limited. 
Especially in Scenario 1, where production occurs at pressure below the bubble point, 
the CO2 that was mixed with the oil during injection and soaking period would come out 
from solution, which does not aid in the process of matrix oil production.  
 
 
  Recovery Factor, % 
Case 1 Diffusion 4.52 
Case 2 No Diffusion 4.52 
Table 30 – Diffusion coefficient sensitivity analysis for 1000 psi BHP cases 
(Scenario 1).  
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Fig. 63 – Cumulative oil production for diffusion coefficient sensitivity analysis 
(Scenario 1). 
 
 
 
In the second scenario, primary depletion and production after injection occurred 
at 2000 psi, which is above the MMP as well as the bubble point pressure. Producing at 
2000 psi ensured that CO2 stays in solution during the production phase. In scenario 2, 
the effect of diffusion, although not very significant, can be observed as seen in Table 
31 and Fig. 64.  
 
 
  Recovery Factor, % 
Case 1 Diffusion 1.26 
Case 2 No Diffusion 1.22 
Table 31 – Diffusion coefficient sensitivity analysis for 1000 psi BHP cases 
(Scenario 2).  
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Fig. 64 – Cumulative oil production for diffusion coefficient sensitivity analysis 
(Scenario 2). 
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work, which does not really have a sound basis, especially when their reservoir pressure 
is a lot higher than the one in this work at the same reservoir temperature. A typical 
diffusion coefficient value is in the range of 10-8 to 10-10. The diffusion coefficients used 
in this study fall within this reasonable range.     
4.5.4 Sensitivity Analysis of Operational Parameters 
4.5.4.1 Time of First Injection 
 In this section, the time of the first injection cycle was studied. Table 32 
summarizes the first injection date. As shown in Table 32 and Fig. 65, starting the 
injection at a later time improved production. This is mainly because of the re-
pressurizing effect is larger when the reservoir is allowed to deplete for longer. 
However, as discussed in the study done by Rivera (2014), economic value of the project 
needs to be investigated because the optimal CO2 injection time varies for different 
cases.  
 
 
 First Injection Day Recovery Factor, % 
Case 1 N/A 4.11 
Case 2 500 4.43 
Case 3 1000 4.52 
Case 4 2000 4.63 
Table 32 – Sensitivity analysis on the starting time of the first injection cycle.  
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Fig. 65 – Cumulative oil production of sensitivity analysis on the starting time of the 
first injection cycle. 
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viscosity further, but also raises the chemical potential of CO2 in the fracture and allow 
more CO2 to go into the matrix.  
 
 
 Injection Rate, MSCF Recovery Factor, % 
Case 1 N/A 4.11 
Case 2 500 4.52 
Case 3 5000 4.74 
Table 33 – Sensitivity analysis on injection rate. 
 
 
 
Fig. 66 – Cumulative oil production for sensitivity analysis on injection rate. 
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4.5.4.3 Injection Pressure 
Three cases were investigated in this section. Case 1 is the base case in which the 
injector BHP constraint is at 3500 psi. Case 2 is an immiscible injection case with 
injector BHP constraint at 1400 psi. Case 3 is a continuation of the capillary pressure 
study, in which the capillary pressure of case 2 is set to be zero. 
From Table 34 and Fig. 67, one can see the increase in the recovery factor when 
pumping at higher pressure. Case 2 proves that even under immiscible condition, re-
pressurizing the reservoir (or rather the fracture) and providing gas drive can help with 
production. Case 3 further validated that the recovery factor is not affected by oil/gas 
capillary pressure of the matrix.  
 
 
 Injection Pressure, psi Recovery Factor, % Note 
Case 1 3500 4.52   
Case 2 1400 4.27  
Case 3 1400 4.27 No Pcog 
Table 34 – Sensitivity analysis of injection pressure.  
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Fig. 67 – Cumulative oil production of injection pressure sensitivity analysis. 
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 Injection Duration, day Recovery Factor, % 
Case 1 N/A 4.11 
Case 2 10 4.50 
Case 3 30 4.52 
Case 4 60 4.58 
Case 5 200 4.66 
Table 35 – Sensitivity analysis of the length of injection time.  
 
 
 
Fig. 68 – Cumulative oil production of injection duration sensitivity analysis. 
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in production due to the longer shut-in time. However, keep in mind that the cases with 
15 days and 100 days shut in time achieved similar recovery factors as the 1 day shut in 
case, which means that the production rate was still slightly enhanced for the longer 
soaking time cases to make up for the production time losses.  In other words, the longer 
soaking time allowed some degree of CO2 penetration into the matrix. Unfortunately, 
because the diffusion coefficient is small, the improvement was not very pronounced.  
 
 
 Soaking Time, day Recovery Factor, % 
Case 1 N/A 4.11 
Case 2 1 4.53 
Case 3 15 4.52 
Case 4 100 4.52 
Table 36 – Sensitivity analysis for soaking time.  
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Fig. 69 – Cumulative oil production for soaking time sensitivity analysis. 
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investigated. From Table 37 and Fig. 70, one can see that more injection cycles 
produced higher oil volumes. However, Fig. 70 also indicated the increment in recovery 
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 Injection Cycle Recovery Factor, % 
Case 1 N/A 4.11 
Case 2 1 4.52 
Case 3 2 4.81 
Case 4 3 5.04 
Table 37 – Sensitivity analysis of number of injection cycles. 
 
 
 
Fig. 70 – Cumulative production of number of cycles sensitivity analysis. 
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°F, the LPG is in liquid phase and can mix with the resident oil at any proportion above 
200 psi, even under the saturation pressure. The reason to consider LPG injection is 
because LPG develops miscibility with oil at a much lower pressure than CO2 and does 
not produce acidic solutions with water. Table 38 and Fig. 71 summarizes the 
performance of both CO2 and LPG in a one cycle huff n puff scheme. From Table 38, 
one can conclude that CO2 outperformed LPG by almost 1% in recovery. In addition, if 
compared with a primary depletion only case (recovery factor of 4.11%), injecting LPG 
actually hurt recovery in this case. Furthermore, the cost of LPG is significantly more 
expensive than that of CO2. Therefore, in this particular reservoir, LPG huff n puff 
scheme is not economical. 
 
 
 Injected Solvent Recovery Factor, % 
Case 1 CO2 4.52 
Case 2 LPG 3.88 
Table 38 – Comparison of CO2 and LPG performance.  
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Fig. 71 – Cumulative production of CO2 and LPG injections. 
 
 
4.5.4.7.1 Reservoir Temperature 
 The reservoir temperature was increased to 241 °F (Bakken temperature) in this 
part of the study to investigate the change in performance of both CO2 and LPG 
injections. Table 39 and Fig. 72 show that at higher temperature and same operating 
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increased accordingly as the reservoir becomes deeper (higher pressure and higher 
temperature).  
 
 
 Injected Solvent Reservoir Temperature, F Recovery Factor, % 
Case 1 CO2 150 4.52 
Case 2 LPG 150 3.88 
Case 3 CO2 241 7.42 
Case 4 LPG 241 7.73 
Table 39 – Recovery factor of CO2 and LPG injections at different reservoir 
temperatures.  
 
 
 
 
Fig. 72 – Cumulative production of CO2 and LPG injections at different reservoir 
temperatures. 
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4.5.4.7.2 Different LPG Compositions 
This section investigated the performance of LPG with different compositions in 
comparison with CO2 by adding 20%, 40%, 60%, and 80% of C2 into the C3 and C4 
mixture. The mole fractions of C3 and C4 were kept the same at 33% and 64%. In case 5, 
where 80% of C2 was added, the fluid is above its critical pressure at the give 
temperature of 150 °F. As seen in Table 40 and Fig. 73, adding C2 into the LPG only 
slightly improved its performance. However, the recovery factor (even with 80% of C2 
added) was still below the recovery factor from the primary depletion only case, which is 
4.11%. Combining the conclusion drawn from the previous two sections, LPG is not 
recommended as the injected solvent in the huff n puff process for the simulated 
reservoir.  
 
 
 Injected Solvent Recovery Factor, % 
Case 1 CO2 4.52 
Case 2 20% C2 LPG 3.87 
Case 3 40% C2 LPG 3.88 
Case 4 60% C2 LPG 3.91 
Case 5 80% C2 LPG 3.99 
Table 40 – Performance of LPG with different amount of C2 added.   
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Fig. 73 – Cumulative production of LPG cases with different amount of C2 added. 
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5. CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 Conclusions 
Core scale simulation: 
1. Cross-phase diffusion must be included to properly model the diffusion 
process.  
2. During the core flood experiments, diffusion and achieving miscibility are the 
main mechanisms contributing to oil recovery. Deactivating diffusion 
resulted in zero oil production despite the fact that certain amounts of CO2 
were able to enter the core due to the initial pressure difference between the 
fracture and the matrix (convection). Oil volume swelling has no effect on oil 
production. 
3. The oil recovery factor is sensitive to the following parameters: matrix 
porosity, fracture porosity, saturation, region pressure, and diffusion 
coefficient. 
4. The oil recovery factor is not sensitive to the following parameters: matrix 
permeability, fracture permeability, relative permeability, and capillary 
pressure.  
5. By changing the porosity values and diffusion coefficient, a final production 
of 0.4 ml was achieved from the models following the experimental 
schedules.  
Field scale simulation: 
 150 
 
1. Injecting CO2 when pressure is below the bubble point pressure has more 
pronounced impact on improving oil recovery. Whereas, injecting CO2 when 
pressure is still above the bubble point pressure (or the MMP) does not have 
a significant impact on oil recovery. Re-pressurizing the reservoir (or rather 
the fractures) and solution gas drive are the contributing mechanisms for 
improved oil recovery.  
2. The oil recovery factor is sensitive to the following parameters: matrix 
porosity, matrix permeability, fracture porosity, fracture permeability, time of 
first injection, length of injection time, injection rate, injection pressure, 
number of cycles, and reservoir temperature.  
3. The oil recovery factor is not sensitive to the following parameters: capillary 
pressure, diffusion coefficient, and length of soaking time. 
4. Unlike the laboratory core flood experiment, the fractures cannot be fully 
saturated with CO2 during a cyclic gas injection. Therefore, although 
diffusion was the mechanism responsible for oil production during the 
experiment, it has little contribution in the field case.  
5. Although LPG can develop miscibility with oil at much lower pressure (even 
below saturation pressure), CO2 injection outperformed LPG injection in the 
huff n puff field case. Varying the composition of LPG can slightly improve 
its performance.  
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5.2 Future Work Recommendations 
Modeling shale reservoir characteristics at nano-scale is a difficult task. This 
study provided a preliminary basis for the future studies to better understand the mass 
transfer and recovery mechanisms for liquid rich shale reservoirs using CO2. Many 
aspects could not be included in this study due to the many limitations. In future work, 
the following attributes could be considered in the modeling process: water movement 
due to capillary forces; CO2 solubility in water; non-Darcy flow in fractures and matrix 
such as Knudson diffusion; hysteresis; gas adsorption in the kerogen network. Better 
rock characterization is needed to provide a solid base for simulation works, such as the 
organic and inorganic matrix with multiple porosity systems as shown in the study by 
Yan et al. (2013). In addition, fluid behavior in nano-scale pores differs from that in bulk 
volume. Corrections should be done on the fluid PVT properties in confined spaces as 
proposed in the studies by Teklu et al. (2013) and Teklu et al. (2014).  Using a black oil 
model to match the results obtained from compositional model can be considered. 
Lastly, field case direct injection with multiple wells can be modeled and results can be 
compared with the huff n puff case.  
For future experimental work, adding a tracer in the injected CO2 can track the 
movement of CO2 molecules over time, which can provide a better understanding of the 
diffusion process and experimental values of the diffusion coefficients.   
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