In this work, a dense recurrent convolutional neural network (DRCNN) was constructed to detect sleep disorders including arousal, apnea and hypopnea using Polysomnography (PSG) measurement channels provided in the 2018 Physionet challenge database. Our model structure is composed of multiple dense convolutional units (DCU) followed by a bidirectional long-short term memory (LSTM) layer followed by a softmax output layer. The sleep events including sleep stages, arousal regions and multiple types of apnea and hypopnea are manually annotated by experts which enables us to train our proposed network using a multi-task learning mechanism. Three binary cross-entropy loss functions corresponding to sleep/wake, target arousal and apneahypopnea/normal detection tasks are summed up to generate our overall network loss function that is optimized using the Adam method. Our model performance was evaluated using two metrics: the area under the precision-recall curve (AUPRC) and the area under the receiver operating characteristic curve (AUROC). To measure our model generalization, 4-fold cross-validation was also performed. For training, our model was applied to full night recording data. Finally, the average AUPRC and AUROC values associated with the arousal detection task were 0.505 and 0.922, respectively on our testing dataset. An ensemble of four models trained on different data folds improved the AUPRC and AUROC to 0.543 and 0.931, respectively. Our proposed algorithm achieved first place in the official stage of the 2018 Physionet challenge for detecting sleep arousals with AUPRC of 0.54 on the blind testing dataset.
algorithms based on other machine learning methods such as decision trees or logistic regression that assume an underlying structure to the model. Different deep learning methods are used in the 2018 Physionet challenge to detect non apean/hypopnea sleep arousals [15] [16] [17] [18] [19] [20] . A good review of all the methods and models that were designed for the challenge as well as the clinical and demographic characteristics of the challenge dataset are also given in [21] .
The purpose of this work is to determine how accurately non-apnea/hypopnea arousals can be detected with the use of deep learning methods. Automating the accurate detection of sleep arousals may allow larger scale studies to be performed to better determine what future health risks are correlated with arousal frequency. There are a few research directions to consider when trying to convert our algorithm into something that is widely applicable. The first concern is that all of the data from this challenge was collected with one equipment setup and from one site. Extending this so that it can work with different sensor channel availabilities and ensuring that it preserves its performance across a range of different sites is still necessary. Moreover, although the advent of deep learning approaches has enable us to process big amount of biomedical data with less or no feature engineering process and to also improve the performance of our detection algorithms, the explainability and interpretability of the generated results to sleep physicians and professional clinicians is still a big challenge. The robustness, reproducibility and consistency of our designed deep learning approaches are other important requirements for having a positive impact on the future of sleep medicine. More discussions regarding the benefits and limitations of this study is also given in Section 6. This work was done as part of the Physionet/Computing in Cardiology Challenge 2018 and is the extended version of [22] .
Methodology
Recently, convolutional neural networks (CNN) have gained a lot of interest in physiological signal processing due to their ability to learn complex features in an end to end fashion without extracting any hand-crafted features [23, 24] . In this work, a dense recurrent convolutional neural network is proposed primarily to detect arousal regions as well as apnea/hypopnea and sleep/wake intervals using PSG data provided in the 2018 Physionet challenge. Our network is a modified DenseNet that is proposed in [25] and is composed of multiple dense convolutional units (DCU), where each is a sequence of convolutional layers that are all connected to provide maximum information flow. It ends with a bidirectional long-short term memory layer (LSTM) with a residual skip connection and extra convolutions to convert the LSTM hidden states from forward and backward passes to the output shape. To compute the probability of different sleep events at each sample during training process as well as computing losses, a remapping mechanism is also proposed to simplify the network decision making process. Moreover, other task labels such as apnea-hypopnea/normal and sleep/wake are used as auxiliary tasks in a multi-task learning framework to share representations between related tasks and to improve our model generalization on our desired task which is the arousal detection.
Materials and Pre-Processing
The dataset includes PSG data from 1,985 subjects which were monitored at the MGH sleep laboratory for the diagnosis of sleep disorders. The data were partitioned in two sets; the first set (n = 994), and the second set (n = 989), where only the first set's labels were provided publicly to train and evaluate a model detecting target arousal intervals. In this work, the first set was divided into 794 training, 100 validation and 100 testing records, and the second set is the blind test set that was only used in the challenge to rank submitted models. Each record in this dataset includes multiple physiological signals that were all sampled at 200 Hz and were manually scored by certified sleep technicians at the MGH sleep laboratory according to the AASM guidelines. More details regarding the dataset and available annotations for different sleep analysis purposes are provided in [21] .
In this work, the PSG measurements (12 channels) are used to design an arousal detector model. The electrocardiogram (ECG) signal which is not necessary for sleep scoring is excluded from our analysis. First, an anti-aliasing finite impulse response (FIR) filter is applied to all channels, where the -3dB cut-off point is 28.29 Hz. Second, the channels are downsampled to 50 Hz and the DC bias is removed. Finally, the channels are individually normalized by removing the mean and the root-meansquare (RMS) of every channel signal in a moving 18-minute window using fast Fourier transform (FFT) convolution which is the speed-optimized form of a regular convolution. According to the AASM guidelines, the baseline breathing is established in 2 minutes. Normalizing over 18-minute interval ensures 90% overlap between the two ends of the baseline window. To make it clear, an example is given as follows: If the beginning of the 2-minute baseline window occurs at 9 minutes, then the end of the baseline window will occur at 11 minutes. The sliding window that will be used to normalize the sample at 9 minutes will be from 0 minutes to 18 minutes, and the sliding window that will be used to normalize the sample at 11 minutes will be from 2 minutes to 20 minutes. The total normalization window used is 20 minutes in duration, and 18 minutes is 90% of this. A high percentage overlap is desired to make sure that any important variation in breathing is not normalized out. Our proposed normalization process is not applied to the oxygen saturation (SaO2) measurement that is only scaled to be limited in (-0.5, 0.5) to avoid saturating the neural network with large values.
Sleep Disorder Detector Model
In this section, the DRCNN structure that is proposed to detect arousal regions as well as other sleep events is explained. The multi-task learning framework is also described in which all available annotations associated with the sleep/wake, arousal and apnea-hypopnea/normal events are employed to improve our network generalization.
DRCNN Network Structure
In this work, our proposed DRCNN is trained and evaluated using data downsampled to 50 Hz to decrease computational effort and to fit a full night recording into memory to be applied to the network. The network is composed of multiple blocks, DCU1, DCU2 and LSTM which are displayed in Figure 1 . First, there are three DCU1s, each followed by a max-pooling layer to down-sample input signals to one entity per second. According to Figure 2 , the total pooling size of three successive max-pooling layers is 2 * 5 * 5 = 50, which enables one to down-sample the 50 Hz input signal to 1 Hz. This is followed by eleven DCU2s. The DCU1s and DCU2s have similar structure comprising two sequences of two depthwise separable convolutional layers followed by the scaled exponential linear unit (SELU) activation functions.
In DCU2, weight normalization, position-wise normalization and stochastic batch normalization [26] with a channel specific affine transform are also applied on convolutional layer outputs before using SELU activation function. Position-wise normalization involves subtracting the mean and dividing by the standard deviation across the channel dimension independently for each time step. To extend the DCU2 receptive field, dilated convolutions are also employed, where the dilation rates are first increased exponentially with the depth of the network along the first six DCU2s, and then are exponentially decreased along the remaining ones [27] . However, in DCU1, neither a position-wise normalization nor a dilation factor is applied. Stochastic batch normalization is used in both DCU1 and DCU2.
Following the DCUs, an LSTM layer with a residual skip connection (linear 1 × 1 convolution) is also applied across the input channel temporal dimension. Finally, two more convolutional layers with 1 × 1 mapping are used to convert the LSTM hidden states from forward and backward passes to the output shape. The hyperbolic tangent (tanh) is applied before the last convolutional layer that leads to the more stable training process. Weight normalization is applied on each of the three convolutional layers in the LSTM block. The overall structure of our proposed DRCNN is displayed in Figure 2 . The usefulness and contribution of each element of our proposed DRCNN structure is evaluated in details in Appendix A, where the ablation study results are given.
Learning Mechanism
In this work, a multi-task learning mechanism is used to improve the generalization of our proposed arousal detector model and to learn more complex features through using other correlated tasks such as apnea-hypopnea/normal and sleep/wake detection. The ground truth corresponding to each task is a vector with two or three conditions that is defined as follows:
• Target arousal detection task: (target arousal = 1, non-target arousal (apnea/hypopnea or wake) = -1, and normal = 0), • Apnea-hypopnea/normal detection task: (all types of apnea/hypopnea = 1, and normal = 0),
• Sleep/wake detection task: (sleep stages (REM, NREM1, NREM2, NREM3) = 1, wake = 0, and undefined stage = -1)
Considering the above possible conditions associated with every task, 18 combinations can be defined. To investigate the distribution of the data associated with all combinations, a histogram of the labelled data was obtained. Among all 18 histogram bins, only 12 bins were non-empty. Figure 3 displays 12 non-empty bins, where each represents a certain combination of labels corresponding to three detection tasks. To simplify the structure of the network output layer that computes joint probabilities, the non-empty bins are remapped to 4 bins that are displayed in green color in Figure 3 . All the red bins corresponding to the beginning of the record before annotating the first sleep epoch (undefined sleep stage) are remapped to bin 0. The data associated with bin 0 are still processed by our model during training, however they do not contribute to the loss gradient.
It is by definition impossible to get a sleep disorder while the subject is awake (condition in bin 4). This happens because according to the AASM guidelines, the sleep stages are annotated in 30-second epochs. Therefore, it is necessary to update sleep/wake detection task labels upon reaching such a state. For this purpose, bin 4 is remapped to bin 5. Similarly, bin 2 is remapped to bin 1 because when the arousal label is -1 and no apnea or hypopnea is present, the subject must be awake.
The last convolutional layer of our proposed DRCNN has four output channels that are soft-maxed to compute joint probabilities corresponding to bin 1 (wakefulness), bin 5 (apnea-hypopnea), bin 7 (normal sleep) and bin 10 (target arousal). Then, the predicted target arousal, apnea-hypopnea/normal and sleep/wake marginal probabilities are computed as: P(target arousal) = P(bin 10), P(non-target arousal or normal) = P(bin 1) + P(bin 5) + P(bin 7), P(apnea/hypopnea) = P(bin 5), P(no apnea and hypopnea) = P(bin 1) + P(bin 7) + P(bin 10), P(wake) = P(bin 1), and P(sleep) = P(bin 5) + P(bin 7) + P(bin 10).
To train our DRCNN, the apnea-hypopnea/normal and sleep/wake are used as auxiliary detection tasks, whereas the target arousal detection is the desired task. The total cross-entropy loss is computed as the weighted average of loss values corresponding to the desired and auxiliary tasks, where the target arousal loss weight is set to 2 and the weights of other task losses are set to 1, since the auxiliary tasks are less important than the desired task. The higher target arousal loss weights did not have a positive impact on target arousal detection. The network weight parameters are optimized by using the Adam method without weight decaying. The learning rate is set to the default value of 0.001. In every epoch, 100 full-night recordings are randomly selected and processed through the network. The learning process is stopped if no improvement is achieved on validation records or no more decrease in validation loss. It must be noted that in our work, the epoch definition is different from the general notion; it is applying 100 Figure 3 . Bins remapping mechanism to simplify multi-task learning process: The four green rows respectively indicate the sleep status (awake, apnea-hypopnea, normal sleep and target arousal) which constitutes the big portion of the data, the six red bins indicate the initial stage of the sleep which is undefined and constitute only a very small portion of the data for which the network is not penalized and the two yellow bins are the transition stages that are mapped to the green bins due to inconsistency among their labels. The definition of labels is given in the beginning of Section 4.2.
full-night recordings to the network, not the full training set. Also, a record may appear in more than one epoch. Refer to the provided pseudo-code to get more information regarding our model learning process as well as the record indices corresponding to training, validation and testing data sets.
To evaluate the performance of the network, the AUPRC and AUROC are obtained for validation data and the model is checkpointed if there is any improvement with any of the above scores. The full training process is repeated four times across different folds of training and validation data and finally the predictions of our four models are averaged to obtain ensemble model predictions. The record indices corresponding to the four folds of cross validation are indicated in the following pseudo-code.
According to the given pseudo code, the shuffling of the indices uses a fixed random seed so that the splits are reproducible. Some details are omitted for clarity: SampleRecord() chooses a record index uniformly at random and loads the associated signals and targets, EvaluateValidationPerformance() computes the average precision for the arousal task from the model predictions over the validation data split. The testing split is not used in this procedure, but is shown for exposition. Note that we define an epoch as 100 updates of the model on 100 records, and one evaluation of the model on the validation data.
Empirical Results
The proposed DRCNN is applied to all available PSG channels, excluding ECG signal. The network hyper-parameters and learning procedure are explained in Section 4. The PSG channels are first pre-processed as described in Section 3. To train our network, the available annotated data are divided into four folds, where each includes 794 training, 100 validation and 100 consistent testing records. In each fold, a record only belongs to one of the training/validation/test dataset. Our network input is down-sampled to 50 Hz and the input is composed of 12 PSG channels, each with the fixed duration of 7 hours (7*3600*50 samples). Shorter records are zero-padded, and the labels of the padded samples are set to (-1) which are all transferred to bin 0 in Figure 3 . The data associated with bin 0 are still processed by our model during the training, however they do not contribute to the loss gradient. Using a multi-task learning process, the AUPRC and AUROC are obtained for sleep/wake, target arousal and apnea-hypopnea/normal detection tasks. Table 1 displays the performance metrics measured for each fold of cross-validation as well as the average performance on validation records across the 4 folds.
Using four trained models on different data folds, their corresponding predictions are averaged to form an ensemble model prediction. The ensemble model strategy improves the performance compared to the single model strategy. Table 2 displays single and ensemble model performance evaluation results on the consistent test set. According to the details given in Section 4.1, our network input and output frequencies are 50 Hz and 1 Hz , respectively. However, to evaluate the performance of our network on testing data set and to measure the performance metrics, the network output predictions are up-sampled to the original 200 Hz.
Finally, the average AUPRC and AUROC values associated with the target arousal detection task were 0.505 and 0.922, respectively on our testing dataset. An ensemble of four models trained on different data folds improved the AUPRC and AUROC to 0.543 and 0.931, respectively. To evaluate our ensemble network on other sleep events detection tasks, three popular metrics are measured as follows: 
where TST, TRT, SE, AI and AHI correspond to the total sleeping and recording times, sleep efficiency, arousal index and apnea-hypopnea index, respectively. According to the available sleep monitoring literature, the aforementioned metrics are used to identify subjects with sleep disorders as well as to estimate their severity. In [28] , the AHI is graded into four groups, namely as normal (AHI between 0 to 5), mild (AHI between 5 to 15), moderate (AHI between 15 to 30) and severe (AHI above 30). The higher AHI grades are the more serious sleep disorder problems which have to be treated appropriately using various methods such as the continuous positive airway pressure (CPAP) machine or other oral appliances. According to [10] , it is required to measure the duration of an apnea-hypopnea condition to compute the AHI. Only the apneahypopnea episodes that are longer than 10 seconds contribute to the AHI computation. In our work, a label is predicted for every sample of an individual record. Hence, the duration of an apnea-hypopnea episode using the predicted labels corresponding to every sample of a record can easily be measured. To obtain the apnea-hypopnea predicted labels, a threshold of 0.2 is applied on our model output prediction associated with the apnea-hypopnea. This threshold is set by trial and error, using only the training and validation data to maximize the apnea-hypopnea average detection accuracy. However, it would be recommended to incorporate this threshold in the training process to find its optimal value, which is part of the future work. The mean absolute errors and the average actual and predicted values of the above metrics are measured and displayed in Table 3 for the first fold of the validation data as well as our testing records. The confusion matrix of the AHI grade estimation task using our DRCNN model is also displayed in Tables 4 and 5 corresponding to validation and testing data sets, respectively. To evaluate the performance of our model in estimating apnea-hypopnea severity grade, the accuracy, normal grade over-estimation rate (OSR) and the other grades under-estimation rates (USR) are computed and displayed in Table 6 for validation and testing data sets using their corresponding confusion matrices. The normal grade OSR is the rate of subjects that are incorrectly diagnosed with higher apnea-hypopnea severity grades and the other grades USR is the rate of subjects within each category whose apnea-hypopnea severity grades are underestimated.
The overall USR associated with all grades of apnea-hypopnea excluding the normal grade is 0.14 and 0.22 for the first fold of validation data and the testing records, respectively. Moreover, the sensitivity and specificity of our proposed method in estimating different apnea-hypopnea severity grades are measured and displayed in Table 7 . Since the apnea-hypopnea severity grade is a multi-class problem, the sensitivity and specificity are calculated using a one-versus-all method. All experiments were performed on Nvidia GEFORCE GTX 1080 Ti GPU with the memory size of 11 GB. The average training and validation times are 214 and 110 seconds, respectively.
The code was developed in Python 3.6, using the Pytorch library and is shared on GitHub: https://github.com/matthp/Physionet2018_Challenge_Submission.
Discussion
According to the given empirical results in Section 5, the ensemble model strategy not only improves the target arousal detection performance metrics, but also enables us to detect apnea-hypopnea as well as sleep/wake intervals. Other researchers used deep learning as well as feature-based approaches in the 2018 Physionet challenge to detect non apean/hypopnea sleep arousals. Our work is compared with several of them in terms of the achieved AUPRC in Table 8 . Table 8 shows that our proposed DRCNN outperforms the other models submitted to the 2018 Phsyionet challenge, excluding the one in [19] which utilized a hyperparameter search to achieve the best model, but not during the official stage of the [16] Neural network with auxillary loss 0.460 Mar Priansson et al. [17] Bidirectional recurrent neural network 0.452 He at al. [15] Deep neural networks with LSTM 0.430 Warrick & Homsi [29] Scattering transform and recurrent neural network 0.375 Li at al. [18] End-to-end deep learning 0.315 Zabihi et al. [20] 1D convolutional neural network 0.310 Zabihi et al. [30] State distance analysis in phase space 0.190 (*) Submitted outside the time frame of the official stage of the 2018 Physionet challenge. The AUPRC is given for their internal test set, but not the official blind test set of the challenge.
challenge. Having a hyper-parameter search is highly recommended as an extension of the current work to achieve the optimal results for the sleep arousal detection problem. Moreover, our model achieves a higher AUROC (0.931 vs. 0.916) on our test set compared to [19] . Additionally, the model in [19] is evaluated on an internal test set of 97 recordings (comparable to our testing dataset with a size of 100), but our model and the other given models in Table 8 are further validated on the 989 subjects in the blind test set. Although our proposed DRCNN is primarily developed to detect arousal regions, the multi-task learning framework and the added auxiliary tasks enable us to deploy our model for detecting different types of sleep disorders including arousal, apnea and hypopnea. Table 3 confirms that our DRCNN model estimations of SE, AI and AHI are fairly accurate, thus can be used for generating the automated sleep monitoring report for sleeping subjects with low estimation errors. Note that in most of the misclassified cases, our model overestimated the apnea-hypopnea severity which is more acceptable than underestimating the severity grade or not detecting at all, since false positives are less onerous for a technician to correct than false negatives.
While not the main goal of this work, our model achieves reasonable performance on the detection of apnea/hypopnea events as well as sleep/wake conditions from PSG data. To have a fair comparison with other works on apnea/hypopne or sleep/wake detection, we need to consider either of them as the desired one (assigning a higher weight to its corresponding loss) or design a more focused network on the desired detection task. Therefore, it is possible that other existing available methods in the literature have achieved better results in apnea/hypopnea or sleep/wake detection task than what is achieved in this study.
In [31] a dynamic state modelling algorithm is utilized to automatically detect respiratory events (apena/hypopnea) from PSG data with an accuracy of 90% compared to one annotator and 95% to a second annotator. In [32] , machine learning techniques are employed to detect sleep apnea in 25 patients with suspected sleep disordered breathing with accuracy, specificity and sensitivity all around 82%. In [33] , a deep learning model is used to classify sleep/wake from PSG data with 98.06% accuracy on the sleep-EDF public dataset [34] and 97.62% accuracy on the expanded sleep-EDF data set. In [35] , a support vector machine model is used to estimate sleep/wake stages from PSG data with an accuracy of 89.66%, an F1 score of 83.25%, specificity of 96.06% and sensitivity of 83.26%.
It is not clear what the clinical usefulness of this model is without further investigation. One area that needs to be clarified is a better comparison to human level performance. Each record in this dataset was only annotated by a single human scorer. Hence, comparison of the model outputs to the human annotations cannot account for inter-scorer variability [8] . A dataset with multiple independent annotations per record would provide an ability to compare the performance measures of different scorers against each other and against the model outputs. If this reveals a significant difference, than either more work needs to be done to bring this model to human level performance, or a better understanding of how an imperfect model can be usefully incorporated into the clinical workflow is necessary.
The primary limitation of this study is that the data is from a single site. There is no way to determine how a model trained on this data would generalize to other sites without collecting additional labeled data from those sites. This problem is further exacerbated by the dependence on 12 out of the 13 Polysomnography channels available from the equipment used at this site. Another site that does not use the same equipment, or at least provide the same channels, would not be able to use a trained model on this data. A new model with a similar architecture could be trained on data from different sites and equipment to develop a model that generalizes accordingly.
It must also be note that the low value for AUPRC (∼ 0.5) and high value for AUROC (∼ 0.9) indicates that there is more of a trade-off between sensitivity and precison than there is between sensitivity and specificity. For any given threshold, the sensitivity will be the same, but the specificity will be expected to be higher than the precision. This discrepancy between the two can occur in highly skewed datasets where most of the data is normal.
Conclusion
In this paper, a modified version of the dense convolutional neural network comprising multiple convolutional and LSTM blocks is proposed to detect sleep disorders including arousal, apnea and hypopnea using 12 PSG channels that are provided in the 2018 Physionet challenge database. To improve our network generalization and to use information from correlated tasks, a multi-task learning procedure using hard parameter sharing framework is also exploited in this work. Four DCRNN models are trained and evaluated on different subsets of training and validation data. Finally, an ensemble model is obtained through computing the average prediction of the above four models. The results confirm the superiority of the ensemble model against a single model approach. On the challenge blind testing dataset, the ensemble model achieves an AUPRC of 0.54 which is the first-place entry in the Physionet challenge official stage. Turn on position-wise normalization in DCU1 block Exp. 4 Turn off position-wise normalization in DCU2 block Exp. 5 Remove bidirectional LSTM layer Exp. 6 Remove FFT convolution-based signal normalization explained in Section 3 Exp. 7 Remove residual mapping from the LSTM block Exp. 8 Remove weight normalization for all convolutional and LSTM layers Exp. 9 Remove auxiliary tasks (apply single task (arousal detection) learning) Exp. 10 Fix the dilation rates for the second part of the DCU2 block (last five dense units) to one 
Appendix A. Ablation Study
To elucidate the contributions of our proposed DRCNN components, an extensive ablation study including multiple experiments was performed. In each experiment, only one component was modified or removed with respect to the baseline model that is our proposed DRCNN with the architecture given in Figure 2 . All the ablation study models were trained and evaluated using the first fold of our data. The performance metrics of AUPRC and AUROC were measured for the first fold of validation data as well as the consistent testing records and were compared among different experiments. Tables A1 and A2 respectively give the list of ablation study experiments and the AUPRC and AUROC corresponding to all three tasks addressed in our multi-task learning framework for the first fold of the validation data set. Similarly, Table A3 displays the ablation study results for our consistent testing records, using the model that is trained on the first fold. It must be noted that the training process was stopped at Epoch 500 in every ablation study, and the model with the highest performance on the validation data set was saved to be evaluated on our testing records. It can be concluded from the ablation study models applied on our testing records, that the AUPRC and AUROC performance metrics are marginally or highly decreased in all experiments, excluding Exp. 2 and Exp. 5, compared to our proposed original model. This confirms the positive contribution of the components that were added to our proposed structure, specifically the contribution of the residual mapping in the LSTM block as well as activating the position-wise normalization in DCU2 and disabling it in Table A3 . Ablation study results for the testing records using the single model strategy that is trained on the first data fold. Figure A1 . Training progress of models, given in Table A1 , measured by the improving AUPRC values of the (a) target arousal, (b) apnea-hypopnea/normal, and (c) sleep/wake detection tasks for the first fold of the validation dataset versus the epoch number.
DCU1.
In experiments 2 and 5, the AUPRC and AUROC are slightly improved as compared to the original model, which is not a major issue but still need further investigations. It seems that both RELU and SELU activation functions work similarly in this problem, however SELU is still preferred over RELU due to its self-normalizing benefit that limits the risk of dying neurons [36] .
In order to compare the convergence speed of the experiments, the training progress is displayed in Figure A1 associated with our three detection tasks of every ablation study, where the improving AUPRC values are depicted versus the corresponding epoch number. According to Figure A1 , the original model converged to its highest AUPRC value on the validation set faster that the other models, excluding the model trained in Exp. 2. The only model that is as good as the original one in terms of the convergence speed is the model trained in Exp. 10 (with fixed dilation) which is not as accurate as the original model in terms of the AUPRC values. Although the AUPRC values obtained from the model in Exp. 5 are marginally higher than those obtained from the original model, the original model converges faster. It must also be noted that the AUPRC/AUROC values as well as the convergence trends of the apneahypopnea/normal and sleep/wake detection tasks obtained from the model in Exp. 9 (single task) are not valid, because the model was only trained to detect arousal.
As a result, considering both the performance metrics and the training convergence speed, our proposed original model outperforms the other models that are evaluated in the ablation study, except the Exp. 2 (SELU replaced by RELU). To evaluate the contribution of the SELU activation function, further experiments are suggested to be performed using other training and validation data folds as well as the blind testing set which is out of the scope of the current paper.
