




















Compactifications des espaces de configuration dans les sche´mas de
Hilbert
L. Evain (evain@tonton.univ-angers.fr)
Re´sume´: Soient F (X,n) := Xn − ∆ le comple´mentaire de l’union ∆ des diagonales dans Xn,
et U un quotient (e´ventuellement trivial) de F (X,n) par un sous-groupe du groupe syme´trique Sn.
Ce travail pre´sente des proce´de´s de compactification de U dans des produits de sche´mas de Hilbert.
Notre de´marche ge´ne´ralise et unifie des constructions classiques dues a` Schubert-Semple, Le Barz-
Keel, Kleiman et Cheah. Une e´tude ge´ome´trique plus de´taille´e est faite pour les cas n ≤ 3. Cette
e´tude inclut notamment une classification comple`te et une description des morphismes quotients par
les actions naturelles.
1 Introduction
1.1 Quelques compactifications classiques et leurs applications.
L’histoire des compactifications des espaces de configuration F (X,n) est ancienne. Elle trouve son
origine au sie`cle passe´ dans des proble`mes de ge´ome´trie e´nume´rative. Au fil des anne´es, et jusque tre`s
re´cemment, de nouvelles constructions sont apparues au gre´ des besoins. Illustrons ces nombreuses
constructions en pre´sentant les plus classiques.
De`s 1880, Schubert [Sch] utilise une compactification de la varie´te´ des triangles (X = IP 2 et n = 3)
pour re´soudre des proble`mes e´nume´ratifs. Son travail est modernise´ par Semple [S]. Tyrell [Ty],
Roberts et Speiser [RS], s’appuyant sur le travail de Semple, de´montrent rigoureusement certaines
formules de Schubert. Collino et Fulton [CF] calculent comple`tement l’anneau d’intersection de cette
compactification et retrouvent e´galement les re´sultats de Schubert. Le Barz e´tend la construction de
Schubert-Semple a` toute varie´te´ lisse par l’utilisation de sche´mas de Hilbert [LB] et Keel l’e´tend a`
tout sche´ma par une approche fonctorielle [Kee].
Kleiman [K] construit une compactification de F (X,n) par re´currence sur n en utilisant des points
infiniment voisins. Cette approche lui permet d’obtenir des formules de´crivant le lieu multiple d’un
morphisme. Dolgachev et Ortland [DO] en de´duisent d’autres constructions en liaison avec les fonc-
tions theta.
La compactification de Fulton-MacPherson [FMP] admet plusieurs de´finitions, soit fonctorielle, soit
ge´ome´trique, l’une d’entre elles e´tant un e´clatement subtil de Xn. Quand X est compact, elle permet
le calcul du type d’homotopie rationnel des espaces de configuration en fonction des invariants de X.
Citons enfin le travail de Cheah [Ch] qui a e´tudie´ des compactifications similaires dans l’esprit a` celle
de LeBarz, se projetant sur le sche´ma de Hilbert Hilbn(X).
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1.2 Le proble`me
Expliquons plus en de´tail l’approche de Le Barz, qui est le point de de´part de notre travail. Etant
donne´s trois points distincts p1, p2, p3 de X, on peut former les trois doublets d12 := p1∪p2, d13, d23 ∈
Hilb2(X) et le triplet p123 = p1 ∪ p2 ∪ p3 ∈ Hilb
3(X). Cette construction se reformule en disant
que F (X, 3) est isomorphe a` un sous-sche´ma Z(X) localement ferme´ de X3×Hilb2(X)3×Hilb3(X).
L’adhe´rence Z(X) est donc une compactification naturelle de F (X, 3) dans un produit de sche´mas de
Hilbert. Le Barz a montre´ que cette adhe´rence, a` priori difficilement manipulable, peut en fait eˆtre
de´crite ge´ome´triquement en termes de lieux d’incidence: les points de l’adhe´rence sont les 7-uplets
(p1, p2, . . . , p123) satisfaisant les relations e´videntes p1 ⊂ d12 ⊂ p123, p3 est le re´siduel de d12 dans p123
et les relations s’en de´duisant par syme´trie. Keel a remarque´ que cette description par adhe´rence
pouvait eˆtre exploite´e pour donner une de´finition de Z(X) comme repre´sentant d’un certain foncteur
et en de´duire quelques conse´quences ge´ome´triques. On obtient donc finalement une compactification
agre´able a` manipuler car elle jouit d’une triple de´finition, par adhe´rence, par incidence, et fonctorielle.
Cette multiplicite´ des points de vue est tre`s semblable a` l’approche de [FMP].
Dans la frontie`re de la compactification construite par Le Barz, toutes les informations sur la collision
des points p1, p2, p3 se trouvant dans les sche´mas de Hilbert n’ont visiblement pas e´te´ exploite´es. Par
exemple, deux doublets d12 et d13 de Hilb
2(X) distincts de´finissent un point d1 de Hilb2(Hilb2(X)).
Utilisant les points d1, d2, d3, on peut construire par adhe´rence une compactification de F (X, 3) dans
un produit plus gros contenant des facteurs de la forme Hilb2(Hilb2(X)). Re´ite´rant le processus,
on peut construire des compactifications dans des espaces produits P1 × . . .× Pn, chacun des termes
Pi du produit e´tant un sche´ma de Hilbert emboˆıte´ Hilb
pl(Hilbpl−1(. . . Hilbp1(X))). En variant les
termes Pi, on a donc une infinite´ de compactifications a` notre disposition.
Le travail qu’on se propose d’effectuer ici est d’e´tudier et de classifier les compactifications obtenues
par ce proce´de´.
1.3 Les re´sultats
Cet article s’articule en trois parties. Premie`rement, on de´gage les notions d’incidence et les foncteurs
qui permettent de manipuler les compactifications aise´ment via une triple de´finition (par adhe´rence,
par incidence et fonctorielle - section 2). Ensuite, on classifie les compactifications de F (X,n) et de
ses quotients obtenus quand n ≤ 3 et on e´tudie la ge´ome´trie des compactifications obtenues (sections
4 et 5). Enfin, on compare les compactifications obtenues aux compactifications classiques de´crites
ci-dessus (section 6).
Le cas n = 2 e´tant trivial, on ne pre´sente dans cette introduction que les re´sultats concernant les
compactifications de F (X,n = 3). On peut extraire de cette e´tude deux re´sultats surprenants. Tout
d’abord, alors qu’il existe une infinite´ de choix possibles pour le produit dans lequel on construit la
compactification de F (X, 3), il n’existe a` poste´riori qu’un nombre fini de compactifications a` isomor-
phisme pre`s.
The´ore`me 1. Il y a a` isomorphisme de compactification pre`s 11 compactifications de F (X, 3) ou`
de ses quotients obtenues par notre proce´de´.De plus, toute compactification est isomorphe a` une
compactification dans P1 × . . . × Pr ou` chaque Pi est soit de la forme Hilb
i(X), soit de la forme
Hilbi(Hilbj(X)).
Ces varie´te´s seront note´es R123(X), R
1
123(X)... La signification pre´cise des notations sera de´veloppe´e
dans le corps du texte et n’est pas ne´cessaire a` cette introduction ( grossie`rement, les indices sont
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relatifs aux termes Hilbi(X) tandis que les exposants sont relatifs aux termes Hilbi(Hilbj(X)). Par
exemple, la varie´te´ R1123 est l’adhe´rence du morphisme f : F (X, 3) → Hilb
3(X) ×Hilb2(Hilb2(X))
de´fini par f(p1, p2, p3) = (p123, d
1) avec les notations pre´ce´dentes).
Le deuxie`me fait inattendu est que les structures d’ordre supe´rieur (c’est a` dire les termes de la
forme Hilbpl(Hilbpl−1(. . . Hilbp1(X))), avec l ≥ 2) peuvent eˆtre utilise´es pour de´crire les passages au
quotient. Par exemple, la varie´te´ construite par Le Barz dans X3 × Hilb2(X)3 × Hilb3(X) est na-
turellement munie d’une action du groupe syme´trique S3 et la structure d’ordre deuxHilb
3(Hilb2(X))
permet une description explicite du quotient:
The´ore`me 2. Le quotient de la varie´te´ de Le Barz est isomorphe a` l’adhe´rence de F (X, 3)/S3 dans
Hilb3(Hilb2(X)) ×Hilb3(X).
Ce the´ore`me e´tait en fait notre motivation premie`re: obtenir une description du quotient de la
varie´te´ de Le Barz aise´ment manipulable via ses proprie´te´s universelles (voir le contexte a` la fin de
cette introduction). En d’autres termes, les structures de niveau supe´rieur s’imposent d’elles meˆmes
quand il s’agit d’e´tudier les quotients. Ce principe est illustre´ par le the´ore`me ge´ne´ral suivant qui dit
que les compactifications construites ont le me´rite de former une classe de compactifications stable
par quotient.
The´ore`me 3. Supposons le corps k de caracte´ristique diffe´rente de deux et trois. Les groupes agissant
sur











sont les groupes syme´triques
S1, S1, S2, S1
S1, S2, S1, S1
S1, S2 S3
et les quotients respectifs sont













Le quotient partiel de Rmax(X) par S2 est R
3,123
3,12,123(X).
De fac¸on e´vidente, si P1 et P2 sont des produits de sche´ma de Hilbert emboˆıte´s, l’adhe´rence de F (X, 3)
dans P1 × P2 se projette sur l’adhe´rence dans P1. En termes fonctoriels, on a un morphisme d’oubli.
Le the´ore`me suivant dit que les morphismes quotients du dernier e´nonce´ sont essentiellement des
morphismes d’oubli.
The´ore`me 4. Soient Rα et Rβ deux compactifications de F (X, 3) telles que Rβ soit le quotient de
Rα par un sous-groupe G du groupe syme´trique S3. Alors il existe une compactification R
′
α isomorphe
a` Rα telle que le passage au quotient R
′
α → Rβ soit un morphisme d’oubli.
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Les rapports entre les diffe´rentes compactifications est re´sume´ par le the´ore`me suivant, e´tabli au cours
de la de´monstration de la classification, et cle´ des autres the´ore`mes.
The´ore`me 5. Chacune des compactifications est munie d’une stratification naturelle. Pour chacune
des stratifications, il existe une strate ge´ne´rale, ouverte et dense, et une strate spe´ciale incluse dans
l’adhe´rence de toutes les autres strates. Les morphismes d’oubli liant les compactifications sont donne´s


























par l’un quelconque de ces morphismes est une re´union de strates.
Enfin, les liens unissant les varie´te´s que nous avons construites et les constructions classiques sont
explore´s et re´sume´s par le the´ore`me suivant.







R1123(X) sont respectivement les varie´te´s de LeBarz Ĥ3(X), de Kleiman K3(X), de Cheah, les quo-
tients Ĥ3(X)/S2, Ĥ3(X)/S3, K3(X)/S2. En outre, Rmax(X) s’identifie a` la varie´te´ de Schubert
Semple dans le cas ou` X = IP 2.
Il convient de pre´ciser la signification du terme “compactification” figurant dans les e´nonce´s pre´-
ce´dents. Comme explique´, les varie´te´s conside´re´es vivent dans des produits de sche´mas de Hilbert
emboˆıte´s Hilbpl(Hilbpl−1(((...(Hilbp1(X))))) et admettent trois de´finitions diffe´rentes: comme adhe´-
rence de morphisme, comme lieu sche´matique d’incidence, ou par repre´sentabilite´ de certains fonc-
teurs. Si on se fixe un produit P de sche´mas de Hilbert emboˆıte´s, on disposera d’un morphisme
F (X,n) → P et les compactifications qui nous inte´ressent sont les adhe´rences des images. Dans
le cas ou` P = Hilb3(Hilb2(X)) × Hilb3(X), on peut donner une de´finition satisfaisante du lieu
sche´matique parame´trant les couples (d, t) pour lesquels le triplet de doublets d est inclus dans le
triplet t. On montre que ce lieu d’incidence co¨ıncide avec l’adhe´rence du morphisme F (X, 3) → P .
La situation ge´ne´rale est un peu moins simple: e´tant donne´s un produit P de sche´mas de Hilbert
emboˆıte´s et le morphisme F (X, 3) → P correspondant, il y aura un lieu sche´matique d’incidence
naturel R ⊂ P tel que l’adhe´rence A de l’image ve´rifie A ⊂ R. Le sche´ma R repre´sente toujours
un foncteur mais on n’aura pas en ge´neral A = R. Les “belles” compactifications, celles que nous
chercherons a` classifier, seront celles pour lesquelles A = R. C’est le sens du mot compactification
dans les e´nonce´s.
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1.4 Application de ces constructions
A l’instar des compactifications classiques pre´sente´es au debut de cette introduction, il existe des
applications ayant motive´ nos constructions. Meˆme si ces applications seront de´voloppe´es ailleurs,
nous les donnons ici a` titre de motivation.
Le proble`me original consistait a` comprendre les collisions de trois gros points sur une surface lisse S,
ou` rappelons le, un gros point de taille m est un sous-sche´ma de´fini par la puissance meme d’un ide´al
maximal. Plus pre´cise´ment, notons Coll(n1, n2, n3)(S) la sous-varie´te´ irre´ductible de Hilb(S) dont
le point ge´ne´rique parame`tre la re´union ge´ne´rique de trois gros points de S de taille n1, n2, n3. Les
collisions de trois gros points sont les points de la frontie`re de Coll(n1, n2, n3)(S). Le re´sultat principal
de [Ev] dit que lorsque n1, n2, n3 parcourent N
3, alors Coll(n1, n2, n3)(S) ne parcourt qu’un nombre
fini de classes d’isomorphismes. La me´thode consiste a` construire des isomorphismes explicites avec
certaines des compactifications de´crites dans le pre´sent article. On en de´duit une classification des
collisions en e´tudiant la restriction des isomorphismes a` leur frontie`re.
Citons pour finir deux proble`mes classiques pour lesquels les compactifications par sche´mas de Hilbert
emboˆıte´s pourraient se re´ve´ler utiles. Si X est une varie´te´ lisse, les proble`mes de construire de
fac¸on explicite une compactification lisse de F (X,n) se projetant sur le sche´ma de Hilbert Hilbn(X)
et une compactification lisse de Xn/Sn restent ouverts. On peut espe´rer une re´ponse positive a`
la question suivante: existe-t-il des compactifications construites dans des produits de sche´mas de
Hilbert emboˆıte´s qui soient solutions des deux proble`mes pre´ce´dents ?




Je remercie vivement A. Hirschowitz pour ses conseils lors de la re´alisation de ce travail.
2 De´finition des compactifications
Dore´navant, X est un sche´ma projectif sur un corps alge´briquement clos k de caracte´ristique quel-
conque (quasi-projectif conviendrait e´galement en adaptant quelques de´monstrations).
Dans cette section, on de´finit les compactifications et on donne les premie`res proprie´te´s de´coulant
directement des de´finitions. Dans la section 2.1, on de´finit un morphisme fη : F (X,n) → Hη ou` Hη
est un produit de sche´mas de Hilbert emboˆıte´s de´pendant d’une donne´e combinatoire η. Pour chaque
η, il existe un sous-groupe Gη du groupe syme´trique Sn tel que l’adhe´rence Aη := fη(F (X,n)) soit
une compactification du quotient F (X,n)/Gη . Dans la section 2.2, on de´finit a` l’aide de relations
d’incidence un lieu Rη dans Hη tel que Aη ⊂ Rη. Dans la section 2.3, on introduit des foncteurs Fη
dont on montre qu’ils sont repre´sentables par Rη.
Les compactifications Aη qui nous inte´ressent sont celles pour lesquelles Aη = Rη. Autrement dit, ce
sont celles dont la structure est riche de sorte qu’elles puissent eˆtre de´finies au choix par adhe´rence
(via fη), par lieu sche´matique d’incidence (via Rη) ou encore par fonctorialite´ (via Fη).
2.1 De´finition par adhe´rence
On va de´finir successivement un enrichissement η, le sche´ma de Hilbert associe´ Hη, le morphisme
fη : F (X,n) → Hη, le groupe Gη . La section se conclut par la proposition 10 qui dit que Aη :=
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fη(F (X,n)) est une compactification du quotient F (X,n)/Gη .
Soit E = {1, . . . , n}. Pour p > 0, notons Σp(E) les sous-ensembles de cardinal p de E. De´finissons
re´cursivement Σpl,...p1(E) := Σpl,...p2(Σp1(E)) et Σ(E) = ∪l∈N∗,(pl,...,p1)∈(N∗)lΣpl,...p1(E). Un e´le´ment
de Σ(E) (resp. de Σpl,...p1(E) ) est appele´ une structure sur E (resp. une structure de niveau l).
Notons Hilbp(X) le sche´ma de Hilbert parame´trant les sous-sche´mas ponctuels de X de longueur
p. On pose Hilbpl,pl−1,...,p1(X) := Hilbpl(Hilbpl−1(. . . (Hilbp1(X)))). Si σ ∈ Σpl,...p1(E), on posera
Hσ(X) = Hilb
pl,pl−1,...,p1(X) etH−σ (X) = Hilb
pl−1,...,p1(X) . Pour tout e´le´ment σ de Σpl,...p1(E)
(resp. de Hilbpl,pl−1,...,p1(X)), on note [σ] le sous-ensemble de Σpl−1,...p1(E) (resp. le sous-sche´ma de
Hilbpl−1,...,p1(X)) parame´tre´ par σ.
De´finition 7. Soit σ ∈ Σ(E). On note fσ : F (X,n)→Hσ(X) le morphisme qui envoie x =
(x1, . . . , xn) sur fσ(x) ve´rifiant:
• [fσ(x)] = ∪j∈[σ] xj si σ est de niveau un
• [fσ(x)] = fσ1(x) ∪ · · · ∪ fσq(x) si σ est de niveau supe´rieur a` un avec [σ] = {σ1, . . . , σq}.
Remarque 8. Il existe une bijection canonique entre Σpl,pl−1,...,p1(E) et Σpl,pl−1,...,pr,1,pr−1,...,,p1(E),
et entre Hilbpl,pl−1,...,p1(X) et Hilbpl,pl−1,...,pr,1,pr−1,...,,p1(X). Dans la suite, nous identifierons deux
e´le´ments qui se correspondent par l’une de ces bijections.
On appelle enrichissement deE (ou enrichissement tout court lorsque le contexte est clair) un ensemble
η = {σ1, . . . , σs} de structures de {1, . . . , n} contenant la structure σ = {1, . . . , n} de Σn(E). Pour
des raisons lie´es a` la description des actions de groupe, on n’identifiera pas deux enrichissements
{σ1, . . . , σs} et {σp(1), . . . , σp(s)} qui diffe`rent l’un de l’autre par une permutation p des facteurs. Le
niveau d’un enrichissement sera le plus grand des niveaux des σi.
De´finition 9. Soit η = {σ1, . . . , σs} un enrichissement. On de´finit Hη(X) := Hσ1(X) ×Hσ2(X) ×
. . . ×Hσs(X) et fη := fσ1 × fσ2 × . . . × fσs : F (X,n)→ Hη(X).
Le groupe S(E) = Sn agit sur X
n par τ.(x1, . . . , xn) = (xτ(1), . . . , xτ(n)). L’action naturelle de
S(E) sur E induit une action de S(E) sur l’ensemble Σ(E) des enrichissements. Un enrichissement
η e´tant fixe´, on note Gη le sous-groupe de S(E) stabilisant η.
Proposition 10. Le plus petit sous-sche´ma ferme´ fη(F (X,n)) de Hη(X) qui factorise fη est une
compactification du quotient F (X,n)/Gη qui se projette sur Hilb
n(X).
De´monstration: puisque η contient l’enrichissement {1, . . . , n} par de´finition, Hilbn(X) est un facteur
de Hη(X) et l’existence d’une projection de fη(F (X,n)) ⊂ Hη(X) sur Hilb
n(X) en re´sulte. Montrons
que deux e´le´ments x et y de F (X,n) ont meˆme image par fη ssi ∃g ∈ Gη t.q. g.x = y. Si x et y
ont meˆme image par fη, alors ils ont meˆme image par la compose´e F (X,n) → Hη(X) → Hilb
n(X),
donc il existe g ∈ S(E) tel que g.x = y. Pour conclure, il suffit donc de montrer pour g ∈ S(E) que
fη(x) = fη(g.x) ssi g ∈ Gη. Il suffit pour cela de remarquer que fη(g.x) = fg.η(x) et que, x e´tant fixe´
dans F (X,n), fη(x) = fη′(x) ssi η = η
′ (re´currences faciles sur le niveau de η).
Remarque 11. Dans la suite, on emploiera simplement le mot “compactification” sans pre´ciser de
quel quotient de F (X,n) il s’agit.
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Remarque 12. On pourrait de´finir un enrichissement η sans imposer la condition: η contient
{1, . . . , n}. Il faudrait alors demander que la projection naturelle de Σ(E) dans P(E) envoie η sur
E pour que le morphisme fη soit a` fibres finies et que l’image soit un quotient de F (X,n) par un
sous-groupe de S(E). On obtiendrait avec cette de´finition plus de compactifications mais les nouvelles
compactifications ne se projetteraient plus sur Hilbn(X).
2.2 De´finition par incidence.
On suppose ici fixe´ un enrichissement η de E, et on a donc un morphisme fη : F (X,n) → Hη(X)
dont on veut caracte´riser ge´ome´triquement l’adhe´rence en termes d’incidence. Pour cela, on de´finit
dans cette section les incidences liant les structures de η. Formellement, on pose I(η′) = 1 si η′ =
{σ, σ1, . . . , σs} ⊂ η ve´rifie σ ⊂ σ1∪ · · ·∪σs. Pour chaque sous-enrichissement η
′ ⊂ η tel que I(η′) = 1,
on de´finit un sous-sche´ma Incη′,η de Hη(X) et on pose Rη(X) := ∩I(η′)=1Incη′,η. On ve´rifie que
pour X lisse irreductible, fη : F (X,n) → Hη(X) se factorise par Rη(X). Le sche´ma Rη(X) est
le lieu d’incidence naturel de Hη(X) pour lequel on espe`re avoir l’e´galite´ Hη(X) = fη(F (X,n)).
Malheureusement, on verra que meˆme en mettant toutes les inclusions possibles, l’adhe´rence et le
lieu d’incidence ne co¨ıncident pas toujours. Un enrichissement pour lequel l’adhe´rence et le lieu
d’incidence co¨ıncident pour toute varie´te´ lisse irre´ductible X sera appele´ enrichissement admissible.
2.2.1 De´finition des relations d’incidence sur les structures
Soit η′ = {σ, σ1, . . . , σs} un enrichissement. De´finissons le boole´en I(η
′). On pose I(η′) = 0 s’il
n’existe pas d’entiers p1, . . . , pl, n1, . . . , ns, q1, . . . , qr tels que σ ∈ Σqr,...,q1,pl,...,p1 , et σi ∈ Σni,pl,...,p1 .
Si de tels entiers existent, on de´finit I(η′) par re´currence sur r. Pour r = 1, on pose I(η′) = 1
ssi [σ] ⊂ [σ1] ∪ · · · ∪ [σs] dans Σpl,...,p1(E). Pour r > 1 et σ = {τ1, . . . , τqr}, on pose I(η
′) = 1 ssi
∀i, I({τi, σ1, . . . , σs}) = 1.
2.2.2 De´finition des relations d’incidence sur les sche´mas
Soit P un sche´ma projectif, B un sche´ma quelconque, F et G deux sous-sche´mas ferme´s respectifs de
Hilbqr ,...,q1(P )×B et P ×B.
Pour η′ tel que I(η′) = 1, on reprend les notations de 2.2.1 et on de´finit un sous-sche´ma Incη′ de
Hη′(X) par re´currence sur r.
Le cas r=1. Rappelons la proposition suivante ([Kee]):
Proposition 13. Soient F → B et G → B deux morphismes tels que F → B soit plat et fini. Il
existe un plus grand sous-sche´ma ferme´ IncB(F,G) de B tel que F ×B Inc(F,G) ⊂ G×B Inc(F,G).
En outre, IncB(F,G) peut eˆtre caracte´rise´ par la proprie´te´ suivante: un morphisme ϕ : Z → B se
factorise par IncB(F,G) ssi F ×B Z ⊂ G×B Z.
Soient U,U1, . . . , Us les ferme´s universels de
(Hilbq1,pl,...,p1(X) ×Πi=si=1Hilb
ni,pl,...,p1(X)) ×Hilbpl,...,p1(X)
dont les fibres respectives au dessus de (h, h1, . . . , hs) ∈ (Hilb
q1,pl,...,p1(X) × Πi=si=1Hilb
ni,pl,...,p1(X))
sont [h], [h1], . . . , [hs]. Soit Z le sous-sche´ma de´fini par le produit I(U1). . . . .I(Us) des ide´aux des Ui.
On pose Incη′ = IncHilbq1,pl,...,p1 (X)×Πi=si=1Hilb
ni,pl,...,p1 (X)(U,Z).
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Le cas r > 1. Le ferme´ Inc− de Hilbqr−1,...,q1,pl,...,p1(X) × Πsi=1Hilb
ni,pl,...,p1(X) de´fini par la
re´currence se projette sur Πsi=1Hilb
ni,pl,...,p1(X). On de´finit Incη′ comme le sche´ma de Hilbert relatif
HilbqrΠsi=1Hilb
ni,pl,...,p1 (X)(Inc
−) de cette projection.
Si η′ ⊂ η, notons Incη′,η le ferme´ de Hη(X) image inverse de Incη′ par la projection naturelle
Hη(X)→ Hη′(X). Enfin, posons
Rη(X) = ∩η′⊂η,I(η′)=1Incη′,η.
Proposition 14. Si X est une varie´te´, le plongement fη(F (X,n))→ Hη(X) se factorise par Rη(X).
De´monstration: on veut voir que si η′ = {σ, σ1, . . . , σs} ⊂ η ve´rifie I(η
′) = 1 et si x ∈ F (X,n), alors
fη′(x) ∈ Incη′ . On proce`de par re´currence sur la diffe´rence d entre le niveau de σ et celui des σi.
Le cas d = 0. On a σ = {τ1, . . . , τq}, σi = ∪k∈Iiτk. Avec les notations utilise´es dans la de´finition de
Incη′ , on a [h] = ∪i≤qfτi(x) et [hi] = ∪k∈Iifτk(x) et on veut I([h]) ⊃ ΠI([hi]). L’hypothe`se I(η
′) = 1
se traduit par ∪iIi ⊃ {1, . . . , q} et implique l’inclusion voulue des ide´aux.
Le cas d > 0. Toujours avec les notations utilise´es dans la de´finition de Incη′ , il nous faut ve´rifier
que (fσ(x), fσ1(x), . . . , fσs(x)) ∈ Hilb
qr(Inc−). Avec σ = {τ1, . . . , τq}, cela revient a` voir pour tout i
que (fτi(x), fσ1(x), . . . , fσs(x)) ∈ Inc
−. Puisque I(η′) = 1, on a pour tout i, I(τi, σ1, . . . , σs) = 1 et il
suffit donc d’appliquer l’hypothe`se de re´currence.
Remarque 15. Il arrive que l’inclusion fη(F (X,n)) ⊂ Rη(X) soit stricte.
De´monstration: prenons E = {1, 2, 3, 4}, σ1 = {1, 2}, σ2 = {1, 3}, σ3 = {1, 2, 3, 4} et η = {σ1, σ2, σ3}.
Soient x ∈ F (X, 4) et p = (d, d′, q) le point de Hη(X) = Hilb
2(X) × Hilb2(X) × Hilb4(X) de´fini
par [d] = x1 ∪ x2, [d
′] = x1 ∪ x2 et q = x1 ∪ x2 ∪ x3 ∪ x4. Le point p est dans Rη(X) mais pas
dans fη(F (X, 4)) puisque le quadruplet est forme´ de quatre points distincts tandis que la re´union du
support des deux doublets ne contient que deux points.
Dans la suite de ce papier, on s’inte´ressera aux compactifications qui sont sympathiques au sens ou`
elles peuvent eˆtre de´finies ge´ome´triquement par des conditions d’incidence, ce qui nous conduit a` la
de´finition suivante.
De´finition 16. On appelle enrichissement admissible un enrichissement tel que pour toute varie´te´
lisse irre´ductible, fη(F (X,n)) = Rη(X).
Remarque 17. Nous n’avons en fait pas donne´ toutes les relations d’incidence possibles. On peut
introduire plusieurs fonctions d’incidence jouant le roˆle de la fonction I et pour chacune d’elles,
construire un lieu d’incidence correspondant. La de´finition ge´ne´rale ne´cessite un formalisme lourd. Le
point de vue adopte´ est d’introduire le formalisme minimum qui permette d’atteindre les applications
voulues (construction d’une classe de compactifications qui contienne les varie´te´s de collisions et les
compactifications classiques).
2.3 De´finition par foncteurs repre´sentables
Dans cette section, on explique pourquoi les sche´mas Rη(X) peuvent eˆtre de´finis par un foncteur
repre´sentable Fη. Cette de´finition a le double avantage d’eˆtre extreˆmement maniable et de s’appliquer
a` tous les sche´mas en dehors du cadre des varie´te´s re´duites.
Le foncteur Fη sera de´fini par Fη(B) = { familles F1, F2 . . . de sous-sche´mas parame´tre´es par B
satisfaisant des conditions d’incidence}. De´finissons maintenant ces conditions d’incidence.
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Proposition 18. On peut de´finir pour tout sche´ma projectif P et pour tous sous-sche´mas ferme´s
Z ⊂ B ×Hilbqr ,...,q1(P ) et T ⊂ B × P , tels que Z soit plat sur B un sous-sche´ma ferme´ IncB(Z, T )
de B satisfaisant la proprie´te´ suivante: un morphisme ϕ : S → B se factorise par IncB(Z, T ) ssi
IncS(S ×B Z,S ×B T ) = S
De´monstration: si r = 0, Z et T sont des sous-sche´mas de B × P et il suffit de choisir IncB(Z, T ) =
Inc(Z, T ) en vertu de la proposition 13.
Si r ≥ 1, on dispose d’un ferme´
T˜ →֒ (B ×Hilbqr ,...,q1(P )) × P
image inverse de T par la projection sur B × P, et d’un ferme´ U˜ →֒ (B × Hilbqr,...,q1(P )) ×
Hilbqr−1,...,q1(P ) image inverse de la famille universelle de Hilbqr ,...,q1(P ) × Hilbqr−1,...,q1(P ). On
peut par re´currence de´finir le lieu W = IncB×Hilbqr ,...,q1 (P )(U˜ , T˜ ). On de´finit alors IncB(Z, T ) :=
IncB(Z,W ).
Une re´currence sur r montre que si ϕ : S → B est un changement de base, IncB(Z, T ) ×B S =
IncS(Z ×B S, T ×B S). En particulier, on a Inc(S ×B Z,S ×B T ) = S ⇔ IncB(Z, T )×B S = S ⇔ ϕ
se factorise en S → IncB(Z, T )→ B.
De´finition 19. On dit que les sous-sche´mas Z ⊂ B × Hilbqr,...,q1(P ) et Ti ⊂ B × P , i = 1, . . . , s
ve´rifient la relation Z ⊂ T1.T2. . . . .Ts si IncB(Z, T ) = B, ou` T ⊂ B × P est de´fini par l’ide´al produit
Πi=si=1I(Ti). La relation p ⊂ p1.p2. . . . .ps prend du sens en particulier quand p ∈ Hilb
qr ,...,q1,pl,...,p1(X),
pi ∈ Hilb
ni,pl,...,p1(X) en prenant P = Hilbpl,...,p1(X).
Remarque 20. Il ressort de cette de´finition que Rη(X) est le sous-sche´ma naturel de Hη(X) =
Hσ1(X) × . . . ×Hσs(X) dont les points ferme´s sont les points (p1, . . . , ps) ve´rifiant pi0 ⊂ pi1 . . . . .pik
pour tout η′ = (σi0 , . . . , σik) tel que I(η
′) = 1.
De´finition 21. Si η = {σ1, . . . , σs} est un enrichissement de E avec σi ∈ Σni,pi,s(i),...,pi,1(E), on
de´finit le foncteur Fη des sche´mas sur k dans les ensembles par:
Fη(B) = {(Z1, . . . , Zs), Zi ⊂ B ×H
−
σi
(X), plat et fini de degre´ ni sur B,
t.q. I(σi0 , σi1 , . . . , σik) = 1⇒ Zi0 ⊂ Zi1 .Zi2 . . . . .Zik}
Proposition 22. Le foncteur Fη est repre´sentable par le sche´ma Rη(X).
De´monstration: on veut voir qu’il est e´quivalent de se donner un e´le´ment de Fη(B) ou un morphisme
ϕ : B → Rη(X). Par proprie´te´ universelle du sche´ma de Hilbert, les ferme´s Zi de´finissant un e´le´ment
de Fη(B) correspondent a` un morphisme B → Hη(X). Les relations d’incidence entre les Zi, la
proprie´te´ universelle du sche´ma Inc (prop. 18) et la remarque 20 montrent que ce morphisme se
factorise en un morphisme ϕ : B → Rη(X). Re´ciproquement, il est clair par les meˆmes arguments
qu’un morphisme ϕ : B → Rη(X) de´finit des Zi satisfaisant les relations d’incidence.
9
3 Proprie´te´s des compactifications re´sultant des de´finitions
Dans cette section, on exploite la de´finition fonctorielle des sche´mas Rη(X) pour en donner les
premie`res proprie´te´s. Pour chacune des proprie´te´s, on explique comment elle sera utilise´e lors du
the´ore`me de classification.
3.1 Changements de bases
Si η et η′ sont deux enrichissements, pour montrer que pour tout X, Rη(X) = Rη′(X), il suffit de le
montrer pour X lisse irre´ductible:
Proposition 23. Soit Y un sous-sche´ma localement ferme´ d’un sche´ma X. Les sche´mas Rη(Y ) et
Rη(X) ×Hilbn(X) Hilb
n(Y ) sont canoniquement isomorphes.
De´monstration: ve´rifions que ces deux sche´mas repre´sentent le meˆme foncteur. Notons F et G les
foncteurs associe´s a`
Rη(Y ) et Rη(X) ×Hilbn(X) Hilb
n(Y )
Soit B un k-sche´ma. On veut e´tablir une bijection canonique entre F (B) et G(B). Posons
η = {σ1, . . . , σs}, ou` σs = {1, . . . , n}. Soit (Z1, . . . , Zs) ∈ F (B). Alors (Z1, . . . , Zs, Zs) ∈ G(B).
Re´ciproquement si (Z1, . . . , Zs, Z) ∈ G(B), alors Zs = Z ⊂ B×Hilb
n(Y ) puisque Z et Zs de´finissent
le meˆme morphisme B → Hη(X). Et puisque Zi ⊂ Zs, Zi ⊂ B×H
−
σi
(X) est en fait dans B×H−σi(Y )
et (Z1, . . . , Zs, Zs) ∈ F (B). L’identification de F (B) et G(B) en de´coule.
3.2 Morphismes d’oubli
Proposition 24. Soient η et η′ deux enrichissements avec η ⊂ η′. Il existe un morphisme d’oubli
pη′,η : Rη′(X)→ Rη(X). De plus, pη′,η ◦ fη′ = fη.
De´monstration: la projection naturelle pη′,η de Hη′(X) sur Hη(X) envoie Rη′(X) dans Rη(X) par
de´finition de ces lieux d’incidence. L’egalite´ pη′,η ◦ fη′ = fη est e´vidente.
La proposition suivante nous dit que, sous certaines conditions, le morphisme d’oubli est un isomor-
phisme. Elle re´duira drastiquement le nombre de Rη(X) a` e´tudier lors de la classification.
Proposition 25. Soit η un enrichissement admissible et η′ = η∪σ. Supposons que η contienne deux
enrichissements σ1 et σ2 de meˆme niveau que σ ve´rifiant
σ ∈ Σ1,pl−1,pl−2,...,p1(E) = Σpl−1,pl−2,...,p1(E)
σ1 ∈ Σpl,pl−1,,pl−2,...,p1(E)
σ2 ∈ Σpl−1,pl−1,,pl−2,...,p1(E)
σ1 = σ2 ∪ {σ}
alors pour tout X, le morphisme d’oubli
pη′,η : Rη′(X)→ Rη(X)
est un isomorphisme.
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Lemme 26 (existence d’une application re´siduelle).
Soient F1 et F2 deux familles de B×X plates et finies sur une base B ve´rifiant F1 ⊂ F2. Supposons
que les polynoˆmes de Hilbert des fibres de F1 et F2 soient respectivement p et p+1. Il existe un unique
morphisme res(F1, F2) : B → X dont le graphe Res(F1, F2) ve´rifie
I(F1).I(Res(F1, F2)) ⊂ I(F2)
On dira que res(F1, F2) est l’application re´siduelle de´finie par l’inclusion F1 ⊂ F2. En particulier,
pour deux sous-sche´mas de X de dimension ze´ro Y et Y ′ ve´rifiant Y ⊂ Y ′ et col(Y ′) = col(Y ) + 1,
il existe un sche´ma Res(Y, Y ′).
De´monstration du lemme: montrons que le faisceau d’ide´aux (I(F2) : I(F1)) de´finit un ferme´ Z de
B × X, plat sur B, dont la fibre au dessus de tout point b de B est de degre´ un. Le proble`me est
local sur B qu’on peut supposer affine. Les sche´mas F1 et F2 sont alors e´galement affines. Puisqu’on
a l’inclusion
(I(F2) : I(F1)) ⊃ I(F2)
le sous-sche´ma Z de´fini par (I(F2) : I(F1)) est un sous-sche´ma ferme´ de F2. L’ide´al de OB×X/I(F2)
de´finissant Z comme sous-sche´ma de F2 est (I(F2) : I(F1))/I(F2) = (0 : (I(F1)/I(F2))). De la suite
exacte
0→ I(F1)/I(F2)→Γ(F2)→Γ(F1)→ 0
on de´duit que I(F1)/I(F2) est un Γ(B)-module localement libre de rang un et, quitte a` restreindre




0→ 0 : (I(F1)/I(F2)) → Γ(F2)
×f
→ Γ(F2)
montre que Γ(Z) = Γ(F2)/(0 : I(F1)/I(F2)) s’identifie au sous Γ(B)-module de Γ(F2) forme´ par les
multiples de f . Finalement la suite exacte
0→ Γ(Z)→ Γ(F2)→ Γ(F1)→ 0
montre que Γ(Z) est un Γ(B)-module plat, donc localement libre, de rang un. L’inclusion de Z dans
B ×X induit un morphisme de B dans X ayant la proprie´te´ voulue.
Soit res(F1, F2) un morphisme ayant la proprie´te´ voulue. On a l’inclusion I(Res(F1, F2)) ⊂ (I(F2) :
I(F1)). Deux familles, plates et finies de degre´ un sur la base et incluses l’une dans l’autre sont
ne´cessairement e´gales donc I(Res(F1, F2)) = (I(F2) : I(F1)).
Remarque 27. Dans [LB], Le Barz a montre´ l’existence d’un re´siduel pour deux sous-sche´mas Y
et Y ′ de dimension ze´ro de X. Le lemme est une version relative du re´sultat de Le Barz
De´monstration de la proposition 25: quitte a` re´aliser X comme sous-sche´ma d’une varie´te´ lisse
irre´ductible et a` utiliser la proposition 23, on peut supposer X lisse irre´ductible. Posons η =
{σ1, σ2, . . . , σs}. Le sche´ma Rη(X) est muni de ferme´s universels U1, U2, . . . , Us. On de´finit le ferme´
Uσ de Rη(X)×H
−
σ (X) par l’ide´al I(Uσ) := (I(U1) : I(U2)). Les ferme´s universels U1, U2, . . . , Us, Uσ
de´finissent par proprie´te´ universelle un morphisme pη,η′ : Rη(X)→ Rη′(X). Les morphismes pη,η′ et
pη′,η sont par construction inverses l’un de l’autre.
11
3.3 Actions de groupes
On dispose d’une action naturelle du groupe syme´trique Sn sur l’ensemble {1, . . . , n}. Cette action
induit une action de Sn sur l’ensemble des structures de {1, . . . , n} par permutation des indices, puis
une action sur l’ensemble des enrichissements par permutation des structures. On a la proposition
e´vidente suivante.
Proposition 28. Soient η et η′ deux enrichissements de {1, . . . , n} qui sont dans la meˆme orbite
pour l’action de Sn. Alors les sche´mas Rη(X) et Rη′(X) sont isomorphes.
Si η = {σ1, . . . , σr}, on note Gη := {g ∈ Sn t.q. ∃p ∈ Sr, g.σi = σp(i)} et Hη := {g ∈ Sn t.q. ∀i, g.σi
= σi}.
Proposition 29. Pour tout X, il existe une action naturelle du quotient Gη/Hη sur le sche´ma Rη(X)
De´monstration: si η = {σ1, . . . , σr}, un morphisme Z → Rη(X) est de´fini par la donne´e de ferme´s
Ui ⊂ Z × H
−
σi
(X) (1 ≤ i ≤ r) satisfaisant a` des relations d’incidence. En particulier le morphisme
identite´ de Rη(X) de´finit un ensemble de ferme´s U1, . . . , Ur. Toute permutation g de Gη est associe´
a` une permutation p. L’ensemble Up(1), . . . , Up(r) de´finit par proprie´te´ universelle un endomorphisme
ϕg de Rη(X), qui est un automorphisme d’inverse ϕg−1 . L’application g → ϕg de´finit une action de
groupe de Gη sur Rη(X). Puisque Hη ⊂ Gη n’agit pas, l’action se factorise en une action de Gη/Hη.
4 Etude et classification des compactifications pour n ≤ 3.
On veut classer les compactifications a` isomorphisme pre`s (au sens ou` deux compactifications C et
C ′ d’un meˆme quotient F (X,n)/Q sont isomorphes s’il existe un isomorphisme entre C et C ′ valant
l’identite´ sur F (X,n)/Q). En d’autres termes, on cherche une liste d’enrichissements admissibles
tels que pour tout η admissible, Rη(X) est isomorphe a` Rβ(X) pour un unique β dans la liste des
admissibles. Cette section donne la classification pour n = 2 et n = 3.
4.1 Le cas n = 2.
Le cas n = 2 e´tant facile, nous nous contentons de donner le re´sultat. Les de´monstrations sont des
cas particuliers extreˆmement simples du cas n = 3 et nous les omettons par souci de concision.
Notons η0 l’enrichissement de {1, 2} contenant l’unique structure {1, 2}, et η1 l’enrichissement con-
tenant les deux structures {1, 2} et {1}.
The´ore`me 30. Tous les enrichissements de {1, 2} sont admissibles. Quel que soit X et quel soit
l’enrichissement η, Rη(X) est isomorphe a` Rη0(X) ou a` Rη1(X). De plus, Rη0(X) = Hilb
2(X) et,
pour X lisse, Rη1(X) est l’e´clatement de X ×X le long de la diagonale.
4.2 Le cas n = 3
La classification s’effectue en quatre e´tapes
1. exhiber “a` la main ” quelques enrichissements admissibles
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2. exhiber quelques enrichissements non admissibles
3. e´tablir des lemmes de contamination qui permettent, e´tant donne´ un enrichissement admissible
η, de montrer que d’autres enrichissements η′ sont admissibles.
4. traiter tous les enrichissements a` partir des cas particuliers et des lemmes de contamination.
4.2.1 Notations
Dans cette section, on met en place les notations qui nous facilitent la manipulation des en-
richissements. Notons E = {1, 2, 3}. On note les structures de niveau un de E a` l’aide d’indices
({i, j, k} = {1, 2, 3}):
σi = {i} ∈ Σ1(E)
σij = {i, j} ∈ Σ2(E)
σ123 = {1, 2, 3} ∈ Σ3(E)
On note les structures de niveau deux a` l’aide d’exposants:
σk = {σik, σjk} ∈ Σ2,2(E)
σ123 = {σ12,, σ13, σ23} ∈ Σ3,2(E)
On repre´sente les enrichissements avec des indices et des exposants, suivant les structures contenues
dans l’enrichissement
ηa1,a2,...,arb1,b2,...,bs := {σ
a1 , σa2 , . . . , σar , σb1 , σb2 , . . . , σbs}
On utilisera e´galement cette notation avec indices et exposants pour les sche´mas Rη(X) et Hη(X):








Parmi les enrichissements de niveau infe´rieur ou e´gal a` deux, il y en a un maximum, celui qui contient
toutes les structures de niveau infe´rieur ou e´gal a` deux. On le notera ηmax et Rmax(X) le sche´ma
de triplets de X correspondant. Enfin, si p est un point de X, on notera [[p]] le voisinage formel de
p dans X, c’est a` dire le morphisme naturel Spec Aˆ → X, ou` Aˆ est la limite projective des A/mn,
(A,m) e´tant l’anneau local de X en p.
4.2.2 Quelques enrichissements admissibles






On sait que pour X lisse irre´ductible, Hilb3(X) est irre´ductible et est l’adhe´rence de F (X, 3)/S3 donc
η123 est admissible.
Le cas η1,2,3,12,13,23,123 a e´te´ traite´ dans [LB], ou` Le Barz a montre´ que cet enrichissement e´tait
admissible.
Pour les trois enrichissements η restant, on montre que si X est lisse irre´ductible, les Rη(X) sont
irre´ductibles de dimension 3.dim(X). Cela suffit a` montrer que les enrichissements sont admissibles
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car l’unique composante irre´ductible de Rη(X) est ne´cessairement la compactification de fη(F (X, 3)).
Pour obtenir l’irre´ductibilite´, on montre que les Rη(X) sont lisses connexes. Ils admettent des points
spe´ciaux et la lissite´ se montre par un calcul en coordonne´es locales au voisinage de ces points spe´ciaux.
Le dimension de la composante irre´ductible est une conse´quence de ce calcul local.
Proposition 31. Soit η un enrichissement de {1, 2, 3} de niveau au plus deux. Soit X une varie´te´
lisse de dimension au moins deux. Soient x un point de X, [d] un sous-sche´ma ponctuel de X de
colongueur deux contenant x. Soit [t] un sous-sche´ma ponctuel de colongueur trois de X contenant
[d] isomorphe a` Spec k[x, y]/(x2, xy, y2) en tant que sche´ma abstrait. Il existe un point q(x, d, t) de
Rη(X) entie`rement de´termine´ par x, d et t.
De´monstration: nous allons exhiber un point de Rηmax(X) de´termine´ par x, d et t. L’image de ce
point par le morphisme d’oubli pηmax,η sera le point q(x, d, t). Les doublets inclus dans le triplet [t]
forment un sous-sche´ma de Hilb2(X) isomorphe a` IP 1, et donc un doublet de doublets inclus dans le
triplet correspond a` un sous-sche´ma de degre´ deux du IP 1. Le doublet d inclus dans [t] est un point
du IP 1. Il existe un unique sous-sche´ma de degre´ deux de IP 1 supporte´ par d. On note d2 le point
de Hilb2,2(X) associe´. On a par construction [d2] ⊂ [t]. De meˆme, on peut de´finir un point d3 de
Hilb3,2(X) pour lequel [d3] ⊂ [t]. Conside´rons alors le point
p = (x, x, x, d, d, d, d2 , d2, d2, d3, t)
de
H1(X)×H2(X) × H3(X)×H12(X)×H13(X) ×H23(X)
× H1(X)×H2(X) ×H3(X)×H123(X)×H123(X)
On ve´rifie que toutes les relations d’incidence sont satisfaites et donc p ∈ Rηmax(X).
Proposition 32. Soient X une varie´te´ lisse connexe et η un enrichissement de {1, 2, 3} de niveau
au plus deux. Le sche´ma Rη(X) est connexe.
De´monstration: soient q un point de Rη(X) et q(x, d, t) un point spe´cial de Rη(X) au sens de la
proposition 31. Nous allons de´terminer une suite de points q0 = q, q1, . . . , qn = q(x, d, t) telle que,
pour tout i, il existe une courbe Ci dans Rη(X) contenant qi et qi+1.
Si η = ηmax, le point q est de´fini par ses coordonne´es
p1(q), p2(q), p3(q), p12(q), p13(q), p23(q), p
1(q), p2(q), p3(q), p123(q), p123(q)
dans
X3 ×Hilb2(X)3 ×Hilb2(Hilb2(X))3 ×Hilb3(Hilb2(X)) ×Hilb3(X)
Pour η quelconque, q est de´termine´ par un certain nombre de coordonne´es parmi p1(q), . . . , p123(q).
Par de´finition d’un enrichissement, la coordonne´e p123 fait toujours partie des coordonne´es de´finissant
q. Le support de p123(q) est constitue´ d’au plus trois points. En bougeant p123(q) le long d’une famille
a` un parame`tre, on peut construire une courbe C0 dans Rη(X) telle que: C0 contienne q0 et un point
q1 dont le triplet [p123(q1)] associe´ est ponctuel de support x.
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Soit [[x]] le voisinage formel de x dans X. Le triplet [p123(q1)] est maintenant un sous-sche´ma de [[x]].
Puisqu’on a les relations d’incidence:
pi(q1) ⊂ [p123(q1)] ⊂ [[x]]
[pij(q1)] ⊂ [p123(q1)] ⊂ [[x]]
[pi(q1)] ⊂ [p123(q1)] ⊂ [[x]]
[p123(q1)] ⊂ [p123(q1)] ⊂ [[x]]
“tout se passe” dans le voisinage formel [[x]]. En particulier tout automorphisme ϕt de [[x]]
de´finit un point ψt(q1) de Rη(X). En tant que sche´ma abstrait, [p123(q1)] est soit isomorphe a`
Spec k[y, z]/(y2, yz, z2), soit isomorphe a` Spec k[z]/z3. Dans le premier cas, on de´finit q2 = q1. Dans
le deuxie`me cas, et si on suppose que X est de dimension supe´rieure ou e´gale a` trois, on peut choisir
un isomorphisme
[[x]] ≃ Spec k[[y, z, t1, t2, . . . , tn]]
dans lequel [p123(q1)] ait pour e´quations (y, z
3, t1, . . . , tn). Pour tout t dans A
1 − 0, on de´finit
l’automorphisme ϕt de [[x]]:
y 7→ ty + z2
z 7→ z
ti 7→ ti
On en de´duit un morphisme
ψ : A1 − 0 → Rη(X)
t 7→ ϕt(q1)
Il existe un morphisme ψ˜ prolongeant ψ en 0 et ∞ et ψ˜(∞) = q1. Notons q2 = ψ˜(0). On ve´rifie par
un petit calcul que [p123(q2)] est de´fini par l’ide´al (y
2, yz, z2, t1, . . . , tn).
Les doublets inclus dans [p123(q2)] forment un IP
1 et le morphisme de IP 1 dans Hilb2(X) correspon-
dant peut eˆtre de´crit de la fac¸on suivante:
IP 1 → Hilb2(X)
(h0 : h1) 7→ x avec I([x]) = (h0y − h1z, y
2, yz, z2, t1, t2, . . . , tn)
Choisissons la famille d’automorphismes suivantes de [[x]].
ϕt : y 7→ ty
z 7→ z
ti 7→ ti
Comme pre´ce´demment, ϕt induit un morphisme ψ˜ : A
1 → Rη(X). On a q2 = ψ˜(1) et on cherche a`
comprendre q3 := ψ˜(0). Commenc¸ons par de´terminer p
1(ψ˜(0)). Le point p1(ψ˜(1)) correspond a` un
sous-sche´ma de degre´ deux D du IP 1 forme´ par les doublets inclus dans le triplet. Le morphisme ϕt
induit un automorphisme ρt de IP
1:
ρt(h0 : h1) = (th0 : h1)
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et p1(ψ˜(t)) correspond au sous-sche´ma ρt(D). Si on a choisi un bon isomorphisme
[[x]] ≃ Spec k[[y, z, t1, t2, . . . , tn]]
le support de D ne rencontre pas le point a` l’infini (1 : 0), le doublet d correspond au point (0 : 1) de
IP 1, et alors [p1(ψ˜(0))] est le sous-sche´ma de degre´ deux de IP 1 supporte´ par d = (0 : 1).
La meˆme de´monstration montre que tous les points
pi(ψ˜(0)), pij(ψ˜(0)), p
123(ψ˜(0))
correspondent a` des sous-sche´mas de IP 1 supporte´s par d = (0 : 1), ce qui signifie ψ˜(0) = q(x, d, t).
Remarque 33. on a fait la de´monstration dans le cas ou` la dimension de X est supe´rieure ou e´gale
a` trois. Dans le cas ou` elle vaut deux, il suffit de supprimer les lignes contenant des “ti” dans la
de´monstration. Le cas de la dimension un est facile et laisse´ au lecteur.
Corollaire 34. Si Rη(X) admet un point singulier, alors les points q(x, d, t) sont singuliers.
De´monstration: supposonsRη(X) singulier. La construction pre´ce´dente de´finit une famille de courbes
Ci joignant q a` q(x, d, t). Pour un point p de C0 diffe´rent de q1, les deux voisinages formels [[p]] et
[[q]] sont isomorphes. Donc si q0 := q est singulier, tous les points de C0 diffe´rents de q1 sont
singuliers. Par suite q1 est singulier. Le meˆme raisonnement permet d’obtenir de proche en proche
q2, . . . , qn = q(x, d, t) singuliers.
Corollaire 35. Soient η est un enrichissement admissible et ηres ⊂ η l’ensemble des structures
de niveau au plus deux de η. Si la fibre d’un morphisme d’oubli pη′,η : Rη′(X) → Rη(X) est
sche´matiquement re´duite a` un point au dessus des points q tels que pη,ηres(q) est de la forme q(x, d, t),
alors pη′,η est un isomorphisme.
De´monstration: la fibre au dessus d’un point ge´ne´ral p = fη(x), x ∈ F (X, 3) est non vide car elle
contient fη′(x). Pour montrer l’isomorphisme, il suffit donc par semi-continuite´ de voir que toutes
les fibres sont incluses dans un point. Toujours par semi-continuite´ et en raisonnant comme dans la
proposition pre´ce´dente, il suffit de le ve´rifier aux points spe´ciaux q tels que pη,ηres(q) est de la forme
q(x, d, t), ce qui est vrai par hypothe`se.
Proposition 36. Soit X une varie´te´ lisse irre´ductible. Le sche´ma R12,123(X) est une varie´te´ lisse
irre´ductible de dimension 3.dim(X). En particulier η12,123 est admissible.
De´monstration: puisque R12,123(X) est connexe (proposition 32), il suffit de ve´rifier la lissite´, en les
points spe´ciaux q(p, d, t) par 34. Supposons la varie´te´ X de dimension au moins trois. Pour un tel
point q, on peut choisir un voisinage formel Spec k[[x, y, z1, z2, . . . , zn]] de p dans lequel les e´quations
de [d] et [t] sont respectivement:
I([d]) = (x2, y, z1, . . . , zn)
I([t]) = (x2, xy, y2, z1, z2, . . . , zn)
D’apre`s [LB], le voisinage formel de d dans Hilb2(X) est isomorphe a`
Spec [[a, b, c, d, e1 , e2, . . . , en, f1, f2, . . . , fn]]
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et le voisinage formel de t dans Hilb3(X) est isomorphe a`
Spec k[[u, u′, u′′, v, v′, v′′, ρ1, ρ2, . . . , ρn, σ1, σ2, . . . , σn, θ1, θ2, . . . , θn]]
Les ide´aux universels de Hilb2(X) et Hilb3(X) au dessus de ces voisinages formels sont:
I12 = (x
2 + ax+ b, y − cx− d, zi − eix− fi)
I123 = (x
2 + ux+ vy + w, xy + u′x+ v′y + w′, y2 + u′′x+ v′′y + w′′, zi + ρix+ σiy + θi)
ou` w,w′, w′′ sont des fonctions alge´briques de u, u′, u′′, v, v′, v′′. Le voisinage formel de (d, t) dans
R12,123(X) est le lieu
Z →֒ Spec k[[a, b, c, d, ei , fi, u, u
′, u′′, v, v′, v′′, ρi, σi, θi]]
au dessus duquel I123 ⊂ I12.
Le calcul de Z a de´ja` e´te´ effectue´ dans [LB] (Le Barz y parlait du lieu ensembliste mais il a effectue´ le
calcul au moyen de divisions et les techniques de´veloppe´es dans [Ev] montrent qu’il a en fait calcule´
les lieux sche´matiques d’incidence). L’ide´al de Z est le suivant:
I(Z) = (u− a+ cv, b− dv − w, u′ − ac+ cv′ + d, 2cd + cv′′ + u′′ − ac2,
ei + σic+ ρi, fi + θi + σid)
et
Z ≃ Spec [[a, b, c, d, ei, fi, u, u
′, u′′, v, v′, v′′, ρi, σi, θi]]/I(Z)
≃ Spec k[[a, c, d, v, v′ , v′′, ρi, σi, θi]]
Donc Z est lisse au point spe´cial et a la dimension attendue.
On a fait la de´monstration dans le cas ou` X est de dimension au moins trois. Dans le cas ou` X est
de dimension deux, il suffit d’oˆter de la de´monstration les lignes contenant des termes zi. Le cas de
la dimension un est facile et laisse´ au lecteur.
Proposition 37. Si X est une varie´te´ lisse irre´ductible, le sche´ma R1123(X) est une varie´te´ lisse
irre´ductible de dimension 3.dim(X). En particulier η1123 est admissible.
De´monstration: pour les meˆmes raisons que pre´ce´demment, nous allons montrer la lissite´ au point
spe´cial dans le cas ou` X est de dimension deux.
Soit (p1, p123) un point spe´cial de R
1
123(X). Les objets en jeu sont un sche´ma ponctuel [p123] de X
de colongueur trois, un sche´ma [p1] de Hilb2(X) ponctuel de colongueur deux inclus dans [p123], un
sche´ma [p12] ponctuel de X ou` p12 est le support de [p
1], un point p support a` la fois de [p12] et de
[p123].
On peut choisir un voisinage formel Spec k[[x, y]] de p tel que:
• I([p12]) = (x
2, y), le voisinage formel de p12 dans Hilb
2(X) est isomorphe a`
Spec k[[a, b, c, d]]
et l’ide´al universel de Hilb2(X)×X au dessus de cette carte est
(x2 + ax+ b, y − cx− d)
17
• I([p123]) = (x
2, xy, y2), le voisinage formel de p123 est isomorphe a`
Spec k[[u, u′, u′′, v, v′, v′′]]
et l’ide´al universel de Hilb3(X)×X au dessus de cette carte est
I123 = (x
2 + ux+ vy + w, xy + u′x+ v′y + w′, y2 + u′′x+ v′′y + w′′)
ou` w,w′, w′′ sont des fonctions alge´briques de u, u′, u′′, v, v′, v′′.
• le voisinage formel de p1 dans Hilb2,2(X) est isomorphe a`
Spec k[[e, f, g, h, i, j, l,m]]
et l’ide´al universel de Hilb2,2(X)×Hilb2(X) au dessus de cette carte est:
I1 = (a− ec− f, b− gc− h, c2 − ic− j, d − lc−m)
car [p1] a pour e´quations a = b = c2 = d = 0 dans Hilb2(X)
D’apre`s la de´monstration pre´ce´dente, le lieu Z de Hilb2(X) ×Hilb3(X) au dessus duquel I123 ⊂ I12
est donne´ par l’ide´al
J = (u− a+ cv, b− dv − w, u′ − ac+ cv′ + d, 2cd + cv′′ + u′′ − ac2)
En prenant l’image inverse par les projections e´videntes, I1 et J peuvent eˆtre vus comme des ide´aux
de (Hilb2,2(X)×Hilb3(X)) × Hilb2(X). Par de´finition du lieu d’incidence, le lieuW de Hilb2,2(X)×
Hilb3(X) au dessus duquel [p1] ⊂ [p123] est le lieu au dessus duquel J ⊂ I
1.
Graˆce au morphisme canonique Spec k[[a, b, c, d]] → Spec k[a, b, c, d], on peut supposer que I1 et J
de´finissent des familles de sous-sche´mas d’un espace affine. On calcule alors le lieu d’incidence par
divisions en utilisant le fait que les ge´ne´rateurs de I1 forment une base de Gro¨bner unitaire pour
l’ordre homoge`ne avec a > b > d > c.




ou` les fi sont les ge´ne´rateurs de I
1, nous travaillerons dans
(k[[u, u′, u′′, v, v′, v′′, e, f, g, h, i, j, l,m]] ⊗ k[a, b, c, d])/I1
et nous e´crirons f = R. Moyennant cette convention, les divisions des ge´ne´rateurs de J par I1
s’e´crivent:
cv + u− a = cv + u− ec− f = (u− f) + c(v − e)
donc I(W ) ⊃ (e− v, u− f)
dv + w − b = lcv +mv + w − gc − h
donc I(W ) ⊃ (g − lv, h− w − vm).
d+ cv′ + u′ − ac = lc+m+ cv′ + u′ − fc− eic− ej
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donc I(W ) ⊃ (l + v′ − f − ei,m+ u′ − ej).
2cd+ cv′′ + u′′ − ac2 = 2lc2 + 2cm+ cv′′ + u′′ − ejc + (−l − v′)c2
= (l − v′)(ic + j) + 2cm+ cv′′ + u′′ − ejc
donc I(W ) ⊃ (i(l − v′) + 2m+ v′′ − ej, j(l − v′) + u′′).
Finalement, on a donc
I(W ) = (e− v, u− f, g − lv, h − w − vm, l + v′ − f − ei,m+ u′ − ej,
i(l − v′) + 2m+ v′′ − ej, j(l − v′) + u′′)
et
W = Spec k[[u, u′, u′′, v, v′, v′′, e, f, g, h, i, j, l,m]]/I(W )
= Spec k[[u′, v′, e, f, i, j]]
W est non singulier de dimension 3.dim(X).
Proposition 38. Soit X une varie´te´ lisse irre´ductible. Le sche´ma R123123(X) est une varie´te´ lisse
irre´ductible de dimension 3.dim(X). En particulier η123123 est admissible.
De´monstration: on fait ici aussi la de´monstration dans le cas ou` X est de dimension deux.
Soit (p123, p123) un point spe´cial de R
123
123(X). Notons p12 le point de Hilb
2(X) de´fini par le support de
[p123]. On reprend les notations de la de´monstration de la proposition 37 pour les voisinages formels
des points p12, p123 ainsi que pour l’ide´al J .
Le voisinage formel de p123 est isomorphe a`
Spec k[[e, f, g, h, i, j, l,m, n, o, p, q]]
et l’ide´al universel de Hilb3,2(X) ×Hilb2(X) au dessus de cette carte est
I123 = (a− ec2 − fc− g, b − hc2 − ic− j, c3 − lc2 −mc− n, d− oc2 − pc− q)
Il nous faut calculer le lieu W de
Spec k[[u, u′, u′′, v, v′, v′′, e, f, g, h, i, j, l,m, n, o, p, q]]
au dessus duquel I123 ⊃ J . On effectue des divisions:
cv + u− a = cv + u− ec2 − fc− g
donc e = 0, g = u, f = v sur W .
dv + w − b = voc2 + pcv + qv + w − hc2 − ic− j
donc vo = h, vp = i, vq + w = j sur W .
d+ cv′ + u′ − ac = oc2 + pc+ q + v′c+ u′ − fc2 − gc
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donc o = f, p+ v′ = g, q + u′ = 0 sur W .
2cd + cv′′ + u′′ − ac2 = 2oc3 + 2pc2 + 2qc+ cv′′ + u′′ − fc3 − gc2
= (2o− f)(lc2 +mc+ n) + (2p − g)c2 + c(2q + v′′) + u′′
donc
I(W ) ⊃ ((2o − f)l + 2p − g, (2o− f)m+ 2q + v′′, (2o− f)n+ u′′)
Au total
I(W ) = (e, g − u, f − v, vo− h, vp− i, vq + w − j, o− f, p+ v′ − g,
q + u′, (2o− f)l + 2p− g, (2o− f)m+ 2q + v′′, (2o− f)n+ u′′)
et
W = Spec k[[u, u′, u′′, v, v′, v′′, e, f, g, h, i, j, l,m, n, o, p, q]]/I(W )
= Spec k[[l,m, n, o, p, q]]
Donc W est lisse de dimension 3.dim(X).
4.2.3 Quelques enrichissements non admissibles
Dans cette section, on montre que certains enrichissements ne sont pas admissibles. On utilise pour
cela trois raisonnements diffe´rents, l’un donnant les e´nonce´s 41, 42 et 43, un autre donnant les e´nonce´s
44 et 45, et enfin un dernier pour l’e´nonce´ 46
On de´duit facilement du lemme suivant un crite`re de non admissibilite´ (corollaire 40).
Proposition 39. Soit η un enrichissement admissible et tˆ un point de Rη(X). Les conditions suiv-
antes sont e´quivalentes quand X est lisse irre´ductible:
• il existe un point p de F (X, 3) tel que tˆ = fη(p)
• le sous-sche´ma [pη,η123(tˆ)] de X admet pour support trois points distincts.
De´monstration:
1 ⇒2 est e´vident.
2⇒1: par de´finition d’un enrichissement admissible, tˆ est limite de points de fη(F (X, 3)), ie. il existe
ϕ : Spec k[[t]]t → F (X, 3) tel que fη ◦ ϕ se prolonge en le point special 0 de Spec k[[t]] en prenant la
valeur tˆ. Pour conclure, il nous suffit de montrer que ϕ se prolonge en 0 puisqu’alors tˆ = fη(ϕ(0)).
Ce prolongement existe si le prolongement de fη123 ◦ ϕ est tel que [fη123 ◦ ϕ(0)] a pour support trois
points distincts. Or cette affirmation est vraie puisque fη123 ◦ϕ = pη,η123 ◦ fη ◦ϕ se prolonge en 0 par
pη,η123(tˆ).
Corollaire 40. Si un point tˆ de Rη(X) satisfait la deuxie`me condition mais pas la premie`re, alors η
n’est pas admissible.
Ce crite`re s’applique aux trois propositions suivantes.
Proposition 41. L’ enrichissement η1,2,123 n’est pas admissible
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De´monstration: le point (p1, p1, p1∪p2∪p3) ∈ H1(X)×H2(X)×H123(X) est un point de R1,2,123(X)
qui n’est pas dans fη1,2,123(F (X, 3))
Proposition 42. Soit η un enrichissement de niveau deux contenant σ1 comme unique structure de
niveau deux, contenant σ1 ou σ2. Alors η n’est pas admissible.





[pij] = pi ∪ pj [p
1] = p12 ∪ p13 [p123] = p1 ∪ p2 ∪ p3
La projection de p sur Hη(X) est un point de Rη(X) qui n’est pas dans fη(F (X, 3)).
Proposition 43. Soit η un enrichissement de niveau deux contenant σ1 et σ2, et tel que η ∩
{σ12, σ13, σ23} = ∅. Alors η est non admissible.
De´monstration: conside´rons le point
tˆ = (p1, p2, p3, p










est un point de Rη(X) qui n’est pas dans fη(F (X, 3)).
Proposition 44. L’enrichissement η1,2,3,123 n’est pas admissible
De´monstration: Soit X une surface lisse. On veut montrer que les sche´mas
fη1,2,3,123(F (X, 3)) ⊂ H1(X)×H2(X) ×H3(X)×H123(X)
et
R1,2,3,123(X) ⊂ H1(X)×H2(X)×H3(X) ×H123(X)
sont diffe´rents. Pour cela, on les projette sur H1(X) ×H2(X)×H123(X):
p : fη1,2,3,123(F (X, 3)) → H1(X) ×H2(X)×H123(X)
q : R1,2,3,123(X)→ H1(X) ×H2(X)×H123(X)
On conside´re un point
tˆ = (x, x, t) ∈ H1(X)×H2(X) ×H123(X)
ou` [t] est un deux gros point et x ⊂ [t]. On va montrer que la fibre p−1(tˆ) est re´duite a` un point et
que ce n’est pas le cas de q−1(tˆ).
Pour la deuxie`me affirmation, la fibre q−1(tˆ) est le lieu de H3(X) = X forme´ par les x
′ tels que:
• [t] ⊂ x.x.x′
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• x′ ⊂ [t]
La premie`re condition est ve´rifie´e car on a de´ja` [t] ⊂ x.x La deuxie`me condition dit alors que q−1(tˆ) =
[t], qui n’est pas re´duit a` un point.
Notons W l’image du morphisme p. Pour montrer la premie`re affirmation, il nous suffit de construire
un morphisme
W → H3(X) = X
qui envoie un point ge´ne´ral (p1, p2, p1 ∪ p2 ∪ p3) de W sur p3. A l’aide de l’inclusion
W ⊂ H1(X) ×H2(X) ×H123(X)
on re´colte alors un morphisme
ϕ :W → H1(X) ×H2(X)×H3(X)×H123(X)
qui envoie un point ge´ne´ral (p1, p2, p1 ∪ p2 ∪ p3) sur (p1, p2, p3, p1 ∪ p2 ∪ p3). Donc
ϕ(W ) ⊃ fη1,2,3,123(F (X, 3))
et par suite,
ϕ(W ) ⊃ fη1,2,3,123(F (X, 3))
Les fibres du morphisme
fη1,2,3,123(F (X, 3)) →W
sont incluses dans les fibres du morphisme
ϕ(W )→W
qui sont re´duites a` un point.
Il nous reste a` construire ce morphisme W → X. Soit U l’ouvert fη1,2,123(F (X, 3)) de W . Le
morphisme
ϕ : U → W ×Hilb2(X)
(p1, p2, p123) 7→ (p1, p2, p123, p1 ∪ p2)
de´finit une sous-varie´te´
ϕ(U) ⊂W ×Hilb2(X)
Un point (p1, p2, p123, p12) de ϕ(U) ve´rifie [p12] ⊂ [p123]. Cette condition reste vraie sur ϕ(U) et on
peut de´finir
ψ : ϕ(U) → X
(p1, p2, p123, p12) 7→ Res([p12], [p123])
Pour montrer que ψ induit un morphisme W → X, il suffit de ve´rifier que ψ est constant sur les
fibres de la projection
ϕ(U)→ W
Ve´rifions le sur un point spe´cial deW . Un tel point est de la forme (p, p, t) ou` [t] est un deux-gros point
de support p. Un point de la fibre est de la forme (p, p, t, d) avec [d] ⊂ [t] et donc Res([d], [t]) = p.
Le morphisme ψ est constant sur les fibres.
De la meˆme manie`re, on montre:
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Proposition 45. Les enrichissements η1231,2,123 et η
123
1,2,3,123 ne sont pas admissibles.
Lemme 46. Soit η un enrichissement de {1, 2, 3} de niveau ≥ 3 dont les structures de niveau un et
deux sont incluses dans l’ensemble {σ1, σ2, σ3, σ12, σ13, σ123, σ
1}. Alors η0 n’est pas admissible.
De´monstration: soit p un point de X, t un point de Hilb3(X) tel que [t] soit supporte´ par p et
isomorphe a` Spec k[x, y]/(x2, xy, y2). Soit d1, . . . , d6 des points deHilb
2(X) distincts tels que [d] ⊂ [t].
De´finissons dij ∈ Hilb2,2(X) par [dij ] = di ∪ dj . Utilisons ces donne´es pour construire un point de
Rη(X) qui n’est pas dans fη(F (X, 3)). Notons η1 (resp. η2) l’ensemble des structures de niveau au
plus deux (resp. au moins trois) de η de sorte que Hη(X) = Hη1(X)×Hη2(X). Si σ est une structure
de niveau l de η2, alors σ est dans Σp2...2(E) ou` p vaut deux ou trois. On peut voir σ comme une
structure de niveau l− 2 sur Σ22(E). Puisque Σ22(E) est un ensemble a` trois e´le´ments, il s’identifie a`
E par la bijection faisant correspondre {{i, j}, {i, k}} et {i}. La structure σ peut alors eˆtre identifie´
a` une structure σ′ de niveau l − 2 de E. Notons η′2 := ∪σ∈η2σ
′. Notons q la projection du point
(p, p, p, d1, d2, d
12, t) de
Hσ1(X)×Hσ2(X)×Hσ3(X)×Hσ12(X)×Hσ13(X) ×Hσ1(X)×Hσ123(X)
sur Hη1(X). Puisque Hσ′(Hilb
22(X)) = Hσ(X), le point P = (q, fη′2(d
12, d34, d56)) est dans Hη1(X)×
Hη′2(H22(X)) = Hη(X). Ve´rifions que P est dans Rη(X) mais pas dans fη(F (X, 3)). Ce point n’est
pas dans fη(F (X, 3)) car si σ est une structure de niveau au moins trois de η, le point pη,σ(P ) est
de´fini a` l’aide d’au moins quatre doublets parmi d1, . . . , d6. Or, s’il e´tait dans fη(F (X, 3)), il serait
de´termine´ par au plus trois doublets. Pour voir qu’il est en revanche dans Rη(X), il faut ve´rifier les
relations d’incidence. Par construction de q, toutes les relations d’incidence liant les structures de
niveau au plus deux sont ve´rifie´es. Puisque la composante de P surHη2(X) est de la forme fη′(p) pour
un point p, toutes les relations d’incidence concernant des structures de niveau au moins trois sont
ve´rifie´es. Pour les relations d’incidence, liant des structures de niveau au plus deux et des structures
de niveau au moins trois, elles se ve´rifient soit trivialement, soit en utilisant le fait que les doublets
[di] sont inclus dans [t] (nous laissons l’e´criture pre´cise de la liste des ve´rifications au lecteur).
4.2.4 Lemmes de contamination
Cette section contient les propositions qui permettent de produire des enrichissements admissibles η′
a` partir d’enrichissements admissibles η.
La premie`re de ces propositions a de´ja` e´te´ de´crite: c’est la proposition 25.
Proposition 47. Soit η un enrichissement admissible contenant σ12 et σ13. Soit η
′ = η ∪ {σ1}.
L’enrichissement η′ est admissible et le morphisme d’oubli pη′,η : Rη′(X) → Rη(X) est un isomor-
phisme.
De´monstration: d’apre`s 35, il suffit de de´montrer que la fibre de pη′,η au dessus d’un point q = q(x, d, t)
est incluse dans un point. Les doublets inclus dans le triplet [t] forment un sous-sche´ma de Hilb2(X)
isomorphe a` IP 1. La fibre au dessus de q est le lieu Z de Hilb2,2(X) forme´ par les doublets de doublets
d2 ve´rifiant
[d2] ⊂ IP 1 (car σ1 ⊂ σ123)
[d2] ⊂ d.d (car σ1 ⊂ σ12 ∪ σ13)
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Si Y →֒ X est un sous-sche´ma ponctuel de degre´ n, le lieu de Hilbn(X) forme´ par les p tels que
[p] ⊂ Y est sche´matiquement re´duit a` un point. Pour montrer la proposition, il nous suffit donc de
montrer que IP 1∩ d.d de´finit un sous-sche´ma de degre´ deux. Mais c’est clair car c’est un sous-sche´ma
d’une courbe lisse de´fini par le carre´ d’un ide´al maximal.
Les propositions suivantes se de´montrent e´galement par ve´rification au point spe´cial.
Proposition 48. Soit η un enrichissement admissible contenant σ12 et σ
123. Soit η′ = η ∪ {σ3}.
L’enrichissement η′ est admissible et le morphisme d’oubli pη′,η : Rη′(X) → Rη(X) est un isomor-
phisme.
Proposition 49. Soit η un enrichissement admissible contenant σ12 et σ
3. Soit η′ = η ∪ {σ123}.
L’enrichissement η′ est admissible et le morphisme d’oubli pη′,η : Rη′(X) → Rη(X) est un isomor-
phisme.
Les deux propositions suivantes expliquent que certains enrichissements η′ sont admissibles car on
peut trouver un enrichissement admissible η tel que Rη′(X) s’identifie a` une famille universelle au
dessus de Rη(X).
Proposition 50. Soit η = {θ1, . . . , θs} un enrichissement admissible et
η′ = η ∪ {σ}
avec
σ ∈ {σ1, σ2, σ3}
Supposons qu’il existe des relations d’incidence liant σ aux θi parmi lesquelles σ ⊂ θi ou` θi est une
structure de niveau un. Supposons en outre que la fibre du morphisme d’oubli
fη′(F (X, 3)) → fη(F (X, 3))
au dessus d’un point ge´ne´ral (p1, . . . , ps) s’identifie au sous-sche´ma de Hσ(X) forme´ par les pσ tels
que pσ ⊂ [pi]. Alors η
′ est admissible.
De´monstration: on peut de´finir trois ferme´s de
Hη′(X) = Hθ1(X) × . . . ×Hθs(X) ×Hσ(X)
• le ferme´ fη′(F (X, 3))
• le ferme´ Rη′(X) forme´ par les
(p1, . . . , ps, pσ)
satisfaisant certaines relations d’incidence note´es R1, . . . ,Rr
• le ferme´ Z qu’on de´finit de la fac¸on suivante. C’est le sous-sche´ma contenant l’ensemble des
points (p1, . . . , ps, pσ) soumis a` des relations d’incidence. Ces relations d’incidence sont toutes les
relations d’incidence pre´ce´dentes qui ne mettent pas en jeu le point pσ et la relation [pσ] ⊂ [pi].
C’est donc un sous-ensemble de relations de R1, . . . ,Rr.
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Ces sous-sche´mas satisfont les inclusions
fη′(F (X, 3)) ⊂ Rη′(X) ⊂ Z
Le sche´ma Z se projette sur Rη(X) par un morphisme p. Notons U l’ouvert dense fη(F (X, 3)) de
Rη(X). Par hypothe`se on a l’e´galite´
Z ∩ p−1(U) = fη′(F (X, 3))
Comme Z est plat sur Rη(X), on obtient
Z = Z ∩ p−1(U) = fη′(F (X, 3))
Par suite
Rη′(X) = fη′(F (X, 3))
et η′ est admissible.
Proposition 51. Soit η = {θ1, . . . , θs} un enrichissement admissible et
η′ = η ∪ {σ}
avec
σ ∈ {σ12, σ13, σ23}
Supposons qu’il existe des relations d’incidence liant σ aux θi parmi lesquelles σ ⊂ θi ou` θi est une
structure de niveau deux. Supposons en outre que la fibre du morphisme d’oubli
fη′(F (X, 3)) → fη(F (X, 3))
au dessus d’un point ge´ne´ral (p1, . . . , ps) s’identifie au sous-sche´ma de Hσ(X) forme´ par les pσ tels
que pσ ⊂ [pi]. Alors η
′ est admissible.
De´monstration: comme ci-dessus, Rη′(X) s’identifie a` une varie´te´ universelle et peut eˆtre obtenue
comme adhe´rence de fη′(F (X, 3)).
Proposition 52. Soit η un enrichissement admissible de E = {1, 2, 3}, sl l’unique structure de
Σ322 . . . 2︸ ︷︷ ︸
l−1 fois
(E). Soit l0 ≥ 1 le plus grand entier tel que sl0 ∈ η. Si l0 ≥ 2 alors η
′ := η ∪ {sl0+1} est
admissible et le morphisme d’oubli pη′,η est un isomorphisme.
De´monstration: pour 2 ≤ i ≤ l0−1, posons ηi := η−{sl0 , sl0−1, . . . , si+1}, Vl := pη,ηl(Rη(X)). Notons
Vl0 = Rη(X), Vl0+1 = Rη′(X), plk le morphisme d’oubli de Vl dans Vk pour 2 ≤ k ≤ l ≤ l0+1. Soit pl0
un point de Vl0 , ps := pl0,s(pl0). On suppose que [pη,η123(pl0)] est isomorphe a` Spec k[x, y]/(x
2, xy, y2).
On va montrer que [pη,{s2}(pl0)] est curviligne, puis que si [pη,{sl}(pl0)] est curviligne, alors la fibre de
pl+1,l au dessus de pl est sche´matiquement incluse dans un point et [pη,{sl+1}(pl0)] est aussi curviligne.
Ces re´sultats impliqueront par re´currence que la fibre de pl0+1,l0 au dessus de pl0 est incluse dans un
point, ce qui suffit pour e´tablir la proposition d’apre`s 35. Tout d’abord, pη,{s2}(pl0) est inclus dans
pη,η123(pl0) puisque {s2} ⊂ σ123. Puisque les doublets inclus dans [pη,{η123}(pl0)] forment un IP
1, cela
implique que [pη,{s2}(pl0)] est curviligne. Un calcul en coordonne´es locales montre que si Z est un
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sous-sche´ma ponctuel de degre´ trois curviligne d’une varie´te´ Y , alors le lieu sche´matique de Hilb2(Y )
parame´trant les doublets d inclus dans Z est e´galement un triplet ponctuel curviligne. Le lieu de
Hilb3,2(Y ) parame´trant les triplets de doublets inclus dans Z est alors re´duit sche´matiquement a` un
point. En particulier, si Z = [pη,{sl}(pl0)] est curviligne, la fibre F de pl+1,l vue comme sous-sche´ma
de Hsl+1 est sche´matiquement forme´e de triplets de doublets inclus dans Z, donc est re´duite a` au plus
un point. Pour l < l0, F est non vide car elle contient pη,{sl+1}(pl0) Donc [pη,{sl+1}(pl0)] est curviligne
par ce qui pre´ce`de.
Proposition 53. Soit η un enrichissement admissible contenant deux structures e ∈ Σ322...2 et g ∈
Σ122...2 de meˆme niveau l. Alors [g] ⊂ [e]. En outre, si f est de´fini par [f ] = [e]−[g], alors η
′ := η∪{f}
est admissible et le morphisme d’oubli pη′,η est un isomorphisme.
De´monstration: l’inclusion [g] ⊂ [e] se montre aise´ment par re´currence sur le niveau. Le meˆme
raisonnement que dans la proposition pre´ce´dente montre que la fibre spe´ciale du morphisme d’oubli
s’identifie a` un lieu L ⊂ Hilb2(W ) parame´trant des doublets d ve´rifiant [d] ⊂ [t] et I([d])I([p]) ⊂ I([t]),
ou` [t] ⊂W est un triplet curviligne ponctuel et ou` p est le support de [t]. Mais le re´siduel d’un sche´ma
dans un sche´ma curviligne e´tant bien de´fini, [d] est ne´cessairement le re´siduel de p dans [t] et la fibre
est sche´matiquement re´duite a` un point.
4.2.5 Classification en niveau au plus deux
Dans cette section, on classifie tous les compactifications de niveau au plus deux. Pour cela, on
commence par produire une liste d’enrichissements admissibles:
Proposition 54. Les enrichissements












On montre ensuite qu’on a ainsi toutes les compactifications a` isomorphisme de compactifications
pre`s:
Proposition 55. Soit η un enrichissement admissible de niveau au plus deux. Il existe une per-
mutation g de {1, 2, 3}, il existe un enrichissement θ parmi les onze enrichissements du corollaire
pre´ce´dent tel que θ ⊃ g.η et tel que le morphisme d’oubli pθ,g.η soit un isomorphisme.
De´monstration de la proposition 54: soient η ⊂ η′ deux enrichissements avec η admissible. Supposons
que l’on puisse trouver une suite d’enrichissements
η0 := η ⊂ η1 . . . ⊂ ηp = η
′
telle que
ηi+1 = ηi ∪ {θi+1}
ou` ηi, ηi+1, θi+1 jouent le roˆle de η, η
′, σ d’une des propositions 25,47,48, 49,50,51. Alors η′ est admis-
sible. On dira que η′ domine η et que la suite θ1, . . . , θp est une suite de domination.
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• η123 est admissible car R123(X) = Hilb
3(X) e´tant irre´ductible, l’ouvert fσ123(F (X, 3)) est dense.
• η1,123 domine η123 (σ1 est une suite de domination)
• η1,2,3,12,123 domine η12,123 (suite: σ1, σ2, σ3) qui est admissible par 36
• η3,12,123 domine η12,123 (suite: σ3) qui est admissible par 36
• η1123 est admissible par 37
• η11,2,3,12,13,123 domine η
1
123 (suite: σ12, σ13, σ2, σ3, σ1)
• η123123 est admissible par 38
• η1231,123 domine η
123
123 (suite: σ1)
• η3,1233,12,123 domine η
123
123 (suite: σ12, σ3, σ
3)
• η3,1231,2,3,12,123 domine η
3,123
3,12,123 (suite: σ1, σ2)
• ηmax domine η
123
123 (suite: σ12, σ
3, σ13, σ23, σ1, σ2, σ3, σ
1, σ2)
De´monstration de la propostion 55: choisir un enrichissement de {1, 2, 3} de niveau infe´rieur ou e´gal
a` deux, c’est choisir un sous-ensemble de
{σ1, σ2, σ3, σ12, σ13, σ23, σ
1, σ2, σ3, σ123, σ123}
contenant σ123. Il y a donc 2
10 tels enrichissements et il nous faut d’abord les classifier pour pouvoir
montrer la proposition. Nous allons le faire suivant les doublets de´termine´s par l’enrichissement.
Commenc¸ons par la remarque suivante. Soit E un ensemble fini et F un sous-ensemble de l’ensemble
P(E) des parties de E. Le sous-ensemble G := ∪f∈F f de E est naturellement stratifie´ par la partition
la plus grossie`re P ⊂ P(E) pour laquelle:
∀f ∈ F, f = ∪pi∈P pi.
Conside´rons maintenant E = {σ12, σ13, σ23} et
P(E) = {σ12, σ13, σ23, σ
1, σ2, σ3, σ123}.
Un enrichissement η de´termine un ensemble Fη de P(E):
Fη := η ∩ P(E) ⊂ P(E)
donc un ensemble partitionne´ Gη inclus dans E. Sept cas sont possibles:
• cas un: Gη = ∅ (η ne de´termine aucun doublet)
• cas deux: Gη est un singleton (η de´termine un doublet)
• cas trois: Gη contient deux e´le´ments et la partition est grossie`re (η de´termine deux doublets
indistinguables)
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• cas quatre: Gη contient deux e´le´ments et la partition divise Gη en deux singletons (η de´termine
deux doublets ordonne´s)
• cas cinq: Gη contient trois e´le´ments et la partition est grossie`re
• cas six: Gη contient trois e´le´ments et la partition divise Gη en une paire et un singleton
• cas sept: Gη contient trois e´le´ments et la partition divise Gη en trois singletons
Disons que deux enrichissements η ⊂ η′ sont identifiables si le morphisme pη′,η est un isomorphisme.
Nous allons montrer en examinant les η cas par cas que, si η est admissible de niveau au plus deux,
on peut ajouter des structures a` η et obtenir un des enrichissements mode`les η′ de la proposition
54, identifiable a` η. Dans ce qui suit, les couples d’enrichissements identifiables sont donne´s par les
propositions 25, 47, 48, 49.
Remarquons qu’un enrichissement η s’e´crit
η = Fη ∪ {σ123} ∪ Eη
ou` Eη est un sous-ensemble de {σ1, σ2, σ3}.
Cas un: Fη est vide donc, a` permutation pre`s des indices, η est l’un des enrichissements suivants:
η123, η1,123, η1,2,123, η1,2,3,123
Les deux premiers enrichissements font partie des enrichissements mode`les. Le troisie`me enrichisse-
ment n’est pas admissible par 41. Le dernier n’est pas non plus admissible par 44.
Cas deux : on a a` l’action du groupe pre`s Fη = {σ12} et on peut supposer que η ⊃ σ3 car η et η ∪ σ3
sont identifiables. On a alors deux cas. Si η ne contient ni σ1, ni σ2, alors η = η3,12,123 qui est un des
enrichissements mode`les. Si η contient σ1 ou σ2, par exemple σ1 par syme´trie. Alors η est identifiable
a` η ∪ σ2 = η1,2,3,12,123 qui est l’un des enrichissements mode`les.
Cas trois: on a a` permutation pre`s Fη = σ
1. Soit η = η1123 qui est l’un des enrichissements mode`les.
Soit η contient l’une des structures σ1, σ2, σ3 et dans ce cas, η n’est pas admissible. En effet, on peut
supposer a` syme´trie pre`s que η ⊃ σ1 ou η ⊃ σ2 et η n’est alors pas admissible par 42.
Cas quatre: a` permutation pre`s, les seules possibilite´s pour Fη sont
(Fη ⊃ {σ12, σ
1} ou Fη ⊃ {σ12, σ13})
et
Fη ⊂ {σ12, σ13, σ
1}
Mais quitte a` remplacer η par un enrichissement qui lui est identifiable, on peut supposer dans le
premier cas que η ∋ σ13 et dans le deuxie`me cas que η ∋ σ
1. On est donc ramene´ a` Fη = {σ12, σ13, σ
1}.
Dans ce cas, η est identifiable a` η11,2,3,12,13,123 qui est l’un des enrichissements mode`les.
Cas cinq : on a Fη = {σ









Les enrichissements η123123 et η
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ne sont pas admissibles par 45.
Cas six : on peut supposer que le doublet de´termine´ par la partition est σ12 et que le doublet de
doublets est σ3. On a alors Fη ⊂ {σ12, σ
3, σ123} et en outre l’une des trois situations suivantes:
• η ⊃ {σ12, σ
3}
• η ⊃ {σ12, σ
123}
• η ⊃ {σ123, σ3}
Dans chacune des situations, on peut trouver un enrichissement η′ identifiable a` η avec Fη′ =
{σ12, σ
123, σ3} et η′ ∋ σ3.
Si η′ ne contient ni σ1, ni σ2 alors η
′ est l’enrichissement mode`le η3,1233,12,123. Dans le cas contraire, on
peut supposer par syme´trie que η′ contient σ1 et η
′ est alors identifiable a` l’enrichissement mode`le
η3,1231,2,3,12,123.
Cas sept :
• Si η ne contient aucun doublet de doublets, ie. si Fη ∩ {σ
1, σ2, σ3} = ∅, alors η contient au
moins deux doublets, par exemple σ12, σ13. Il est donc identifiable a` un enrichissement contenant
σ1(∗). On peut donc supposer que η contient σ1. Maintenant, soit η ⊃ σ23, soit η ⊃ σ123. Mais
dans le deuxie`me cas, on peut faire une nouvelle identification pour avoir η ⊃ σ23. Donc η est
identifiable a` un enrichissement contenant σ12, σ13 et σ23. Mais tout enrichissement admissible
contenant les trois doublets est identifiable a` ηmax.
• Si η contient exactement un doublet de doublets, par exemple si Fη = {σ
1}. A syme´trie pre`s,
on peut supposer que η contient σ12 et alors σ13 est un re´siduel. On s’est donc ramene´ a` la
situation (∗) de ci-dessus.
• Si η contient au moins deux doublets de doublets, par exemple σ1 et σ2. Alors η contient au
moins une structure σ parmi {σ12, σ13, σ23} d’apre`s 43. Par re´siduel, on retrouve alors les deux
autres doublets a` partir de σ1, σ2 et σ3. Donc on peut supposer que η contient les trois doublets.
Il est alors identifiable a` ηmax.
4.2.6 Classification en niveau supe´rieur a` deux
On a classifie´ dans la section pre´ce´dente les compactifications de F (X, 3) et de ses quotients de niveau
au plus deux. On montre dans cette section qu’on avait en fait de´ja` toutes les compactifications,
inde´pendamment du niveau. L’e´nonce´ pre´cis suivant ache`ve de de´montrer le the´ore`me 1.
Proposition 56. Pour tout enrichissement η admissible de niveau au moins trois , il existe deux
enrichissements admissibles η1 et η2 ou` η1 est de niveau au plus deux tels que η ⊂ η2, η1 ⊂ η2, et tels
que les morphismes d’oubli pη2,η et pη2,η1 soient des isomorphismes de compactificaction.
De´monstration: la de´marche consiste a` prendre un enrichissement η2 “maximal” en un sens a` pre´ciser.
On montre que ce η2 contient ne´ce´ssairement certaines structures. Puis on supprime dans un ordre
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bien choisi les structures de η2 pour obtenir η1 de sorte que les morphismes d’oubli successifs soient
des isomorphismes. Plus pre´cise´ment, soit η2 un enrichissement de meˆme niveau lη que η, contenant
η, tel que pη2,η soit un isomorphisme et qui soit maximal (au sens de l’inclusion) pour ces proprie´te´s.
Si l’ensemble des structures de niveau au plus deux de η2 est (a` permutation de l’ensemble {1, 2, 3}
pre`s) inclus dans {σ1, σ2, σ3, σ12, σ13, σ123, σ
1}, alors η n’est pas admissible d’apre`s 46. Donc, d’apre`s
la de´monstration de 55, on en de´duit que η2 de´termine trois doublets et que σ
123 ∈ η2. Puisque
E = {1, 2, 3} est de cardinal trois, une re´currence e´vidente montre que Σp22...2(E) est de cardinal 3 si
p = 2, 1 si p = 3 et 0 si p > 3. De plus, de la proposition 52, on de´duit que η2 contient l’e´le´ment e
de Σ322...2(E) de niveau lη. Si η2 contient un e´le´ment f de Σ222...2(E) de niveau lη, alors η2 contient
g ∈ Σ122...2(E) ou` [g]∪ [f ] = [e] d’apre`s 25. On en de´duit par 48 que pη,η−{f} est un isomorphisme. En
re´pe´tant l’ope´ration avec tous les e´le´ments fi de Σ222...2(E) de niveau lη, on obtient un isomorphisme
pη,η−{f1,...,fs} ou` e est l’unique structure de niveau lη de η − {f1, . . . , fs}. L’application de 52 montre
ensuite que que si on note η′2 = η − {f1, . . . , fs, e} l’ensemble des structures de niveau lη − 1 de η2,
alors le morphisme d’oubli pη2,η′2 est un isomorphisme. En re´pe´tant cette proce´dure, on montre que
si η′′2 est l’ensemble des structures de niveau lη − 2 de η2, alors pη,η′′2 est un isomorphisme. De proche
en proche, on obtient finalement que si η1 est l’ensemble des structures de niveau au plus deux de η2,
alors pη2,η1 est un isomorphisme.
4.3 De´monstration du the´ore`me 5
Si η et η′ sont deux enrichissements tels qu’il existe g ∈ S3 avec g.η ⊂ η
′, il existe un morphisme
d’oubli Rη′(X)→ Rg.η(X) = Rη(X). Tous les morphismes du the´ore`me 5 sont obtenus ainsi.
De´finissons maintenant la stratification sur Rη(X). Notons η(pl, . . . , p1) := η ∩ Σpl,...,p1(E),
Pη(pl, . . . , p1) l’ensemble des parties de η(pl, . . . , p1), E3,η := {σ ∈ η t.q.∃l ≥ 0, σ ∈ Σ322 . . . 2︸ ︷︷ ︸
l fois
(E)},
E2,η := {σ ∈ η t.q.∃l > 0, σ ∈ Σ22 . . . 2︸ ︷︷ ︸
l fois
(E). Les strates de la stratification surRη(X) sont parame´tre´es
par l’ensemble
Conf(η) := {3, 2, c, g}E3,η × {2, 1}E2,η ×Πpl,...,p1Pη(pl, . . . , p1)
ou` {3, 2, c, g}E3,η repre´sente les fonctions de E3,η dans {3, 2, c, g}. Si c = (f, g,ΠP (pl, . . . , p1)) ∈
Conf(η), et si η = {σ1, . . . , σr}, la strate de Rη(X) correspondant a` c est Sc := {(p1, . . . , pr) t.q.:
• ∀σi ∈ E3,η, [pi] est constitue´ de trois points distincts si f(σi) = 3, de deux points distincts si
f(σi) = 2, est un sche´ma ponctuel curviligne si f(σi) = c, un deux gros point si f(σi) = g
• ∀σi ∈ E2,η, [pi] est constitue´ de deux points distincts si g(σi) = 2, est un sche´ma ponctuel si
g(σi) = 1
• ∀{σi, σj} ⊂ η(pl, . . . , p1), pi = pj ssi {σi, σj} ⊂ P (pl, . . . , p1)}
Si η ⊂ η′, l’image inverse par un morphisme d’oubli d’une strate de Rη(X) est une re´union de
strates de Rη′(X). En effet, on a par restriction une application de {3, 2, c, g}
E3,η′ × {2, 1}E2,η′ dans
{3, 2, c, g}E3,η×{2, 1}E3,η . L’intersection avec η donne une application Pη′(pl, . . . , p1)→Pη(pl, . . . , p1).
On peut utiliser ces applications pour de´finir une application produit q de Conf(η′) dans Conf(η).
L’e´galite´ p−1η′,η(Sc) = ∪q(c′)=cSc′ montre que l’image inverse d’une strate est bien une re´union de
strates.
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L’une des strates de Rη(X) est fη(F (X, 3)) (correspondant a` f constante e´gale a` 3, a` g constante
e´gale a` 2, et aux parties P (pl, . . . , p1) vides). C’est une strate ouverte de fac¸on e´vidente et dense par
de´finition d’un enrichissement admissible.
Il nous reste a` mettre en e´vidence une strate ferme´e incluse dans l’adhe´rence de toutes les autres
strates. Pour la varie´te´ R1,2,3,12,13,12,123, la strate correspondant a` f constante e´gale a` g, a` g constante
e´gale a` 1, et aux parties P (pl, . . . , p1) = η(pl, . . . , p1) est forme´e des points de la forme q(p, d, t) au sens
de la proposition 31. Il re´sulte de [LB] que cette strate est ferme´e incluse dans l’adhe´rence de toutes
les autres strates. L’image inverse S de cette strate spe´ciale par l’isomorphisme R1,2,3,12,13,12,123(X) ≃
Rmax(X) est encore ferme´e et incluse dans l’adhe´rence de toutes les autres strates. Si η ⊂ ηmax est un
enrichissement quelconque, pηmax,η(S) est la strate de Rη(X) forme´e des points de la forme q(p, d, t).
Elle est ferme´e comme image d’une varie´te´ projective, incluse dans l’adhe´rence de toutes les autres
strates par continuite´ que pηmax,η(S).
Remarque 57. On peut en fait montrer que l’adhe´rence d’une strate de la stratification pre´ce´dente
est une re´union de strates.
5 Etude des quotients par les actions naturelles
On a vu a` la section 3 que chaque sche´ma Rη(X) est naturellement muni d’une action de groupe.
Dans cette section nous de´terminons les quotients des sche´mas Rη(X) par ces actions quand η est
l’un des enrichissements du the´ore`me de classification, i.e. nous montrons les the´ore`mes 3 et 4 de
l’introduction.
L’ide´e pour de´terminer les quotients Rη(X)/G et les morphismes quotients consiste a` trouver pour
chaque η un enrichissement η′ ⊂ η tel que Rη′(X) ≃ Rη(X) et tel que l’action du groupe sur Rη′(X)
soit plus facilement maˆıtrisable. Toutes les de´monstrations e´tant identiques, nous ne traiterons qu’un
seul cas. Montrons par exemple R11,2,3,12,13,123(X)/S2 = R
1
123(X).
Nous avons vu lors de la classification que R11,2,3,12,13,123(X) e´tait isomorphe a`
R112,13,123(X) ⊂ H12(X)×H13(X) ×H
1(X)×H123(X)
et l’action de S2 sur cette varie´te´ est:
ε.(p12, p13, p
1, p123) = (p13, p12, p
1, p123)
ou` ε est l’e´le´ment de S2 diffe´rent de l’identite´.
Quand la caracte´ristique du corps est premie`re au cardinal d’un groupe G, quand ce groupe G
agit sur un sche´ma projectif Y en laissant un sous-sche´ma Z invariant, le sche´ma quotient Z/G est
naturellement un sous-sche´ma de Y/G. Dans notre cas, cela veut dire qu’on a:





car S2 n’agit pas sur les deux derniers facteurs.
Il existe un morphisme naturel
ϕ : H1(X) = Hilb2,2(X)→ (Hilb2(X) ×Hilb2(X))/S2 = (H12(X)×H13(X))/S2
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de´finissant une sous-varie´te´
V →֒ (H12(X)×H13(X))/S2 ×H
1(X) ×H123(X)
forme´e par les (p, q, r) tels que p = ϕ(q). La projection
V → H1(X)×H123(X)
est un isomorphisme. Le quotient R112,13,123(X)/S2 est une sous-varie´te´ de V comme on le ve´rifie en







12,13,123(X) ⊂ H12(X) ×H13(X) × H
1(X) ×H123(X)
↓




C’est donc simplement un morphisme d’oubli et l’image de R11,2,3,12,13,123(X) par ce morphisme d’oubli
est R1123(X).
6 Comparaison aux constructions classiques
Nous allons dans cette section montrer que nos compactifications englobent les compactifications de
F (X,n) de Schubert-Semple-Le Barz,de Kleiman pour n ≤ 3, et de Cheah, ainsi que leurs quotients.
Pour cela nous nous contentons de rassembler ici le travail de´ja effectue´ par Le Barz et par Keel.
L’ensemble des re´sultats de cette section est re´sume´ par le the´ore`me 6.
On peut montrer en revanche ([Ev1]) que la compactification X[3] de Fulton-MacPherson n’est iso-
morphe a` aucune de nos varie´te´s de triplets.
Comme il est e´vident d’apre`s les de´finitions que notre construction englobe les sche´mas e´tudie´s par
Cheah ([Ch]), nous n’aborderons ici que les deux autres constructions.
6.1 La varie´te´ de Schubert-Semple
Cette compactification W ∗6 de F (IP
2, 3) est de´finie comme la sous-varie´te´ de
IP 2 × IP 2 × IP 2 × IP 2 ∗ × IP 2 ∗ × IP 2 ∗ ×G(2, IP 5)
forme´e par les (p1, p2, p3,D12,D13,D23,Σ) tels que
• la droite Dij contient les points pi et pj
• Σ est un re´seau de coniques de IP 2 contenant les coniques d’ide´al I(Dij).I(Djk).
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Schubert voulait a` des fins e´nume´ratives une varie´te´ universelle lisse parame´trant les triangles du
plan, e´ventuellement de´ge´ne´re´s.Mais une construction de cette varie´te´ dans: IP 2× IP 2× IP 2× IP 2 ∗×
IP 2 ∗ × IP 2 ∗ donnerait une varie´te´ singulie`re. L’introduction du re´seau de coniques est un moyen
ge´ome´trique de de´singulariser cette varie´te´.
Comme l’a montre Le Barz, R1,2,3,12,13,23,123(X) co¨ıncide avec la construction de Schubert-Semple
dans le cas ou` X = IP 2. Le point (p1, p2, p3, p12, p13, p23, p123) de X×X×X×Hilb
2(X)×Hilb2(X)×
Hilb2(X) × Hilb3(X) correspond au point de la construction de Schubert-Semple dont les droites
Dij sont les droites qui contiennent le sche´ma [pij ], et dont le re´seau de coniques est forme´ par les
coniques contenant [p123].
D’apre`s l’e´tude des passages au quotient, le quotient de R1,2,3,12,13,23,123(X) ≃ Rmax(X) par S3 est
R123123(X) et le quotient par S2 est R
3,123
3,12,123(X).
6.2 Les varie´te´s de Kleiman
Ces compactifications Xr de F (X, r) ont e´te´ introduites dans [K] et elles ont e´te´ abondamment
e´tudie´es depuis ([R],[DO],[W],[Hb] par exemple).
Leur de´finition est donne´e par re´currence sur r. On pose X0 := Spec k, X1 := X et Xr+1 =
Bl∆ (Xr ×Xr−1 Xr), ou` ∆ est la diagonale. Ge´ome´triquement, un point de Xr correspond a` un
r-uplet ordonne´ (p1, . . . , pr). Chaque pi est soit un point de X, soit un point infiniment voisin ( ie.
un point situe´ sur une surface X˜ obtenue par e´clatement successifs de points).
Pour r = 2, les varie´te´s X2 = Bl∆(X ×X) et R1,12(X) sont isomorphes.
Keel a montre´ l’isomorphisme R1,2,3,12,13,123(X) ≃ X3 [Kee]. D’apre`s la classification et l’e´tude des
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