Abstract. Higher order group cohomology is defined and first properties are given. Using modular symbols, an Eichler-Shimura homomorphism is constructed mapping spaces of higher order cusp forms to higher order cohomology groups.
Introduction
In the last few years, higher order modular forms have arisen in various contexts, for instance in percolation theory [12] , Eisenstein series formed with modular symbols [2] , [8] , or converse theorems [3] , [7] . L-functions of second order forms have been studied in [4] , [10] , Poincaré series attached to higher order forms have been investigated in [11] , dimensions of spaces of second order forms have been determined in [5] .
In this paper we present an approach which focuses on functorial properties of higher order cohomology groups. These are the derived functors of higher order invariant functors, which is a natural generalization of classical group cohomology. It turns out that these cohomology groups can be represented as Ext-groups over the group ring. Representing the cohomology groups as Ext-groups has the advantage that the Ext-functors produce long exact sequences out of short exact sequences plugged into either argument. This technique is used extensively throughout the paper.
We first introduce higher order group cohomology in general. It turns out that for finite groups or perfect groups nothing new is gained. For Fuchsian groups we give exact sequences which allow to compute the dimensions of cohomology groups inductively. Finally, we define the Eichler-Shimura map through modular symbols. It is a map I thank Nikolaos Diamantis and Robin Chapman for helpful comments on the contents of this paper.
General groups
Throughout, R will be a commutative ring with unit. Let G be a group and S a normal subgroup. We define a sequence of functors ðH 0 q Þ q¼1; 2;... from the category of R½G-modules to the category of R-modules. We start with q ¼ 1. For an R½G-module V let If the group S is clear from the context, we also write H 0 q ðG; V Þ. This will be the case later for a Fuchsian group G, in which case we choose S to be the subgroup generated by all parabolic elements of G.
The functor H 0 q is a left-exact functor from the category of R½G-modules to the category of R-modules. Below we will prove this fact by representing H 0 q as a Hom-functor. We denote its right-derived functors by H The functor H 0 ðS; ÁÞ maps injectives to injectives, so for a G-module V there is a Grothendieck spectral sequence
abutting to H rþs q ðG; S; V Þ. This has interesting consequences. For instance, if R is a field of characteristic zero, V S ¼ 0, and the virtual cohomological dimension of G=S is one, then there is an isomorphism
Let aug : R½G ! R be the augmentation map given by aug P g a g g ¼ P g a g . Let I ¼ kerðaugÞ be the augmentation ideal. The following simple lemma will be useful.
Lemma 1.1. The ideal I q is the R-span of all elements of the form
Proof. We use induction on q. To start with q ¼ 1 let m A I, then
This proves the claim for q ¼ 1. The induction step is clear as I qþ1 ¼ I q I . r Let I S be the augmentation ideal of S. As S is normal, R½GI S is a two-sided ideal of R½G. Let J q be the ideal of R½G generated by the q-th power I q of the augmentation ideal together with I S , i.e.,
For short we write A for the group algebra R½G. Let V be an A-module. For any ideal J of A, we write V J for the set of all v A V with Jv ¼ 0. There is a natural identification
and hence More generally, the same conclusion holds if there is no non-trivial jGj-torsion in V G .
For arbitrary G, the same conclusion holds if G coincides with its commutator subgroup ½G; G.
P is a linear map with P 2 ¼ jGjP and The last assertion is seen as follows. For h; g A G, the element
belongs to I 2 . Therefore, if G ¼ ½G; G, then I 2 ¼ I and hence I q ¼ I for every q. r where a : V ! Hom A ðJ q ; V Þ is given by aðvÞðmÞ ¼ mv.
gives, as part of the long exact cohomology sequence of Ext in the first argument, the exact sequence
The last term is zero, the first can be identified with V and the first map is a. r
In the case of classical group cohomology, which is the case q ¼ 1, people often use the following cocycle representation for H 1 ðG; V Þ. It is the quotient Z 1 =B 1 , where Z 1 is the space of all maps f : G ! V such that f ðgtÞ ¼ gf ðtÞ þ f ðgÞ and Z 1 is the subspace of all f of the form f ðgÞ ¼ gv À v for some v A V . Note that for the trivial G-module R this identifies H 1 ðG; RÞ with the set HomðG; RÞ of group homomorphisms into the additive group of R. A natural isomorphism between these two cocycle representations is given by the map C :
There is a natural restriction map
The restriction respects the cocycle representations.
Proof. The restriction is induced by the natural map R½S=I S ,! A=J k . The fact that it maps the cocycle representation to the cocycle representation of the group cohomology, follows from the commutativity of the following diagram and the exactness of its rows:
The following lemma will be useful later. 
q is a free Z-module and as
the same follows for R. The proof for J q =IJ q is analogous.
For the second assertion consider the map I S ! J q =IJ q . Its kernel is I S X IJ q , which contains I 2 S . To show equality, let
where a j ; b k A R; g j; i A GnS; g k A G and s k A S. The ideal R½GI S is the kernel of the map R½G ! R½G=S. It follows that the first summand is annihilated by this map and so there are s j; k A S and s j A S such that
This implies that P j a j ðg j; 1 s j; 1 À 1Þ Á Á Á ðg j; qþ1 s j; qþ1 À 1Þ A R½GI S :
Now ðg j; 1 s j; 1 À 1Þ 1 ðg j; 1 À 1Þ þ ðs j; 1 À 1Þ mod II S , which means that f lies in II S . It follows that f can be written as an element of I 2 S plus a sum of the form P g A GnS mod S ðg À 1Þ f g ; where the sum runs over a fixed set of representatives and the f g are uniquely determined.
Fuchsian groups
Let H be the upper half plane in C, which is acted upon via linear fractionals by the group SL 2 ðRÞ. As the element À1 acts trivially, the action factors over G ¼ PSL 2 ðRÞ ¼ SL 2 ðRÞ=G1. Let G be a discrete subgroup of G of finite covolume. Then G has finitely many equivalence classes of cusps c A R W fyg. For each cusp c fix an element s c A G such that s c ðyÞ ¼ c and s
, where G c is the stabilizer subgroup of c in G. Let S ¼ G par be the subgroup generated by all parabolic elements in G. Then S is the group generated by all stabilizer groups G c , where c varies over the cusps of G. Since gG c g À1 ¼ G gc , the group S is normal in G.
Assume G is torsion-free. Then there are hyberbolic generators g 1 ; . . . ; g 2g and parabolic generators p 1 ; . . . ; p s such that G is the group generated by these with the only relation
The number g f 0 is called the genus of G. The number s is the number of inequivalent cusps of G. Note that the cohomological dimension of G is 1 if s 3 0. Otherwise it is 2 (see [13] ). which implies that
where
Lemma 2.1. We have dim J q =J qþ1 ¼ N g ðqÞ.
Proof. As the case g ¼ 0 is trivial, we assume g f 1. The exactness of the sequence
shows that the dimension in question equals dim A=J qþ1 À dim A=J q . In A=J q one has p j ¼ 1, so we can as well assume s ¼ 0. Then J q ¼ I q .
LetÂ A ¼ lim Àq A=I q be the I -completion of A. InÂ A one has the identity
for every g A G. So we conclude thatÂ A GÂ A 0 , where A 0 H A is the R-subalgebra generated by g 1 ; . . . ; g 2g , further I 0 ¼ I X A 0 , andÂ A 0 is the I 0 -completion ofÂ A 0 . Note that A=I q GÂ A=Î I q GÂ A 0 =Î I 0 . It follows that I q =I qþ1 is spanned by all elements of the form ðg i 1 À 1Þ Á Á Á ðg i q À 1Þ, where 1 e i j e 2g for each j. The relation
is equivalent to g 1 g 2 ¼ bg 2 g 1 where the element b ¼ ½g 2g ; g 2gÀ1 Á Á Á ½g 4 ; g 3 is contained in the subgroup generated by g 3 ; . . . ; g 2g . This means that b lies in the closed subalgebra ofÂ A 0 generated by g 3 ; . . . ; g 2g . It follows that
Modulo I 3 , the right-hand side of this equation can be written as a linear combination of elements of the form ðg i 1 À 1Þðg i 2 À 1Þ, where ði 1 ; i 2 Þ 3 ð1; 2Þ. As the above relation is generating all relations, there are no linear relations among the set of all elements of the form ðg i 1 À 1Þ Á Á Á ðg i q À 1Þ, where ði n ; i nþ1 Þ 3 ð1; 2Þ for every n ¼ 1; . . . ; q À 1. The latter therefore form a basis of I q =I qþ1 . The lemma follows. r Let n f 0 be an even integer. Let P n ðRÞ be the R-vector space of homogeneous polynomials pðX ; Y Þ of degree n. So P n ðRÞ has dimension n þ 1. There is a representation p n of SL 2 ðRÞ on the space P n ðRÞ given by
Note that the element À1 of SL 2 ðRÞ acts by the scalar ðÀ1Þ n , so that for even n, one gets a representation of G ¼ SL 2 ðRÞ=G1. From now on we set R ¼ R, and n f 0 will be an even integer. Then the space V ¼ V n ¼ P n ðRÞ is an A ¼ R½G-module, as G is a subgroup of G.
Proof. By [1] , Theorem 10.3.5, the group G contains a hyperbolic element g. Then g is an element of an R-split torus, which implies that p n ðgÞ is diagonalizable. As V is a highest weight module, the eigenvalue 1 has multiplicity one and all other eigenvalues are of absolute value 3 1. Let v A V I q , then for any k 1 ; . . . ; k q A N we have
which implies that v lies in the eigenspace to the eigenvalue 1. As this is true for every hyperbolic element, v is an element of the intersection U of all 1-eigenspaces of hyperbolic elements. This intersection has dimension e 1, so it is di¤erent from P n ðRÞ. On the other hand, U is invariant under G, and as G is Zariski-dense in G, the space U is invariant under G. Since the representation p n is irreducible, U ¼ 0. r Lemma 2.3. Assume G torsion-free, let V ¼ P n ðRÞ and q f 1. 
So the first term maps onto the second and after iteration we find a surjective map Ext has dimension 2gN g ðq À 1Þ, since dim H 1 ðG; RÞ ¼ 2g by [14] or [9] . Since Remark. From [14] or [9] we take
Proof. Consider the exact sequence
Start with the case when n f 1. Then the first row is zero by Lemma 2.2, and the remaining sequence reads
The first assertion follows. For the second, assume n ¼ 0. Then the first map in the long exact sequence is an isomorphism and so the second is zero. We get an exact sequence
The last assertion is clear from this. To prove the last item one uses the long exact sequence from the proof of Lemma 2.3 (b). r 2.1. Parabolic cohomology. Let V be an R½G-module. Let C be the set of all cusps of G. For c A C, let G c be its stabilizer in G. We define the parabolic cohomology, H p q; par ðG; V Þ to be the kernel of the restriction map
So it su‰ces to extend the product over a set of representatives of GnC. 
Here the columns are exact by the very definition of parabolic cohomology. By the snake lemma, the triviality of the cokernel of h will give the desired exactness. We prove this for q ¼ 1 first. The G-module V induces a locally constant sheaf, also denoted V , on GnH and H 1 ðG; V Þ equals the sheaf cohomology. The restriction H 1 ðG; V Þ ! H 1 ðG c ; V Þ is the restriction of sheaf cohomology to a cusp-section in GnH. As GnH is compact up to cusp sections, one gets an exact sequence,
Here H c means cohomology with compact supports and the last zero is H 2 ðG; V Þ ¼ 0. The space H 2 c ðGnH; V Þ is dual to H 0 ðGnH; V Þ ¼ H 0 ðG; V Þ by Poincaré duality. The latter space is zero, as we assume n f 1.
This argument applies to both h 1 and j, so both cokernels are zero. By the snake lemma, we have an exact sequence, cokerðh q Þ ! cokerðh qþ1 Þ ! cokerðjÞ: 
By linearity, we extend the definition f j k s to elements s of the group ring R½G. Let k f 0 be even and let S k ðGÞ be the space of cusp forms of weight k, i.e., the complex vector space of all
for every cusp c of G, the function ð f j k s c ÞðzÞ is Oðe Àdy Þ as y ! þy for some d > 0.
We sometimes also write gf for f j k ðg À1 Þ, so we can write it as a left action.
We now define cusp forms of higher order. First let S We next show that j maps to the parabolic cohomology. Note that the exponential decay at the cusps allows to extend the definition of j z ð f ÞðgÞ ¼ p n ðgÞ Ð
Re oð f Þ to the case when z is replaced by a cusp c, at least if we insist that the integral path should be the geodesic in H from c to gc. So, if g A G c , i.e., gc ¼ c, then j c ð f ÞðgÞ ¼ 0, which implies that j c ð f Þ zero on G c , so jð f Þ is indeed parabolic.
We now show the injectivity of the map j. Note that for g A G we have that ðg À 1ÞJ qÀ1 H J q , so multiplication by ðg À 1Þ induces a map from Hom R½G ðR½G=J q ; V Þ to Hom R½G ðR½G=J qÀ1 ; V Þ, which is functorial in V . As cohomology is a universal d-functor, we get a map Let f be in the kernel of j. By induction, j qÀ1 is injective, so then it follows that ðg À 1Þ f is zero for every g A G, hence f A S nþ2 ðGÞ already. By the case q ¼ 1, the map jð f Þ A Hom A ðJ q ; V Þ then extends to I , hence gives a map I =J q ! V . The image of this map jð f Þ lies in V J q , which is zero for n f 1, so jð f Þ ¼ 0, so f ¼ 0 by the injectivity of the classical Eichler-Shimura map. This implies the injectivity in case n f 1.
In the case n ¼ 0 we use induction on q. For q ¼ 1 the claim follows from the classical Eichler-Shimura Isomorphism if we formally set S The restriction below is equal to zero. Hence S qÀ1 nþ2 ðGÞ maps into the kernel of j q . The surjectivity of j q for n f 1 and the dimension formula for n ¼ 0 follow from our dimension formulae together with [6] , Corollary 3.13 and Theorem 4.1. r
