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THE LAMBDA INVARIANTS AT CM POINTS
TONGHAI YANG, HONGBO YIN, PENG YU
Abstract. In the paper, we show that λ(z1)−λ(z2), λ(z1) and 1−λ(z1) are all Borcherds
products in X(2)×X(2). We then use the big CM value formula of Bruinier, Kudla, and
Yang to give explicit factorization formulas for the norms of λ(d+
√
d
2
), 1 − λ(d+
√
d
2
), and
λ(d1+
√
d1
2
)− λ(d2+
√
d2
2
), with the latter under the condition (d1, d2) = 1. Finally, we use
these results to show that λ(d+
√
d
2
) is always an algebraic integer and can be easily used to
construct units in the ray class field of Q(
√
d) of modulus 2. In the process, we also give
explicit formulas for a whole family of local Whittaker functions, which are of independent
interest.
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1. Introduction
It is well-known that the CM value j(τ) of the j-invariant at a CM point τ is always
integral. What about the λ-invariants on the modular curve X(2)? Actually, there are six
of them, satisfying the equation over Q(j)
(1.1) f(λ, j) = (1− λ+ λ2)3 − j
256
λ2(1− λ)2 = 0.
The group SL2(Z)/Γ(2) = S3 acts on these roots simply transitively. The standard choice
is
(1.2) λ(τ) = − 1
16
q−
1
2
∏
n≥1
(
1− qn− 12
1 + qn
)8, q = e(τ) = e2πiτ .
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The other five roots of (1.1) are 1 − λ, 1
λ
, 1
1−λ ,
λ−1
λ
and λ
λ−1 , all with similar product
formulas. For an imaginary quadratic field k = Q(
√
d) and a positive integer N , let
CM(k, N) be the set of CM points τ ∈ Y (N) = Γ(N)\H such that the associated elliptic
curve Eτ = C/(Z + Zτ) has CM by Ok. For every CM point τ ∈ CM(k, 2), (1.1) implies
that λ(τ) is integral away from 2. The following examples
λ(
−7 +√−7
2
) =
1 + 3
√−7
2
and λ(
−7 +√−7
4
) =
1 + 3
√−7
32
show that whether λ(τ) is integral might not be a trivial question. Our first main result
indicates that the standard choice of λ(τ) might be the best choice for the CM point d+
√
d
2
.
Theorem 1.1. Let d < 0 be a fundamental discriminant of an imaginary quadratic field
k = Q(
√
d). Then λ0 = λ(
d+
√
d
2
) is an algebraic integer. Moreover,
(1) When d ≡ 5 (mod 8), both λ0 and 1− λ0 are units.
(2) When d ≡ 4 (mod 8), λ0 is a unit.
(3) When d ≡ 0 (mod 8), 1− λ0 is a unit.
(4) When d ≡ 1 (mod 8), 16
λ0(1−λ0) is a unit.
The case d ≡ 5 (mod 8) is relatively straightforward as one can prove that [Q(λ0) :
Q(j0)] = 6 with j0 = j(
d+
√
d
2
). The other cases are quite subtle. When d 6≡ 5 (mod 8),
λ0 is of degree 2 over Q(j0) and its Galois conjugate may be 1− λ0, 1λ0 , or λ0λ0−1 , but it is
highly non-trivial to determine which one is its Galois conjugate in each individual case.
The key technical result to prove the above theorem is
Proposition 1.2. The Galois conjugate of λ0 over Q(j0) is 1 − λ0, 1λ0 or λ0λ0−1 according
to d ≡ 1, 4 or 0 (mod 8).
The way we prove this proposition is to use the following norm formulas. Notice that
Galois conjugates have to have the same norm.
Proposition 1.3. We have the following norm formulas for λ0 = λ(
d+
√
d
2
) with d < −4.
Here h is the class number of k = Q(
√
d).
Table 1. |N(λ)|
d (mod 8) 0 1 4 5
|N(λ0)| 22h 24h 1 1
|N(1− λ0)| 1 24h 22h 1
|N(1/λ0)| 2−2h 2−4h 1 1
|N(λ0/(λ0 − 1))| 22h 1 2−2h 1
This proposition is a bi-product of the original purpose of this paper: a factorization
formula for |N(λ(d1+
√
d1
2
) − λ(d2+
√
d2
2
))| similar to the beautiful factorization formula of
singular moduli of Gross and Zagier ([GZ85]).
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Theorem 1.4. Let kj = Q(
√
dj) with ring of integers Odj = Z[τj ] with τj =
dj+
√
dj
2
,
j = 1, 2. Let wj be the number of roots of unity in kj, and let hj = h(kj) be the class
number of kj. Let E = Q(
√
d1,
√
d2) and F = Q(
√
D) with D = d1d2. For an ideal a of F ,
let ρE/F (a) be the number of integral ideals of E with relative norm a, and let χ = χE/F be
the quadratic Hecke character of F associated to E/F . Let c(t) =
d21+d
2
2−(d1+d2)
4
− m+D
2
∈ Z.
Assume that (d1, d2) = 1. Then
(1) When d1 ≡ d2 ≡ 5 (mod 8),
log |N(λ(τ1)− λ(τ2))|
= 6
∑
t=m+
√
D
2
∈OF
|m|<√D
c(t)∈2Z
∑
χE/F (p)=−1
(
1 + ordpt(tp
−2
t )
2
+
ordpt(p)
3
)
ρE/F (tpp
−2
t ) logN(p).
Here pt is the prime of F above 2 with t ∈ pt.
(2) When d1 ≡ 5 (mod 8), and d2 ≡ 0, 4 (mod 8),
log |N(λ(τ1)− λ(τ2))| =
∑
t=m+
√
D
2
∈OF
|m|<
√
D
c(t)∈2Z
∑
χE/F (p)=−1
1 + ordp(t)
2
ρE/F (tp) log N(p).
(3) When d1 ≡ 1 (mod 8) and d2 ≡ 5 (mod 8),
log |N(λ(τ1)− λ(τ2))| = 2
∑
t=m+
√
D
2
∈OF
|m|<√D
c(t)∈2Z
∑
χE/F (p)=−1
1 + ordp(t)
2
ρE/F (tp) log N(p).
(4) When d1 ≡ 1 (mod 8) and d2 ≡ 0, 4 (mod 8),
log |N(λ(τ1)− λ(τ2))|
=
1
2
∑
t=m+
√
D
2
∈OF
|m|<√D
c(t)∈2Z
∑
χE/F (p)=−1
1 + ordp(t)
2
ρE/F (tp) log N(p) + 2
3 h1h2
w1w2
log 2.
(5) When d1 ≡ 1 (mod 8) and d2 ≡ 1 (mod 8),
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log |N(λ(τ1)− λ(τ2))|
= 2
∑
t=m+
√
D
2
∈OF
|m|<√D
c(t)∈2Z
∑
χE/F (p)=−1
1 + ordp(tp
−2
t )
2
ρE/F (tpp
−2
t ) logN(p) + 2
5 h1h2
w1w2
log 2.
Here pt is the prime of F above 2 with t ∈ pt.
We remark that for each t = m+
√
D
2
∈ OF in the above formula, the second sum∑
χE/F (p)=−1 has at most one non-zero term because it is impossible to have two primes p1
and p2 of F inert in E/F with both ρE/F (ap1) and ρE/F (ap2) non-zero for any fractional
ideal a. In [Yu], one of the authors (Yu) extends the factorization formula to Rosenhain
invariants on Siegel threefold.
Corollary 1.5. Let the notation be as above.
(1) N(λ(d1+
√
d1
2
)− λ(d2+
√
d2
2
)) is an integer.
(2) If p|N(λ(d1+
√
d1
2
)− λ(d2+
√
d2
2
)), then p ≤ D
4
and p|D−m2
4
for some integer 0 ≤ m <√
D.
(3) When E/Q is unramified at 2, N(λ(d1+
√
d1
2
)− λ(d2+
√
d2
2
)) is a square up to sign.
Although N(j(τ1)− j(τ2)) does not depend on the choice of τj ∈ CM(kj, 1), the same is
NOT true for N(λ(τ1)− λ(τ2)). Let
N (d1, d2) = {|N(λ(τ1)− λ(τ2))| : τj ∈ CM(kj , 2)}.
Then a simple group theoretic argument using Lemma 2.1 shows that N (d1, d2) has order
at most 9. We find the following surprising result.
Theorem 1.6. Assume d1, d2 < −4. Then the order of N (d1, d2) is given by
|N (d1, d2)| =


1 if d1 ≡ d2 ≡ 5 (mod 8),
2 if exactly one of d1, d2 ≡ 5 (mod 8),
4 if d1 ≡ d2 ≡ 1 (mod 8),
5 otherwise.
The proofs of Theorem 1.4 and Proposition 1.3 are similar to that in [YY] although
they are technically more subtle and raise some interesting technical questions. In Section
2, we review and prove some basic facts about CM points in X(2), λ-invariants, and ray
class group actions on the CM cycles. After that we prove Theorem 1.1 and Propositions
1.2 assuming Proposition 1.3. In Section 3, we treat the product X(2)×X(2) of modular
curves as the Shimura variety associated to L = M2(Z) with Q(x) = 2 det x, and find
a weakly holomorphic modular form f whose Borcherds product lifting is λ(z1) − λ(z2)
(Proposition 3.5). In the process, we also prove that λ(z1) and 1 − λ(z1) are Borcherds
products for some explicit weakly homomorphic forms (Corollary 3.4). Notice that the
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existence of f is not guaranteed by Bruinier’s converse theorem ([Bru14]). In Section 4,
we use the big CM value formula in [BKY12] to compute the absolute value of the norm
of λ(τ1)−λ(τ2) and to prove Theorem 1.4 and Proposition 1.3, although the big CM cycle
and Galois orbit are not always the same in this case. We then use these results to prove
Theorem 1.6.
The main technical part to prove Theorem 1.4 and Proposition 1.3 is to compute the
local Whittaker functions at primes dividing 2, which needs more general explicit formulas
for local Whittaker functions than exists in literature. In Section 5, we give an explicit
formula for a whole family of local Whittaker functions which are basic and of independent
interest. In the last section, we actually compute some examples of the factorization of
the norm |N(λ(τ1) − λ(τ2))| using Theorem 1.4. We check the formulas with computer
computation results, and they match perfectly.
2. The integrality of the CM values of the Lambda function λ
Let Y (2) = Γ(2)\H and X(2) = Y (2) ∪ {0, 1,∞}. Then X(2) is the compactification of
Y (2) and is known to have a canonical model over Q. Then the λ-invariant defined by (1.2)
gives an isomorphism between X(2) and P1. Moreover, we have the following commutative
diagram
(2.1) X(2)
λ
//
π

P1
π′

X(1)
j
// P1
where π is the natural projection and π′ is given by
π′(x) =
256(1− x+ x2)3
x2(1− x)2 .
So the minimal polynomial of λ = λ(τ) over Q(j(τ)) is generically given by (1.1). For any
τ ∈ H, the preimage of j(τ) under π is{
λ(τ), 1− λ(τ), 1
λ(τ)
,
1
1− λ(τ) ,
λ(τ)− 1
λ(τ)
,
λ(τ)
λ(τ)− 1
}
= {λ ◦ γ : γ ∈ SL2(Z)/Γ(2)}
Let k = Q(
√
d) be an imaginary quadratic field with fundamental discriminant d viewed
as a subfield of C in the usual way. For N = 1, 2, let CM(k, N) be the set of CM points in
X(N) defined as in the introduction. They are parameterized by triples (a, α, β), where a
is a fractional ideal of k, and (α, β) is an ordered Z-basis of a such that α
β
∈ H. Two such
triples (ai, αi, βi) are equivalent if there is z ∈ k and γ ∈ Γ(N) such that
a1 = za2, γ(α1, β1)
t = (zα2, zβ2)
t.
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The associated CM point in X(N) is given by τ(a,α,β) =
α
β
. The ray class group Cl(k, N)
acts on CM(k, N) as follows: For a fractional ideal b prime to N ,
[b] ∗ (a, α, β) = (ab, α1, β1)
with
α1 ≡ α (mod N), and β1 ≡ β (mod N).
We refer to [Yan16] for more detail. Our special case N = 1, 2 simplifies the description a
little. Although it is well-known that Cl(k) = Cl(k, 1) acts on CM(k) = CM(k, 1) simply
transitively, it is not true even for Cl(k, 2). Let h(k, N) be the ray class number of k of
modulus N , and h(k) = h(k, 1).
Lemma 2.1. Let the notation be as above, and let w = |O×
k
| be the number of roots of
unity in k. Then
(1) One has
h(k, 2)
h(k)
=
2
w
r(d) =


2
w
if d ≡ 1 (mod 8),
4
w
if d ≡ 0 (mod 4),
6
w
if d ≡ 5 (mod 8).
We denote r(d) = 1, 2, 3 according to d ≡ 1 (mod 8), 0 (mod 4), or 5 (mod 8).
(2) The CM set CM(k, 2) has 6/r(d) orbits under the action of Cl(k, 2) when d < −4
and has 3 orbits when d = −3,−4.
(3) When 4|d, λ(τ) is real when τ ∈ CM(k, 2) and the minimal polynomial of λ(τ) over
Q is of degree h(k, 2).
(4) When 4 ∤ d, λ(τ) is not real for τ ∈ CM(k, 2), and the minimal polynomials of λ(τ)
and λ(−τ¯ ) = λ(τ) over Q are the same and of degree 2h(k, 2). In particular, when
d ≡ 5 (mod 8) and d 6= −3, the minimal polynomial of λ(τ) is given by
fλ(x) =
∏
z∈CM(k,2)
(x− λ(z)).
Proof. (sketch) Claim (1) follows from the general relation between ideal class groups and
ray class groups, see for example [Mil, Theorem 1.7, p. 146]:
h(k,m)
h(k)
=
N(m)
[O×
k
: Um]
∏
p|m
(1− N(p)−1),
where m is an integral ideal of k, h(k,m) is the ray class number of k of modulus m, and
Um is the subgroup of O×k consisting of units which are 1 (mod m).
Since the projection map from X(2) to X(1) has degree 6 and it does not ramify at the
CM points unless d = −3,−4, claim (2) follows from (1) immediately.
For (3), we may assume τ = −d+
√
d
2
= [Ok, α, 1] with α = −d+
√
d
2
. Then −τ¯ = d+
√
d
2
=
[Ok,−α¯, 1]. When 4|d, it is clear −τ¯ = d + τ which is equal to τ in X(2). Now assume
that d is odd. If τ and −τ¯ are in the same orbit, then there is an ideal b such that
[Ok,−α¯, 1] = [b] ∗ [Ok, α, 1] = [b, α1, β1]
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So b = zOk and there is γ ∈ Γ(2) such that
γ(α1, β1)
t = (−zα¯, z)t.
Notice that α1 ≡ α (mod 2) and β1 ≡ 1 (mod 2) by definition. A simple calculation shows
that α + α¯ = −d ≡ 0 (mod 2), a contradiction.
(4) follows from (3). 
The cases d = −3,−4 are special, so we record them as a separate lemma.
Lemma 2.2. One has for d = −3,−4
(1)
h(Q(
√−4), 2) = h(Q(√−4) = 1, λ(√−1) = −1,
h(Q(
√−3), 2) = h(Q(√−3) = 1, λ(−3 +
√−3
2
) =
1 +
√−3
2
.
(2) CM(k, 2) has three Cl(k, 2)-orbits, and X(2)→ X(1) is ramified at the CM points√−1 and −3+
√−3
2
with ramification index 2.
Proposition 2.3. Let d < −4, and let τ = τ[a,α,β] be a CM point in X(2). Then the
polynomial in λ f(λ, j(τ)) in (1.1) is irreducible over Q(j(τ)) when d ≡ 5 (mod 8) and
factorizes into product of three quadratic polynomials over Q(j(τ)) when d 6≡ 5 (mod 8).
Equivalently,
[Q(λ(τ)) : Q(j(τ))] =
{
6 if d ≡ 5 (mod 8),
2 otherwise.
Moreover, when d 6≡ 5 (mod 8), we have
f(λ, j(τ)) = f1(λ)f2(λ)f2(λ)
with
f1(λ) = λ
2 − λ+ a,
f2(λ) = λ
2 − 1
a
λ+
1
a
,
f3(λ) = λ
2 − (2− 1
a
)λ+ 1,
for some a ∈ Q(j(τ)).
Proof. (sketch) When 4 ∤ d, [Q(λ(τ)) : Q] = 2h(k, 2) while [Q(j(τ)) : Q] = h, and so
[Q(λ(τ)) : Q(j(τ))] = 2h(k, 2)/h,
which is 6 or 2 depending when d ≡ 5 or 1 (mod 8) by Lemma 2.1. Similarly when 4|d,
[Q(λ(τ)) : Q(j(τ))] = h(k, 2)/h = 2.
Now assume d 6≡ 5 (mod 8). Let F = Q(j(τ)). Since F (λ(τ))/F is of degree 2, the
Galois conjugate of λ(τ) is either 1− λ(τ), 1
λ(τ)
or λ(τ)
λ(τ)−1 .
First assume that the Galois conjugate of λ(τ) is 1−λ(τ), then a = λ(τ)(1−λ(τ)) ∈ F ,
and the minimal polynomial of λ(τ) is f1(λ). At the same time, the Galois conjugate of
1
λ
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becomes 1
1−λ , and so the minimal polynomial of
1
λ(τ)
is f2(λ). Finally, the Galois conjugate
of λ(τ)
λ(τ)−1 becomes
λ(τ)−1
λ(τ)
, and their minimal polynomial is f3(λ). As the roots of f(λ, j(τ)
are these six numbers, we see f(λ)) = f1f2f3 as claimed. The other cases are similar.

For the rest of this section, we assume Proposition 1.3 and use it to prove Proposition
1.2 and Theorem 1.1. Proposition 1.2 follows from Propositions 1.3 and 2.3 immediately
as Galois conjugates have to have the same norm. Let H(k, N) be the ray class field of k
of modulus N .
Proof of Theorem 1.1: We first prove that λ0 = λ(
d+
√
d
2
) is integral. As j(τ) is an
algebraic integer, the equation (1.1) shows that λ(τ) is integral at P for any CM point
τ ∈ CM(k, 2) and every prime ideal P of k(λ(τ)) = H(k, 2) not above 2. So we just need
to prove that λ0 is integral at p for every prime p of the Hilbert class field H = k(j0) of k
above 2 with j0 = j(
d+
√
d
2
).
When d ≡ 5 (mod 8), [k(λ0) : k(j0)] = 3 by Lemma 2.1. The Galois conjugates of λ0
over k(j0) = H are λ0,
λ0−1
λ0
, and 1
1−λ0 . So Nk(λ0)/k(j0)(λ0) = −1. On the other hand, 2Ok
splits completely in k(j0) and has then to be ramified in k(λ0) = H(k, 2). So for every
prime ideal p of k(j0) above 2, k(λ0)p/k(j0)p is a ramified local field extension of degree 3.
So Nk(λ0)/k(j0)(λ0) = −1 implies that λ0 is a unit in k(λ0)p. Therefore, λ0 is integral and
actually a unit in k(λ0). So all six λ-values are units as they are Galois conjugates over
Q(j0).
When d ≡ 4 (mod 8), let p2 be the prime of k above 2. Then p2 is unramified in H and
has to be ramified in k(λ0) = H(k, 2) (as H 6= H(k, 2)). In particular, for every prime p
of H above 2, p = P2 is ramified in k(λ0). By Proposition 1.2, λ0 and 1/λ0 are Galois
conjugates over H , and so we have
NH(k,2)P/Hp λ0 = 1,
which implies that λ0 is a unit in H(k, 2)P for every prime ideal P of H(k, 2). So λ0 is
integral and actually a unit in H(k, 2).
Next, we assume d ≡ 0 (mod 8). As the Galois conjugate of λ0 is λ0λ0−1 by Proposition
1.2, the Galois conjugate of 1 − λ0 is 11−λ0 . So the same argument as in the case d ≡ 4
(mod 8) shows that 1− λ0 is integral and a unit in H(k, 2).
Finally, we assume d ≡ 1 (mod 8). Let
a = λ0(1− λ0), ω0 = −16
a
.
It is not hard to find that
j0 =
(ω0 + 16)
3
ω0
, or (ω0 + 16)
3 − j0ω0 = 0.
Hence, ω0 is integral by integrality of j0. By Proposition 1.2, λ0 and 1−λ0 are in the same
Galois orbit. By Proposition 1.3,
|Nk(λ0)/Qa| = |Nk(j0)/Qλ0|2 = |N(λ0)|2 = 28h.
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Here h is the ideal class number of k. Therefore,
|Nω0| = 16
2h
|Nk(λ0)/Qa|
=
162h
28h
= 1.
So ω0 is a unit as claimed. In particular, a = − 16ω0 is integral, and thus λ0 is integral with
λ20 − λ0 − a = 0.
This proves the theorem.
We remark that ω2(τ) = − 16λ(τ)(1−λ(τ)) is actually a hauptmodul for X0(2). Its CM values
are studied in [YY].
Corollary 2.4. The following are true.
(1) When d ≡ 5 (mod 8), one has 256|j(d+
√
d
2
).
(2) When d ≡ 1 (mod 8), gcd(j(d+
√
d
2
), 2) = 1.
(3) When d ≡ 0 (mod 4), 26h‖NQ(j0)/Q(j0) for j0 = j(d+
√
d
2
) where h is the class number
of k = Q(
√
d). Moreover, 256
j0
is integral at 2.
Proof. (1) follows from the minimal polynomial equation (1.1) of λ0 over Z(j0) and the
integrality of λ0. Here we write again λ0 = λ(
d+
√
d
2
).
For (2), recall that ω0 = −16a is a unit with a = λ0(1−λ0) ∈ Q(j0). So ordp(a) = 4 ordp 2
for every prime ideal p of Q(j0) above 2. This implies
ordp j0 = ordp
256(1− a)3
a2
= 0.
So j0 is a unit at 2. Claim (3) can be proved similarly and we leave it to the reader. 
The explicit calculation suggests that j0
26
is integral and is a unit at 2.
3. λ(z1), 1− λ(z1) and λ(z1)− λ(z2) as Borcherds liftings
3.1. Brief review of Borcherds liftings. Let L = M2(Z) with the quadratic form
Q(x) = 2 detx and the induced pairing
(x, y) = Q(x+ y)−Q(x)−Q(y) = 2(y1x4 + x1y4 − y2x3 − x2y3).
Let V = M2(Q).Then
H = GSpin(V ) = {g = (g1, g2) ∈ GL2×GL2 : det g1 = det g2}
acting on V via
(g1, g2)x = g1xg
−1
2 .
One has the exact sequence
1→ Gm → H → SO(V )→ 1.
Let
(3.1) L = {w ∈ VC : (w,w) = 0, (w, w¯) < 0}.
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and let D be the Hermitian symmetric domain of oriented negative 2-planes in VR = V ⊗QR.
Then one has an isomorphism
pr : L/C× ∼= D, w = u+ iv 7→ Ru+ R(−v).
For the isotropic matrix ℓ = ( 0 −10 0 ) ∈ L and ℓ′ =
(
0 0
1
N
0
)
∈ V with (ℓ, ℓ′) = 1. We also have
the associated tube domain
Hℓ,ℓ′ = {
(
z1 0
0 −z2
)
: y1y2 > 0}, yi = Im(zi),
together with
w : Hℓ,ℓ′ → L, w(
(
z1 0
0 −z2
)
) =
(
z1 −2z1z2
1
2
−z2
)
.
This gives an isomorphism Hℓ,ℓ′ ∼= L/C×. We also identity H2 ∪ (H−)2 with Hℓ,ℓ′ by
φ : z = (z1, z2) 7→
( z1
2
0
0
z2
2
)
.
Note that we use this identification in order to have the following compatibility property
and it is also the identification used in the computation of Borcherds products. The
following is a special case of [YY, Proposition 3.1]
Proposition 3.1. Define
w2 : H
2 ∪ (H−)2 → L, w2(z1, z2) = w ◦ φ(z1, z2) =
(
z1
2
−z1z2
2
1
2
−z2
2
)
.
Then the composition pr ◦w2 gives an isomorphism between H2 ∪ (H−)2 and D. Moreover,
w2 is H(R)-equivariant, where H(R) acts on H
2 ∪ (H−)2 via the usual linear fraction:
(g1, g2)(z1, z2) = (g1(z1), g2(z2)),
and acts on L and D naturally via its action on V . Moreover, one has
(3.2) (g1, g2)w2(z1, z2) =
j(g1, z1)j(g2, z2)
ν(g1, g2)
w2(g1(z1), g2(z2)),
where ν(g1, g2) = det g1 = det g2 is the spin character of H = GSpin(V ), and
j(g1, g2, z1, z2) = j(g1, z1)j(g2, z2) = (c1z1 + d1)(c2z2 + d2)
is the automorphy factor (of weight (1, 1)).
Let Γ = Γ(2) in this paper, and let
K(2) = {g ∈ GL2(Zˆ) : g ≡ ( ∗ 00 1 ) (mod 2)}
andK = KΓ(2) = (K(2)×K(2))∩H(Af). LetXK = H(Q)\D×H(Af)/K be the associated
Shimura variety, then one has
XK ∼= Y (2)× Y (2),
where Y (2) = Γ(2)\H. We recall that X(2) = Y (2)∪{0, 1,∞} is the compactified modular
curve. Under this identification, the tautological line bundle LK = H(Q)\L × H(Af)/K
over XK becomes the line bundle of two variable modular forms of weight (1, 1) for Γ(2)×
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Γ(2). Notice that the dual lattice of L is L′ = 1
2
L. For each µ ∈ L′/L and m ∈ Q(µ) + L,
the associated special divisor Z(m,µ) is given by
Z(m,µ) = (Γ(2)× Γ(2))\{(z1, z2) : w2(z1, z2) ⊥ x for some x ∈ µ+ L,Q(x) = m}
Let SL = ⊕µ∈L′/Lφµ ⊂ S(VAf ) with φµ = Char(µ+Lˆ), and let ωL be the Weil representation
of SL2(Z) on SL as in [YY]. Let M
!
0,ωL
be the space of SL-valued weakly holomorphic
modular forms of SL2(Z) of weight 0 and representation ωL, i.e., holomorphic functions
f : H→ SL
such that f(γτ) = ωL(γ)f(τ) and f is meromorphic at the cusp∞. It has Fourier expansion
(3.3) f(τ) =
∑
µ∈L′/L
∑
m∈Q
m≫−∞
c(m,µ)qmφµ.
The following is a special case of Borcherds’ far reaching lifting theorem ([Bor98, Theorem
13.3], see also [YY, Theorems 2.1 and 2.2]).
Theorem 3.2. Let f(τ) ∈ M !0,ωL be as above and assume c(m,µ) ∈ Z for m < 0. Write
z = (z1, z2) ∈ H2. Then there is a meromorphic modular form Ψ(z, f) of weight (k, k) for
Γ(2)× Γ(2) with k = c(0, 0)/2 (with some characters) such that
(1) one has on the product of open modular curves Y (2)× Y (2)
Div(Ψ(z, f)2) = Z(f) =
∑
m>0,µ∈L′/L
c(−m,µ)Z(m,µ),
here the multiplicity of Z(m,µ) is 2 if 2µ = 0 in L′/L and 1 if 2µ 6= 0 in L′/L.
(2) Near each cusp Qℓ of XK (ℓ ∈ V with (ℓ, ℓ) = 0), Ψ(z, f) has a product expansion
of the form:
Ψ(z, f) = Ce((z, ρ(W, f)))
∏
γ∈M ′
(γ,W )>0
∏
µ∈L′0/L
p(µ)∈γ+M
[1− e((γ, z) + (µ, ℓ′))]c(−Q(γ),µ) .
Here C is a constant with absolute value
(3.4)
∣∣∣∣∣∣
∏
δ∈Z/N,δ 6=0
(1− e( δ
N
))
c(0, δ
N
ℓ)
2
∣∣∣∣∣∣ .
Here the unexplained notation are the same as in [YY, Section 2], and will be defined
in the special case we considered below.
3.2. λ(z1) − λ(z2) as a Borcherds lifting. We choose explicit representatives of cosets
L′/L = {µj : 0 ≤ j ≤ 15} with
µ0 =
(
0 0
0 0
)
, µ1 =
(
0 0
1
2
1
2
)
, µ2 =
(
0 0
1
2
0
)
, µ3 =
(
0 0
0 1
2
)
,
µ4 =
(
1
2
0
0 0
)
, µ5 =
(
1
2
0
0 1
2
)
, µ6 =
(
0 1
2
0 0
)
, µ7 =
(
1
2
1
2
0 0
)
,
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µ8 =
(
0 1
2
1
2
0
)
, µ9 =
(
1
2
1
2
1
2
1
2
)
, µ10 =
(
0 1
2
0 1
2
)
, µ11 =
(
0 1
2
1
2
1
2
)
,
µ12 =
(
1
2
0
1
2
0
)
, µ13 =
(
1
2
1
2
1
2
0
)
, µ14 =
(
1
2
0
1
2
1
2
)
, µ15 =
(
1
2
1
2
0 1
2
)
.
Take the cusp ℓ∞ = −e12 ∈ L and choose ℓ′∞ = 12e21 ∈ L′ with (ℓ∞, ℓ′∞) = 1. Here eij is
the 2 × 2 matrix with (ij) entry 1 and other entries 0. Let M∞ = (Qℓ∞ + Qℓ′∞)⊥ ∩ L =
( Z 00 Z ). Take ℓM∞ = e11 and ℓ
′
M∞ =
1
2
e22 ∈ M ′∞ with (ℓM∞ , ℓ′M∞) = 1. Furthermore, take
P∞ = M∞ ∩ (QℓM∞ +Qℓ′M∞)⊥ = 0 in this case. Finally, take
L′0∞ = {x ∈ L′ : (x, L) ⊂ 2Z},
then it is easy to check that
(3.5) L′0∞/L = {µ0, µ3, µ4, µ5, µ6, µ7, µ10, µ15}.
Let p∞ : L′0∞/L→M ′∞/M∞ be the projection defined in [YY, (2.12)]. Then
p∞(µ0) = p∞(µ6) = 0, p∞(µ3) = p∞(µ10) =
1
2
e22,
p∞(µ4) = p∞(µ7) =
1
2
e11, p∞(µ5) = p∞(µ15) =
1
2
I2.
(3.6)
Here I2 is the identity matrix of rank 2.
This explains most of the unexplained notations in the last theorem except the Weyl
chamber W and Weyl vector ρ(W, f), both of which depend on the choice of f (we refer
to [YY, Section 2] for a brief review of them). We first determine the Borcherds products
of the constant weakly holomorphic vector valued modular forms which will be used later
and are of independent interest.
Proposition 3.3. Let M !,00,ωL be the subspace of M
!
0,ωL
consisting of constant vectors f =∑
c(0, µi)φµi. Then
(1) The space M !,00,ωL is of dimension 5 with a basis {fj : 0 ≤ j ≤ 4}, where
f0 = φµ0 + φµ9 + φµ10 + φµ12 ,
f1 = φµ1 + φµ7 − φµ10 − φµ12 ,
f2 = φµ2 − φµ6 − φµ7 + φµ12 ,
f3 = φµ3 + φµ6 − φµ9 − φµ12 ,
f4 = φµ4 + φµ6 + φµ7 − φµ9 − φµ10 − φµ12 .
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(2) Their Borcherds liftings are given by
Ψ(z, 24f0) = 2
12∆(z2)∆(2z1)(1− λ(z1))3 = ∆(z2)ω2(z1)∆(z1)(1− λ(z1))3,
Ψ(z, 24f1) =
ω2(z2)(1− λ(z2))3
ω2(z1)(1− λ(z1))3 = λ(z1)(1− λ(z1))
−2λ(z2)
−1(1− λ(z2))2,
Ψ(z, 24f2) = 2
12 1
ω2(z1)ω2(z2)2(1− λ(z2))3 = −λ(z1)(1− λ(z1))λ(z2)
2(1− λ(z2))−1,
Ψ(z, 24f3) = −2−12ω2(z1)2ω2(z2)λ(z1)3 = λ(z1)(1− λ(z1))−2λ(z2)−1(1− λ(z2))−1,
Ψ(z, 24f4) = −2−12ω2(z2)
3λ(z2)
3(1− λ(z2))3
(1− λ(z1))3 = (1− λ(z1))
−3.
Here
ω2(z) =
−16
λ(z)(1 − λ(z))
is a Hauptmodul for Γ0(2). Finally, λ(zi) and 1− λ(zi) can be written as products
of integral powers of Ψ(z, 8fj), j = 1, 2, 3, 4, up to a constant multiple.
(3) If Ψ(z1, z2) is a two variable meromorphic modular form for Γ(2)× Γ(2) of weight
(k, k) with divisor solely supported on the boundary. Then
Ψ(z1, z2)
3 = CΨ(z1, z2, f)
is a Borcherds lifting of some f ∈M !,00,ωL up to a constant multiple.
Proof. (sketch) Write n(b) = ( 1 b0 1 ) and w = (
0 −1
1 0 ). Then f =
∑
cf(0, µi)φµi ∈ M !0,ωL if
and only if
f(τ + 1) = ωL(n(1))f and f(−1/τ) = ωL(w)f,
i.e., ∑
cf (0, µi)(e(Q(µi))− 1)φµi = 0
and ∑
cf(0, µi)ωL(w)φµi =
∑
cf(0, µi)ωL(w)φµi.
Now a simple (tedious) linear algebra calculation gives (1). To find the Borcherds products
of Ψ(f) for f ∈ M !,00,ωL , notice first that since f has no negative terms, there is only one
Weyl chamber
W = {R ( a 00 −1 ) : a > 0}.
So γ =
( −m
2
0
0 n
2
)
∈ M ′ satisfies (γ,W ) > 0 if and only if m,n ≥ 0 are integers not both
equal to zero. The Weyl vector is given by, via explicit calculation using the formula [YY,
(2.17)],
ρ(W, f) =
1
48
(−c2 0
0 c1
)
,
with
c2 = 2cf(0, µ0) + 2cf(0, µ6)− cf(0, µ4)− cf(0, µ7),
c1 = cf(0, µ0) + cf(0, µ6) + cf(0, µ4) + cf(0, µ7).
14 TONGHAI YANG, HONGBO YIN, PENG YU
Finally, the constant C = C(f) can be chosen as C(f) = 2
cf (0,µ6)
2 . So one has by Theorem
3.2
Ψ(z, f) = 2
cf (0,µ6)
2 q
c1
48
1 q
c2
48
2(3.7)
·
∞∏
m=1
(1− qm2 )cf (0,0)(1 + qm2 )cf (0,µ6)(1− qm−
1
2
2 )
cf (0,µ4)(1 + q
m− 1
2
2 )
cf (0,µ7)
·
∞∏
n=1
(1− qn1 )cf (0,0)(1 + qn1 )cf (0,µ6)(1− qn−
1
2
1 )
cf (0,µ3)(1 + q
n− 1
2
1 )
cf (0,µ10).
Now we have the following table
f0 f1 f2 f3 f4
cf(0, 0) 1 0 0 0 0
cf (0, µ6) 0 0 −1 1 1
cf (0, µ4) 0 0 0 0 1
cf (0, µ7) 0 1 −1 0 1
cf (0, µ3) 0 0 0 1 0
cf(0, µ10) 1 −1 0 0 −1
c1 1 1 −2 1 3
c2 2 −1 −1 2 0
C(f) 1 1 2−
1
2 2
1
2 2
1
2
Recall the product formula (1.2), and
1− λ(τ) = 1
16
q
− 1
2
τ
∏
n≥1
(
1 + q
n− 1
2
τ
1 + qnτ
)8,
we obtain the formulas in (2). We rewrite the formulas as

log |Ψ(z, 24f1)|
log |Ψ(z, 24f2)|
log |Ψ(z, 24f3)|
log |Ψ(z, 24f4)|

 =


1 −2 −1 2
1 1 2 −1
1 −2 −1 −1
0 −3 0 0




log |λ(z1)|
log |1− λ(z1)|
log |λ(z2)|
log |1− λ(z2)|

 .
The matrix is invertible with inverse
1
3


1 1 1 −1
0 0 0 −1
0 1 −1 1
1 0 −1 0

 .
This proves the last claim of (2): λ(z1) and 1− λ(z1) are also Borcherds products.
To prove (3), notice that Ψ1(z) = Ψ(z)/Ψ(z, 2kf0) is a two variable modular function
with divisor supported on the boundary of X(2) × X(2). It is easy to check that such a
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function is of the form
Ψ1(z) = C1λ(z1)
m1(1− λ(z2))m2λ(z2)m3(1− λ(z2))m4
with mi ∈ Z. Indeed, fix z2 ∈ H, then Ψ1(z1, z2) is a meromorphic function on X(2) with
poles and zeros only at the cusps {0, 1,∞}, so
Ψ1(z1, z2) = C(z2)λ(z1)
m1(1− λ(z1))m2 ,
where C(z2) is a meromorphic function of z2 which can only have zeros or poles at the
cusps of X(2). So
C(z2) = C1λ(z2)
m3(1− λ(z2))m4 .
So there are some integers bi by (2) such that
Ψ1(z)
3 = CΨ(z, f1)
b1Ψ(z, f2)
b2Ψ(z, f3)
b3Ψ(z, f4)
b4 .
This proves the proposition.

Corollary 3.4. We have the following Borcherds lifting:
−λ(z1) = Ψ(z, 8(f1 + f2 + f3 − f4)) = Ψ(z, 8(φµ1 + φµ2 + φµ3 − φµ4 − φµ6 − φµ7)),
1− λ(z1) = Ψ(z,−8f4) = Ψ(z,−8(φµ4 + φµ6 + φµ7 − φµ9 − φµ10 − φµ12)),
−λ(z2) = Ψ(z, 8(f2 − f3 + f4)) = Ψ(z, 8(φµ2 − φµ3 + φµ4 − φµ6 − φµ10 + φµ12)),
1− λ(z2) = Ψ(z, 8(f1 − f3)) = Ψ(z, 8(φµ1 − φµ3 − φµ6 + φµ7 + φµ9 − φµ10)).
Proposition 3.5. Let
f(τ) = −8
∑
γ∈Γ(2)\ SL2(Z)
λ|γωL(γ)−1φµ5 − 4f0 + 4f1 + 4f2 − 4f3 − 4f4
= q−
1
2φµ5 +
∑
m≥0,µ∈L′/L
cf(m,µ)q
mφµ ∈M !0,ωL
be a weakly holomorphic vector valued modular form induced from λ with slightly modifi-
cation as indicated. Then the principal part of f is q−
1
2φµ5 and (with a suitable choice of
the constant)
Ψ(z, f) = λ(z1)− λ(z2),
and
cf(0, µ3) = cf(0, µ4) = cf(0, µ6) = cf(0, µ7) = cf(0, µ10) = −8,
cf(0, µ2) = cf(0, µ9) = 8,
cf (0, µj) = 0 for all other j.
Proof. Let
fL(τ) = −8
∑
γ∈Γ(2)\ SL2(Z)
λ|γωL(γ)−1φµ5
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be the weakly holomorphic vector valued modular form induced from λ. Then one has the
following Fourier expansion
fL(τ) = q
− 1
2φµ5 +
15∑
j=0
∑
r∈Z≥0
cL(
r
2
, µj)q
r
2φµj ,
with
cL(0, µ0) = cL(0, µ2) = cL(0, µ6) = cL(0, µ9) = 4,
cL(0, µ1) = cL(0, µ3) = cL(0, µ4) = cL(0, µ7) = cL(0, µ10) = cL(0, µ12) = −4.
So Z(fL) = Z(
1
2
, µ5) = Y
∆
Γ(2) is the diagonal cycle in the open Shimura variety XK =
Y (2)× Y (2).
We first look at the Borcherds lifting of fL around the cusp Qℓ∞ with ℓ∞ = −e12 as at
the beginning of this section, and ℓ′∞ =
1
2
e21. The Grassmannian Gr(M) is cut into two
Weyl chambers by Z(fL), the one whose closure contains ℓM∞ = e11 is
W = {R ( a 00 −1 ) : a > 1}.
The associated Weyl vector is ρ(W, fL) = 0. For a vector γ =
( −m
2
0
0 n
2
)
∈ M ′, (γ,W ) > 0
if and only if
m+ n ≥ 0, n > 0, m and n are not both 0.
Finally, the identification between H2 ∪ (H−)2 and Hℓ,ℓ′ is φ(z1, z2) =
( z1
2
0
0 − z2
2
)
. So Theo-
rem 3.2 gives in this special case
(3.8) Ψ(z1, z2, fL) = q
1
2
2 (1− q
1
2
1 q
− 1
2
2 )
∏
m,n≥1
∏
µ∈L′0∞/L
p∞(µ)=
(−m
2
0
0 n
2
)
+M∞
(1− q
n
2
1 q
m
2
2 e((µ, ℓ
′
∞)))
c(mn
2
,µ).
Let Ψ(S(z1), S(z2), fL) be the Borcherds product expansion of Ψ(z, fL) at the cusp
ℓ0 = wℓ∞w−1 = e21. So ℓ′0 = wℓ
′
∞w
−1 = −1
2
e12. Theorem 3.2, together with the same
calculation as above, gives the Borcherds product expansion:
(3.9) Ψ(S(z1), S(z2), fL) = q
1
2
2 (1−q
1
2
1 q
− 1
2
2 )
∏
m,n≥1
∏
µ∈L′00/L
p0(µ)=
( m
2
0
0 −n
2
)
+M0
(1−q
m
2
1 q
n
2
2 e((µ, ℓ
′
0))
c(mn
2
,µ),
where M0 = (Qℓ0 +Qℓ
′
0)
⊥ ∩ L = ( Z 00 Z ), and
L′00 = {x ∈ L′ : (x, ℓ′0) ∈ 2Z} = {µ0, µ1, µ2, µ3, µ4, µ5, µ12, µ14}+ L,
and
p0 : L
′
00/L→M ′0/M0,
is the associated projection similar to (3.6).
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Now we assume
f ′ =
15∑
i=0
aiφµi
is a constant vector valued modular form such that Ψ(z1, z2, fL+f
′) = λ(z1)−λ(z2). From
the expression (3.8) and (3.9) and comparing the leading terms, we want the Borcherds
lifting of f ′ at the cusp ℓ∞ to have Weyl vector
(
0 0
0 −1
2
)
and the Borcherds lifting of f ′
at the cusp ℓ0 to have Weyl vector
(
0 0
0 −1
2
)
. Note that
f ′M∞ = (a0 + a6)φµ0 + (a4 + a7)φµ4,
f ′M0 = (a0 + a2)φµ0 + (a1 + a3)φµ3 ,
and
ℓM∞ = e11, ℓ
′
M∞ =
1
2
e22, ℓM0 = e22, ℓ
′
M0 =
1
2
e11.
Then by the Weyl vector formula in [YY, (2.15)-(2.18)], we have
ρℓ′M∞ =
a0 + a4 + a6 + a7
24
= −1,
ρℓM∞ = −
a0 + a6
24
+
a4 + a7
48
=
1
2
,
ρℓ′M0
=
a0 + a1 + a2 + a3
24
= 0,
ρℓM0 = −
a0 + a2
24
+
a1 + a3
48
= 0
Since c(0, fL) = 4, we also require a0 = −4 in order to get a modular function. Note that
T ◦ f ′ = f ′ and S ◦ f ′ = f ′ is the basic requirement for f ′ to be a vector valued modular
form. These linear equations have a unique solution which can be written as
f ′ = −4f0 + 4f1 + 4f2 − 4f3 − 4f4.
Now it is easy to see that
Ψ(z1, z2, fL + f
′)/(λ(z1)− λ(z2))
is holomorphic on X(2) × X(2) and is thus constant. By comparing the coefficients, we
get that Ψ(z1, z2, fL + f
′) = λ(z1)− λ(z2). 
For the convenience of the reader interested in calculation, we record an explicit expan-
sion for f(τ) as the following proposition.
18 TONGHAI YANG, HONGBO YIN, PENG YU
Proposition 3.6. Let
f(τ) =
15∑
j=0
f(τ, µj)eµj
be the weakly modular form in Proposition 3.5. Then
f(τ, µ0) = 1024q + 24576q
2 + 307200q3 + 2686976q4 + 18561024q5 + · · ·
f(τ, µ1) = −1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ2) = 8 + 1024q + 24576q
2 + 307200q3 + 2686976q4 + 18561024q5 + · · ·
f(τ, µ3) = −8− 1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ4) = −8− 1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ5) = q
− 1
2 + 148q + 5570q2 + 92120q3 + 940415q4 + 7239908q5 + · · ·
f(τ, µ6) = −8 + 1024q + 24576q2 + 307200q3 + 2686976q4 + 18561024q5 + · · ·
f(τ, µ7) = −8− 1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ8) = 128q
1
2 + 5632q
3
2 + 91904q
5
2 + 941056q
7
2 + 7238272q
9
2 + · · ·
f(τ, µ9) = 8 + 1024q + 24576q
2 + 307200q3 + 2686976q4 + 18561024q5 + · · ·
f(τ, µ10) = −8− 1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ11) = −128q 12 − 5632q 32 − 91904q 52 − 941056q 72 − 7238272q 92 + · · ·
f(τ, µ12) = −1024q − 24576q2 − 307200q3 − 2686976q4 − 18561024q5 + · · ·
f(τ, µ13) = −128q 12 − 5632q 32 − 91904q 52 − 941056q 72 − 7238272q 92 + · · ·
f(τ, µ14) = 128q
1
2 + 5632q
3
2 + 91904q
5
2 + 941056q
7
2 + 7238272q
9
2 + · · ·
f(τ, µ15) = 128q
1
2 + 5632q
3
2 + 91904q
5
2 + 941056q
7
2 + 7238272q
9
2 + · · ·
4. The Big CM value formula and proofs of the main results
4.1. Big CM cycles. Let ki = Q(
√
di), i = 1, 2, be two imaginary quadratic fields of
fundamental discriminants di, and E = k1k2 = Q(
√
d1,
√
d2). Let F = Q(
√
D) be the
real quadratic field with D = d1d2. We assume in this paper (d1, d2) = 1. Let W = E
with F -quadratic form QF (x) =
2xx¯√
D
, and let WQ = W with Q-quadratic form Q(x) =
trF/Q(QF (x)). Let σ1 = 1 and σ2 = σ be two real embeddings of F with σi(
√
D) =
(−1)i−1√D. Then W has signature (0, 2) at σ2 and (2, 0) at σ1 respectively, and so WQ
has signature (2, 2). Choose a Z-basis of O = OE as follows
e1 = 1⊗1, e2 = −d1 +
√
d1
2
=
−d1 +
√
d1
2
⊗1, e3 = d2 +
√
d2
2
= 1⊗d2 +
√
d2
2
, e4 = e2e3.
We will drop ⊗ when there is no confusion. Then it is easy to check that
(4.1) (WQ, QQ) ∼= (V,Q) = (M2(Q), 2 det),
∑
xiei 7→ ( x3 x1x4 x2 ) .
We will identify (WQ, QQ) with the quadratic space (V,Q) = (M2(Q), 2 det). Under this
identification, L = M2(Z) becomes OE .
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Let T be the torus over Q given by (see [HY12]) and also [BKY12, Section 6])
T (R) = {(t1, t2) ∈ (k1 ⊗Q R)× × (k2 ⊗Q R)× : t1t¯1 = t2t¯2},
for any Q-algebra R. Then there is a map from T to SO(W ) given by (t1, t2) 7→ t1/t¯2.
Define the embedding
(4.2) ιj : kj → M2(Q), ιj(r)(ej+1, e1)t = (rej+1, re1)t.
Then ι = (ι1, ι2) gives the embedding from T to H , and one has the commutative diagram:
1 → Gm → T → ResF/Q SO(W ) → 1
↓ ↓ ↓
1 → Gm → H → SO(V ) → 1
This shows that T is a maximal torus of H . Since Wσ2 is of signature (0, 2), it gives two
points z±σ2 in XK , a big CM point in the sense of [BKY12]. The associated big CM cycles
are
Z(W, zσ2) = {zσ2} × (T (Q)\T (Af)/KT )
where zσ2 = z
+
σ2
,
KT = {(t1, t2) ∈ T (Af) : (ι1(t1), ι2(t2)) ∈ K(Γ(2))×K(Γ(2))}.
This cycle is defined over σ2(E) = E. Let Z(W ) be the formal sum of all its Galois
conjugates (four of them), which is a big CM cycle of XK defined over Q. We refer to
[BKY12] for details.
Lemma 4.1. Let Kj = 1+2Oˆkj ⊂ Oˆ×kj , then Cl(Kj) = kj
×\E×j,f/Kj is the ray class group
Cl(kj, 2) of E of modulus 2Okj . Moreover, one has an isomorphism
p′ : T (Q)\T (Af)/KT → Cl(k1, 2)× Cl(k2, 2), p′([t1, t2]) = ([t1], [t2]).
Proof. First notice that Kj = ι
−1
j (K(2)). Let H(ki, N) be the ray class field of ki of
modulus NOki for i = 1, 2 and N = 1, 2. By the same argument as that in [YY, Lemma
3.8], it is enough to show H(k1, 2) ∩ H(k2, 2) = Q. Since (d1, d2) = 1, we may assume
2 ∤ d2. In particular, 2 is unramified in H(k2, 1). Every rational prime p 6= 2 is unramified
in H(k1, 2) ∩ H(k2, 2) and thus in H(k1, 2) ∩ H(k2, 1). Therefore H(k1, 2) ∩ H(k2, 1) is
unramified over Q at every finite prime and is thus equal to Q. Now we have
[H(k1, 2) ∩H(k2, 2) : Q] = [H(k1, 2) ∩H(k2, 2) : H(k1, 2) ∩H(k2, 1)],
which divides [H(k2, 2) : H(k2, 1)]. Since [H(k2, 2) : H(k2, 1)] = 1 or 3 by Lemma 2.1,
H(k1, 2) ∩ H(k2, 2) = Q or H(k1, 2) ∩ H(k2, 2) is abelian over Q of degree 3. Since
H(k1, 2) ∩ H(k2, 2) is also unramified over Q at finite primes away from 2, we have
H(k1, 2) ∩ H(k2, 2) ⊂ Q(ζ2n), which has even degree over Q, a contradiction. Therefore
H(k1, 2) ∩H(k2, 2) = Q. This proves the lemma.

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4.2. Incoherent Eisenstein series and the big CM value formula of Bruinier,
Kudla, and Yang. In this subsection, we review the big CM value formula of Bruinier,
Kudla, and Yang [BKY12].
Associated to the F -quadratic space W and the additive adelic character ψF = ψ ◦ trF/Q
is a Weil representation ω = ωψF of SL2(AF ) on S(W (AF )) = S(V (AQ)). Let χ = χE/F be
the quadratic Hecke character of F associated to E/F , then χ = χW is also the quadratic
Hecke character of F associated to W , and there is a SL2(AF )-equivariant map
(4.3) λ =
∏
λv : S(W (AF ))→ I(0, χ), λ(φ)(g) = ω(g)φ(0).
Here I(s, χ) = Ind
SL2(AF )
BAF
χ| |s is the principal series, whose sections (elements) are smooth
functions Φ on SL2(AF ) satisfying the condition
Φ(n(b)m(a)g, s) = χ(a)|a|s+1Φ(g, s), b ∈ AF , and a ∈ A×F .
Here B = NM is the standard Borel subgroup of SL2. Such a section is called factorizable
if Φ = ⊗Φv with Φv ∈ I(s, χv). It is called standard if Φ|SL2(OˆF ) SO2(R)2 is independent of s.
For a standard section Φ ∈ I(s, χ), its associated Eisenstein series is defined for ℜ(s)≫ 0
as
E(g, s,Φ) =
∑
γ∈B(F )\ SL2(F )
Φ(γg, s).
For φ ∈ S(Vf) = S(Wf ), let Φf be the standard section associated to λf(φ) ∈ I(0, χf),
here the subscript f means the finite part of the adele. For each real embedding σi : F →֒ R,
let Φσi ∈ I(s, χC/R) = I(s, χEσi/Fσi ) be the unique ‘weight one’ eigenvector of SL2(R) given
by
Φσi(n(b)m(a)kθ) = χC/R(a)|a|s+1eiθ,
for b ∈ R, a ∈ R×, and kθ =
(
cos θ sin θ
− sin θ cos θ
) ∈ SO2(R). We define for ~τ = (τ1, τ2) ∈ H2
E(~τ, s, φ) = N(~v)−
1
2E(g~τ , s,Φf ⊗ (⊗1≤i≤2Φσi)),
where ~v = Im(~τ), N(~v) =
∏
i vi, and g~τ = (n(ui)m(
√
vi))1≤i≤2. It is a (non-holomorphic)
Hilbert modular form of scalar weight 1 for some congruence subgroup of SL2(OF ). Fol-
lowing [BKY12], we further normalize
E∗(~τ, s, φ) = Λ(s+ 1, χ)E(~τ, s, φ),
where ∂F is the different of F , dE/F is the relative discriminant of E/F , and
(4.4)
Λ(s, χ) = A
s
2 (π−
s+1
2 Γ(
s+ 1
2
))2L(s, χ) = Λ(s, χk1/Q)Λ(s, χk2/Q), A = NF/Q(∂FdE/F ) = D.
Λ(s, χ) is a holomorphic function of s with functional equation
Λ(s, χ) = Λ(1− s, χ),
and
Λ(1, χ) = Λ(0, χ) = L(0, χ) = 22−δ
h(E)
w(E)h(F )
= 4
h(k1)h(k2)
w(k1)w(k2)
∈ Q×,
where 2δ = [O×E : µ(E)O×F ] = 1, 2.
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The Eisenstein series is incoherent in the sense of Kudla ([Kud97]). This forcesE∗(~τ, 0, φ) =
0 automatically.
Proposition 4.2. ([BKY12, Proposition 4.6]) Let φ ∈ S(Vf) = S(Wf ). For a totally
positive element t ∈ F×+ , let a(t, φ) be the t-th Fourier coefficient of E∗,′(~τ , 0, φ) and write
the constant term of E∗,′(~τ , 0, φ) as
φ(0)Λ(0, χ) logN(~v) + a0(φ).
Let
E(τ, φ) = a0(φ) +
∑
n∈Q>0
an(φ) q
n,
where (for n > 0)
an(φ) =
∑
t∈F×+ , trF/Q t=n
a(t, φ).
Here F×+ consists of all totally positive elements in F . Then, writing τ
∆ = (τ, τ) ∈ H2,
E∗,′(τ∆, 0, φ)− E(τ, φ)− 2φ(0)Λ(0, χ) log v
is of exponential decay as v goes to infinity. Moreover, for n > 0
an(φ) =
∑
p
an,p(φ) log p
with an,p(φ) ∈ Q(φ), the subfield of C generated by the values φ(x), x ∈ V (Af).
Remark 4.3. There is a minor mistake in [BKY12, Proposition 4.6]) about the constant.
The corrected form is
E∗,′0 (~τ, 0, φ) = φ(0)Λ(0, χ) logN(~v) + a0(φ)
(i.e., a0(φ) might not be a multiple of φ(0)). Indeed, direct calculation gives
E∗0(~τ, s, φ) = φ(0)Λ(s+ 1, χ)(N(~v))
s
2 − (N(~v))− s2Λ(s, χ)W˜0,f(s, φ),
where (when φ is factorizable)
W˜0,f(s, φ) =
∏
p∤∞
W˜0,p(s, φp) =
∏
p∤∞
|A|−
1
2
p Lp(s+ 1, χ)
γ(Wp)Lp(s, χ)
W0,p(s, φp)
is the product of re-normalized local Whittaker functions. With this notation, one has
(4.5) a0(φ) = −Λ(0, χ)W˜ ′0,f(0, φ)− 2φ(0)Λ′(0, χ).
Here we used the fact that W˜0,f (0, φ) = φ(0), which follows from E
∗
0(τ, 0, φ) = 0.
Notice that a(t, φµ) = 0 automatically unless µ+ Lˆ represents t, i.e., t−QF (µ) ∈ ∂−1F OF .
The following is now a special case of the big CM value formula of Bruinier, Kudla, and
Yang ([BKY12, Theorem 5.2]).
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Theorem 4.4. Assume (d1, d2) = 1. Let τi =
di+
√
di
2
, i = 1, 2, and let
f(τ) =
∑
µ∈L′/L
fµ(τ)φµ =
∑
c(m,µ)qmφµ ∈M !0,ωL
be a weakly holomorphic modular form of SL2(Z) of weight 0 with respect to the Weil
representation ωL and c(0, 0) = 0. Let Ψ(z, f) be its Borcherds lifting. Then
−
∑
[ai]∈Cl(ki,2)
(
log |Ψ(τσa11 , τσa22 , f)|4 + log |Ψ((−τ¯1)σa1 , τσa22 , f)|4
+ log |Ψ(τσa11 , (−τ¯2)σa2 , f)|4 + log |Ψ((−τ¯1)σa1 , (−τ¯2)σa2 , f)|4
)
= 2r(d1)r(d2)


∑
06=µ∈L′/L
m≥0
m≡Q(µ) (mod 1)
c(−m,µ)am(φµ)

 .
Proof. One has by [BKY12, Theorem 5.2]
− log |Ψ(Z(W ), f)|4 = C(W,K)

 ∑
06=µ∈L′/L, m≥0
m≡Q(µ) (mod 1)
c(−m,µ)am(φµ)

 .
Here
C(W,K) =
deg(Z(W, z±σ2))
Λ(0, χ)
.
On the other hand, one has zσ2 = (τ1, τ2) and
[zσ2 , t
−1
1 , t
−1
2 ] = (τ
σt1
1 , τ
σt2
2 )
by [YY, Lemma 3.4, Proposition 3.6]. So − log |Ψ(Z(W ), f)|4 is equal to the left hand side
of the identity in the theorem by Lemma 4.1. On the other hand, Lemma 4.1 also implies
C(W,K) =
2h(k1, 2)h(k2, 2)
Λ(0, χk1/Q)Λ(0, χk2/Q)
= 2
2∏
i=1
2h(ki, 2)
wih(ki)
= 2r(d1)r(d2).
This proves the theorem. 
4.3. The norm of λ(τ1)− λ(τ2). Combining Theorem 4.4 and Lemma 2.1, we have
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Proposition 4.5. Assume (d1, d2) = 1. Let τj =
dj+
√
dj
2
with j = 1, 2, and δ(D) = 1 or 2
depending on whether D is odd or even. Then
log |N(λ(τ1)− λ(τ2))| = −r(d1)r(d2)
2δ(D)
∑
t=m+
√
D
4
∈ 1
2
OF
|m|<√D
t−2µ5µ¯5∈OF
a(
t√
D
, φµ5)−
r(d1)r(d2)
2δ(D)
a0,
where
a0 = 8a0(φµ2)− 8a0(φµ3)− 8a0(φµ4)− 8a0(φµ6)− 8a0(φµ7) + 8a0(φµ9)− 8a0(φµ10).
Remark 4.6. The appearance of δ(D) is due to the fact that there is one Galois orbit in
Z(W ) when D is odd and two when D is even.
4.4. Computing a( t√
D
, φµ5). To prove the main theorem of this paper, we need to com-
pute a( t√
D
, φµ5) for t =
m+
√
D
4
∈ 1
2
OF with |m| <
√
D, which occupies this subsection, and
a0(φµ) for various µ = µj, which will occupy the next subsection. We first set up some
notation. Let γ(Wv) = γ(Wv, φv) be the local Weil index, which is an 8-th root of unity.
Then it is known (see for example [Kud94, (3.4)])
γ(Wσ2) = i = γ(Wσ1)
−1,
∏
p∤∞
γ(Wp) = 1.
We normalize
W ∗t,p(s, φ) = |D|−
s+1
4
p Lp(s+ 1, χp)
Wt,p(s, φ)
γ(Wp)
with
Wt,p(s, φ) =
∫
Fp
ω(wn(b))φp(0)|a(wn(b))|spψp(−tb) db,
and similarly
W ∗t,σj (τj , s,Φσj ) = v
−1/2
j π
− s+2
2 Γ(
s+ 2
2
)
∫
R
Φσj (wn(b)gτj , s)ψ(−bt)db.
Then we have
(4.6) E∗t (~τ, s, φ) =
2∏
j=1
W ∗t,σj (τj, s,Φσj )
∏
p∤∞
W ∗t,p(s, φ).
Recall also ([KRY99, Proposition 2.6] that
W ∗t√
D
,σj
(τj , 0,Φσj) = 2i.
Let Diff(W, t/
√
D) be the set of prime ideals p of F such thatWp does not represent t/
√
D.
Then p ∈ Diff(W, t/√D) if and only if t 6= 2uu¯ for any u ∈ Ep×, i.e., p is inert in E/F and
ordp(2t) is odd (recall that E/F is unramified), i.e.
Diff(W, t/
√
D) = {p inert in E/F : ordp(2t) ≡ 1 (mod 2)}.
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It is a finite set of odd order. It is well-known that whenever p ∈ Diff(W, t/√D), one has
Wt,p(0, φ) = 0 for all φ ∈ S(Wp) (see for example [YY, Lemma 2.7]). So a(t/
√
D, φ) = 0
unless Diff(W, t/
√
D) = {p} has exactly one prime. In this case, we have
(4.7) a(
t√
D
, φµ5) = −4W ∗,′t√
D
,p
(0, φµ5)
∏
q∤p∞
W ∗t√
D
,q(0, φµ5).
Let ψ′(x) = ψF ( x√D ), which is unramified at every prime ideal of F , and W
′ = W with
F -quadratic form Q′F (x) = 2xx¯. Then the Weil representations associated to (W,QF , ψF )
and (W ′, Q′, ψ′) are the same, and
W ψFt√
D
,p
(s, φ) = |D|
1
4
pW
ψ′
t,p(s, φ)
by (5.9). So we have in our case
(4.8) W ∗t√
D
,p(s, φ) = W
∗,ψ′
t,p (s, φ) := |D|−
s
4
p L(s + 1, χp)
W ψ
′
t,p(s, φ)
γ(W ′p)
.
Notice that (φµ5, ψ
′) is unramified at every prime p ∤ 2, and we have by Proposition 5.7
W ∗t√
D
,p(0, φµ5) = ρp(t) =
{
1 + ordp(t) if E/F split at p,
1+(−1)ordp(t)
2
if E/F inert at p.
In particular, W ∗t√
D
,p
(0, φµ5) = 0 if and only if p ∈ Diff(W ′, t) = Diff(W, t/
√
D). In such a
case, one has by the same proposition
W ∗,′t√
D
,p
(0, φµ5) =
1 + ordp(t)
2
.
So we have proved the following formula: when Diff(W, t/
√
D) = {p}, we have
(4.9) a(
t√
D
, φµ5) = −4
{
1+ordp(tOF )
2
logN(p)
∏
q∤2p ρq(t)
∏
q|2W
∗,ψ′
t,q (0, φµ5) if p ∤ 2,
W ∗,ψ
′,′
t,p (0, φµ5)
∏
q∤2 ρq(t)
∏
q|2,q6=pW
∗,ψ′
t,q (0, φµ5) if p|2.
Now we focus on the local calculation at p|2.
Lemma 4.7. Let t = m+
√
D
4
∈ 1
2
OF − OF be as above, and let p be a prime of F above
2. Then W ∗,ψ
′
t,p (s, φµ5) = 0 unless α(µ5, t) = 2µ5µ¯5 − t ∈ Op. Assuming α(µ5, t) ∈ Op , we
have the following.
(1) When F/Q is inert at 2 with prime p over 2. Then p /∈ Diff(W ′, t), ordp(2t) = 0,
and
W ∗,ψ
′
t,p (0, φµ5) =
1
4
Lp(1, χE/F ) =
1
4
Lp(1, χE/F )ρp(2t).
(2) When F/Q is ramified at 2 with 2OF = p2. Then p /∈ Diff(W ′, t), and
W ∗,ψ
′
t,p (0, φµ5) =
1
4
Lp(1, χE/F ).
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Moreover, assuming d1 ≡ 0 (mod 4), one has
ρp(2t) =
{
2 if d2 ≡ 1 (mod 8),
1 if d2 ≡ 5 (mod 8).
(3) When F/Q is split at 2, let δ be the square root of D in Z2 with δ ≡ 1 (mod 4),
and let 2OF = ptp˜t with 2t ∈ pt and 2t /∈ p˜t. Then
(a) one has p˜t /∈ Diff(W ′, t), ordp˜t(2t) = 0, and
W ∗,ψ
′
t,p˜t
(0, φµ5) =
1
2
Lp˜t(1, χE/F ) =
1
2
Lp˜t(1, χE/F )ρp˜t(2t).
(b)
W ∗,ψ
′
t,pt (0, φµ5) = ρpt(t/2) = ρpt(2tp
−2
t ).
In particular, the value is zero if and only if ordpt(2t) is odd and E/F is inert
at pt (i.e. pt ∈ Diff(W ′, t)). In this case, one has
W ∗,ψ
′,′
t,pt (0, φµ5) =
1
2
(
1 + ordpt(t/2) + Lpt(1, χE/F )
)
logN(pt).
Proof. We use the notation in Section 5 and shorten µ = µ5 =
−d1+d2+
√
d1+
√
d2
4
. In partic-
ular,
α(µ, t) = −m+D
4
+
d21 − d1 + d22 − d2
8
∈ Op,
and so a(µ, t) = ordp(α(µ, t)) ≥ 0.
Case 1: We first assume that F/Q is non-split at 2 with p being the unique prime ideal
of F over 2. Since t /∈ Op and α(µ, t) ∈ Op, we have 2µµ¯ /∈ Op and thus ordEp(2µ) = 0,
where for z ∈ Ep
ordEp(z) =
{
ordp(z) if p is inert in E,
min(ordB(z), ordB¯(z)) if pOE = BB¯ is split in E.
So a(µ, t) ≥ ordEp(2µ) and Proposition 5.3 implies
W ψ
′
t,p(0, φµ)
γ(W ′, ψ′) vol(OEp , dW ′x)
= 1.
Here dW ′x is the self-dual Haar measure on Ep =W
′ with respect to (x, y) 7→ ψ′(2xy¯), and
so the volume
vol(OEp , dW ′x) = 1/4.
Therefore,
W ∗,ψ
′
t,p (0, ψµ) =
1
4
Lp(1, χE/F ).
as claimed. Now we check
ρp(2t) =
{
2 if 4|di, dj ≡ 1 (mod 8), i+ j = 3.
1 otherwise.
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Assuming 4|d1 (the case 4|d2 is the same) first. We have (notice that D ≡ d1 (mod 8))
NE/F (2µ) =
−D +√D
2
+
d21 − d1
4
+
d22 − d2
4
,
and so
ordp(NE/F (2µ)) =
{
1 if d2 ≡ 1 (mod 8),
0 if d2 ≡ 5 (mod 8).
Since
2t− NE/F (2µ) = −2α(µ, t) ∈ 2OF = p2,
we have that ordp(2t) is 1 or 0 depending whether d2 ≡ 1 (mod 8) or 5 (mod 8). This
proves the ramified case.
Next assume that F/Q is inert at 2. In this case, we have (notice p = 2OF )
ordp(NE/F (2µ)) = ordp(1 +
−D +√D
2
) = 0,
and thus ordp(2t) = 0, ρp(2t) = 1. So we have proved (1) and (2) of the lemma.
Case 2: We now assume that F/Q is split at 2, i.e. D ≡ 1 (mod 8). This implies
d1 ≡ d2 ≡ 1, 5 (mod 8). Let δ ≡ 1 (mod 4) be one square root of D in Z2. Let pt be the
prime of F above 2 such that (
√
D)pt = δ, so (
√
D)p˜t = −δ. It is easy to check ( recall√
d1
√
d2 = −
√
D)
µ = (µpt, µp˜t) ∈ OEpt × (
1
2
OEp˜t −OEp˜t ),
2µµ¯ ∈ Opt × (
1
2
Op˜t −Op˜t),
t ∈ Opt × (
1
2
Op˜t −Op˜t),
as α(µ, t) ∈ OF . So Proposition 5.3 asserts (β = 2 and vol(OEpt , dβx) = vol(OEp˜t , dβx) =
1/2 in this case)
2
W ψ
′
t,p˜t
(0, φµ)
γ(W ′)
= 1,
i.e.,
W ∗,ψ
′
t,p˜t
(0, φµ) =
1
2
Lp˜t(1, χE/F ) =
1
2
Lp˜t(1, χE/F )ρp˜t(2t)),
as ordp˜t(2t) = 0.
On the other hand, Proposition 5.7(2) gives when t ∈ pt
2Lpt(1, χE/F )
W ψ
′
t,pt(s, φµ)
γ(W ′)
= Lpt(1, χE/F )(1− 2−s) + 2
∑
0≤n≤ordpt (t/2)
(χpt(πt)2
−s)n.
Here πt is a uniformizer of Fpt . In particular,
W ∗,ψ
′
t,pt (0, φµ) = ρpt(t/2) = ρpt(2tp
−2
t ).
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Moreover, the value is zero if and only if pt is inert in E/F (i.e., di ≡ 5 (mod 8)), and
ordpt(2t) is odd, i.e., pt ∈ Diff(W ′, t). In such a case,
W ∗,ψ
′,′
t,pt (0, φµ) =
1
2
(
1 + ordpt(t/2) + Lpt(1, χE/F )
)
log N(pt).

In summary, we have the following proposition.
Proposition 4.8. Let t = m+
√
D
4
∈ 1
2
OF with |m| <
√
D. Then the following is true.
(1) When |Diff(W, t√
D
)| > 1, we have a( t√
D
, φµ5) = 0.
(2) When Diff(W, t√
D
) = {p} with p ∤ 2, let p2 be the unique prime of F over 2. Then
we have
a(
t√
D
, φµ5) = −ǫ(D)Lp2(1, χE/F )
1 + ordp(tOF )
2
ρE/F (2tp) logN(p).
Here
ǫ(D) =


2 if D ≡ 1 (mod 8),
1 if D ≡ 5 (mod 8),
1
2
if D ≡ 0 (mod 4).
(3) When Diff(W, t√
D
) = {p} with p|2, we have d1 ≡ d2 ≡ 5 (mod 8), and 2OF = pp˜
where ordp(2t) > 0 is odd and ordp˜(2t) = 0. In this case, we have
a(
t√
D
, φµ5) = −ǫ(D)Lp˜(1, χE/F )
[
1 + ordp(2tp
−1)
2
+
1
3
]
ρE/F (2tp) logN(p),
with ǫ(D) = 2 being as in (2).
Here is a variant of the proposition, which will be used to prove the main theorem.
Proposition 4.9. Let t = m+
√
D
4
∈ 1
2
OF with |m| <
√
D. Then the following is true.
(1) When F/Q is split at 2 (i.e., D ≡ 1 (mod 8)), write 2OF = ptp˜t with t ∈ OF,pt (so
t /∈ OF,p˜t), one has
a(
t√
D
, φµ5) = −ǫ(D)Lp˜t(1, χE/F )
·
∑
p inert in E/F
(
1 + ordp(2tp
−2
t )
2
+
ordpt(p)
3
)
ρE/F (2tpp
−2
t ) logN(p).
(2) When F/Q is non-split at 2, let pt = OF,2 and p˜t be the unique prime of F over 2.
Then
a(
t√
D
, φµ5) = −ǫ(D)Lp˜t(1, χE/F )
∑
p inert in E/F
1 + ordp(2tp
−2
t )
2
ρE/F (2tpp
−2
t ) logN(p).
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4.5. Computing a0(φµ). Let ψ
′(x) = ψF ( x√D ) and W
′ = E with Q′F (x) = 2xx¯ as before.
Proposition 5.7 (3) and Remark 4.3 imply
(4.10) a0(φµ) = −Λ(0, χ) d
ds
∏
p|2
W˜ ψ
′
0,p(0, φµ)|s=0,
where
(4.11) W˜ ψ
′
0,p(s, φµ) =
Lp(s+ 1, χ)
Lp(s, χ)
|2|p
W ψ
′
0,p(s, φµ)
γ(W ′p) vol(OEp , dQ′Fx, ψ′)
.
By Corollary 5.6, one has a0(φµ6) = 0. For other µjs, it is complicated and we need to do
it on a case-by-case basis. The main tools are Corollary 5.6 and Proposition 5.7. Let
(4.12)
bi = ord2(
d2i − di
4
) = ord2(ei+1e¯i+1) =


0 if di ≡ 4, 5 (mod 8),
1 if di ≡ 0 (mod 8),
ord2(di − 1)− 2 ≥ 1 if di ≡ 1 (mod 8),
and
c1 = ord2((1 + e2)(1 + e¯2)) = ord2(1− d1 + d
2
1 − d1
4
) =


0 if d1 ≡ 0, 5 (mod 8),
1 if d1 ≡ 4 (mod 8),
≥ 2 if d1 ≡ 1 (mod 16),
1 if d1 ≡ 9 (mod 16).
c2 = ord2((1 + e3)(1 + e¯3)) = ord2(1 + d2 +
d22 − d2
4
) =


0 if d2 ≡ 0, 5 (mod 8),
1 if d2 ≡ 4 (mod 8),
1 if d2 ≡ 1 (mod 16),
≥ 2 if d2 ≡ 9 (mod 16).
We denote p (or pi) for primes of F above 2, and B and B¯ (or Bi and B¯i) for primes of
E above p (or pi). First we have the following table, where ap(µ, 0) = ordp(2µµ¯).
Table 2. When does ap(µ, 0) = ordp(2µµ¯) ≥ 0?
d1 (mod 8) d2 (mod 8) ap(µ, 0) < 0 ap(µ, 0) ≥ 0
1 0 µ7 µ1, µ2, µ3, µ4, µ9, µ10, µ12
1 1 µ1, µ2, µ3, µ4, µ7, µ9, µ10, µ12
1 4 µ4 µ1, µ2, µ3, µ7, µ9, µ10, µ12
1 5 µ4, µ7 µ1, µ2, µ3, µ9, µ10, µ12
5 0 µ1, µ3, µ7, µ9, µ10 µ2, µ4, µ12
5 4 µ2, µ3, µ4, µ10, µ12 µ1, µ7, µ9
5 5 µ1, µ2, µ3, µ4, µ7, µ9, µ10, µ12
Lemma 4.10. Recall that (d1, d2) = 1. Then the following is true.
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(1) When d1 ≡ d2 ≡ 5 (mod 8), one has a0(φµ) = 0 for µ = µ1, µ2, µ3, µ4, µ7, µ9, µ10, µ12.
(2) When d1 ≡ 5 (mod 8), and d2 ≡ 4 (mod 8), we have
a0(φµ) =
{
0 if µ2, µ3, µ4, µ10, µ12,
−Λ(0,χ)
3
log 2 if µ = µ1, µ7, µ9.
(3) When d1 ≡ 5 (mod 8) and d2 ≡ 0 (mod 8), we have
a0(φµ) =
{
0 if µ1, µ3, µ7, µ9, µ10,
−Λ(0,χ)
3
log 2 if µ = µ2, µ4, µ12.
Proof. Claim (1) follows from Table 2 and Corollary 5.6. For (2) and (3), let p be the
unique ramified prime of F above 2 and let B = pOE be the unique inert prime of E above
p.
When d2 ≡ 4 (mod 8), one has d2 ≡ −4 (mod 16) (as d2/4 ≡ −1 (mod 4)) and so
c2 = 1. As (1 + e3)(1 + e¯3) ∈ Q2, we have
ordB(
1
2
(1 + e3)) =
1
2
ordp(
1
4
(1 + e3)(1 + e¯3)) = ord2(
1
4
(1 + e3)(1 + e¯3)) = (c2 − 2) = −1.
So µ /∈ OB and ap(µ, 0) = 0 for µ = µ1, µ7, µ9. Now (2) follows from Corollary 5.6.
When d2 ≡ 0 (mod 8), one has ap(µ, 0) = 0 for µ = µ2, µ4, µ12. So (3) follows from
Corollary 5.6.

When d1 ≡ 1 (mod 8), and d2 6≡ 1 (mod 8), let p be the unique prime of F over 2,
then p = PP¯ is split in E. Let
√
d1 be the unique square root of d1 in Q2 with
√
d1 ≡ 1
(mod 4), and identify
E ⊂ Ep = EP × EP¯ ∼= Fp × Fp, µ 7→ (µ, µ¯).
Let oEp(µ) = min(op(µ), op(µ¯)) as in (5.4). Direct calculation gives the following table:
Table 3. oEp(2µ)
d2 ≡ 5 (mod 8) d2 ≡ 0 (mod 8) d2 ≡ 4 (mod 8)
µ1 =
1
2
e2(1 + e3) 0 0 1
µ2 =
1
2
e2e3 0 1 0
µ3 =
1
2
e2 0 0 0
µ4 =
1
2
e3 0 1 0
µ7 =
1
2
(1 + e3) 0 0 1
µ9 =
1
2
(1 + e2)(1 + e3) 0 0 1
µ10 =
1
2
(1 + e2) 0 0 0
µ12 =
1
2
e3(1 + e2) 0 1 0
Notice also that ap(µ, 0) = ordp(2µµ¯) < 0 for µ = µ6 always and for µ = µ7 with
d2 ≡ 0, 5 (mod 8) and for µ = µ4 with d2 ≡ 4, 5 (mod 8).
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Lemma 4.11. Assume that d1 ≡ 1 (mod 8), and d2 6≡ 1 (mod 8). Then a0(φµ6) = 0, and
(1) When d2 ≡ 5 (mod 8), one has
a0(φµj) =
{
0 if j = 4, 7,
−2Λ(0,χ)
3
log 2 if j = 1, 2, 3, 9, 10, 12.
(2) When d2 ≡ 0 (mod 8), one has
a0(φµj ) =


0 if j = 4, 7,
−Λ(0,χ)
2
log 2 if j = 1, 3, 9, 10
−Λ(0, χ) log 2 if j = 2, 12.
(3) When d2 ≡ 4 (mod 8), one has
a0(φµj ) =


0 if j = 4, 7
−Λ(0,χ)
2
log 2 if j = 2, 3, 10, 12,
−Λ(0, χ) log 2 if j = 1, 9.
Proof. Let µ = µ1, µ2, µ3, µ9, µ10, µ12, then ap(µ, 0) ≥ 0. We see that if oEp(2µ) = 0 then
only one of µ and µ¯ belong to OFp . We can also check directly that if oEp(2µ) = 1 then
ap(µ, 0) ≥ 1, and again only one of µ and µ¯ belong to OFp . Then using table 3, equations
(4.10), (4.11) and Corollary 5.6 we can get the formulae in the lemma by noticing that 2 is
inert in F if d ≡ 5 mod 8 and ramified otherwise. The cases µ = µ4, µ7 can also be dealt
with similarly by noting that both µ and µ¯ belong to OFp in both cases.

Finally, we deal with the case d1 ≡ d2 ≡ 1 (mod 8). In this case, we have the following
lemma.
Lemma 4.12. Assume di ≡ 1 (mod 8) with i = 1, 2. We have
a0(φµj) =
{
0 if j = 3, 4, 7, 10,
−Λ(0, χ) log 2 if j = 1, 2, 9, 12.
Proof. Write
2OF = p1p2, piOE = PiP¯i.
Let
√
di ≡ 1 (mod 4) ∈ Z2 be the prefixed square roots of di and let
√
D = −√d1
√
d2 ∈ Z2.
We identify Fpi , EPi , and EP¯i with Q2 as follows:
Fpi
∼= Q2,
√
D 7→ (−1)i−1
√
D,
EPi
∼= Q2,
√
D 7→ (−1)i−1
√
D,
√
di 7→
√
di,
EP¯i
∼= Q2,
√
D 7→ (−1)i−1
√
D,
√
di 7→ −
√
di.
We also fix the following embedding
E ⊂ E ⊗Q Q2 = EP1 ×EP¯1 × EP2 × EP¯2 ∼= Q42
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such that
e2 7→ (e2, e¯2, e¯2, e2), e3 7→ (e3, e¯3, e3, e¯3).
With this identification and direct calculation, we have Table 4.
Table 4. Valuations of µ— when d1, d2 ≡ 1 (mod 8)
µ ordP1 µ ordP¯1 µ ordP2 µ ordP¯2 µ µ ∈ OEp1? µ ∈ OEp2?
e2 ≥ 1 0 0 ≥ 1 Yes Yes
1 + e2 0 ≥ 1 ≥ 1 0 Yes Yes
e3 0 ≥ 1 0 ≥ 1 Yes Yes
1 + e3 ≥ 1 0 ≥ 1 0 Yes Yes
µ1 =
1
2
e2(1 + e3) ≥ 1 −1 ≥ 0 ≥ 0 No Yes
µ2 =
1
2
e2e3 ≥ 0 ≥ 0 −1 ≥ 0 Yes No
µ3 =
1
2
e2 ≥ 0 −1 −1 ≥ 0 No No
µ4 =
1
2
e3 −1 ≥ 0 −1 ≥ 0 No No
µ6 =
1
2
−1 −1 −1 −1 No No
µ7 =
1
2
(1 + e3) ≥ 0 −1 ≥ 0 −1 No No
µ9 =
1
2
(1 + e2)(1 + e3) ≥ 0 ≥ 0 ≥ 0 −1 Yes No
µ10 =
1
2
(1 + e2) −1 ≥ 0 ≥ 0 −1 No No
µ12 =
1
2
e3(1 + e2) −1 ≥ 1 ≥ 0 ≥ 0 No Yes
By (4.10) and (4.11), we have
a0(φµ) = −Λ(0, χ) d
ds
[
2∏
j=1
W ψ
′
0,pj
(s, φµ)
γ(W ′pj ) vol(OEpj , d2x)
]
s=0
with
W˜0,pj (s, φµ) =
1
2
1− 2−s
1− 2−1−s
W ψ
′
0,pj
(s, φµ)
γ(W ′pj ) vol(OEpj , d2x)
.
When µ /∈ OEPj , W
ψ′
0,pj
(s, φµ) is a polynomial of 2
−s, and so
W˜0,pj (0, φµ) = 0
and
W˜ ′0,pj(0, φµ) =
W ψ
′
0,pj
(0, φµ)
γ(W ′pj ) vol(OEpj , d2x)
log 2.
This implies that a0(φµ) = 0 for µ = µ3, µ4, µ7, µ10.
When µ ∈ OEPj , φµ = φ0, one has by Proposition 5.7(3)
W˜0,pj (s, φµ) = 1 +
1
2
(1− 2−s) · ( polynomial of 2−s).
Thus W˜0,pj (0, φµ) = 1.
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For µ = µ2, the table shows that µ ∈ OEp1 and µ /∈ OEp2 , so we have
a0(φµ) = −Λ(0, χ)W˜0,p1(0, χµ2)W˜ ′0,p2(0, φµ2) = −Λ(0, χ) log 2.
The cases for µ1, µ9, µ12 are similar and left to the reader.

In summary, we have the following lemma which is needed to prove Theorem 1.4 and
Proposition 1.3.
Proposition 4.13. The following are true.
(1) One has
8a0(φµ2)− 8a0(φµ3)− 8a0(φµ4)− 8a0(φµ6)− 8a0(φµ7) + 8a0(φµ9)− 8a0(φµ10)
= −4Λ(0, χ) log 2


4 if (d1, d2) ≡ (1 mod 8, 1 mod 8),
1 if (d1, d2) ≡ (1 mod 8, 0 mod 4) or (0 mod 4, 1 mod 8),
0 otherwise.
(2) One has
a0(φµ2)− a0(φµ3) + a0(φµ4)− a0(φµ6)− a0(φµ10) + a0(φµ12)
= Λ(0, χ) log 2


0 if d1 ≡ 5 (mod 8), d2 ≡ 4, 5 (mod 8),
−1 if d1 ≡ 5 (mod 8), d2 ≡ 0 (mod 8),
−2 if d1 ≡ d2 ≡ 1 (mod 8).
(3) One has
a0(φµ1)− a0(φµ3)− a0(φµ6) + a0(φµ7) + a0(φµ9)− a0(φµ10)
= Λ(0, χ) log 2


0 if d1 ≡ 5 (mod 8), d2 ≡ 0, 5 (mod 8),
−1 if d1 ≡ 5 (mod 8), d2 ≡ 4 (mod 8),
−2 if d1 ≡ d2 ≡ 1 (mod 8).
Proof of Theorem 1.4: Now Theorem 1.4 follows from Propositions 4.5, 4.9, and
4.13(1), and the fact that
Λ(0, χ) = Λ(0, χk1/Q)Λ(0, χk2/Q) =
4h1h2
w1w2
.
Proof of Proposition 1.3: Take d2 = d, τ2 = τ =
d+
√
d
2
. Choose some d1 < −4 with
(d1, d2) = 1, then we have by Corollary 3.4 and Theorem 4.4 (recall λ0 = λ(
d+
√
d
2
)) that
log |N(λ0)| = − r(d1)r(d2)
4δ(d2)h(k1, 2)
8(a0(φµ2)−a0(φµ3)+a0(φµ4)−a0(φµ6)−a0(φµ10)+a0(φµ12)),
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Now applying Proposition 4.13 (2), we obtain via a little calculation
log |N(λ0)| =


0 if d ≡ 4, 5 (mod 8),
2h if d ≡ 0 (mod 8),
4h if d ≡ 1 (mod 8)
as claimed. The same argument with
log |N(1−λ0))| = − r(d1)r(d2)
4δ(d2)h(k1, 2)
8(a0(φµ1)−a0(φµ3)−a0(φµ6)+a0(φµ7)+a0(φµ9)−a0(φµ10))
gives the desired formula for |N(1− λ0))|. This proves Proposition 1.3.
4.6. Proof of Theorem 1.6. In this subsection, we will study the set N (d1, d2) and prove
Theorem 1.6. For an imaginary quadratic field k = Q(
√
d), set τ 0 = d+
√
d
2
. We also write
τ 01 =
d1+
√
d1
2
and τ 02 =
d2+
√
d2
2
. Denote
λ1 = λ, λ2 = 1− λ, λ3 = 1
λ
, λ4 =
λ
λ− 1 , λ5 =
λ− 1
λ
, and λ6 =
1
1− λ.
Then the values λ(τ), τ ∈ CM(k, 2), are determined up to Galois conjugation by λi(τ 0),
1 ≤ i ≤ 6.
Lemma 4.14. Let a(d) = h(k, 2) or 2h(k, 2) depending on whether 4|d or not. Then
N (d1, d2) = ∪
{∣∣N(λ(τ 01 )− λi(τ 02 ))∣∣ : 1 ≤ i ≤ 6}
∪
{∣∣∣∣ N(λ(τ 01 )− λi(τ 02 ))N(λ(τ 01 )a(d2)) N(λi(τ 02 )a(d1))
∣∣∣∣ : 1 ≤ i ≤ 6
}
∪
{∣∣∣∣ N(λ(τ 01 )− λi(τ 02 ))N((1− λ(τ 01 ))a(d2)) N((1− λi(τ 02 ))a(d1))
∣∣∣∣ : 1 ≤ i ≤ 6
}
.
Proof. For τl ∈ CM(kl, 2) with l = 1, 2, we may assume (up to Galois conjugation) λ(τ1) =
λi(τ
0
1 ) and λ(τ) = λi(τ
′
2) for some i. Simple computation gives
λ(τ1)− λ(τ2) = λi(τ 01 )− λi(τ ′2) = ±


λ(τ 01 )− λ(τ ′2) if i = 1, 2,
λ(τ01 )−λ(τ ′2)
λ(τ01 )λ(τ
′
2)
if i = 3, 5,
λ(τ01 )−λ(τ ′2)
(1−λ(τ01 ))(1−λ(τ ′2))
if i = 4, 6.
Now write λ(τ ′2) = λi(τ
0
2 ) for some i. Taking norm on both sides of the above identity
proves the lemma. 
Let
N0(d1, d2) = {|N(λ(τ 01 )− λi(τ 02 ))| : 1 ≤ i ≤ 6} = {|N(λ(τ 01 )− λ(τ2))| : τ2 ∈ CM(k2, 2)}.
Then |N0(d1, d2)| = 1 when d2 ≡ 5 (mod 8) and |N0(d1, d2)| ≤ 3 otherwise by Proposition
2.3.
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Lemma 4.15. Assume d1 ≡ 1 (mod 8) and d2 6≡ 5 (mod 8). Then |N0(d1, d2)| = 2. More
precisely, write N0(d1, d2) = {α, β, γ} with
α = |N(λ(τ 01 )− λ(τ 02 ))| = |N(λ(τ 01 )− λ2(τ 02 ))|,
β =
∣∣N (λ(τ 01 )− λ3(τ 02 ))∣∣ = ∣∣N (λ(τ 01 )− λ5(τ 02 ))∣∣ ,
γ =
∣∣N (λ(τ 01 )− λ4(τ 02 ))∣∣ = ∣∣N (λ(τ 01 )− λ6(τ 02 ))∣∣ .
Then the following are true.
Table 5. α, β, γ
d2 (mod 8) 4 0 1
α = β α = γ β = γ
Table 6. 2-parts in α, β, γ
d2 (mod 8) 4 or 0 1
ord2(α) 2h1h2 8h1h2
ord2(α˜) −4h1h2 −4h1h2
Here α˜ is the element of {β, γ} that is different from α.
Proof. Proposition 1.2 asserts that λ(τ 01 ) and 1−λ(τ 01 ) are Galois conjugates of each other.
So
|N(λ(τ 01 )− λi(τ 02 ))| = |N(λ(τ 01 )− (1− λi(τ 02 ))|,
which justify the two formulas for α, β and γ. Table 5 also follows directly from Proposition
1.2.
Notice that λi(τ
0
2 ), 1 ≤ i ≤ 6, are the six roots of f(λ, j(τ 02 )) in equation (1.1). So we
have
f(λ, j(τ 02 )) =
6∏
i=1
(λ− λi(τ 02 )).
In particular,
f(λ(τ 01 ), j(τ
0
2 )) =
6∏
i=1
(λ(τ 01 )− λi(τ 02 )).
On the other hand, λ(τ 01 ) is also a root of f(λ, j(τ
0
1 )). Therefore,
256
6∏
i=1
(λ(τ 01 )− λi(τ 02 )) = 256(f(λ(τ 01 ), j(τ 02 ))− f(λ(τ 01 ), j(τ 01 )))(4.13)
= (j(τ 01 )− j(τ 02 ))λ(τ 01 )2(1− λ(τ 01 ))2.
Let H(ki, 2) be the ray class field of Q(
√
di) of modulus 2, i = 1, 2. Then we have
[H(ki, 2) : Q] = 2hi by Lemma 2.1 and we also know that H(k1, 2) and H(k2, 2) are
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disjoint by Lemma 4.1. Taking norms in H(k1, 2)H(k2, 2)/Q on both sides of equation
(4.13), we have
2564h1h2(αβγ)2 = (N(j(τ 01 )− j(τ 02 )))4N(λ(τ 01 ))4h2 N((1− λ(τ 01 )))4h2.
Applying Proposition 1.3, we obtain
(4.14) N(j(τ 01 )− j(τ 02 ))2 = αβγ.
By the Gross-Zagier singular moduli formula ([GZ85], [Dor88], or [YY, Theorem 1.1]),
we have ord2(N(j(τ
0
1 )− j(τ 02 ))) = 0. On the other hand, Theorem 1.4 implies
ord2(α) =
{
8h1h2 if d2 ≡ 1 (mod 8),
2h1h2 if d2 ≡ 0 (mod 4).
Now Table 6 follows from Table 5 and (4.14). 
Proof of Theorem 1.6: Now we are ready to prove Theorem 1.6. If one of the di ≡ 5
(mod 8), for example, we assume d2 ≡ 5 (mod 8). Then Lemma 4.14 and Proposition 1.3
imply
N (d1, d2) =
{
α,
α
N(λ(τ 01 ))
a(d2)
,
α
N(1− λ(τ 01 ))a(d2)
}
.
Proposition 1.3 shows that |N (d1, d2)| = 1 or 2 depending on whether d1 ≡ 5 (mod 8) or
not.
Now assume that di 6≡ 5 (mod 8). Then we may assume d1 ≡ 1 (mod 8) as (d1, d2) = 1.
Lemmas 4.14, 4.15, and Proposition 1.3 imply
N (d1, d2) =
{
α,
2−8h1h2α
N(λ(τ 02 ))
2h1
,
2−8h1h2α
N(1− λ(τ 02 ))2h1
, α˜,
2−8h1h2α˜
N(λi(τ 02 ))
2h1
,
2−8h1h2α˜
N(1− λi(τ 02 ))2h1)
}
,
where α˜ = N(λ(τ 01 )− λi(τ 02 )) 6= α for some i as in Lemma 4.15.
When d2 ≡ 1 (mod 8), then Proposition 1.3 and Lemma 4.15 show that
N (d1, d2) =
{
α, 2−16h1h2α, α˜, 2−8h1h2α˜
}
has cardinality 4 as their 2-adic valuations are distinct: 8h1h2,−8h1h2,−4h1h2,−12h1h2.
Similarly one has for d2 ≡ 4, 0 (mod 8),
N (d1, d2) =
{
α, 2−8h1h2α, 2−12h1h2α, α˜, 2−4h1h2α˜
}
which has cardinality 5. This proves the theorem.
5. Appendix A: Explicit formulas for Whittaker functions
Let F be a finite field extension of Qp with ring of integers OF and a uniformizer
π = πF . We denote by | · | the valuation of F . Let E be a quadratic e´tale extension of
F , including F × F , with ring of integers OE and a uniformizer πE , and let χ = χE/F be
the associated quadratic character of F×. Let ψ be an unramified additive character of F ,
and let ψE = ψ ◦ trE/F . Fix 0 6= β ∈ OF , and let W = Wβ = E with F -quadratic form
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Qβ(x) = βxx¯. Let ω = ωβ,ψ be the Weil representation of G = SL2(F ) on S(W ) = S(E)
associated to the reductive dual pair (O(W ), SL2), and let
(5.1) λ : S(E)→ I(0, χ), λ(φ)(g) = ω(g)φ(0).
Let Φφ ∈ I(s, χ) be the associated standard section, given by
Φφ(g, s) = λ(φ)(g)|a(g)|s,
where |a(g)| = |a| if g = n(b)m(a)k with b ∈ F , a ∈ F×, and k ∈ SL2(OF ). Recall that
n(b) = ( 1 b0 1 ) , m(a) =
(
a 0
0 a−1
)
and w = ( 0 −11 0 ) .
The Whittaker function of Φφ (and thus φ) is defined to be
(5.2) Wt(g, s, φ) =
∫
F
Φφ(wn(b)g, s)ψ(−tb)db,
where db is the self-dual Haar measure on F with respect to ψ, i.e., vol(OF ) = 1. The
purpose of this appendix is to compute the Whittaker function
Wt(s, φ) = Wt(1, s, φ)
explicitly in the general case, which is of independent interest in addition to the applications
in Section 4. Various special cases have been appeared in [Yan05], [HY12, Section 4.6],
and [KY10]. Notice that
S(E) =
⋃
L⊂OE , ideal
SL,
where SL is defined in Section 3.1. We can and will assume φ = φµ = Char(µ+ L) in the
following. Via shifting, we can and will further assume
(5.3) L = OE , Qβ(x) = βxx¯.
So
L′ = {x ∈ E : ψ((x, y)) = 1, for all y ∈ OE} = (β∂E/F )−1OE .
We denote o(x) = ordπx for x ∈ F , and
(5.4) oE(µ) =
{
ordπE(µ) if E/F non-split,
min(o(µ1), o(µ2)) if E = F × F, µ = (µ1, µ2).
We also write f = ordπE(∂E/F ) and e = e(E/F ) = 1, or 2 for the ramification index.
Define the generalized Gauss integral for µ ∈ E/OE and b ∈ F× to be
(5.5) Iµ(b) =
∫
µ+OE
ψ(bxx¯)dx,
where dx is the standard Haar measure on E with vol(OE, dx) = 1. Let dβx be the
self-dual Haar measure on Wβ = E with respect to ψ((x, y)) = ψ(trE/F βxy¯). Then
dβx = |β||dE/F | 12dx, i.e. vol(OE , dβx) = |β||dE/F | 12 .
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Proposition 5.1. Let ψ be an unramified additive character of F , and Wβ = E with
F -quadratic form Qβ(z) = βzz¯ with 0 6= β ∈ OF . Let L = Char(OE) and µ ∈ L′. Then
(5.6)
Wt(s, φµ)
γ(β) vol(OE , dβx) =
∞∑
n=0
Jµ(n)q
n(1−s),
where γ(β) = γ(Wβ) is the local Weil index of Wβ and
(5.7) Jµ(n) =
{∫
OF Iµ(bβ)ψ(−tb)db if n = 0,∫
O×F
Iµ(bβπ
−n)ψ(−tbπ−n)db if n > 0.
Moreover,
Jµ(0) = Char(OF )(Qβ(µ)− t).
Proof. Since
|a(wn(b))| =
{
1 if b ∈ OF ,
|b|−1 if b /∈ OF ,
one has by definition,
Wt(s, φµ)
γ(β) vol(OE, dβx) =
1
vol(OE , dβx)
∫
F
∫
E
ψ(bQβ(x))φµ(x)dβx|a(wn(b))|sψ(−tb)db
=
∫
F
Iµ(bβ)ψ(−tb)|a(wn(b))|sdb
=
∞∑
n=0
Jµ(n)q
n(1−s).
Next,
Jµ(0) =
∫
µ+OE
dx
∫
OF
ψ(b(Qβ(x)− t))db
=
∫
µ+OE
Char(OF )(Qβ(x)− t)dx
= Char(OF )(Qβ(µ)− t)
as claimed. 
Lemma 5.2. Let µ ∈ E/OE and b ∈ F×.
(1) When µ = 0, one has
I0(b) =


1 if b ∈ OF ,
χ(b)|b|−1 if b /∈ OF , E/F unramified,
0 if − f < o(b) < 0, E/F ramified,
χ(b)|b|−1q− f2 γ(W1) if o(b) ≤ −f, E/F ramified.
(2) When µ /∈ OE and E/F is unramified (inert or split), one has
Iµ(b) = ψ(bµµ¯) Char(OE)(bµ).
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(3) When µ /∈ OE and E/F is ramified, one has
Iµ(b) =


ψ(bµµ¯) Char(∂−1E/F )(bµ) if b ∈ OF ,
|b|−1∑a∈OE/πmE ψ(b(µ+ a)(µ+ a)) if 0 < m ≤ oE(µ) + f,
0 if m > oE(µ) + f.
Here m = −o(b) > 0.
Proof. We first consider the case µ = 0. The case E = F × F is trivial. Assume that E is
a quadratic field extension of F . Then [HY12, Lemma 4.6.1] implies
I0(b) =
∫
OE
ψ(bzz¯)dz = C
∫
OF
ψ(bx)(1 + χ(x))dx,
with C = 1 or 1
2
(1 + q−1) depending on whether E/F is ramified or not. When E/F is
ramified, the calculation in [HY12, Page 60] gives (1) for µ = 0. When E/F is inert, χ is
unramified and χ(π) = −1. For b /∈ OF , write m = −o(b) > 0, then one has∫
OF
ψ(bx)χ(x)dx =
∞∑
n=0
q−nχ(π)n
∫
O×F
ψ(πnbx)dx
=
∞∑
n=0
q−nχ(π)n(Char(OF )(πnb)− q−1Char(OF )(πn+1b))
=
[
(1− q−1)
∞∑
n=m
(−q)n
]
− q−1(−q)−m+1
=
2
1 + q−1
χ(b)|b|−1.
So one has for b /∈ OF ,
I0(b) = χ(b)|b|−1
as claimed. For b ∈ OF , it is trivial. This takes care the case µ ∈ OE .
Next, we assume that µ /∈ OE and E/F is unramified. When bµ ∈ OE, one has b ∈ OF
and
Iµ(b) = ψ(bµµ¯)
∫
OE
ψ(trE/F (bµ¯z))ψ(bzz¯)dz = ψ(bµµ¯)
∫
OE
ψ(bzz¯)dz = ψ(bµµ¯).
When bµ /∈ OE , and b ∈ OF , the same computation gives
Iµ(b) = ψ(bµµ¯)
∫
OE
ψ(trE/F (bµ¯z)))dz = 0
Finally, when bµ /∈ OE, and b /∈ OF , A substitution z 7→ z + b−1u, u ∈ O×E , gives
Iµ(b) = ψ(trE/F (uµ¯))Iµ(b).
Since there is u ∈ O×F such that ψ(trE/F (uµ)) 6= 1, one sees that Iµ(b) = 0. This proves
(2).
THE LAMBDA INVARIANTS AT CM POINTS 39
Finally, assume that µ /∈ OE and E/F is ramified. The case b ∈ OF is the same as in
the proof of (2). Now assume b /∈ OF , so m = −o(b) > 0.
Iµ(b) =
∑
a∈OE/πmE
∫
µ+a+πmE OE
ψ(bxx¯)dx
=
∑
a∈OE/πmE
q−mE ψ(b(µ + a)(µ+ a))
∫
OE
ψE(bπ
m
E (µ+ a)x)dx
= q−mE
∑
a∈OE/πmE
ψ(b(µ+ a)(µ+ a)) Char(∂−1E/F )(bπ
m
E (µ+ a))
= q−m
∑
a∈OE/πmE
ψ(b(µ+ a)(µ+ a)) Char(∂−1E/F )(bπ
m
E µ¯).
Now (3) is clear.

We denote
(5.8) α(µ, t) = Qβ(µ)− t = βµµ¯− t, a(µ, t) = o(Qβ(µ)− t) = o(βµµ¯− t).
Proposition 5.3. Assume that E/F is unramified and 0 6= µ ∈ E/OE. Then Wt(s, φµ) =
0 unless α(µ, t) ∈ OF , i.e., a(µ, t) ≥ 0. Moreover,
Wt(s, φµ)
γ(β) vol(OE , dβx) =
{
(1− q−s)∑0≤n≤a(µ,t) qn(1−s) if 0 ≤ a(µ, t) < oE(βµ),
(1− q−s)∑0≤n<oE(βµ) qn(1−s) + qoE(βµ)(1−s) if a(µ, t) ≥ oE(βµ).
In particular, Wt(0, φµ) = 0 if and only if a(µ, t) < oE(βµ). In such a case,
W ′t (0, φµ)
γ(β) vol(OE , dβx) =
{
(
∑
0≤n≤a(µ,t) q
n) log q if 0 ≤ a(µ, t) < oE(βµ),
0 if a(µ, t) < 0.
Proof. Since E/F is unramified, one has ∂E/F = OE , f = 0 and πE = π. When 0 < n ≤
o(β), one has for b ∈ O×F by Lemma 5.2
Iµ(βbπ
−n) = ψ(π−nbQβ(µ)) Char(OE)(bµβπ−n).
So Jµ(n) = 0 for n > oE(βµ). When 0 < n ≤ oE(βµ), one has
Jµ(n) =
∫
O×F
ψ(π−nb(Qβ(µ)− t))db
= Char(πnOF )(Qβ(µ)− t))− q−1Char(πn−1OF )(Qβ(µ)− t)).
So
Wt(s, φµ)
γ(β) vol(OE , dβx) = Char(OF )(Qβ(µ)− t))+∑
0<n≤oE(βµ)
[
Char(πnOF )(Qβ(µ)− t))− q−1Char(πn−1OF )(Qβ(µ)− t))
]
qn(1−s).
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Now a simple calculation proves the proposition. 
Proposition 5.4. Assume that E/F is ramified with f = oE(∂E/F ) = o(dE/F ) and 0 6=
µ ∈ E/OE. Then Wt(s, φµ) = 0 unless a(µ, t) ≥ 0. Write a = o(β)+ [12(oE(µ)+ f)], where
[x] is the largest integer less than or equal to x.
(1) When oE(µ) + f ≤ 0, i.e., µ /∈ πE∂−1E/F , one has
Wt(s, φµ)
γ(β) vol(OE , dβx) =
{
(1− q−s)∑0≤n≤a(µ,t) qn(1−s) if a(µ, t) < a,
(1− q−s)∑0≤n<a qn(1−s) + qa(1−s) if a(µ, t) ≥ a.
(2) When oE(µ) + f > 0, i.e., µ ∈ πE∂−1E/F −OE, one has
Wt(s, φµ)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤a(µ,t)
qn(1−s)
if a(µ, t) < o(β) and
Wt(s, φµ)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n<o(β)
qn(1−s) + qo(β)(1−s)
+
∑
o(β)<n≤o(β)+oE(µ)+f
qo(β)q−ns
∑
a∈OE/πn−o(β)E[
Char(πnOF )(α(µ+ a, t))− q−1Char(πn−1OF )(α(µ+ a, t))
]
if a(µ, t) ≥ o(β).
(3) One has Wt(0, φµ) = 0 if and only if a(µ, t) < min(o(β), a). In such a case,
W ′t (0, φµ)
γ(β) vol(OE , dβx) =
{
(
∑
0≤n≤a(µ,t) q
n) log q if 0 ≤ a(µ, t) < min(o(β), a),
0 if a(µ, t) < 0.
Remark 5.5. When p 6= 2, f = 1, the second sum in Proposition 5.4(2) does not appear,
the resulting formula is the same as the unramified case. In general, f ≤ 1+ o(2), the last
sum is manageable when o(2) = ordπ 2 is small. However, the ramification index f can
be arbitrarily large when F/Q2 has arbitrary large ramification, and the sum can become
complicated. We refer to [Yan04, Appendix A] for an explicit way to compute f .
Proof. Assume oE(µ) + f ≤ 0 first. For b ∈ O×F , Lemma 5.2 implies
Iµ(βbπ
−n) =
{
ψ(Qβ(µ)bπ
−n) if n ≤ a,
0 if n > a.
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When n ≤ a, one has then
Jµ(βbπ
−n) =
∫
O×F
ψ(π−n(Qβ(µ)− t)b)db
=


1− q−1 if n ≤ min(a(µ, t), a),
−q−1 if n = a(µ, t) + 1 ≤ a,
0 if n > a(µ, t) + 1.
Applying Proposition 5.1, we obtain (1).
Now assume that oE(µ) + f > 0. When m = n − o(β) ≤ 0, we have with the same
calculation
Jµ(n) =


1− q−1 if n ≤ min(a(µ, t), o(β)),
−q−1 if n = a(µ, t) + 1 ≤ o(β),
0 if n > a(µ, t) + 1.
When m > 0, i.e, n ≥ o(β), Lemma 5.2 implies
Iµ(βbπ
−n) = q−m
∑
a∈OE/πn−o(β)E
ψ(π−nbQβ(µ+ a)),
and so
Jµ(n) = q
−m ∑
a∈OE/πn−o(β)E
[
Char(πnOF )(Qβ(µ+ a)− t))− q−1Char(πn−1OF )(Qβ(µ+ a)− t))
]
.
Now (2) is clear. Claim (3) follows from (1) and (2).

Corollary 5.6. Assume µ ∈ E − OE. Then W0(s, φµ) = 0 unless a(µ, 0) = o(βµµ¯) ≥ 0.
When a(µ, 0) ≥ 0, the following is true.
(1) When E/F is non-split, one has
W0(s, φµ)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤a(µ,0)
qn(1−s).
In particular, W0(0, φµ) = 0, and
W ′0(0, φµ)
γ(β) vol(OE , dβx) =
∑
0≤n≤a(µ,0)
qn log q.
(2) When E = F ⊕ F is split over F and µ = (µ1, µ2) ∈ (F×)2, one has
W0(s, φµ)
γ(β) vol(OE , dβx) =
{
(1− q−s)∑0≤n≤a(µ,0) qn(1−s) if µ1, µ2 /∈ OF ,
(1− q−s)∑0≤n<oE(βµ) qn(1−s) + qoE(βµ)(1−s) if only one of µ1 and µ2 is in OF .
In particular
W ′0(0, φµ)
γ(β) vol(OE , dβx) =
{∑
0≤n≤a(µ,0) q
n log q if µ1, µ2 /∈ OF ,∑
0≤n<oE(βµ) q
n log q − qoE(βµ) log q if only one of µ1 and µ2 is in OF .
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Proof. Since µ /∈ OE , a(µ, 0) = o(βµµ¯) < oE(βµ) when E/F is inert, and a(µ, 0) <
min(o(β), a) when E/F is ramified. This implies (1) by Propositions 5.3 and 5.4. The first
part of (2) is the same. On the other hand, if one of µi, say, µ1 ∈ OF , one has
a(µ, 0) = o(βµ1µ2) ≥ o(βµ2) = oE(βµ).
Proposition 5.3 implies this case too.

The case µ = 0 is already computed in [HY12, Section 4.6] using a slightly different
method. There are some minor errors there. We record the correct results here for the
convenience of the reader.
Proposition 5.7. ([HY12, Proposition 4.6.2]) Assume that E/F is unramified and let
t ∈ F×. Then Wt(s, φ0) = 0 unless t ∈ OF . Assume t ∈ OF . Recall that χ = χE/F is the
quadratic character of F× associated to E/F .
(1) When o(t) < o(β), one has
Wt(s, φ0)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤o(t)
qn(1−s).
In particular, Wt(0, φ0) = 0.
(2) When o(t) ≥ o(β), and t 6= 0, one has
Wt(s, φ0)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤o(β)−1
qn(1−s) +
qo(β)(1−s)
L(s+ 1, χ)
∑
0≤n≤o(t/β)
(χ(π)q−s)n.
In particular,
L(1, χ)
Wt(0, φ0)
γ(β) vol(OE , dβx) =
{
qo(β)(o(t/β) + 1) if E/F is split,
qo(β) 1+(−1)
o(t/β)
2
if E/F is inert.
Moreover, Wt(0, φ0) = 0 if and only if E/F is inert and o(t/β) is odd. When this
is the case, one has
L(1, χ)
W ′t (0, φ0)
γ(β) vol(OE , dβx) =
[
qo(β)
ordπ(t/β) + 1
2
+
1− qordπ(β)
q(1− q−2)
]
log(q).
(3) When t = 0, one has
W0(s, φ0)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤o(β)−1
qn(1−s) + qo(β)(1−s)
L(s, χ)
L(s+ 1, χ)
.
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Proof. First assume t 6= 0. By Proposition 5.1 and Lemma 5.2(2), J0(0) = 1 and
for 0 < n ≤ o(β),
J0(n) =
∫
O×F
ψ(−π−nbt)db
=
{
Char(πnOF )(t)− q−1Char(πn−1OF )(t) if t 6= 0,
1− q−1 if t = 0.
and for n > o(β),
J0(n) =
∫
O×F
χ(bβπ−n)|bβπ−n|−1ψ(−π−nbt)db
=
{
χ(π)o(β)−nqo(β)−n(Char(πnOF )(t)− q−1Char(πn−1OF )(t)) if t 6= 0,
χ(π)o(β)−nqo(β)−n(1− q−1) if t = 0.
When t 6= 0 and o(t) < o(β) we have by (5.6),
Wt(s, φ0)
γ(β) vol(OE , dβx) = 1 +
∑
0<n≤o(β)
(1− q−1)qn(1−s) − q−1q(o(t)+1)(1−s)
= (1− q−s)
∑
0≤n≤o(t)
qn(1−s).
When f t 6= 0 and o(t) ≥ o(β), we have
Wt(s, φ0)
γ(β) vol(OE , dβx) = 1 +
∑
0<n≤o(β)
(1− q−1)qn(1−s)
+
∑
o(β)<n≤o(t)
χ(π)o(β)−nqo(β)−n(1− q−1)qn(1−s)
−q−1χ(π)o(β)−(o(t)+1)qo(β)−(o(t)+1)q(o(t)+1)(1−s)
= (1− q−s)
∑
0≤n≤o(β)−1
qn(1−s) +
qo(β)(1−s)
L(s + 1, χ)
∑
0≤n≤o(t/β)
(χ(π)q−s)n.
When t = 0, we have
Wt(s, φ0)
γ(β) vol(OE , dβx) = 1 +
∑
0<n≤o(β)
(1− q−1)qn(1−s)
+
∑
o(β)<n
χ(π)o(β)−nqo(β)−n(1− q−1)qn(1−s)
= (1− q−s)
∑
0≤n≤o(β)−1
qn(1−s) +
qo(β)(1−s)L(s, χ)
L(s+ 1, χ)
.

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Proposition 5.8. ([HY12, Proposition 4.6.3]) Assume that E/F is ramified and let t ∈ F .
Then Wt(s, φ0) = 0 unless t ∈ OF . Assume t ∈ OF . Recall that χ = χE/F is the quadratic
character of F× associated to E/F .
(1) When o(t) < o(β), one has
Wt(s, φ0)
γ(β) vol(OE , dβx) = (1− q
−s)
∑
0≤n≤o(t)
qn(1−s).
In particular, Wt(0, φ0) = 0.
(2) When o(t) ≥ o(β), and t 6= 0, one has
Wt(s, φ0)
γ(β) vol(OE, dβx) = |β|
s−1 (1 + χ(t/β)q−(o(t/β)+f)s)+ (1− q−s) ∑
0≤n≤o(β)−1
qn(1−s).
In particular,
Wt(0, φ0)
γ(β) vol(OE , dβx) = |β|
−1(1 + χ(t/β)).
Moreover, Wt(0, φ0) = 0 if and only if χ(t/β) = −1, i.e., Wβ does not represent t.
When this is the case,
L(1, χ)
W ′t (0, φ0)
γ(β) vol(OE, dβx) =
[
ordπ(t/β) + f +
1− qordπ(β)
q(1− q−1)
]
log(q).
(3) When t = 0, one has
W0(s, φ0)
γ(β) vol(OE , dβx) = |β|
s−1 + (1− q−s)
∑
0≤n≤o(β)−1
qn(1−s).
5.1. Variants. The first variant is the case when ψ has conductor n(ψ) = n 6= 0, where
n(ψ) = {n ∈ Z : ψ|πnOF = 1}.
Let ψ′(x) = ψ(ax) for some a ∈ F with o(a) = n, then n(ψ′) = 0, i.e., ψ′ is unramified.
Let β ′ = a−1β, then the Weil representation ωWβ ,ψ = ωWβ′ ,ψ′, and dψ′b = |a|
1
2dψb. So
W ψt (s, φ) =
∫
F
ωWβ ,ψ(wn(b))(0)|a(wn(b))|sψ(−tb)dψb
= |a|− 12
∫
F
ωW ′β ,ψ′(wn(b))(0)|a(wn(b))|sψ(−a−1tb)dψ′b
= |a|− 12W ψ′t
a
(s, φ).
Therefore, we have for every φ ∈ S(E)
(5.9) W ψt (s, φ) = |a|−
1
2W ψ
′
t
a
(s, φ),
where the right hand side is with respect to (Wβ′ , ψ
′).
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The second variant is the case when L = πcEOE with quadratic form Qβ(x) = βxx¯
(assuming ψ to be unramified). In such a case, let L˜ = OE with quadratic form Qβ˜(x) =
β˜xx¯ and β˜ = π2cE β. Then
(L,Qβ) ∼= (L˜, Qβ˜),
and
Wt(s, φµ) =Wt(s, φµ˜)
with φµ = Char(µ+ L) and φµ˜ = Char(µ˜+OE).
6. Appendix B: Computation Data
Theorem 1.4 can easily be used to calculate the norm N(λ(d1+
√
d1
2
) − λ(d2+
√
d2
2
)) up to
sign ±1. Here are some examples with τi = di+
√
di
2
.
Table 7. d1 ≡ 5 (mod 8), d2 ≡ 5 (mod 8)
d1 d2 N(λ(τ1)− λ(τ2)) d1 d2 N(λ(τ1)− λ(τ2))
−3 −11 214 −11 −19 248136
−3 −19 21436 −11 −35 296712196
−3 −35 22856 −19 −35 296196316416
Table 8. d1 ≡ 5 (mod 8), d2 ≡ 0, 4 (mod 8)
d1 d2 N(λ(τ1)− λ(τ2)) d1 d2 N(λ(τ1)− λ(τ2))
−3 −4 3 −19 −4 248136
−3 −8 52 −19 −9 296712196
−3 −20 52112 −19 −20 296196316416
−11 −4 7211 −19 −24 3121348921132
−11 −8 74132 −35 −4 72192312
−11 −20 112134174192 −35 −8 5674234612
−11 −24 134172194412 −35 −24 194234374412434674892
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Table 9. d1 ≡ 1 (mod 8), d2 ≡ 5 (mod 8)
d1 d2 N(λ(τ1)− λ(τ2)) d1 d2 N(λ(τ1)− λ(τ2))
−7 −3 3252 −23 −11 712114174194432612
−7 −11 72132172192 −23 −19 192372532672792892972103210721092
−7 −19 314132312 −23 −35 51871219823437443453467418121992
−15 −11 78112134292412 −31 −3 36112172232
−15 −19 312134292412592712 −31 −11 114136174292432732792832
−23 −3 56112172 −31 −19 3401362943721272
Table 10. d1 ≡ 1 (mod 8), d2 ≡ 0, 4 (mod 8)
d1 d2 N(λ(τ1)− λ(τ2)) d1 d2 N(λ(τ1)− λ(τ2))
−7 −4 2132 −23 −8 26567423
−7 −8 22527 −23 −20 21256114172194532
−7 −20 2452132172 −23 −24 212174192232372612672
−7 −24 2434132192 −31 −4 2336112
−15 −4 223272 −31 −8 2613223229231
−15 −8 245272132 −31 −20 212114134172372532732
−23 −4 2372112 −31 −24 212312134174432612
Table 11. d1 ≡ 1 (mod 8), d2 ≡ 1 (mod 8)
d1 d2 N(λ(τ1)− λ(τ2)) d1 d2 N(λ(τ1)− λ(τ2))
−7 −15 2163452 −15 −23 2485678112
−7 −23 2245672 −15 −31 248312112134292
−7 −31 224312132 −23 −31 2721110176372432
Table 6 and Theorem 1.4(1) suggest that N(λ(d1+
√
d1
2
)− λ(d2+
√
d2
2
)) is a sixth power (up
to sign), which can be rephrased as the following conjecture.
Conjecture 6.1. Assume d1 ≡ d2 ≡ 5 (mod 8). For each t = m+
√
D
2
∈ OF , let pt be the
unique prime ideal of F above 2 with 2 ∈ pt.∑
t=m+
√
D
2
∈OF , ord2(m2−D)odd
|m|<√D,m≡−1 (mod 4)
ρE/F (tp
−1
t )
is a multiple of 3.
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