Introduction
Credit risk is present under various forms in any derivative products. However, the fact is that credit risk is not, in general, priced in the various models commonly used for equity, FX, IR of commodity derivatives. This note is aimed at presenting a few guidelines for the modelling of default risk and spread risk in the context of derivatives, thereby treating any derivative as a genuine credit hybrid. I shall emphasize, using simple examples where the credit risk is described by a reduced-form model, the impact of credit risk in pricing and hedging. It is quite enlightening to revisit the classical strategy of dynamic replication via a "delta" hedge, and understand how it is modified by the credit risk. I shall first use a trivial jump-to-zero model for a risky bond (or a CDS contract) in order to explain in a simplified setting the credit risk effect. Then I will consider a more realistic stochastic default intensity model. Finally, I will briefly present a practical method for the calibration of the joint dynamics. As regards the more theoretical aspects of credit risk modelling, I will rely on the reducedform models such as described in great details in e.g. [BJR] or [SS] . The reason for that choice is that, in capital markets environment, derivative traders are confronted to a host of (more or less) liquid products: stock, vanilla options, variance swaps, CDS, credit index,... and their main objective is the projection of the risks of a given, exotic instrument on existing market instruments. Therefore, one of the main prerequisites for a useful model is that it has good replication properties for the price and the dynamics of the liquid instruments. A typical structural approach for the credit risk, although interesting in itself as it gives rise to an interpretation of the credit event happenstance and therefore, to a better understanding of its governing mechanisms, has the strong disadvantage of making the models and the calibration extremely complicated, with poor performances. Interestingly enough, there are much fewer references on the hedging of credit risk than there are on its pricing… The pricing by replication with CDS, however natural an extension of the Black-Scholes-Merton theory to the world of credit as it may be, is not commonly used nor exposed in the core of the credit literature. The most relevant references in this direction are [BJR] and [JR] . It is noteworthy that this approach is not well spread in the pure credit derivatives business, where the hedging practices in the industry tend to consider the "spread" risk rather than the actual "default" risk, mostly because of the cost of a full hedging portfolio. However, in the context of credit-contingent options, or in that of counterparty risk management, it is essential to properly measure and eliminate the default risk -which explains why I think the examples below are of interest. This paper is intended as providing a few examples of how one can explicitly incorporate and manage credit risk into various derivatives. The models presented here, or extensions thereof, have been used in a production environment in capital markets for equity and FX derivatives. Section 1 and 2 provide a detailed derivation of the hedging portfolio in a pure jump dynamics for the risky bond, whereas Section 3 deals with the more realistic case of a stochastic spread (stochastic default intensity) model. The short Section 4 tackles the joint calibration problem for a hybrid equity-credit model. 
Risky asset contract
I will first examine the case where a financial institution has entered a contract where an asset S will be delivered by a counterparty at time T, subject to the counterparty not defaulting prior to T. The contract is then: to deliver
-with standard notations.
a. Uncorrelated case
By "uncorrelated", I mean that the dynamics of the asset is not affected by a credit event -this is typically the case in a pure counterparty risk hedge. Let's now assume a simple diffusion model for the historical dynamics of the asset
where t W is a Wiener process, and a pure jump-to-zero model for a risky bond written on the counterparty with the same maturity:
is the default process.
In this setting, the price of the risky bond is given by ( )
is a function of time only, see e.g. [BJR] , Section 1.2, and a no-arbitrage argument implies that the drift of the bond must compensate the historical default intensity. However, we will not dwell upon this property here, but rather, describe in detail the hedging argument. We shall use the same convention as in [BJR] 
The proportions of bond and assets are then determined by:
which allow for a complete elimination of both risks in the dynamics of the portfolio. As this portfolio should now grow at the risk-free (assumed to be zero) rate, the remaining terms in its differential yield the pricing equation for the risky contract:
or, in the simple case where no recovery is expected in the event of a default:
Under the Markovian assumption that the drift is a function of the state variables -in general:
( ) , B u λ λ ≡ -the hedging argument yields that the price before default V is the solution to the PDE above, together with the final condition ( )
For the sake of clarity in this very simple example, I carry out the computations in the "risky asset" contract. One can work out explicitly the solution by separating the variables: a solution is sought under the form ( ) ( )
, and the equation for Q is simply:
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Since there is no diffusion of the bond (pure jump), the solution is
(no dependence on B ) in the dynamics of B , as already mentioned at the beginning of this Section. The general solution of the bond pricing equation with an arbitrary final condition Ψ and deterministic drift ( )
which greatly simplifies here since the final condition is a constant.
One recovers the classical result (see e.g. [DS] ) that the fair value of the risky contract is equal to market price of the asset* extra discount factor -under the assumption that such a replicating portfolio is constructed. Also of interest is the interpretation of the delta hedge : the hedging strategy is no longer being long one stock (assuming one is short the option), as it would be in a non risky world, but rather, to be long a quantity that goes to one as time to maturity goes to zero. The financing of the continuous rebalancing in stock (buying more and more stock as time to maturity goes to zero) comes through lending money at the risky rate.
b. Correlated case I will now look at a more interesting situation: in the case of a default of the counterparty, one can make the assumption that the level of the asset jumps downwards (in the case of a stock, say) or upwards (in the case of an FX rate or a commodity). This situation is typical in the case of systemic risk, it is also relevant for the case of sovereign default. The jump on the asset is governed by the same process as the default of the risky bond:
is the size of the jumps, and (for simplicity) J is assumed to be constant. Let's write down the pricing and hedging strategy, and derive the pricing equation as above. Assuming again that default has not occurred at time t and setting up a portfolio as in the previous section with 
thereby eliminating both risks in the dynamics of the portfolio. As this portfolio now grows at the risk-free rate, the remaining terms in the differential yield the pricing equation for the risky contract:
in the simple case where no recovery should be expected in the event of a default:
One now uses the same trick as above to separate the variables: ( ) ( ) ( ) , , , 0 , ,
V S B t Q B t W S t =
and the following equations obtain:
(identical to the previous case) and ( )
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Note the extra convective term coming from the assumption on the dynamics of S. This term obviously degenerates to the case of the previous subsection when there is no jump (J=1).
It is trivial to check that the solution is
in the case of a constant default intensity, and the price of the corresponding hedging strategy -the value at a time t and spot level S of the risky contract -becomes
For a term structure of default intensity, one obtains the following: 
Risky option
where the solution has the form
. Upon grouping and rearranging the various terms, the following obtains: It is easy to check that the choice of ( ) t κ is not relevant -different choices will only generate two inverse extra discount factors that will compensate each other -and the obvious choice Again, the fact that there is a jump yields a correction to the risky discount factor: the separation of variables now reads ( )
and for each function Q and W:
In order to compare with the option on a non risky asset, solution of°°2 
T T t t V S B t Q B t W S t du W S
This formula provides an intuitive interpretation of the pricing formula as discounting with a risky discount factor while correcting the drift in the diffusion for the asset.
c. The case of non zero recovery
In the case where a recovery is paid at default, the general two-dimensional equation remains identical, but the separation of variables is no longer possible unless one makes the assumption that the recovery is a fraction of the market value before default: − + = V V ω with obvious notations. If this assumption holds, then one still obtains a simple decoupling for the risky option. Otherwise, obtaining the solution requires solving the full 2D PDE.
Spread risk vs. default risk
In the simple default model of the previous section, the spread risk, that is, exposure to volatility of the spread, was not taken into account. We now address this important question and present a model in which the default intensity is made stochastic in a more explicit manner. We will now assume that there exist at least two zero-coupon bonds with different maturities that can be used for hedging purposes, thereby eliminating both the jump risk (default risk) and the driving factor in the spread (spread risk). The independent variables are now t t S λ , -the asset and the stochastic default intensity -so that: . In the sequel, we shall make the assumption that the SDE for the stochastic intensity t λ yields nonnegative solutions. This natural and sensible assumption prevents the use of simplistic models, e.g. constant coefficients models, for the intensity. In fact, t λ represents the intensity of a Cox process, and has to be nonnegative in order to avoid trivially arbitrageable zero-coupon bonds. Note that the two Wiener processes may be correlated, and that one can specify whether the asset is subject to credit risk ( )
when default occurs. Let's now consider an option with maturity T conditional to no default before T, and assume that there are two pure credit instruments available, both with maturities larger than T. We will write -similarly to the previous sections: 
,where the expression ( ) : t t t X X X − ∆ = − stands for the jump of a quantity when default occurs.
The proportions of credit instruments and assets in the hedged portfolio are then determined by solving the following system:
thereby eliminating all sources of risks: asset delta, spread risk, default risk. For the sake of completeness, I derive the pricing equation by introducing the risk premia associated to each risk factor. Similar results may be found in the literature, generally from a different perspective (construction of a martingale measures), see e.g. [S] and also [R] .
Now that the hedging strategy is built, the Itô differential of the portfolio becomes :   2  2  2  2  2  2  2  2 2  2  1  1  2  2  2  2  2  2   1  1  2 2 2 2
 and the portfolio grows at the risk-free (assumed to be zero) rate.
In order to eliminate the weights , 2  2  2  2  2  2  2  2 2  2  1  1  2  2  2  2  2  2   1   1  1  2 2 2 2
which states that the three-dimensional matrix hal-00620847, version 1 -8 Sep 2011 (   )   2  2  2  2 2  2  2  2   2  1  2  1  1  1  2   2  2  2  2  2  2  2   1  1  1  2  2   2 
 is of rank strictly less than 3: there exists a zero linear combination of its row vectors with non zero weights. Therefore, its transposed is also of rank strictly less than 3 and there also exists a zero linear combination of its column vectors with non zero weights. Denoting the corresponding coefficient for the first (resp. second) column by k (resp. q ) and assuming that the third coefficient has been rescaled to 1, the following system of equations obtains easily: 2  2  2 2  2  2  2   1  1  1  0  2  2 , , , 0
Let's now examine some consequences of the previous hedging argument. First of all, a standard argument allows one to assert that risk premia , k q may depend freely on the state variables, but not on the dependent variables such as the bond or option prices. Under the simplifying but natural assumption that the bond prices depend only on time and the default intensity but not on the asset level, , k q must be functions of , t λ only. In particular, one can specialize the above pricing equation to obtain the zero-coupon, zerorecovery bond price (no dependence on the asset level) as ( )
, which leads to the classical interpretation of k as the spread over the risk-free rate, in the sense that there holds:
where the mathematical expectation is taken under the measure for which the hazard rate follows the diffusion process qdt adW d
More generally, the price of an option with european-style payoff T Φ is valued as One important question, at least for practical applications, is therefore: what is a suitable choice for , k q ? There are many aspects to take into account, one of them being the numerical tractability of the bond prices. Keeping this in mind, it may be convenient to choose an exponential-affine structure, see [DS] or [DFS] , for the special case of a zero coupon, zero recovery bond price. In particular, the volatility of the default intensity should either be a simple term structure, or a square root process. Since the term structure assumption leads to potentially non positive default intensities, it must be rejected. The choice of an exponential-affine bond structure leads to the following general form for the risk premia: 
It is straightforward to check the consistency of the various equations above: martingale property for the asset price in the fully correlated or the jump-diffusion case, option price depending on the asset only if J=1…
Remark : one can briefly address the issue of solving the pricing equation for a credit contingent claim. In general, one cannot expect to separate the variables. A natural exception is that of a credit contingent option on a non risky asset (J=1) with zero brownian correlation, in which case the same formula as in Section 2.b holds. Also true is a similar result using separation of variables for a risky stock contract, as in this case there exists a particular solution of the form ( ) ( )
λ is a solution to the equation below:
with terminal condition Q=1 at maturity. This equation degenerates to the case of Section 1.b when the default intensity is deterministic.
Calibration of a stochastic "jump to default" case
In this short section, I tackle the issue of calibration. First and foremost, the credit part of the calibration process is simple in the case of an exponential-affine bond structure, as explained in the previous section: one must first specify the volatility coefficient of the CIR process -a volatility which, in the absence of a liquid option market on CDS, should be determined from time series of spread levels -and then, calibrate via forward induction a term structure for the drift onto the curve of the CDS prices. Assuming that this part is already performed, I now recall how to recover the local volatility matching an implied volatility surface given on the asset. It is worth noting that, under the hedging assumptions made above, the equation is formally identical to that of a stochastic short rate model having the same diffusion as the instantaneous default probability and therefore, the calibration process follows exactly the same route. The starting point is to write the price of an option using the Green's function, which is the solution to the adjoint equation (the forward Kolmogorov equation): The calibration issue is therefore naturally cast into a fixed-point problem for the unknown function σ , its numerical solution problem is best performed using a forward induction method which we will not described in details in this document.
Some comments are in order: firstly, in the case of a deterministic default intensity, one trivially integrates in λ to recover the usual formula ( ) . Secondly, in the case of a non zero, deterministic risk-free rate, one simply has to replace λ by λ + r , adding an extra term K C rK ∂ ∂ to the numerator.
Conclusion

