We prove a duality formula for certain sums of values of poly-Bernoulli polynomials which generalizes dualities for poly-Bernoulli numbers. We first compute two types of generating functions for these sums, from which the duality formula is apparent. Secondly we give an analytic proof of the duality from the viewpoint of our previous study of zeta-functions of Arakawa-Kaneko type. As an application, we give a formula that relates poly-Bernoulli numbers to the Genocchi numbers.
Introduction
Two types of poly-Bernoulli numbers {B (see Kaneko [10] and Arakawa-Kaneko [2] , also Arakawa-Ibukiyama-Kaneko [1] ). Noting Li 1 (z) = − log(1−z), we see that C
n coincides with the ordinary Bernoulli number B n defined by t e t − 1 = ∞ n=0 B n t n n! , and that B
(1) n = B n for n ∈ Z ≥0 with n = 1. These numbers have been actively investigated and many interesting properties and formulas for them have been discovered (see, for example, [4, 5, 6, 8, 9, 11] ). Of them we highlight the following duality formulas obtained by the first-named author: n (x) t n n! (1.5) (see ). It can be easily checked that
n (x) = n j=0 (−1) n−j n j B
(k) j x n−j .
The main purpose of this paper is to generalize the duality formulas (1.3) and (1.4) as follows: the identity holds for any l, m, n ∈ Z ≥0 (see Corollary 2.2), where { n j | n, j ∈ Z ≥0 } are the Stirling numbers of the first kind (for the definition, see (2.1)). In particular, we easily see that (1.6) for the cases of n = 0 and n = 1 coincide with (1.3) and (1.4), respectively. Hence (1.6) can be regarded as a "one-parameter" generalization of the duality formula for poly-Bernoulli numbers. It is an interesting question whether this generalization also has some nice combinatorial interpretations like those described in [4, 5, 6] .
In Section 2, we give an elementary proof of (1.6). In fact, denoting the lefthand side of (1.6) by B (−l) m (n), we calculate two types of generating functions of {B (−l) m (n)} l,m≥0 in two variables (see Theorem 2.1), which turn out to be symmetric and hence (1.6) follows. In Section 3, we give an analytic proof (1.6) from the viewpoint of our previous study of zeta-functions of Arakawa-Kaneko type. The method is similar to that used by the first-named and the third-named authors in [12] . In the final Section 4, as an application of Theorem 2.1, we prove the relation 
A generalization of the duality formula
Let n m and n m (n, m ∈ Z ≥0 ) be the Stirling numbers of the first and the second kind determined respectively by the following recursion relations:
(see for example, [1, Definitions 2.2 and 2.4]).
As mentioned in Section 1, we let
The first main result of this paper is the following theorem.
Theorem 2.1. For n ∈ Z ≥0 , we have
where
From (2.3) or (2.4), we immediately obtain the following result which contains (1.3) and (1.4) as the special cases n = 0, 1.
To prove Theorem 2.1, we start with the following lemma.
Lemma 2.3 (Takeda [15] ). For n, r ∈ Z ≥0 with r ≥ n,
Proof. We sketch the proof of this lemma. As for (2.6), we use the induction on n ≥ 0. The case of n = 0 reduces to the well-known identity
(See for instance [1, Proposition 2.6].) Assume (2.6) for the case of n, and compute its derivative. Then, for r ≥ n + 1, we have
By the induction hypothesis, we obtain
Therefore we complete the proof of (2.6).
As for (2.7), similar to the above proof, considering the derivative of (2.7), we inductively obtain the assertion.
Next we show the following proposition which is a certain generalization of the known result for ordinary poly-Bernoulli numbers given by the first-named author [10,
Proof. By definition, we have
Using (2.6) with r → q − 1 and t → −t on the right, we obtain
Comparing the coefficients of t m /m! on both sides and noting m+i n+q−1 = 0 when q > m + 1, we complete the proof. Now we give the proof of Theorem 2.1.
Proof of Theorem 2.1. First we will prove (2.3). Substituting (2.8) with k → −l − j into (2.2), we obtain
With this we compute the generating function
By the well-known identity (x) n := x(x + 1) · · · (x + n − 1) = n j=0 n j x j , this is equal to
Note that m may run over all non-negative integers in the last sum because 
This completes the proof of (2.3).
Next we will prove (2.4). From (2.3), we have
Hence, noting l+1 j+1 m+1 j+1 = 0 for j > min(l, m), we obtain
By the identity (see [1, Proposition 2.6])
and (2.9), we have
Thus we complete the proof of (2.4).
From (2.3), we immediately obtain the following.
Corollary 2.5.
z n n! = e x+y e x + e y − e x+y − z .
3. An analytic proof of the duality formula for B
In this section, we give an analytic proof of the duality formula (Corollary 2.2) for B (−l) m (n) by using certain zeta-function. Arakawa and the first-named author [2] defined the zeta-function
for k ∈ Z ≥1 , which can be continued to C as an entire function. In particular, ξ 1 (s) = sζ(s + 1). It is known that
for m ∈ Z ≥0 (see [2, Theorem 6] ). Note that they further study a multiple version of ξ k (s).
Recently the first-named and the third-named author [12] defined another type of Arakawa-Kaneko zeta-function by
for s ∈ C and k ∈ Z, which interpolates the poly-Bernoulli numbers of B-type, that is,
We emphasize that η k (s) is defined for any k ∈ Z while ξ k (s) is defined for k ∈ Z ≥1 . In fact, investigating η −k (s) (k ∈ Z ≥0 ), they gave an alternative proof of (1.3) (the case r = 1 of [12, Theorem 4.7] ). Here we briefly recall this technique (for the details, see [12, Section 4]), and consider its generalization as follows. Let
and
where C is the well-known contour, namely the path consisting of the positive real axis (top side), a circle C ε around the origin of radius ε (which is sufficiently small), and the positive real axis (bottom side) (see, for example, [16, Theorem 4.2]). We can write the integral as
Suppose Re(s) > 0 and let ε → 0. Then
(see [12, Lemma 5.9] ). We also see that
Substituting (3.6) into the second member of (3.4), we have
where we define Li s (z) and {B 
Note that G 0 (u, t) = G(u, t). We prove the following.
Proof. We give the proof by induction on n. As for n = 0, (3.9) coincides with (3.6). Using (2.1), we can check that
Hence we have
Replacing m by m + 1, we have the assertion. Similar to (3.2), let
Assume n ≥ 1. First, for Re(s) > 1, let ε → 0 in (3.10). Then we obtain from (3.9) that
Secondly, by (3.5), we have
Hence we obtain from (1.5) that
Hence, letting s → −l for l ∈ Z ≥0 in (3.10), we have
Comparing the coefficients of (3.11) with s = −l and (3.12), we obtain the proof of Corollary 2.2.
Remark 3.2. As a continuation of the observation stated in [12, Section 4], we first found the duality formula (2.5) by the method described in this section. And then we gave its elementary proof presented in Section 2.
A formula relating poly-Bernoulli numbers with Genocchi numbers
In this section, we prove the C-type version of the following known result for B (−l) m :
If we consider the C-version of the left-hand side of this identity, the value is not 0 but turns out to be the Genocchi number. The Genocchi numbers {G n } n≥0 are defined by the generating series 2t
(See, for example, Lucas [13, P. 250 ], also Stanley [14, Exercise 5.8] ). Note that the relation with Bernoulli numbers
holds and G n is an integer for all n. The rest of this section is devoted to the proof of Theorem 4.2. The generating function of the left-hand side of (4.1), which we denote by f (x), is obtained from (2.4) by specializing n = 1 and y = −x:
Let g(x) be the generating function of the sequence {−G n } ∞ n=0 :
Then, our assertion (4.1) can be rewritten as
It is convenient for our purpose to make a shift and define
With these, our goal is to prove the identity
To show this, we proceed as follows. We first show that the power series g 1 (x) is a unique element of x Q[[x]] satisfying the functional equation 2) and then show that the right-hand side xf 1 (x) − x 2 also satisfies the same functional equation, thereby proving the theorem by the uniqueness. The first step is carried out in a similar manner as in the proof of the following proposition of Don Zagier. 
, the identity (4.2) is easily derived from (4.3) by replacing x by x/(1 − x) and applying (4.3) again. The proof of the uniqueness, which we state as the lemma below, is postponed to the end of this section.
satisfies (4.2), i.e.,
Now we are going to prove the series f 2 (x) := xf 1 (x) − x 2 satisfies the same functional equation
By (2.4) (n = 1 and y = −x), we have
Let a j (x) be the jth term in the sum on the right,
. A simple calculation shows that the functional equation (4.6) is equivalent to the functional equation
for f 1 (x). This follows then from the next lemma, because the right-hand side of (4 .7) is in x 2n+5 Q[[x]] and n can be arbitrary large. Proof. The proof is by induction on n ≥ 0, and is a straightforward calculation which we omit. This completes the proof of Lemma 4.5, and thus Theorem 4.2 is proved.
