A number of recent papers have developed dynamic macroeconomic models that incorporate rational expectations and optimizing foundations (see, for example, N. Gregory Mankiw (1985) , John M. Roberts (1995 ), Michael Woodford (1996 , Bennett T. McCallum and Edward Nelson (1999b) , and Julio Rotemberg and Michael Woodford (1997) ). Both features are included in order to make the models less subject to the Robert E. Lucas (1976) critique. The first feature allows agents to revise expectations in response to changes in the systematic behavior of other agents in the model (with policymakers the leading example), in contrast to simple adaptive or autoregressive expectations schema. The second hopes to put the model on a more structural--and, hopefully, more stable--foundation by deriving the behavioral relationships in the model from "deeper" motives such as utility or profit maximization, in contrast to the lessconstrained, reduced-form distributed lag relationships of earlier models.
in inflation will always be positive. This can only occur if inflation jumps down immediately in response to the shock, and subsequently rises back to its new lower equilibrium from below.
The problem with this example, and with the others discussed below, is that a host of empirical evidence suggests that both price and real-side variables exhibit gradual and "humpshaped" responses to real and monetary shocks. Neither inflation nor real output or consumption appears to jump in response to shocks. Previous work has shown that, for inflation and 1 consumption expenditures, this gradual response is an extremely robust feature of the data (Jeffrey C. Fuhrer and George R. Moore 1995, Fuhrer 2000) . Standard forward-looking specifications with explicit rational expectations are incapable of replicating this important feature of the data.
In models that are intended for use in monetary policy analysis, these dynamic shortcomings should be considered quite serious. There is broad consensus that monetary policy has only short-run effects on real variables, so that the inability of these models to reflect the short-run responses of real variables to policy shocks makes them unsuitable for policy analysis.
In this paper, we present some empirical evidence of the counterfactual dynamic implications of the class of models on which we focus, and we identify a simple feature common to many dynamic specifications for prices and real variables to which the cause of the empirical problems may be traced. The paper also discusses potential solutions to the problem, including alterations to the expectations assumption, to the order of differencing in the model, and to the underlying utility function for consumers. Section 1 illustrates the problem by contrasting the dynamic implications of a recent model that has the features in question with those of an unrestricted vector autoregression. Section 2 examines the problem in its general form. Section 3 discusses various examples of the problem in the recent literature. Section 4 considers extensions to the general form of Section 2, some of which may improve the empirical dynamics. Section 5 concludes.
Empirical Evidence of Dynamic Inconsistencies
In this section, we present an example of a model that illustrates the main point of this paper (McCallum and Nelson 1999b) . The model is based on explicit optimization and thus has a solid theoretical basis. However, the model incorporates forward-looking rational expectations in such a way that, as we later show, counterfactual empirical implications must result. We contrast the empirical performance of that model with that of an unconstrained vector autoregression (VAR).
The illustrative model was developed to test a variety of policy reaction functions of the John B. Taylor (1993) variety. These rules generally model a short-term interest rate in terms of forward-or backward-looking reactions to inflation and unemployment, as well as lags of the interest rate itself. The model we examine consists of the reaction function equation, plus inflation and output equations.
The model exploits two robust empirical regularities, namely, relationships between inflation and an output gap (Phillips curve) and between output and real interest rates (IS curve).
However, the inclusion or exclusion of explicit forward-looking rational expectations significantly alters the model's implications. The model with rational expectations can imply dramatically counterfactual dynamic behavior.
We close the model with a policy reaction function estimated by Richard H. Clarida, Jordì Galí and Mark W. Gertler (1999) for the United States over the period from Q4 1979 to Q4 1996. The policy rule was estimated in a multi-equation context in which both the Phillips and IS curves contained forward-looking rational expectations, like the McCallum- Nelson (1999b) model.
We use the following strategy in the empirical illustrations. First, we specify the model as estimated in the original paper. Re-estimating the models using comparable data did not affect the estimates materially, so we chose to use the original authors' estimates. As noted, we also estimate an unrestricted VAR for use as a benchmark. Second, we use the model to generate a residual covariance matrix that is consistent with the model, given the data and the estimated parameters. Third, we calculate a series of statistics for the structural model and the VAR, namely, vector autocorrelations, impulse responses and likelihood ratio statistics. 
A. Models
The benchmark VAR is a standard unrestricted quarterly model that includes the four variables that play a major role in the McCallum-Nelson (1999b) We discuss briefly the derivation of these equations from an optimizing framework in Section 4, and more details are provided in McCallum and Nelson (1999b) .
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The MN model is closed by adding the Clarida, Galí and Gertler (1999) post-1979 reaction function, which is r¯ where and are set so that the residuals for the reaction function equal zero on average for the post-1979 sample.
B. Vector autocorrelations
The specification of each model as described above was used to generate a set of disturbances for the equations. Given the disturbance covariance matrix derived from these estimates and the structural coefficients for the model, we can estimate a vector autocorrelation function, which contains essentially all of the second-moment information implied by the model. First, the solid lines in the figures on the diagonal indicate that there is substantial persistence in the data for each of the three variables. The same-variable autocorrelations from the VAR, indicated by the solid curves, are all positive over the horizons reported. In contrast, the forward-looking MN formulation implies almost no persistence, as evidenced by the autocorrelation for inflation and the output gap, which drop very close to zero within one quarter.
The main source of persistence in the model is provided by the policy rule, as indicated by the autocorrelation of the federal funds rate in the middle panel.
Also noteworthy are two panels that correspond roughly to the Phillips curve and IS relationships. In the upper right, we see that the correlation between inflation and the lagged output gap builds gradually to positive values over a long period. In the MN model, this correlation starts out positive, but becomes essentially zero after one quarter.
In the bottom middle panel we see that in the VAR, the output gap has large and consistently negative correlations with the lagged interest rate and that these also build up over a long period. The correlation in the MN model is substantially smaller and less persistent.
C. Impulse responses
Impulse response functions are frequently easier to interpret than vector autocorrelations.
The cost of this intuition, however, is that we must impose some potentially arbitrary structure on the model, for instance, in the form of contemporaneous ordering of the shocks. In the analysis that follows, we adopt the ordering: inflation, output gap, and funds rate, which means that the funds rate may react contemporaneously to inflation and output, consistent with the Clarida-Galí-Gertler reaction function specification. Note that many other studies use the inflation, funds rate, output gap ordering, reflecting the contemporaneous availability of current-quarter price information, but the lagged availability of current-quarter output data. The impulse response results presented below are not sensitive to this change in ordering.
With these caveats, we present impulse responses for the MN model and the VAR in shock. This pattern is consistent with a difference in sign between the correlation of the level of inflation and the output gap and the correlation of the change in inflation and the output gap, which we will see in the next section is an intrinsic feature of the general type of rational expectations model on which we focus in this paper. In contrast, the impulse response from the VAR displays a gradual build-up of the effect of the output gap on inflation for six quarters, with a gradual decline to zero by quarter twenty. We see similar impulse response patterns in the reaction of inflation to an inflation shock or of the output gap to an output shock.
D. Model Selection Criteria
Although the results of examining the autocorrelation and impulse response functions are relatively clear and suggestive, it is desirable to apply more precise statistical tests to compare the MN and model and the VAR. The MN model is nested in the VAR, which suggests one possible strategy. We can look at likelihood ratio tests of the model against the VAR and compare the relative performance. 
E. Sensitivity to potential output
McCallum and Nelson (1999b) suggest that the choice of potential output measure can make an important difference in the estimates of these models. For this reason, we performed the analysis described above with several other measures of potential output: a measure computed by the Congressional Budget Office, a log-linear trend with a kink at 1974 Q1, a series obtained by applying the Hodrick-Prescott (HP) filter, and a series obtained by applying a band-pass filter for frequencies lower than eight years to the log first differences of read GDP. Generally, the results using these other measures are close to those presented above. 
The General Form of the Problem
What general features of the MN model are responsible for the inconsistencies between the model and the data presented in the preceding section? We now abstract from the particular variables in that model and show that the problem may arise in a wide variety of linear rational expectations models with explicit expectations. Models used in many recent papers (see introduction and Section 3) will be seen to be special cases of this general paradigm.
The general form of the equation that produces the discrepancies is where >0. For the moment, we take x to be exogenous, although we consider the question of exogeneity more carefully below. From inspection of equation (4), we note that there is a certain
( 8) form of indeterminacy in the sign of the correlation between x and z. On one hand, (4) asserts that z is positively related to x and also to expected future x, as may be see by solving (4) forward:
On the other hand, (4) also implies that the correlation between and is negative. Hence, the model of (4) is unsuitable for cases in which a variable x is positively correlated with both levels and changes in another variable z. Moreover, even when the different signs of the correlations of levels and changes are acceptable, equation (4) More generally, the reasons for these features may be illustrated by calculating an explicit solution to equation (4) using methods proposed by Charles H. Whiteman (1983) . Suppose that x is a zero-mean linear covariance-stationary stochastic process with Wold representation where and . We may assume, without loss of generality, that . We look for solutions to in the space spanned by square-summable linear combinations of the process , so that the solution will be of the form where (L) is a one-sided lag polynomial with . Inserting (6) and (8) into (4), we obtain the functional equation
Equation (9) Equations (7) and (10) The solution in equation (10) may be used to demonstrate in general that the signs of the correlations between x and the level and change in z must differ. This difference in signs is sufficient (though not necessary) for the jump behavior associated with equation (4) to occur.
Thus, suppose that x is MA(q), , and that, therefore, z follows the MA(q) process given in expression (10). Then Some interesting special cases may be examined. Suppose, for instance, that , that is, x is white noise. Then , and z is white noise as well. Thus, a unit shock in the x process at time t is accompanied by a simultaneous jump of size in z. Next period, and every subsequent period thereafter, both x and z are expected to return to their mean of zero.
Suppose now that x is AR(1) with lag coefficient , with . Then and , so that . Thus, z also follows an AR(1) process and is in fact proportional to x. In this case, , so that the opposite signs of the level of z and the change in z follow naturally from the dynamics of the stable univariate AR(1) process.
The foregoing analysis is robust to various types of modifications to the model of equation (4), as we show in Section 4. For instance, the precise dating of the variable whose expectation appears in the right-hand side of (4) does not have to be one period ahead. Other future dates do not alter the conclusions in any substantive way. Changes in the viewpoint date for the expectation may be more consequential, though divergences from the basic qualitative conclusions require that the data series have unusual characteristics. More trivially, the sign of is arbitrary and could just as well be assumed to be negative.
Before concluding this section, we note that the inclusion of a forward-looking rational expectation in the right-hand side of (4) is a key determinant of the resulting puzzle. Suppose, on the contrary, that the model is backward-looking, for example, of the form with . Note that this specification does not preclude that expectations may be rational and forward-looking. With equation (12), the implict relationship between z and x, given by , is sufficiently flexible as to allow for positive correlations between and both and . More generally, equation (12) does not require that either x or z be a jump variable. The point here is certainly not to claim that equation (12) is superior to other forms, nor that backward-looking models are in general preferable to those with explicit expectations, but rather to observe that the restrictions implied by the explicit expectation in the right-hand side of (4) plays a key role in the sign puzzle associated with equation (4).
To summarize the main conclusion of this section, any model with the general form of equation (4) is inconsistent with obtaining the same sign for the correlation between the variable x and the level and change in z. We see in Section 1 and the appendix that this type of robustness is exhibited by the price level and output. In the next section, we explore other examples of such robustness in the context of various models proposed in the literature. Those models contain a variety of specific variables, but have the same general form as equation (4).
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Some Recent Examples
A number of recent macroeconomic papers employ dynamic specifications that exhibit the features discussed above. Some, such as Roberts (1995) , focus solely on the price specification; others, including Mankiw (1985) focus only on the real side; and others, such as
McCallum and Nelson (1999b) and Rotemberg and Woodford (1997) , develop general equilibrium models that incorporate both price and real side features. This section will point out the isomorphism between the specifications used in these papers and the canonical example of Section 2. In all of the models, we will use the notation y for output (usually expressed as a t deviation from potential or steady-state), R for the nominal interest rate, for inflation, and p t t t for the price level.
Interestingly, one of the most widely used consumption specifications exhibits the perverse dynamics of the canonical equation. The standard first-order condition for life-cycle consumers in the presence of a time-varying real interest rate is
where C is the level of consumption, is the real (after-tax) rate of interest and is the subjective time rate of preference (see, for example, Mankiw (1985) , pp. 354-56, John Y. Campbell and Mankiw (1991), p. 198 ). This equation implies that when real interest rates are expected to be high, the growth rate of marginal utility is expected to be low. For any normal specification of utility, the negative correlation between real rates and the growth in marginal utility in the first-order conditions implies a positive correlation between real rates and consumption growth. A host of authors thus arrive at log-linearized first-order conditions of the form E c -c = E . This equation of course implies that increases in the expected real t t+1 t t t+1 9 interest rate cause expected consumption growth to rise. But it also implies that the level of consumption depends negatively on future real interest rates, which can be seen by iterating the following equation forward in time:
As in the simple example of Section 2, the standard consumption equation with rational expectations implies that the sign of the correlation between the real interest rate and the level of
consumption is the opposite of the correlation between the real interest rate and the growth rate of consumption.
An awkward implication of these opposite signed levels and changes correlations is that, when the real interest rate rises above its steady-state level, the level of consumption must decrease, but its change must be expected to increase. This can only be accomplished by an immediate jump downward in the level of consumption. Thus, consumption must behave as a "jump" variable. This feature is entirely consistent with the life-cycle/rational expectations consumption paradigm: consumption immediately adjusts to "news" about expected real interest rates and about expected lifetime income prospects. However, this jump behavior stands at odds with the empirical evidence (see, for example, Lawrence J. Christiano, Martin S. Eichenbaum, and Charles L. Evans (1994) and Eric S. Leeper, Christopher A. Sims, and Tao A. Zha (1996) ) that shows sluggish adjustment of consumption to shocks.
We have seen the empirical form of the McCallum-Nelson (1999b) (14) forward), while the expected change in output must be positive. which can be rearranged to look exactly like equation (14) above, except for the dating of the expected real interest rate relative to the output terms. Rotemberg and Woodford circumvent the counterfactual dynamic implications of their specification by allowing for shock processes with a richer stochastic structure. In principle, such a modification can also address the problems identified in this paper. Theory does not restrict all of the shocks in these models to be uncorrelated across time. For example, the large shocks to the relative price of oil in the 1970s and the Vietnam War buildup in the late 1960s would be identified as shocks in these specifications, and they would likely exhibit serial correlation. Our view is simply that a model that attributes the preponderance of the dynamic interactions in the data to ad hoc shock processes should not be considered an empirical success.
14 Finally, we note that a form of the well-known Lucas supply curve has the features of the basic model. Lucas (1972) 
where is the output gap in log form, is the log of the price level, indicates an expectation using information available at time t, is an error term which is unknown at time t and .
This equation may be rewritten in the canonical form (4) by solving for . The Lucas equation is analogous to Rotemberg's (1987) , but with log prices instead of inflation.
Modifications to the Basic Equation
In this section, we consider the implications for the dynamic behavior of prices and output under some extensions to the canonical model of Section 2. In particular, we examine alterations in the expectations viewpoint date, the dating of the expectations variable, and the order of differencing imposed on prices or output. 
illustrating the opposite signs of the correlations between x and the level and change in z, respectively, which we obtained for a general MA process in Section 2.
Now assume that the date of the expectations variable is moved forward in equation (4):
Applying the same method as in Section 2, the solution is now which reflects the fact that the expectational variable is one period further into the future. We now obtain that Thus, even though the coefficients in (22) are ostensibly different from those in (19), the sign pattern of the covariances remains the same.
Consider now a change in the viewpoint date for the expectation, first assuming that only the expectational term is affected:
As in the previous case, there is a two-period lag between the viewpoint date and the variable date, but both are moved back by one period. The solution is
In this case, the covariances with x are such that 
and the pattern is once again qualitatively the same. However, in this case, the results when x is a general MA(q) process are not as clear-cut. In the MA(q) case, we now obtain Thus, the signs of the two covariances are different for , although the difference in sign is not guaranteed by the upper bound on the covariance of the change in z when .
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A simple modification in equation (24) Thus, in this case also, at least one of the variables must exhibit jump properties that are uncharacteristic of the actual time series considered in the referenced empirical literature.
Specifically, suppose that
An important feature of (28) 
In contrast to the previous cases, the upper bound for the covariance of the change in z with x is always positive.
It is not difficult to find cases in which both covariances are positive, for instance, if all the MA coefficients for x are positive. However, it is impossible for both x and z to have the hump-shaped responses exhibited by the actual macroeconomic variables. For example, a humpshaped response pattern for z is consistent with in the MA specification for z in equation (8), which implies that and that x is a jump variable. (4), we obtain (4) imply the existence of an additional error term in the expression corresponding to (4). The systematic portion of the equation is insufficient, with a time t viewpoint, to capture the exact relationship between x and z.
The base case in equation (4) 
(L)=D(L)=0, and we saw in Section 2 that C(L) is a transformation of A(L), which we denote here T(A(L)).
In the bivariate case, the solution obtained using the procedure of Section 2 (equating lag polynomials applied to and
separately) is of the form C(L)=T(A(L)) and D(L)=T(B(L)).
Since we may assume without any 17 loss of generality that and are orthogonal, it is straightforward to see that the covariance bounds in Section 2 also apply here.
A similar conclusion holds if the relationship in (4) is "inexact." Suppose there is a disturbance term in (4) so that it becomes . The variable may be iid, but it could also be serially correlated as in McCallum and Nelson (1999b) . Using the notation of the previous paragraph, the solution to this model is a linear combination of terms in which the lag polynomials pertaining to the Wold representations of and are transformed by .
This result obtains whether x is treated as exogenous or endogenous, though in the latter case must be applied to each term in the Wold representation. Thus, the variable z displays the jump behavior examined in this paper, be it with respect to shocks in (a variable with economic significance), in (an unexplained disturbance), or in both.
While the alterations discussed above leave the qualitative behavior of equation (4) assumes further that "costs of adjustment, overlapping contracts, or some other mechanism" alter the purely forward-looking specifications and augment them with backward-looking components.
The resulting inflation and "IS" curves are where (1-) and (1-) index the dependence on future inflation (output) in the inflation (IS) y specification.
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This modification has profound implications for the dynamics of inflation and output. When =.5, we can rewrite the inflation equation as (ignoring expectation viewpoint dates for the moment)
Now the second difference in inflation is negatively related to the output gap. In this specification, both the level and first difference of inflation will be positively correlated with the output gap, while the second difference will be negatively correlated. The dynamic response to 19 a positive output gap is as follows: (1) The level of inflation will be higher; (2) the higher level will now arise through a series of positive changes in the rate of inflation, as opposed to a onetime jump and a series of negative changes in the Calvo-Rotemberg model; and (3) because the second-difference in inflation is negatively related to output, the change in inflation will now jump to a higher level and decline over time. In essence, the "jump" behavior (or, in the presence of interest-rate smoothing or other inertia, "overshooting") in the Calvo-Rotemberg specification has been displaced from the level to the change in inflation. Of course, an identical argument holds for the forward/backward IS curve in equations (34). Svensson's (1997) modification to the basic model does not contain an explicit behavioral model of the adjustment pattern in equations (34). One behavioral alteration to the standard dynamic rational expectations models that rectifies the perverse dynamics documented above is habit formation. Habit formation assumes a utility function for which the standard consumption-
smoothing motive applies to both the change and the level of consumption. As a result, the response of consumption to income or real interest rate shocks is smoother and more humpshaped than that of the conventional life-cycle/permanent-income model. Habit formation has been analyzed in detail in Christopher D. Carroll, Jody Overland, and David N. Weil (1995) , John Cochrane (1994), and Fuhrer (2000) .
Consider a simple example of habit-formation in which the utility function for the representative consumer is
In this utility function, the "reference level" of consumption is last period's consumption, and the importance of habit formation (which is the same as the importance of the reference level) is indexed by the exponent . The re-expression of the utility function in the right-hand panel of the equation makes it clear that utility depends on both the level and the change in consumption, and thus consumers will wish to smooth both the change and the level of consumption in response to shocks.
The solution to this model is complicated and, in general, it is difficult to sign the types of correlations on which we have been focusing, in this case between income and the level and change in consumption. However, we can use numerical simulations to suggest that this type of 20 model can avoid the counterfactual implications of the basic model. Figure 3 compares the response to a persistent real income shock of a simple dynamic monetary rational expectations model with habit formation to a model with standard life-cycle/PIH consumers. As the figure   21 shows, the response of consumption under habit formation is hump-shaped and smoother, in contrast to the immediate adjustment of consumption in the LC/PIH model. In addition, note 22 that the initial co-movement between both the level and change in consumption and the positive income shock is positive in the beginning of the habit-formation simulation, whereas in the LC/PIH model the initial co-movement of the level of consumption with the income shock is positive, but the co-movement between the change in consumption and the positive income shock is always negative. 
Conclusions
Empirical economic modeling is widely acknowledged to be guided by two important objectives. First, it is desirable that empirical models be derived from sound economic principles by assuming that agents optimize. The more unsubstantiated assumptions a model contains, the less compelling its implications will be. A second objective, however, is consistency with the data. A model derived flawlessly from careful introspection can be nevertheless deemed implausible if its empirical implications fail to match those of the available data.
We argue in this paper that various recent macroeconomic models based on sound microeconomic foundations fare poorly when confronted with the data. We show that those models share some basic features: they assume that expectations are rational, they include expectations terms explicitly, and they tend to imply that the level and change in a given variable have correlations of opposite signs with the level of a second variable. Generally, the only way to make such correlations consistent with the data is to assume that at least one of the variables jumps in ways that are unsupported by empirical evidence.
Through our choice of examples, we demonstrate that these properties are relatively pervasive in the macroeconomics literature. They are found in various standard models that are widely used for both macroeconomic research and policy analysis. Furthermore, since monetary policy is generally assumed to affect real variables only in the short run, the failure of these models to capture the short-term dynamics of variables such as inflation and output make their frequent use in policy analysis particularly problematic.
Our principal conclusion is that the inclusion of explicit expectations in macroeconomic models does not suffice to insure that the models are empirically suitable and in some cases may be counterproductive, even if the model is derived from optimizing principles. Through general analysis and specific examples, we demonstrate that the counterfactual properties of these models are quite robust. For example, simple changes in the dating of variables or expectations will not change the basic properties of the models. Thus, easy fixes seem to be unavailable.
On the positive side, however, we also suggest alternative specifications that do not exhibit the counterfactual dynamics that we emphasize. Options include backward-looking models (without explicit expectations), mixed forward/backward-looking models (à la Svensson 1997), and models that alter the utility function in the consumer's problem to reflect habit formation.
1. Sims (1998) notes this empirical regularity as well. He proposes one method for inducing "stickiness" in price and quantity variables through a partial adjustment framework. The adjustment process is not formally based on optimization.
2. McCallum and Nelson (1999b) allow to be serially correlated. We constrain it to be iid, in order to focus unambiguously on the dynamics implied by the behavioral relationships in the model. Fuhrer and Moore (1995) for computation details.
See the Appendix in
4. The impulse responses for the VAR are computed using conventional methods. The impulse responses for the structural models are computed by obtaining the restricted reduced form consistent with the structural model under rational expectations, and then ordering and orthogonalizing the model exactly as in the VAR. The method for obtaining the restricted reduced form, which is also used in the vector autocorrelation and likelihood calculations, is detailed in Anderson and Moore (1985) and in Appendix A of Fuhrer and Moore (1995) .
5. Note that the VAR displays the well-documented "price puzzle" (see Sims 1986) , perhaps because it does not include a measure of commodity prices. We have no coherent way of including commodity prices in our analysis, as none of the structural models that we consider includes commodity prices. Introducing them in any meaningful way could significantly alter the structure of those models.
6. A summary of these results is available upon request from the authors. A 1 0 27 7. As is common in rational expectations models, the solution to equation (4) is not uniquely determined in the absence of further conditions. However, we can view equation (4) as the limiting case of a class of models that do have unique solutions. These models are given by , where is arbitrarily small. In the limit, as approaches zero from above, we obtain equation (10). Note also that some models in the recent literature, closely related to equation (4), are in fact of this form with a small (Cf., equation (1)).
ENDNOTES
8. It is of some interest to note that although a stable rational expectations solution can be obtained using Whiteman's (1983) methodology, one cannot obtain a saddlepoint-stable solution to even this simplest model (Cf., the discussion in the previous footnote). The model that comprises the canonical equation (4) and the AR(1) process for may be shown to be equivalent to a vector AR(1) model , where and the state transition matrix is which, for any value of , has eigenvalues {1, }, which lie on or inside the unit circle for -1 1. However, according to the conventional criteria (see, for example, Blanchard and Kahn (1980) and Anderson and Moore (1985) ), a unique and stable solution for the model requires one left eigenvector associated with a root outside the unit circle. The models of McCallum and Nelson (1999b) , Rotemberg and Woodford (1997) , and Svensson (1997) discussed below have saddlepoint-stable solutions. Their models differ from this simple example in that the presence of a monetary policy authority that responds to inflation and output deviations will add feedback from equation (4) into the driving process for x.
9. This formulation sets the long-run growth rate of consumption to zero for convenience.
10. Woodford (1996) arrives at a nearly identical formulation.
11. McCallum and Nelson (1999b) also explore an alternative price adjustment specification that implies a high degree of output persistence.
12. The model in McCallum and Nelson (1999b) predicts that the quasi-difference of inflation, -E , must be expected to fall. For values of very near 1, however, the dynamic 13. Nelson (1998) discusses the ability of various price specifications to replicate key features of aggregate inflation data.
14. In their paper, the output terms are dated one period later, although output in period t+1 is predetermined in period t. To keep notation consistent throughout this paper, we simply shift the dating of output terms back one period to the date at which they are determined.
15. The solutions with a positive upper bound for the covariance of the change in z do not seem typical of macroeconomic series. For example, the MA representation of the solution that corresponds to the upper bound has a positive weight on the current disturbance that is much smaller than the positive weights of other low-order lag terms. Moreover, the correlation between x and the change in z is always less than 0.19 and tends to zero as q goes to infinity.
16. We thank Julio Rotemberg for suggesting this specification. It has some features in common with the model of Rotemberg and Woodford (1997) .
17. This is a general result, as shown in Whiteman (1983) , Lemma 2, Section I.4.
18. Svensson notes further that this IS curve can be derived from a model of consumption with non-time-separable preferences. Fuhrer (2000) pursues this avenue in more detail.
19. While this argument has been demonstrated for =.5, the qualitative effect on the model's dynamics will be the same as long as 0< 1.
20. The model is taken from the linearized habit-formation model in Fuhrer (2000) , using the estimates of the utility parameters and presented in that paper. The deviation of real income from its long-run trend evolves according to a first-order autoregressive process with autoregressive coefficient 0.9.
21. In addition to the first-order conditions for the consumer's problem the model uses a firstorder autoregressive process for the deviation of output around trend, and a simple feedback rule for the real interest rate that makes the real interest rate and output positively correlated. The latter relation mimics in reduced form a monetary policy response to demand shocks.
22. McCallum and Nelson (1999a) utilize an "I-S" function of the form recommended in Fuhrer (2000) . to the data. We add the policy reaction function described above to the model. Davidson and MacKinnon show that a test of the hypothesis corresponds to a test of MN relative to RS.
We can also test RS against MN by reversing the roles of the two models in the above procedure.
The results are as follows. 
Model

