We present a self-interaction-free density-functional theory ͑DFT͒ for the treatment of both the static properties of the ground states and the photoionization processes of many-electron systems. The method is based on the Krieger-Li-Iafrate ͑KLI͒ treatment of the optimized effective potential ͑OEP͒ theory and the incorporation of an explicit self-interaction correction ͑SIC͒ term. Such an extended OEP-KLI-SIC method uses only orbital-independent single-particle local potentials and is thus computationally more efficient and yet maintains good accuracy. The usefulness of the procedure is examined by the studies of the static properties of the ground states of atoms (Zр18) and the dynamical photoionization processes involving autoionizing resonances. Both the energy functionals of the local spin-density approximation ͑LSDA͒ and Becke's exchange energy functional and the correlation energy functional of Lee-Yang-Parr ͑BLYP͒ are used as the input to the KLI-SIC calculations. It is found that the implementation of the KLI-SIC procedure gives rise to optimized effective potentials that possess the correct behavior in both short-range and long-range regimes. As a consequence, the LSDA and BLYP ionization potentials are significantly improved. For higher-Z atoms, the improvement of the LSDA total energies and the ionization potentials are particularly remarkable, approaching the experimental or exact values. As another test of the KLI-SIC method, we have performed the calculation of the photoionization cross sections of the Ne atom using both the time-independent and time-dependent LSDA ͑TDLSDA͒ methods. We found that the TDLSDA results agree closely with the experimental data in the broad peak region, followed by a series of sharp resonances due to the 2s→np resonant transitions. The calculated linewidths and resonance line profile parameters are in reasonable agreement with both the experimental and the configuration-interaction (R-matrix͒ results, demonstrating the usefulness of the KLI-SIC procedure for achieving accurate DFT calculations in both static properties and dynamical processes.
Since the fundamental work of Hohenberg and Kohn ͓1͔ and Kohn and Sham ͓2͔, the density-functional theory ͑DFT͒ has undergone significant theoretical and computational advances in recent years. DFT has become a widely used formalism for electronic-structure calculations of the groundstate properties of atoms, molecules, and solids ͓3-7͔. In the Kohn-Sham DFT formalism ͓2͔, the electron density is decomposed into a set of orbitals, leading to a set of oneelectron Schrödinger-like equations to be solved selfconsistently. The Kohn-Sham equations are structurally similar to the Hartree-Fock equations, but include, in principle, exactly the many-body effects through a local exchange-correlation ͑xc͒ potential. Thus DFT is computational much less expensive than the traditional ab initio many-electron wave-function approaches and this accounts for its great success for large systems. However, the DFT is well developed mainly for the ground-state properties. The treatment of excited states and time-dependent processes within the DFT is much less developed.
As the exact xc-energy functional is unknown, one needs to use approximations in actual computations. The simplest approximation for the xc-energy functional is through the local-density approximation ͑LDA͒ or local spin-density approximation ͑LSDA͒ ͑the LDA and LSDA are equivalent for closed-shell atoms͒ ͓3,8͔ of homogeneous electronic gas. A deficiency of the LDA ͑LSDA͒ is that the xc potential decays exponentially and does not have the correct long-range behavior. As a result, the electrons are too weakly bound and for negative ions even unbound. Further, previous LDA calculations of the photoionization of rare-gas atoms ͓9͔ did not exhibit the autoionizing resonances. More accurate explicit forms of xc-energy functionals using generalized gradient corrections are available ͓10-13͔. However, the xc potentials derived from these explicit xc functionals suffer the similar problem and do not have the proper long-range Coulomb tail Ϫ1/r. Thus, while the total energies of the ground states of atoms predicted by these xc density functionals ͓10-13͔ are rather accurate, the ionization potentials obtained from the highest occupied orbital energies of neutral atoms are less satisfactory ͓14͔. For the proper treatment of photoionization and multiphoton ionization processes, it is important that both the ionization potentials and the excited-state properties be described more accurately.
In this paper we present an extension of the DFT for more accurate treatment of both the ionization potentials of the ground states as well as for the photoabsorption spectrum of autoionizing resonances. The method is based on an extension of the optimized effective potential formalism along with a self-interaction-correction procedure for various exchange-correlation energy functionals to be described in the next section ͑Sec. II͒. The usefulness of the proposed procedure is demonstrated by a study of the total energies and ionization potentials of atoms (Zр18) in Sec. III and the photoionization of the Ne atom in Sec. IV. This is followed by a conclusion in Sec. V.
II. THE OPTIMIZED EFFECTIVE POTENTIAL METHOD WITH SELF-INTERACTION CORRECTION
In the Kohn-Sham ͑KS͒ DFT formulation ͓2͔, one solves the following set of one-electron Schrödinger-like equation for N-electron systems ͑in atomic units͒:
iϭ1,2, . . . ,N , ͑1͒
where v eff, (r) is the effective KS potential and is the spin index. The total density is given by
and the ground-state wave function is determined by
The total energy of the ground state is obtained by the minimization of the Hohenberg-Kohn energy functional ͓1,3͔
͑4͒
Here T s is the noninteracting KS kinetic energy,
v ext (r) is the ''external'' potential due to the electronnucleus interaction, J͓͔ is the classical electron-electron repulsive energy
and
͔ is the exchange-correlation energy. Minimization of the total-energy functional ͑4͒ subject to the constraint
gives rise to the KS equations ͑1͒ with the effective potential
where v xc, (r) is the exchange-correlation potential
͑9͒
The KS equations are to be solved self-consistently, starting from some initial estimate of the density (r), until convergence is reached. In actual calculations, the KS Hamiltonian in Eq. ͑1͒ must be fixed by a particular choice of the xc energy functional
͔ forms, such as the LSDA form as well as the more recent ones using gradient corrections ͓10-13͔, contain spurious self-interaction contributions. Such a self-interaction contribution can be seen from Eq. ͑4͒, where the last two terms J͓͔ and E xc ͓ ↑ , ↓ ͔ should, in principle, cancel each other exactly in the limit of one-electron system, if the exact form for
͔ needs to be approximated, leading to the self-interaction energy. The existence of such self-interaction energy is the main source of error responsible for the incorrect long-range behavior of the exchange-correlation potential v xc, (r). Thus the elimination of the self-interaction contribution is essential for the proper treatment of the ionization potentials and excited-state properties.
Various approaches have been suggested to remove the self-interaction problem ͓3͔. Perdew and Zunger ͓15͔ proposed the self-interaction correction ͑SIC͒ version of a given approximate exchange-correlation energy functional
͑10͒
where i is the single-particle density of the ith KS spin orbital. In the limit that exact E xc ͓ ↑ , ↓ ͔ is used, the SIC term ͕J͓ i ͔ϩE xc ͓ i ,0͔͖ vanishes. Thus this SIC correction term can be also considered as a measure of the deviation of a given approximate E xc ͓ Such an orbital dependence of the one-electron potentials causes the orbitals to be nonorthogonal. Additional effort must be taken to achieve orthogonal SIC spin orbitals.
Another promising approach for improving
͔ is provided by the so-called optimized effective potential ͑OEP͒ method ͓16,17͔. In this approach, one solves a set of oneelectron equations, similar to the KS equations in Eq. ͑1͒, 
͑14͒
While the physical idea of the OEP method is simple and appealing, Eq. ͑14͒ leads to an integral equation that is computionally impractical to solve. Recently, Krieger, Li, and Iafrate ͓18-22͔ have worked out an approximate, albeit accurate, procedure to circumvent this difficulty, reducing the determination of V OEP to the solution of simple linear equations. As will be shown below, the Krieger-Li-Iafrate ͑KLI͒ method provides also a convenient procedure to obtain orbital-independent optimized effective potential that is selfinteraction-free. The KLI method has been used mainly in the exchange-only limit ͓20-22͔ and the results are nearly identical to those obtained from the exact OEP method. More recently, Grabo and Gross ͓14͔ have further employed the KLI method to include the correlation energy functional and found that both the total energies and the ionization potentials of neutral atoms can be well represented.
Encouraged by these recent advancements, we present below an extension of the KLI procedure to explicitly incorporate the SIC term given in Eq. ͑10͒. The motivations of such a development are as follows. ͑a͒ In all the KLI calculations so far ͓14,20-22͔, the exchange part of the density functional contains a Hartree-Fock-like nonlocal potential. While such a procedure provides accurate results for the exchange part of E xc , it is computationally more expensive than the traditional DFT calculations where only local single-particle potential are used. Thus we are interested in exploring an approximate and yet accurate procedure within the KLI framework involving only the use of local potentials. This would greatly speed up the computations of the static and dynamical properties of many-electron systems. Such a simplified procedure is particularly desirable when the timedependent processes are considered ͓23͔. In the latter case, one needs to reconstruct the optimized effective potential for each small time step. ͑b͒ As will be shown below, the proposed KLI-SIC procedure, similar to the original KLI method, allows also the construction of a self-interactionfree effective potential that is orbital independent. This avoids the problems associated with the conventional SIC procedure ͓15͔ discussed earlier. Further, the optimized effective potential so constructed, denoted by V KLI, SIC (r) below, has the proper long-range (Ϫ1/r) behavior and thus is suitable for the determination of both ground-and excited-state properties of many-electron systems. ͑Recently, we became aware that a similar KLI-SIC procedure has been used by Krieger and his co-workers ͓24,25͔ in conjunction with the LSDA energy functional. In our present work, in addition to the LSDA energy functional, we have also considered other more refined exchanged-correlation energy functionals.͒ We now outline the key equations in the extended procedure.
Define the total energy functional with SIC to be ͓26͔
where E OEP ͓͕ i↑, j↓ ͖͔ is given in Eq. ͑13͒. Following the OEP-KLI procedure, one finds that
where
͑20͒
In Eq. ͑17͒, the last two terms V SIC, 
In an actual computation, we found that the use of Eq. ͑21͒ for the solution of V SIC, i may be avoided. Since the set of OEP-KLI equations in Eq. ͑11͒, with V OEP (r) replaced by V SIC, OEP (r), is to be solved self-consistently along with Eq. 
III. CALCULATION OF TOTAL ENERGIES AND IONIZATION POTENTIALS OF NEUTRAL ATOMS AND NEGATIVE IONS: THE KLI-SIC METHOD
In this section we present the calculated results for the total ground-state energies and ionization potentials of neutral atoms and some negative ions (Zр18) using the KLI-SIC procedure discussed in the preceding section. For comparison, we also performed calculations of the Kohn-Sham total energies and ionization potentials without the use of the KLI-SIC. Several xc energy functionals were used, but only the results of the following two energy functionals are presented, which illustrated the main features of the KLI-SIC procedure. ͑a͒ First is the X ␣ exchange functional with ␣ϭ2/3, referred to as the LSDA in this section and Sec. IV:
The LSDA form is the simplest energy functional form and is the leading term of more sophisticated xc energy functionals ͓10,11͔. ͑b͒ Then there is the exchange energy functional of Becke ͓10͔ and the correlation energy functional of Lee, Yang, and Parr ͓11͔, which is referred to as BLYP xc energy functional. This is one of the most commonly used functionals including the gradient corrections. Within the KLI-SIC procedure, we can define the exchange energy as
and the correlation energy as
͑26͒

A. Total ground-state energies of neutral atoms with Zр18
In Table I we listed the calculated total energies of neutral atoms (Zр18) using various methods. The results both with and without the KLI-SIC procedure are presented. Also shown in Table I are the exact data ͓28,29͔ and the recent calculated results of Grabo and Gross ͓14͔. In Ref. ͓14͔ the calculations were performed using also the KLI procedure, but the exchange part was carried out using the exact nonlocal Hartree-Fock ͑HF͒ like potentials and the correlation part performed using the Colle-Salvetti functional ͓31,32͔. Thus it is expected that the exchange energies will be more accurately represented by this method ͓14͔. However, the present KLI-SIC procedure uses completely local potentials and is computationally much less expensive. Table I shows that the LSDA ͑without the KLI-SIC͒ severely underestimates the total energies and the discrepancy with the exact values increases with the atomic number Z. With the implementation of the KLI-SIC procedure, the LSDA shows a dramatic improvement of the total energies, particularly for higher-Z atoms. In fact, for larger-Z atoms, the LSDA-KLI-SIC results are considerably better than those of the HF method and surprisingly also are somewhat better than those of the BLYP with KLI-SIC. Finally, we note that our LSDA-KLI-SIC results are essentially identical to the recent calculation by Chen et al. ͓25͔ , who employed a similar procedure.
The total energies of the BLYP ͑without the KLI SIC͒ are in very good agreement with the exact values. The implementation of the the KLI-SIC procedure in general does not show improvement over those without the KLI-SIC. This seems somewhat contradictory to the expectation that a better xc-energy functional should give better results. To explore the reasons responsible for such an unexpected behavior, we plot the effective one-particle potentials V eff (r) ͓Eq. Figs. 1 and 2. Figures 1͑a͒ and 1͑b͒ show the shortrange behavior of rV eff (r) near the origin for Ne and Ar, respectively. As can be seen, the BLYP short-range potential shows some deviation from the exact result and an abrupt change near the origin. This may be attributed to the large density derivative of the Becke exchange energy functional ͓10͔. After the implementation of the KLI-SIC procedure, the irregular short-range behavior of the BLYP ͑Becke͒ potential is corrected as shown in Figs. 1͑a͒ and 1͑b͒ . This explains the difference of the results of the BLYP with and without the KLI-SIC. However, since the BLYP ͑and Becke͒ energy functional expression ͑without the KLI SIC͒ contains semiempirical parameters that fit the total energies to the exact values, the BLYP total energies ͑after the KLI-SIC͒ show an ''overcorrection,'' resulting in seemingly contradictory behavior. In reality, the BLYP effective one-particle potential after the KLI-SIC is much improved in both the shortrange ͑Fig. 1͒ and the long-range ͑Fig. 2͒ regimes. This leads to marked improvement of the BLYP ionization potentials ͑to be discussed below͒. Finally, we note that the deviation of the BLYP ͑Becke͒ short-range potential from the exact result increases with the nuclear charge Z, as can be clearly seen in Fig. 1 ͑Ne vs Ar͒. As a consequence, the difference of the BLYP total energies ͑Table I͒ ͓and exchange energies ͑Table II͔͒ before and after the KLI-SIC increases with increasing Z.
͑8͔͒ in
To further understand the KLI-SIC results, we present in Table II ods. The HF results can be considered as the ''exact'' values for the exchange energies. The LSDA results ͑without the KLI-SIC͒ are significantly smaller than the HF values. However, the LSDA exchange energies are markedly improved after the KLI-SIC. This is mainly due to the fact that the long-range potential is now implemented into the LSDA; see Figs. 2͑a͒ and 2͑b͒. For the BLYP, the exchange energies before the KLI-SIC are quite close to the HF values mainly because the Becke exchange functional ͓10͔ was designed to fit the HF limit. After the KLI-SIC, the BLYP exchange energies, although still in good agreement with the exact values, show some deviation from the HF values for larger-Z atoms. This is due to the problem of Becke's energy functional near the nucleus as discussed above. The exchange and total energies of Ref. ͓14͔ show closer agreement with the exact values since the exchange part was performed using nonlocal Hartree-Fock-like potentials as indicated before. In Table III This SIC term is mainly responsible for the difference of the total energies of the LSDA ͑and BLYP͒ calculations with and without the KLI-SIC. In the limit that exact xc energy functionals are used, the SIC term should vanish. Thus the magnitude of the SIC energy reflects the deviation of a given xc energy functional from the exact result. Table III shows that the SIC energies for the LSDA are much larger than those of the BLYP, reflecting the well-known fact that the BLYP form is a more refined functional. However, our results shown in Tables I and II clearly indicate that the KLI SIC is an excellent procedure for improving the LSDA energy functional.
B. Ionization potentials for neutral atoms with Zр18
The ionization potential ͑IP͒ is defined as the difference of the total energy of a parent neutral atom and its corresponding singly ionized atom. In the independent-particle approximation such as the KS approach, the energy of the highest occupied orbital can be also taken as the IP according to the work of Perdew et al. ͓27͔ . For the study of dynamical processes such as photoionization and multiphoton ionization, it is essential that the orbital energy be described correctly. In Table IV we list the calculated IPs of neutral atoms (Zр18) based on the energy of the highest occupied orbital for individual atom. Since both LSDA and BLYP energy functionals ͑without the KLI-SIC͒ do not have the correct long-range behavior, their IPs are significantly smaller than the experimental values by 40-50 % with the LSDA results uniformly worse. With the implementation of the KLI-SIC, the ionization potentials of both the LSDA and BLYP are much improved. Except for a few cases, the BLYP ionization potentials are generally better than those of the LSDA. In a comparison with the IPs of Ref. ͓14͔, our BLYP-KLI-SIC values are comparable in accuracy, better in some cases, but worse in other cases. Finally, we note that our LSDA-KLI-SIC results coincide with the recent calculations by Chen et al. ͓25͔ using a similar procedure.
C. Electron affinities
Another more crucial test of the quality of energy functionals is the prediction of the IPs or the electron affinities of negative ions. It is known that within the standard KS scheme using local energy functionals ͑such as the LSDA and BLYP forms͒, the electrons are too weakly bound and there is no convergence for negative ions. With the use of the KLI-SIC procedure; however, we are able to calculate the electron affinities for most negative ions. The results are shown in Table V . Here we present the electron affinities obtained both from the energy of the highest occupied orbital ͓shown in column ͑a͔͒ as well as from the energy difference between the negative ions and their corresponding neutral atoms ͓shown in column ͑b͔͒. For closed-shell negative ions, our results are in reasonable agreement with the experimental values. The predicted electron affinities for open-shell negative ions are less satisfactory as we use a spherical symmetrized density without polarization. One noticeable trend coming out from our KLI-SIC studies is that the two different estimations of the electron affinities ͓column ͑a͒ and column ͑b͒ in both the LSDA and BLYP with the KLI-SIC͔ merge to each other as the atomic number Z increases, indicating that the Koopmans theorem is more valid for heavier atoms. However, the results of columns ͑a͒ and ͑b͒ are quite different for the KLI calculations in Ref. ͓14͔.
IV. TIME-DEPENDENT LINEAR DENSITY RESPONSE THEORY WITH OPTIMIZED EFFECTIVE POTENTIAL AND SELF-INTERACTION CORRECTION: APPLICATION TO PHOTOIONIZATION OF NEON ATOMS
We now consider the extension of the OEP-KLI method with SIC procedure to the dynamical process of photoionization of rare gas atoms. In the context of DFT, there are two general approaches for the study of photoresponse; both are based on the lowest-order perturbation theory. The first approach is the direct extension of the Kohn-Sham independent-particle self-consistent-field ͑SCF͒ approach with the use of the LDA for the density functional ͓35͔. In this approach ͓often referred to as the time-independent LDA ͑LSDA͒ method͔, the screening effect or the electron polarization effect induced by the external field is not considered. Another more rigorous approach, taking into account the time-dependent perturbation and the screening effects, is based on the time-dependent linear density response theory ͓35-37͔. The LDA or LSDA is often used along with this approach. ͓This procedure is usually referred to as the timedependent LDA ͑LSDA͒ method.͔ Both time-dependent and time-independent LDA ͑LSDA͒ methods have been applied to the study of dynamical polarizability and photoionization cross sections of atoms and molecules ͓35͔. The results of time-dependent LDA calculations are found to be generally more accurate than those of time-independent LDA calculations ͓35͔, indicating the importance of including the screening effects in the study of dynamical properties. However, since both the LDA ͑LSDA͒ and more accurate forms of density functionals such as the BLYP functional do not support the correct long-range Coulombic behavior as shown in Figs. 2͑a͒ and 2͑b͒ , the electrons are too weakly bound. Previous time-dependent LDA studies ͓9,35͔ of the photoionization of rare gas atoms, for example, did not exhibit the autoionizing resonances. Proper treatment of the long-range potential in DFT is essential to the study of Rydberg series, autoionizing resonances as well as the bound-free photoionization and multi-photon ionization processes. Recently, Stener et al. ͓38͔ have used the model potential of van Leeuwen and Baerends ͓39͔ for the study of photoionization of rare gas atoms. Since the Van Leeuwen-Baerends ͑VLB͒ potential implements the (Ϫ1/r) long-range Coulomb tail, they were able to study the singly excited autoionizing resonances. However, the VLB-type model potential is not ob- TABLE V. Electron affinities ͑in a.u.͒ of negative ions (Zр18) calculated by various exchange-correlation energy functionals: ͑a͒ electron affinity calculated from the highest occupied orbital energy and ͑b͒ electron affinity calculated from the difference of the total energies between the negative ion and the corresponding neutral atom. tained from the functional derivative of some xc-energy functional and thus is not completely compatible with DFT. In this section we present the extension of the OEP-KLI-SIC procedure to the time-dependent linear density response theory, allowing for a DFT approach for the study of photoionization and autoionizing resonances. We start from the independent-particle approximation and consider the photoexcitation from an initial state ͉i͘ to a final state ͉ j͘, where ͉i͘ and ͉ j͘ are the solutions of the oneelectron OEP equations
LSDA-KLI-SIC
Here V OEP (r) is the optimized effective potential obtained by the KLI-SIC procedure outlined in Sec. II. For photoionization processes, the final states are unbound solutions of Eq. ͑27͒ with ⑀ i replaced by 1 2 k 2 , where k is the photoelectron momentum. The partial cross section is given by the usual expression
where n i and n j are the occupation numbers of the initial and final states, respectively. The total cross section is obtained by summing over all the initial states,
We next discuss the extension of the OEP-KLI-SIC method to the linear density response theory ͓9,36-38͔, which considers the effect of a weak time-dependent perturbation potential on the electron density. The frequency-dependent induced density ␦(r,) can be obtained by the Fourier transformation of the time-dependent field-induced density ␦(r,t), ␦͑r,͒ϭ
The induced density is related to the external potential by the relationship ␦͑r,͒ϭ ͵ ͑r,rЈ, ͒V
where (r,rЈ,) is the frequency-dependent susceptibility and
is the dipole external potential. The susceptibility can be determined by means of the first-order time-dependent perturbation theory ͓40͔ and expressed in terms of the eigenfunctions ͕ i (r)͖ and eigenvalues ͕⑀ i ͖ of the solutions of the
͑33͒
where i is an imaginary infinitesimal used to ensure the outgoing wave boundary conditions. The summation over i and j runs over all the bound and continuum states. Within the SCF approximation, we can replace Eq. ͑31͒ with ␦͑r,͒ϭ ͵ OEP ͑ r,rЈ, ͒V
Here 0 (r) is the ground-state electron density, for example, V xc ϭϪ(6/) where ␣() is the dynamical polarizability given by
͑40͒
The key issue here is how to calculate the susceptibility based on the OEP. Since the susceptibility can be written as a summation over all orbitals, we can calculate the contributions of the susceptibility by the Green's-function method as discussed in ͓9͔. First we rewrite Eq. ͑33͒ as
and then expand the Green's function in terms of spherical harmonics
where L is a compact notation for the angular momentum quantum numbers l,m. The radial Greens's function G L (r,rЈ;E) can be determined by
where r Ͻ (r Ͼ ) refers to the smaller ͑larger͒ distance of r and rЈ. j l (r) is the partial wave solution of Eq. ͑27͒ with energy E and satisfies the proper boundary condition at the origin. Similarly, h l (r) is the partial wave solution of Eq. ͑27͒ with energy E and satisfies the outgoing boundary condition as r→ϱ for EϾ0 or the decaying behavior solution as r→ϱ for Eр0. W͓ j l ,h l ͔ is the Wronskian of j l (r) and h l (r). With the calculated Green's functions, we can construct the susceptibility from Eq. ͑41͒. Once the susceptibility is determined, the self-consistent field V SCF is obtained by the solution of Eq. ͑38͒ and the cross section can be calculated by Eqs. ͑39͒ and ͑40͒. The linear response method is usually referred as a time-dependent technique. If we use V ext instead of V SCF in Eq. ͑40͒ we reproduce the crosssection expression for the independent-particle approximation. The independent-particle approximation ͓Eq. ͑28͔͒ will be referred to as the time-independent method since it does not take into account time-dependent field-induced density.
͓To test the numerical accuracy of the Green's-function method, we have calculated the photoionization cross sections from Eqs. ͑39͒ and ͑40͒ using V ext instead of V SCF and compared the results with those calculated directly from Eq. ͑28͒. The two sets of results are in agreement with each other. In the following discussions, all the time-independent cross sections were obtained from Eqs. ͑39͒ and ͑40͒ using V ext instead of V SCF .͔ To illustrate the usefulness of the optimized effective potential method with the KLI-SIC for dynamical processes, we have performed the calculation of photoionization cross sections of the Ne atom using both time-independent and time-dependent methods. Figure 3 shows the results of timeindependent LSDA ͑denoted LSDA in the figure͒ and timedependent LSDA ͑denoted TDLSDA in the figure͒ calculations, both with the KLI-SIC. Although our calculated 2s orbital energy with the KLI-SIC has improved the LSDA value from 1.266 a.u. to 1.645 a.u., there is still some discrepancy from the experimental value 1.782 a.u. ͓41͔. ͓The calculated 2 p ͑OEP-KLI-SIC͒ orbital energy 0.808 a.u. is much closer to the experimental value 0.793 a.u.͔ To see the influence of such a 2s energy shift to the photoionization cross sections and the resonance profiles, we presented in Figs. 3͑a͒ and 3͑b͒ two sets of data, one from the ab initio OEP-KLI-SIC calculations ͓Fig. 3͑a͔͒ and the other from using the experimental value of the 2s orbital energy in the Green's-function calculations ͓Fig. 3͑b͔͒. Also shown in both Figs. 3͑a͒ and 3͑b͒ are the recent experimental results ͓42͔ for comparison. Figure 3͑a͒ shows that the total cross sections of the timeindependent LSDA calculations are substantially larger than the experimental values in the broad peak region and a small bump appears near the 2s ionization threshold due to the contribution from the photoionization of the 2s level. Above the 2s ionization threshold, the cross sections decrease monotonically. The TDLSDA cross sections show significant improvement and close agreement with the experimental data in the broad peak region followed by a series of sharp resonances due to 2s→np transitions near the 2s threshold. Above the 2s ionization threshold, both the LSDA and TDLSDA results have some small discrepancy with the experimental data. However, the LSDA and TDLSDA results merge to each other in the higher-energy regime and follow closely the experimental values. Figure 3͑b͒ shows the effect of implementing the experimental 2s orbital energy in the calculations. Apart from the slight shift of the resonance positions, the overall photoionization cross-section profiles are not significantly affected.
In Fig. 4 we show the details of the photoionization cross sections in the 2s→np resonance region with the 2s orbital energy corrected by the experimental value. To determine the autoionization widths, we fit the resonance line shapes to the Fano profile ͓43͔ 
͑45͒
Here 0 is the cross section, q is a line profile index, E r is the resonance position, ⌫ is the resonance half-width, and 2 is the correlation coefficient, which gives the proportion of the continuum that interacts with the autoionizing states.
The fitted resonance parameters are listed in Table VI . Two sets of our results are presented: TDLSDA a refers to the ab initio KLI-SIC calculations using the TDLSDA method and TDLSDA b refers to the same calculation except that the experimental value is used for the 2s orbital energy. Also shown in Table VI are the experimental values ͓44͔, the configuration-interaction ͑CI͒ (R-matrix͒ results ͓45͔, and the VLB model potential results ͓38͔ for the comparison. Except for the linewidth of 2s→3 p transition, the TDLSDA-KLI-SIC results are in closer agreement with the experimental data ͓44͔ than those of model potential results ͓38͔. The q values of the present TDLSDA and model potential ͓38͔ calculations are somewhat larger than the experimental and CI values. With the 2s orbital energy replaced by the experimental value, our predicted resonance positions E r for 2s→3 p, 4p, and 5 p are in very close agreement with the experimental values, indicating that the excited-state properties are better described by the present KLI-SIC potential than by the VLB model potential ͓38͔.
V. CONCLUSION
In conclusion, we have presented in this paper a DFT procedure for improving the accuracy of the conventional density functionals for the treatment of ionization potentials, excited-state properties, and dynamical processes. Both the short-and long-range effective one-particle potentials are properly treated by the present OEP-KLI-SIC method. Further, only the local one-particle potential is used in this method, leading to a computationally efficient technique for DFT calculations of both ground and excited states. The usefulness and accuracy of the proposed KLI-SIC procedure are demonstrated by a study of both the static properties ͑total and ionization energies͒ of atoms (Zр18) and the photoionization process of Ne involving singly excited autoionizing resonances. We are currently extending the OEP-KLI-SIC method to the time-dependent processes of multiphoton and above-threshold ionization of many-electron systems in intense short-pulse laser fields.
