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Abstract
The author studies the weak convergence for the gradient of the minimizers for a second order energy functional when the
parameter tends to 0. And this paper is also concerned with the location of the zeros and the blow-up points of the gradient of the
minimizers of this functional. Finally, the strong convergence of the gradient of the radial minimizers is obtained.
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1. Introduction
Let G ⊂ R2 be a bounded and simply connected domain with smooth boundary G. Let g be a smooth map from
G into S1 = {x ∈ R2; |x| = 1} and satisfy deg(g, G) = d = 0. Without loss of generality, we may assume d > 0.
Many papers studied the asymptotic behavior of the minimizer m of the lower order Ginzburg–Landau functional
E1(m,G) = 12
∫
G
|∇m|2 dx + 1
42
∫
G
(1 − |m|2)2 dx,
in the space H 1g (G,R2) = {m ∈ H 1(G,R2);m|G = g}. It is easy to get the Euler equations
−m = 1
2
m(1 − |m|2). (1.1)
Recall three main results in [4]:
(R1) The zeros of m are located near d points a1, a2, . . . , ad ∈ G, and deg(m, ai) = 1.
(R2) AlthoughE1(m,G) → ∞ when  → 0, we have the uniform estimationE1(m,K)C, where K is an arbitrary
compact subset of G\⋃i{ai}, and C > 0 is independent of .
(R3) The limit function u∗ of m when  → 0 is a harmonic map.
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If replacing m in the second term of E1(m,G) by ∇u, as in [10,12], then we have
E2(m,G) = 12
∫
G
|∇m|2 dx + 1
42
∫
G
(1 − |∇u|2)2 dx,
where u ∈ H 2(G,R) is determined by the static Maxwell equations, written in the form
u = divm in R2 (1.2)
for the extension of m by 0 outside of G. For a vector ﬁeld m ∈ H 1(G,R2), we denote the unique weak solution to
(1.2) by u(m). Clearly, the minimizer m of E2(m,G) with u = u(m) in the space H 1g (G,R2) exists. By (1.2) and the
method of calculus of variations, it is not difﬁcult to deduce that m satisﬁes∫
G
∇m∇ dx = 1
2
∫
G
(1 − |∇u(m)|2)∇u(m)∇u() dx, ∀ ∈ C∞0 (G,R2). (1.3)
If replacing m in the ﬁrst term of E2(m,G) by ∇u, then we have
E(u,G) = 12
∫
G
|∇2u|2 dx + 1
42
∫
G
(1 − |∇u|2)2 dx.
We are concerned with the minimization of the second order functional E(u,G) in the function class
W = {u ∈ H 2(G,R); u|G = g1, u|G = g2},
where g1, g2 ∈ C∞(G,R) satisﬁes (g1, g2) = g. By the theories of calculus of variations, the minimizer u on W
exists, and it is a weak solution to
−(∇2)2u = 1
2
div[∇u(1 − |∇u|2)]. (1.4)
Namely, the minimizer u satisﬁes the integral equality∫
G
∇2u∇2 dx = 1
2
∫
G
∇u∇(1 − |∇u|2) dx ∀ ∈ C∞0 (G,R). (1.5)
One of the transformation of the functional E(u,G) is
E3(u) =
∫
G
|∇2u|2 dx +
∫
G
(1 − |∇u|2)2

dx.
It is applied to investigate the thin ﬁlm blisters (cf. [12,13]), where the function u stands for the height of the blistered
ﬁlm and
∫
G
|∇2u|2 dx represents the bending energy. This functional is also used to research the smectic type liquid
crystals (cf. [8]). In this case, m = ∇u where the level sets of u represents the layer structure in the sample. In order
to study the energy
∫
G
|∇2u|2 dx under the constraint |∇u| = 1, it is natural to introduce the penalized energy E3(u)
or E3(u). The functional E3(u) is also introduced in the study of the singular perturbation models abstracted from
other problems of phase transitions, such as gradient strain theories in plasticity, ferromagnetics, and the areas of
materials science and engineering (cf. [1,3,6,7,11]). In those gradient theory of phase transition, the -convergence of
the energy was well studied when  → 0. In particular, for certain domains and boundary conditions, the energy E3(u)
concentrates on the defect set of ∇u, and folds of the energy are one-dimensional (cf. [3,11]).
In this paper, we are not concerned with the -convergence of 2E(u,G) as dealing with E3(u), or the fold energy
E3(u) in [11]. We shall discuss the asymptotic properties of ∇u when  → 0, where u is a minimizer of E(u,G) in
W as in [4, Chapter VIII.4]. Namely, we shall consider the special assumption:
G = B = {x ∈ R2; |x|< 1}, g|B = x, (1.6)
which implies d = 1. Although the dimension of  in E(u, B) is the same as E3(u)/, we do not expect the analysis
methods to them are still valid. Indeed, if we notice that the function classes, in particular the boundary conditions
equipped to each functional, are different, then the result E3(u)/C−1 (cf. [11]) is not true for the minimal energy
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E(u, B). The global estimation E(u, B)=O(| log |), which is analogous to that of E1(m,G) (cf. [4]) or E2(m,G)
(cf. [12]), will be proved in Section 3 under the assumption (1.6). Thus,
lim
→0 minu∈W E3(u) = lim→0E(u, B)= 0.
This is coincident with Proposition 5.2 in [11], since the defect set D of ∇u is a discrete point set rather than a
one-dimensional curve in B (cf. 3). Thus, |D| = 0 and the integral on D must be zero.
Furthermore, we shall establish the uniform estimation for the gradient of the minimizer in order to obtain its
convergence to a two-dimensional vector ﬁeld of unit length. Now, the global uniform estimation fails, since {V =
∇u; u ∈ W } ⊂ H 1g (B,R2) and E(u, B) min{E1(m,B);m ∈ H 1g (B,R2)} = O(| log |) → ∞ when  → 0. On
the other hand, The Euler equations (1.4) is more complicated than (1.1). Therefore, it seems to be difﬁcult to obtain,
from (1.4), the maximum principle |V|1 on B, and the regular estimation
‖∇V‖L∞(B)C−1, (1.7)
where V = ∇u and C > 0 is independent of , which are deduced easily for the solution to (1.1). In addition, from
(1.4) we hardly deduce what equation the limit of V satisﬁes.
The main results in this paper, as the corresponding consequences (R1)–(R3) about the minimizer u of E(u, B) in
W, are shown in Sections (2,3 and 4, respectively. Since |V|1 may not hold, we need locate not only the zeros of V,
but also its blow-up points where |V| = ∞.
Theorem 1.1. Let u be the minimizer of E(u, B). When  ∈ (0, 0) with 0 sufﬁciently small, all the zeros and the
blow-up points of ∇u are contained in ﬁnite disjoint discs of radius h, where h> 0 is a constant independent of .
Theorem 1.2. Let u be a minimizer of E(u, B). Then there exist ﬁnite points ai ∈ B, i = 1, 2, . . . , N , such that for
any > 0, we can ﬁnd C > 0 such that
E
(
u, B\
⋃
i
B(ai, )
)
C. (1.8)
When  → 0, there is a subsequence k such that
uk →  in C	(K,R) ∀	 ∈ (0, 1), (1.9)
where K is an arbitrary compact subset of B\⋃Ni=1{ai}, and  ∈ H 2(K,R) satisﬁes |∇| = 1 on K. In addition, there
exists i0 ∈ {1, 2, . . . , N} such that deg(∇u, ai0) = 1, and deg(∇u, ai) = 0 for i = i0.
Theorem 1.3. Assume G = B = {x ∈ R2; |x|< 1}. Let u be a minimizer of E(u, B) in the space Wr = {u ∈
W ; u(x) = u(|x|)}. Then
lim
→0 ∇u =
x
|x| in H
1
loc(B\{0},R). (1.10)
Of course, x/|x| is a harmonic map with the singularity point 0. Moreover, we also have
lim
→0 u = |x| + g1 − 1 in H
2
loc(B\{0},R). (1.11)
2. Proof of Theorem 1.1
Assume u is a minimizer of E(u, B) in W.
Proposition 2.1. There exists a constant C > 0 which is independent of ∈ (0, 1) such that
E(u, B)
| log | + C. (2.1)
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Proof. Since (1.6) shows the minimizer u has the radial construction on B, we can take a radial function as a
comparing function. Set
f∗(r) = r
2
2
+ 
2
+ C∗ for r ∈ [0, ],
f∗(r) = r + C∗ for r ∈ [, 1].
Here C∗ is decided by the boundary condition such that f∗(|x|) ∈ W . Since u is a minimizer, we have
E(u, B)E(f∗(|x|), B). (2.2)
Clearly,
E(f∗(|x|), B\B(0, )) = 

∫ 1

(
1
r
)2
r dr = 
| log |;
E(f∗(|x|), B(0, ))C
∫ 
0
(
1

)2
r drC.
Substituting these into (2.2) yields (2.1). Proposition 2.1 is proved. 
Remark 1. Proposition 2.1 shows that under the special assumption (1.6), the lower bound for the minimal en-
ergy E(u, B) similar to E3(u)/Const. −1 (cf. [11, Section 2]) is not true. Different from the square domain
and the boundary condition in [11], we shall consider a symmetrical system: G = B and u(x) = f (r) = 1 − r on
B\B1/2(0). Now, u(x) = 0 and u|B = −1. Set h(r) = 1 − r in [, 1] and h(r) = 1 − /2 − r2/2 in [0, ]. Thus,
E(u, B)E(h(r), B)C(1 + | log |). On the other hand, the assumption (1.6) can be viewed as follows. If the
function u(x) has a radial representation u(x) = f (|x|) = f (r), then on the boundary B,
∇u|B = [f ′(r)∇r]r=1 = f ′(1)x.
If |f ′(1)| = 1, then as in [2], we also obtainE(u, B)=O(−1). In order to derive the estimationE(u, B)=O(| log |),
we should assume |f ′(1)| = 1. Clearly, g1(x) = u(x)|B = f (1) = Const. and g2(x) = u|B = f ′(1). By virtue of
|g|2 = 0 + 1 = 1, we can suppose g(x) = x on B.
Proposition 2.2. Assume = k is a sequence converging to zero. Let u be a minimizer of E(u, B). Then there exist
an integer k0 > 0 and a constant C > 0, which are independent of , such that as k > k0,
1
2k
∫
B
(1 − |∇uk |2)2 dxC. (2.3)
Proof. The idea comes from [14]. Set () = inf{E(u, B), u ∈ W }. Since the map  → E(u, B) is not increasing,
and
− 

E(u, B) = 123
∫
B
(1 − |∇u|2)2 dx,
we have that for the minimizer u = u of E(u, B),
1
23
∫
B
(1 − |∇u|2)2 dx = lim→0E(u, B) − E+(u, B)
 lim→0
() − (+ )

= −′(), (2.4)
by virtue of (+ )E+(u, B)E(u, B)= (). Thus, we claim that there exists a subsequence k of , such that
as k → 0,
−k′(k)2
. (2.5)
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Otherwise, there must be a ﬁxed 1 > 0, such that −′()> 2
−1 for 0< < 1. Integrating from  to 1, we have
() = −
∫ 1

′() d+ (1)> 2
(| log | − | log 1|) + (1).
It contradicts (2.1) as long as  is sufﬁciently small. Substituting (2.5) into (2.4) yields (2.3). Proposition 2.2 is
proved. 
Hereafter, we always assume  ∈ (0, 0) with 0 = k0 .
Based on Propositions 2.1 and 2.2, we can use the analysis methods in [4, Chapters III and IV] to describe the
location of zeros and the blow-up points of ∇u. However, the regular estimation (1.7) is difﬁcult to deduce, we have
to replace it by the following result.
Proposition 2.3. Assumeu is aminimizer ofE(u, B).Then for anyR ∈ (0, 13 ), there is a constantC0 > 0 independent
of  ∈ (0, 0) such that
|∇u|C	(B∩BR)C0| log | for some 	 ∈ (0, 1). (2.6)
Proof. It is convenient to enlargeB a little. For any givenR ∈ (0, 13 ), setB ′={x ∈ R2; dist(x, B)< 3R}. Take a smooth
map g¯: (B ′\B) → S1 such that g¯=g on B.We extend the deﬁnition domain of every element in {u:B → R:∇u|B=g}
to B ′ such that ∇u= g on B ′\B. In particular, the minimizer u can be deﬁned on B ′. We still denote ∇u by V in B ′.
In view of (2.1) and the smoothness of g¯, we see that∫
B ′
|∇V|2 dx =
∫
B
|∇2u|2 dx +
∫
B ′\B
|∇g¯|2 dxC1(| log | + 1) (2.7)
withC1 > 0 independent of . Taking f =|∇V|, g=C1(| log |+1) in [9, Lemma 2.3], we ﬁnd some constant  ∈ (0, 1)
such that the reverse Hölder inequality holds, i.e., for x ∈ B,
(
1
|BR(x)|
∫
BR(x)
|∇V|2+ dx
)1/(2+)
C
(
1
|B2R(x)|
∫
B2R(x)
|∇V|2 dx
)1/2
+ C
(
1
|B2R(x)|
∫
B2R(x)
|g|2+ dx
)1/(2+)
C| log |1/2 + C| log | + C, (2.8)
by using (2.7). Next, from (2.3) it follows that for any  ∈ (0, 1),∫
B
(|V|4 + 1) dx2
∫
B
|V|2 dx + C2
∫
B
|V|4 dx + C()|B| + C2.
Choosing  sufﬁciently small, we obtain∫
B
|V|4 dxC = C(, |B|). (2.9)
In view of |g¯| = 1, it follows that ∫
B ′ |V|4 dx =
∫
B
|V|4 dx +
∫
B ′\B |g¯|4 dxC. Combining this with (2.8) we have
‖V‖W 1,2+(B∩BR)C(| log | + 1)
with C > 0 independent of . According to the embedding theorem, there exists some constant 	 ∈ (0, 1), such that
|V|C	(B∩BR)C(| log | + 1).
This implies (2.6). Proposition 2.3 is complete. 
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Proposition 2.4. Assume u is a minimizer. Then, there exist positive constants ,  independent of , such that if
1
2
∫
B∩B2l
(1 − |∇u|2)2 dx, (2.10)
where B2l is some disc of radius 2l with l, then 12 |∇u(x)| 32 , ∀x ∈ B ∩ Bl.
Proof. The idea comes from [4]. First we observe that there exists a constant > 0, such that for any x ∈ B and
0< 1, |B ∩ B(x, )|2.
According to Proposition 2.3, for any x1, x2 ∈ B ∩ BR , we can ﬁnd C0 > 0 independent of , such that
|∇u(x1) − ∇u(x2)|C0| log ||x1 − x2|	, 	 ∈ (0, 1).
To prove the conclusion, we choose = (1/4C0)1/	, = (/16)2.
Suppose that there is a point x0 ∈ B ∩ Bl such that |∇u(x0)|< 12 or |∇u(x0)|> 32 . Then ∀x ∈ B(x0, ),
|∇u(x) − ∇u(x0)|C0| log ||x − x0|	C0| log |()	C0	 = 14 .
Hence (1 − |∇u(x)|2)2(1 − |∇u(x)|)2 > 116 for all x ∈ B(x0, ). Thus,∫
B(x0,)∩B
(1 − |∇u|2)2 dx > 116 |B ∩ B(x0, )|
1
16
()2 = 2. (2.11)
Since x0 ∈ Bl ∩ B, and (B(x0, ) ∩ B) ⊂ (B2l ∩ B), (2.11) implies∫
B2l∩B
(1 − |∇u|2)2 dx > 2
which contradicts (2.10) and thus Proposition 2.4 is proved. 
Let u be the minimizer, and ,  be constants in Proposition 2.4. If
1
2
∫
B(x,2)∩B
(1 − |∇u|2)2 dx,
then B(x, ) is called a good disc. Otherwise B(x, ) is called a bad disc.
Now suppose that {B(xi , ), i ∈ I } is a family of discs satisfying
(i) xi ∈ B, i ∈ I ; (ii) B ⊂
⋃
i∈IB(x

i , );
(iii)B(xi , /4) ∩ B(xj , /4) = ∅, i = j . (2.12)
Write J={i ∈ I ;B(xi , ) is a bad disc}. Similar to the proof of Lemma IV.1 in [4], by (2.3), (2.12) and the deﬁnition
of bad discs, we also have:
Proposition 2.5. There exists a positive integer L independent of  ∈ (0, 1), such that the number of bad discs
Card JL.
As the proof of Theorem IV.1 in [4], based on Proposition 2.5, we also obtain the following:
Proposition 2.6. There exist a subset J ⊂ J and a constant h ∈ [, 9L] such that⋃
i∈JB(x

i , ) ⊂
⋃
i∈JB(x

j , h), |xi − xj |> 8h, i, j ∈ J, i = j . (2.13)
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Proof of Theorem 1.1.. Applying Proposition 2.6, we may modify the family of bad discs such that the new one,
denoted by {B(xi , h); i ∈ J }, satisﬁes⋃
i∈JB(x

i , ) ⊂
⋃
i∈JB(x

i , h), h; Card J Card J;
|xi − xj |> 8h, i, j ∈ J, i = j . (2.14)
The last condition implies that every two discs in the new family are not intersected. All the zeros and the blow-up
points of |∇u| are in these ﬁnite disjoint discs. Theorem 1.1 is proved. 
Remark 2. We can also deduce that all the zeros and the blow-up points of ∇u(m) are located near the boundary B
and ﬁnite disjoint discs of radius h, where m is a minimizer of E2(m,B). In fact, E2(m, B)E2(f ′∗(r)x/|x|, B),
where f∗(r) is the function in the proof of Proposition 2.1. Since F(x) := f ′∗(r)x/|x| = ∇f∗(|x|) is a potential ﬁeld,
we see that f∗(|x|) solves (1.2), i.e., f∗(|x|)= divF(x). Noting the uniqueness of the solution to (1.2), we know that
for the test function F(x), u(F ) = f∗(|x|) is the unique solution. Thus, ∇u(F (x)) in the second term of E2(F (x), B)
becomes F(x) itself. Therefore, via a same argument of Proposition 2.1, it is easy to see that
E2(m, B)
| log | + C (2.15)
with C > 0 independent of . Similar to the proof of Proposition 2.2, from Proposition 2.1 it follows that
1
2k
∫
B
(1 − |∇u(mk )|2)2 dxC, (2.16)
when k is sufﬁciently large. Based on the estimations (2.15) and (2.16), we can also locate the zeros and the blow-up
points of ∇u(m). Since u = u(m) is a weak solution to (1.2),
∫
B
∇u∇ dx = ∫
B
m∇ dx for any  ∈ H 20 (B,R).
Denote the difference of u by uih = h−1(u(x + hei) − u(x)). Taking = −(uih2)i−h with i = 1, 2, and integrating by
parts, we deduce easily after h → 0 that
∫
B
|∇uxi |22 dxC
∫
B
(|∇u|2 + |∇m|2) dx.
Combining this with (2.15) and (2.16), we obtain the consequence as Proposition 2.3:
|∇u(m)|C	(BR)C| log |. (2.17)
If the zeros and the blow-up points of ∇u(m) are not located near the boundary B, we only need to discuss inside B.
Therefore, the inner estimation (2.17) is sufﬁcient to use in the rest argument. Similar to proofs of Propositions 2.4–2.6
and Theorem 1.1, we also derive that, if the zeros and the blow-up points of ∇u(m) are not located near B, then they
must be in the ﬁnite disjoint discs of radius h.
3. Proof of Theorem 1.2
Letting  → 0, we can ﬁnd ai ∈ B such that xi → ai , i = 1, 2, . . . ,Card J . Since there may be at least two
subsequences converging to the same point, we denote the limit points by a1, a2, . . . , aN , NCard J . Thus, the zeros
and the blow-up points of ∇u converge to {ai}Ni=1 when  → 0. According to Proposition 2.4, there holds
1
2 |∇u(x)| 32 , if x ∈ K , (3.1)
where K is an arbitrary compact subset of B\{a1, a2, . . . , aN }. Fix a small constant > 0 such that B(aj , ) ⊂ B ′,
j = 1, 2, . . . , N ; 4< |aj − an|, n = j ; 4< dist(B, B ′), where B ′ is the domain in the proof of Proposition 2.3.
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Setting j = {i ∈ J : xki → aj }, j = 1, 2, . . . , N , we have⋃
i∈j
B(x
k
i , hk) ⊂ B(aj , ), j = 1, 2, . . . , N ,
⋃
j∈JB(x
k
j , hk) ⊂
⋃N
j=1B(aj , /4),
B(x
k
i , hk) ∩ B(xkj , hk) = ∅, i, j ∈ J, i = j
as long as k is sufﬁciently small. Let u be aminimizer.Write dki =deg(∇uk , B(xki , hk)), lkj =deg(∇uk , B(aj , )),
thus
lkj =
∑
i∈j
dki , 1 = d =
N2∑
j=1
lkj . (3.2)
Since (1.7) is difﬁcult to deduce, the proof of Lemma V.1 in [4] could not be used to verify that dki and lkj are
independent of . Thus, we cannot deduce the lower estimation of theminimal functional as in [4, ChapterV]. Therefore,
we have to give a new proof of the uniform estimate (1.8).
Proposition 3.1. Assume u is a minimizer. Then for any given  ∈ (0, 13 ), there exists a positive constant C > 0 which
is independent of , such that
E
(
u, B\
⋃N
i=1B(ai, )
)
C.
Proof. Step 1: We claim that lki is independent of k for each i. Indeed, by the mean value theorem, (2.1) leads to∫
B
|∇V|2 dC()−1| log |, where  ∈ (/2, ), V = ∇u. In virtue of the deﬁnition of degree, there holds
|dkj |C
∫
B
|∇V| dC
(∫
B
|∇V|2 d
)1/2
|B|1/2C| log |1/2. (3.3)
According to Theorems 4 and 5 in [5], from (3.1) we deduce that
∫
i
|∇V|2 dx2

∑
j
(dkj )
2 log


+ 2

∑
n=j
dknd
k
j log

|xn − xj |
+ O
⎛
⎜⎝[Cardi]2
⎡
⎣∑
j
|dkj |
⎤
⎦
2
⎞
⎟⎠ .
Here i = B(ai, )\⋃j∈i B(xj , h). Combining this with (2.1), and using (3.3) we obtain∑
j
(dkj )
2 log


+
∑
n=j
dknd
k
j log

|xn − xj |
C
∑
j
(dkj )
2 + C(| log | + 1)C log 

, (3.4)
where C > 0 only depends on  and Cardi . If
∑
n=j dkndkj 0, then (3.4) implies that for each j ∈ i , |dkj |C with
C > 0 independent of k . Letting k → ∞, we get dkj → dj , j ∈ i . This means dkj ≡ dj when k is sufﬁciently large.
Thus, deg(V, xj ) is independent of . Hence, it follows from (3.2) that lki =
∑
i∈j d
k
i =
∑
i∈j di is independent of ,
which can be denoted by li . If
∑
n=j dkndkj < 0. Multiplying (3.4) by (log /)−1 and using (2.14) yield that,
∑
j
(dkj )
2 +
∑
n=j
dknd
k
j 
∑
j
(dkj )
2 +
∑
n=j
dknd
k
j
log /|xn − xj |
log /8h
C.
Noting
∑
j (d
k
j )
2 +∑n=j dkndkj = (∑j∈i dkj )2 and (3.2), we derive that for each i, (lki )2C with C > 0 independent
of k . Letting k → ∞, we have lki → lj for each i. This means lki ≡ li when k is sufﬁciently large. Thus, lki can also
be denoted by li . The claim is complete.
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Step 2: Applying Corollary II.1 in [4], from (2.14) we deduce that, for each i,∫
i
|∇V|2 dx2
|li | log 

− C. (3.5)
Herei =B(ai, )\⋃j∈i B(xj , h), and C > 0 is independent of  since li does not depend on . Summing (3.5) from
1 to N and comparing with (2.1), we have
N∑
i=1
|li |1 =
N∑
i=1
li ,
which means
li0, i = 1, 2, . . . , N . (3.6)
Substituting this into (3.5) and summing for i, we obtain∫
∪ii
|∇V|2 dx2
 log 

− C.
This, together with (2.1), implies that
E
(
u, B\
⋃
i
i
)
2
| log | + C, (3.7)
where C > 0 is independent of . Proposition 3.1 is complete. 
Proof of Theorem 1.2. Assume K is an arbitrary compact subset of B\{ai}Ni=1. Obviously, (3.7) implies ‖∇u‖H 1(K)
C. Thus, there exists V0 ∈ H 1(K,R2), and a subsequence k of , such that as k → 0,
∇uk → V0 weakly in H 1(K,R2), (3.8)
∇uk → V0 in Lq(K,R2) ∀q > 1. (3.9)
Thus, V0 ∈ H 1(K, S1) is followed by Proposition 2.2 and (3.9).
Since g1 and B are smooth, we can ﬁnd an extended function g˜1 ∈ C∞(B,R) of g1, satisfying v := u − g˜1 ∈
H 20 (B,R). According to the Poincare inequality, ‖v‖2L2(B)C‖∇v‖2L2(B). Thus, from (2.9) and the smoothness of g˜1,
it follows
∫
B
|u − g˜1|2 dxC. By theYoung inequality, there holds for any  ∈ (0, 12 ),∫
B
|u|2 dx +
∫
B
|g˜1|2 dxC + 2
∫
B
|u||g˜1| dx
∫
B
|u|2 dx + C().
Choosing  sufﬁciently small yields ‖u‖L2(B)C withC > 0 independent of . Putting together this with ‖∇u‖H 1(K)
C, we can ﬁnd a subsequence of uk denoted by itself such that as k → ∞,
uk →  in C	(K,R) ∀	 ∈ (0, 1),
where  ∈ H 2(K,R). By virtue of (3.9), we have V0 = ∇. This means  solves the eikonal equation |∇| = 1 on
K. Eq. (1.9) is proved.
In view of (3.6) and the fact d = 1 =∑Ni=1li , we can ﬁnd some integer i0 such that li0 = 1, and li = 0 for i = i0.
Thus, Theorem 1.2 is complete. 
4. Proof of Theorem 1.3
It is pointed out that (cf. [4]), the limit of the minimizer (mapping into the complex plane C) of Ginzburg–Landau
functional can be written as
u∗(x) = eidi=1
x − ai
|x − ai | with = 0, u∗|G = g1 + ig2.
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Now, it is difﬁcult to describe the limit function of ∇u, since (1.4) is more complicated than the Euler system (1.1) of
the minimizers of Ginzburg–Landau functional. As a try, we consider a simple case: G = B = B1(0), g = x, and
Wr = {u ∈ W ; u(x) = f (r)}. (4.1)
Now, the function has the radial construction not only on the boundary B, but also on the global disc B. By the direct
methods in calculus of variations, the minimizer f(r) of E(u, B) in Wr exists, and it is called a radial minimizer.
Clearly, Wr is a subset ofW, and E(f, B) min{E(u, B); u ∈ W }. However, we also have the following estimation
by the same proof of Proposition 2.1.
Proposition 4.1. There exists a constant C > 0 which is independent of  ∈ (0, 1) such that
E(f, B)
| log | + C. (4.2)
Furthermore, we also have the following local estimation.
Proposition 4.2. For any given R ∈ (0, 12 ), there exists a constant C > 0 which is independent of  ∈ (0, 1) such that∫
B\BR
|∇2f|2 + 1
2
∫
B
(1 − |∇f|2)2 dxC. (4.3)
Proof. Clearly, for any R ∈ (0, 12 ),∫
BR\B(0)
|∇2f|2 dx
=
∫
BR\B(0)
|∇(f ′ (r)
x
|x| )|
2 dx =
∫
BR\B(0)
[|f ′′ (r)|2 + r−2(f ′ (r))2] dx
2

∫ R

r−2(f ′ (r))2r dr = 2

∫ R

r−1 dr − 2

∫ R

r−2(1 − (f ′ (r))2)r dr . (4.4)
By an analogous argument of Proposition 2.2, we also obtain (2.3) from (4.2) when  ∈ (0, 0) with 0 sufﬁciently
small. Thus,∣∣∣∣
∫ R

r−2(1 − (f ′ (r))2)r dr
∣∣∣∣ 
(∫ R

r−4r dr
)1/2(∫ R

(1 − (f ′ (r))2)2r dr
)1/2
C(−2 + 1)1/2C
with C > 0 independent of . Substituting this into (4.4), we get∫
BR\B(0)
|∇2f|2 dx2
| log | − C.
Now, this lower estimation is deduced without the condition (3.1) since the minimizer has the radial construction.
Combining this with (4.2) we can see the consequence of Proposition 4.2. 
By an analogous proof of Proposition 2.3, we can also deduce the following proposition via replacing (2.1) by the
following condition (4.5).
Proposition 4.3. If for R ∈ (0, 12 ), there exists C > 0 which is independent of , such that
E(u, B2R)C, (4.5)
then, for any x1, x2 ∈ BR , we can ﬁnd C > 0 independent of , such that
|∇u(x1) − ∇u(x2)|C|x1 − x2|	, 	 ∈ (0, 1).
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We shall use the technique in [4] to argue as in Section 2. Similar to the proof of Proposition 2.4, we can use
Proposition 4.3, in view of (4.3), instead of Proposition 2.3 to verify that, there exist positive constants , , such that if
1
2
∫
A∩B2l
(1 − |∇u|2)2 dx,
where A = B\BR and l, then 12 |∇u(x)| 32 as long as x ∈ A ∩ Bl. By an analogous argument in Section 2, if
1
2
∫
B(x,2)∩A
(1 − |∇u|2)2 dx,
then B(x, ) is still called a good disc. Otherwise B(x, ) is still called a bad disc. Suppose that {B(xi , ), i ∈ I }
is a family of discs satisfying
(i) xi ∈ A, i ∈ I ; (ii)A ⊂
⋃
i∈IB(x

i , );
(iii) B(xi , /4) ∩ B(xj , /4) = ∅, i = j .
Write J = {i ∈ I ;B(xi , ) is a bad disc }. By (4.3) and the deﬁnition of the bad disc, there exists a positive integer
L independent of , such that the number of bad discs Card JL. Hence, there exist a subset J ⊂ J and a constant
h ∈ [, 9L] such that⋃
i∈JB(x

i , ) ⊂
⋃
i∈JB(x

j , h), |xi − xj |> 8h, i, j ∈ J, i = j .
Thus, we may modify the family of bad discs such that the new one, denoted by {B(xi , h); i ∈ J }, satisﬁes⋃
i∈JB(x

i , ) ⊂
⋃
i∈JB(x

i , h), h;
Card J Card J, |xi − xj |> 8h, i, j ∈ J, i = j .
The last condition implies that every two discs in the new family are disjoint.
The following theorem only holds for radial minimizers.
Theorem 4.4. Let u be a radial minimizer of E(u, B). Then, {x ∈ A; |∇u(x)|< 12 }
⋃{x ∈ A; |∇u(x)|> 32 } = ∅.
Proof. Suppose there exists a point x0 ∈ {x ∈ A; |∇u(x)|< 12 }
⋃{x ∈ A; |∇u(x)|> 32 }, such that x0 is not in
B(0, R). Then all points on the circle S0 = {x ∈ A; |x| = |x0|} satisfy |∇u(x)|< 12 or |∇u(x)|> 32 . Hence, in virtue
of Proposition 4.2, all points on S0 are contained in bad discs. However, since |x0|R>h as long as  is sufﬁciently
small, S0 can not be covered by a single bad disc. S0 must be covered by at least two bad discs (which are disjoint).
This is impossible. Theorem 4.4 is proved. 
Theorem 4.4 shows that all the zeros and the blow-up points of |∇u| are in B(0, R). Namely,
1/2 |∇f(r)| 32 , for r ∈ [R, 1]. (4.6)
The uniform estimate (4.3) only leads to the weak convergence of ∇f. To obtain its strong convergence, we need
the following estimation.
Proposition 4.5. For given T ∈ (0, 1), there exist constants T1 ∈ [T/2, T ] and C > 0 such that
E(u, B\BT1)

∫ 1
T1
r−1 dr + C| log |1/2.
Proof. In view of (4.2), we have E(f;BT \BT/2)C| log |. By the integral mean value theorem, there exists T1 ∈
[T/2, T ] such that
1
2
(1 − |∇f|2)2|r=T1CE(f, B(0, T1))C| log |. (4.7)
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Consider the minimization of the functional
E(; T1) = 12
∫ 1
T1
2r dr +
1
22
∫ 1
T1
(1 − )2 dr .
Then, we can easily prove that the minimizer  of E(, T1) on H 1|∇f|((T1, 1),R
+) exists and satisﬁes
−(r )r =
1
2
(1 − ) in (T1, 1), (4.8)
|r=T1 = |∇f(T1)|, |r=1 = |∇f(1)| = 1. (4.9)
By the maximum principle and (4.6), there holds  max{1, |∇f(T1)|} 32 . Applying (4.2) we see easily that
E(; T1)E(f; T1)CE(f;B\BT1)C| log |. (4.10)
Now choosing a smooth function 0(r)1 in (0,1] such that = 1 on (0, T1), = 0 near r = 1 and |r |C(T1).
Then by multiplying (4.8) by r (= ) and integrating over (T1, 1), we obtain
2r |r=T1 +
∫ 1
T1
r (rr + rr ) dr =
1
2
∫ 1
T1
(1 − )r dr . (4.11)
From (4.10) we can deduce that∣∣∣∣
∫ 1
T1
r (rr + rr ) dr
∣∣∣∣
C
∫ 1
T1
(r )
2 + 1
2
(r )
2
∣∣∣∣
r=T1
+ C
∫ 1
T1
(r )
2 drC| log | + 1
2
(r )
2
∣∣∣∣
r=Tm+1
. (4.12)
By using (4.7), (4.9) and (4.10), we also have∣∣∣∣ 12
∫ 1
T1
(1 − )r dr
∣∣∣∣ = 122
∣∣∣∣
∫ 1
T1
((1 − )2)r dr −
∫ 1
T1
(1 − )2r dr
∣∣∣∣
 1
22
(1 − )2
∣∣∣∣
r=T1
+ C
22
∣∣∣∣
∫ 1
T1
(1 − )2 dr
∣∣∣∣ C| log |. (4.13)
Substituting (4.12) and (4.13) into (4.11), we obtain that 2r |r=T1C| log | + 12 (r )2|r=T1 . This means
(r )
2|r=T1C| log |. (4.14)
Multiplying both sides of (4.8) by − 1 and integrating, we obtain∫ 1
T1
[r (− 1)]r dr =
∫ 1
T1
2r dr +
1
2
∫ 1
T1
(− 1)2 dr .
Now by using (4.7), (4.9) and (4.14) we deduce that
E(; T1) C
∣∣∣∣
∫ 1
T1
[r (− 1)]r dr
∣∣∣∣
Cr |r=T1 |− 1|r=T1C| log |1/2(2)1/2C| log |1/2. (4.15)
Deﬁne
w = f for r ∈ (0, T1);
w =
∫ r
T1
(s) ds + f(T1) for r ∈ [T1, 1].
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Then w ∈ Wr . Since f is a minimizer, we have E(f, B\BT1)E(w, B\BT1). This means
1
2

E(f;B\BT1)
1
2
∫ 1
T1
(2r + r−22)r dr +
1
42
∫ 1
T1
(1 − 2)2r dr
 1
2
∫ 1
T1
2(r−2)r dr + CE(; T1). (4.16)
Applying the Hölder inequality we obtain
∣∣∣∣
∫ 1
T1
(1 − 2)(r−2)r dr
∣∣∣∣ 
(∫ 1
T1
(r−4)r dr
)1/2(∫ 1
T1
(1 − 2)2r dr
)1/2
C(T1)[2E(; T1)]1/2.
Substituting this into∫ 1
T1
2(r−2)r dr =
∫ 1
T1
(r−2)r dr +
∫ 1
T1
(2 − 1)(r−2)r dr
yields∫ 1
T1
2(r−2)r dr
∫ 1
T1
(r−2)r dr + C[2E(; T1)]1/2.
Combining this with (4.16), and using (4.15) we get
1
2

E(f;B\BT1)
1
2
∫ 1
T1
(r−2)r dr + C| log |1/2.
Proposition 4.5 is complete. 
Proof of Theorem 1.3.. Without loss of generality, we may assume that K = B\B(0, T1). From Proposition 4.2, we
have E(f;K)C, where C > 0 is independent of . This and (4.6) lead to ‖V‖H 1(K)C, where V(x) = ∇u(x).
Thus, there exist a subsequence Vk of V and a function V0 ∈ H 1(K,R2) such that
lim
k→0
Vk = V0 weakly in H 1(K,R2),
lim
k→0
|f ′k | = 1 in C	([T1, 1],R), 	 ∈ (0, 1 − 12 ). (4.17)
Clearly, (4.17) implies V0 =±x/|x|. Noticing g(x)= x on B, we see that V0 = x/|x|. Since any subsequence of ∇u
has a convergent subsequence, and the limit is always x/|x|, we can assert that
lim
→0V =
x
|x| weakly in H
1(K,R2). (4.18)
From the above result, and the weakly lower semi-continuity of
∫
K
|∇V |2, we can apply Proposition 4.5 to obtain
∫
K
|∇ x|x| |
2 limk→0
∫
K
|∇V|2 limk→0
∫
K
|∇V|2C| log |1/2 + 2

∫ 1
T1
(r−2)r dr .
Noting
∫
K
|∇x/|x||2 = 2
 ∫ 1
T1
(r−2)r dr , we get
lim
→0
∫
K
|∇V|2 =
∫
K
|∇ x|x| |
2
.
Combining this with (4.17) and (4.18), we complete the proof of (1.10).
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Similar to the derivation of (1.9), we also deduce that as  → 0,
f → (r) in C	loc(0, 1], (4.19)
where  satisﬁes ∇ = x/|x|. Since x/|x| is a potential ﬁeld, we can obtain (r) = r + C˜ via integrating, and
C˜ = g1(x)|B − 1 = f (1)− 1 was determined by the boundary condition. Here f (1)= Const. was already introduced
in Remark 1 of Section 2. Thus, (4.19), together with (1.10), leads to
lim
→0 u(x) = |x| + f (1) − 1 in H
2
loc(B\{0},R).
Eq. (1.11) is proved and Theorem 1.3 is complete. 
Remark 3. Consider the radial minimizer m = F(r)x/|x| of E2(m,B). We claim that u(m) must be written in the
radial form
u(m(x)) = f (r), (4.20)
where f satisﬁes m(x) = ∇f (|x|). In fact, for m(x) = F(r) x|x| , there exists f (r) ∈ H 2([0, 1],R) such that m(x) =∇f (|x|). Therefore, u(x) = f (|x|) solves (1.2) in the distributional sense. Since the solution to (1.2) is unique, (4.20)
is true.
(4.20) shows that∇u in the second term ofE2(m, B) is justm itself, andE2(F (r) x|x| , B)=min{E(u, B); u ∈ Wr}.
Thus, we can obtain the results as (R1)-(R3) for the radialminimizerm ofE2(m,B) via the same argument for the radial
minimizer of E(u, B). If replacing ∇u by m to argue as in this section, we also derive the analogous consequences
as (R1)-(R3) for the minimizer m of E2(m,B).
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