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Abst rac t - -The  authors consider the fourth-order difference equation, 
A2(rn_2A2z,-2) +f (n,x,  0 = O, n ~ Z, 
where f Z x R ---* P~ is a continuous function in the second variable, f (n + T, z) = f(n, z), 
rn+T = rn, for all (n, z) E Z x R, and T is a positive integer By using linking theorem, the authors 
obtain some new criteria for the existence and multiplicity of periodic solutions of the fourth-order 
difference equation. @ 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
We denote by N, Z, R, the set of all natural numbers, integers, and real numbers, respectively. 
For a,b • Z, define Z(a) = {a,a + 1, . . .  ,}, Z(a,b) = {a ,a+ 1 , . . . ,b}  when a < b. 
Consider the nonlinear fourth-order difference quation, 
~ (~_:  A: Xn-~) + f (n, xo) = 0, n • Z, (1.1) 
where A is the forward difference operator Axn = xn+l - xn, A2x,  = A(Ax~) and the real 
sequence rn and the function f satisfy the following conditions. 
(a) rn > O, rn+ T = rn, for a given positive integer T and for all n C Z. 
(b) f :  Z x R ~ R is a continuous function in the second variable and f (n  + T, z) = f (n ,  z) 
for all (n, z) E Z × R. 
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We may think of (1.1) as being a discrete anMogue of the fourth-order differential equation, 
[  2x(t)] 
dt-- ~ r( t )  dt 2 j + f ( t ,x ( t ) )=O.  (1.2) 
As is known to us, the development of the study of periodic solution of differential equations 
is relatively rapid. There have been many approaches to study periodic solutions of differential 
equations, such as critical point theory, fixed-point heory, coincidence degree theory, Kaplan- 
Yorke method, and so on. However, there are few known techniques for studying the existence 
of periodic solutions of discrete systems. In a recent paper [1], the authors tudied the existence 
of periodic solutions of a second-order nonlinear difference quation by using the critical point 
theory for the first time. The paper [1] shows that critical point theory is an effective approach 
to the study of periodic solutions of second-order difference quations. Compared to one-order or 
second-order difference quations, the study of higher-order equations, and in particular, fourth- 
order equations, has received considerably ess attention (see, for example, [2-8] and the references 
contained therein). In 2001, Tamilnadu studied the following fourth-order difference quation of 
form, 
A 2 (rnA2yn) + f (n, Yn) ~- 0, rt e N,  (1.3) 
(see [9,10]), and when f (n ,z )  is classified as superlinear, sublinear, strongly superlinear, and 
strongly subhnear, the authors obtain criteria for the oscillation and nonoscillation of solutions 
for equation (1.3). In 1991 and in 1995, Peterson and Ridenhour considered the disconjugacy of 
equation (1.1) when f (n ,  Yn) - qnYn (see [11,12]). However, to the best knowledge of the authors, 
results on existence of periodic solutions of equation (1.1) has not been found in literature. In this 
paper, by establishing the variational framework of equation (1.1) and transferring the existence 
of periodic solutions of equation (1.1) into the existence of critical points of some functional, we 
obtain some sufficient conditions for the existence of periodic solutions of equation (1.1). 
Now, we state some basic notations and the main results in this paper. Let X be a real Hilbert 
space, I e CI(X, R), which means that [ is a continuously F%chet &fferentiable functional 
defined on X. / is said to be satisfying Palais-Smale condition (P-S condition for short) if any 
sequence {u~} C X for which {I(un)} is bounded and I '(u~) ~ 0 as n - - *  co, possesses a 
convergent subsequence in X. 
Let Bp be the open ball in X with radius p and centered at 0 and let OBp denote its boundary. 
LEMMA 1.1. LINKING THEOREM. (See [1,13].) Let X be a real Hilbert space, X = Xl • X2, 
where X 1 is a finite-dimensional subspace of X Assume that I E CI(X, R) satisfies the P-S 
condition and 
(C1) there exist constants cr > 0 and p > O, such that I [OB,nX2>_ or; 
(C2) there is an e E OBl t3X2 and a constant R1 > p, such that I [aO<_ O, where Q = 
(DR, n Xl) • f 0 < < R1}. 
Then, I possesses a ermcal value c >_ a, where 
c=in f  maxI (h (u) ) ,  F={heC(Q,X)  toe----id}, 
hEF uEQ 
and id denotes the identity operator. 
THEOREM 1.1. Assume that the following conditions are satisfied. 
(A1) For all z e R and all t e Z, one has f0 ~ f(t, s) ds <_ 0 and limz__0(f(t, z) ) / z  = O. 
(A2) There exist R2 > 0 and/3 > 2 such that, for every t E Z and every z C R with [ z [>_ R2 
one has z f ( t ,  z) <_/3 fo f ( t ,  s) ds < O. 
Then, equation (1.1) has at least two nontrivial T-periodic solutions. 
If f (n ,  x~) -- q~g(x~), equation (1.1) reduces to the following fourth-order nonlinear equation, 
A 2 (r~_2A2x~_2) + q~g (x~) = 0, n ~ Z, (1.4) 
where g E C(R,R) ,  qn+T = qn > 0, for all n E Z. Then, we have the following result. 
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THEOREM 1 2. Assume that the following conditions are satisfied. 
(A3) For all z • R,  one has fo g(s) ds < 0 and limz----.0 g(z) /z  : O. 
(A4) There exist R3 > 0 and fl > 2 such that, for every z with Iz] >_ R3 one has zg(z) < 
I2 g(s) ds < o. 
Then, for a given positive integer T, there exist at least two nontrivial T-periodic solutions for 
equatmn (1.4). 
2. SOME BAS IC  LEMMAS 
To apply critical point theory to study the existence of periodic solutions of (1.1), we shall 
state some basic notations and lemmas, which will be used in the proofs of our main results. 
: ' , " " " ' ' " ' ' : { X"  } . . . . .  i "  e • , Let S be the set of sequences, x (.. x_~, x - l , xo ,x l , ,  x,~, . .)  +~ 
S = {x = {x~} : x~ • R, n • Z}. For a given positive integer T, ET is defined as a subspace of 
S by 
sT  = = • s :  = xn, • z} .  
For any x, y • S, a, b • R, ax + by is defined by 
-[-oc 
ax + by : :  {axn + byn}n=_c¢. 
Clearly, ET is isomorphic to R T, ET can be equipped with inner Then, S is a vector space. 
product, 
T 
Vx, yeET ,  (2.1) 
by which the norm H" II can be induced by 
/ T \ 1/2 
It is obvious that ET with the inner product in the (2.1) is a finite-dimensional Hi bert space and 
linearly homeomorphic to R T. Define the functional J on ET as follows, 
T T 
l~ -~rn_ l (A2xn_ l )2 -~-~F(n ,x , ) ,  VxeET ,  (2.3) 
n=l  n=l  
where F(t,  z) = - fo f ( t ,  s) ds. Clearly J e CI (ET,  R) and for any x = {x,}nez e ET, by using 
xo = XT, xl = XT+I, we can compute the partial derivative as 
OJ _ ~2 (rn_2~2xn_2) + f (n, Xn) n • Z (1, T).  
~Xn 
Then, x = {x~}~¢z is a critical point of J on ET (i.e., J ' (X )  = 0) if and only if 
A 2 (r~_2A2xn_2) + f (n, xn) : 0, n • Z (1, T).  
By the periodicity of xn and f (n ,  z) m the first variable n, we have reduced the existence of 
periodic solutions of equation (1.1) to the existence of critical points of J on ET. In other words, 
the functional g is just the variational framework of equation (1.1). For convenience, we identify 
x • ET withx  : (x l ,x2 , . . . ,XT)  T. DenoteW : {(xl ,x2,. . . ,XT) T • ET : x~ -- v, v E R,  
• Z(1, T)} and W ± = Y, such that ET = Y ® W. Denote the norm I1" [1~ on ET as follows 
T (see for example [14]): IIxH~ : (~-~,=1 Ix~l~) 1/~, for all x • ET and r > 1. Clearly, Ilxll : Ilxll2. 
Since I1" I]~ and I1" II are equivalent, here exist constants C1, C2 such that C2 _> C1 > 0, and 
C1 I]X][r ~ HX[] ~ C2 HxHr, Vx  • ET. (2.4) 
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3.  PROOFS OF  THEOREMS 
In this section, we shall prove our main results stated in Section 1 by using Lemma 1.1. First, 
we prove two lemmas which are useful in the proof of theorems. 
LEMMA 3.1. Assume that f(t, z) satisfies condition (A2) of Theorem 1.1, then the functional, 
T 
1 ~-~ rn-1 (A2xn-1) ~ E F(n,x, ) ,  J (x) : ~
n-1  n=l  
is bounded from above on ET. 
PROOF. By (A2), there exist constants al > 0 and a2 > 0, such that for all z C R, 
// - f (t,*) d~ > a~ Izl ~ - a2. 
Set 
v l=  rain rn>0,  v2= max r~>0.  
nGZ(1,T) neZ(1,T) 
For every x E ET, we have 
T 
V2 
J (x) _< 7 Z 
n=l  
T 
r~ l  
T 
: 2v2 E 
n=l  
T 
_< 2v2 
T 
: 8V2 E 
n=l  
= 8V2 Ilxlt 2 -- a l  
~ 8V2 IIX[[ 2 -- a l  
T 
(~x~ - /xx . _d  = - al ~ Ix=l z ÷ a2T 
n=I  
2 [(Axn)2+ (AXn_l) 2] --al Hx]]~ +a2T 
(AXn) 2 - al Ilxll~ + a2T 
2 + ~.) a, (~+~ - I1=11~ + a2T 
Ilxll~ + a2T X n - -  a 1 
IlxLl~ + a~T 
Ilxll p + a2T. 
By ~ > 2 and the above inequality, there exists a constant M > 0, such that for every x E ET, 
J(x) ~ M, and the proof is complete. 
LEMMA 3.2. Assume that f(t, z) satisfies (A2) of Theorem 1.1, then Y satisfies P-S condition. 
PROOF. Let x (k) E ET, k ~ Z(1) be such that {Y(x (k)} is bounded. Then, there exists M1 > 0, 
such that for all k E N, 
J (x  (k)) <M1. 
By the proof of Lemma 3.1, we have for all k E N, 
-Ml~__Y(x (k)) _8v2 z (k) 2--a~(~----~)~lx(k) ~-Fa2T. 
That  is, 
(1 )~ ~ x(k) 2 al -~2 x (k) - 8v2 <_ M1 + a2T, VkcN.  
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By fl > 2, there exists 21//2 > 0, such that for every k E N, 
x (k) _< M2. 
Thus, {x (k)} is bounded on ET. Since ET is finite dimensional, there exists a subseguence of 
{x(k)}, which is convergent in ET, and the P-S condition is verified. 
PROOF OF THEOREM 1.1. By (A1) , we have f(t,O) : 0, then {x,~} : 0, i.e., xn : 0 (n E Z) is a 
trivial T-periodic solution of equation (1.1). By Lemma 3.1, J is bounded from above. We denote 
by Co the supremum of {J(x),  x E ET}. The proof of Lemma 3.1 implies l imll~ll~+o o J (x) = 
-c~,  - J  is coercive. By continuity of J on ET, there exists • E ET, such that J(~) = Co, and 
is a critical point of J .  We claim that Co > 0. In fact, by Condition (Ai), we have 
F (t, ~) 
lira -- 0, 
z-----*0 Z 2 
for any ~ > 0, there exists ~/> 0, such that for every z with Iz] _< 7, 
F (t, z) _< sz 2. 
For any x = (x i ,x2 , . . .  ,XT) T E Y with Ilxll ~ ~, then Ix,~[ < 7, n E Z(1,T).  When T > 2, we 
have 
T T 
J (x) >> --~ vl E (AXn - AXn-1)2  -- E F (n,x,~) 
n=l  n=l  
T 
where y : (Axl,  Ax2 , . . . ,  AXT) T, 
A = 
2 -1  0 0 
-1  2 -1  . . 0 
0 -1  2 . .  0 
0 0 0 . . .  2 
-1  0 0 . . .  -1  
-1  
0 
0 
-1  
2 TxT  
Clearly, 0 is an eigenvalue of A and [ = (v, v , . . . ,  v) s E ET is an eigenvector of A corresponding 
to 0, where v # 0 and v E R. Let Ai, A2,. . . ,  AT-i be the other eigenvalues of A. By matrix 
theory, we have A~ > 0, Vj E Z(1 ,T -  1). Without loss of generality, we assume that 0 < Ai _< 
A2 _< ""  _< AT-i ,  then 
y (x) > ~A1 bll  ~ - ~ IIxll ~ . 
2 
In view of 
we get 
T 
IlYlI2 = E (Xn+l -- xn)2 
n=l  
= xSAx >_ A1 [Ixl[ 2, 
y (x) ~ 2~ 2 I1~112 , 
Take ~ = (vi/4)A 2 and 5 = (vi/4)A21~ 2, the 
J (x )>5>O,  VxEY•OB v. 
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Thus, there exists x E ET such that J (x) > 5 > 0, and Co = supxeET J (x) _> 5 > 0, which 
implies that J satisfies the Condition (C2) of linking theorem, and the critical point of Co is a 
nontrivial T-periodic solution of equation (1.1). Now, we need to verify other conditions of hnking 
theorem. By Lemma 3.2, J satisfies P-S condition. So, it suffices to verify Condition (C2). Take 
eEOB1MY.  For anywEWandrER,  let x -- re + w, then 
T 
Vl 
- -  E ( ten+2 -t- Wn+2 -- ren+l  - -  wn+l  -- ren  - -  Wn + ren-1  -~- Wn-1)  2 J (~) <- 7 
T 
T T 
< V2 
_ ~ ~ r ~ (~+~ - e~+~ - e~ + ~n_~) ~ - ~ ~ Ire~ + ~1 ~ + a~T 
n-----1 n=l  
( l )p (~ )~/e  
<_ 242Tr  2 - al -~2 Ire~ + wnl2 + a2T 
rt= l 
= 8v2Tr 2 -a l  ~ (r e n + wn) + a2T 
= 8v2Tr 2 - al ~ r 2 + ilwl12 ~/2 + a2T 
_<S.~Tr ~-~1 ~ r~-~ ~ II~ll ~+~T.  
Let gl (r) = 8v2Tr 2 - al (1/C2) ~, g2 (t) = -a l (1 /C2)Pt  ~ + a2T. Then, limr----.+~ gl (r) = -co  and 
limt----.+~ g2(t) = -ee ,  and gl(r), g2(t) have bounded from above. Thus, there exists constant 
R4 > ~, such that 
J (z) < o, v x ~ OQ, 
where Q = (/)R4 N W)  ~ {re I 0 < r < R4}. By the Linking Theorem, J possesses critical value 
c _> 5 > 0, where 
c = inf max J (h (u)), 
hEP uEQ 
r :  {h e C (Q, ET) : h loQ= id} . 
Let 5: E ET is a critical point associated to the critical value e of J, i.e., J (9)  = c. If 9 # ~, then 
the proof is complete; if i: = ~, then co = J(~) = J(~?) = c, that is, 
sup J (x) : inf sup J (h (u)). 
XEET uEr  uEQ 
Choose h = id, we have supxc Q J (x) = co. Since the choice of e E OB1 A Y is arbitrary, we can 
take -e  E OB1 A Y. By a similar argument, any x E OQ1, J(x) <_ O, where 
Q1 : (~R~ n w)  • {-re 10 < r < Rs}. 
Again, by using Lemma 1.1, J possesses critical value c' _> 5 > 0, and 
o' : mf  max J (h (~)) 
hEF1 uEQ1 
where F1 = {h E C(~)1, ET) : h ]o<)1= ~d}. If c' 7~ c 7~ 0, the proof is complete. If c' = co, then 
supxeQ 1 J (x) = Co. In view of J IoQ< 0 and J ]0QI_< 0, j attains its maximum at some points in 
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interior of the set Q and Qi. On the other hand, Q A Qi c W and for any x E W, J(x) < O. 
This shows that there must be a point x E^ET, such that ~ = ~ and J(~) = d = co. 
The above argument implies that whether or not c = co, equation (1.1) possesses at least two 
nontrivial T-periodic solutions. 
REMARK 3.1. When T = 1, equation (1 1) is equivalent to f (n,  xn) = 0; when T = 2, A has the 
following form, 
2 " 
In these cases, it is easy to complete the proof of Theorem 1 1. 
Similar to above argument, we can also prove Theorem 1.2, so its proof is omitted. 
Finally, we have the following example to illustrate Theorem 1.1. 
EXAMPLE. Assume that 
f ( t , z )  = (az[z[" + bzlz[ ") (~(t) + M) ,  
where a _> 0, b > 0, # > 0, v > 0, M > 0, ~(t) is a continuous T-periodic function and [~(t)[ < M. 
Consider the fourth-order difference quation, 
A4xn_2  + f (n, xn)  = O, n E Z. 
It is easy to verify that the conditions of Theorem 1.1 are satisfied, thus, this equation possesses 
at least two nontrivial T-periodic solutions. 
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