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ABSTRACT
Modeling Covariance Structure in Unbalanced Longitudinal Data. (August 2008)
Min Chen, B.S., Xiamen University, P. R. China;
M.S., Texas A&M University
Chair of Advisory Committee: Dr. Jianhua Huang
Modeling covariance structure is important for efficient estimation in longitudinal
data models. Modified Cholesky decomposition (Pourahmadi, 1999) is used as an
unconstrained reparameterization of the covariance matrix. The resulting new pa-
rameters have transparent statistical interpretations and are easily modeled using
covariates. However, this approach is not directly applicable when the longitudi-
nal data are unbalanced, because a Cholesky factorization for observed data that is
coherent across all subjects usually does not exist. We overcome this difficulty by
treating the problem as a missing data problem and employing a generalized EM
algorithm to compute the ML estimators. We study the covariance matrices in both
fixed-effects models and mixed-effects models for unbalanced longitudinal data. We
illustrate our method by reanalyzing Kenwards (1987) cattle data and conducting
simulation studies.
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1CHAPTER I
INTRODUCTION
Modeling covariance matrices is important for efficient estimation and inference
for means in regression with longitudinal data. Covariance matrices can be used
in estimating means with a maximum likelihood approach. If covariance matrices
are misspecified, inference for means is invalid using maximum likelihood method.
Working covariance matrices can be used in estimation for means with generalized
estimating equations (GEE). Inference for means would be valid even if working
covariance matrices were misspecified in GEE. The estimation for means, however,
would be inefficient, the confidence interval would be wider, the power of hypothe-
sis tests would be lower. However, modeling the covariance matrices is challenging
because a covariance matrix must be positive definite and it possibly has high di-
mensionality. The number of covariance matrix parameters grows quadratically with
the size of the covariance matrix. The sample covariance matrix is generally positive
definite and unbiased, but not stable due to its high dimensionality.
There have been several studies to overcome the problems of the positive definite
constraint and the high dimensionality of such covariance matrices. Anderson (1973)
proposed the class of linear covariance models (LCM)
Σ = α1U1 + · · ·+ αqUq,
in which α′is are unknown parameters and U
′
is are known symmetric matrices. The
The format and style follow that of Biometrics.
2α′is are constrained such that Σ is positive-definite. Every covariance matrix can also
be written as
Σ = (σij) =
p∑
i=1
p∑
j=1
σijUij,
in which Uij is a p × p matrix with (i, j)-th entry being 1 and other entries being
zero. To reduce the high-dimensionality of a covariance structure, certain entries of
Σ or its inverse can be set to zero. However, the constraint on the coefficients makes
parameter estimation difficult (Anderson, 1973; Szatrowski, 1980).
Leonard and Hsu (1992) and Chiu, Leonard, and Tsui (1996) introduced the
log-linear covariance models which remove the constraint on α′is in linear covariance
models. For a general covariance matrix with the spectral decomposition Σ = PΛP ′,
its matricial logarithm log Σ is defined by log Σ = P log ΛP ′. Thus, a log-linear
models for Σ is written as
log Σ = α1U1 + · · ·+ αqUq,
in which α′is are unknown parameters and U
′
is are known symmetric matrices. Unlike
the linear covariance model, α′is are unconstrained now. The drawback of log-linear
covariance models is that the α′is lack statistical interpretation since log Σ is a non-
linear operation on Σ (Brown, Le, and Zidek, 1994).
The more successful approaches to model covariance structure are decomposing
the matrix into its “dependence” and “variance ” components.
The simplest decomposition of the covariance matrix is the variance-correlation
decomposition given by
Σ = DRD,
in which R is the corresponding correlation matrix and D = diag(
√
σ11, . . . ,
√
σpp)
with σjj standing for the j-th diagonal entry of Σ . Here, R and D can be interpreted
3as “dependence” and “variance” components, respectively. Note that the correlation
matrix R is positive-definite with constrained entries and logarithms of the diagonal
entries of D are unconstrained when the diagonal entries are nonnegative.
Another decomposition of the covariance matrix is the spectral decomposition,
which is also essential to the principal component analysis (Hotelling, 1933), factor
analysis, and other techniques in multivariate statistics (Anderson, 2003). It’s given
by
Σ = PΛP ′
in which Λ = diag(λ1, . . . , λp) with λj being the j-th eigenvalue of Σ and P
′s are or-
thogonal matrices. Here, P and Λ can be interpreted as “dependence” and “variance”
components, respectively.
In both the variance-covariance decomposition and the spectral decomposition,
there are constraints on the “dependence” components. Thus, it is inconvenient to
use covariates to model them.
Pourahmadi (1999, 2000) provided unconstrained reparameterization of the co-
variance matrix in longitudinal studies. The reparameterization is based on a modified
Cholesky decomposition of the covariance matrix Σ. The new parameters have trans-
parent statistical interpretations in terms of the regression coefficients and logarithms
of prediction error variances when regressing a response on its predecessors. In ad-
dition, the new parameters are easily modeled using covariates. With unconstrained
reparameterization of the covariance matrix and modeling the new parameters us-
ing covariates, we can remove the difficulties of high dimensionality and the positive
definite constraint in modeling a covariance matrix.
Following Pourahmadi’s work, several studies have been done for modeling co-
variance matrices in longitudinal data with the modified Cholesky decomposition.
4Pan and MacKenzie (2006) proposed methods that include baseline covariates in
modeling covariance matrices in fixed-effects models when the variability over time
is influenced by the baseline covariate profile. Pourahmadi and Daniels (2002) ex-
tended the modified Cholesky decomposition for covariance matrices in fixed-effects
models to conditionally linear mixed models. Pan and MacKenzie (2007) utilized the
modified Cholesky decomposition in linear mixed-effects models.
In clinical trials, unbalanced longitudinal data are common. However, little re-
search has been done for modeling covariance matrices for unbalanced longitudinal
data. Pourahmadi’s (1999, 2000) modified Cholesky decomposition works well for
balanced longitudinal data. However, this approach is not directly applicable when
the longitudinal data are unbalanced, because a Cholesky factorization for observed
data that is coherent across all subjects usually does not exist.
In this dissertation, we investigate the modified Cholesky decomposition of co-
variance matrices in fixed-effects models, and mixed-effects models with unbalanced
longitudinal data. We address this concern by treating the problem as a missing
data problem, employing a generalized EM algorithm to compute the maximum like-
lihood (ML) estimates. First, a literature review is presented in Chapter II. Chapter
III develops a method for modeling covariance matrices in fixed-effects models with
unbalanced longitudinal data. Chapter IV provides a method for modeling covari-
ance matrices in mixed-effects models with unbalanced longitudinal data. Chapter V
provides a summary and discussion of future research.
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A REVIEW OF MODELING COVARIANCE MATRICES WITH MODIFIED
CHOLESKY DECOMPOSITION
2.1 Modified Cholesky Decomposition
Modified Cholesky decomposition (Pourahmadi, 1999) is used to transform the con-
strained covariance matrix to unconstrained new parameters. Then we can use gen-
eralized regression to model the covariance matrix, as is done for the mean vector.
Newton (1988, P.359) showed a key result that a symmetric matrix Σ is positive
definite if and only if there exists a unique lower triangular matrix T with 1’s as its
diagonal elements and a unique diagonal matrix D with positive diagonal elements
such that
TΣT ′ = D.
The below-diagonal entries of T are negatives of the successive regression coefficients,
and the diagonal entries of D are the prediction error variances when measurements
are regressed on their predecessors. Let y = (y1, . . . , ym)
′ be a time-ordered random
vector with mean zero and covariance matrix Σ. For 1 ≤ t ≤ m, let yˆt stand for
the linear least-squares predictor of yt based on its predecessors yt−1, . . . , y1, and let
ǫt = yt − yˆt be its prediction error with variance σ2t = var(ǫt). Thus, for t = 1,
yˆ1 = E(y1) = 0, and, for 1 < t ≤ m, there are unique scalars φtj such that
yt =
t−1∑
j=1
φtjyj + ǫt.
6The prediction errors
ǫt = yt −
t−1∑
j=1
φtjyj (t = 1, . . . ,m)
are uncorrelated. Let ǫ = (ǫ1, . . . , ǫm)
′ be the vector of successive prediction errors.
Writing in matrix form we have
ǫ = TY,
where T is a unit lower triangular matrix with −φt,j in the (t, j)-th position for
2 ≤ t ≤ m and j = 1, 2, . . . , t− 1. It follows that
cov(ǫ) = T cov(Y )T ′ = TΣT ′ = D,
so that the matrix T diagonalizes the covariance matrix Σ.
Modified Cholesky decomposition transforms the constrained parameters of Σ to
unconstrained and interpretable parameters φt,j , log σ
2
t , for 1 ≤ t ≤ m and 1 ≤ j ≤
t − 1. We call the new parameters φt,j and log σ2t as the generalized autoregressive
parameters and the log-innovation variances of Σ or Y . Since φt,j and log σ
2
t are
unconstrained, we can model them with covariates.
2.2 Fixed-Effects Models: Balanced Longitudinal Data
Pourahmadi (1999, 2000) proposed the modified Cholesky decomposition of covari-
ance matrices in fixed-effects models for longitudinal data.
Let yi be am×1 vector containing the responses for subject i, where i = 1, . . . , n.
The yi are assumed to follow the model
yi = Xiβ + ei,
where Xi is a m× p known design matrix, β is a p× 1 vector of unknown regression
parameters, and the ei are independently distributed as N(0,Σ). Further assume that
7ei is a m×1 vector that corresponds to the same set ofm observation times t1, . . . , tm,
for all i. Let TΣT ′ = D be the modified Cholesky decomposition of Σ, where T is a
unique lower triangular matrix with 1’s as main diagonal entries and D is a unique
diagonal matrix with positive diagonal entries. The parameters φtj and log σ
2
t are
unconstrained and are modeled as φtj = z
′
tjγ and log(σ
2
t ) = u
′
tλ, 1 ≤ j ≤ t − 1,
1 ≤ t ≤ m, where ztj and ut are covariates for covariance matrices and γ ∈ Σq and
λ ∈ Σr are corresponding regression parameters of interest. The quadratic form Q in
the likelihood function can be written as
Q =
n∑
i=1
(yi −Xiβ)′Σ−1(yi −Xiβ) =
n∑
i=1
e′iT
′D−1Tei
=
n∑
i=1
(ei − e˜i)′D−1(ei − e˜i) =
n∑
i=1
m∑
t=1
(ei,t − e˜i,t)2
σ2t
=
m∑
t=1
RSSt
σ2t
,
where
RSSt =
n∑
i=1
(eit −
t−1∑
j=1
φtjeij)
2 =
n∑
i=1
{eit − (
t−1∑
j=1
z′tjeij)γ}2 =
n∑
i=1
{eit − z′(i, t)γ}2.
Therefore
Q =
n∑
i=1
m∑
t=1
σ−2t {eit − z′(i, t)γ}2 =
n∑
i=1
{ei − Z(i)γ}′D−1{ei − Z(i)γ},
where
z(i, t) =
t−1∑
j=1
eijztj, Z(i) = (z(i, 1), z(i, 2), . . . , z(i,m))
′
are q × 1 and m × q matrices respectively. Minus twice the log likelihood function,
except for a constant, has three representations:
−2L(β, λ, γ; y) = n log |Σ|+
n∑
i=1
(yi −Xiβ)′Σ−1(yi −Xiβ)
= n
m∑
t=1
log σ2t +
m∑
t=1
RSSt
σ2t
= n
m∑
t=1
log σ2t +
n∑
i=1
{ei − Z(i)γ}′D−1{ei − Z(i)γ}.
8The score function and the Fisher information for the parameters are computed
as follows:
U1(β) =
n∑
i=1
X ′iΣ
−1ei, I11 =
n∑
i=1
X ′iΣ
−1Xi,
U2(λ) =
1
2
U ′(D−1R− n1m), I22 = 1
2
nU ′U,
U3(γ) =
n∑
i=1
Z ′(i)D−1{ei − Z(i)γ}, I33 = nW,
where R = (Te′)(2)1m with e = (e
′
1, . . . , e
′
n)
′ and 1m = (1, . . . , 1)
′,
U = (u1, . . . , um)
′,
W = E{Z ′(i)D−1Z(i)} =
m∑
t=1
σ−2t E{z(i, t)z′(i, t)} =
m∑
t=1
σ−2t Wt,
and
Wt = E{z(i, t)z′(i, t)} =
t−1∑
k=1
t−1∑
l=1
E(eikeil)ztkz
′
tl =
t−1∑
k=1
t−1∑
l=1
σklztkz
′
tl.
Since E(ei) = 0,
I12 = E(−∂U1
∂λ
) = 0, I13 = E(−∂U1
∂γ
) = 0.
After some algebra,
I23 = nU
′D−1B,
where
bt =
t−1∑
j=1
ajtztj, B = (b1, . . . , bm)
′
and ajt is the (j, t)-th entry of the matrix A = ΣT
′.
The maximum likelihood estimates of β and γ can be obtained by setting the
score function U1 and U3 to zero
β˜ = β˜(Σ) = (
n∑
i=1
X ′iΣ
−1Xi)
−1
n∑
i=1
X ′iΣ
−1yi,
9γ˜ = γ˜(β,D) = {
n∑
i=1
Z ′(i)D−1Z(i)}−1
n∑
i=1
Z ′(i)D−1ei.
An iterative Fisher scoring method for obtaining β˜, λ˜, γ˜ (Pourahmadi, 2000) is
provided as follows:
1. Initialization: set β as its ordinary least-squares estimate.
2. Update the estimated covariance matrix S = n−1
∑n
i=1(yi −Xiβ)(yi −Xiβ)′
to obtain the estimates of T and D.
3. Update λ, γ using the Newton-Raphson iterative method with Fisher scoring.
Update T , D and Σ−1 = T ′D−1T at convergence.
4. Update β using
β˜ = (
n∑
i=1
X ′iΣ˜
−1Xi)
−1
n∑
i=1
X ′iΣ˜
−1yi.
5. Iterate 2-4 until convergence.
2.3 Fixed-Effects Models: Unbalanced Longitudinal Data
Pan and MacKenzie (2003) suggested a more general algorithm which takes unbal-
anced data into account.
Let yit be the t-th of mi measurements on the i-th of n subjects and let tit be
the time at which the measurement yit is made. Denote by yi = (yi1, yi2, . . . , yimi)
′
and ti = (ti1, ti2, . . . , timi)
′ the mi × 1 vectors of responses and times of the ith
subject. It is assumed that yi are independently distributed as Nmi(µi,Σi), where
µi = (µi1, µi2, . . . , µimi)
′ is an mi × 1 vector and Σi is an mi × mi positive definite
matrix. The mean µit of yit are assumed to follow the model
µit = x
′
itβ,
where xit is the baseline covariates associated with the t-th observation of the i-th
subject, and β is a p×1 vector of unknown regression parameters. The subject-specific
10
covariance matrix, Σi may be modeled using modified Cholesky decomposition. Let
TiΣiT
′
i = Di be the modified Cholesky decomposition of Σi, where Ti is a unique lower
triangular matrix with 1’s as main diagonal entries andDi is a unique diagonal matrix
with positive diagonal entries. The parameters φitj and log σ
2
it are unconstrained and
are modeled as φitj = z
′
itjγ and log(σ
2
it) = u
′
itλ, 1 ≤ j ≤ t − 1, 1 ≤ t ≤ mi,
where zitj and uit are covariates for covariance matrices and γ ∈ Rq and λ ∈ Rr
are corresponding regression parameters of interest. Minus twice the log likelihood
function, except for a constant, is given by
−2L =
n∑
i=1
log |T−1i DiT ′−1i |+
n∑
i=1
r′iT
′
iD
−1
i Tiri,
where rit = yit − x′itβ is the t-th element of ri = yi − Xiβ, the vector of residuals,
and the matrix Xi has row vectors x
′
it(t = 1, 2, . . . ,mi). The maximum likelihood
estimating equations for β, γ, λ become
U1(β) =
n∑
i=1
X ′iΣ
−1
i (yi −Xiβ) = 0,
U2(γ) =
n∑
i=1
Z∗
′
i D
−1
i (ri − Z∗i γ) = 0,
U3(λ) =
1
2
n∑
i=1
U ′i(D
−1
i ei − 1mi) = 0,
where the matrix Z∗i , a mi × q matrix, has row z∗′it =
∑t−1
j=1 rijz
′
itj. Also,
Ui = (u
′
i1, u
′
i2, . . . u
′
imi
)′, ei = (e
′
i1, e
′
i2, . . . , e
′
imi
)′,
with eit = (rit − rˆit)2 and rˆit =
∑t−1
j=1 φitjrij, are the mi × q matrix of covariates and
the mi×1 vector of squared fitted residuals, respectively, and 1mi is the mi×1 vector
of 1′s.
An iteratively re-weighted least squares algorithm is used to calculate the maxi-
mum likelihood estimates.
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1. Initialization: set Σi = Imi(i = 1, 2, . . . , n).
2. Using the current estimates of γ and λ, update β using
β˜ = (
n∑
i=1
X ′iΣ
−1
i Xi)
−1
n∑
i=1
X ′iΣ
−1
i yi.
3. Using the current estimates of β and λ, update γ by
γ˜ = {
n∑
i=1
Z∗
′
i D
−1
i Z
∗
i }−1
n∑
i=1
Z∗
′
i D
−1
i ri,
where Z∗i is a mi × q matrix.
4. Using the current estimates of β and γ, update λ using the Newton-Raphson
iterative method with Fisher scoring.
5. Iterate 2-4 until convergence.
This is a more general approach than that given by Pourahmadi (1999). Pan and
MacKenzie’s algorithm can be applied to the dropout longitudinal data. However,
this approach is not directly applicable when the longitudinal data have intermittent
missing values, because a Cholesky factorization for observed data coherent across all
subjects usually does not exist.
2.4 Including Baseline Covariates in Modeling Covariance Matrices
Pan and MacKenzie (2006) considered including baseline covariates in modeling co-
variance structures under the circumstances that the variability over time is influenced
by the baseline covariate profile. Then, the parameters φitj and log σ
2
it are modeled
as φitj = x˜
′
itjβ2 + z
′
itjγ and log(σ
2
it) = x˜
′
itβ3 + u
′
itλ, 1 ≤ j ≤ t− 1, 1 ≤ t ≤ mi, where
zitj and uit are covariates for covariance matrices, γ ∈ Σq and λ ∈ Σr are correspond-
ing regression parameters of interest, x˜itj and x˜it are baseline covariates for the ith
subject and interaction terms with zitj and uit respectively. The intercept terms are
usually included in the zitj and uit when polynomial terms are fitted. If two distinct
12
polynomials with q−1 and d−1 degrees are used to model the correlation parameters
φitj and log-innovation variances log σ
2
it , the zitj and uit can have the forms
zitj = (1, (tit − tij), (tit − tij)2, . . . , (tit − tij)q−1)′,
uit = (1, tit, t
2
it, . . . , t
d−1
it )
′.
Given one baseline covariate ai which indicates treatment A when ai = 0 and treat-
ment B when ai = 1, the covariates x˜itj and x˜it may have the forms
x˜itj = (ai, ai × (tit − tij), ai × (tit − tij)2, . . . , ai × (tit − tij)q−1)′,
x˜it = (ai, ai × tit, ai × t2it, . . . , ai × td−1it )′.
Minus twice the log-likelihood function, except for a constant, has three repre-
sentations:
−2L(β, λ, γ; y) =
n∑
i=1
log |Σi|+
n∑
i=1
(yi −Xiβ)′Σ−1i (yi −Xiβ)
=
n∑
i=1
mi∑
t=1
log σ2it +
n∑
i=1
mi∑
t=1
(rit − r˜it)2
σ2it
=
n∑
i=1
log |Di|+
n∑
i=1
(ri − X˜∗i β2 − Z∗i γ)′D−1i (ri − X˜∗i β2 − Z∗i γ),
where rit = yit − x′itβ is the t-th element in the vector ri = yi − xiβ of order mi × 1,
r˜it =
∑t−1
j=1 φitjrij is the t-th element in the vector r˜i of order mi × 1, the t-th row
in X˜∗i is x˜
∗
′
it with x˜
∗
it =
∑t−1
j=1 ritx˜itj, the t-th row of Z
∗
i is z
∗
′
it with z
∗
it =
∑t−1
j=1 ritzitj.
Note that x˜∗i1 = 0, z
∗
i1 = 0 and r˜i1 = 0.
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The score functions for the parameters are:
U1(β) =
n∑
i=1
X ′iΣ
−1
i (yi −Xiβ),
U2(β2) =
n∑
i=1
X˜∗
′
i D
−1
i (ri − X˜∗i β2 − Z∗i γ),
U3(γ) =
n∑
i=1
Z∗
′
i D
−1
i (ri − X˜∗i β2 − Z∗i γ),
U4(β3) =
1
2
n∑
i=1
X˜ ′i(D
−1
i ei − 1mi),
U5(λ) =
1
2
n∑
i=1
U ′i(D
−1
i ei − 1mi),
where ei = (ei1, ei2, . . . , eimi)
′ with eit = (rit − r˜it)2, X˜i = (X˜ ′i1, X˜ ′i2, . . . , X˜ ′imi)′ and
Ui = (u
′
i1, u
′
i2, . . . , u
′
imi
)′.
The maximum likelihood estimates of β, β2 and γ can be obtained by setting the
score functions U1, U2 and U3 to zero. Then we get
β˜ = (
n∑
i=1
X ′iΣ
−1
i Xi)
−1
n∑
i=1
X ′iΣ
−1
i yi,

β˜2
γ˜

 =


∑n
i=1 X˜
∗
′
i D
−1
i X˜
∗
i
∑n
i=1 X˜
∗
′
i D
−1
i Z
∗
i∑n
i=1 Z
∗
′
i D
−1
i X˜
∗
i
∑n
i=1 Z
∗
′
i D
−1
i Z
∗
i


−1

∑n
i=1 X˜
∗
′
i D
−1
i ri∑n
i=1 Z
∗
′
i D
−1
i ri

 .
The Newton-Raphson algorithm is applied to compute the estimates of β3 and
λ. The updated estimates of β3 and λ are
β˜3
λ˜

 =


∑n
i=1 X˜
′
iV
−1
i X˜i
∑n
i=1 X˜
′
iV
−1
i Ui∑n
i=1 U
′
iV
−1
i X˜i
∑n
i=1 U
′
iV
−1
i Ui


−1

∑n
i=1 X˜
′
iV
−1
i µi∑n
i=1 U
′
iV
−1
i µi

 ,
where µi = (logDi + Imi − Vi)1mi and V −1i = diag(ei1/σ2i1, . . . , eimi/σ2imi).
To calculate the maximum likelihood estimates of the parameters, Pan and
MacKenzie (2006) proposed the following algorithm:
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1. Initialization: set Σi = Imi(i = 1, 2, . . . , n).
2. Using the current estimates of β2, β3, γ and λ, update β using
β˜ = (
n∑
i=1
X ′iΣ˜
−1
i Xi)
−1
n∑
i=1
X ′iΣ˜
−1
i yi.
3. Using the current estimates of β, β3 and λ, update β2 and γ.
4. Using the current estimates of β, β2 and γ, update λ and β3 using the Newton-
Raphson iterative method.
5. Iterate 2-4 until convergence.
2.5 Conditionally Linear Mixed Models
Pourahmadi and Daniels (2002) extended the modified Cholesky decomposition for
covariance matrices in fixed-effects models to conditionally linear mixed models for
longitudinal data. The so-called dynamic conditionally linear mixed model has the
form
yi = f(Xiβ) + Zibi + ǫ
∗
i ,
where yi is anmi×1 vector containing the responses for subject i, i = 1, . . . , n, Xi is a
mi×p design matrix, β is a p×1 vector of unknown fixed effects parameters, Zi is an
mi× q design matrix, bi is a q× 1 vector of unknow random effects parameters, f is a
known nonlinear function of its arguments (Vonesh and Carter, 1992), ǫ∗i ∼ N(0,Σi)
and Σ−1i = T
′D−1i T .
The linear parameters in the model may be random, but nonlinear parameters are
fixed. This setup allows for flexible models and includes many covariance structures
such as all standard linear mixed models, ante-dependence models and Vonesh-Carter
models. It guarantees the fitted covariance matrix is positive definite.
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2.6 Linear Mixed-Effects Models: Balanced Longitudinal Data
Pan and MacKenzie (2007) suggested modeling the within subject covariance matrices
in linear mixed models with modified Cholesky decomposition (Pourahmadi, 1999,
2000).
The linear mixed model has the form
yi = Xiβ + Ziαi + ei,
where yi is an mi × 1 vector containing the responses for subject i, i = 1, . . . , n, Xi
is a mi × p known matrix, β is a p × 1 vector of unknown regression parameters, Zi
is an mi × b design matrix, the b × 1 vector of between-subject random effects αi
are distributed as N(0, B), and the mi × 1 vector of within-subject random effects
ei are independently distributed as N(0,Σi). The subject specific covariance matrix
Σi can be modeled using covariates following the approach of Pourahmadi (1999,
2000). Let TiΣiT
′
i = Di be the modified Cholesky decomposition of Σi, where Ti is a
unique lower triangular matrix with 1’s as main diagonal entries and Di is a unique
diagonal matrix with positive diagonal entries. The parameters φitj and log σ
2
it are
unconstrained and are modeled as φitj = z
′
itjγ and log(σ
2
it) = u
′
itλ, 1 ≤ j ≤ t − 1,
1 ≤ t ≤ m, where zitj and uit are covariates for covariance matrices and γ ∈ Rq
and λ ∈ Rr are corresponding regression parameters of interest. The between-subject
covariance matrix is denoted by the general parameter vector δ, i.e., B = B(δ).
The EM-algorithm is adopted to calculate the maximum likelihood estimates of
the parameters θ = (β′, α′, γ′, λ′). The logarithm of the joint density function of the
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responses and random effects is given by
log f(y, α) =− 1
2
n∑
i=1
log |Σi| − 1
2
n∑
i=1
(yi −Xiβ − Ziαi)′Σ−1i (yi −Xiβ − Ziαi)
− n
2
log |B| − 1
2
n∑
i=1
α′iB
−1αi.
If the random effects are treated as missing data, let Q be the expected likelihood
given the observed data y and the current parameter values θ = (β(s)
′
, α(s)
′
, γ(s)
′
, λ(s)
′
).
Then
Q = E{log f(y, α)|y, θ(s)}
= −1
2
n∑
i=1
log |Σi| − 1
2
n∑
i=1
ê
(s)′
i Σ
−1
i ê
(s)
i −
1
2
n∑
i=1
tr{Σ−1i Zi(Φ(s)i )−1Z ′i}
− n
2
log |B| − 1
2
n∑
i=1
tr[B−1{(Φ(s)i )−1 + α̂(s)i α̂(s)
′
i }],
where
ê
(s)
i = yi −Xiβ − Ziα̂(s)i ,
α̂
(s)
i = B
(s)Z ′i(ZiB
(s)Z ′i + Σ
(s)
i )
−1(yi −Xiβ(s)),
Φ
(s)
i = (B
(s))−1 + Z ′i(Σ
(s)
i )
−1Zi.
For the fixed effects, the first-derivative of Q with respect to β betted to zero
leads to the updated β
β(s+1) = {
n∑
i=1
X ′i(Σ
(s)
i )
−1Xi}−1
n∑
i=1
X ′i(Σ
(s)
i )
−1(yi − Ziα̂(s)i ).
The estimation for the between-subject covariance matrixB is obtained by taking
first-derivative of Q with respect to δk, the k-th component of the vector δ, and setting
to zero. We have
∂Q
∂δk
= −1
2
tr
(
[nB−1 −B−1
n∑
i=1
{α̂(s)i α̂(s)
′
i + (Φ
(s)
i )
−1}B−1]∂B
∂δk
)
= 0.
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Then the updated between-subject covariance matrix B is
B(s+1) =
1
n
n∑
i=1
{α(s)i α(s)
′
i + (Φ
(s)
i )
−1}.
Newton-Raphson algorithm is used to update γ and λ. The first-derivatives of
Q with respect to γ and λ are given by
∂Q
∂γ
=
n∑
i=1
mi∑
t=1
σ−2it [A
eˆ(s)
it {ê(s)it − (Aeˆ
(s)
it )
′γ}+ Az˜(s)it {z˜(s)it − (Az˜
(s)
it )
′γ}]
and
∂Q
∂λ
= −1
2
n∑
i=1
mi∑
t=1
hit +
1
2
n∑
i=1
mi∑
t=1
σ−2it {ê(s)it − (Aeˆ
(s)
it )
′γ}2hit
+
1
2
n∑
i=1
mi∑
t=1
σ−2it {z˜(s)it − (Az˜
(s)
it )
′γ}′{z˜(s)it − (Az˜
(s)
it )
′γ}hit,
where Aeˆ
(s)
it =
∑t−1
k=1 zitkê
(s)
ik and ê
(s)
it are the transposes of t-th rows of êi, A
z˜(s)
it =∑t−1
k=1 zitk(z˜
(s)
ik )
′ and z˜
(s)
it are the transposes of the t-th rows of Z˜
(s)
i = Zi(Φ
(s)
i )
−1/2.
When t = 1, we have Abe
(s)
i1 = 0 and A
z˜(s)
i1 = 0. The second-derivatives of Q with
respect to γ and λ are given by
∂2Q
∂γ∂γ′
= −
n∑
i=1
mi∑
t=1
σ−2it {Aeˆ
(s)
it (A
eˆ(s)
it )
′ + Az˜
(s)
it (A
z˜(s)
it )
′},
∂2Q
∂λ∂λ′
= −1
2
n∑
i=1
mi∑
t=1
σ−2it [{ê(s)it − (Aeˆ
(s)
it )
′γ}2 + {z˜(s)it − (Az˜
(s)
it )
′γ}′{z˜(s)it − (Az˜
(s)
it )
′γ}](hith′it),
∂2Q
∂γ∂λ′
= −
n∑
i=1
mi∑
t=1
σ−2it [A
eˆ(s)
it {ê(s)it − (Aeˆ
(s)
it )
′γ}+ Az˜(s)it {z˜(s)it − (Az˜
(s)
it )
′γ}]h′it.
Hence the updated γ and λ using the Newton-Raphson algorithm are

γ
(s+1)
λ(s+1)

 =

γ
(s)
λ(s)

+

−
∂2Q
∂γ∂γ′
− ∂2Q
∂γ∂λ′
− ∂2Q
∂λ∂γ′
− ∂2Q
∂λ∂λ′


−1
θ=θ(s)


∂Q
∂γ
∂Q
∂λ


θ=θ(s)
.
The steps of the EM-algorithm for the estimation of the parameters are
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1. E-step: update the random effects α
(s)
i given current values of β, δ, γ and λ.
Then update the between-subject covariance matrix B.
2. M-step: update the fixed effects β. Then update the γ and λ via the Newton-
Raphson algorithm.
3. Iterate the E-step and M-step until convergence.
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CHAPTER III
FIXED-EFFECTS MODELS WITH UNBALANCED LONGITUDINAL DATA
3.1 Introduction
Pourahmadi’s (1999, 2000) modified Cholesky decomposition works well for balanced
longitudinal data. However, this approach is not directly applicable when the lon-
gitudinal data are unbalanced, because a Cholesky factorization for observed data
coherent across all subjects usually does not exist. In this chapter, we address this
concern by treating the problem as a missing data problem and employing a gen-
eralized EM algorithm to compute the ML estimators for the fixed-effects models.
Section 3.2 presents the incomplete data fixed-effects model and details for the modi-
fied Cholesky decomposition of the covariance matrix. The algorithm to calculate the
ML estimators is given in Section 3.3. Section 3.4 provides the asymptotic distribu-
tion of the ML estimators. Section 3.5 and 3.6 describe an application to Kenward’s
(1987) cattle data and simulation studies.
3.2 The Incomplete Data Model
Let yi be a mi × 1 vector containing the responses for subject i, where i = 1, . . . , n.
The yi are assumed to follow the model
yi = Xiβ + ei,
where Xi is a mi × p known matrix, β is a p × 1 vector of unknown regression
parameters, and the ei are independently distributed as N(0,Σi). We further assume
that ei is a sub-vector of a m × 1 vector e∗i that corresponds to the same set of m
observation times t1, . . . , tm, for all i. It follows that Σi is a sub-matrix of Σ
∗
i = var(e
∗
i ).
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This model, called the incomplete data model, arises in situations where a fixed
number m of measurements, corresponding to different times, are to be collected on
each of n subjects, but not all of the subjects’ responses are observed (Jennrich and
Schluchter, 1986).
The subject specific covariance matrix Σ∗i can be modeled using covariates follow-
ing the approach of Pourahmadi (1999, 2000). There exists a unique lower triangular
matrix Ti with 1’s as main diagonal entries and a unique diagonal matrix Di with
positive diagonal entries such that TiΣ
∗
iT
′
i = Di. The below-diagonal entries of Ti are
the negatives of the autoregressive coefficients, φitj, in e˜
∗
it =
∑t−1
j=1 φitje
∗
ij, the linear
least squares predictor of e∗ij based on its predecessors e
∗
i(t−1), . . . , e
∗
i1. The diagonal
entries of Di are the innovation variances σ
2
it = var(e
∗
it − e˜∗it), where 1 ≤ t ≤ m and
1 ≤ i ≤ n. The parameters φitj and log σ2it are unconstrained and are modeled as
φitj = z
′
itjγ and log(σ
2
it) = u
′
itλ, 1 ≤ j ≤ t− 1, 1 ≤ t ≤ m, where zitj and uit are co-
variates for covariance matrices and γ ∈ Rq and λ ∈ Rr are corresponding regression
parameters of interest. We assume that there is no missing value in these covariates,
which is the case if they only depend on baseline covariates and scheduled observation
times.
The model is flexible. The log(σ2it) and φitj can have nonlinear functions of their
parameters γ, λ respectively. For example, the matrices T with entries φi,j given
respectively by
γi−j, γ(ti−ti−j)
θ
, γ
f(ti,λj)−f(ti−j ,λj)
j , γi−j
are correspond toAR(1) , damped exponential (Diggle, 1988; Munoz, Carey, Schouten,
Segal, and Rosner, 1992), structured ante-dependence (Zimmerman and Nunez-Anton,
1997) and banded (Pourahmadi, 1999).
21
3.3 Algorithm for Maximum Likelihood
This section derives a generalized EM algorithm (Dempster, Laird, and Rubin, 1977;
Jennrich and Schluchter, 1986; Laird, Lange, and Stram, 1987) to compute the ML
estimators. The iterative algorithm consists of two parts. The first part uses gener-
alized least squares to update β:
β˜ =
( n∑
i=1
X ′iΣ
−1
i Xi
)
−1( n∑
i=1
X ′iΣ
−1
i yi
)
, (3.1)
which is equivalent to maximizing the likelihood with respect to β while holding γ and
λ fixed. The second part comprises one iteration of a generalized EM algorithm to
update λ and γ, using e∗i as complete data and sub-vectors ei = yi−Xiβ as observed
data, and assuming β is equal to its current value. The updates of γ and λ are
obtained separately using weighted least squares and one step of Newton-Raphson.
Now we give details of the second part of the algorithm. Minus twice the log
likelihood function for complete data, except for a constant, is given by
−2l =
n∑
i=1
(log |Σ∗i |+ e∗
′
i Σ
∗−1
i e
∗
i ) =
n∑
i=1
{log |Σ∗i |+ tr(Σ∗−1i Vi)}.
where Vi = e
∗
i e
∗
′
i . Let Q be the expected log likelihood given the observed data and
the current parameter values. Then
−2Q =
n∑
i=1
{log |Σ∗i |+ tr(Σ∗−1i V̂i)},
where V̂i = E(e
∗
i e
∗
′
i |ei) = ê∗i ê∗i
′
+ var(e∗i |ei) with ê∗i = E(e∗i |ei). The calculation of ê∗i
and V̂i follows standard results for multivariate normal distributions. For example, if
e∗i =

 ei
e+i

 ∼ N(0,Σ∗i ), Σ∗i =

Σ
∗
i11 Σ
∗
i12
Σ∗i21 Σ
∗
i22

 ,
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then
E(e∗i |ei) =

 I
Σ∗i21Σ
∗−1
i11

 ei (3.2)
and
var(e∗i |ei) =

0 0
0 Σ∗i22 − Σ∗i21Σ∗−1i11 Σ∗i12

 . (3.3)
In the EM algorithm we need to minimize −2Q with respect to γ and λ. We now
derive two expressions of −2Q that are useful in solving the optimization problem.
First note that |Σ∗i | = |Di| =
∏m
t=1 σ
2
it. Since Σ
∗−1
i = T
′
iD
−1
i Ti and the t-th row of
Tie
∗
i is
e∗it −
t−1∑
j=1
φitje
∗
ij = e
∗
it −
t−1∑
j=1
e∗ijz
′
itjγ,
we have that
e∗
′
i Σ
∗−1
i e
∗
i = e
∗
′
i T
′
iD
−1
i Tie
∗
i =
m∑
t=1
σ−2it RSit,
where the residual squared RSit = (e
∗
it−
∑t−1
j=1 e
∗
ijz
′
itjγ)
2. Denote Z ′it = (zit1, . . . , zit(t−1))
and recall that Vi = (Vijj′) = e
∗
i e
∗
′
i . Let Vit = Vi[·, t], V (t−1)it = Vi[1:(t − 1), t] and
V
(t−1)
i = Vi[1:(t− 1), 1:(t− 1)] be appropriate sub-matrices of Vi. Then
RSit = e
∗2
it − 2
t−1∑
j=1
γ′zitje
∗
ije
∗
it + γ
′
( t−1∑
j,j′=1
zitje
∗
ije
∗
ij′z
′
itj′
)
γ
= Vitt − 2γ′Z ′itV (t−1)it + γ′Z ′itV (t−1)i Zitγ.
Note that if t = 1 we have V
(t−1)
it = 0 and V
(t−1)
i = 0. The above discussion yields
two expressions of the log likelihood of complete data
−2l =
n∑
i=1
m∑
t=1
(
log σ2it +
RSit
σ2it
)
=
n∑
i=1
m∑
t=1
(
log σ2it +
Vitt
σ2it
)
+
n∑
i=1
m∑
t=1
σ−2it (−2γ′Z ′itV (t−1)it + γ′Z ′itV (t−1)i Zitγ).
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It follows that the expected log likelihood given observed data has two expressions
−2Q =
n∑
i=1
m∑
t=1
(
log σ2it +
R̂Sit
σ2it
)
=
n∑
i=1
m∑
t=1
(
log σ2it +
V̂itt
σ2it
)
+
n∑
i=1
m∑
t=1
σ−2it (−2γ′Z ′itV̂ (t−1)it + γ′Z ′itV̂ (t−1)i Zitγ),
where R̂Sit = E(RSit|ei) and V̂i with sub- and super-scripts are appropriate sub-
matrices of V̂i. We can also show that R̂Sit is the (t, t)-th element of the matrix
TiV̂iT
′
i .
The update of γ and λ proceeds as follows. For fixed λ, −2Q is a quadratic form
in γ and is minimized by
γ˜ =
( n∑
i=1
m∑
t=1
σ−2it Z
′
itV̂
(t−1)
i Zit
)
−1
n∑
i=1
m∑
t=1
σ−2it Z
′
itV̂
(t−1)
it . (3.4)
For fixed γ, optimization of −2Q over λ does not have a closed-form expression and
we rely on the Newton-Raphson algorithm. Since log σ2it = u
′
itλ, simple calculation
yields
∂Q
∂λ
= −1
2
n∑
i=1
m∑
t=1
(
1− R̂Sit
σ2it
)
uit
and
∂2Q
∂λ∂λ′
= −1
2
n∑
i=1
m∑
t=1
R̂Sit
σ2it
uitu
′
it.
The Newton-Raphson algorithm updates the current values λ(0) to λ(1) using
λ(1) = λ(0) +∆λ, ∆λ = −
( ∂2Q
∂λ∂λ′
)
−1∂Q
∂λ
. (3.5)
For the generalized EM algorithm, we only do one step instead of full iteration of
the Newton-Raphson. We need make sure that the log likelihood increases at each
step of the generalized EM algorithm, using partial stepping such as step-halving if
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necessary. Step-halving works as follows. If Q(λ(1)) ≤ Q(λ(0)), we replace ∆λ by its
half in the update λ(1) = λ(0) +∆λ, and continue doing so until Q(λ(1)) > Q(λ(0)).
The steps of the algorithm are summarized as follows:
(i) Initialization: set Σ∗i = I, i = 1, . . . , n.
(ii) Using the current estimates of γ and λ (or Σ∗i in the first iteration), compute
the updated estimate β˜ of β using equation (3.1).
(iii) Compute V̂i, i = 1, . . . , n, where the relevant conditional expectations are
calculated using (3.2) and (3.3).
(iv) Using the current estimates of β and λ, update γ using (3.4).
(v) Using the current estimates of β and γ, update the current estimate λ(0) to
λ(1) using one step of Newton-Raphson as (3.5). Use step-halving to guarantee that
the likelihood is increased.
(vi) Iterate (ii)–(v) until convergence.
3.4 Observed Information Matrix
Since we are in a parametric framework, the standard likelihood theory applies. The
ML estimators of β, γ, λ are consistent and normally distributed.
One drawback of the EM algorithm is that it does not automatically provide
standard errors for the estimates. If the observed data likelihood L(θ; y) is available,
θˆ can be obtained, then we can find the standard errors from the observed Fisher
information I(θˆ; y). The asymptotic variance-covariance matrix of the maximum
likelihood estimators θˆ can be computed using the inverse of the observed information
matrix I(θˆ; y), evaluated at the θˆ.
We will follow Oakes (1999) and Pawitan (2001). In general, the conditional
25
density of the complete data y∗ given the observed data y is
pθ(y
∗|y) = pθ(y
∗)
pθ(y)
.
Therefore,
logL(θ; y∗|y) = logL(θ; y∗)− logL(θ; y).
Taking the conditional expectation given y gives
E{logL(θ; y∗|y)|y, θ0} = Q(θ|θ0)− logL(θ; y).
Let h(θ|θ0) = E{logL(θ; y∗|y)|y, θ0}. So
logL(θ; y) = Q(θ|θ0)− h(θ|θ0).
Taking the derivatives with respect to θ we have
S(θ; y) =
∂Q(θ|θ0)
∂θ
− ∂h(θ|θ
0)
∂θ
.
Now ∂h(θ|θ0)/∂θ = 0 at θ = θ0, since h(θ|θ0) is maximized at θ = θ0. So we can
express the observed score in terms of the first derivative of Q as
S(θ0; y) =
∂Q(θ|θ0)
∂θ
|θ=θ0.
This relationship holds at each yi for independent data y1, . . . , yn; therefore
S(θ0; yi) =
∂Qi(θ|θ0)
∂θ
|θ=θ0 ,
where Qi = E{logL(θ; y∗i )|yi, θ0}. The estimate of the observed Fisher information is
I(θ˜; y) ≈
∑
i
S(θ˜; yi)S
t(θ˜; yi).
We can estimate the variance-covariance matrix of (γ˜, λ˜), since the observed
Fisher information
I(θ˜; y) ≈
∑
i
S(θ˜; yi)S
t(θ˜; yi) ≈


∑
i S(γ˜; yi)S
t(γ˜; yi)
∑
i S(γ˜; yi)S
t(λ˜; yi)∑
i S(λ˜; yi)S
t(γ˜; yi)
∑
i S(λ˜; yi)S
t(λ˜; yi)

 , (3.6)
26
where
S(θ˜; yi) = [
∂Qi(θ|θ(0))
∂θ
]θ=θ˜.
We have that
S(γ˜; yi) = [
∂Qi
∂γ
]γ=γ˜ = [
m∑
t=1
σ−2it (Z
′
itV̂
(t−1)
it − Z ′itV̂ (t−1)i Zitγ)]|γ=γ˜
and
S(λ˜; yi) = [
∂Qi
∂λ
]λ=λ˜ = [−
1
2
m∑
t=1
(
1− R̂Sit
σ2it
)
uit]|λ=λ˜.
Then the asymptotic variances of the ML estimator θ˜ can be obtained by the inverse
of the observed Fisher information (3.6), evaluated at the estimator θ˜.
Since β˜ and (γ˜, λ˜) are asymptotically independent and consistent estimators for
(β′, γ′, λ′)′, the asymptotic covariance matrix of β˜ can be estimated by (
∑
iX
′
iΣ˜
−1Xi)
−1.
3.5 An Application to Kenward’s Cattle Data
Kenward (1987) showed an experiment to study the effect of treatments on intestinal
parasites of cattle. Thirty cattle were randomly assigned to each of the treatment
groups A and B. The weights of the cattle were measured 11 times over a 133-day
period. The intervals between consecutive measures were two weeks, except the last
one was one week. The measures were taken at the same set of times and there
were no missing observations. The times were rescaled as t = 1, 2, . . . , 11. This
is a balanced longitudinal data. The equality of the two within treatment-group
covariance matrices was rejected using the classical likelihood ratio test (Zimmerman
and Nunez-Anton, 1997). Pourahmadi (1999) used a saturated mean model, that is
µ = (µ1, . . . , µ11)
′, for the mean response profile and reparameterized the covariance
matrix with the modified Cholesky decomposition for the treatment group A. By the
regressograms, he suggested that the generalized autoregressive parameters were a
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cubic function of the lag and the logarithms of the innovation variances were a cubic
function of the time. That is,
φ˜tj = γ1 + γ2(t− j) + γ3(t− j)2 + γ4(t− j)3 + ǫtj,
and
log σ˜2t = λ1 + λ2t+ λ3t
2 + λ4t
3 + ǫt,
where t = 1, 2, . . . , 11 and j = 1, 2, . . . , t− 1.
Let Poly(r, q) represent polynomial models in t and t−j of degree r for log σ2t and
degree q for φtj, respectively. Then Poly(r, q) model for Σ has r + q + 2 parameters.
Pourahmadi (2000) fitted Poly(3, q) models for q = 0, 1, 2, 3 to Σ and computed the
ML estimators of their parameters, the maximized log-likelihood functions and the
corresponding BIC values. Note that BIC is defined as
BIC = −2
n
Lmax + p
logn
n
,
where n is the sample size, Lmax is the maximized log-likelihood for the model and p
is the number of parameters. The better-fitting models have smaller values of BIC.
Based on the Lmax and BIC columns in Table 1 (Pourahmadi, 2000), the
Poly(3,3) model is preferred.
The objective of our analysis is to apply the modified Cholesky decomposition
to unbalanced longitudinal data. We had 10%, 20%, 30%, 40%, or 50% of the cattle
data missing completely at random. Then we adopted Pourahmadi’s scheme using
the Poly(3,3) model and estimated the ML estimators with the generalized EM. We
repeated this procedure ten times. The results are shown in Figure 1, Figure 2,
Figure 3, Figure 4, and Figure 5. The fitted log-innovation variances and generalized
autoregressive parameters from unbalanced data using our generalized EM algorithm
are close to those from the complete cattle data using Pourahmadi (1999)’s algorithm.
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Figure 1: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 10% of the cattle data missing.
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Figure 2: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 20% of the cattle data missing.
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Figure 3: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 30% of the cattle data missing.
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Figure 4: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 40% of the cattle data missing.
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Figure 5: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 50% of the cattle data missing.
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Table 1: Values of Lmax, number of parameters and BIC for several models for
Kenward’s cattle data.
Model Lmax Number of parameters BIC
Unstructured Σ -1019.69 66 75.35
Poly(3,3) -1049.01 8 70.84
Poly(3,2) -1080.08 7 72.80
Poly(3,1) -1131.61 6 76.09
Poly(3,0) -1215.35 5 81.59
Poly(3) -1377.43 4 92.28
Unstructured AD(2) -1035.98 30 72.47
Structured AD(2) -1054.13 8 71.18
Stationary AR(2) -1062.89 3 71.20
Structured AD(2)
with λ1 = λ2 = 1 -1054.20 6 70.96
3.6 Simulation Studies
We conducted simulation studies mimicking the data pattern of Kenward’s cattle
data in the treatment group A. We considered the performance of the algorithm
in the following scenarios: we generated the data which were equally spaced with
mi = 11, for all i, then we had 10%, 20%, 30%, 40%, or 50% of the simulation data
missing completely at random. We adopted the saturated mean model and two cubic
polynomials for the generalized autoregressive parameters and the logarithms of the
innovation variances. We simulated with 400 replications from the same true model.
That is
log σ˜2t = λ1 + λ2t+ λ3t
2 + λ4t
3 + ǫt,
and
φ˜t,j = γ1 + γ2(t− j) + γ3(t− j)2 + γ4(t− j)3 + ǫt,j,
where t = 1, 2, . . . , 11 and j = 1, 2, . . . , t− 1.
The findings are shown in Table 2. The Monte Carlo standard deviations are in
parentheses. The table shows good agreement between the ML estimators of (γ, λ)
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Table 2: Simulation results for fixed-effects models: average maximum likelihood es-
timators and Monte Carlo standard deviations from the true model and five scenarios
considered in the simulation study.
Model Parameters j=1 j=2 j=3 j=4
Ture model λj 3.50 -1.18 0.22 -0.87
γj 0.09 -0.54 0.46 -0.44
10% missing λj 3.40(0.09) -1.18(0.36) 0.13(0.37) -0.87(0.34)
γj 0.09(0.01) -0.54(0.05) 0.45(0.06) -0.44(0.09)
20% missing λj 3.38(0.09) -1.19(0.37) 0.11(0.37) -0.86(0.39)
γj 0.09(0.01) -0.54(0.05) 0.45(0.07) -0.45(0.09)
30% missing λj 3.37(0.10) -1.22(0.41) 0.12(0.42) -0.86(0.41)
γj 0.09(0.01) -0.54(0.06) 0.45(0.08) -0.45(0.11)
40% missing λj 3.34(0.11) -1.25(0.44) 0.10(0.49) -0.86(0.44)
γj 0.09(0.01) -0.55(0.08) 0.45(0.10) -0.46(0.13)
50% missing λj 3.32(0.13) -1.30(0.46) 0.06(0.52) -0.86(0.52)
γj 0.09(0.02) -0.55(0.09) 0.45(0.11) -0.46(0.14)
Values within parentheses are Monte Carlo standard deviations of 400 estimators
and the truth parameters in these five scenarios. The Monte Carlo standard deviation
increases as the percentage of missing values increases.
Figure 6, Figure 7, Figure 8, Figure 9, and Figure 10 with 10 simulations for
the above scenarios also show that the fitted log-innovation variances and generalized
autoregressive parameters from unbalanced data using our generalized EM algorithm
are close to the true values.
35
2 4 6 8 10
2
.0
2
.5
3
.0
3
.5
4
.0
4
.5
5
.0
Time
L
o
g−
in
no
v.
 v
ar
.
Complete Data
2 4 6 8 10
−
0
.5
0
.0
0
.5
1
.0
Lag
G
en
. a
ut
o.
 p
ar
.
Complete Data
Figure 6: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 10% of the simulation data missing.
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Figure 7: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 20% of the simulation data missing.
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Figure 8: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 30% of the simulation data missing.
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Figure 9: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 40% of the simulation data missing.
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Figure 10: Fitted log-innovation variances and generalized autoregressive parameters
for the fixed-effects model with 50% of the simulation data missing.
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CHAPTER IV
MIXED-EFFECTS MODELS WITH UNBALANCED LONGITUDINAL DATA
4.1 Introduction
In this chapter, we reparameterize the within-subject covariance matrix in the mixed-
effects model with unbalanced longitudinal data using the modified Cholesky decom-
position and employ a generalized EM algorithm to compute the ML estimators. Sec-
tion 4.2 presents the incomplete data mixed-effects model and details for the modified
Cholesky decomposition of the covariance matrix. The algorithm to calculate the ML
estimators is given in Section 4.3. Section 4.4 provides the asymptotic distribution of
the ML estimators. Section 4.5 and 4.6 describe an application to Kenward’s (1987)
cattle data and simulation studies.
4.2 The Incomplete Data Model
Let yi be a mi × 1 vector containing the responses for subject i, where i = 1, . . . , n.
The yi are assumed to follow the model
yi = Xiβ + Ziαi + ei,
where Xi is a mi×p known matrix, β is a p×1 vector of unknown regression parame-
ters, Zi is an mi× b design matrix, the b×1 vector of between-subject random effects
αi are distributed as N(0, B), and the mi× 1 vector of within-subject random effects
ei are independently distributed as N(0,Σi). We assume bi and ei are independent.
We further assume that ei is a sub-vector of a m×1 vector e∗i that corresponds to the
same set of m observation times t1, . . . , tm, for all i. It follows that Σi is a sub-matrix
of Σ∗i = var(e
∗
i ). This model, called the incomplete data model, arises in situations
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where a fixed number m of measurements, corresponding to different times, are to
be collected on each of n subjects, but not all of the subjects’ responses are observed
(Jennrich and Schluchter, 1986).
The subject specific covariance matrix Σ∗i can be modeled using covariates follow-
ing the approach of Pourahmadi (1999, 2000). There exists a unique lower triangular
matrix Ti with 1’s as main diagonal entries and a unique diagonal matrix Di with
positive diagonal entries such that TiΣ
∗
iT
′
i = Di. The below-diagonal entries of Ti are
the negatives of the autoregressive coefficients, φitj, in e˜
∗
it =
∑t−1
j=1 φitje
∗
ij, the linear
least squares predictor of e∗ij based on its predecessors e
∗
i(t−1), . . . , e
∗
i1. The diagonal
entries of Di are the innovation variances σ
2
it = var(e
∗
it − e˜∗it), where 1 ≤ t ≤ m and
1 ≤ i ≤ n. The parameters φitj and log σ2it are unconstrained and are modeled as
φitj = z
′
itjγ and log(σ
2
it) = u
′
itλ, 1 ≤ j ≤ t− 1, 1 ≤ t ≤ m, where zitj and uit are co-
variates for covariance matrices and γ ∈ Rq and λ ∈ Rr are corresponding regression
parameters of interest. We assume that there is no missing value in these covariates,
which is the case if they only depend on baseline covariates and scheduled observation
times.
The between-subject covariance matrix is denoted by the general parameter vec-
tor δ, i.e., B = B(δ).
The model is flexible. The log(σ2it) and φitj can have nonlinear functions of their
parameters γ, λ respectively. For example, the matrices T with entries φi,j given
respectively by
γi−j, γ(ti−ti−j)
θ
, γ
f(ti,λj)−f(ti−j ,λj)
j , γi−j
are correspond to AR(1) , damped exponential (Diggle, 1988; Munoz et al., 1992),
structured antedependence (Zimmerman and Nunez-Anton, 1997) and banded (Pourah-
madi, 1999).
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4.3 Algorithm for Maximum Likelihood
This section derives a generalized EM algorithm (Dempster et al., 1977; Jennrich and
Schluchter, 1986; Laird et al., 1987) to compute the ML estimators. The iterative
algorithm consists of three parts. The first part uses generalized least squares to
update fixed effects β:
β˜ =
( n∑
i=1
X ′iΣ
−1
i Xi
)
−1{ n∑
i=1
X ′iΣ
−1
i (yi − Ziαi)
}
, (4.1)
which is equivalent to maximize the likelihood with respect to β while holding B,
γ and λ fixed. The second part estimates the between-subject covariance matrix
B. The third part comprises one iteration of a generalized EM algorithm to update
λ and γ. Both the second and third parts use (e∗i , αi) as complete data and ηi =
yi −Xiβ = Ziαi + ei as observed data, and assuming β is equal to its current value.
The updates of γ and λ are obtained separately using weighted least squares and one
step of Newton-Raphson.
Now we give details of the second part and third part of the algorithm. Minus
twice the log likelihood function for complete data, except for a constant, is given by
−2l =
n∑
i=1
(log |Σ∗i |+ e∗
′
i Σ
∗−1
i e
∗
i + log |B|+ α′iB−1αi)
=
n∑
i=1
{[log |Σ∗i |+ tr(Σ∗−1i Vi) + log |B|+ tr(B−1Ui)}.
where Vi = e
∗
i e
∗
′
i and Ui = αiα
′
i. Let Q be the expected log likelihood given the
observed data and the current parameter values. Then
−2Q =
n∑
i=1
{log |Σ∗i |+ tr(Σ∗−1i V̂i) + log |B|+ tr(B−1Ûi)},
where V̂i = E(e
∗
i e
∗
′
i |ηi) = ê∗i ê∗i
′
+var(e∗i |ηi) with ê∗i = E(e∗i |ηi), and Ûi = E(αiα′i|ηi) =
α̂iα̂i
′ + var(αi|ηi) with α̂i = E(αi|ηi). The calculation of α̂i and Ûi is as follows:
E(αi|ηi) = BZ ′i(Σi + ZiBZ ′i)−1ηi. (4.2)
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and
var(αi|ηi) = B −BZ ′i(Σi + ZiBZ ′i)−1ZiB
= (Z ′iΣ
−1
i Zi + B
−1)−1.
(4.3)
The second equality in (4.3) is based on a standard matrix calculation, see for example,
p358 of Pawitan (2001). The calculation of ê∗i and V̂i follows standard results for
multivariate normal distributions. For example, if
e∗i =

 ei
e+i

 ∼ N(0,Σ∗i ), Σ∗i =

Σ
∗
i11 Σ
∗
i12
Σ∗i21 Σ
∗
i22

 , Σ∗i11 = Σi,
then 

ei
e+i
ηi

 ∼ N(0,


Σ∗i11 Σ
∗
i12 Σ
∗
i11
Σ∗i21 Σ
∗
i22 Σ
∗
i21
Σ∗i11 Σ
∗
i12 ZiBZ
′
i + Σ
∗
i11

).
Hence,
E(e∗i |ηi) =

Σ
∗
i11
Σ∗i21

 (Σ∗i11 + ZiBZ ′i)−1ηi (4.4)
and
var(e∗i |ηi) = Σ∗i −

Σ
∗
i11
Σ∗i21

 (Σ∗i11 + ZiBZ ′i)−1

Σ
∗
i11
Σ∗i21


′
. (4.5)
In the EM algorithm we need to minimize −2Q with respect to γ and λ. We now
derive two expressions of −2Q that are useful in solving the optimization problem.
First note that |Σ∗i | = |Di| =
∏m
t=1 σ
2
it. Since Σ
∗−1
i = T
′
iD
−1
i Ti and the t-th row of
Tie
∗
i is
e∗it −
t−1∑
j=1
φitje
∗
ij = e
∗
it −
t−1∑
j=1
e∗ijz
′
itjγ,
we have that
e∗
′
i Σ
∗−1
i e
∗
i = e
∗
′
i T
′
iD
−1
i Tie
∗
i =
m∑
t=1
σ−2it RSit,
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where the residual squared RSit = (e
∗
it−
∑t−1
j=1 e
∗
ijz
′
itjγ)
2. Denote Z ′it = (zit1, . . . , zit(t−1))
and recall that Vi = (Vijj′) = e
∗
i e
∗
′
i . Let Vit = Vi[·, t], V (t−1)it = Vi[1:(t − 1), t] and
V
(t−1)
i = Vi[1:(t− 1), 1:(t− 1)] be appropriate sub-matrices of Vi. Then
RSit = e
∗2
it − 2
t−1∑
j=1
γ′zitje
∗
ije
∗
it + γ
′
( t−1∑
j,j′=1
zitje
∗
ije
∗
ij′z
′
itj′
)
γ
= Vitt − 2γ′Z ′itV (t−1)it + γ′Z ′itV (t−1)i Zitγ.
Note that if t = 1 we have V
(t−1)
it = 0 and V
(t−1)
i = 0. The above discussion yields
two expressions of the log likelihood of complete data
−2l =
n∑
i=1
m∑
t=1
(
log σ2it +
RSit
σ2it
)
+
n∑
i=1
{log |B|+ tr(B−1Ui)}
=
n∑
i=1
m∑
t=1
(
log σ2it +
Vitt
σ2it
)
+
n∑
i=1
m∑
t=1
σ−2it (−2γ′Z ′itV (t−1)it + γ′Z ′itV (t−1)i Zitγ) +
n∑
i=1
{log |B|+ tr(B−1Ui)}.
It follows that the expected log likelihood given observed data has two expressions
−2Q =
n∑
i=1
m∑
t=1
(
log σ2it +
R̂Sit
σ2it
)
+
n∑
i=1
{log |B|+ tr(B−1Ûi)}
=
n∑
i=1
m∑
t=1
(
log σ2it +
V̂itt
σ2it
)
+
n∑
i=1
m∑
t=1
σ−2it (−2γ′Z ′itV̂ (t−1)it + γ′Z ′itV̂ (t−1)i Zitγ) +
n∑
i=1
{log |B|+ tr(B−1Ûi)},
where R̂Sit = E(RSit|ei) and V̂i with sub- and super-scripts are appropriate sub-
matrices of V̂i. We can also show that R̂Sit is the (t, t)-th element of the matrix
TiV̂iT
′
i .
For updating B with fixed γ and λ, −2Q is minimized by
B˜ =
1
n
n∑
i=1
Ûi. (4.6)
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The update of γ and λ proceeds as follows. For fixed λ, −2Q is a quadratic form
in γ and is minimized by
γ˜ =
( n∑
i=1
m∑
t=1
σ−2it Z
′
itV̂
(t−1)
i Zit
)
−1
n∑
i=1
m∑
t=1
σ−2it Z
′
itV̂
(t−1)
it . (4.7)
For fixed γ, optimization of −2Q over λ does not have a closed-form expression and
we rely on the Newton-Raphson algorithm. Since log σ2it = u
′
itλ, simple calculation
yields
∂Q
∂λ
= −1
2
n∑
i=1
m∑
t=1
(
1− R̂Sit
σ2it
)
uit
and
∂2Q
∂λ∂λ′
= −1
2
n∑
i=1
m∑
t=1
R̂Sit
σ2it
uitu
′
it.
The Newton-Raphson algorithm updates the current values λ(0) to λ(1) using
λ(1) = λ(0) +∆λ, ∆λ = −
( ∂2Q
∂λ∂λ′
)
−1∂Q
∂λ
. (4.8)
For the generalized EM algorithm, we only do one step instead of full iteration of
the Newton-Raphson. We need make sure that the log likelihood increases at each
step of the generalized EM algorithm, using partial stepping such as step-halving if
necessary. Step-halving works as follows. If Q(λ(1)) ≤ Q(λ(0)), we replace ∆λ by its
half in the update λ(1) = λ(0) +∆λ, and continue doing so until Q(λ(1)) > Q(λ(0)).
The steps of the algorithm are summarized as follows:
(i) Initialization: set α = 0, b× 1 vector,B = I and Σ∗i = I, i = 1, . . . , n.
(ii) Using the current estimates of α, B, γ and λ (or Σ∗i in the first iteration),
compute the updated estimate β˜ of β using equation (4.1).
(iii) Using the current estimates of β, B, γ and λ,update α using equation (4.2).
(iv) Compute Ûi, i = 1, . . . , n, where the relevant conditional expectations are
calculated using (4.2) and (4.3).
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(v) Compute V̂i, i = 1, . . . , n, where the relevant conditional expectations are
calculated using (4.4) and (4.5).
(vi) Using the current estimate of α, β, γ and λ, update the current estimate
B(0) to B(1) using (4.6).
(vii) Using the current estimates of α, β, B and λ, update γ using (4.7).
(viii) Using the current estimates of α, β, B and γ, update the current estimate
λ(0) to λ(1) using one step of Newton-Raphson as (4.8). Use step-halving to guarantee
that the likelihood is increased.
(ix) Iterate (ii)–(viii) until convergence.
4.4 Observed Information Matrix
Since we are in a parametric framework, the standard likelihood theory applies. The
ML estimators of β, γ, λ, δ are consistent and normally distributed.
One drawback of the EM algorithm is that it does not automatically provide
standard errors for the estimates. If the observed data likelihood L(θ; y) is available,
θˆ can be obtained, then we can find the standard errors from the observed Fisher
information I(θˆ; y). The asymptotic variance-covariance matrix of the maximum
likelihood estimators θˆ can be computed using the inverse of the observed information
matrix I(θˆ; y), evaluated at the θˆ.
We follow Oakes (1999) and Pawitan (2001) as in Section 3.4. The observed
score in terms of the first derivative of Q can be express as
S(θ0; y) =
∂Q(θ|θ0)
∂θ
|θ=θ0.
This relationship holds at each yi for independent data y1, . . . , yn; therefore
S(θ0; yi) =
∂Qi(θ|θ0)
∂θ
|θ=θ0 ,
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where Qi = E{logL(θ; y∗i )|yi, θ0}. The estimate of the observed Fisher information is
I(θ˜; y) ≈
∑
i
S(θ˜; yi)S
t(θ˜; yi).
We can estimate the variance-covariance matrix of θ˜ = (γ˜, λ˜, δ˜), since the ob-
served Fisher information
I(θ˜; y) ≈
∑
i
S(θ˜; yi)S
t(θ˜; yi)
≈


∑
i S(γ˜; yi)S
t(γ˜; yi)
∑
i S(γ˜; yi)S
t(λ˜; yi)
∑
i S(γ˜; yi)S
t(δ˜; yi)∑
i S(λ˜; yi)S
t(γ˜; yi)
∑
i S(λ˜; yi)S
t(λ˜; yi)
∑
i S(λ˜; yi)S
t(δ˜; yi)∑
i S(δ˜; yi)S
t(γ˜; yi)
∑
i S(δ˜; yi)S
t(λ˜; yi)
∑
i S(δ˜; yi)S
t(δ˜; yi)

 ,
(4.9)
where
S(θ˜; yi) = [
∂Qi(θ|θ(0))
∂θ
]θ=θ˜.
We have that
S(γ˜; yi) = [
∂Qi
∂γ
]γ=γ˜ = [
m∑
t=1
σ−2it (Z
′
itV̂
(t−1)
it − Z ′itV̂ (t−1)i Zitγ)]|γ=γ˜
and
S(λ˜; yi) = [
∂Qi
∂λ
]λ=λ˜ = [−
1
2
m∑
t=1
(
1− R̂Sit
σ2it
)
uit]|λ=λ˜.
The k-th component of the S(δ˜; yi) is
Sk(δ˜; yi) = [
∂Qi
∂δk
]δ=δ˜ = [−
1
2
tr{(B−1 −B−1ÛiB−1)B˙k}]|δ=δ˜
where B˙k = ∂B/∂δk. Then the asymptotic variances of the ML estimator θ˜ can be
calculated using the inverse of the observed Fisher information (4.9), evaluated at the
ML estimator θ˜.
Since β˜ and (γ˜, λ˜, δ˜) are asymptotically independent and consistent estimators for
(β′, γ′, λ′, δ′)′, the asymptotic covariance matrix of β˜ can be estimated by (
∑
iX
′
iΣ˜
−1Xi)
−1.
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4.5 An Application to Kenward’s Cattle Data
Kenward (1987) showed an experiment to study the effect of treatments on intestinal
parasites of cattle. Thirty cattle were randomly assigned to each of the treatment
groups A and B. The weights of the cattle were measured 11 times over a 133-day
period. The intervals between consecutive measures were two weeks, except the last
one was one week. The measures were taken at the same set of times and there
were no missing observations. The times were rescaled as t = 1, 2, . . . , 11. This is
a balanced longitudinal data. Pourahmadi (1999) used a saturated mean model and
reparameterized the covariance matrix with the modified Cholesky decomposition
for the treatment group A. He suggested that both the generalized autoregressive
parameters and the logarithms of the innovation variances were cubic functions of
the lag or time. That is,
φ˜tj = γ1 + γ2(t− j) + γ3(t− j)2 + γ4(t− j)3 + ǫtj,
and
log σ˜2t = λ1 + λ2t+ λ3t
2 + λ4t
3 + ǫt,
where t = 1, 2, . . . , 11 and j = 1, 2, . . . , t − 1. Thus, he did not explicitly take the
between-cattle variation into account.
Pan and MacKenzie (2007) compared Pourahmadi’s fixed-effects model with
several linear mixed-effects models. They adopted the cubic polynomial regression
scheme for the autoregressive coefficients and the innovation variances in the Cholesky
decomposition of the within-subject covariance matrix for group A. They assumed
that the random effects αi ∼ N(0, B(δ)), where B(δ) = diag(δ21, δ22 , . . . , δ2b). Both
the BIC and AIC criteria select the random intercept linear mixed-effects model
(b = 1) as the best model. A formal test shows there is between-cattle variation which
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should be taken into account. Furthermore, they compared their random intercept
linear mixed-effects model (b = 1) with several menu-selection models including inde-
pendent, compound symmetry, AR(1), AR(2) or ARMA(1, 1) as the within-subject
covariance matrix. The BIC and AIC show that their model is much better than
the menu-selection methods considered.
The objective of our analysis is to apply the modified Cholesky decomposition
to unbalanced longitudinal data. We had 10%, 20%, 30%, 40%, or 50% of the cattle
data missing completely at random. Then we adopted Pan and MacKenzie’s scheme
using the random intercept linear mixed-effects model (b = 1) and estimated the ML
estimators with the generalized EM algorithm. We repeated this procedure ten times.
The results are shown in Figure 11, Figure 12, Figure 13, Figure 14, and Figure 15.
The fitted log-innovation variances and generalized autoregressive parameters from
unbalanced data using our generalized EM algorithm are close to those from the
complete cattle data using Pourahmadi (1999)’s algorithm.
4.6 Simulation Studies
We conducted simulation studies mimicking the data pattern of Kenward’s cattle
data in the treatment group A. We considered the performance of the algorithm
in the following scenarios: we generated the data which were equally spaced with
mi = 11, for all i, then we had 10%, 20%, 30%, 40%, or 50% of the simulation
data missing completely at random. We adopted saturated mean for the random
intercept linear mixed-effects model (b = 1). We used two cubic polynomials for the
generalized autoregressive parameters and the logarithms of the innovation variances.
We simulated with 400 replications from the same true model.
The findings are shown in Table 3. The Monte Carlo standard deviations are in
parentheses. The table shows good agreement between the ML estimators of (γ, λ)
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Figure 11: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 10% of the cattle data missing.
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Figure 12: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 20% of the cattle data missing.
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Figure 13: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 30% of the cattle data missing.
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Figure 14: Fitted log-innovation variances and generalized autoregressive parameters
fro the mixed-effects model with 40% of the cattle data missing.
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Figure 15: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 50% of the cattle data missing.
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Table 3: Simulation results for mixed-effects models: average maximum likelihood es-
timators and Monte Carlo standard deviations from the true model and five scenarios
considered in the simulation study.
Model Parameters j=1 j=2 j=3 j=4
Ture model λj 2.95 -1.17 -0.07 -0.99
γj -0.23 -0.85 0.18 -0.19
10% missing λj 2.90(0.11) -1.22(0.38) -0.06(0.40) -0.98(0.37)
γj -0.24(0.05) -0.85(0.10) 0.17(0.07) -0.19(0.08)
20% missing λj 2.90(0.12) -1.23(0.39) -0.08(0.41) -0.98(0.40)
γj -0.23(0.06) -0.84(0.12) 0.18(0.08) -0.19(0.08)
30% missing λj 2.90(0.13) -1.24(0.43) -0.07(0.45) -0.98(0.44)
γj -0.22(0.08) -0.83(0.17) 0.18(0.10) -0.19(0.10)
40% missing λj 2.89(0.14) -1.29(0.46) -0.07(0.51) -0.99(0.48)
γj -0.22(0.08) -0.81(0.15) 0.19(0.10) -0.17(0.13)
50% missing λj 2.87(0.16) -1.34(0.56) -0.10(0.57) -1.01(0.56)
γj -0.22(0.07) -0.81(0.15) 0.19(0.11) -0.18(0.15)
Values within parentheses are Monte Carlo standard deviations of 400 estimators
and the truth parameters in these five scenarios.
Figure 16, Figure 17, Figure 18, Figure 19, and Figure 20 with 10 simulations
for the above scenarios also show that the the fitted log-innovation variances and
generalized autoregressive parameters from unbalanced data using our generalized
EM algorithm are close to the true values.
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Figure 16: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 10% of the simulation data missing.
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Figure 17: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 20% of the simulation data missing.
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Figure 18: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 30% of the simulation data missing.
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Figure 19: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 40% of the simulation data missing.
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Figure 20: Fitted log-innovation variances and generalized autoregressive parameters
for the mixed-effects model with 50% of the simulation data missing.
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CHAPTER V
SUMMARY AND FUTURE RESEARCH
5.1 Summary
In this dissertation, we studied reparameterization of covariance matrices with the
modified Cholesky decomposition for the fixed-effects and the mixed-effects models
for unbalanced longitudinal data. The new parameters have statistical interpretations
in terms of innovation variances and autoregressive parameters. The new parameters
are not constrained. We can easily model them with covariates in the covariance
matrix such that the number of elements to be estimated can be reduced. The
modified Cholesky decomposition approach overcomes the difficulties of modeling
covariance matrices: positive definite constraint and potential high dimensionality.
When observations are not observed at the same set of times, or there are missing
observations, we use a Generalized EM algorithm to estimate the ML estimators. We
also studied the asymptotic distribution of the ML estimators.
5.2 Future Research
As a future research problem, it would be interesting to extend the proposed method-
ology to fixed-effects models when the variability over time is influenced by the base-
line covariate profile for unbalanced longitudinal data. Furthermore, it would be
interesting to extend the proposed methodology to conditionally linear mixed models
for unbalanced longitudinal data.
If the covariance matrix is structured, we can not apply this method directly.
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Any structure imposed on the covariance matrix will lead to constraints on innova-
tion variances and autoregressive parameters. However, we might handle this prob-
lem by choosing appropriate covariates for innovation variances and autoregressive
parameters.
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