Abstract-The classical Stefan problem is a linear onedimensional heat equation with a free boundary at one end, modelling a column of liquid (e.g. water) in contact with an infinite strip of solid (ice). Given the fixed boundary conditions, the column temperature and free boundary motion can be uniquely determined. In the inverse problem, one specifies the free boundary motion, say from one steady-state length to another, and seeks tu determine the column temperature and fixed boundary conditions, or boundary control. This motion phnning problem is a simplified version of a crystal growth problem. In this paper, we consider motion planning of the free boundary (Stefan) problem rith a quadratic nonlinear reaction term. The treatment here is a first step towards treating higher order nonlinearities as observed in crystal growth furnaces. Convergence of a series solution is proven and a detailed parametric study on the series radius of convergence given. Moreover, we prove that the parametrization can indeed he used for motion planning purposes; computation of the open loop motion planning is straightforward and we giye simulation results.
I. INTRODUCTION
In this paper we consider a free boundary problem for a nonlinear parabolic partial differential equation. In particular, we are concerned with the inverse problem, which means we know the behavior of the free boundary a priori and would like a solution, e.g. a convergent series, in order to determine what the trajectories of the system should be for steady-state to steady-state boundary control.
The classical Stefan problem models a column of liquid in contact at 0 degrees with an infinite strip of its solid phase, as depicted in Figure 1 . The problem is thoroughly explored in [l] and a catalogue of various problems reducing to problems of the Stefan type is given in (151. We investigate a modified Stefan problem that includes a diffusion term and a nonlinear reaction term. This can be seen as a simple model of a chemically reactive and beat diffusive liquid surrounded by ice, as considered under a more general form in [3] .
Define (2, t ) H u ( z , t ) as the temperature in the liquid and t ++ y ( t ) as the position of the liquidkolid interface, given a position 2 and time t. The functions h(t) and $(z) are the temperatures at the fixed end (x = 0) and at initial time (t = O), respectively. The nonlinear Stefan problem is to determine a u(z, t) and y ( t ) , given h ( t ) and $(z) 
and the boundaries are denoted in order as
As in [I] , we refer to DT and BT as the parabolic interior and parabolic boundary, respectively. Figure 2 gives a graphical 2-D representation of the interior and boundary. The notation y(t) is the time derivative of y ( t ) and U, p 2 0, T > 0. This model arises from a classical energy balance. The equation u.(y(t) ,t) = -y(t) expresses the fact that all of the heat energy arriving at the liquid-solid interface is utilized in the melting process. In the model, the thermal conductivity coefficient and a parameter equal to the product of the solid density and the latent heat of fusion are normalized to one. Of course it is possible to use different values for these coefficients using changes of scales for x, t and U, as described in [I, In this paper we combine the two issues: the free boundary (Stefan) problem with a quadratic nonlinearity. Using the work in (111 as a starting point, we prove convergence of a series solution. Then a parametric study on the series radius of convergence is carried out. Moreover, we prove that the parametrization can indeed can be used for motion planning purposes; computation of the open loop motion planning is straightforward. We also give brief simulation results.
The Stefan problem we consider is a first step towards a more complex problem for multidimensional reactiondiffusion systems investigated in 161, where three chemical species balance equations contain second order reaction terms. Extension of our approach to a fourth order radiation term, i.e. the Stefan-Boltzmann condition, is a subject for future work. A model with this condition arises in crystal growth furnaces, where a solid phase is surrounded by an infinite liquid phase. We feel the work presented here can highlight some of the difficulties and challenges of problems that arise in motion planning for crystal growth models.
SERIES SOLUTIONS AND CONVERGENCE

A. Oufline
In Section II-B we establish a lower bound on the radius of convergence of a series solution, denoted 7 ' . that depends upon the physical constants of the model p and v. The radius 7. also depends upon A4 and R, the Gevrey constants of the function y ( t ) . The definition of a Gevrey function is given implicitly in Theorem 1 here (and also in [9] ), from which it is clear that the associated constants (M and R in this case) characterize the aggressiveness of the trajectories of the system. In Section Il-C we make use of several lemmas to construct a parametric lower bounds on the radius. The bound can be used in practice to guarantee convergence over a given domain.
B. Series Solution
Consider the series solution
For the solution (2) to satisfy
the a,(t) coefficients must satisfy the recurrence equation
where n I 2, with ao = 0 (arising from the u ( y ( t ) , t ) = 0 condition) and a1 = -y (arising from the,Stefan condition -u2(y(t),t) = y ( t ) ) . These necessary conditions are also sufficient. From (3) it is clear that given y ( t ) , all the series coefficients a,(t) and therefore the temperature u ( x , t ) and boundary conditions h(t) and +(z) are uniquely determined. By majorizing the series in (2), we will prove that this solution converges absolutely. We now state the first of two main theorems in the paper. The proof makes use of two lemmas stated in the appendix.
The third term in (6) 
the radius of convergence of the series has as a lower bound
the unique positive root 0 = q* of the polynomial
Proat By induction on n, we prove that for all n = Using Lemma 2 and Lemma 3, we can bound the term 0,1,2, ..., the coefficients satisfy the bound (n -l)!(n + I ) ! " for and some we examine A > 0. n The = 1 coefficient as the base a0 case, = 0 satisfies since the (5) recurrence trivially [& m=0 ( ; ) ( I + n -m -l 
is defined for n 2 2. Namely, for al = -y,
and the last inequality is strict when 1 > 0. By inductive
hypothesis, we assume now that (5) holds for all i = 0,1, ..., n -1 and prove that it must also hold for i = n.
Taking an absolute value and 1 time derivatives of (3), after the triangle inequality we have m=o The fourth (nonlj,,ear) term in (6) is majorized as
where the last inequality makes use of Lemma 3. Using Collecting the terms for (6) and noticing that for n 2 1, I 2 0, and cy 2 0, [A]" < 1 holds, we have
C.
The positive rcmt q* of the equation f(s*) -1 = 0 exists and is unique since (f(.)-l)(q) is analytic and strictly increases Renmrk 1: We give here analytic expressions of the first five coefficients of the series (2) so one can see how the successive derivatives of y appear through recurrence (3) from -1 to +m as q grows from 0 to +m. 
Parametenzations of Radius of Convergence
This section is concerned with a parametric lower bound
The bound is achieved using the following lemma.
the unique positive mot qo of Lenrma I: For all a, 6, c strictly positive real parameters,
The terms in the square brackets are bounded using
With these bounds, we have . . ...
R ( v +
Given ( A i , R , p, v). the parameter A is chosen such that is lower bounded by
2(a/c + 9
Proofr The function q H a s + bq2 +cq -1 is analytic and strictly increases from -1 to +CO as q grows from 0 to +w. Define h l ( q ) = aq3+6q2, hz(s) = 1-cq. The graphs of hl and h? intersect at qo. Since hl > 0 on 10, +CO[ it is clear that so < l/c.
On 10, l/c[ it is easy to check that h l ( q ) < (a/. + b)$.
On this interval hl is a strictly increasing function while h2 is strictly decreasing. Let 4 be the unique positive root of ( a r c + b)$ = 1 -cq and we get that hl(rj) < hz(rj), yielding 4 < q". Finally 
D. Numetical Simulations
Assume one wants to grow the liquid column from an initial length 1.0 with uniform zero temperature to a final length 2.0 with uniform zero temperature. This problem is challenging since the actuation is at the fixed boundary, a surface opposite to the melting interface. As such, the openloop control must compensate for both the energy loss due to melting at the interface and due to the diffusion and reaction terms. We take the first IO terms to approximate the solution u(z, t).
Steady-state to steady-state simulations are considered and it is easy to verify $ 0. Figure 4 shows the temperature profile for T = 100, p = 1.2, U -= 0.5, L = 1.0, and L + [?I) noted that as T gets large 0' tends to 2/v and so does its lower bound 6.
u(x,t) temperature 
CONCLUSIONS AND FUTURE WORK
In this paper, we have considered boundary control of a simplified model of crystal growth. The problem includes two technical difficulties: the moving boundary and a quadratic reaction term. When combined, these issues make convergence substantially more difficult to study. We derived conservative results that can indeed be used in practice, as shown in the simulation section. The solution we propose must be used with caution or a physical requirement of the model, namely non-negativity of the temperature in the liquid phase, may not be satisfied. It has been shown in [2] that this physical requirement is asymptotically satisfied as the transient time from one stead-state to another becomes large.
An issue for future work is the study of approximate stabilizability of the model studied in this paper. Replacing the zero initial condition u(z, 0) = 0 by an arbitrary initial condition u(z,O) = $(z), is it still possible to steer the system (at least approximately) to zero in finite time, i.e.
u(x, T ) z= O?
Usually, such a result arises from a projection of the initial condition onto the formal series expression (refer to [lo] ). Straightforward conditions are thus available for formal series of the form U(%, t ) = CL, y(")(t)& using the fact that the set of polynomials x2n, n E N is dense in the set of L2 functions. In a simple manner, the conditions result in specified values for all the derivatives of y at the initial time 0. In our case the series expansion is much different. Due to the moving boundary and the nonlinear effect, no simple identification between the (ai) coefficients and the derivatives of y can be achieved. Moreover, both even and odd polynomials appear for most derivatives of y, ruling out classical density results, e.g. Miintz-Szasz theorem [16]. All this makes the situation more convoluted and difficult to handle. This point is currently under investigation. This result directly follows from the Chum Le" 3: For @,Ck 2 1 and bc 2 0, k = 0,1, .__, I ,
