We propose a new type system for functional logic programming which is more liberal than the classical Damas-Milner usually adopted, but it is also restrictive enough to ensure type soundness. Starting from Damas-Milner typing of expressions we propose a new notion of well-typed program that adds support for type-indexed functions, existential types, opaque higher-order patterns and generic functions-as shown by an extensive collection of examples that illustrate the possibilities of our proposal. In the negative side, the types of functions must be declared, and therefore types are checked but not inferred. Another consequence is that parametricity is lost, although the impact of this flaw is limited as "free theorems" were already compromised in functional logic programming because of non-determinism.
Introduction
Functional logic programming. Functional logic languages [9] like TOY [19] or Curry [10] have a strong resemblance to lazy functional languages like Haskell [13] . A remarkable difference is that functional logic programs (FLP) can be non-confluent, giving raise to so-called non-deterministic functions, for which a call-time choice semantics [6] is adopted. The following program is a simple example, using natural numbers given by the constructors z and s-we follow syntactic conventions of some functional logic languages where function and constructor names are lowercased, and variables are uppercased-and assuming a natural definition for add :
Here, f is non-deterministic (f z evaluates both to z and s z) and, according to calltime choice, double (f z) evaluates to z and s (s z) but not to s z. Operationally, call-time choice means that all copies of a non-deterministic subexpression (f z in the example) created during reduction share the same value.
In the HO-CRWL 1 approach to FLP [7], followed by the TOY system, programs can use HO-patterns (essentially, partial applications of symbols to other patterns) in left hand sides of function definitions. This corresponds to an intensional view of functions, i.e., different descriptions of the same 'extensional' function can be distinguished by the semantics. This is not an exoticism: it is known [18] that extensionality is not a valid principle within the combination of HO, non-determinism and call-time choice. It is also known that HO-patterns cause some bad interferences with types: [8] and [17] considered that problem, and this paper improves on those results.
All those aspects of FLP play a role in the paper, and Sect. 3 uses a formal setting according to that. However, most of the paper can be read from a functional programming perspective leaving aside the specificities of FLP.
Types, FLP and genericity. FLP languages are typed languages adopting classical Damas-Milner types [5] . However, their treatment of types is very simple, far away from the impressive set of possibilities offered by functional languages like Haskell: type and constructor classes, existential types, GADTs, generic programming, arbitrary-rank polymorphism . . . Some exceptions to this fact are some preliminary proposals for type classes in FLP [23, 20] , where in particular a technical treatment of the type system is absent.
By the term generic programming we refer generically to any situation in which a program piece serves for a family of types instead of a single concrete type. Parametric polymorphism as provided by Damas-Milner system is probably the main contribution to genericity in the functional programming setting. However, in a sense it is 'too generic' and leaves out many functions which are generic by nature, like equality. Type classes [26] were invented to deal with those situations. Some further developments of the idea of generic programming [11] are based on type classes, while others [12] have preferred to use simpler extensions of Damas-Milner system, such as GADTs [3, 25] . We propose a modification of Damas-Milner type system that accepts natural definitions of intrinsically generic functions like equality. The following example illustrates the main points of our approach.
An introductory example. Consider a program that manipulates Peano natural numbers, booleans and polymorphic lists. Programming a function size to compute the number of constructor occurrences in its argument is an easy task in a type-free language with functional syntax: size true → s z size false → s z size z → s z size (s X) → s (size X) size nil → s z size (cons X Xs) → s (add (size X) (size Xs)) However, as far as bool, nat and [α] are different types, this program would be rejected as ill-typed in a language using Damas-Milner system, since we obtain contradictory types for different rules of size. This is a typical case where one wants some support for genericity. Type classes certainly solve the problem if you define a class Sizeable and declare bool, nat and [α] as instances of it. GADT-based solutions would add an explicit representation of types to the encoding of size converting it into a so-called type-indexed function [12] . This kind of encoding is also supported by our system (see the show function in
