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A fim de diminuir congestionamentos, poluic¸a˜o do ar, consumo de com-
bust´ıvel, entre outros, tem-se buscado constantemente o desenvolvi-
mento e modernizac¸a˜o de sistemas de transporte pu´blico, pois sistemas
mais eficientes, conforta´veis e convenientes atraem um maior nu´mero
de pessoas. A aplicac¸a˜o de linhas de oˆnibus em ambientes urbanos,
tem sido um dos modos de transporte pu´blico mais utilizados. Para
operac¸a˜o eficiente destas linhas, e´ importante conhecer a posic¸a˜o do
ve´ıculo em tempo real, possibilitando o controle dos instantes de par-
tida e a implantac¸a˜o de sistemas de informac¸a˜o sobre chegadas futuras,
melhorando a percepc¸a˜o de qualidade do servic¸o prestado. A predic¸a˜o
dos tempos de chegada do oˆnibus depende de uma se´rie de fatores (por
exemplo, atrasos em intersec¸o˜es sinalizadas, nu´mero de passageiros em
pontos de parada, etc.). Estes fatores aumentam significativamente o
n´ıvel das incertezas associadas ao processo e a` medic¸a˜o. Este trabalho
apresenta um algoritmo para predic¸a˜o dos tempos de chegada de oˆnibus
urbano em pontos de parada, utilizando a abordagem de filtro de Kal-
man com ana´lise de dados histo´ricos. Fatores que aumentam o n´ıvel das
incertezas associadas ao processo e a` medic¸a˜o sa˜o considerados como
propriedades estoca´sticas das perturbac¸o˜es do processo. A gerac¸a˜o de
dados de medic¸a˜o e´ realizada atrave´s de dois cena´rios distintos desen-
volvidos e simulados no software de simulac¸o˜es microsco´picas Aimsun
6.1. O teste de ajustamento de Kolmogorov-Smirnov e´ aplicado para
ana´lise das distribuic¸o˜es estat´ısticas destes dados. Os paraˆmetros ne-
cessa´rios para configurac¸a˜o do filtro de Kalman sa˜o obtidos a partir de
dados histo´ricos atrave´s de dois me´todos de ana´lise estat´ıstica propos-
tos: o me´todo de ana´lise longitudinal e o me´todo de ana´lise transversal.
O filtro de Kalman e´ utilizado para estimac¸a˜o de dois estados do ve´ı-
culo, sua posic¸a˜o e sua velocidade. Por fim, e´ proposto um algoritmo
que utiliza as estimac¸o˜es oriundas do filtro de Kalman para realizar a
predic¸a˜o dos tempos de chegada do oˆnibus em pontos de parada.
Palavras-chave: Predic¸a˜o de tempos de chegada de oˆnibus. Filtro de




In order to reduce traffic congestions, air pollution, fuel consumption,
and others, it has been constantly sought the development and mo-
dernization of public transportation systems, because more efficient,
comfortable, and convenient systems attract more people. The appli-
cation of bus lines in urban environments has been one of the public
transportation modes most used. However, for efficient operation of bus
lines, its important to know the vehicle position in real-time, enabling
the control of departure times and implantation of information systems
about future arrivals. The prediction of bus arrival time depends on
a number of factors (e.g., delays at signalized intersections, number of
passengers at bus stops, etc.). These factors increase significantly the
level of uncertainties associated to process and measurement. This work
presents an algorithm for prediction of bus arrival times at bus stops
using Kalman filter with historical data analysis approach. Factors that
increase the level of uncertainties associated to process and measure-
ment are considerate stochastic properties of process disturbance. The
generating of measurement data is performed by two different scenarios
developed and simulated on the microscopic simulation software Aim-
sun 6.1. The Kolmogorov-Smirnov goodness of fit test is applied for
analysis of the statistical distributions of these data. The parameters
required for configuration of the Kalman filter are obtained from his-
torical data through two proposed methods of statistical analysis: the
method of longitudinal analysis, and the method of transversal analy-
sis. The Kalman filter is used for estimation of two vehicle states, its
position and its velocity. Finally, an algorithm is proposed that uses
the estimates given by the Kalman filter to perform the prediction of
bus arrival times at bus stops.
Keywords: Prediction of bus arrival times. Kalman filter. Intelligent
transportation systems. Kolmogorov-Smirnov test.
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11 INTRODUC¸A˜O
Qualquer pessoa que deseje viajar entre dois pontos tera´ que to-
mar algumas deciso˜es como o tipo de transporte, a rota, o tempo de
viagem, etc. Na maioria dos casos, o modo de viagem privado e´ o pre-
ferido pelo pu´blico por causa do conforto, convenieˆncia e flexibilidade
oferecidos pelo mesmo (CORPUZ, 2007). Entretanto, modos privados
de transporte sa˜o mais caros e levam a congestionamentos maiores que
reduzem a eficieˆncia da infraestrutura de transporte e aumentam os
tempos de viagem, a poluic¸a˜o do ar, e o consumo de combust´ıvel (PAD-
MANABAN et al., 2010).
Uma maneira de resolver este problema seria fornecendo mais
infraestrutura para acomodar o nu´mero crescente de ve´ıculos. Todavia,
ha´ um limite para esta soluc¸a˜o e por isso outras alternativas precisam
ser exploradas para atender a` demanda crescente de tra´fego (ZHU et
al., 2011). Uma opc¸a˜o e´ um maior desenvolvimento dos sistemas de
transporte pu´blico.
Transporte pu´blico e´ um servic¸o de transporte de pessoas com-
partilhado, dispon´ıvel para utilizac¸a˜o de toda a populac¸a˜o. Modos de
transporte coletivo incluem oˆnibus, bondes, trens, metroˆs, entre outros.
Carros removidos das vias atrave´s da escolha pelo transporte pu´blico
traduz-se em congestionamentos e tempos de viagem reduzidos, dimi-
nuindo consideravelmente o custo total com transporte. A opc¸a˜o pelo
transporte pu´blico pode resultar ainda em uma reduc¸a˜o significativa na
emissa˜o de carbono. Uma u´nica pessoa que escolha andar 37 km por
dia utilizando, por exemplo, um oˆnibus, gera uma reduc¸a˜o na emissa˜o
de CO2 de aproximadamente 2177 kg/ano (LI et al., 2011).
Muitas ageˆncias de traˆnsito ao redor do mundo teˆm desenvol-
vido cada vez mais seus sistemas de transporte pu´blico. Um problema
chave no processo de desenvolvimento destes sistemas e´ o provimento de
um servic¸o de transporte pu´blico adequado e eficiente (ABDELFATTAH;
KHAN, 1998).
Para a operac¸a˜o eficiente de linhas de oˆnibus urbano, e´ impor-
tante conhecer a posic¸a˜o dos ve´ıculos em tempo real. Assim, por exem-
plo, torna-se poss´ıvel realizar o controle dos instantes de partida em
pontos de parada (DELGADO et al., 2009; KOEHLER; KRAUS; CAMPO-
NOGARA, 2008) e implantar sistemas de informac¸a˜o sobre chegadas fu-
turas para os usua´rios, melhorando a percepc¸a˜o da qualidade do servic¸o
prestado (ABDEL-ATY, 2001; SCHWEIGER, 2003). Ale´m disso, operado-
res de traˆnsito podem identificar ve´ıculos com atrasos significativos e
2agir de maneira proativa (JEONG; RILETT, 2004).
A informac¸a˜o sobre os tempos de chegada de oˆnibus urbano e´
o componente vital de muitas aplicac¸o˜es de sistemas inteligentes de
transporte (ITS, do ingleˆs Intelligent Transportation Systems) (QUD-
DUS; OCHIENG; NOLAND, 2007). Neste contexto, sistemas de transporte
pu´blico avanc¸ados (APTS, do ingleˆs Advanced Public Transportation
Systems) sa˜o uma das mais importantes aplicac¸o˜es de ITS (ZHU et al.,
2011). Todavia, para estimar os tempos de chegada de oˆnibus, sis-
temas dinaˆmicos podem ser desenvolvidos utilizando dados coletados
por tecnologias como o sistema de posicionamento global (GPS, do in-
gleˆs Global Positioning System), que, nos u´ltimos anos, se estabeleceu
como uma importante tecnologia no fornecimento de dados de locali-
zac¸a˜o para aplicac¸o˜es de ITS (QUDDUS; OCHIENG; NOLAND, 2007).
Sistemas para localizac¸a˜o automa´tica de ve´ıculos (AVL, do in-
gleˆs Automatic Vehicle Location), inseridos no contexto de APTS, teˆm
sido adotados por muitas ageˆncias de traˆnsito, pois permitem o rastre-
amento eficaz de seus ve´ıculos em tempo real (JEONG; RILETT, 2004).
Entretanto, enquanto a localizac¸a˜o de um oˆnibus e´ relativamente sim-
ples, a previsa˜o de quando este ira´ chegar em um determinado local e´
algo significativamente mais complexo (JEONG; RILETT, 2004).
Desde que a predic¸a˜o dos tempos de chegada do oˆnibus dependa
de uma se´rie de fatores (por exemplo, atrasos em intersec¸o˜es sinalizadas,
incidentes, nu´mero de pontos de parada, etc.), condic¸o˜es estoca´sticas
de tra´fego ao longo do trajeto e a variac¸a˜o do nu´mero de passageiros
nos pontos de parada, aumentam o n´ıvel de incerteza consideravelmente
(ZHU et al., 2011).
Va´rios estudos teˆm sugerido diferentes te´cnicas para predic¸a˜o efi-
ciente de tempos de chegada. Alguns deles incluem algoritmos de tempo
real, algoritmos estat´ısticos para ana´lise de dados histo´ricos (ana´li-
ses de regressa˜o e se´ries temporais, ca´lculo de me´dias e variaˆncias),
abordagens baseadas em modelo (filtragem de Kalman) e aprendizado
de ma´quina (redes neurais artificiais) (SEEMA; ALEX, 2009; SHALABY;
FARHAN, 2002; JEONG; RILETT, 2004). Algoritmos estat´ısticos para
ana´lise de dados histo´ricos, realizam a predic¸a˜o do tempo para um
momento particular como o tempo de viagem me´dio para este mesmo
per´ıodo ao longo de diferentes dias. Abordagens de tempo real predi-
zem o pro´ximo intervalo de tempo de viagem como sendo o mesmo do
tempo de viagem presente. Modelos de regressa˜o sa˜o abordagens con-
vencionais no que diz respeito a` predic¸a˜o de tempos de viagem e pre-
dizem uma varia´vel dependente baseando-se em uma func¸a˜o formada
por um conjunto de varia´veis independentes. Aprendizado de ma´quina
3e´ uma das mais comuns te´cnicas de predic¸a˜o citadas para sistemas de
tra´fego por sua habilidade de resolver relac¸o˜es complexas na˜o lineares.
As te´cnicas baseadas em filtros de Kalman realizam estimac¸o˜es a partir
de modelos fenomenolo´gicos, que consideram propriedades estoca´sticas
das perturbac¸o˜es do processo e ru´ıdos de medic¸a˜o (ZHU et al., 2011).
1.1 PROPOSTA DO TRABALHO
Neste trabalho, propo˜e-se realizar a predic¸a˜o dos tempos de che-
gada do oˆnibus a pontos de parada por meio da abordagem baseada
em modelo, utilizando o filtro de Kalman e ana´lises de dados histo´ri-
cos. O trabalho e´ inspirado nas propostas de Dailey et al. (2000), Wall
e Dailey (1999) e principalmente Cathey e Dailey (2003). O me´todo
desenvolvido e´ sistema´tico e claro de ser reproduzido, ao contra´rio dos
trabalhos de Dailey, que omitem aspectos de implementac¸a˜o das te´c-
nicas descritas. Sa˜o propostos algoritmos estat´ısticos para ana´lise de
dados histo´ricos e um modelo dinaˆmico linear com ru´ıdos, que considera
somente os estados de posic¸a˜o e velocidade do oˆnibus. Ale´m disso, os
ru´ıdos de processo sa˜o associados aos estados de posic¸a˜o e velocidade,
na˜o a` acelerac¸a˜o, como acontece no trabalho de Cathey e Dailey (2003).
Este modelo linear com ru´ıdos, mesmo sendo mais simples, mostrou-se
apropriado, confirmando a eficieˆncia na tarefa de estimac¸a˜o dos tempos
de chegada.
Atrasos em intersec¸o˜es sinalizadas, variac¸a˜o do nu´mero de pas-
sageiros para embarque/desembarque em pontos de parada, etc., sa˜o
considerados como propriedades estoca´sticas das perturbac¸o˜es do pro-
cesso. Propo˜e-se a utilizac¸a˜o do filtro de Kalman para estimac¸a˜o dos
estados de posic¸a˜o e velocidade do ve´ıculo ao longo do trajeto. Dados
observados e dados histo´ricos, utilizados para definic¸a˜o dos paraˆmetros
do filtro Kalman, sa˜o obtidos atrave´s da simulac¸a˜o de dois cena´rios dis-
tintos implementados no software de simulac¸o˜es microsco´picas Aimsun
6.1. Sa˜o propostos dois me´todos de ana´lise estat´ıstica para extrac¸a˜o de
informac¸o˜es dos dados de medic¸a˜o de posic¸a˜o e velocidade: o me´todo
de ana´lise longitudinal, e o me´todo de ana´lise transversal. E´ proposto
tambe´m, um algoritmo para predic¸a˜o dos tempos de chegada do oˆni-
bus em pontos de parada. E´ proposta ainda, a aplicac¸a˜o do teste de
ajustamento de Kolmogorov-Smirnov para identificar se os dados utili-
zados seguem uma distribuic¸a˜o normal, necessa´ria para a aplicac¸a˜o do
algoritmo do filtro de Kalman. Considera-se os dados observados como
sendo oriundos de um GPS emulado no software Aimsun, associado a
4um sistema AVL agregado ao oˆnibus.
1.2 OBJETIVOS
O objetivo geral deste trabalho e´ realizar um sistema que per-
mita:
 a previsa˜o de pro´ximas chegadas de oˆnibus a pontos de parada;
 a estimativa de tempo de percurso para operadores a fim de to-
mada de medidas corretivas;
 o barateamento das tecnologias a serem empregadas atrave´s da
substituic¸a˜o de trocas frequentes de dados pela estimac¸a˜o a partir
de um nu´mero reduzido de amostras.
1.2.1 Objetivos Espec´ıficos
Os objetivos espec´ıficos podem ser divididos em:
 definic¸a˜o de me´todos para o tratamento de dados de medic¸a˜o de
posic¸a˜o e velocidade do oˆnibus;
 aplicar um teste de ajustamento para testar a distribuic¸a˜o esta-
t´ısticas dos dados de medic¸a˜o de velocidade;
 aplicar filtros de Kalman para filtragem de erros inerentes a` tec-
nologia de rastreamento e estimac¸a˜o dos estados de posic¸a˜o e
velocidade do oˆnibus;
 desenvolver um algoritmo para predic¸a˜o dos tempos de chegada
do oˆnibus a pontos de parada.
1.3 ORGANIZAC¸A˜O DO TRABALHO
No cap´ıtulo 2, sa˜o apresentados os trabalhos relacionados com o
objetivo de expor as diferentes abordagens dispon´ıveis para a soluc¸a˜o
do problema em questa˜o, pore´m, com um foco maior na abordagem
escolhida para o desenvolvimento deste trabalho.
No cap´ıtulo 3, o sistema AVL e seu principal componente, o
GPS, sa˜o abordados. Os conceitos estat´ısticos e o teste de ajustamento
5escolhido sa˜o definidos. Da mesma forma, sa˜o apresentados os conceitos
relacionados a` filtragem de Kalman, bem como seu algoritmo e suas
origens, tanto computacional quanto probabil´ıstica.
No cap´ıtulo 4, sa˜o apresentados os dois me´todos de ana´lise es-
tat´ıstica de dados histo´ricos, desenvolvidos com o objetivo de extrair
informac¸o˜es relevantes a` configurac¸a˜o dos paraˆmetros do filtro de Kal-
man e definic¸a˜o da distribuic¸a˜o estat´ıstica dos dados observados ou
histo´ricos.
No cap´ıtulo 5, a modelagem matema´tica desenvolvida para repre-
sentac¸a˜o do sistema e´ apresentada. Ale´m disso, e´ mostrado o algoritmo
idealizado para a estimac¸a˜o do tempo de chegada do oˆnibus a um ponto
de parada qualquer.
No cap´ıtulo 6, apresenta-se os cena´rios de simulac¸a˜o desenvol-
vidos para gerac¸a˜o de dados de medic¸a˜o. Ale´m disso, sa˜o mostrados
os resultados nume´ricos para os testes de ajustamento realizados aos
dados observados, bem como os passos necessa´rios para a definic¸a˜o dos
paraˆmetros do filtro de Kalman. Da mesma forma, sa˜o apresentados
os resultados relacionados a` aplicac¸a˜o do modelo proposto para a esti-
mac¸a˜o do tempo de chegada do oˆnibus em cinco pontos de parada dos
dois cena´rios desenvolvidos.
Finalmente, no cap´ıtulo 7 sa˜o apresentadas algumas considera-




Sistemas AVL sa˜o frequentemente utilizados em sistemas de trans-
porte pu´blico, principalmente os que envolvem oˆnibus urbano. O ele-
mento sensor destes sistemas e´ baseado em um GPS responsa´vel por
fornecer dados em tempo real da posic¸a˜o do ve´ıculo. Aplicando um
me´todo estat´ıstico espec´ıfico para tratamento destes dados, e´ poss´ı-
vel desenvolver modelos eficientes para estimac¸a˜o de tempos de che-
gada/partida de oˆnibus urbano. Segundo Li et al. (2011), os modelos
mais comuns utilizados para predic¸a˜o de tempos de chegada de oˆnibus
podem ser classificados em: me´todos matema´ticos de predic¸a˜o (que
podem envolver algoritmos de tempo real, modelos de regressa˜o, al-
goritmos estat´ısticos e etc.), redes neurais artificiais (ANN, do ingleˆs
Artificial Neural Networks), e filtros de Kalman com ana´lise de dados
histo´ricos.
Lin e Zeng (1999) desenvolveram um algoritmo matema´tico para
prover informac¸o˜es em tempo real sobre tempos de chegada de oˆnibus
urbano. Sa˜o consideradas informac¸o˜es sobre tempos programados de
chegada, dados de localizac¸a˜o do ve´ıculo, a diferenc¸a entre o tempo
atual de chegada e o tempo programado de chegada, e o tempo de es-
pera em paradas de verificac¸a˜o de tempo, presentes no algoritmo. Os
dados de posic¸a˜o do oˆnibus sa˜o obtidos atrave´s de um sistema AVL.
O algoritmo foi principalmente desenvolvido para sistemas de informa-
c¸a˜o em a´reas rurais onde na˜o ha´ congestionamentos, na˜o considerando
assim, o tra´fego e os tempos de permaneˆncia em cada parada.
Em Li et al. (2011), e´ apresentada uma abordagem estat´ıstica
para predic¸a˜o dos tempos de chegada de oˆnibus urbano baseada em um
sistema de gerenciamento de informac¸o˜es de tra´fego. Sa˜o considerados
alguns fatores que afetam o tempo de viagem do ve´ıculo, como o tempo
de partida, a localizac¸a˜o atual do oˆnibus, o nu´mero de intersec¸o˜es, a
demanda de passageiros a cada ponto de parada, o estado do tra´fego da
rede urbana, etc. Os tempos de chegada do ve´ıculo sa˜o descritos atrave´s
de um modelo linear e os paraˆmetros do modelo sa˜o obtidos atrave´s dos
dados histo´ricos de tempos de chegada. Os dados de posic¸a˜o de oˆnibus
sa˜o obtidos por GPS.
Um me´todo estat´ıstico para predic¸a˜o dos tempos de chegada do
oˆnibus que incorpora explicitamente os atrasos em pontos de parada
e intersec¸o˜es sinalizadas associadas aos tempos totais de viagem do
oˆnibus e´ apresentado por Zhu et al. (2011). O ca´lculo do erro percentual
absoluto me´dio (MAPE, do ingleˆs Mean Absolute Percentage Error) e´
8utilizado como uma medida da precisa˜o da estimativa. Um GPS e´
utilizado para obtenc¸a˜o dos dados de posic¸a˜o do oˆnibus urbano.
Chien, Ding e Wei (2002) desenvolveram um modelo de rede
neural artificial para predic¸a˜o dos tempos de chegada de oˆnibus urbano
utilizando o algoritmo backpropagation, que e´ o algoritmo mais empre-
gado para problemas de transporte. Todavia, como este algoritmo e´
inadequado para aplicac¸o˜es online, os autores desenvolveram um fator
de ajuste com o objetivo de modificar a predic¸a˜o do tempo de chegada
atrave´s da utilizac¸a˜o de dados observados em tempo real. Entretanto,
tempos de permaneˆncia em pontos de parada e tempos de chegada pro-
gramados na˜o sa˜o considerados. Um gerador de dados e´ utilizado na
predic¸a˜o do tempo de chegada do oˆnibus. A avaliac¸a˜o de desempenho e´
realizada atrave´s de experimentos efetuados no simulador microsco´pico
de tra´fego CORSIM.
Jeong e Rilett (2004) avaliam o desempenho de modelos basea-
dos em dados histo´ricos, de regressa˜o e ANN, para predic¸a˜o dos tem-
pos de chegada do oˆnibus, considerando congestionamentos, tempos de
chegada programados e tempos de permaneˆncia em pontos de parada.
Mostram que o modelo ANN apresenta desempenho superior aos outros
dois modelos. Os dados de posic¸a˜o do oˆnibus sa˜o obtidos atrave´s de
um sistema AVL.
Liu et al. (2006) desenvolveram um modelo h´ıbrido baseado em
redes neurais de espac¸o de estados (SSNN, do ingleˆs State Space Neural
Networks) e filtro de Kalman estendido (EKF, do ingleˆs Extended Kal-
man Filter). O modelo SSNN precisa de um conjunto extenso de dados
para treinamento offline. O modelo de filtro de Kalman estendido foi
desenvolvido para treinamento do SSNN. Os dados sa˜o provenientes de
um sistema real.
Os primeiros a trabalhar com filtro de Kalman para predic¸a˜o
de tempos de chegada de oˆnibus urbano foram Wall e Dailey (1999).
O algoritmo de predic¸a˜o utiliza uma combinac¸a˜o de dados histo´ricos
e dados oriundos do sistema AVL para produzir uma distribuic¸a˜o dos
tempos de viagem. E´ dividido em dois componentes: o rastreador (trac-
king), que emprega o filtro de Kalman; e o preditor (prediction), que
aplica estimac¸o˜es estat´ısticas. Tempos de permaneˆncia em pontos de
parada, intersec¸o˜es sinalizadas, congestionamentos e afins, sa˜o conside-
rados como ru´ıdos na trajeto´ria do ve´ıculo.
Em Shalaby e Farhan (2002), e´ proposto outro preditor de tem-
pos de viagem utilizando filtros de Kalman. Em seu modelo, o trajeto
e´ dividido em links e sa˜o consideradas informac¸o˜es sobre o nu´mero de
passageiros a cada ponto de parada de cada link. Dois algoritmos de
9filtragem de Kalman sa˜o desenvolvidos para predic¸a˜o dos tempos de
percurso nos links e dos tempos de permaneˆncia em pontos de oˆnibus,
separadamente. Neste u´ltimo, os tempos de permaneˆncia sa˜o estimados
somente nos check-points presentes no algoritmo, na˜o a cada parada.
Os dados de posic¸a˜o do ve´ıculo sa˜o obtidos atrave´s de um sistema AVL,
enquanto que as informac¸o˜es sobre passageiros sa˜o adquiridas atrave´s
do sistema de contagem automa´tica de passageiros (APC, do ingleˆs
Automatic Passenger Counters).
Cathey e Dailey (2003) desenvolveram um modelo para predic¸a˜o
de tempos de chegada de oˆnibus baseando-se em filtros de Kalman,
divido em treˆs componentes distintos: o rastreador (tracker), baseado
no sistema AVL; o filtro (filter), que utiliza a te´cnica de filtragem de
Kalman para transformar uma sequeˆncia de medidas provenientes do
sistema AVL em estimativas do estado dinaˆmico do ve´ıculo; e o preditor
(predictor), que realiza predic¸o˜es precisas sobre o comportamento do
ve´ıculo em traˆnsito atrave´s de estimac¸o˜es estat´ısticas. O movimento
Browniano e´ utilizado na representac¸a˜o da aleatoriedade na acelera-
c¸a˜o do ve´ıculo. Congestionamentos, intersec¸o˜es sinalizadas, nu´mero de
pontos de parada, tempos de permaneˆncia nestes pontos, entre outros,
sa˜o considerados como sendo ru´ıdos do processo.
O modelo dinaˆmico linear com ru´ıdos, desenvolvido para repre-
sentac¸a˜o da movimentac¸a˜o do oˆnibus no trabalho de Cathey e Dailey
(2003), foi a principal motivac¸a˜o para a utilizac¸a˜o da abordagem de
modelos baseados em filtros de Kalman e ana´lise estat´ıstica de dados
histo´ricos. Ale´m disso, segundo Shalaby e Farhan (2002), modelos ba-
seados em filtros de Kalman, superam modelos baseados em me´todos
matema´ticos de predic¸a˜o ou ANN no contexto de precisa˜o da predic¸a˜o
dos tempos de chegada. Enta˜o, como o objetivo e´ de obter boa pre-
cisa˜o em predic¸o˜es de tempos chegada do oˆnibus, esta abordagem foi
escolhida.
Na Tabela 1 pode ser vista uma comparac¸a˜o das te´cnicas aqui
apresentadas com refereˆncias e comenta´rios.
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De acordo com a proposta apresentada no Cap´ıtulo 1 (Sec¸a˜o 1.1),
busca-se desenvolver um sistema que utilize um filtro de Kalman para
estimac¸a˜o do estado dinaˆmico do ve´ıculo a partir de um modelo feno-
menolo´gico, dados histo´ricos e medic¸o˜es advindas de GPS. Portanto,
descreve-se neste cap´ıtulo os conceitos ba´sicos aplicados no processo de
pesquisa e desenvolvimento deste trabalho. Inicialmente, e´ definido o
sistema para Localizac¸a˜o Automa´tica de Ve´ıculos (AVL) e sua principal
tecnologia de localizac¸a˜o, o sistema de posicionamento global (GPS).
As principais fontes de incerteza do GPS sa˜o discutidas. Em seguida,
sa˜o abordados os fundamentos de uma ferramenta para a realizac¸a˜o
de testes de ajustamento, o teste de Kolmogorov-Smirnov, aplicado
com o objetivo de avaliar a hipo´tese de que os dados histo´ricos de ve-
locidade do oˆnibus seguem uma distribuic¸a˜o normal. Finalmente, e´
apresentada a teoria do filtro de Kalman, seu algoritmo e suas origens,
tanto computacional quanto probabil´ıstica. O filtro Kalman e´ utilizado
para estimac¸a˜o do estado dinaˆmico do oˆnibus, necessa´rio para estima-
c¸a˜o dos tempos de chegada do mesmo a pontos de parada ao longo do
percurso. No Apeˆndice B, e´ realizada uma revisa˜o dos conceitos esta-
t´ısticos, como probabilidade e varia´veis aleato´rias, relacionados com o
desenvolvimento deste trabalho.
3.1 LOCALIZAC¸A˜O AUTOMA´TICA DE VEI´CULOS
Sistemas de localizac¸a˜o automa´tica de ve´ıculos (AVL) sa˜o sis-
temas informa´ticos computacionais empenhados na tarefa de rastrear
ve´ıculos (CASEY et al., 1998). Sa˜o utilizados no traˆnsito, frotas de cami-
nho˜es, ve´ıculos oficiais e para propo´sitos militares. Todavia, e´ crescente
a utilizac¸a˜o desses sistemas no rastreamento de ve´ıculos de traˆnsito
dado os va´rios benef´ıcios que esta tecnologia proporciona (CASEY et al.,
1998). Dentre va´rios benef´ıcios concedidos pelo uso desta tecnologia,
pode-se destacar:
 O sistema AVL coleta informac¸o˜es em tempo real que podem estar
dispon´ıveis ao pu´blico;
 Melhora a confiabilidade do cronograma de viagem;
 Reduz custos de operac¸a˜o e manutenc¸a˜o;
12
 Melhora a eficieˆncia do servic¸o;
 Reforc¸a a seguranc¸a;
 As ageˆncias de traˆnsito podem responder mais rapidamente a
situac¸o˜es de emergeˆncia.
A tecnologia AVL foi utilizada para rastrear ve´ıculos em traˆnsito
pela primeira vez em Londres na Inglaterra, no final da de´cada de 1950
(TURNBULL, 1993). Esse sistema e´ baseado em duas tecnologias: loca-
lizac¸a˜o e transmissa˜o de dados. A tecnologia de localizac¸a˜o e´ utilizada
para medir a posic¸a˜o em tempo real de um ve´ıculo qualquer. A tecno-
logia de transmissa˜o de dados e´ utilizada para transmitir a informac¸a˜o
a uma central de localizac¸a˜o (CASEY et al., 1998).
3.1.1 Tecnologia de Localizac¸a˜o por GPS
A principal tecnologia utilizada na localizac¸a˜o de ve´ıculos em
traˆnsito e´ o sistema de posicionamento global (GPS - Global Positio-
ning System). A tecnologia GPS determina a posic¸a˜o do ve´ıculo utili-
zando os sinais transmitidos por mais de 28 sate´lites. O GPS funciona
em todos os lugares alcanc¸a´veis pelos sate´lites, e isso torna o GPS uma
tecnologia mais robusta que as outras tecnologias de localizac¸a˜o dis-
pon´ıveis (JEONG, 2004). Entretanto, sinais de sate´lite na˜o alcanc¸am
o subsolo e podem ter seu sinal interrompido por construc¸o˜es e afins.
Onde esses problemas acontecem, outras tecnologias de localizac¸a˜o po-
dem ser utilizadas de forma a complementar o sinal do GPS (JEONG,
2004; TAYLOR et al., 2006).
O GPS e´ uma valiosa fonte de dados para cientistas, pois per-
mite que pesquisadores em todo o mundo conhec¸am a localizac¸a˜o de
construc¸o˜es, ve´ıculos, pessoas e outros objetos de interesse a um custo
relativamente baixo. Seu desenvolvimento tem suas ra´ızes no Depar-
tamento de Defesa dos Estados Unidos da Ame´rica (DoD) no in´ıcio
dos anos 60. O DoD desenvolveu um sate´lite baseado em sistemas de
radioposicionamento, de forma a obter apoio com boa precisa˜o para
navegac¸a˜o e posicionamento de submarinos de mı´sseis bal´ısticos (DE-
FENSE, 1996). O sistema operacional total do GPS possui mais de
28 sate´lites orbitando a uma distaˆncia de mais de 20000 km acima da
Terra. A constelac¸a˜o de o´rbitas ilustrada na Figura 1 foi projetada para
que no mı´nimo quatro sate´lites estejam vis´ıveis em qualquer lugar da
Terra em qualquer momento. Cada sate´lite transmite sinais de ra´dio
que podem ser utilizados para calcular uma posic¸a˜o (JOHN et al., 2003).
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Figura 1 – A constelac¸a˜o de sate´lites para GPS. FONTE: (JOHN et al.,
2003)
Segundo John et al. (2003), um receptor GPS, basicamente, co-
leta um par de coordenadas (latitude e longitude) para a localizac¸a˜o na
qual o usua´rio se encontra naquele momento em particular. Este local
e´ percebido como um ponto quando colocado em um mapa. E´ impor-
tante salientar que o GPS e´ mais frequentemente utilizado para coletar
coordenadas de uma localizac¸a˜o individual, o qual e´ percebido como
pontos em um sistema de informac¸a˜o geogra´fica (GIS - Geographic In-
formation System). No entanto, alguns receptores GPS tambe´m podem
ser utilizados para coletar e gerar dados em linha e a´reas. Isto pode ser
feito de muitas maneiras, mas uma delas seria a de coletar pontos dis-
cretos ao longo do comprimento de uma linha ou a cada aˆngulo de uma
a´rea (pol´ıgono) espec´ıfica. Os pontos podem enta˜o ser inseridos em um
GIS e conectados manualmente por segmentos de reta para formar a
linha ou pol´ıgono.
Por causa das vantagens que o GPS proporciona, muitos estudos
sobre a coleta de dados utilizando esta tecnologia teˆm sido realizados.
O GPS e´ utilizado para coletar dados de tempo de viagem, velocidade,
escolha de rotas, posic¸a˜o, tempo, entre outros. Esses estudos teˆm mos-
trado que a utilizac¸a˜o do GPS para coleta de dados e´ mais fa´cil e precisa
do que nos me´todos tradicionais (JEONG, 2004). Entretanto, no GPS,
tambe´m existem fontes de erros.
Os erros que afetam as observac¸o˜es GPS possuem, geralmente,
treˆs origens: erros dependentes dos sate´lites, erros dependentes da
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antena-receptor e erros dependentes do meio de propagac¸a˜o (KAPLAN;
HEGARTY, 2006; GUERREIRO, 2005; MONICO, 2000).
Os erros dependentes dos sate´lites podem ser divididos em
treˆs, sendo:
1. Erros nos relo´gios dos sate´lites. Embora os relo´gios dos sate´li-
tes sejam consideravelmente precisos (cada sate´lite conte´m quatro
relo´gios atoˆmicos, dois de rubidium e dois de ce´sio), estes na˜o sa˜o
perfeitos. Apenas um nanosegundo de erro, ou seja 1 ns, resulta
em um erro de cerca de 30 cm na medic¸a˜o da distaˆncia para um
sate´lite.
2. Erros nas efeme´rides. A precisa˜o da posic¸a˜o depende da exati-
da˜o do conhecimento da localizac¸a˜o dos sate´lites. O DoD, coloca
cada sate´lite em uma o´rbita precisa, fazendo com que esta seja
previs´ıvel por um modelo matema´tico rigoroso. No entanto, o
pouco conhecimento do campo gravitacional terrestre, as forc¸as
gravitacionais da Lua e do Sol, e o atrito remanescente da at-
mosfera terrestre, bem como a pressa˜o das radiac¸o˜es solares nos
sate´lites, provocam variac¸o˜es em suas o´rbitas, por isso a neces-
sidade da constante monitorac¸a˜o pelas estac¸o˜es de rastreamento
de sate´lites na Terra.
3. Acesso seletivo (SA). Consiste na manipulac¸a˜o da mensagem
de navegac¸a˜o de modo a degradar a informac¸a˜o inerente ao relo´gio
do sate´lite e a`s efeme´rides radiodifundidas. O SA foi, entretanto,
removido em 1 de Maio de 2000. O co´digo geral foi idealizado
para dar uma precisa˜o de 30 metros, pore´m sua precisa˜o original
era reduzida para 100 metros.
Os erros dependentes da antena-receptor ocorrem nos re-
lo´gios dos receptores, de forma semelhante aos erros provocados pelos
relo´gios dos sate´lites. Tambe´m sa˜o divididos em treˆs:
1. Multi-Trajeto. Assume-se que o sinal do sate´lite viaja dire-
tamente desde o sate´lite ate´ a antena do receptor. Entretanto,
existem sinais refletidos, provocados por objetos que se encon-
tram pro´ximos a` antena, interferindo no sinal verdadeiro. Este
efeito e´ chamado de multi-trajeto e afeta apenas medic¸o˜es de alta
precisa˜o. Sua magnitude e´ de aproximadamente 50 cm.
2. Erros causados pela variac¸a˜o do centro de fase da an-
tena. Estes erros ocorrem em func¸a˜o da construc¸a˜o da antena.
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Dependem do aˆngulo e direc¸a˜o do sinal observado. Estas varia-
c¸o˜es podem ser de ate´ alguns cent´ımetros.
3. Ru´ıdos do receptor. O receptor GPS tem suas limitac¸o˜es. Esta´
limitado a` sua pro´pria precisa˜o, ou seja, ao desvio padra˜o associ-
ado a cada medic¸a˜o.
Os erros dependentes do meio de propagac¸a˜o podem ser
divididos em dois:
1. Atrasos ionosfe´ricos. Para calcular a distaˆncia de um sate´-
lite, mede-se o tempo que o sinal leva para chegar ao receptor e
multiplica-se esse tempo pela velocidade da luz. O problema e´
que a velocidade da luz varia sob as condic¸o˜es atmosfe´ricas. A
camada mais alta da atmosfera, a ionosfera, contem part´ıculas
“carregadas” que atrasam o co´digo e adiantam a fase. A magni-
tude deste efeito e´ maior durante o dia do que a noite. Os atrasos
ionosfe´ricos na˜o modelados podem afetar a precisa˜o em ate´ 10
metros.
2. Atrasos troposfe´ricos. Ao passar pela camada mais baixa da
atmosfera, a troposfera, o sinal tambe´m sofre um atraso na fase
e no co´digo. Este atraso e´ causado por dois componentes: um
componente seco e um u´mido. O principal problema relaciona-se
com o componente u´mido (vapor de a´gua).
3.1.2 Tecnologia de Transmissa˜o de Dados
Jeong (2004) afirma que a informac¸a˜o sobre posic¸a˜o, indepen-
dente da tecnologia de localizac¸a˜o adotada, e´ geralmente armazenada
no ve´ıculo em traˆnsito por um per´ıodo espec´ıfico de tempo. Esta in-
formac¸a˜o e´ retransmitida ao centro de envio em sua forma bruta ou
processada no pro´prio ve´ıculo. As duas tecnologias de transmissa˜o de
dados mais comuns sa˜o votac¸a˜o e relato´rios de excec¸a˜o.
Com a tecnologia de votac¸a˜o, o computador no centro de en-
vio pergunta a cada oˆnibus sua localizac¸a˜o em intervalos regulares. A
precisa˜o da localizac¸a˜o e´ uma func¸a˜o de quantas vezes o ve´ıculo em
traˆnsito e´ monitorado. Entretanto, o nu´mero de frequeˆncias de ra´dio
dispon´ıveis em a´reas urbanas e´ limitado. Por esta raza˜o, muitas ageˆn-
cias de traˆnsito escolhem a tecnologia de relato´rios de excec¸a˜o (CASEY
et al., 1998).
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Pelo me´todo de relato´rios de excec¸a˜o, cada oˆnibus relata sua
localizac¸a˜o em alguns locais espec´ıficos. Nesta tecnologia, faz-se ne-
cessa´rio conhecer na˜o somente a posic¸a˜o do ve´ıculo, mas tambe´m sua
posic¸a˜o programada. Muitas ageˆncias de traˆnsito combinam os me´to-
dos de votac¸a˜o e relato´rios de excec¸a˜o buscando melhores resultados
(JEONG, 2004).
A tecnologia AVL apresentada fornece dados brutos sobre a lo-
calizac¸a˜o do ve´ıculo. Para embasar o desenvolvimento de te´cnicas es-
tat´ısticas para o tratamento e filtragem destes dados, sera˜o discutidas
a seguir as te´cnicas utilizadas neste trabalho para a construc¸a˜o do esti-
mador de posic¸a˜o e tempos de chegada dos oˆnibus a pontos de parada.
3.2 TESTE DE KOLMOGOROV-SMIRNOV
Frequentemente, faz-se necessa´rio o teste de hipo´teses sobre a
distribuic¸a˜o de uma populac¸a˜o. Se o objetivo deste teste e´ demonstrar
a semelhanc¸a entre a distribuic¸a˜o de um conjunto de amostras qualquer
e uma distribuic¸a˜o teo´rica espec´ıfica, o teste e´ chamado de teste de
ajustamento (em ingleˆs, test of goodness of fit) (MASSEY, 1951).
Em alguns destes testes, deseja-se analisar a hipo´tese nula H0 de
que dois vetores de amostras aleato´rias y1 e y2 procedem de uma mesma
distribuic¸a˜o cont´ınua. A hipo´tese alternativa e´ que estas amostras sa˜o
de distribuic¸o˜es cont´ınuas diferentes. Estes testes sa˜o chamados de tes-
tes na˜o-parame´tricos ou de distribuic¸a˜o livre. Um dos mais amplamente
utilizados e´ o teste de Kolmogorov-Smirnov (STEPHENS, 1970).
O teste de Kolmogorov-Smirnov calcula a probabilidade de que
duas distribuic¸o˜es sejam a mesma. Utiliza a me´trica da diferenc¸a ma´-
xima absoluta entre duas func¸o˜es de distribuic¸a˜o acumulada. E´ aplica´-
vel apenas para populac¸o˜es com distribuic¸a˜o acumulada cont´ınua (DAI-
LEY et al., 2000).
No Apeˆndice B, e´ realizada uma revisa˜o dos conceitos estat´ısti-
cos, como probabilidade e varia´veis aleato´rias, relacionados com o teste
de Kolmogorov-Smirnov.
Supondo um conjunto de amostras com valores x1, x2, ..., xn ob-
servados a partir de uma populac¸a˜o X, e´ poss´ıvel construir um fun-
c¸a˜o de distribuic¸a˜o acumulada observada, organizando os valores das
amostras em ordem crescente, denotados aqui por x(1), x(2), ...; e deter-
minando a func¸a˜o de distribuic¸a˜o de X em x(1), x(2), ..., denotada por
Sn[x(1)], Sn[x(2)], ..., oriunda da relac¸a˜o Sn(x) = i/n, onde i e´ o nu´mero
de observac¸o˜es menores ou iguais a x e n e´ o nu´mero total de amostras
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(SOONG, 2004).
Segundo Massey (1951), Lampariello (2000) e Press et al. (2002),
para comparar um conjunto de dados Sn(x) com uma func¸a˜o de dis-
tribuic¸a˜o acumulada cont´ınua FX(x) conhecida, o teste estat´ıstico de
Kolmogorov-Smirnov sera´:
D = max−∞<x<∞ |Sn(x)− FX(x)| . (3.1)
Para comparar duas diferentes func¸o˜es de distribuic¸a˜o acumu-
lada Sn1(x) e Sn2(x), a estat´ıstica de Kolmogorov-Smirnov sera´:
D = max−∞<x<∞ |Sn1(x)− Sn2(x)| . (3.2)
Na Figura 2 sa˜o apresentados os gra´ficos para a estat´ıstica D do
teste de Kolmogorov-Smirnov. Valores de uma distribuic¸a˜o medidas
em x sa˜o comparados com uma distribuic¸a˜o teo´rica no qual sua distri-
buic¸a˜o de probabilidades acumulada e´ plotada como FX(x). A func¸a˜o
de distribuic¸a˜o acumulada Sn(x) e´ constru´ıda. D representa a maior





























Figura 2 – Estat´ıstica D do teste de Kolmogorov-Smirnov. Baseado em
Press et al. (2002).
Na Tabela 2 podem ser vistos valores cr´ıticos dα(n) da distribui-
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c¸a˜o de D para algumas quantidades de amostras. Por exemplo, num
n´ıvel de significaˆncia 0,20, o valor cr´ıtico de D para n = 10 e´ 0,322; isto
significa que em 20% das varia´veis aleato´rias a diferenc¸a ma´xima abso-
luta entre duas func¸o˜es de distribuic¸a˜o acumulada sera´ de no mı´nimo
0,322. Aqui, os valores de dα(n) sa˜o definidos por P (D > dα(n)) = α
(MASSEY, 1951).
Tabela 2 – Valores cr´ıticos dα(n) para diferenc¸a absoluta ma´xima entre
duas func¸o˜es de distribuic¸a˜o acumulada.
Amostras (n)
Nı´vel de Significaˆncia (α)
0,20 0,15 0,10 0,05 0,01
5 0,446 0,474 0,510 0,565 0,669
10 0,322 0,342 0,368 0,410 0,490
15 0,266 0,283 0,304 0,338 0,404
20 0,231 0,246 0,264 0,294 0,356
25 0,21 0,22 0,24 0,27 0,32
30 0,19 0,20 0,22 0,24 0,29











Na Figura 3 pode ser visto o me´todo gra´fico para a aplicac¸a˜o do
teste de Kolmogorov-Smirnov. A curva cont´ınua representa a distri-
buic¸a˜o acumulada FX(x). As curvas tracejadas esta˜o a uma distaˆncia
±dα(n) da distribuic¸a˜o FX(x). A linha quebrada representa a func¸a˜o
de distribuic¸a˜o acumulada de um determinado grupo de dados obser-
vados Sn(x). Como Sn(x) excedeu dα(n), a hipo´tese H0 de que as duas
func¸o˜es procedem de uma mesma distribuic¸a˜o foi rejeitada (MASSEY,
1951).
Em Soong (2004) e´ apresentado um“passo a passo”para a execu-
c¸a˜o do teste de Kolmogorov-Smirnov para uma func¸a˜o de distribuic¸a˜o
Sn(x) de um conjunto de dados qualquer e uma func¸a˜o de distribuic¸a˜o
teo´rica FX(x). Resume-se em:
1. Passo 1: organizar os valores x1, x2, ..., xn das amostras em ordem
crescente e nomea´-los por x(1), x(2), ..., x(n).
2. Passo 2: determinar a func¸a˜o de distribuic¸a˜o dos valores obser-
vados Sn(x) para cada x(i) atrave´s da relac¸a˜o Sn(x) = i/n.
3. Passo 3: determinar a func¸a˜o de distribuic¸a˜o teo´rica FX(x) em





Figura 3 – Me´todo gra´fico para aplicac¸a˜o do teste de Kolmogorov-
Smirnov. Baseado em Massey (1951).
distribuic¸a˜o, como me´dia µ e variaˆncia σ2, podem ser estimados
dos dados se necessa´rio.
4. Passo 4: calcular D = maxni=1
∣∣Sn(x(i))− FX(x(i))∣∣.
5. Passo 5: escolher um valor para α e determinar, atrave´s da Ta-
bela 2, o valor de dα(n).
6. Passo 6: rejeitar a hipo´tese H0 de que as duas func¸o˜es de dis-
tribuic¸a˜o acumulada procedem de uma mesma distribuic¸a˜o se
D > dα(n). Caso contra´rio, hipo´tese H0 e´ aceita.
Em Soong (2004) e´ apresentado ainda um exemplo que ilustra
com clareza a aplicac¸a˜o do teste de Kolmogorov-Smirnov.
No exemplo, ha´ 10 medidas de resisteˆncia a` trac¸a˜o de um deter-
minado material. Os dados sa˜o
X = [30,1; 30,5; 28,7; 31,6; 32,5; 29,0; 27,4; 29,1; 33,5; 31,0].
Baseando-se neste grupo de dados, deseja-se testar a hipo´tese
nula H0 de que a resisteˆncia a` trac¸a˜o siga uma distribuic¸a˜o normal com
n´ıvel de significaˆncia de ate´ 5%.
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O primeiro passo e´ reorganizar os dados em forma crescente.
Assim, x(1) = 27,4; x(2) = 28,7;...; x(10) = 33,5. Enta˜o, determina-se




= 0,1; S2(28,7) =
2
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No que diz respeito a` func¸a˜o de distribuic¸a˜o teo´rica FX(x), a












(xi − 30,3)2 = 3,14.
Os valores de FX(x) sa˜o encontrados baseando-se na distribuic¸a˜o







Por exemplo, com o aux´ılio da Tabela A.1, para a varia´vel alea-






= FZ(−1,64) = 1− FZ(−1,64)






= FZ(−0,90) = 1− 0,8159 = 0,1841,
e assim por diante.
Para determinar D, e´ construtivo plotar Sn(x) e FX(x) em fun-
c¸a˜o de x, como apresentado na Figura 4. Veˆ-se claramente a par-
tir da figura que a diferenc¸a ma´xima entre Sn(x) e FX(x) ocorre em
x = x(4) = 29,1. Portanto:
D = |SN (29,1)− FX(29,1)| = 0,4− 0,2483 = 0,1517.









27 29 31 33
Figura 4 – Sn(x) e FX(x) do exemplo. Baseado em Soong (2004).
d0,05(10) = 0,41.
Desde que D < d0,05(10), a hipo´tese H0 e´ verdadeira. Portanto,
aceita-se a distribuic¸a˜o normal N(30,3; 3,14) com ate´ 5% de n´ıvel de
significaˆncia.
3.3 FILTRO DE KALMAN
Das inu´meras ferramentas matema´ticas que podem ser utilizadas
para estimac¸o˜es estoca´sticas a partir de medic¸o˜es de sensores com ru´ı-
dos, uma das mais conhecidas e´ o Filtro de Kalman. Em 1960, Rudolph
E. Kalman publicou seu famoso artigo descrevendo uma soluc¸a˜o recur-
siva para o problema de filtragem linear de dados discretos (KALMAN,
1960). Segundo Maybeck (1979), o filtro de Kalman e´ simplesmente
um algoritmo recursivo o´timo para processamento de dados. Desde sua
introduc¸a˜o, o filtro de Kalman tem sido o assunto de extensivas pes-
quisas e aplicac¸o˜es, principalmente na a´rea de navegac¸a˜o autoˆnoma e
assistida.
Welch e Bishop (2001) descrevem que o filtro de Kalman e´ essen-
cialmente um conjunto de equac¸o˜es matema´ticas que implementam um
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estimador do tipo preditor-corretor que e´ o´timo no sentido de que mi-
nimiza a covariaˆncia estimada do erro. Maybeck (1979) diz ainda que
o filtro de Kalman pode incorporar todas as informac¸o˜es conhecidas
do sistema, processando todas as medic¸o˜es dispon´ıveis independente de
sua precisa˜o, para estimar o valor atual da varia´vel de interesse atrave´s
do uso do conhecimento do sistema, do conhecimento sobre a dinaˆ-
mica do dispositivo de medic¸a˜o, da descric¸a˜o estat´ıstica dos ru´ıdos do
sistema, dos erros de medic¸a˜o, da incerteza dos modelos dinaˆmicos e
qualquer informac¸a˜o dispon´ıvel sobre a condic¸a˜o inicial da varia´vel de
interesse.
Frequentemente, as varia´veis de interesse na˜o podem ser medidas
diretamente, e algum meio de inferir esses valores, a partir de dados
dispon´ıveis, precisa ser definido. Esta infereˆncia e´ complicada pelo
fato que as relac¸o˜es entre as muitas varia´veis de estado e sa´ıdas de
medic¸a˜o sa˜o conhecidas apenas com algum grau de incerteza. Ale´m
disso, qualquer medic¸a˜o sera´ corrompida por algum grau de ru´ıdo e
impreciso˜es do dispositivo de medic¸a˜o. Assim, faz-se necessa´rio prover
um meio de extrair informac¸o˜es valiosas a partir de um sinal ruidoso.
O filtro de Kalman combina todos os dados medidos dispon´ıveis, mais
o conhecimento a priori do sistema e dos dispositivos de medic¸a˜o, para
produzir uma estimativa das varia´veis desejadas de maneira que o erro
de estimac¸a˜o seja minimizado estatisticamente. Em outras palavras, se
executa´ssemos alguns diferentes filtros muitas vezes para uma mesma
aplicac¸a˜o, enta˜o, o resultado me´dio do filtro de Kalman seria melhor
que a me´dia dos resultados dos outros filtros (MAYBECK, 1979).
Conceitualmente, o que qualquer tipo de filtro tenta fazer e´ obter
uma estimativa “o´tima” a partir de dados fornecidos por um ambiente
ruidoso. Existem muitas maneiras de realizar esse objetivo. Um deles
seria o ponto de vista Bayesiano, onde o filtro propaga a densidade de
probabilidade condicional, condicionado ao conhecimento atual dos da-
dos oriundos do dispositivo de medic¸a˜o. O filtro de Kalman realiza esta
propagac¸a˜o da densidade de probabilidade condicional para problemas
nos quais o sistema pode ser descrito atrave´s de um modelo linear e
no qual o sistema e os ru´ıdos de medic¸a˜o sa˜o Brancos ou Gaussianos
(MAYBECK, 1979).
Nesta sec¸a˜o, sera˜o apresentados o algoritmo do filtro de Kalman e
suas equac¸o˜es, bem como a origem computacional e probabil´ıstica deste
filtro. Esta sec¸a˜o e´ baseada nos trabalhos de Welch e Bishop (2001),
Kalman e Bucy (1961), Kalman (1960), Jazwinski (1970), Negenborn
(2003), Ristic, Arulampalam e Gordon (2004), Meinhold e Singpurwalla
(1983), Brown e Hwang (1992), Dailey et al. (2000), Cathey e Dailey
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(2003) e Maybeck (1979).
3.3.1 Processo a Ser Estimado
O filtro de Kalman aborda o problema geral de tentar estimar o
estado X ∈ Rn de um processo controlado em tempo discreto, gover-
nado por uma equac¸a˜o a` diferenc¸a estoca´stica linear:
Xk = AXk−1 +Buk−1 +Wk−1, (3.4)
com uma medic¸a˜o z ∈ Rm dada por :
zk = HXk + ek, (3.5)
onde a matriz nÖn A da Equac¸a˜o (3.4) e´ a matriz de transic¸a˜o de
estados, B e´ a matriz de controle, Xk e´ o vetor que representa as
varia´veis de estado do sistema a cada instante de tempo k, e u e´ o vetor
de sinais de controle. Na Equac¸a˜o (3.5), H e´ a matriz de medic¸a˜o,
ou seja, relaciona o estado a medic¸a˜o zk. As varia´veis aleato´rias Wk
e ek representam os ru´ıdos de processo e medic¸a˜o, respectivamente.
Sa˜o definidas como varia´veis independentes, brancas, com distribuic¸a˜o
normal de probabilidade:
p(W ) ∼ N(0, Q), (3.6)
p(e) ∼ N(0, R), (3.7)
onde Q e´ a matriz de covariaˆncia do ru´ıdo do processo, e R a matriz de
covariaˆncia do ru´ıdo de medic¸a˜o. estas matrizes podem ser constantes
ou varia´veis a cada instante de tempo ou medic¸a˜o.
3.3.2 Origem Computacional do Filtro de Kalman
O estado estimado a priori no instante de tempo k, dado conhe-
cimento do processo anterior a este instante, e´ definido por Xˆ−k ∈ Rn,
enquanto que o estado estimado a posteriori no instante de tempo k,
dada uma medic¸a˜o zk, e´ definido por Xˆk ∈ Rn. Enta˜o, pode-se definir
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os erros estimados a priori e a posteriori, respectivamente, como sendo:
y−k ≡ Xk − Xˆ−k , (3.8)
yk ≡ Xk − Xˆk. (3.9)












Na derivac¸a˜o das equac¸o˜es do filtro de Kalman, o primeiro passo
e´ encontrar uma equac¸a˜o que compute um estado estimado a posteriori
Xˆk como uma combinac¸a˜o linear de uma estimativa a priori Xˆ
−
k e
uma diferenc¸a ponderada entre uma medic¸a˜o real zk e uma previsa˜o de
medic¸a˜o HXˆ−k , desta forma:
Xˆk = Xˆ
−
k +K(zk −HXˆ−k ). (3.12)
A diferenc¸a (zk − HXˆ−k ) na Equac¸a˜o (3.12) e´ chamada de “di-
ferenc¸a residual”. A diferenc¸a residual reflete a discrepaˆncia entre a
predic¸a˜o da medic¸a˜o HXˆ−k e a medic¸a˜o atual zk. Uma diferenc¸a resi-
dual de me´dia zero significa que os dois esta˜o em completo acordo. A
matriz K da Equac¸a˜o (3.12) e´ escolhida para ser o ganho que minimiza
a Equac¸a˜o (3.11) de covariaˆncia do erro a posteriori. Como todas as
equac¸o˜es do filtro de Kalman podem ser manipuladas algebricamente,











Observando a Equac¸a˜o (3.13), nota-se que quando a covariaˆncia
do ru´ıdo de medic¸a˜o R se aproxima de zero, o ganho K pondera a dife-
renc¸a residual mais intensamente. Por outro lado, quando a covariaˆncia
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do erro estimado a priori P−k se aproxima de zero, o ganho K pondera







Kk = 0. (3.15)
Outra maneira de pensar sobre as ponderac¸o˜es realizadas pelo
ganho de Kalman K e´ que conforme a covariaˆncia do ru´ıdo de medic¸a˜o
R se aproxima de zero, a medic¸a˜o atual zk seria mais e mais “confia´vel”,
enquanto que a predic¸a˜o da medic¸a˜o HXˆ−k se tornaria cada vez menos
confia´vel. Por outro lado, conforme a covariaˆncia do erro estimado
a priori P−k se aproximasse de zero, a medic¸a˜o atual zk se tornaria
cada vez menos confia´vel, enquanto que a predic¸a˜o da medic¸a˜o HXˆ−k
se tornaria mais e mais confia´vel.
3.3.3 Origem Probabil´ıstica do Filtro de Kalman
A justificativa para a Equac¸a˜o (3.12) esta´ enraizada na probabi-
lidade da estimativa a priori Xˆ−k condicionada a todas as medic¸o˜es zk
anteriores (regra de Bayes). Assim:
E[Xk] = Xˆk,
E[(Xk − Xˆk)(Xk − Xˆk)T ] = Pk.
O estado estimado a posteriori da Equac¸a˜o (3.12) reflete a me´dia
da distribuic¸a˜o do estado. A covariaˆncia do erro estimado a posteriori
da Equac¸a˜o (3.11) reflete a variaˆncia da distribuic¸a˜o do estado. Em
outras palavras,
p(Xk|zk) ∼ N(E[Xk], E[(Xk − Xˆk)(Xk − Xˆk)T ])
= N(Xˆk, Pk).
3.3.4 Algoritmo do Filtro de Kalman
O filtro de Kalman estima um processo utilizando uma forma de
controle por realimentac¸a˜o. O filtro estima o estado do processo em
algum momento e enta˜o obteˆm a realimentac¸a˜o na forma de medic¸o˜es
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ruidosas. Ale´m disso, as equac¸o˜es do filtro de Kalman se resumem em
dois grupos: equac¸o˜es de atualizac¸a˜o de tempo e equac¸o˜es de
atualizac¸a˜o da medic¸a˜o. As equac¸o˜es de atualizac¸a˜o de tempo sa˜o
responsa´veis por projetar para a frente no tempo o estado atual e cova-
riaˆncia do erro estimados, de forma a obter a estimativa a priori para
o pro´ximo instante de tempo. Ja´ as equac¸o˜es de atualizac¸a˜o da medi-
c¸a˜o sa˜o responsa´veis pela realimentac¸a˜o, por exemplo, incorporar uma
nova medic¸a˜o na estimativa a priori de forma a obter uma estimativa
a posteriori melhorada.
As equac¸o˜es de atualizac¸a˜o de tempo tambe´m podem ser en-
tendidas como equac¸o˜es de predic¸a˜o, enquanto que as equac¸o˜es de
atualizac¸a˜o da medic¸a˜o podem ser compreendidas como equac¸o˜es de
correc¸a˜o. De fato, o algoritmo de estimac¸a˜o remonta ao algoritmo
preditor-corretor com o objetivo de resolver problemas nume´ricos, como





Figura 5 – O ciclo do filtro de Kalman. A atualizac¸a˜o de tempo
projeta a pro´xima estimativa do estado atual. A atualizac¸a˜o de me-
dic¸a˜o ajusta a estimativa projetada atrave´s de medic¸a˜o real naquele
tempo. Baseado em Welch e Bishop (2001).
As equac¸o˜es espec´ıficas de predic¸a˜o sa˜o dadas por:
Xˆ−k = AXˆk−1 +Buk−1, (3.16)
P−k = APk−1A
T +Q. (3.17)
A Equac¸a˜o (3.16) realiza a estimac¸a˜o do estado atual, enquanto
que a Equac¸a˜o (3.17) realiza a estimac¸a˜o da covariaˆncia do erro, ambas
no instante de tempo k − 1 ate´ k. Nas equac¸o˜es, A e B referem-se as
matrizes da Equac¸a˜o (3.4), Q refere-se a matriz da Equac¸a˜o (3.6).









k +K(zk −HXˆ−k ), (3.19)
Pk = (I −KkH)P−k . (3.20)
Note que as equac¸o˜es (3.18) e (3.13), e (3.19) e (3.12), sa˜o as
mesmas.
Para inicializar o filtro de Kalman, faz-se necessa´rio a especifi-
cac¸a˜o de um estado estimado a posteriori inicial Xˆ0 e um valor inicial
para a covariaˆncia do erro estimado a posteriori P0. Dados os valores
para inicializac¸a˜o, a primeira tarefa durante a atualizac¸a˜o da medic¸a˜o
e´ computar o ganho de Kalman Kk. O pro´ximo passo e´ realizar uma
medic¸a˜o para obter zk e gerar uma estimativa do estado a posteriori
como pode ser visto na Equac¸a˜o (3.19). O passo final e´ obter uma
estimativa a posteriori da covariaˆncia do erro. A cada atualizac¸a˜o de
tempo e medic¸a˜o, o processo e´ repetido com as estimac¸o˜es a posteri-
ori anteriores utilizadas para projetar as novas estimativas a priori.
Esta natureza recursiva e´ uma caracter´ıstica interessante do filtro de
Kalman. A Figura 6 oferece uma visa˜o completa da operac¸a˜o do filtro.
Atualização de Medição ("Correção")
1. Computa o ganho de Kalman
2. Atualiza a estimativa através da medição 
3. Atualiza a covariância do erro
1. Projeta o próximo estado
2. Projeta a próxima covariância do erro
Atualização de Tempo ("Predição")
Estimativa inicial           e
Figura 6 – Operac¸a˜o do filtro de Kalman. Baseado em Welch e Bishop
(2001).
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3.3.5 Parametrizac¸a˜o do Filtro de Kalman
O filtro de Kalman possui dois paraˆmetros importantes: a cova-
riaˆncia do ru´ıdo de medic¸a˜o R, e a covariaˆncia do ru´ıdo do processo Q.
Para implementac¸a˜o real do filtro de Kalman, a covariaˆncia do ru´ıdo
de medic¸a˜o R e´ geralmente definida antes da operac¸a˜o do filtro. Para
isso, faz-se necessa´rio obter algumas medidas de amostras offline com
o objetivo de determinar a variaˆncia do ru´ıdo de medic¸a˜o. A determi-
nac¸a˜o da covariaˆncia do ru´ıdo do processo Q e´ geralmente mais dif´ıcil
pois tipicamente na˜o e´ poss´ıvel observar diretamente o processo a ser
estimado. Algumas vezes, um modelo de processo relativamente sim-
ples pode produzir resultados aceita´veis se “injeta” incerteza suficiente
no processo atrave´s da escolha de Q.
3.4 SUMA´RIO
Neste cap´ıtulo foram apresentados os conceitos necessa´rios para
o entendimento deste trabalho, como o sistema utilizado para localiza-
c¸a˜o de ve´ıculos e os fundamentos estat´ısticos empregados. Abordou-se
os conceitos sobre o teste de Kolmogorov-Smirnov, uma ferramenta ma-
tema´tica utilizada para o teste de hipo´teses sobre a distribuic¸a˜o de uma
populac¸a˜o de dados. Ale´m disso, foram apresentados os fundamentos
relacionados ao filtro de Kalman discreto.
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4 ANA´LISE ESTATI´STICA DE DADOS DE POSIC¸A˜O E
VELOCIDADE DE OˆNIBUS URBANO
Neste cap´ıtulo sa˜o descritos dois me´todos para ana´lise estat´ıs-
tica dos dados de medic¸a˜o de posic¸a˜o e velocidade do oˆnibus, o me´-
todo de ana´lise longitudinal e o me´todo de ana´lise transversal,
desenvolvidos com o objetivo de extrair informac¸o˜es dos dados histo´-
ricos/simulados do sistema, relevantes a` configurac¸a˜o dos paraˆmetros
do filtro de Kalman. Os me´todos sa˜o baseados no ca´lculo de me´dias e
variaˆncias.
4.1 ANA´LISE LONGITUDINAL DE DADOS DE MEDIC¸A˜O
O primeiro me´todo desenvolvido para ana´lise de dados e´ o me´-
todo de ana´lise longitudinal. Este me´todo baseia-se em encontrar
a me´dia e desvio padra˜o de dados histo´ricos dispon´ıveis, sejam de ve-
locidades, sejam de posic¸o˜es do oˆnibus urbano ao longo do trajeto.
Entende-se por posic¸a˜o do oˆnibus a sua distaˆncia atual em relac¸a˜o ao
ponto de partida. Todavia, o tratamento dos dados de velocidade e´
diferente do tratamento empregado aos dados de posic¸a˜o. Assim, con-
siderando as matrizes de dados histo´ricos de velocidade Vm×n e posic¸a˜o
Sm×n, foram desenvolvidos dois procedimentos distintos.
O objetivo do primeiro procedimento e´ obter a me´dia e desvio
padra˜o da velocidade histo´rica do oˆnibus para um determinado trajeto.
Para isso, me´dia e desvio padra˜o sa˜o calculados baseando-se em todos
os dados histo´ricos de velocidade dispon´ıveis para o trajeto escolhido.
A me´dia e desvio padra˜o da velocidade histo´rica, sa˜o informac¸o˜es rele-
vantes para a configurac¸a˜o de alguns paraˆmetros do modelo do sistema,
como o desvio padra˜o do ru´ıdo de velocidade e a velocidade me´dia do
oˆnibus durante todo o trajeto.
Considerando a matriz de dados de velocidade Vi,j represen-
tando a velocidade no tempo t = ti para um experimento j sendo
ti ∈ {0, 1, ..., tf}, onde tf e´ o tempo final (instantes de amostragem, em


















(Vi,j − µV )2. (4.2)
O segundo procedimento tem por objetivo calcular a distaˆncia
me´dia percorrida pelo oˆnibus a cada minuto, atrave´s dos dados de po-
sic¸a˜o do oˆnibus ao longo do trajeto. Para isso, considerando a matriz
de dados de posic¸a˜o Si,j representando uma posic¸a˜o em t = ti para um
experimento j sendo ti ∈ {0, 1, ..., tf} (instantes de amostragem, em










wi,j = Si+1,j − Si,j . (4.4)








(wi,j − µS)2. (4.5)
De forma a ilustrar este procedimento, na Figura 7 sa˜o apresenta-
das duas curvas resultantes de dois experimentos, portanto j = 2, para
um mesmo trajeto. Nota-se a aplicac¸a˜o da Equac¸a˜o (4.4) necessa´ria
para o ca´lculo de me´dia, variaˆncia e desvio padra˜o.
Na Figura 8, sa˜o apresentados os resultados das subtrac¸o˜es (ve-
locidades) e ca´lculo da me´dia, obtidos com a aplicac¸a˜o do procedimento
para um conjunto de dados de posic¸a˜o. Sa˜o mostrados os resultados das
primeiras 200 subtrac¸o˜es. Atrave´s da ana´lise da figura, e´ poss´ıvel notar
que a velocidade do oˆnibus a cada minuto varia consideravelmente.
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Figura 7 – Representac¸a˜o do me´todo de ana´lise longitudinal para apli-
cac¸a˜o em dados de posic¸a˜o.




















Figura 8 – Subtrac¸o˜es e me´dia resultantes da aplicac¸a˜o do me´todo de
ana´lise longitudinal de dados de posic¸a˜o.
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A me´dia, a variaˆncia e o desvio padra˜o, obtidos com a implemen-
tac¸a˜o dos dois procedimentos, tem resultados iguais. Todavia, o que
justifica o desenvolvimento destes e´ o fato de, em alguns casos, possuir-
se somente dados histo´ricos de velocidades ou de posic¸o˜es do ve´ıculo
para um percurso espec´ıfico. Para a primeira situac¸a˜o onde ha´ somente
dados histo´ricos de velocidades, pode-se obter tambe´m me´dia, variaˆncia
e desvio padra˜o para posic¸o˜es do oˆnibus urbano. Caso somente dados
histo´ricos de posic¸o˜es estejam dispon´ıveis, e´ poss´ıvel obter tambe´m me´-
dia, variaˆncia e desvio padra˜o para velocidades. A aplicac¸a˜o destes dois
procedimentos fornece informac¸o˜es relevantes para a implementac¸a˜o do
algoritmo do filtro de Kalman proposto neste trabalho.
4.2 ANA´LISE TRANSVERSAL DE DADOS DE MEDIC¸A˜O
O segundo me´todo desenvolvido para ana´lise dos dados histo´ricos
e´ o me´todo de ana´lise transversal.
O principal objetivo deste me´todo e´ encontrar alterac¸o˜es con-
sidera´veis nas variaˆncias de dados histo´ricos. Para isso, considerando
uma matriz de dados de posic¸a˜o Si,j , calcula-se me´dia e variaˆncia para












(Si,j − µSi)2. (4.7)
Na Figura 9, e´ apresentada uma aplicac¸a˜o da ana´lise transversal
para treˆs curvas de medidas de posic¸a˜o. As medidas sa˜o obtidas em
t2 = 2 min, t3 = 3 min, t4 = 4 min e t5 = 5 min. O me´todo calcula
a me´dia e variaˆncia para as medidas em t2, depois para t3 e assim por
diante.
Na Figura 10 podem ser vistas as variaˆncias obtidas com a ana´lise
transversal para um conjunto de dados de posic¸a˜o. E´ poss´ıvel observar
que a variaˆncia muda constantemente, entretanto, segue um comporta-
mento parecido ate´ t ≈ 44 min, mudando levemente apo´s este instante.
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Figura 9 – Representac¸a˜o gra´fica do me´todo de ana´lise transversal de
dados de posic¸a˜o.


















Figura 10 – Variaˆncias a cada t para dados de posic¸a˜o do oˆnibus.
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O reconhecimento dos pontos onde ha´ mudanc¸as relevantes na
variaˆncia de dados histo´ricos e´ importante pois, em alguns casos, a
mudanc¸a e´ ta˜o significante que a distribuic¸a˜o dos dados pode na˜o seguir
mais uma Normal, necessa´ria para aplicac¸a˜o do filtro de Kalman. Caso
isto acontec¸a, aplica-se o teste de ajustamento de Kolmogorov-Smirnov
no grupo de dados em questa˜o e analisa-se a hipo´tese destes dados ainda
seguirem esta distribuic¸a˜o.
4.3 SUMA´RIO
Neste cap´ıtulo, foram exibidos os me´todos de ana´lise estat´ıstica
de dados, desenvolvidos com o objetivo de extrair o maior nu´mero pos-
s´ıvel de informac¸o˜es dos dados histo´ricos do sistema. Estes me´todos sa˜o
importantes para a compreensa˜o da configurac¸a˜o de alguns paraˆmetros
do modelo matema´tico e do filtro de Kalman do sistema, descritos no
pro´ximo cap´ıtulo.
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5 MODELO DE PREDIC¸A˜O DE TEMPOS DE
CHEGADA DE OˆNIBUS URBANO
Este cap´ıtulo apresenta a modelagem matema´tica do sistema que
possibilita, junto ao filtro de Kalman, a estimac¸a˜o de posic¸a˜o, veloci-
dade e tempos de chegada de ve´ıculos de transporte coletivo. O estado
dinaˆmico do ve´ıculo e´ estimado atrave´s do algoritmo do filtro de Kal-
man. Os tempos de chegada sa˜o estimados atrave´s de um algoritmo
descrito em sua sec¸a˜o correspondente.
5.1 MODELO PARA ESTIMAC¸A˜O DE POSIC¸A˜O E VELOCIDADE
DO OˆNIBUS
Neste sistema que envolve oˆnibus urbano, uma modelagem de-
talhada da movimentac¸a˜o do ve´ıculo e´ algo inapropriado, e um modelo
de movimentac¸a˜o simples e´ mais adequado (DAILEY et al., 2000). Como
dito anteriormente, este trabalho e´ inspirado nas propostas de Dailey
et al. (2000), Wall e Dailey (1999) e principalmente Cathey e Dailey
(2003), onde os autores desenvolveram um modelo linear com ru´ıdos
para representar a dinaˆmica do oˆnibus. Entretanto, o modelo estoca´s-
tico com acelerac¸a˜o na˜o e´ necessa´rio para caracterizar o processo de
deslocamento do ve´ıculo. Portanto, o desenvolvimento realizado por
Cathey e Dailey (2003) na˜o sera´ adotado. Apenas os aspectos de mo-
delagem linear do processo sera˜o assumidos.
O filtro de Kalman e´ aplicado para transformar uma sequeˆncia de
medic¸o˜es de posic¸a˜o em estimativas dos estados de posic¸a˜o e velocidade
do ve´ıculo. Entretanto, a fim de implementar o filtro de Kalman, faz-se
necessa´rio especificar:
 Um espac¸o de estados;
 Um modelo de medic¸a˜o;
 Um modelo de transic¸a˜o de estados;
 Um procedimento de inicializac¸a˜o.
Para representar o estado dinaˆmico instantaˆneo do ve´ıculo, definiu-
se um espac¸o de estados Xk bidimensional. As varia´veis de estado no









Uma medic¸a˜o z e´ uma estimativa da posic¸a˜o do ve´ıculo no tra-
jeto. Assim, o modelo de medic¸a˜o e´ representado por:





e´ a matriz de medic¸a˜o e ek o erro aleato´rio de medic¸a˜o.
E´ assumida distribuic¸a˜o normal com me´dia zero para ek.
A modelagem da dinaˆmica referente a posic¸a˜o xk do ve´ıculo
no trajeto, e´ baseada nas equac¸o˜es do movimento retil´ıneo uniforme
(MRU). Assim:
xk+1 = xk + vk∆t+ w
x
k . (5.3)
Na Equac¸a˜o (5.3), xk + vk∆t e´ a pro´pria func¸a˜o da posic¸a˜o em
relac¸a˜o ao tempo do MRU e wxk e´ a parte estoca´stica assumida como
sendo uma distribuic¸a˜o normal com me´dia zero.
Para a modelagem da dinaˆmica da velocidade do ve´ıculo, tem-se:
vk+1 = vk + w
v
k, (5.4)
onde wvk e´ a parte estoca´stica que representa a variac¸a˜o de velocidade
do ve´ıculo, causada por fatores externos como parada em um ponto de
oˆnibus, intersec¸o˜es sinalizadas, entre outros. Assim como o ru´ıdo de
posic¸a˜o wxk , o ru´ıdo de velocidade w
v
k ∼ N(0, σ2).
Conhecidas estas equac¸o˜es, o problema pode ser colocado na
forma do filtro de Kalman linear. Assim, o modelo de transic¸a˜o de
estados sera´:
Xk+1 = AXk +Wk, (5.5)














Assim, substituindo as matrizes das Equac¸o˜es (5.1), (5.6) e (5.7)
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A covariaˆncia do ru´ıdo de medic¸a˜o R e´ calculada atrave´s do
valor esperado do produto entre o erro aleato´rio de medic¸a˜o e e sua
transposta eT . Todavia, detectou-se atrave´s de muitas simulac¸o˜es que,
para os dados utilizados neste trabalho, R ≥ 3702 obteˆm melhores
resultados, ou seja, decidiu-se “confiar” mais na predic¸a˜o da medic¸a˜o
HXˆ−k do que na medic¸a˜o atual zk. Isto e´ justificado pelo fato que o erro
me´dio  de estimativa de tempo de chegada do oˆnibus em um ponto
de parada qualquer, tem comportamento inversamente proporcional ao
erro ma´ximo absoluto Emax de estimac¸a˜o de posic¸a˜o do oˆnibus ao longo
do trajeto. Conforme R se aproxima de zero, o erro Emax se torna
menor enquanto que o erro  se torna maior. Como deseja-se um erro
 menor, R ≥ 3702 mostrou-se mais adequado na obtenc¸a˜o de menores





e× eT ] < 3702[
e× eT ] , se [e× eT ] ≥ 3702 . (5.9)
A covariaˆncia do ru´ıdo do processo Q e´ obtida atrave´s do me´todo
dispon´ıvel em Dailey et al. (2000), onde as variaˆncias de cada ru´ıdo de







O procedimento de inicializac¸a˜o e´ um me´todo para computar
valores iniciais para o vetor de estados e sua matriz de covariaˆncia do
erro associada. Esses valores iniciais Xˆ0 e P0 sa˜o baseados na medic¸a˜o
inicial z0 no tempo t0, e na variaˆncia da medic¸a˜o R. Assim,







Em Xˆ0, ψ representa uma velocidade estimada baseada em um






onde Xp e´ a distaˆncia ma´xima do percurso do oˆnibus e Th o tempo
me´dio histo´rico que o ve´ıculo demora para percorrer esta distaˆncia.
Finalmente, dada uma sequeˆncia de medic¸o˜es z1, z2, ..., zn nos
tempos t1, t2, ..., tn, as equac¸o˜es de transic¸a˜o do filtro de Kalman para
este sistema sera˜o:
Xˆ−k = AXˆk−1, (5.12)
P−k = APk−1A
T +Q, (5.13)
onde Xˆ−k e´ o estado estimado a priori e Xˆk−1 e´ a estimac¸a˜o do estado
a posteriori.
As equac¸o˜es para atualizac¸a˜o de medic¸a˜o do filtro de Kalman
para este sistema sera˜o:
Xˆk = Xˆ
−
k +Kk(zk −HXˆ−k ), (5.14)
Pk = (I2×2 −KkH)P−k . (5.15)
A matriz n×m K e´ o ganho de Kalman, responsa´vel por mini-






Este e´ o conjunto de equac¸o˜es para as aplicac¸o˜es deste trabalho.
5.2 ALGORITMO PARA PREDIC¸A˜O DE TEMPOS DE CHEGADA
DE OˆNIBUS URBANO
O algoritmo proposto para estimac¸a˜o do tempo de chegada do
ve´ıculo em um determinado ponto de oˆnibus, baseia-se nas estimac¸o˜es
de posic¸a˜o xˆk e velocidade vˆk do oˆnibus, oriundos do filtro de Kalman;
e nas posic¸o˜es dos pontos de oˆnibus ao longo do trajeto. Entende-se
como posic¸a˜o do ponto de oˆnibus sua distaˆncia em relac¸a˜o ao in´ıcio do
trajeto. No Algoritmo 1 sa˜o apresentados os passos para estimac¸a˜o de
tempo de chegada do ve´ıculo em um ponto de oˆnibus bi qualquer.
No algoritmo, BS = [b1, b2, ..., bN ] representa um vetor com as
posic¸o˜es dos pontos de oˆnibus presentes no trajeto que o oˆnibus re-
alizara´. As varia´veis xˆk e vˆk representam as posic¸o˜es e velocidades
estimadas atrave´s do algoritmo do filtro de Kalman a cada instante de
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tempo k. O vetor ΩBS = [Ωb1 ,Ωb2 , ...,ΩbN ] possui os tempos hipote´ticos





onde bi e´ a posic¸a˜o de um ponto de oˆnibus qualquer e ψ e´ a veloci-
dade hipote´tica do oˆnibus para um trajeto qualquer obtido atrave´s da
Equac¸a˜o (5.11).
Algoritmo 1. Predic¸a˜o do tempo de chegada de oˆnibus ur-
bano em um ponto de parada bi
BS = [b1, b2, ..., bN ]
ΩBS = [Ωb1 ,Ωb2 , ...,ΩbN ] , i = 1, ..., N
Υbi0 = Ωbi
for k = 1 to n do
ca´lculo de xˆk e vˆk (filtro de Kalman)








O algoritmo e´ inicializado com a informac¸a˜o das posic¸o˜es dos
pontos de oˆnibus de um trajeto qualquer. Em seguida, informa-se os
tempos hipote´ticos de chegada do ve´ıculo Ωbi em cada ponto de oˆnibus
bi deste trajeto. Enta˜o, o algoritmo do filtro de Kalman e´ executado
gerando as estimativas de posic¸a˜o e velocidade do ve´ıculo. E´ necessa´rio
definir um tempo inicial de chegada do ve´ıculo no ponto de oˆnibus, o
tempo inicial considerado sera´ o tempo hipote´tico de chegada do oˆnibus
no ponto bi escolhido, portanto, Υ
bi
0 = Ωbi .
Conhecidas estas informac¸o˜es, o algoritmo se baseara´ em dividir
a diferenc¸a entre a posic¸a˜o estimada atual do ve´ıculo xˆk e a posic¸a˜o do
ponto de oˆnibus bi pela velocidade estimada vˆk. Esta divisa˜o resulta em
uma estimativa do tempo de chegada Υbik do oˆnibus para cada instante
de tempo k.
Se a posic¸a˜o do ponto de oˆnibus bi for menor que a posic¸a˜o
estimada xˆk atual do oˆnibus, o tempo de chegada do ve´ıculo no ponto




Neste cap´ıtulo, apresentou-se a modelagem matema´tica e a defi-
nic¸a˜o dos paraˆmetros necessa´rios para a aplicac¸a˜o do algoritmo do filtro
de Kalman em sistemas de transporte pu´blico via oˆnibus urbano. Foi
mostrado tambe´m o algoritmo para estimac¸a˜o do tempo de chegada do
ve´ıculo em um ponto de oˆnibus qualquer.
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6 RESULTADOS NUME´RICOS E SIMULAC¸O˜ES
No presente cap´ıtulo, sa˜o apresentados os resultados nume´ricos
obtidos a partir da aplicac¸a˜o dos me´todos de ana´lise estat´ıstica e algo-
ritmos, propostos neste trabalho, aos dados de medic¸a˜o obtidos com as
simulac¸o˜es de dois cena´rios.
De forma a obter um experimento controlado, foram desenvolvi-
dos dois cena´rios em que a u´nica varia´vel e´ o desvio padra˜o σ do tempo
de parada do ve´ıculo no ponto de oˆnibus. O fluxo de ve´ıculos na via
e´ zero e os pontos de oˆnibus sa˜o equidistantes. Os cena´rios transmi-
tem aspectos essenciais do sistema de transporte, quais sejam, tempos
de parada estoca´sticos do ve´ıculo nos pontos e incertezas de tempo de
viagem. No modelo utilizado, essas u´ltimas sa˜o concentradas na vari-
aˆncia do tempo de parada do ve´ıculo nos pontos de oˆnibus ao longo
do trajeto. Para a simulac¸a˜o dos circuitos, foi utilizado o simulador
microsco´pico de tra´fego Aimsun 6.1 (TSS, 2012) em conjunto com uma
API (Application Programming Interface, ou Interface de Programac¸a˜o
de Aplicativos) em Python 2.6 para aquisic¸a˜o dos dados do sistema.
Considerou-se distribuic¸a˜o normal para gerac¸a˜o dos dados de ambos os
cena´rios.
O teste estat´ıstico de Kolmogorov-Smirnov e´ aplicado aos dados
de medic¸a˜o gerados a partir da simulac¸a˜o dos dois cena´rios com o ob-
jetivo de provar a hipo´tese de que estes dados sigam uma distribuic¸a˜o
normal N(µ, σ2). Em seguida, sa˜o definidos os paraˆmetros fundamen-
tais para a execuc¸a˜o do algoritmo do filtro de Kalman para cada um
dos cena´rios, atrave´s da aplicac¸a˜o do me´todo de ana´lise longitudinal.
Enta˜o, as posic¸o˜es e velocidades do oˆnibus ao longo do trajeto sa˜o esti-
mados e o Algoritmo 1 de estimac¸a˜o de tempo de chegada do oˆnibus e´
aplicado para dois pontos de parada do primeiro cena´rio, e treˆs pontos
de parada do segundo cena´rio. Os resultados das estimativas de tempo
de chegada sa˜o mostrados e analisados.
6.1 ESTIMAC¸A˜O DOS TEMPOS DE CHEGADA DO OˆNIBUS PARA
O CENA´RIO I
Os dados histo´ricos de posic¸a˜o do oˆnibus foram gerados atrave´s
de simulac¸o˜es realizadas no software Aimsun 6.1. O resultado da si-
mulac¸a˜o e´ constitu´ıdo por duas matrizes de dados, uma de dados de
posic¸a˜o S30×20 e outra de dados de velocidade V30×20.
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O cena´rio e´ formado por um circuito retangular de 11,2 km com
16 pontos de oˆnibus equidistantes. As posic¸o˜es dos pontos de parada
presentes no trajeto sa˜o representadas pelo vetor BS = [b1, b2, ..., bN ],
onde bi representa a posic¸a˜o de um ponto qualquer. A distaˆncia entre
cada ponto e´ de 700 m. O circuito completo e´ ilustrado na Figura 11.
O oˆnibus transita pelo circuito por 30 min, gerando 30 amostras de
posic¸a˜o e velocidade, com per´ıodo de amostragem ∆t = 1 min. Para
este cena´rio, considerou-se velocidade de cruzeiro igual a Vc = 30 km/h
e me´dia de parada do ve´ıculo no ponto de oˆnibus igual a µ = 30 s. O
desvio padra˜o do tempo de parada do ve´ıculo no ponto de oˆnibus foi
mantido em 5 segundos nos primeiros 8 pontos (σb1,...,b8 = 5 s), e em 25
segundos nos u´ltimos 8 pontos de oˆnibus (σb9,...,b16 = 25 s). O cena´rio
foi simulado 20 vezes.
700m
entrada
Figura 11 – Cena´rio de simulac¸a˜o com 16 pontos de parada.
6.1.1 Aplicac¸a˜o do Teste de Kolmogorov-Smirnov
Inicialmente, define-se as hipo´teses para aplicac¸a˜o do teste de
Kolmogorov-Smirnov. A hipo´tese nula H0 e´ que um conjunto de amos-
tras v1, v2, ..., vn observadas a partir da populac¸a˜o V de amostras de
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velocidade do oˆnibus, siga a distribuic¸a˜o normal N(µ, σ2). A hipo´-
tese alternativa e´ que estas amostras na˜o sigam esta distribuic¸a˜o. Na
forma adimensional, os dados sa˜o 292,89; 365,85; 351,57; 307,52; 415,78;
282,52; 470,37; 299,18; 421,51; 249,19.
Baseando-se neste grupo de dados, deseja-se testar a hipo´tese H0
de que a distribuic¸a˜o da velocidade segue um distribuic¸a˜o normal com
n´ıvel de significaˆncia de ate´ 5%. Segundo Soong (2004), este n´ıvel de
significaˆncia α = 5% e´ o padra˜o para o teste de Kolmogorov-Smirnov.
O primeiro passo e´ organizar os dados de forma crescente. Assim
v(1) = 249,19; v(3) = 292,89;...; v(10) = 470,37. Enta˜o, determina-se a
func¸a˜o de distribuic¸a˜o Sn(v) das amostras. Portanto,
Sn(v) = [0,1; 0,2; ...; 1] .
A me´dia µˆ, variaˆncia σˆ2 e desvio padra˜o σˆ da distribuic¸a˜o teo´rica
















Os valores de FV (v) sa˜o encontrados atrave´s da Equac¸a˜o (3.3),
baseando-se na distribuic¸a˜o N(µˆ = 345,63; σˆ = 71,76), e com aux´ılio
da Tabela A.1. Na Tabela 3 sa˜o apresentados os valores da distribuic¸a˜o
teo´rica FV (v) calculados para cada amostra v.
Finalmente, calcula-se a maior distaˆncia entre as distribuic¸o˜es





|Sn(v)− FV (v)| = |Sn(307,52)− FV (307,52)| = 0,2019.
Na Figura 12 podem ser vistas as distribuic¸o˜es Sn(v) e FV (v)
plotadas em func¸a˜o de v.
Com α = 0,05 e n = 10, a Tabela (2) fornece que d0,05(10) =
0,41. Portanto, desde que D < d0,05(10), aceita-se a distribuic¸a˜o nor-
mal N(345,63; 71,76) com ate´ 5% de n´ıvel de significaˆncia. Portanto,
a hipo´tese nula H0 e´ aceita.
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Figura 12 – Resultado do teste de Kolmogorov-Smirnov para os dados
do primeiro cena´rio. Comparac¸a˜o entre Sn(v) e FV (v).
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6.1.2 Configurac¸a˜o do Filtro de Kalman
Apo´s a obtenc¸a˜o e teste dos dados de medic¸a˜o, o primeiro passo e´
aplicar o me´todo de ana´lise longitudinal descrito no Cap´ıtulo 4, desen-
volvido com o objetivo de identificar a me´dia µ e desvio padra˜o σ das
velocidades e distaˆncias percorridas pelo oˆnibus a cada t. Aplicando o
algoritmo, obteve-se:
 µ = 348,53 m
 σ2 = 14128 m
 σ = 118,86 m
Como os dados de posic¸a˜o sa˜o iguais aos de velocidades, teˆm-se:
 µ = 348,53 m/min = 20,9 km/h
 σ2 = 14128 m/min = 50,83 km/h
 σ = 118,86 m/min = 7,13 km/h
Os valores obtidos com a ana´lise longitudinal sa˜o u´teis na defini-
c¸a˜o do desvio padra˜o dos ru´ıdos wx e wv presentes no sistema. Consi-
derando que os ru´ıdos sigam uma distribuic¸a˜o normal N(µ, σ), teˆm-se:
 wx ∼ N(0; 118,86)
 wv ∼ N(0; 118,86)
O desvio padra˜o do erro de medic¸a˜o e e´ baseado na precisa˜o
do GPS utilizado no oˆnibus. Supondo que o oˆnibus esteja utilizando
um GPS da marca Garmin modelo eTrex HC, seu erro de precisa˜o
sera´ de ate´ 10 metros (GARMIN INTERNATIONAL, INC., 2007). Logo,
considerando que o erro aleato´rio de medic¸a˜o seja uma distribuic¸a˜o
normal N(µ, σ), tem-se:
 e ∼ N(0; 10)
Conhecido o desvio padra˜o dos ru´ıdos, define-se enta˜o as matrizes
de covariaˆncia do ru´ıdo do processo e do ru´ıdo de medic¸a˜o.


















e× eT ] < 3702[
e× eT ] , se [e× eT ] ≥ 3702 .
O procedimento de inicializac¸a˜o e´ dado por







A velocidade hipote´tica ψ e´ calculada atrave´s da Equac¸a˜o (5.11).
A distaˆncia total do percurso e´ Xp = 11200 m e o tempo me´dio que o
oˆnibus demora para alcanc¸ar esta distaˆncia e´ Th = 33 min. Assim
ψ = 339,4 m/min = 20,3 km/h.
6.1.3 Tempos de Chegada Estimados
As posic¸o˜es dos pontos de oˆnibus no trajeto sa˜o representadas
pelo vetor BS = [b1, b2, ..., bN ]. Para aplicac¸a˜o do algoritmo de tempo
de chegada do oˆnibus urbano no primeiro cena´rio, escolheu-se os pontos
das posic¸o˜es b8 = 5800 m e b14 = 10200 m. Assim, BS = [b8, b14].
O passo inicial para estimar os tempos de chegada do oˆnibus
e´ executar o algoritmo do filtro de Kalman para uma sequeˆncia de
medic¸o˜es z1, z2, ..., z30 nos tempos t1, t2, ..., t30. Todas as simulac¸o˜es
para o filtro de Kalman e algoritmo de estimac¸a˜o do tempo de chegada
do oˆnibus, foram realizadas no software MATLAB R2010a versa˜o 7.10
de 32 bits.
Na Figura 13 pode ser vista a trajeto´ria estimada do oˆnibus entre
as estimac¸o˜es xˆ0 e xˆ15 em relac¸a˜o a`s posic¸o˜es observadas x0 a` x15. As
velocidades estimadas podem ser vistas na Figura 15.
Analisando a Figura 13, e´ poss´ıvel observar que o algoritmo do
filtro de Kalman e´ eficiente na estimac¸a˜o da posic¸a˜o do oˆnibus ao longo
do trajeto. Todavia, e´ poss´ıvel notar erros de estimac¸a˜o em relac¸a˜o as
posic¸o˜es observadas. Na Figura 14, sa˜o mostrados os erros de estima-
c¸a˜o da posic¸a˜o do oˆnibus ao longo do trajeto em relac¸a˜o as posic¸o˜es
observadas sem ru´ıdo (xk).
Nota-se que o erro de estimac¸a˜o da posic¸a˜o do oˆnibus no trajeto,
apresentado na Figura 14, cresce ate´ certo ponto a partir de t = 12 min.
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Isto acontece pelo fato de justamente neste momento o oˆnibus alcanc¸ar
o primeiro ponto de parada com desvio padra˜o igual a 25 segundos.















Figura 13 – Estimac¸a˜o da posic¸a˜o do oˆnibus ate´ a 15ª amostra.












Figura 14 – Erros de estimac¸a˜o das posic¸o˜es do oˆnibus ao longo do
trajeto em relac¸a˜o a`s posic¸o˜es observadas sem ru´ıdo.
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Figura 15 – Velocidades estimadas para os dados de medic¸a˜o do pri-
meiro cena´rio.
Conforme ocorriam as simulac¸o˜es dos cena´rios, observou-se que







Este novo valor de P pode ser aplicado para novas simulac¸o˜es
deste cena´rio, melhorando as estimac¸o˜es de posic¸a˜o, velocidade e, por
consequeˆncia, tempos de chegada do oˆnibus em pontos de parada.
Um dado importante para o operador da linha de oˆnibus e´ o
erro ma´ximo absoluto Emax da estimativa da posic¸a˜o do ve´ıculo no
trajeto em relac¸a˜o a posic¸a˜o real do mesmo. Para esta simulac¸a˜o, o
erro ma´ximo absoluto encontrado foi
Emax ≈ 165 m.
Antes de executar o algoritmo de estimac¸a˜o de tempo de chegada
e´ necessa´rio definir o vetor ΩBS = [Ωb8 ,Ωb14 ] de tempos hipote´ticos de
chegada do oˆnibus nos pontos de parada. Aplicando a Equac¸a˜o (5.17)
para os pontos de parada em questa˜o, e considerando a velocidade










Enta˜o, aplica-se o Algoritmo 1 para predic¸a˜o do tempo de che-
gada do oˆnibus ao ponto de parada b8. O tempo de chegada estimado
inicial sera´ Υb80 = Ωb8 . O tempo efetivo em que o oˆnibus chegou ao
ponto de parada e´ Γb8 = 15min32s. O tempo Γb8 e´ conhecido e pro-
veˆm de um banco de dados alimentado pelas simulac¸o˜es do cena´rio da
Figura 11 dispon´ıvel no Cap´ıtulo 4. Na Figura 16 e´ realizada uma
comparac¸a˜o offline entre o tempo efetivo Γb8 de chegada do oˆnibus ao
ponto de parada, o tempo hipote´tico Ωb8 , e a estimac¸a˜o do tempo de
chegada Υb8 .
Analisando a Figura 16, observa-se que a curva referente a esti-
mativa do tempo de chegada Υb8 converge para a reta de refereˆncia do
tempo efetivo Γb8 em que o oˆnibus chegou ao ponto de parada, tendendo
a obter um erro de estimativa igual a zero.
Na Figura 17 e´ apresentado o erro de estimac¸a˜o do tempo de
chegada do oˆnibus em relac¸a˜o ao tempo efetivo Γb8 em que o mesmo
alcanc¸ou o ponto de parada b8. Nota-se a diminuic¸a˜o do erro de esti-
mac¸a˜o do tempo de chegada conforme o oˆnibus se aproxima do ponto.
Para esta simulac¸a˜o, o erro me´dio b8 da estimativa do tempo de che-
gada em relac¸a˜o ao tempo efetivo foi
b8 = 23 s.
O Algoritmo 1 e´ enta˜o aplicado ao ponto de oˆnibus na posic¸a˜o
b14. O tempo de chegada estimado inicial sera´ Υ
b14
0 = Ωb14 . O tempo
efetivo em que o oˆnibus chegou ao ponto de parada e´ Γb14 = 27min12s.
Na Figura 18 e´ realizada a comparac¸a˜o offline entre o tempo efetivo
de chegada Γb14 , o tempo hipote´tico Ωb14 , e a estimac¸a˜o do tempo de
chegada Υb14 .
Analisando a Figura 18, observa-se que a curva referente a esti-
mativa do tempo de chegada Υb14 converge para a reta do tempo efetivo
de chegada Γb14 do oˆnibus ao ponto de parada, tendendo a obter um
erro de estimativa igual a zero. Entretanto, tambe´m e´ poss´ıvel notar
uma alterac¸a˜o no comportamento da curva a partir do tempo t = 12
min. Novamente, isto acontece pelo fato de, justamente neste tempo,
o oˆnibus alcanc¸ar o primeiro ponto com desvio padra˜o de tempo de
parada σ = 25 s. O mesmo princ´ıpio e´ aplicado para as curvas de erro
50
de estimac¸a˜o.
Na Figura 19 e´ apresentado o erro de estimac¸a˜o do tempo de che-
gada do oˆnibus em relac¸a˜o ao tempo efetivo em que o mesmo alcanc¸ou
o ponto de parada b14. Novamente, percebe-se a diminuic¸a˜o do erro
de estimac¸a˜o do tempo de chegada conforme o ve´ıculo se aproxima do
ponto em questa˜o. Para esta simulac¸a˜o, o erro me´dio b14 da estimativa
do tempo de chegada em relac¸a˜o ao tempo efetivo foi
b14 ≈ 37 s.
A estimac¸a˜o do tempo de chegada do oˆnibus para os dois pontos
de parada citados se demonstra eficiente. Na Tabela 4 sa˜o apresentados
os erros me´dios percentuais ξbi para o erro me´dio bi da estimativa do
tempo de chegada em relac¸a˜o ao tempo efetivo Γbi de chegada do ve´ıculo
em cada um dos pontos de parada.
Tabela 4 – Erro percentual ξbi para o erro me´dio bi da estimativa do
tempo de chegada em relac¸a˜o ao tempo efetivo Γbi .
BS Γbi bi ξbi
b8 15min32s 23 s 2,44%
b14 27min12s 37 s 2,25%
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Tempo de Chegada Estimado










Figura 16 – Tempo efetivo Γb8 , tempo hipote´tico Ωb8 e tempo estimado
Υb8 de chegada do ve´ıculo ao ponto de parada.
(a)

































Figura 17 – Erro de estimac¸a˜o do tempo de chegada do oˆnibus ao ponto
de parada b8. (a) Erro de estimac¸a˜o; (b) Erro absoluto de estimac¸a˜o.
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Tempo das Amostras (min)
Figura 18 – Tempo efetivo Γb14 , tempo hipote´tico Ωb14 e tempo esti-
mado Υb14 de chegada do ve´ıculo ao ponto de parada.











Erro do Tempo Estimado vs Real





















Figura 19 – Erro de estimac¸a˜o do tempo de chegada do oˆnibus ao ponto
de parada b14. (a) Erro de estimac¸a˜o; (b) Erro absoluto de estimac¸a˜o.
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Na Figura 20, pode ser visto o erro de estimac¸a˜o dos tempos de
chegada do oˆnibus aos pontos de parada b3, b4, b5, ..., b16 em relac¸a˜o ao
ponto b2. E´ percebida uma tendeˆncia do erro em se manter pro´ximo
a zero, mesmo com o aumento do horizonte de estimac¸a˜o. O erro foi
calculado considerando o tempo estimado menos o tempo efetivo de
chegada do oˆnibus aos pontos de parada.













Figura 20 – Erro de estimac¸a˜o dos tempos de chegada do oˆnibus aos
pontos de parada b3, b4, b5, ..., b16 em relac¸a˜o ao ponto b2.
O vetor E = [ζ1, ζ2, ..., ζ15] e´ constitu´ıdo dos erros de estimac¸a˜o
ζk dos tempos de chegada do oˆnibus a cada dois pontos de parada, ou
seja, para cada ponto de parada bi do trajeto, calculou-se o erro de esti-
mac¸a˜o do tempo de chegada ao pro´ximo ponto bi+1. Os erros foram cal-
culados considerando os tempos estimados menos os tempos efetivos de
chegada do oˆnibus aos pontos de parada. Os valores encontrados para
E, na forma adimensional, foram: 4,45; 3,94; 2,02; 1,22; 1,17; 1,61; 0,96;
0,62; 1,53;−0,73;−1,12; 0,22;−1,59;−0,64;−0,26.
O teste de Kolmogorov-Smirnov foi aplicado ao vetor E com o
objetivo te provar a hipo´tese de que os erros ζk seguem uma distribuic¸a˜o
normal.
A me´dia e desvio padra˜o encontrados, calculados a partir dos











|Sn(ζ)− FE(ζ)| = |Sn(0,8)− FE(0,6591)| = 0,1409.
Na Figura 21 podem ser vistas as distribuic¸o˜es Sn(ζ) e FE(ζ)
plotadas em func¸a˜o de ζ.
Considerando α = 0,05 e n = 15, a Tabela 2 fornece um valor
cr´ıtico de d0,05(15) = 0,338. Portanto, desde que D < 0,338, aceita-se a
distribuic¸a˜o dos dados contidos em E como sendo Gaussiana N(0,2; 1)
com ate´ 5% de n´ıvel de significaˆncia.
A me´dia e desvio padra˜o (em unidades de tempo) encontrados
para os erros de estimac¸a˜o dos tempos de chegada entre pontos de
parada, foi:
µ = 0,2 ≈ 14 s,
σ = 1 ≈ 1 min.












Figura 21 – Resultado do teste de Kolmogorov-Smirnov para os dados
do vetor E. Comparac¸a˜o entre Sn(ζ) e FE(ζ).
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6.2 ESTIMAC¸A˜O DOS TEMPOS DE CHEGADA DO OˆNIBUS PARA
O CENA´RIO II
Como para o primeiro cena´rio, para este os dados histo´ricos de
medic¸a˜o tambe´m foram gerados atrave´s de simulac¸o˜es no software Aim-
sun 6.1. O resultado da simulac¸a˜o e´ constitu´ıdo por uma matriz de
dados de posic¸a˜o S90×20 e outra de dados de velocidade V90×20.
O cena´rio e´ constitu´ıdo de um circuito tambe´m retangular, po-
re´m com 31 km de extensa˜o e 44 pontos de oˆnibus equidistantes. A
distaˆncia entre cada ponto foi mantida em 700 m. O circuito com-
pleto e´ ilustrado na Figura 22. O oˆnibus transita pelo circuito por 90
min, gerando 90 amostras de posic¸a˜o e velocidade, ∆t = 1 min. Para
este cena´rio, tambe´m foi considerada uma velocidade de cruzeiro igual
a Vc = 30 km/h e me´dia de parada do ve´ıculo no ponto de oˆnibus
igual a µ = 30 s. O desvio padra˜o de tempo de parada do ve´ıculo no
ponto de oˆnibus foi mantido em 5 segundos nos primeiros 22 pontos
(σb1,...,b22 = 5 s), e em 25 segundos nos u´ltimos 22 pontos de oˆnibus
(σb23,...,b44 = 25 s). O cena´rio tambe´m foi simulado 20 vezes.
700m
entrada
Figura 22 – Cena´rio de simulac¸a˜o com 44 pontos de parada.
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6.2.1 Aplicac¸a˜o do Teste de Kolmogorov-Smirnov
Como para o primeiro cena´rio, inicialmente define-se a hipo´tese
nula H0 de que um conjunto de amostras v1,v2,...,vn observadas a partir
da populac¸a˜o V de amostras de velocidade do oˆnibus, siga a distribuic¸a˜o
normal N(µ, σ2). A hipo´tese alternativa e´ que estas amostras na˜o sigam
esta distribuic¸a˜o. Na forma adimensional, os dados sa˜o 317,20; 394,85;
321,74; 369,85; 347,51; 353,19; 367,98; 328,19; 392,70; 286,52.
Baseando-se neste grupo de dados, deseja-se testar a hipo´tese H0
de que a distribuic¸a˜o da velocidade segue uma distribuic¸a˜o normal com
n´ıvel de significaˆncia de ate´ 5%.
Organizando os dados de forma crescente, teˆm-se
v(1) = 286,52; v(2) = 317,20; ...; v(10) = 394,85.
A func¸a˜o de distribuic¸a˜o Sn(v) das amostras sera´
Sn(v) = [0,1; 0,2; ...; 1] .

















Os valores da func¸a˜o de distribuic¸a˜o teo´rica FV (v), calculados
atrave´s da Equac¸a˜o (3.3) com aux´ılio da Tabela A.1, sa˜o baseados na
distribuic¸a˜o N(µˆ = 347,97; σˆ = 34,81). Na Tabela 5 sa˜o apresentados
os valores de FV (v) para cada amostra v.





|Sn(v)− FV (v)| = |Sn(328,19)− FV (328,19)| = 0,1123.
Na Figura 23 podem ser vistas as distribuic¸o˜es Sn(v) e FV (v)
plotadas em func¸a˜o de v.
Com α = 0,05 e n = 10, a Tabela 2 fornece que d0,05(10) = 0,41.
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Portanto, desde que D < d0,05(10), aceita-se a distribuic¸a˜o normal
N(347,97; 34,81) com ate´ 5% de n´ıvel de significaˆncia. Portanto, hipo´-
tese nula H0 e´ aceita.













Figura 23 – Resultado do teste de Kolmogorov-Smirnov para os dados
do segundo cena´rio.













6.2.2 Configurac¸a˜o do Filtro de Kalman
Com os dados de medic¸a˜o testados, aplica-se a ana´lise longitu-
dinal. Para este cena´rio, foram obtidos os seguintes valores referentes
a`s distaˆncias percorridas a cada t:
 µ = 345,81 m
 σ2 = 15709 m
 σ = 125,33 m
Os valores obtidos referentes a`s velocidades foram:
 µ = 345,81 m/min = 20,74 km/h
 σ2 = 15707 m/min = 56,40 km/h
 σ = 125,33 m/min = 7,51 km/h
Novamente, considerando a utilizac¸a˜o do GPS eTrex HC da Gar-
min e uma distribuic¸a˜o normal N(µ, σ) para os ru´ıdos, teˆm-se:
 wx ∼ N(0; 125,33)
 wv ∼ N(0; 125,33)
 e ∼ N(0; 10)
A matriz de covariaˆncia Q do ru´ıdo do processo e a matriz R do















e× eT ] < 3702[
e× eT ] , se [e× eT ] ≥ 3702
O procedimento de inicializac¸a˜o tambe´m sera´








A distaˆncia total do percurso e´ Xp = 31000 m e o tempo me´dio
que o oˆnibus demora pra alcanc¸ar esta distaˆncia e´ Th = 90 min. Assim,
a velocidade hipote´tica ψ (Equac¸a˜o (5.11)) sera´
ψ = 344,44 m/min = 20,66 km/h.
6.2.3 Tempos de Chegada Estimados
Como no primeiro cena´rio, as posic¸o˜es dos pontos de oˆnibus tam-
be´m sa˜o representadas no vetor BS = [b1, b2, ..., bN ]. Para aplicac¸a˜o
do algoritmo de tempo de chegada do oˆnibus, escolheu-se aleatoria-
mente os pontos de parada das posic¸o˜es b5 = 3590 m, b25 = 17975 m e
b40 = 28790 m. Assim, BS = [b5, b25, b40].
Definidos os pontos de parada, executa-se o algoritmo do filtro
de Kalman para um sequeˆncia de medic¸o˜es z1,z2,...,z90 para os tempos
t1,t2,...,t90.
Na Figura 24 pode ser vista a trajeto´ria estimada do oˆnibus entre
as estimac¸o˜es xˆ70 e xˆ80 em relac¸a˜o a`s posic¸o˜es observadas sem ru´ıdo
x70 a` x80. As velocidades estimadas podem ser vistas na Figura 26.
Analisando a Figura 24, nota-se uma estimac¸a˜o eficiente da po-
sic¸a˜o do ve´ıculo no trajeto. Todavia, e´ poss´ıvel observar a existeˆncia
de erros de estimac¸a˜o.
Na Figura 25 sa˜o apresentados os erros de estimac¸a˜o da posic¸a˜o
do oˆnibus em relac¸a˜o as posic¸o˜es observadas sem ru´ıdo (xk). Atrave´s
da ana´lise desta figura, e´ poss´ıvel observar uma alterac¸a˜o no compor-
tamento do erro de estimac¸a˜o de posic¸a˜o a` partir de t = 50 min. O
mesmo acontece com as velocidades, onde tambe´m e´ clara a mudanc¸a
de comportamento a partir deste tempo. Isto e´ causado pela alterac¸a˜o
do desvio padra˜o do tempo de parada do oˆnibus no ponto. Ate´ t = 50
min, o desvio padra˜o do tempo de parada e´ σ = 5 seg. Apo´s t = 50
min, o desvio padra˜o e´ σ = 25 seg.
Conforme as simulac¸o˜es do cena´rio ocorriam, observou-se que a







Como para o primeiro cena´rio, neste, este novo valor de P tam-
be´m pode ser aplicado para novas simulac¸o˜es, melhorando as estima-
c¸o˜es de posic¸a˜o, velocidade e, por consequeˆncia, tempos de chegada do
oˆnibus em pontos de parada.
60
O erro ma´ximo absoluto Emax de estimac¸a˜o da posic¸a˜o do ve´ıculo
no trajeto em relac¸a˜o a sua posic¸a˜o real foi
Emax ≈ 171,4 m.
Os tempos hipote´ticos de chegada do oˆnibus nos pontos de pa-
rada sa˜o calculados atrave´s da Equac¸a˜o (5.17). Sabendo que a veloci-































Figura 24 – Estimac¸a˜o de posic¸a˜o do oˆnibus entre as amostras 70 e 80.
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Figura 25 – Erro de estimac¸a˜o da posic¸a˜o do oˆnibus ao longo do trajeto
em relac¸a˜o a`s posic¸o˜es observadas sem ru´ıdo.


















Figura 26 – Velocidades estimadas para os dados de medic¸a˜o do segundo
cena´rio.
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Enta˜o, o Algoritmo 1 para estimac¸a˜o do tempo de chegada do
oˆnibus e´ aplicado para o ponto de parada b5. O tempo de chegada
estimado inicial sera´ Υb50 = Ωb5 . O tempo efetivo em que o oˆnibus
chegou ao ponto de parada foi Γb5 = 9min20s. Na Figura 27 pode ser
vista uma comparac¸a˜o offline entre os tempos efetivo Γb5 , hipote´tico
Ωb5 e estimado Υb5 de chegada do oˆnibus ao ponto de parada.
Na Figura 28 e´ apresentado o erro de estimac¸a˜o do tempo de
chegada do oˆnibus em relac¸a˜o ao tempo efetivo em que o mesmo alcan-
c¸ou o ponto de parada b5. Nota-se uma diminuic¸a˜o do erro conforme o
oˆnibus se aproxima do ponto de parada. O erro me´dio b5 da estimativa
do tempo de chegada em relac¸a˜o ao tempo efetivo foi
b5 = 33 s.
Para aplicac¸a˜o do Algoritmo 1 no ponto de parada b25, o tempo
de chegada estimado inicial sera´ Υb250 = Ωb25 , enquanto que o tempo
efetivo em que o oˆnibus chegou ao ponto de parada e´ Γb25 = 49min46s.
Na Figura 29 e´ realizada uma comparac¸a˜o offline entre o tempo efetivo
Γb25 de chegada do oˆnibus ao ponto de parada, o tempo hipote´tico Ωb25 ,
e a estimac¸a˜o do tempo de chegada Υb25 .
O erro de estimac¸a˜o do tempo de chegada do oˆnibus em relac¸a˜o
ao tempo efetivo em que o mesmo alcanc¸ou o ponto de parada b25
pode ser visto na Figura 30. Novamente, e´ nota´vel a diminuic¸a˜o do
erro conforme o oˆnibus se aproxima do ponto de parada. Para esta
simulac¸a˜o, o erro me´dio b25 da estimativa do tempo de chegada em
relac¸a˜o ao tempo efetivo foi
b25 = 1min5s.
Finalmente, o Algoritmo 1 e´ aplicado para o ponto de parada
b40. O tempo de chegada estimado inicial sera´ Υ
b40
0 = Ωb40 . O tempo
efetivo em que o oˆnibus chegou ao ponto de parada e´ Γb40 = 81 min.
Novamente, na Figura 31 pode ser vista a comparac¸a˜o offline entre
os tempos efetivo Γb40 , hipote´tico Ωb40 e estimado Υb40 de chegada do
oˆnibus ao ponto de parada.
O erro de estimac¸a˜o do tempo de chegada do oˆnibus em relac¸a˜o
ao tempo efetivo em que o mesmo alcanc¸ou o ponto de parada b40 pode
ser visto na Figura 30. Outra vez, o erro diminui conforme o oˆnibus se
aproxima do ponto de parada. Para esta simulac¸a˜o, o erro me´dio b40
da estimativa do tempo de chegada em relac¸a˜o ao tempo efetivo foi
b40 = 2min5s.
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A estimac¸a˜o do tempo de chegada do oˆnibus para os treˆs pontos
de parada citados se demonstra eficiente. Na Tabela 6 sa˜o apresentados
os erros me´dios percentuais ξbi para o erro me´dio bi da estimativa do
tempo de chegada em relac¸a˜o ao tempo efetivo Γbi de chegada do ve´ıculo
em cada um dos pontos de parada.
Tabela 6 – Erro percentual ξbi para o erro me´dio bi da estimativa do
tempo de chegada em relac¸a˜o ao tempo efetivo Γbi .
BS Γbi bi ξbi
b5 9min20s 33 s 5,89%
b25 49min46s 1min5s 2,17%
b40 81 min 2min5s 2,56%
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Tempo das Amostras (min)
Figura 27 – Tempo efetivo Γb5 , tempo hipote´tico Ωb5 e tempo estimado
Υb5 de chegada do ve´ıculo ao ponto de parada.











Erro do Tempo Estimado vs Real
























Figura 28 – Erro de estimac¸a˜o do tempo de chegada do oˆnibus ao ponto
de parada b5. (a) Erro de estimac¸a˜o; (b) Erro absoluto de estimac¸a˜o.
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Figura 29 – Tempo efetivo Γb25 , tempo hipote´tico Ωb25 e tempo esti-
mado Υb25 de chegada do ve´ıculo ao ponto de parada.











Erro do Tempo Estimado vs Real





















Figura 30 – Erro de estimac¸a˜o do tempo de chegada do oˆnibus ao ponto
de parada b25. (a) Erro de estimac¸a˜o; (b) Erro absoluto de estimac¸a˜o.
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Figura 31 – Tempo efetivo Γb40 , tempo hipote´tico Ωb40 e tempo esti-
mado Υb40 de chegada do ve´ıculo ao ponto de parada.










Erro do Tempo Estimado vs Real




















Figura 32 – Erro de estimac¸a˜o do tempo de chegada do oˆnibus ao ponto
de parada b40. (a) Erro de estimac¸a˜o; (b) Erro absoluto de estimac¸a˜o.
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6.3 SUMA´RIO
Neste cap´ıtulo foram apresentados resultados nume´ricos para
aplicac¸a˜o do algoritmo de estimac¸a˜o do tempo de chegada do oˆnibus
em dois pontos de parada de um cena´rio de 11,2 km e para treˆs pontos
de um cena´rio de 31 km.
Primeiro, a distribuic¸a˜o estat´ıstica dos dados de medic¸a˜o de cada
cena´rio foi avaliada atrave´s do teste de Kolmogorov-Smirnov com o ob-
jetivo de analisar a hipo´tese de que estes dados segu´ıssem uma distri-
buic¸a˜o normal N(µ, σ2).
Atrave´s da aplicac¸a˜o do me´todo de ana´lise longitudinal, os pa-
raˆmetros necessa´rios para a execuc¸a˜o do algoritmo do filtro de Kalman
foram definidos. Enta˜o, as posic¸o˜es e velocidades do ve´ıculo ao longo
dos trajetos de cada cena´rio sa˜o estimados atrave´s do filtro.
Finalmente, atrave´s do algoritmo de estimac¸a˜o do tempo de che-
gada do oˆnibus em um ponto de parada, estimou-se os tempos de che-
gada do ve´ıculo em cinco pontos de parada distintos. Poˆde-se verificar,
atrave´s dos gra´ficos apresentados, que o algoritmo de estimac¸a˜o do
tempo de chegada do oˆnibus em pontos de parada realiza uma estima-




Neste trabalho foi proposto um procedimento para estimac¸a˜o de
posic¸a˜o, velocidade e tempos de chegada oˆnibus urbano em pontos de
parada, utilizando a abordagem de filtros de Kalman como principal
ferramenta de predic¸a˜o. O procedimento consiste em dois me´todos para
ana´lise estat´ıstica dos dados de medic¸a˜o; um modelo linear com ru´ıdos
para representac¸a˜o da movimentac¸a˜o do oˆnibus, baseado no trabalho
de Cathey e Dailey (2003); e um algoritmo para predic¸a˜o dos tempos
de chegada.
O primeiro me´todo de ana´lise estat´ıstica desenvolvido foi o me´-
todo de ana´lise longitudinal. Este me´todo, teve o objetivo de extrair
informac¸o˜es dos dados histo´ricos de posic¸a˜o e velocidade do oˆnibus,
possibilitando um ajuste fino dos paraˆmetros do filtro de Kalman, de
forma a garantir boa estimac¸a˜o dos tempos de chegada em pontos de
parada. O segundo, o me´todo de ana´lise transversal, possibilitou uma
visa˜o geral dos dados histo´ricos de posic¸a˜o de um determinado trajeto,
tornando poss´ıvel a observac¸a˜o da necessidade de se aplicar um teste
de ajustamento, para que fosse identificado se a distribuic¸a˜o destes da-
dos seguiam uma Distribuic¸a˜o Normal, necessa´ria para a aplicac¸a˜o do
algoritmo do filtro de Kalman.
O teste de ajustamento de Kolmogorov-Smirnov foi o escolhido,
aplicado com o objetivo de avaliar a hipo´tese de que os dados de medic¸a˜o
seguiam uma distribuic¸a˜o normal N(µ, σ2). Os resultados demonstra-
ram que os dados seguem esta distribuic¸a˜o com n´ıvel de significaˆncia
de ate´ 5%, aceitando, portanto, a hipo´tese em questa˜o.
Para representac¸a˜o da movimentac¸a˜o do oˆnibus, utilizou-se de
um modelo linear com ru´ıdos, baseado no trabalho de Cathey e Dailey
(2003). Este modelo, junto a aplicac¸a˜o da abordagem de filtros de Kal-
man, foi utilizado para estimac¸a˜o de posic¸a˜o e velocidade do oˆnibus ao
longo dos trajetos dos dois cena´rios desenvolvidos. Com a configura-
c¸a˜o correta dos paraˆmetros atrave´s da aplicac¸a˜o do me´todo de ana´lise
longitudinal, o modelo se mostrou eficiente, estimando posic¸a˜o e veloci-
dade de maneira satisfato´ria, contribuindo para a diminuic¸a˜o dos erros
de predic¸a˜o dos tempos de chegada do ve´ıculo aos pontos de parada
escolhidos.
Para predic¸a˜o dos tempos de chegada, foi idealizado um algo-
ritmo que se baseia nas estimativas de posic¸a˜o e velocidade do oˆnibus,
oriundas do algoritmo do filtro de Kalman. A validade deste algoritmo
foi mostrada atrave´s da aplicac¸a˜o do mesmo para predic¸a˜o dos tempos
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de chegada do oˆnibus em cinco pontos de parada, presentes nos dois
cena´rios de simulac¸a˜o desenvolvidos. Os resultados foram satisfato´rios
quanto a predic¸a˜o dos tempos de chegada, obtendo erro percentual me´-
dio menor que 3%.
Como validac¸a˜o do procedimento desenvolvido para predic¸a˜o de
tempos de chegada de oˆnibus urbano em pontos de parada, foi publicado
um artigo no XXVI ANPET - Congresso de Ensino e Pesquisa em
Transportes de 2012 (GURGEL; MORENO; KRAUS, 2012).
7.1 TRABALHOS FUTUROS
Propo˜e-se como trabalhos futuros:
 A aplicac¸a˜o dos me´todos de ana´lise estat´ıstica de dados, o modelo
de filtro de Kalman e o algoritmo de predic¸a˜o de tempos de che-
gada do oˆnibus em pontos de parada, a um cena´rio que contenha
intersec¸o˜es semaforizadas, tra´fego de ve´ıculos e incidentes;
 A aplicac¸a˜o dos me´todos de ana´lise estat´ıstica de dados, o mo-
delo de filtro de Kalman e o algoritmo de predic¸a˜o de tempos de
chegada do oˆnibus em pontos de parada, a dados de um sistema
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A.1 FUNC¸A˜O DE DISTRIBUIC¸A˜O NORMAL PADRONIZADA
Tabela de valores para func¸a˜o de distribuic¸a˜o normal padroni-





−x2/2dx para z = 0, 0 a` z = 3, 69.
Tabela A.1 - Func¸a˜o de distribuic¸a˜o normal padronizada para
z = 0, 0 a` z = 3, 69.
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APEˆNDICE B -- Probabilidade e Varia´veis Aleato´rias
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B.1 AXIOMAS DE PROBABILIDADE
Wasserman (2004) afirma que probabilidade e´ uma linguagem
matema´tica para quantificar incertezas. A teoria de probabilidade pode
ser aplicada a um conjunto diverso de problemas, desde o lanc¸amento
de uma moeda ate´ a ana´lise de algoritmos computacionais complexos.
O modelo matema´tico que tem dominado o estudo da probabili-
dade foi formalizado pelo matema´tico russo A. N. Kolmogorov em uma
monografia publicada em 1933. Segundo Trosset (2009), o conceito cen-
tral neste modelo e´ o espac¸o de probabilidades, o qual possui treˆs
componentes:
1.Um espac¸o amostral S. Um universo de resultados poss´ıveis
para o experimento em questa˜o. Pode ser discreto se consiste
de um conjunto de resultados finitos ou finitos enumera´veis, e
cont´ınuo se conteˆm um intervalo (finito ou infinito) de nu´meros
reais. Por exemplo, lanc¸ar uma moeda tem um espac¸o amostral
discreto S = {cara, coroa}.
2.Uma colec¸a˜o de eventos C. Eventos sa˜o subconjuntos do es-
pac¸o amostral. Por exemplo, supondo que o resultado s ∈ S foi
observado e E ⊂ S e´ um evento, enta˜o diz-se que E ocorrera´ se e
somente se s ∈ E. Quando S e´ um conjunto finito, usualmente,
todos os subconjuntos de S sa˜o definidos como eventos.
3.Uma medida de probabilidade P . Uma func¸a˜o que associa
nu´meros reais (chamados probabilidades) a` eventos. Uma vez
que uma colec¸a˜o de eventos e´ definida, cada evento E ∈ C pode
ser associado a` uma probabilidade P (E). Isso e´ realizado atra-
ve´s de algumas regras espec´ıficas; em particular, a medida de
probabilidade P deve satisfazer:
Se E e´ um evento, enta˜o 0 ≤ P (E) ≤ 1.
P (E) = 1.
Se {E1, E2, E3, ...} e´ uma colec¸a˜o conta´vel de eventos dois










A primeira propriedade demonstra que as probabilidades sa˜o
na˜o-negativas e finitas. Assim, tanto o estado onde “a probabilidade de
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que chova hoje e´ −0, 5” quanto “a probabilidade de que chova hoje e´
infinita”, na˜o sa˜o significativos.
A segunda propriedade expo˜e que a probabilidade de um resul-
tado ocorrer e´ no ma´ximo uma unidade. Portanto, o estado “a proba-
bilidade de chover hoje e´ 2” na˜o e´ significativo. Esta e´ uma convenc¸a˜o
que simplifica as fo´rmulas e facilita a interpretac¸a˜o.
A terceira propriedade e´ chamada de aditividade enumera´vel.
Supondo que o lanc¸amento de uma moeda possui os eventos {HT} e
{TH}, onde H e´ cara e T representa coroa, e que deseja-se computar a
probabilidade de que seja observado exatamente um H, a probabilidade
de
{HT} ∪ {TH} = {HT, TH}.
Pelo fato de {HT} e {TH} serem eventos, a unia˜o desses resulta
em outro evento e portanto tem uma probabilidade. Como sa˜o mutu-
amente exclusivos, ou seja E1 ∩ E2 = , deseja-se que a probabilidade
seja
P ({HT,TH}) = P ({HT}) + P ({TH}).
Assim, conclui-se que a probabilidade da unia˜o de quaisquer dois
eventos disjuntos e´ a soma de suas respectivas probabilidades.
Assumindo que A∩B = ∅⇒ P (A ∪B) = P (A) +P (B),
torna-se fa´cil computar a probabilidade de uma unia˜o finita de quais-
quer eventos dois a dois disjuntos.
Ross (2004), Montgomery e Runger (2010) explicam que dois
eventos de um experimento aleato´rio podem ser independentes. As-
sim, considerando os eventos A e B, os mesmos sera˜o independentes se
P (AB) = P (A)× P (B) e escreve-se AqB. Todavia, a condic¸a˜o
de dependeˆncia e´ definida atrave´s da teoria de Probabilidade Con-
dicional. Assumindo que P (B) > 0, a probabilidade condicional de
A dada a ocorreˆncia de B sera´:
P (A|B) = P (B ∩A)
P (B)
. (B.2)
B.2 VARIA´VEIS ALEATO´RIAS DISCRETAS
Segundo Wasserman (2004), a ligac¸a˜o entre espac¸o amostral e
eventos em relac¸a˜o aos dados obtidos atrave´s de um experimento ale-
ato´rio, e´ realizado atrave´s do conceito de varia´vel aleato´ria. Como
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o valor de uma varia´vel aleato´ria e´ determinado pelo resultado de um
experimento, pode-se atribuir probabilidades a seus valores. Formal-
mente, uma varia´vel aleato´ria e´ um mapeamento X : Ω → R que
atribui um numero real X (x) para cada resultado x. Por exemplo,
lanc¸ar uma moeda dez vezes supondo que X (x) seja o nu´mero de ve-
zes que o resultado obtido foi cara. Sendo H = cara e T = coroa, se
x = HHTHHTHHTT, enta˜o X (x) = 6.
Varia´veis aleato´rias discretas possuem uma extensa˜o finita ou
infinita enumera´vel. Sa˜o dotadas de uma distribuic¸a˜o de probabi-
lidade. Esta distribuic¸a˜o nada mais e´ que uma descric¸a˜o das proba-
bilidades associadas com os poss´ıveis valores de uma varia´vel aleato´ria
qualquer X. No caso de uma varia´vel aleato´ria discreta, a distribuic¸a˜o
e´ frequentemente especificada apenas por uma lista de valores poss´ı-
veis, juntamente com a probabilidade de cada um desses valores. Em
alguns casos, e´ conveniente expressar a probabilidade em termos de
uma fo´rmula (MONTGOMERY; RUNGER, 2010).
Shilgalis (1988) e Wasserman (2004) definem uma importante
func¸a˜o chamada func¸a˜o de distribuic¸a˜o acumulada (ou func¸a˜o de
distribuic¸a˜o) que possui todas as informac¸o˜es a respeito de uma varia´vel
aleato´ria. A func¸a˜o de distribuic¸a˜o acumulada (FDA) FX : R→ [0, 1]
de uma varia´vel aleato´ria X e´ definida por
FX (x) = P (X ≤ x) . (B.3)
Para uma varia´vel aleato´ria discreta X, FX (x) deve satisfazer
as seguintes propriedades:
1.FX (x) = P (X ≤ x);
2.0 ≤ FX(x) ≤ 1;
3.Se x ≤ y, enta˜o FX(x) ≤ FX(y).
Larson (1982) e Wasserman (2004) explicam que uma varia´vel
aleato´ria discreta X com valores poss´ıveis x1, x2, ..., xn possui uma
func¸a˜o massa de probabilidade (FMP) fX (x) dada por
fX (x) = P {X = x}.
Todavia, fX (x) ≥ 0 para todo x ∈ R e
∑
i fX (xi) = 1. A
FDA de X e´ relacionada com fX por:





Dois nu´meros sa˜o frequentemente utilizados para resumir a dis-
tribuic¸a˜o de probabilidade de uma varia´vel aleato´ria X. A me´dia e´
uma medida do centro ou meio de uma distribuic¸a˜o de probabilidade,
enquanto que a variaˆncia e´ uma medida da dispersa˜o ou variac¸a˜o na
distribuic¸a˜o. estas duas medidas na˜o identificam exclusivamente uma
distribuic¸a˜o de probabilidade, isto e´, duas distribuic¸o˜es podem ter a
mesma me´dia e variaˆncia. Ainda sim, estas medic¸o˜es sa˜o simples e
u´teis para resumir a distribuic¸a˜o de probabilidade de X (MONTGO-
MERY; RUNGER, 2010).
Segundo Larson (1982) e Ross (2004), considerando um conjunto
de dados com n valores nume´ricos x1, x2, ..., xn, a me´dia ou valor
esperado de uma varia´vel aleato´ria discreta X, denotada como µ ou
E(X), sera´:









A variaˆncia de X divide a soma dos quadrados das diferenc¸as
por n − 1 em vez de n, onde n e´ o tamanho do conjunto de dados.
Denotada como σ2 ou V (X), a variaˆncia sera´:













B.3 VARIA´VEIS ALEATO´RIAS CONTI´NUAS
Uma varia´vel aleato´ria cont´ınua pode assumir qualquer valor
dentro de um intervalo (finito ou infinito na˜o enumera´vel) de nu´me-
ros reais (MONTGOMERY; RUNGER, 2010).
Wasserman (2004) e Major (2009) esclarecem que uma varia´vel
aleato´ria X e´ cont´ınua se existe uma func¸a˜o densidade de probabili-
dade (FDP) fX no qual fX(x) ≥ 0 para todo x,
∫∞
−∞ fX(x)dx = 1
e para cada a ≤ b,
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Se X e´ uma varia´vel aleato´ria cont´ınua, para quaisquer a e b,
P (a < X < b) = P (a ≤ X < b)
= P (a < X ≤ b) = P (a ≤ X ≤ b).
A FDP fornece uma descric¸a˜o simples das probabilidades as-
sociadas a` uma varia´vel aleato´ria. Formalmente, uma FDP e´ uma
func¸a˜o f : R → R na qual fX(x) ≥ 0 para todo x ∈ R, e∫∞
−∞ fX(x)dx = 1 (ROSS, 2004; MAJOR, 2009).
Segundo Trosset (2009), varia´veis aleato´rias cont´ınuas possuem
uma func¸a˜o densidade de probabilidade. A FDP de uma varia´vel alea-
to´ria cont´ınua X e´ dada por:
FX(x) = P (X ≤ x) =
∫ x
−∞
fX(x)dx, −∞ < x <∞ (B.8)
Montgomery e Runger (2010), e Brandimarte (2011), explicam
que a me´dia e variaˆncia de uma varia´vel aleato´ria cont´ınua sa˜o definidas
similarmente a`s varia´veis aleato´rias discretas. A integrac¸a˜o substitui
o somato´rio nas definic¸o˜es. Assim, supondo que X e´ uma varia´vel
aleato´ria cont´ınua com uma FDP fX(x), a me´dia ou valor esperado
de X sera´:




A variaˆncia de X sera´:












B.4 DISTRIBUIC¸A˜O NORMAL OU GAUSSIANA
O modelo amplamente utilizado para a distribuic¸a˜o de uma va-
ria´vel aleato´ria e´ a distribuic¸a˜o normal, a familiar “curva em forma
de sino” como pode ser visto na Fig. (33). Sempre que um experimento
aleato´rio e´ repetido, a varia´vel aleato´ria que e´ igual ao resultado me´dio
ao longo das repetic¸o˜es, tende a ter uma distribuic¸a˜o normal conforme
o nu´mero de repetic¸o˜es cresce. Em 1733, De Moivre apresentou esse
resultado fundamental conhecido como o teorema do limite cen-
tral. Infelizmente, seu trabalho ficou perdido por um tempo e Gauss,
de forma independente, desenvolveu a distribuic¸a˜o normal aproximada-
mente 100 anos depois. Apesar de mais tarde De Moivre ter sido cre-
ditado pela derivac¸a˜o, a distribuic¸a˜o normal e´ tambe´m referida como
distribuic¸a˜o Gaussiana (MONTGOMERY; RUNGER, 2010).







Figura 33 – Curva em forma de sino caracter´ıstica de uma distribuic¸a˜o
normal. Baseado em Trosset (2009).
Segundo Trosset (2009) e Ross (2004), uma varia´vel aleato´ria
cont´ınua X e´ normalmente distribu´ıda com me´dia −∞ < µ < ∞ e










2σ2 , −∞ < x <∞ (B.11)










2σ2 du, −∞ < x <∞ (B.12)
O valor esperado e a variaˆncia de X sa˜o calculados por:
E[X] = µ (B.13)
Var(X) = E[X2]− (E[X])2 = σ2 (B.14)
A Eq. (B.11) na˜o e´ ta˜o extensivamente utilizada. Todavia, al-
gumas propriedades bastante u´teis sobre distribuic¸a˜o normal podem
ser deduzidas diretamente da equac¸a˜o. A maior parte das seguintes
propriedades podem ser observadas na Fig. (33).
1.fX(x) > 0. Isto resulta que, para qualquer intervalo na˜o-vazio
(a, b), P (X ∈ (a, b)) = Area(a,b)(fX) > 0 e, portanto,
X(S) = (−∞,+∞).
2.fX e´ sime´trico em relac¸a˜o a me´dia µ. Por exemplo, fX(µ+x) =
fX(µ− x).
3.fX(x) diminui conforme |x− µ| aumenta.
4.P (µ− σ < X < µ+ σ) .= 0, 68.
5.P (µ− 2σ < X < µ+ 2σ) .= 0, 95.
6.P (µ− 3σ < X < µ+ 3σ) .= 0, 99.
A a´rea sob uma func¸a˜o densidade de probabilidade normal ale´m
de 3σ a partir da me´dia e´ muito pequena. Pelo fato de mais de 99%
da probabilidade de uma distribuic¸a˜o normal estar entre o intervalo
(µ − 3σ, µ + 3σ), 6σ e´ frequentemente citado como a “largura” da
distribuic¸a˜o normal (LARSON, 1982; MONTGOMERY; RUNGER, 2010).
Um fato importante sobre varia´veis aleato´rias normais e´ que se
X e´ normal com me´dia µ e variaˆncia σ2, enta˜o Y = αX+β e´ normal
com me´dia αµ+ β e variaˆncia α2σ2 (SOONG, 2004).
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Segundo Ross (2004), uma varia´vel aleato´ria normal X com
µ = 0 e σ = 1 e´ chamada de varia´vel aleato´ria normal padra˜o,





Esta transformac¸a˜o e´ conhecida como padronizac¸a˜o.
Soong (2004) explica que frequentemente faz-se necessa´rio avaliar
probabilidades associadas com uma varia´vel aleato´ria normal X ∼
N(µ, σ2), tal como:









Existem tabelas que permitem determinar facilmente probabili-
dades como a expressada pela Eq. (B.16).
No Apeˆndice A.1 e´ apresentado uma tabela com os valores para
func¸o˜es de distribuic¸a˜o de probabilidade para uma distribuic¸a˜o normal
com µ = 0 e σ = 1. A Tab. (A.1) fornece func¸o˜es de distribuic¸a˜o de
probabilidade FZ(z) somente para os pontos onde z ≥ 0. Segundo
Soong (2004), os valores correspondentes a` z < 0 sa˜o obtidos a partir
da propriedade de simetria da distribuic¸a˜o normal padronizada atrave´s
da relac¸a˜o:
FZ(−z) = 1− FZ(z) (B.17)
A Tab. (A.1), a Eq. (B.15) e a Eq. (B.17) sa˜o suficientes para
determinar probabilidades associadas com varia´veis aleato´rias normais
com me´dia e variaˆncia arbitra´rios.
Para concluir, um teorema u´til, apresentado em (TROSSET, 2009),
expo˜e a questa˜o da soma de varia´veis aleato´rias normais independentes.
Se X1 ∼ N(µ1, σ21) e X2 ∼ N(µ2, σ22) sa˜o independentes, enta˜o
X1 +X2 ∼ N(µ1 + µ2, σ21 + σ22).
