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From power grids to social networks to neuroscience, networks are increasingly
important in science today. They are, however, inherently hard to study. On
one hand, phenomena beginning in one part of a network can have complex
and global effects on the rest of the network, and so behavior is frequently dif-
ficult to predict without simulations. On the other hand, modern networks are
often massive, containing hundreds of millions or even billions of nodes. Due
to this, network computations often require specialized algorithms that exploit
network structure to perform their tasks efficiently.
In this work, we study matrix-based network computations and the rela-
tionship between network structure and linear algorithms. Out algorithms use
either low rank upates or coarse grid projections to transform the problem into a
smaller one that is exactly or approximately equivalent to the original. We refer
to these techniques as error flattening methods.
We present three examples: a method for fast detection and identification of
power grid topology errors; a nonlinear multigrid method to solve the power
flow equations; and a two-part iterative method to solve graph Laplacian sys-
tems.
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CHAPTER 1
INTRODUCTION
1.1 Computational Network Science
Networks are not new, but our ability to study them on a large scale is. The
study of networks perhaps began with Jacob Moreno, who in 1933 developed
the sociogram, a graphical representation of social interactions [51]. In the
1950’s, Paul Erdo˝s and Alfre´d Re´nyi introduced the concept of a random graph,
as well as the Erdo˝s-Re´nyi random graph model [22]. Since then, computer
technology has enabled modern network science.
As computer technology has progressed, however, so has the size of net-
works we wish to study. While Moreno originally studied social networks of a
few dozen people, today we are interested in studying networks with hundreds
of million or even billions of nodes. For example, the Facebook network has
approximately 1.5 billion people, and the human brain has approximately 86
billion neurons [1, 8]. Fortunately, virtually all large networks of interest today
are sparse, and so the average node degree of the resulting graphs is typically
quite small. Because of this, algorithms that exploit sparsity patterns can be
highly effective, making it practical to compute on such large networks.
In this work, we focus on sparse numerical linear algebra for network com-
putations. Network problems that reduce to matrix computations are common,
as one may view many mathematical models of networks as network-structured
systems of linear or quadratic functions. In addition, sparse matrix methods al-
ready exist for many problems in numerical linear algebra, and so it is a field
1
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Figure 1.1: A small graph and its associated adjacency and graph Lapla-
cian matrices.
with the tools necessary to develop algorithms for large, sparse networks.
1.2 Mathematical Framework and Operator Contraction
Networks are often represented as graphs, and graphs as matrices. Several ma-
trix representations are common, but all of them follow some general patterns.
If u is the index of a graph node, row and column u correspond to node u, and
element Auv is nonzero if there is an edge between nodes u and v. If the graph is
undirected, then A has a symmetric nonzero structure, while if it is directed A is
in general nonsymmetric. A sparse network leads to a sparse matrix.
The values of the nonzero elements of A, and the values of the diagonal, de-
pend on the particular matrix representation. Two standard representations are
the adjacency matrix and the graph Laplacian matrix. If A is an adjacency matrix,
then it has a zero diagonal, and the value of Auv is simply the weight of the edge
between nodes u and v (or 1 if the graph is unweighted). The graph Laplacian
matrix is L = D− A, where D is a diagonal matrix of row sums of A. An example
of these matrices is shown in Figure 1.1.
In this work we focus on computations with the graph Laplacian matrix.
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This matrix is used in many application areas. Its name comes from the fact that,
in a grid graph, the graph Laplacian is the discretization of the second-order
differential Laplace operator. In n-dimensional space, the Laplace operator is
the second-order differential operator
∆ =
n∑
i=1
∂2
∂x2i
. (1.1)
Applying this operator to a function f produces the function
∆ f (x1, ..., xn) =
n∑
i=1
∂2
∂x2i
f
= lim
h→0
h−2
n∑
i=1
− f (..., xi + h, ...) + 2 f (..., xi, ...) − f (..., xi − h, ...). (1.2)
One can therefore interpret the graph Laplacian matrix as the discretization L
obtained from the Laplace operator by choosing a constant distance h > 0. If the
vector f is the vector containing the values of the function f at the various grid
points, then (abusing notation slightly)
∆ f ≈ L f .
For this reason, the graph Laplacian is frequently used when computing the
numerical solutions to second-order elliptic differential equations. It is used in
a variety of other contexts as well, however. For example, spectral partitioning
uses the eigenvector associated with the second-smallest eigenvalue of L to ap-
proximate the minimum balanced cut of a graph (see, e.g. [28]). It is also used to
study electrical networks, as Kirchoff’s Law shows that, if v is a vector of nodal
voltages around a network, then Lv is a vector of current injections around a
network (see, e.g. [30]).
A fair amount of research effort has been put into solving linear systems
involving graph Laplacians. These generally fall in one of two categories:
3
1. Sparse direct methods. These methods are usually not about graph Lapla-
cians in particular, but more rather about matrices with a particular sparse
nonzero structure. They carry out a finite number of operations in order
to solve the problem exactly (if using exact arithmetic). These methods in-
volve a setup phase in which the matrix is factored, perhaps using LU or
Cholesky factorization, followed by a much cheaper solution phase (see,
e.g. [20]).
2. Iterative methods. These methods take a guess xk and produce a new
guess xk+1 that is closer to the solution. The process repeats until some de-
sired accuracy is achieved (see, e.g. [58]). While the speed of the iteration
step may depend on the nonzero structure of the matrix, the convergence
rate of the method depends on the spectral properties of the matrix. The
graph Laplacian matrix L is positive semi-definite, making it well-suited
to many iterative methods. The adjacency matrix A, however, is indefinite,
and so is not well-suited to many iterative methods.
As networks grow, so do their Laplacians. Error flattening techniques help
us to solve huge, sparse systems of equations by compressing expensive matrix
calculations into operations on smaller matrices. They perform two steps:
1. Perform a partial solve so that the remaining error lies (either exactly or
approximately) in some known, low-dimensional subspace.
2. Construct a small matrix representing just this low dimensional subspace,
and (either exactly or approximately) solve that smaller problem.
An exact solve results in a direct solution method, whereas an approximate
solve is usually used in an iteration.
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Next, we introduce two specific of error flattening techniques, one exact and
one approximate.
1.3 Matrix Augmentation
Suppose we have a block matrix of the form
M =
A BC D
 ∈ Rn+k×n+k, (1.3)
where A is n× n, B is n× k, C is k × n, and D is k × k, and k  n. Suppose we want
to solve the linear system Mz = b, where
z =
xy
 ∈ Rn+k b =
cd
 ∈ Rn+k
Assume that k is small enough that dense matrix solves are fast, A is invertible,
and that we have a fast algorithm for solving linear systems involving A.
Block Gaussian elimination is a standard solution method in this context. If
we premultiply the first block row by the matrix CA−1 and subtract it from the
second block row, we obtain the equation
(
D −CA−1B
)
y = d −CA−1c. (1.4)
The matrix on the left-hand side is called the Schur complement of A in M. The
construction of this linear system requires k + 1 solves with the matrix A. How-
ever, once it is complete, it is of size k, and so can be solved quickly. Solving for
y and substituting back into the original system gives
Ax = c − By = c − B
(
D −CA−1B
)−1 (
d −CA−1c
)
. (1.5)
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As we have a fast method for A by assumption, this system can also be solved
quickly. Thus, Equations (1.4) and (1.5) provide a two-step method for solving
this linear system.
Note that k of the solves with A were used to construct the Schur comple-
ment. If M is going to be used for multiple solves, this computation does not
need to be repeated, and so subsequent solves only require one solve with A and
one solve with the size-k Schur complement.
1.3.1 The Sherman-Morrison-Woodbury Formula
A special case of matrix augmentation gives rise to an important formula in
numerical linear algebra:
Theorem 1. (The Sherman-Morrison-Woodbury Formula) Suppose that A and C are
nonsingular n × n and k × k matrices respectively, and U and V are size n × k. Let
Aˆ = A + UCVT .
If the k × k matrix C−1 + VTA−1U is invertible, then
Aˆ−1 = A−1 − A−1U
(
C−1 + VTA−1U
)−1
VTA−1. (1.6)
Proof. We prove this by showing that the linear system Aˆx = b can be solved
using Equation (1.6) for any b.
Construct the extended linear system A UVT −C−1

xy
 =
b0
 .
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On the one hand, using the bottom row, we see that
VT x = C−1y =⇒ y = CVT x.
Substituting this back into the first row and inverting gives us the statement
x = Aˆ−1b.
On the other hand, Equation (1.5) shows us that
x = A−1b − A−1U
(
C−1 + VTA−1U
)−1
VTA−1b.

So, we see that one can use matrix augmentation and the Sherman-Morrison-
Woodbury formula to contract key parts of linear operators into small matrices,
allowing for efficient solution methods.
We use matrix augmentation in Chapter 2 to solve multiple linear systems
of the form in Equation (1.3) where B,C, and D change but A remains the same.
By factoring A ahead of time, error flattening allows us to solve those systems
quickly. We also apply the Sherman-Morrison-Woodbury formula recursively in
Chapter 4 to accelerate the solution of linear systems with a particular topology.
1.4 Coarse-Grid Projections
Suppose we wish to solve a linear system Ax = b, and we know that x lies
near some subspace spanned by the orthogonal matrix P ∈ Rn×k that we call an
interpolation matrix; that is, x ≈ Pxc for some xc ∈ Rk. Then to approximate the
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solution, we wish to solve the system
APxc = b.
However, this is an overdetermined system, so unless x = Pxc exactly, no solu-
tion exists. Instead, we approximate the solution by solving the least-squares
problem
min
xc
‖APxc − b‖2N ,
where N ∈ Rn×n is a symmetric positive-definite matrix that defines an inner-
product norm. A calculation shows that, if N = RRT for some matrix R ∈ Rn×k
and RTAP is nonsingular, then the above minimum is achieved at the solution
of the linear system
RTAPxc = RT b. (1.7)
We call R a restriction matrix, and we choose it to be whatever is useful.
One theoretically convenient choice is R = A−1P. Then Equation (1.7) be-
comes
xc = PTA−1b (1.8)
and we find xc immediately. This can be viewed as the orthogonal projection of
x onto span(P).
In practice, it is usually infeasible to set R = A−1P, as that would require
already having a means of solving linear systems with A. Instead, we simply
choose interpolation matrices that approximate A−1P well enough for our pur-
poses. A common choice is R = P. Then Ac = PTAP, which is symmetric and
positive semi-definite. This then gives us
x ≈ PA−1c PT b. (1.9)
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Note the similarity between this equation and Equations (1.5) and (1.6): all of
them involve projecting the problem onto a smaller matrix, solving a size-k sys-
tem of equations, and then interpolating the matrix back to the original problem.
1.4.1 Use in Iterative Methods
In general, we do not know in advance an interpolation space span(P) contain-
ing the exact solution. Thus, a coarse-grid approximation introduces some error;
that is, PA−1c PT b−A−1b is nonzero. Multigrid methods are an example of error flat-
tening that combines the above step with another method designed to reduce
the new error introduced by the application of Equation (1.9).
As a concrete example of this approach, suppose that L is a graph Laplacian
based on a 2D grid graph. Suppose further that we have a target b and a cur-
rent guess xt. We wish to develop an iterative scheme to move xt closer to the
solution x∗. The Jacobi method is the linear procedure
xt+1 = xt + ωD−1 (b − Lxt) = xt + ωD−1rt,
where D = diag(L) and ω is a positive scalar, typically around 2/3. When the
underlying graph is a grid, the Jacobi method tends to shrink highly oscillatory
components of the error vector, leaving the smooth error components largely
untouched. For this reason, the Jacobi method is referred to as a smoother.
Because the smooth error components only change a little each iteration,
solving a linear system with just the Jacobi preconditioner will take a long time,
even if used inside an accelerator such as the conjugate gradient method [14].
Instead, we can pair the Jacobi smoother with another that addresses the smooth
error components, switching back and forth between the two.
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Figure 1.2: Smoothing and coarse-grid corrections on a 2D grid. (A) The
sum of high-frequency and low-frequency errors on the 2D
grid. (B) The error after few applications of the Jacobi method.
Note the similarity to the low-frequency error. (C) The error
if a coarse-grid correction is used instead. Note that the result
is similar to the high-frequency error. (D) The error if a coarse-
grid correction is applied after a few Jacobi iterations. (E) Color
key.
In particular, suppose the node indices of the 2D grid graph are ordered such
that every 4 indices represents a 2-by-2 square of nodes. Let
P =

14
14
. . .
14

∈ Rn×k, (1.10)
where 14 is the length-4 all ones vector. We will use this matrix to construct
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a coarse-grid projection. The matrix Lc = PTLP is, in this case, also a graph
Laplacian, and represents a smaller, coarse grid version of the original grid. The
vector PT rt is the vector in which each element is the sum of the 8 underlying
elements. The result is that Lc and PT rt are a “zoomed out” view of the residual
and grid. So, smooth error modes that change over long distances are still well-
represented, while high-frequency error modes disappear. This is fine, however,
as the Jacobi iteration handles the highly-oscillatory error components that are
not represented on the coarse grid.
So, the update
xt = xt−1 + PL−1c P
T r = (I − PL−1c L)xt−1 + PL−1c PT b
is effective at shrinking the error components that the Jacobi iteration misses. As
stated above, this projection is imperfect, and so it tends to reintroduce some er-
ror in the directions previously addressed by the Jacobi update. So, we iterate by
switching back and forth between the Jacobi smoother, and the coarse-grid pro-
jection. In multigrid literature, the coarse solve is sometimes called a coarse-grid
correction. An illustration of this two-step procedure on 2D grids is illustrated
in Figure 1.2.
Although the Jacobi smoother with the coarse-grid correction is highly ef-
fective for linear systems on grids, this basic recipe can be adapted to other
settings as well. In general, this approach is useful as long as the coarse-grid
correction is paired with another complementary method. In Chapter 3, we use
this approach to solve a system of equations that, while nonlinear, share many
properties with linear systems of graph Laplacians. In Chapter 4, we again look
at linear graph Laplacian systems, but we consider a much more general class
of graphs besides grids. There we find that a different type of smoother also
11
pairs well with the coarse-grid projection.
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CHAPTER 2
FLIER: PRACTICAL TOPOLOGY ERROR CORRECTION USING SPARSE
PMUS
Colin Ponce and David Bindel
In this paper, we present a Fingerprint Linear Estimation Routine (FLiER)
to identify topology errors in power networks using readings from sparsely-
deployed phasor measurement units (PMUs). When a power line is removed
from a network, or when a substation is reconfigured, the event leaves a unique
“voltage fingerprint” of bus voltage changes that we can identify using only the
portion of the network directly observed by the PMUs. The naive brute-force
approach to identify a failed line from such voltage fingerprints, though simple
and accurate, is slow. We derive an approximate algorithm based on a local
linearization and a novel filtering approach that is faster and only slightly less
accurate. We present experimental results using the IEEE 57-bus, IEEE 118-bus,
and Polish 1999-2000 winter peak networks.
This paper has been submitted for publication to IEEE Transaction on Power Systems.
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2.1 Introduction
2.1.1 Motivation
Topology error correction is an important component of a network monitoring
and control system, and is a key part of the power grid state estimation pipeline,
either as a pre-processing step or as an integrated part of a generalized state
estimator. If a topology error processing module fails to correct an error, poor
and even dangerous control actions may result [6, 15], as unexpected topology
changes, such as those due to failed lines, may put stress on the remaining lines
and destabilize the network. Thus, it is important to identify topology changes
quickly in order to take appropriate control actions.
The power grid is roughly divided into transmission networks, which trans-
fers bulk power at higher voltage, and distribution networks, which delivers
low-voltage power to final customers. Currently, it is difficult to find topology
changes in low-voltage distribution networks. Often, utilities lack the monitor-
ing equipment to directly detect line failures, and are unaware of issues until
customers call to report power losses. The radial nature of many distribution
networks makes the task easier, but distributed generation will eliminate much
of this benefit. Consequently, distribution network state estimation techniques
such as [45, 52, 53] are particularly vulnerable to topology changes, as less in-
formation is available to correct for them. Algorithms for topology error iden-
tification allow utilities to quickly detect such problems, and allow for accurate
state estimation even when the topology changes.
Finding topology changes is simpler in transmission networks, as substa-
14
tions and transmission lines have sensors that directly report failures (or switch
open/closed status). However, if a sensor malfunctions, then finding the topol-
ogy change is again difficult. This can happen due to normal equipment mal-
functions, or because a cyber-attacker wishes to mislead network operators. Al-
though failure to correctly identify a topology error is less common in a trans-
mission network, the stakes are higher: state estimation based on incorrect
topology assumptions can lead to incorrect estimates, causing operators to over-
look system instability, and in the worst case, leading to avoidable blackouts.
Thus, it is important to have more than one way to monitor network topology.
2.1.2 Prior work
Topology error detection and correction has evolved together with state estima-
tion; for a good overview of the state of the art in state estimation at the turn of
the century, including a discussion of the role of topology estimation, we refer
to the review article [49]. Early work on topology error detection and correction
goes back at least two decades prior [46]. Work in the late 1980s [18, 76] showed
that topology errors are reflected in the shape of the residual in a standard state
estimator, and this can be used to diagnose topology errors. In 1993, [19] took
a related approach to diagnose errors through a correlation index based on the
sensitivity of residuals to topology changes. When state estimates are based on
a robust loss function, such as the `1 or least absolute variation (LAV) loss, the
residual tends to be large for a sparse selection of outlier equations associated
with topology errors; this observation was employed as early as 1982 in the
context of substation topology validation [34], and was subsequently taken by
others [2, 61].
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A 1991 paper described an approach in which closed circuit breakers are
modeled by explicit equations tying together variables and by an associated
set of slack variables or Lagrange multipliers, which may be interpreted as
pseudo-measurements [50]; the authors subsequently applied this approach to
state estimation and topology error detection [48]. The sparse tableau formula-
tion common in early circuit modeling also uses an extended set of multiplier
variables, and in [17] these multipliers were used to diagnose topology errors.
In [5], a generalized state estimation approach was introduced, also based on
a breaker-level model, but using localized expanded bus-section models only
when needed. Other authors combined breaker-level models together with a
robust estimation procedure based on Huber’s loss function in [47], and intro-
duced extended systems with a minimal set of multipliers corresponding to the
edges in trees associated with each connected set of bus sections [31, 21]. Nor-
malized Lagrange multipliers have been interpreted geometrically as cosines of
angles to a subspace associated with suspect information due to a topology error
in [44]. More recent work solves mixed integer programs with modern solver
methods to simultaneously estimate analogue variables and binary topology
variables [15, 74].
In the late 2000s, transmission operators in the US began significant deploy-
ments of phasor measurement units (PMUs), sensors that directly measure volt-
age and current phasors at a bus many times per second. Given the network’s
admittance properties, one can compute the voltage phasors of neighboring
buses as well [55]. While most PMUs today are in the transmission grids, distri-
bution grids are likely to see PMUs in the future as well [60, 59]. Initial work has
been undertaken to incorporate PMU information into state estimators [78, 77],
as well as to diagnose topology change events such as single line failures [67]
16
and multiple-line failures [68, 80, 81]; there has even been preliminary work
on identification of power system topologies from PMU data without a prior
topology model [57].
PMU-based methods are not yet a replacement for existing SCADA-based
state and topology estimators, particularly as current PMU deployments do not
offer full observability of most of the grid. However, PMU-based approaches to
state estimation, topology error detection, and situational awareness are a valu-
able supplement to existing methods. For example, while PMU-based meth-
ods can rapidly identify external transmission line outages [67], the system data
exchange (SDX) model of the North American Electric Reliability Corporation
(NERC) provides inter-area topology information only on an hourly basis [70].
Even within an operator’s internal region, PMU-based methods may distin-
guish multiple topology change events that would occur between standard state
estimates. Not only does the sequence of such events provide useful clues about
causality, but the information about the collection of changes may be used as ev-
idence in subsequent traditional topology error correction methods.
2.1.3 Our work
We present here an efficient method to identify topology changes in networks
with a (possibly small) number of PMUs. We assume that a complete state es-
timate is obtained shortly before a topology change, e.g. through conventional
SCADA measurements, and we use discrepancies between this state estimate
and PMU measurements to identify failures. Note that while state estimation
is not currently common in distribution networks, we can expect the advent of
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smart grids to change this. Our method does not require complete observability
from PMU data; it performs well even when there are few PMUs in the network,
though having more PMUs does improve the accuracy. Though our approach
is similar in spirit to [67], this paper makes three key novel contributions:
• Besides treating line failures, we show how our approach also applies to
substation reconfigurations that result in bus splitting or merging. While
this is not new for standard topology estimators, to our knowledge it is
new for PMU-based methods.
• We describe a novel subspace-based filtering method capable of ruling out
many candidate topology changes at relatively low cost.
• Rather than the DC approximation used in prior work on PMU-based line
failure detection, we take advantage of existing state estimation proce-
dures by linearizing the full AC power flow about a previously estimated
state. This increases accuracy compared to the DC approximation.
2.2 Problem Formulation and Fingerprints
Let yik = gik + bik denote the elements of the admittance matrix Y ∈ Cn×n in a
bus-branch network model; let P` and Q` denote the real and reactive power
injections at bus `; and let v` = |v`| exp( θ`) denote the voltage phasor at bus `.
These quantities are related by the power flow equations
H(v;Y) − s = 0 (2.1)
18
where  H`Hn+`
 =
n∑
h=1
|v`||vh|
 g`h b`h−b`h g`h

cos(θ`h)sin(θ`h)
 , (2.2)
with θ`h = θ` − θh and
s =
[
P1 · · · Pn Q1 · · · Qn
]T
. (2.3)
We note that H is quadratic in v, but linear Y .
In a breaker-level model, we use a similar system in which variables are as-
sociated with bus sections, and H represents the power flows when all breakers
are open. We then write the power flow equations as
H(v;Y) +Cλ − s = 0
CTv = b,
(2.4)
where the constraint equations CTv = b have the form
cTk v = (ei − e j)Tv = vi − v j = bk = 0,
i.e. voltage variable j for a “slave” bus section is constrained to be the same as
voltage variable i for a “master” bus section. In addition, we include constraints
of the form
cTk v = e
T
i v = bk
to assign a voltage magnitude at a PV bus or the phase angle at a slack bus. We
could trivially eliminate these constraints, but keep them explicit for notational
convenience.
Our goal is to use the power flow equations to diagnose topology changes
such as single line failures or substation reconfigurations. We assume the net-
work remains stable and the state shifts from one quasi-steady state to another.
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As it does, the voltage vector shifts from v to vˆ = v + ∆v. We assume m voltage
phasor components, indicated by the rows of E ∈ {0, 1}m×n, are directly observed
by PMUs. Assuming the loads and generation remain roughly constant, we can
predict what E∆v should be for each possible contingency. That is, we can match
the observed voltage changes E∆v to a list of voltage fingerprints to identify sim-
ple topology changes.
It is possible that two or more contingencies have either the same or practi-
cally indistinguishable fingerprints. For example, one of two parallel lines with
equal admittance may fail, or two lines that are distant from all PMUs but near
each other may yield similar fingerprints. Often, even when a contingency is
not identifiable, our method still produces valuable information. When mul-
tiple lines have the same effect on the network, our technique can be used to
identify a small set of potential lines or breakers to inspect more closely.
2.3 Approximate Fingerprints
To compute the exact fingerprint for a contingency, we require a nonlinear
power flow solve. In a large network with many possible contingencies, this
computation becomes expensive. We approximate the changing voltage in
each contingency by linearizing the AC power flow equations about the pre-
contingency state. As in methods based on the DC approximation, we use the
structure of changes to the linearized system to compute voltage change finger-
prints for each contingency with a few linear solves. By using information about
the current state, we observe better diagnostic accuracy with our AC lineariza-
tion than with the DC approximation.
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We consider three different types of contingencies: bus merging or bus split-
ting due to substation reconfiguration, and line failure. In each case, we as-
sume the pre-contingency state is x = (v, λ) satisfying (2.4). We denote the post-
contingency state by primed variables x′ = (v′, λ′); we assume in general that
the power injections s are the same before and after the contingency. The exact
shift in state is ∆x′ = x′ − x, and our approximate fingerprints are based from
the approximation δx′ ≈ ∆x to the shift in state. The computation of δx′ for each
contingency involves the pre-contingency Jacobian matrix
A =

∂H
∂v (v;Y) C
CT 0
 .
We assume a factorization of A is available, perhaps from a prior state estimate.
2.3.1 Bus Merging Fingerprints
In the case of two bus sections becoming electrically tied due to a breaker clos-
ing, we augment C by two additional constraints C′ to tie together the voltage
magnitudes and phase angles of the previously-separate bus sections. That is,
the post-contingency state satisfies the augmented system
H(v′;Y) +Cλ′ +C′γ − s = 0
CTv′ = b
C′Tv′ = 0.
(2.5)
We linearize (2.5) about the original state x (with γ = 0); because the first two
equations are satisfied at this state, we have the approximate system A UUT 0

δx
′
γ
 = −
 0C′Tv
 , U =
C
′
0
 (2.6)
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We then solve the system by block elimination to obtain
γ = (UTA−1U)−1(C′Tv) (2.7)
δx′ = −A−1Uγ (2.8)
The formulas (2.7)–(2.8) only require two significant linear solves (to evaluate
A−1U), some dot products, and a 2 × 2 solve.
2.3.2 Bus Splitting Fingerprints
When a bus splits after a breaker opens, the post-contingency state satisfies the
augmented system
H(v′;Y) +Cλ′ − s = 0
CTv′ + Fγ = b
FTλ′ = 0.
(2.9)
The slack variables γ let the voltage phasor for a “breakaway” group of
previously-slaved sections differ from a phasor at the former master section.
The two columns of F ∈ {0, 1}n×2 indicate rows of CT that constrain the break-
away voltage magnitudes and the phase angles, respectively. The third equation
says no power flows across the open breaker.
We linearize (2.9) about the original state x (with γ = 0); because the first two
equations are satisfied at this state, we have the approximate system A UUT 0

δx
′
γ
 = −
 0FTλ
 , U =
0F
 . (2.10)
The bordered systems (2.10) has the same form as (2.6); and, as before, block
Gaussian elimination requires only two solves with A, some dot products, and
a 2 × 2 system solve.
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2.3.3 Line Failure Fingerprints
In principle, line failures can be handled in the same way as substation reconfig-
urations that lead to bus splitting: explicitly represent two nodes on a line that
are normally connected (physically corresponding to two sides of a breaker)
with a multiplier that forces them to be equal, and compute the fingerprint by
an extended system that negates the effect of that multiplier. In practice, we
may prefer to avoid the extra variables in this model. The following formula-
tion requires no explicit extra variables in the base model, and can be used with
either a breaker-level model or a bus-branch model with no breakers (i.e. C an
empty matrix).
For line failures, the admittance changes to Y ′ = Y + ∆Y ′ where ∆Y ′ is a rank-
one update. The post-contingency state satisfies the system
H(v′;Y ′) +Cλ′ − s = 0
CTv′ = b,
and linearization about x gives
∂H
∂v (v;Y
′) C
CT 0

δv
′
δλ′
 = −
H(v; ∆Y
′)
0
 (2.11)
where H(v; ∆Y ′) = H(v;Y ′) − H(v;Y). As we show momentarily,
∂H
∂v
(v;Y ′) − ∂H
∂v
(v;Y) =
∂H
∂v
(v; ∆Y ′) = U0(V0)T .
where U0 and V0 each have three columns. That is, the matrix in the sys-
tem (2.11) is a rank-three update to A. We can solve such a system by the
Sherman-Morrison-Woodbury update formula, also widely known as the In-
verse Matrix Modification Lemma [4, 32]. We use the equivalent extended sys-
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tem  A UVT −I

δx
′
γ
 = −
r0
 , (2.12)
where
U =
U
0
0
 , V =
V
0
0
 , r =
H(v; ∆Y
′)
0
 .
We again solve by block elimination:
γ = (I + VTA−1U)−1(VT r) (2.13)
δx′ = −A−1(r + Uγ). (2.14)
The work to evaluate (2.13)–(2.14) is three linear solves (for A−1U), some dot
products, and a small 3 × 3 solve. We will show momentarily how to avoid the
solve involving r.
We now show that the Jacobian matrix changes by a rank-3 update. For a
failed line between nodes i and k, the vector H(v,∆Y ′) has only four nonzero
entries:
Pˇi ≡ Hi = Pˇik + g′ii|vi|2
Qˇi ≡ Hi+n = Qˇik − b′ii|vi|2
Pˇk ≡ Hk = Pˇki + g′kk|vk|2
Qˇk ≡ Hk+n = Qˇki − b′kk|vk|2,
where PˇikQˇik
 ≡ |vi||vk|
 g
′
ik b
′
ik
−b′ik g′ik

cos(θik)sin(θik)
 ,
and Pˇki, Qˇki are defined similarly. Let
Dik ≡ ∂(Pˇi, Pˇk, Qˇi, Qˇk)
∂(θi, θk, |v|i, |v|k) ∈ R
4×4;
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by the chain rule, we can write Dik = UikVTik where
Uik ≡ ∂(Pˇi, Pˇk, Qˇi, Qˇk)
∂(θik, log |v|i, log |v|k) ∈ R
4×3
VTik ≡
∂(θik, log |v|i, log |v|k)
∂(θi, θk, |v|i, |v|k) ∈ R
3×4.
More concretely, we have
Uik =
−Qˇi − b′ii|vi|2 Pˇi + g′ii|vi|2 Pˇi − g′ii|vi|2
Qˇk + b′kk|vk|2 Pˇk − g′kk|vk|2 Pˇk + g′kk|vk|2
Pˇi − g′ii|vi|2 Qˇi − b′ii|vi|2 Qˇi + b′ii|vi|2
−Pˇk + g′kk|vk|2 Qˇk + b′kk|vk|2 Qˇk − b′kk|vk|2

VTik =

1 −1 0 0
0 0 |vi|−1 0
0 0 0 |vk|−1
 .
Because H(v,∆Y ′) does not depend on any voltage phasors other than those at
nodes i and j, we may write
∂H(v; ∆Y ′)
∂v
= EikDikETik = U
0(V0)T (2.15)
where
Eik =
ei ek ei ek
 ∈ R2n×4. (2.16)
and
U0 = EikUik, V0 = EikVik. (2.17)
Moreover, we note that
H(v,∆Y ′) = Eik

Pˇi
Pˇk
Qˇi
Qˇk

= U0z, z =

0
1/2
1/2
 ,
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so that we may rewrite (2.14) as
δx′ = −A−1U(z + γ). (2.18)
2.4 Filtering
In Section 2.3 we discussed how to approximate voltage shifts δv′ associ-
ated with several types of contingencies. This approach to predicting voltage
changes costs less than a nonlinear power flow solve, but may still be costly for
a large network with many contingencies to check. In the current section we
show how to rule out contingencies without any solves by computing a cheap
lower bound on the discrepancy between the observed voltage changes and the
predicted voltage changes under the contingencies.
For each contingency, we define the fingerprint score
t = ‖E∆v − Eδv′‖ (2.19)
where ∆v is the observed voltage shift and δv′ is the voltage shift predicted for
the contingency. For the contingencies we have described, Eδv′ has the form
Eδv′ = E¯A−1Uγ (2.20)
where E¯ =
[
E 0
]
simply ignores the multiplier variables λ, and γ is some short
vector of slack variables. The expression E¯A−1 does not depend on the contin-
gency, and can be pre-computed at the cost of m linear solves (one per observed
phasor component). After this computation, the main cost in evaluating (2.20)
is the computation of γ, which involves a contingency-dependent linear system
with A as an intermediate step. However, we do not need γ for the filter score
τ = min
µ
‖E∆v − E¯A−1Uµ‖ ≤ t. (2.21)
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In the Euclidean norm, τ is simply the size of the residual in a least squares fit
of E∆v to the columns of E¯A−1U, which can be computed quickly due to the
sparsity of U. If U is the augmentation matrix associated with contingency i, we
refer to E¯A−1U as its filtering subspace.
Filter score computations are cheap; and if the filter score τi for contingency
i exceeds the fingerprint score tk for contingency k, then we know
tk < τi ≤ ti,
without ever computing ti. Exploiting this fact leads to the FLiER method (Al-
gorithm 1).
Algorithm 1: FLiER
Compute and store E¯A−1.
For each contingency i, compute τi via (2.21).
Order the contingencies in ascending order by τ.
for ` = 2, 3, . . . do
Compute fingerprint score t`
Break if t` < τ`+1
end for
Return contingencies with computed t`
Filter score computations are embarrassingly parallel and can be spread
across processors. Nonetheless, for huge networks with many PMUs and many
contingencies, the filter computations might be deemed too expensive for very
rapid diagnosis (e.g. in less than a second). However, the concept of a filter
Example Python code of this algorithm can be found at https://github.com/
cponce512/FLiER_Test_Suite
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subspace can be adapted to these cases. First, one can define a coarse filtering
subspaces that is the sum of the filtering subspaces for a set of contingencies.
For example, one might define a coarse filtering subspace associated with all
possible breaker reconfigurations inside a substation. The coarse subspace fil-
ter score provides a lower bound on the filter scores (and hence the fingerprint
scores) for all contingencies in the set. Hence, it may not even be necessary to
compute individual filter scores for all contingencies considered. Second, one
can work with a projected filtering subspace WT (EA−1U) where W is a matrix with
orthonormal columns. The distance from a projected measurement vector to the
projected filtering subspace again gives a lower bound on the full filter score. In
addition to reducing the cost of filter score computations, projections can also
be used to eliminate faulty or missing PMU measurements from consideration.
2.5 Experiments
Our standard experimental setup is as follows. For each possible topology
change, we compute and pass to FLiER both the full pre-contingency state and
the subset of the post-contingency state that would be observed by the PMUs.
We test both with no noise and with independent random Gaussian noise with
standard deviation 1.7 · 10−3 (≈ 0.1 degrees for phase angles) added to both the
initial state estimate and the PMU readings. In [67], 0.1 degrees of Gaussian
random noise was applied to phase angles, then smoothed by passing a simu-
lated time-domain signal through a low pass filter; we apply the noise without
filtering, so the effect is more drastic.
One of the possibilities FLiER checks is that there has been no change; in
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this case, we use the norm of the fingerprint as both the fingerprint score and
the filter score. By including this possibility among those checked, FLiER acts
simultaneously as a method for topology change detection and identification.
We run tests on the IEEE 57 bus and 118 bus networks, with three different
PMU arrangements on each:
• Single: Only one PMU is placed in the network, at a low-degree node (bus
35 in the 57-bus network and 65 in the 118-bus network). This represents
a near-worst-case deployment for our method.
• Sparse: A few PMUs are placed about the network (on buses 4, 13, and 34
in the 57-bus network and on buses 5, 17, 37, 66, 80, and 100 in the 118-bus
network). We consider this a realistic scenario in which sparsely-deployed
PMUs do not offer full network observability.
• All: PMUs are placed on all buses. Any error is due purely to the linear
approximation.
We did not test changes that cause convergence failure in our power flow solver.
We assume such contingencies result in collapse without some control action.
2.5.1 Accuracy
Line Failures
Figure 2.1 shows the accuracy of FLiER in identifying line failures in the IEEE
57-bus test network. For each PMU deployment, we show the cumulative dis-
tribution function of ranks, i.e. the ranks of each simulated contingency in the
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Figure 2.1: Cumulative distribution function showing the fraction of line
failures where FLiER assigned the correct line at most a given
rank (up to 10). Top: Noise-free case. Bottom: Entries with
Gaussian noise with σ = 0.0017.
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Figure 2.2: CDF of line failures where the DC approximation of [67] as-
signed the correct line at most a given rank (up to 10). Top:
Noise-free case. Bottom: Entries with Gaussian noise with
σ = 0.0017.
ordered list produced by FLiER. We show further results in Table 2.1. With
PMUs everywhere, the correct answer was chosen in all 78 of 78 cases, even in
the presence of noise. The case with three PMUs is also quite robust to noise. In
the test with a single unfavorably-placed PMU, FLiER typically ranks the cor-
rect line among the top three in the absence of noise; with noise, the accuracy
degrades, though not completely.
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PMUs Single Sparse All
FLiER 55(73) 68(77) 78(78)
FLiER+noise 40(65) 66(78) 78(78)
DC Approx 17(40) 52(74) 72(77)
DC Approx+noise 5(22) 49(64) 66(68)
Table 2.1: IEEE 57-bus network accuracy comparison for 78 line failure
contingencies. We report counts of line failures correctly identi-
fied and those scored in the top three (in parentheses).
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Figure 2.3: Test of our algorithm on the IEEE 57-bus network with the
sparse PMU deployment. Each column represents one test.
Black crosses are fingerprint scores for incorrect lines. Green
dots and yellow triangles indicate the scores of the correct line
in the case of correct diagnosis or diagnosis in the top three,
respectively.
In Figure 2.2, we repeat the experiment of Figure 2.1, but with the DC ap-
proximation used in [67] rather than the AC linearization used in FLiER. We
also present comparisons in Table 2.1. With PMUs everywhere, there is lit-
tle difference in accuracy. With fewer PMUs, FLiER is more accurate. In the
sparse case, the DC approximation without noise behaves similarly to FLiER
with noise, while in the single PMU deployment the DC results without noise
are much worse than those from FLiER even with noise.
Figure 2.3 shows the raw scores computed by FLiER with three PMUs. In
31
2426
27
28
Figure 2.4: Line (24, 26) is the line removed in this test. Lines are colored
and thickened according to
√
t−1ik . Line (26, 27) was chosen by
the algorithm.
this plot, each column represents the fingerprint scores computed for one line
failure scenario. The black crosses represent the scores of lines that get past the
filter, while the green circles and yellow triangles represent the scores for the
correct answer. If there is a green circle, then our algorithm correctly identified
the actual line that failed. If there is a yellow triangle, the correct line was not
chosen but was among the top three lines selected by the algorithm.
In Figure 2.4, we show one case that FLiER misidentifies. PMUs are de-
ployed on buses marked with blue squares, and lines are colored and thickened
according to the FLiER score. The best-scoring line is adjacent to the line that
failed.
Substation Reconfigurations
Next, we show the accuracy of FLiER as it applies to substation reconfigura-
tions. For these tests, we suppose that every bus in the IEEE 57-bus test network
is a ring substation with each bus section on the ring possessing either load, gen-
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Figure 2.5: Rank CDF for substation reconfigurations without noise (top)
and with noise (bottom)
eration, or a branch. We then suppose a substation splits when two of its circuit
breakers open. We do not consider cases that isolate a node with a nonzero
power injection. Line failures are a subset of this scenario: if the breakers on
either side of a section with a branch open, that section becomes a zero-injection
leaf bus, which disappears in the quasi-static setting.
Figure 2.5 shows the accuracy of FLiER on substation reconfigurations with
and without noise. With three PMUs and no noise, FLiER is right in 164 of 193
possibilities, and ranks the correct answer among the top three scores in 160
cases. With PMUs everywhere, FLiER is right 181 times, but gets the answer
in the top three every single time. With few PMUs, FLiER is more suscepti-
ble to noise when diagnosing substation reconfigurations. This is expected, as
there are significantly more possibilities to choose from in this case. Also, FLiER
sometimes filters out the correct answer in the presence of noise. One possible
remedy for this would be to be more lenient with filtering, only throwing a pos-
sibility away if τ` is greater than the kth smallest t`, for example.
Finally, we demonstrate the effectiveness of using FLiER for substation re-
configurations on a large-scale network by running FLiER on the 400, 220, and
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Contingency Substation
of contingency
Correct % 75.2 85.4
Top 3 % 95.4 96.5
Table 2.2: Accuracy of FLiER with 100 randomly-placed PMUs on the Pol-
ish network. Results are out of 6283 tests.
100 kV subset of the Polish network during peak conditions of the 1999-2000
winter, taken from [82]. This is a larger network with 2,383 buses. We placed
100 PMUs randomly around the network, and tested every substation reconfig-
uration contingency. We summarize the results in Table 2.2. We could likely
further improve the accuracy with a thoughtful deployment of PMUs.
2.5.2 Filter Effectiveness and Speed
The cost of FLiER depends strongly on the effectiveness of the filtering proce-
dure. In Figure 2.6, we show how often the filter saves us from computing fin-
gerprint scores in experiments on the IEEE 57-bus and 118-bus networks when
checking for line failures. For each PMU deployment, we show the cumulative
distribution function of the fraction of lines for which fingerprint scores need
not be computed for each line failure. The filter performs well even for the
sparse PMU deployments; we show a typical case in Figure 2.7.
Finally, we demonstrate the importance of the filter by running FLiER on
the large Polish network [82] with 100 randomly placed PMUs. Table 2.3 shows
FLiER run times with and without the filter on ten randomly selected branches.
The code is unoptimized Python, so these timings do not indicate of how fast
FLiER would run in a performance setting. However, they give a sense of the
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Figure 2.6: Cumulative distribution function of fraction of lines for which
tik need not be computed when a line in the IEEE 57-bus (top)
or 118-bus (bottom) network fails uniformly at random.
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Figure 2.7: Example of effective filtering in Algorithm 1. Each column rep-
resents a line checked. Blue dots are the lower bounds τik, while
red squares are true scores tik. Columns are sorted by τik. In this
case, tik only needs to be computed for eight lines.
speedup one expects from filtering.
Note also that FLiER correctly identified the failed branch in 9 of 10 cases. In
the one case in which it failed, on branch (2346, 2341), t` for the correct answer
was 6.25 · 10−5; this suggests the failure had a negligible impact on the network.
We also performed this timing test for a randomly selected set of substa-
tion reconfigurations, shown in Table 2.4. Again, the results give a sense of the
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Line FLiER (s) Solution # t’s FLiER n.f. (s)
rank computed
(1502, 917) 0.27 1 2 14.14
(1502, 1482) 0.27 1 2 15.30
(557, 556) 0.27 1 4 14.75
(2346, 2341) 2.95 14 502 14.40
(909, 1155) 0.26 1 2 14.32
(644, 629) 0.29 1 7 14.59
(591, 737) 0.29 1 6 17.27
(559, 542) 0.32 1 13 16.59
(378, 336) 0.28 1 6 16.16
(101, 94) 0.26 1 2 15.29
Table 2.3: FLiER run times for ten line failures with and without filtering.
About 3000 contingencies are considered.
Bus / FLiER (s) Sol. rank / # t’s FLiER n.f. (s)
Split nodes Sol. bus rank computed
86/1,2,3 4.54 1/1 2 823.0
176/1,2 4.70 3/3 4 836.9
539/7 8.11 1/1 38 829.8
702/4,5 4.66 1/1 4 820.1
754/2,3,4,5 4.97 1/1 7 829.8
994/2,3,4,5 4.86 1/1 6 835.8
1131/2 5.22 1/1 9 850.3
1513/4,5,6 6.65 4/1 23 862.3
1663/1,2,3,4 7.83 1/1 35 928.1
2164/5 4.56 1/1 3 875.3
Table 2.4: FLiER run times for ten substation reconfigurations with and
without filtering. Nearly 7000 contingencies are considered.
speedup one expects from filtering in the substation reconfiguration case.
2.6 Conclusion and Future Work
We have presented FLiER, a new algorithm to identify topology errors involv-
ing failed lines and substation reconfigurations using a sparse deployment of
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PMUs. Our method uses a linearization of the power flow equations together
with a novel subspace-based filtering approach to provide fast diagnosis. Un-
like prior approaches based on DC approximation, our approach takes advan-
tage of a state estimate obtained shortly before the topology changes, assuming
that the network specifications remain unchanged or change in a known way as
a result of the failure. Our method can be used in both distribution and trans-
mission networks, and is compatible with different levels of network model
detail.
Several extensions remain open for future work. We hope to model noise
sensitivity of our computations, so that we can provide approximate confidence
intervals for fingerprint and filter scores; we also believe it possible to diagnose
when the linear approximation will lead to incorrect diagnosis, and do more
computation to deal just with those cases. In addition, we plan to extend our
approach to other events, such as single-phase line failures or changes in line
parameters due to overloading.
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CHAPTER 3
NONLINEAR MULTIGRID FOR THE POWER FLOW EQUATIONS
Colin Ponce, Panayot Vassilevski, and David Bindel
Multigrid methods are extremely successful at solving certain classes of lin-
ear systems of equations. Today, much multigrid research focuses on extend-
ing the classes of problems to which one may apply these methods. This re-
search can take two forms: extending the set of linear systems for which one
may use multigrid, and finding classes of nonlinear problems for which one can
use multigrid concepts. In this paper, we do the latter.
The power flow problem is a standard problem in power engineering. It
is a complex quadratic system of equations that today is typically solved via
Newton’s method. However, as problem sizes grow larger, the Newton method
requirement to repeatedly solve large linear systems is becoming a computa-
tional bottleneck. Here we develop an algebraic multigrid approach to address
this problem. Our method produces a hierarchy of coarse power flow problems,
and so can be used in conjunction with Newton’s method at the coarse levels.
We demonstrate the applicability of both Gauss-Seidel and Jacobi smoothers.
Experiments demonstrate the highly scalable nature of our approach.
This paper has not yet been submitted for publication.
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3.1 Introduction
Multigrid methods have seen great success as a powerful tool for the solution
of linear systems of equations that arise from elliptic partial differential equa-
tions [11]. Linear multigrid methods have also been applied to linear systems
that do not arise from partial differential equations, and often do not even have
an underlying geometry [14]. This field of algebraic multigrid is still an active
area of research [24, 54, 13].
The nonlinear Full Approximation Scheme (FAS) is a well-known multigrid
framework for solving nonlinear partial differential equations [14]. Nonlinear
multigrid methods have also been used to solve symmetric eigenvalue prob-
lems [38]. In this paper, we extend algebraic nonlinear multigrid methods to
problems with nonlinear diagonal scaling of the equations in the system. In
particular, we present a multigrid method for solving the power flow problem,
also known as the load flow problem.
The power flow problem is standard in the field of power engineering. The
power flow equations are a complex, quadratic system of equations that relate
the voltages at each node in a power network to the amount of power enter-
ing or leaving at each node [30]. The simulation of a power network in “steady
state” requires the solution of the power flow equations, while time-domain
simulation requires solving the power flow equations at each time step in a
differential-algebraic problem [65]. Power flow is an inherently nonlinear prob-
lem, and although power networks are physical networks, modeling data often
does not include physical locations. Thus, it is typically an algebraic problem
rather than a geometric one.
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The earliest methods for solving the power flow problem were nonlinear
Gauss-Seidel methods known as Y-Matrix methods, developed in the 1950’s [64].
These methods converge slowly but were suitable for early computers with lim-
ited memory. They were surpassed in the 1960’s by Newton-Raphson methods
with the development of efficient sparse Gaussian elimination techniques that
made Jacobian factorization practical [69].
Today Newton-Raphson is still the workhorse method for the power flow
problem [30], with further developments typically focusing on special cases
or on accelerating the Jacobian linear solve. The Fast-Decoupled Load Flow is a
quasi-Newton method that makes assumptions about typical operating condi-
tions to decouple the Jacobian into two smaller matrices [66]. The DC Load Flow
method makes further assumptions by completely neglecting voltage magni-
tude changes to reduce the problem to a single linear solve [30]. The develop-
ment of continuation methods enabled power flow computation near points of
system instability [3].
Power engineers today typically model systems with up to about 100,000
nodes, but model sizes are expected to increase dramatically in coming years
as operators begin to run larger and more detailed simulations [56, 33]. While
Newton’s method has excellent convergence properties, repeatedly factoring Ja-
cobian matrices becomes a bottleneck at large problem sizes. As a result, much
recent work has focused on the efficiency of the Jacobian solve through devel-
opments in sparse direct solvers [37, 42, 62] and Krylov solvers [36, 33, 79]. In
[33], the authors briefly suggest algebraic multigrid as a preconditioner in a
Newton-Krylov iteration.
In this paper, we do not use algebraic multigrid to solve a Jacobian linear
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system, but present a nonlinear multigrid framework for the power flow prob-
lem itself. The result is a hierarchy of power flow problems of different sizes.
We can use the full hierarchy to produce a completely Jacobian-free solver, or
we can directly solve a power flow problem using Newton’s method once it has
reached an acceptably small size. The latter approach allows us to leverage the
desirable convergence properties of Newton’s method without needing to solve
large, expensive linear systems.
At each level of the multigrid hierarchy, we employ a nonlinear iterative
method. We discuss both nonlinear Gauss-Seidel and nonlinear Jacobi itera-
tions. While the Gauss-Seidel method typically converges faster, the Jacobi it-
eration is highly parallelizable. To the author’s knowledge, this is also the first
successful use of a Jacobi iteration in solving the power flow problem.
The rest of this paper is organized as follows. In Section 3.2, we introduce
the power flow equations and discuss current solution methods. In Section 3.3,
we discuss some preliminary concepts. In Section 3.4, we introduce the nonlin-
ear Gauss-Seidel iteration and its extension to group-synchronous updates. In
Section 3.5, we show how to convert group-synchronous updates into a hier-
archy of nested power flow problems. In Section 3.6, we develop convergence
results for out method. In Section 3.7, we present numerical experiments, and
in Section 4.8, we conclude.
3.2 The Power Flow Equations
One can represent a power network as a graph; power enters or leaves a net-
work at nodes and flows between nodes along edges. These edges are transmis-
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sion lines and are weighted by their electrical admittance. When simulating a
power network that is in “steady state,” power engineers typically make a set
of simplifying assumptions.
1. Complex numbers for voltages and currents. Power grids use alternating cur-
rent, in which all voltages and currents in a network oscillate at the same
frequency (e.g. 60 Hz in the United States). We may represent these sine
waves as complex phasors.
2. Dimensionless units. All quantities in a power network model are normal-
ized, resulting in a unitless representation of electrical voltage, current,
and power. The result is that all nodes have voltage magnitudes near 1.0.
Voltage phase angles vary more than magnitudes, but still remain near 0.0.
3. Constant electrical impedance of lines. The impedance of transmission lines
vary according to a number of factors, including current flow and am-
bient temperature. However, for steady state modeling, impedances are
typically assumed to be constant.
Under these assumptions, we can model power networks by representing
nodal voltages, transmission line admittances, and network power injections as
complex numbers.
To set up the model equations, we first define the admittance matrix Y ∈ Cn×n.
The off-diagonal element Yi j is the negative of electrical admittance of the trans-
mission line connecting nodes i and j, or zero if there is no such line. The diag-
onal elements Yii are the sum of all connected electrical admittances, as well as a
small additional shunt admittance term Yis [30]. It is nearly symmetric, except on
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lines with transformers, which introduce asymmetries in phase angle but not
magnitude. The result is that Y is nearly a complex graph Laplacian.
Let v ∈ Cn denote a vector of complex voltages at each node and let s ∈ Cn
denote a vector of complex power injections at each node. In addition let Dv =
diag(v) and let x denote the complex conjugate of a vector x. Then, under the
assumptions stated above, we have the relation
i =Yv (3.1)
Dvi =s, (3.2)
where i is the complex vector of nodal current injections. We write this relation
in one line as DvYv = s. In the power flow problem, one is given s and Y and solves
for v.
There are three types of nodes in a power flow model:
1. PQ Nodes. In a PQ node i, the power injection si = Pi + ıQi is known a
priori, and we wish to solve for the unknown voltage vi. Approximately
90% of the nodes in a network are PQ nodes [39].
2. PV Nodes. In a PV node i, the real component of the power injection, Re si =
Pi is known, as well as the voltage magnitude, which we denote |vspi |. Here
we wish to solve for the unknown voltage phase angle θi = arg(vi). PV
nodes represent generators and usually make up approximately 10% of
the nodes in a network [39].
3. The Slack Node. There is always one slack node. The complex voltage vi is
known a priori. Without a slack node, the power flow equations would
be invariant to scalar complex rotations of v and consequently underde-
termined.
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Note that the power injection of the slack node and the imaginary compo-
nent of the power injections of the PV nodes (that is, the reactive power injec-
tion) are also unknown. However, they are simple to compute once the nodal
voltages are found.
3.3 The DC Approximation and Linear Multigrid
In this section we discuss the DC Load Flow approximation to the power flow
equations and its connection to multigrid methods. We will use this discussion
to motivate the algorithmic developments in Sections 3.4 and 3.5.
3.3.1 The DC Load Flow Approximation
The DC Load Flow approximation (see, e.g. [30]) is derived from a set of ob-
servations about typical operating conditions of power grids. These observa-
tions allow us to make reasonable simplifying approximations to the power
flow equations that convert Equation (3.1) into a linear system of equations.
We make the following simplifying observations:
1. Transmission lines have significantly larger reactance than resistance.
Therefore, Y ≈ ı Im(Y).
2. Typically, neighboring buses have voltage phase angles that are close to
each other. This allows us to make the simplifying approximation eı(θk−θi) ≈
1 + ı(θk − θ j).
3. Typically, 0.95 < |vk| < 1.05. Therefore, we approximate |vk| ≈ 1.0.
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The result of these simplifications is that the DC Load Flow approximation is
only concerned with the real part of the power injections and the nodal voltage
phase angles θk. A calculation then reduces Equation (3.1) to the linear system
Re(s) = Bθ,
where θ is the vector of node voltage phase angles and
Bi j = Im(Yi j)
Bii = −
∑
j,i
Bi j.
Note that the DC Load Flow also ignores any shunt admittance.
3.3.2 Multigrid for Graph Laplacian Systems
Multigrid methods are an effective means of solving large graph Laplacian-
based linear systems when the graph is approximately grid-structured. It is
an iterative method and does not require one to factor the matrix [14].
Suppose we want to solve
Lx = s,
where L is a graph Laplacian. Suppose one has a guess xt. The error here is
 t = xt− x. A multigrid method consists of two parts: a smoother and a coarse-grid
correction. The smoother is a fast iterative procedure that does not necessarily
shrink  t by very much, but eliminates the high frequency error modes. The
resulting smoothed  t consists mostly of low-frequency error modes.
A smoother can be any of a number of algorithms, but a common option is
the Gauss-Seidel method. It cycles through all variables, and for each variable i,
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solves for xi using the ith equation. That is, it finds xi to satisfy the equation
0 = si −
n∑
j=1
Li jx j. (3.3)
Once the error is smoothed with one or more smoother iterations, the next
step is to shrink the remaining low frequency error. One does this by exploiting
the fact that nearby nodes have similar errors. In particular, let P be the n × m
matrix
P =

1
1
. . .
1

, (3.4)
where each 1 is a sub-vector of all ones (typically of size 4 on a 2D grid). Then
the assertion that nearby nodes have similar errors is the same as
 t ≈ Pxc
for some xc ∈ Rm.
This suggests that
L (xt + Pxc) ≈ s
=⇒ LPxc = s − Lxt. (3.5)
This is an overdetermined system, so one approximately solves it by applying a
Galerkin projection; that is, one premultiplies the equation by a matrix to project
the target space onto a size-m subspace. While many matrices are possible for
this step, a common choice is PT :
(PTLP)xc = PT (s − Lxt) . (3.6)
46
This is now a smaller, size-m system. One either completely or partially solves
this coarse system, and then passes the result back to the original problem with
the update
xt+1 = xt + Pxc.
This step is called the coarse-grid correction.
The matrix P is often chosen as the Galerkin projection matrix for two pri-
mary reasons. First, it allows one to characterize the smoother update and the
coarse-grid correction using a variational characterization, in which the function
‖Lxt − s‖2L−1
is minimized by iteratively choosing updates to xt that lie within a sequence of
subspaces. In addition, PTLP is also a graph Laplacian. This is useful because
the coarse problem is often still too large to solve directly. Instead, one recur-
sively applies a multigrid procedure to the coarse problem. That is, one smooths
the coarse problem using Gauss-Seidel, and coarsens again.
A multigrid iteration, then, is a symmetric procedure:
1. Gauss-Seidel pass.
2. Coarse-grid correction (recursive multigrid step).
3. Reverse-direction Gauss-Seidel pass.
The result is a series of Gauss-Seidel passes on smaller and smaller problems
until one reaches a problem small enough for a direct solve, followed by another
series of Gauss-Seidel passes on larger and larger problems until the original
problem is reached. This multigrid iteration is often called a V-Cycle.
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Connection to Group-Synchronous Updates
We make a point here about the multigrid step that will be important later. Let
us divide the nodes of the network into mutually exclusive subsets determined
by the columns of P, and suppose we want to update each group of nodes si-
multaneously without converting to a coarse grid. That is, we will make an
update
xi ← xi + α ∀i ∈ J
where J is a set indices associated with the nonzero elements of some column
of P. We do this by imposing a Galerkin condition
0 =
∑
i∈J
si − n∑
j=1
Li jx j − α
∑
k∈J
Lik
 (3.7)
and solving for α. We refer to this as a group-synchronous update. It is the group
generalization of Equation (3.3).
We can rewrite the above condition in matrix form as
0 = eTi P
T (si − Lx − αLPei)
=⇒ αeTi (PTLP)ei = eTi PT (si − Lx) .
We now see that solving for α is equivalent to a Gauss-Seidel step in the coarse
problem (3.6). Therefore, the multigrid iteration is equivalent to a series of
group-synchronous updates, where groups are determined by the columns of
P.
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3.4 Nonlinear Gauss-Seidel
We now return to the nonlinear power flow problem. We first review a stan-
dard method for solving this problem, and then introduce the split Gauss-Seidel
power flow and group-synchronous updates.
3.4.1 Classical Gauss-Seidel Power Flow
The classical nonlinear Gauss-Seidel method of solving the power flow equa-
tions, also sometimes called a Y-matrix method [64], is a standard power flow
solution method. It is simple and has a small memory footprint, but by itself it
converges slowly.
The method proceeds by iteratively cycling through each node in the net-
work. At each node i, one does the following:
1. Compute the current injection given the current guess for the nodal volt-
age vi:
I = si/vi.
2. Considering I to be a target current injection, update vi to match that tar-
get. That is, solve the equation
I −
n∑
j=1
Yi jv j = 0 (3.8)
for vi. This results in the update formula
vi ←
si/vi −∑ j,i Yi jvi
Yii
= vi +
ri
Yii
, (3.9)
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where
ri = si/vi − (Yv)i (3.10)
is the current injection residual.
At a PV node, only the real part of si is specified, so one first calculates the re-
active power injection (the imaginary part of si) given the current voltage iterate
v. Then, because the voltage magnitude |vspi | is specified, one adjusts the volt-
age magnitude as a post-processing step. This gives us the three-step PV-node
update
si ←Pi + ı Im
(
vi(Yv)i
)
(3.11)
vi ←vi + riYii (3.12)
vi ←|vspi |
vi
|vi| (3.13)
At the slack node, one performs no update, as its voltage magnitude and
phase angle are already specified.
Pseudocode for the classical Gauss-Seidel iteration is shown in Algorithm 2.
3.4.2 Split Gauss-Seidel Power Flow
In what follows, we will update groups of nodes simultaneously like in Section
3.3.2. A multigrid generalization of the above classical approach would force
PQ and PV nodes to update their voltage magnitudes together, which we do
not want as PV nodes have constant magnitude. For that reason, we present a
different Gauss-Seidel method that splits each complex vi into two real updates:
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Algorithm 2: Classical Gauss-Seidel Iteration
1: procedure CLASSICALGAUSSSEIDELITERATION(v, s,Y)
2: for i = 1, ..., n do
3: if i is a PV node then
4: si ← Pi + ı Im
(
vi(Yv)i
)
(Equation (3.11))
5: vi ← vi riYii (Equation (3.9) or (3.12))
6: vi ← |vspi | vi|vi | (Equation (3.13))
7: else if i is a PQ node then
8: vi ← vi riYii (Equation (3.9) or (3.12))
9: end if
10: end for
11: return v.
12: end procedure
one to update the voltage phase angle, and one to update the voltage magni-
tude.
Our voltage phase angle update proceeds in three steps:
1. Like in the classical approach above, we first compute our guess for the
target current injection using Equation (3.8).
2. We set to zero the component of the current injection residual ri ∈ C that
voltage phase angles affect most strongly.
3. We solve for the phase angle of vi that solves the equation from Step 2.
The voltage magnitude update is similar:
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Algorithm 3: Split Gauss-Seidel Iteration
1: procedure CLASSICALGAUSSSEIDELITERATION(v, s,Y)
2: for i = 1, ..., n do
3: if i is a PV node then
4: si ← Pi + ı Im
(
vi(Yv)i
)
(Equation (3.11))
5: Update vi using Equations (3.17) and (3.18)
6: else if i is a PQ node then
7: Update vi using Equations (3.17) and (3.18)
8: Update vi using Equations (3.20) and (3.21)
9: end if
10: end for
11: return v.
12: end procedure
1. Compute our guess for the target current injection using Equation (3.8).
2. Set to zero the component of the current injection residual ri ∈ C that volt-
age magnitudes affect most strongly.
3. We solve for the magnitude of vi that solves the equation from Step 2.
To determine which components of the current residual to use for these two
updates, we make the physical approximation here that all power lines in a net-
work are of the same type; that is, they are constructed of similar material, have
similar cross-sections, and therefore have similar electrical properties. How-
ever, they have different lengths. This means that the electrical admittances of
the power lines have similar complex phase angles, but different magnitudes,
as magnitude is determined by line length [30]. In addition, we neglect trans-
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Figure 3.1: Nonzero elements of IEEE 57-bus admittance matrix.
formers and shunt admittances.
This physical approximation results in the mathematical approximation of
the admittance matrix
Y ≈ zL, (3.14)
where L is a real-valued graph Laplacian matrix plus some positive diagonal
elements for shunt admittances, and z ∈ C is a scalar complex rotation (|z| = 1).
The scalar z is a property of the common power line type, while L is due to the
lengths of the various power lines. One can see this phenomenon in Figure 3.1,
which shows the admittance values of the entries in the admittance matrix of
the standard IEEE 57-bus test network.
In practice, we compute z simply by taking the mean of the diagonal of Y .
Using this approximation and the small-angle approximation from Section
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3.3.1, we write
zviri ≈ z (si − vi(zLv)i) =zsi − vi(Lv)i
=zsi −
n∑
j=1
Li j|vi||v j|eı(θ j−θi)
≈zsi −
n∑
j=1
Li j|vi||v j|
(
1 + ı(θ j − θi)
)
. (3.15)
Taking real and imaginary components, we see that
Re (zviri) ≈Re (zsi) −
n∑
j=1
Li j|vi||v j|
Im (zviri) ≈ Im (zsi) −
n∑
j=1
Li j|vi||v j|(θ j − θi).
Thus, under these approximations, voltage magnitudes most strongly affect the
real component of zviri and voltage phase angles most strongly affect the imagi-
nary component of zviri. These are the components of ri that we use.
We update separately a node’s voltage phase angle and magnitude by setting
the imaginary and real components of zviri, respectively, to zero, and updating
vi to match that component of the current injection. Mathematically, we write
this in the following way:
• To update the phase angle of vi by an amount λ ∈ R, we set
Im
z
si − vi ∑
j,i
Yi jv j − viYiivieıλ

 = 0. (3.16)
Solving for eıλ gives two possibilities:
eıλ =
ıc ± √|x|2 − c2
x
, (3.17)
where
x = z|vi|2Yii c = Im
z
si − vi ∑
j,i
Yi jv j

 .
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We select the option that causes the smallest angle change.
We then update vi with the rotation
vi ← vieiλ. (3.18)
• To update the voltage magnitude of vi by a scaling α ∈ R+, we set
Re
z
si − vi ∑
j,i
Yi jv j − viYii(αvi)

 = 0. (3.19)
Solving for α gives us
α =
Re
[
z(si − vi ∑ j,i Yi jv j)]
Re[zYii||vi|2] = 1 +
Re[zviri]
Re[zYii|vi|2] . (3.20)
We then update vi with the scaling
vi ← αvi. (3.21)
We show the split Gauss-Seidel algorithm in Algorithm 3. Notice the simi-
larities and differences between that and the classical Gauss-Seidel iteration in
Algorithm 2.
PV nodes. At a PV node the voltage magnitude is specified, so we skip the
voltage magnitude update. Additionally, si is not fully specified at a PV nodes,
so we must first update our guess of the reactive power injection using Equation
(3.11).
No solution to angle update. It is possible that there are no solutions to
Equation (3.16). This occurs if |x|2 < c2. If there are no solutions, we simply min-
imize the residual by choosing eıλ to either maximize or minimize Im[zviYiivieiλ],
whichever is appropriate.
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Updating with the small-angle approximation. We typically expect phase
angles to only change by small amounts. Therefore, in solving for the phase
angle update, one may make the approximation eıλ ≈ 1 + ıλ. In this case, solving
for λ gives the solution
λ =
Im[zviri]
Im[ızYii|vi|2] (3.22)
and the update formula
vi ← (1 + ıλ)vi. (3.23)
This update formula is less expensive than Equation (3.17), and its use requires
no branching. Note that, in this case, the voltage magnitude of a PV node is
perturbed somewhat, and so it must be corrected using Equation (3.13).
3.4.3 Group-Synchronous Updates
We can extend the above method by updating groups of nodes together, as
in Section 3.3.2. Group-synchronous updates allow us to change how a set of
nodes share power with its surroundings while keeping power sharing within
the group approximately the same.
In particular, suppose we wish to make the group phase angle update
vi ← vieıλ ∀i ∈ J , (3.24)
where J is some subset of node indices. Here the scalar λ controls the update
for all nodes in J . To determine the value of λ, we impose a condition like in
Equation (3.16):
Im
z∑
i∈J
vi
si/vi −∑
j<J
Yi jv j − eıλ
∑
k∈J
Yikvk

 = 0. (3.25)
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This is analogous to the linear Galerkin condition in Equation (3.7). Solving for
eıλ gives
eıλ =
ıc ± √|x|2 − c2
x
(3.26)
where
x = z
∑
i,k∈J
viYikvk c = Im
z∑
i∈J
si − vi ∑
j<J
Yi jv j

 .
Similarly, suppose we want to make the group magnitude update
vi ← αvi ∀i ∈ J . (3.27)
We impose a condition like in Equation (3.21):
Re
z∑
i∈J
vi
si/vi −∑
j<J
Yi jv j − α
∑
k∈J
Yikvi

 = 0. (3.28)
Solving for α gives us
α =
Re
[
z
∑
i∈J (si − vi ∑ j<J Yi jv j)]
Re[z
∑
i,k∈J viYikvk]
= 1 +
Re[z
∑
i∈J viri]
Re[z
∑
i,k∈J viYikvk]
. (3.29)
Note the following:
• A node can appear in more than one group, and singleton groups are pos-
sible (which simply reduce to the one-variable split Gauss-Seidel update
of Section 3.4.2).
• It is possible to have both PQ and PV nodes in a single group. In this case,
we exclude the PV nodes from the voltage magnitude update step.
Algorithm 4 shows the pseudocode for a generalization of the split Gauss-
Seidel iteration of Algorithm 3 that takes a list of groups and computes a group-
synchronous update for each group.
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Algorithm 4: Gauss-Seidel Iteration
1: function ANGLEUPDATE(v, s,Y,I)
2: for each i ∈ I that is a PV node do
3: si ← Pi + ı Im
(
vi(Yv)i
)
(Equation (3.11))
4: end for
5: Calculate λ using Equation (3.26).
6: for all i ∈ I do
7: Update vi using Equation (3.18)
8: end for
9: end function
10: function MAGNITUDEUPDATE(v, s,Y,I)
11: Calculate α using Equation (3.29).
12: for all i ∈ I do
13: Update vi using Equation (3.21).
14: end for
15: end function
16: procedure GAUSSSEIDELITERATION(v, s,Y , groups list)
17: for J in groups list do
18: JPQ ← [i for i ∈ J if i is a PQ node].
19: ANGLEUPDATE(v, s,Y,J).
20: MAGNITUDEUPDATE(v, s,Y,JPQ).
21: end for
22: return v.
23: end procedure
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Selection of Groups
To use the group-synchronous approach, we need a way to choose sets of nodes
to update together. We choose update groups based on the observation that
nodees connected by lines with high admittance tend to shift state together.
That is, if nodes i and j are connected by a high-admittance line and the voltage
at node i changes, either node j’s voltage will shift with it, or the power trans-
fer between nodees i and j will itself shift dramatically. This is similar to the
reasoning for node aggregation selection in standard algebraic multigrid [71].
Recall from Section 3.3.2 that the linear multigrid framework recursively
coarsens the problem to create a hierarchy of problems of different sizes. Section
3.3.2 shows that this multigrid hierarchy is equivalent to performing group-
synchronous updates on the original problem using a hierarchy of nested
groups. Having such a range of group sizes allows one to more effectively cap-
ture different types of error modes (see, e.g. [14]). We want a range of group
sizes to capture the same type of benefits seen in the linear group-synchronous
case. As with linear multigrid, we define these hierarchically as groups of
groups.
First, we define a set of “next-smallest” groups after the singletons. We or-
der nonzero upper-triangular elements of the admittance matrix Y by the mag-
nitude of the matrix elements. This gives us an ordered list of (i, j, g) tuples,
where i and j are nodes and g is the magnitude of the admittance of the line
connecting them. We then apply Algorithm 6.1 of [72]: We place all nodes in
groups by iterating through the ordered list twice. In the first iteration, for each
tuple, if i and j have not yet been placed in any group, they are placed in a new
group together. In the second iteration, at least one of i and j has already been
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placed in a group. If either i or j has not yet been placed in any group, then it is
placed in the group of the other. The result is a disjoint set of node groups to be
used in group-synchronous updates. We show pseudocode for this method in
Algorithm 5.
Having run Algorithm 5, we have a disjoint set of groups B with n2 groups,
where typically n/5 < n2 < n/2. We now show how to extend this to create a
hierarchy of nested groups. It is a bootstrapping process that is similar to those
used in the linear algebraic multigrid context.
Define a matrix P ∈ {0, 1}n×n2 such that each row of P corresponds to a net-
work node, each column corresponds to a group, and
Pi j =

1 node i is in group j
0 otherwise
. (3.30)
Given this, we define a preprocessing coarse grid Y˜2 = PTYP on which we can
then run Algorithm 5 again to obtain larger groups of nodes. Applying this
procedure recursively gives us a full hierarchy of nested groups.
Algorithm 6 shows pseudocode for this procedure. The level-h groups are
groups of level-h − 1 groups seen in the columns of Ph. In terms of the orig-
inal network, the level-h groups are columns of the matrix P˜h = P1 · · · Ph ∈
{0, 1}n×nh , h = 1, ...,H.
Note the following:
• P1 = I. Thus, level-1 groups are simply the original set of nodes.
• Each node appears in exactly one level-h group for each h. Thus, for each
h′ < h, the set of level-h groups are a partition of the level-h′ groups.
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Algorithm 5: Aggregation of Nodes
1: procedure AGGREGATE(Y)
2: From Y , create list of strictly upper triangular nonzero elements L =
list((i, j, |Y[i, j]|)).
3: Order L in descending order by |Y[i, j]|.
4: Initialize list of groups B = {}.
5: for (i, j,m) in L do
6: if i.group and j.group are not yet set then
7: Create new group b = {i, j}.
8: B← B⋃{b}.
9: i.group← b, j.group← b.
10: end if
11: end for
12: for (i, j,m) in L do
13: if i.group not yet set then
14: j.group← j.group ∪ {i}.
15: i.group← j.group.
16: else if j.group not yet set then
17: i.group← i.group ∪ { j}.
18: j.group← i.group.
19: end if
20: end for
21: return B.
22: end procedure
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Algorithm 6: Construct Hierarchy
1: procedure CONSTRUCTHIERARCHY(Y , min size)
2: Y˜ ← Y .
3: h = 1.
4: while size(Y˜) < min size do
5: B← AGGREGATE(Y˜)
6: Construct Ph as in Equation (3.30).
7: Y˜ ← PTh Y˜Ph.
8: h← h + 1.
9: end while
10: H ← h.
11: return P1, ..., PH.
12: end procedure
3.5 Multigrid
While the above method enables new kinds of Gauss-Seidel updates, the cost of
an update scales linearly with the number of nodes to be updated together. We
can reduce the cost of these updates so that each one incurs amortized constant
cost. Recall from Section 3.3.2 that in the linear case group-synchronous updates
are equivalent to multigrid cycles. Here we show how to construct a nonlinear
multigrid cycle for the power flow equations that is equivalent to the group-
synchronous updates of Section 3.4.3. We begin by supposing that there are
no PV nodes in the network. We show in Section 3.5.3 how to incorporate PV
nodes.
62
The conditions of Equations (3.25) and (3.28) requires we choose our update
so that although there may be errors within the group, a component of the av-
erage power injection is correct. Let J j denote the nonzero indices of the j’th
column of P˜h, and consider the matrix I = YDvP˜h. Element Ii j represents the
contribution to the current injection at node i due to the set of nodes J j. Then
element (i, j) of the matrix
Y(v, h) =P˜ThDvI
=P˜ThDvYDvP˜h (3.31)
represents the contribution to the sum of power injections at node set Ji due
to the node set J j. Note that the matrix Y(v, h) ∈ Cnh is significantly smaller
than the original admittance matrix, and so information about sums of power
injections and the effects of multiplicative updates is compactly represented. We
can leverage this compact representation to create a faster iteration.
3.5.1 Coarse Power Flow
We first present a lemma.
Lemma 1. Let P ∈ {0, 1}n×`, ` ≤ n denote a matrix with exactly one 1 in each row, and
let x ∈ C`. Then
PTdiag(Px) = diag(x)PT
Proof. Assume without loss of generality that the rows of U are ordered by the
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columns of their nonzero elements; that is, assume that
PT =

1 · · · 1
1 · · · 1
. . .
1 · · · 1

.
Then
Px =
[
x1 · · · x1 · · · x` · · · x`
]T
,
and so
PTdiag(Ux) =

x1 · · · x1
x2 · · · x2
. . .
x` · · · x`

= diag(x)PT . (3.32)

Now, let v0 denote a voltage vector. Suppose we perform a sequence of level-
h group-synchronous updates, let α ∈ Rnh denote the vector of magnitude up-
dates, and let eıλ ∈ Cnh denote the vector of phase angle updates, so that
v = Dv0 P˜h
(
α ◦ eıλ
)
, (3.33)
where the ◦ operator represents the Hadamard product. We wish to update the
i’th level-h group, that is, the nonzero elements of P˜hei. The following theorem
lets us write this update condition in terms of a coarse power flow problem.
Theorem 2. Let
sh = P˜Th s ∈ Cnh (3.34)
vh = α ◦ eıλ ∈ Cnh (3.35)
Y(v, h) = P˜ThDvYDvP˜h ∈ Cnh×nh . (3.36)
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Then the group-synchronous phase angle update condition of Equation (3.25) is satisfied
if and only if
0 = Im
z
shi − vhi ∑
j,i
Yi j(v0, h)vhj − vhi Yii(v0, h)vhi eıλi

 (3.37)
and the group-synchronous magnitude update condition of Equation (3.28) is satisfied
if and only if
0 = Re
z
shi − vhi ∑
j,i
Yi j(v0, h)vhj − vhi Yii(v0, h)(αivhi )

 . (3.38)
Proof. We prove the result for the phase angle update of Equation (3.37). Sup-
pose first that vh = 1nh . From Equation (3.25) we have
0 = Im
z m∑
`∈Ji
s` − v` ∑
k<Ji
Y`kvk − v`
∑
k∈Ji
Y`kvkeıλ


= Im
z m∑
`∈Ji
s` − v` n∑
k=1
Y`kvk − v`
∑
k∈Ji
Y`kvk(eıλ − 1)


= Im
(
z(P˜hei)T
[
s − DvYv − (eıλ − 1)DvYDvP˜hei
])
= Im
(
zeTi
[
sh − Y(v, h)1nh − (eıλ − 1)Y(v, h)ei
])
= Im
z
shi − vhi ∑
j,i
Yi j(v0, h)vhj − vhi Yii(v0, h)vhi eıλi

 . (3.39)
It remains to be shown that the equivalence of Equations (3.25) and (3.37)
hold after we update vh. So, assume that vh , 1nh . Suppose we update v0 to v
using Equation (3.33):
v = Dv0 P˜h
(
α ◦ eıλ
)
= Dv0 P˜hv
h.
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Two applications of Lemma 1 allow us to write
Y(v, h) = P˜ThDvYDvP˜h =P˜
T
hDDv0 P˜hvhYDDv0 P˜hvh P˜h
=P˜ThDP˜hvhDv0YDP˜hvhDv0 P˜h
=Dvh P˜ThDv0YDv0 P˜hDvh
=DvhY(v0, h)Dvh .
So, Equation (3.39) is now
0 = Im
(
zeTi
[
sh − DvhY(v, h)Dvh1nh − (eıλ − 1)DvhY(v, h)Dvhei
])
= Im
z
shi − vhi ∑
j,i
Yi j(v0, h)vhj − vhi Yii(v0, h)vhi eıλi

 .
The proof for the magnitude update is similar. 
The above theorem shows that an update on level-h group i is equivalent to
a one-variable update on the coarse power flow problem
DvhY(v0, h)vh = sh. (3.40)
In the context of the level-h coarse power flow problem, we refer to the level-h
groups as level-h coarse nodes or simply coarse nodes. Note that vh = 1nh when
the coarse problem is first constructed, and that if v solves the original problem,
then vh = 1nh solves the coarse problem.
If we solve the coarse power flow problem either partially (e.g. with a few
steps of an iterative method) or fully, we can pass the result back to the original
fine level with
v← Dv0 P˜hvh.
In what follows, we will write Yh for Y(v, h) when the intended vector v is
clear.
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3.5.2 Recursion
Algorithm 4 requires a groups list parameter, an ordered list of groups through
which to cycle. We construct groups list by first using Algorithm 6 to construct
P˜1, ..., P˜h. Our groups list is then the following
init list =nnz(P˜1[:, 1]), ...,nnz(P˜1[:, n]),nnz(P˜2[:, 1]), ...,nnz(P˜2[:, n2]),
...,nnz(P˜H[:, 1]), ...,nnz(P˜H[:, nH])
groups list =init list, reversed(init list).
That is, we traverse up through the hierarchy, from the finest nodes up to the
coarsest, and then down from the coarsest back to the finest in reverse order.
This symmetric update pattern is the well-known V-Cycle [14]. As in the linear
multigrid case, we can exploit the hierarchical nature of the V-Cycle to reduce
its cost.
We will construct a nested series of coarse problems. For each problem, we
will apply a split Gauss-Seidel iteration before moving on to the next. Due to
Theorem 2, the result of the V-cycle pattern will be the same as if we had applied
the associated set of group-synchronous updates. In multigrid terminology, the
application of the Gauss-Seidel iteration to a given problem is smoothing, and
Gauss-Seidel is the smoother.
To construct the V-cycle update, we apply the smoother to level 1 to obtain a
voltage vector v, construct the level-2 coarse problem (3.40) via Equations (3.34)–
(3.36), and then apply the smoother to the level-2 coarse problem. Given the
group order of the V-Cycle, we now shift to level-3 groups. We could pass the
level-2 updates to level 1 with the update
v← DvP2v2 (3.41)
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and then construct the level-3 coarse problem via Equations (3.34)–(3.36) with
h = 3. However, we develop a faster method by delaying the update to the
original voltage vector and constructing the level-3 problem directly from level
2 with
s3 = PT3 s
2 Y3 = PT3 Dv2Y
2Dv2P3. (3.42)
By an argument similar to the proof of Theorem 2, the result is the same as if
we had used Equations (3.41) and (3.34)–(3.36) to construct the level-3 coarse
problem from level 1.
For each level h, then, we apply the smoother, and then directly construct the
level-h + 1 coarse problem. We recurse in this way through the entire hierarchy
until we reach the top at level H. Once we apply our smoother to level H, we
must then pass the voltage vector updates back down the hierarchy. This is
done in sequence as follows:
vH−1 ←DvH−1PHvH
vH−2 ←DvH−2PH−1vH−1
...
v←DvP2v2,
applying the smoother (in reverse order) at each level of the hierarchy before
passing the update to the next-finer level. The result is the output of a V-Cycle
iteration, and is identical to the result we would receive if we had applied the
corresponding group-synchronous updates to the level-1 problem in V-cycle or-
der.
Note that in each V-Cycle we need to construct a new coarse matrix Yh, as
the voltage vectors used to construct them change over time. However, the
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v← GS (Y, v, s)
v2 ← GS (Y2, v2, s2)
Solve diag(v3)Y3v3 = s3
v2 ← GS (Y2, v2, s2)
v← GS (Y, v, s)
Y2 = PT2 diag(v)Ydiag(v)P3
Y3 = PT3 diag(v
2)Y2diag(v2)P3 v2 ← diag(v2)P3v3
v← diag(v)P2v2
Figure 3.2: Power Flow V-Cycle. A Gauss-Seidel smoother is applied at
each level before passing the problem to a coarser level. Once a
sufficiently small problem is attained, it can be solved directly
before passing the problem back to the finer levels for more
Gauss-Seidel smoothing.
nonzero patterns of Yh do not change over time, and so memory for them can be
preallocated and reused throughout the computation. Furthermore, the coarse
target vectors sh do not change, and so can be precomputed.
In summary, our algorithm recursively applies a smoother at a level h, then
based on the current iterate vh, constructs a level-h + 1 coarse power flow prob-
lem. Once the coarsest level of the hierarchy is reached, the method travels back
down the hierarchy, smoothing and passing the cumulative vh’s back down to
finer levels. This procedure is the classic V-Cycle. The algorithm for the V-Cycle
is shown in Algorithm 7, and a diagram is shown in Figure 3.2.
Full Approximation Scheme. A well-known general method for perform-
ing nonlinear multigrid is the Full Approximation Scheme (or FAS) [14]. It is
worth noting that the method described in this paper is not a use of FAS. The
FAS requires a hierarchy of coarse problems that remain constant throughout
processing, and passes information through the hierarchy via a changing target
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vector. In contrast, our method is a result of accelerating group-synchronous
updates, and passes information through the admittance matrices rather than
the target vectors.
3.5.3 Incorporating PV Nodes
Prior to this point in Section 3.5, we assumed that there were no PV nodes in
the network. One option would be to simply disallow PQ and PV nodes to
update together. However, this breaks the underlying philosophy of group-
synchronous updates, which is to allow many buses to update together, so we
take another approach.
Note that the group-synchronous updates of Section 3.4.3 and Algorithm
4 allow PQ and PV nodes to update together, and simpy do not include PV
nodes in the voltage magnitude portion of the update. Here we take the same
approach, but do so with groups of size at most two.
In particular, suppose Algorithm 6 returns P1, ..., PH, where P1 = I. Begin-
ning with P2, we type separate: split any groups that contain more than one type
of node so that each group consists of only one type. That is, we factor P2 into
P2 = P′2P
′′
2 , where P
′
2 ∈ {0, 1}n×n
′
2 and P′′2 ∈ {0, 1}n
′
2×n2 where n′2 > n2. The matrix
P′2 defines our level-2 coarse nodes and is used in the construction of Y
2. The
columns of P′′2 describe the sets of coarse nodes that were combined prior to
type separation, and we refer to these groups of coarse nodes as update sets.
When smoothing, we do not perform single-node updates on the coarse
nodes as in Sections 3.4.1 and 3.5.2. Instead, we use the update sets of P′′h to
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define group-synchronous updates on the level-2 coarse problem, as is done in
Section 3.4.3. However, these update sets are always of size at most two, with
one PQ and one PV coarse node, so their group-synchronous updates only incur
constant cost. Note that this is not a group-synchronous update with the groups
of level-1 nodes defined by the columns of P2 = P˜2, but is a group-synchronous
update with groups of level-2 nodes.
Once a level-h coarse power flow problem is defined in terms of P′h, we must
update Ph+1 so that it has nh′ rows and properly aggregates the level-h node
into level-h + 1 groups. Once this is done, we split the level-h + 1 groups in
the same way and continue working our way up the hierarchy. The result is
the matrices P′2, ..., P
′
H and P
′′
2 , ..., P
′′
H that define the coarse nodes and the update
sets, respectively.
This approach allows us to efficiently update PQ and PV nodes together
without violating the different constraints imposed by different node types.
3.5.4 Variants
Full Multigrid. An important method related to the V-Cycle is the Full Multi-
grid Cycle or FMG-Cycle [14]. This method starts at the top of the hierarchy,
performing V-cycles starting at each level as it travels down the hierarchy. This
method is useful for cheaply solving “big picture” parts of the problem first,
and is often highly effective while only about twice as expensive as the V-cycle.
Pseudocode for the FMG-Cycle is shown in Algorithm 8.
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Coarse Newton’s Method. The above methods do not require that we actu-
ally use the full hierarchy; we could “cut off” a V-Cycle at level h, not perform-
ing those updates of levels above h. This is usually not done because those are
the steps that move information between the most distant nodes in a network
and the steps themselves are extremely computationally inexpensive.
However, one option is to cut off a V-Cycle at level h and fully or partly solve
the coarse power flow problem at that level with a Newton or quasi-Newton
method. Because Newton and quasi-Newton methods invert or partly invert
network matrices, they transfer information between distant nodes. On the
other hand, because the level-h problem is so much smaller than the original
one, matrix factorization is much cheaper.
Using a Jacobi Smoother. A Jacobi smoother makes all the same updates
that a Gauss-Seidel smoother does, but makes those updates simultaneously
rather than sequentially. The Jacobi iteration is popular in linear multigrid
methods because it is highly parallelizable, but there is a tradeoff with stability
and convergence. When using Jacobi in a multigrid method for a linear system
of equations with a Jacobi smoother, one needs to weight or damp the Jacobi step
to obtain convergence. That is, after computing a possible update v˜, one then
sets
v← ωv˜ + (1 − ω)v
for some ω ∈ (0, 1). The optimal value of ω varies from problem to problem, but
a selection of ω = 2/3 is often effective [14].
As in the linear case, using a Jacobi smoother in multigrid power flow is
less stable than a Gauss-Seidel smoother. We found experimentally that the
weighting factor ω needed when the residual r is large is often much smaller
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than the ω needed when it is small. So, we use a weighting schedule with Jacobi
iterations that allows ω to grow as the algorithm progresses. In particular, we
define a set of bounds b1, ..., bk, b1 = 0, bk = ∞ and a set of weights ω1, ...., ωk−1.
Then, if bi < ‖r‖∞ ≤ bi+1, we set ω = ωi.
We leave the question of how best to choose this schedule as future work.
Algorithm 7: V-Cycle Iteration
1: procedure V CYCLE(v, s,Y , P list)
2: v← GAUSSSEIDELITERATION(v, s,Y)
3: if P list is not empty then
4: P← P list[0].
5: YC ← PTdiag(v)Ydiag(v)P.
6: sC ← PT s.
7: vC ← V CYCLE(1, sC,YC, P list[1:]).
8: v← DvPvC.
9: end if
10: v← GAUSSSEIDELITERATION(v, s,Y , reverse = True)
11: return v.
12: end procedure
3.6 Analysis
In this section, we analyze the convergence of Algorithm 3 and the two-grid
version of Algorithm 7 (that is, the variant in which we switch to a Newton
solve at coarse level h = 2). We will first develop a local proof of convergence
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Algorithm 8: FMG-Cycle Iteration
1: procedure FMG CYCLE(v, s,Y , P list)
2: if P list is not empty then
3: P← P list[0].
4: YC ← PTdiag(v)Ydiag(v)P.
5: sC ← PT s.
6: vC ← FMG CYCLE(1, sC,YC, P list[1:]).
7: v← DvPvC.
8: end if
9: v← P V CYCLE(v, s,Y , P list)
10: end procedure
for the classical Gauss-Seidel approach, showing that its local convergence re-
lies on a sufficiently “Laplacian-like” admittance matrix (Approximation (3.14))
and power demands that are not too large. We will then leverage this to develop
a local proof of convergence for the split Gauss-Seidel approach (Algorithm 3).
Finally, we will use existing linear multigrid theory to analyze the rate of con-
vergence of the two-grid version of Algorithm 7.
3.6.1 Linear Formulation Near the Solution
First, we establish the notation to express the power flow problem when a linear
approximation is valid. Suppose v∗ is the solution vector, and that our current
iterate is
vi = v∗i (1 + mi)e
ıδi ≈ vi(1 + mi + ıδi), mi, δi ∈ R, ∀ i = 1, ..., n.
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Also,
viv j = v∗i v
∗
j(1 + mi − ıδi + m j + ıδ j).
So,
vi
n∑
j=1
Yi jv j ≈v∗i
n∑
j=1
Yi jv∗j
(
1 + mi − ıδi + m j + ıδ j
)
=si(1 + mi − ıδi) + v∗i
n∑
j=1
Yi jv∗j(m j + ıδ j).
Therefore, at the solution, we have for each i,
0 = si(mi − ıδi) + v∗i
n∑
j=1
Yi jv∗j(m j + ıδ j). (3.43)
That is, the solution occurs when we solve the system of equations (3.43). The
solution of course is mi = δi = 0, but we must obtain this solution without being
able to explicitly write down Equation (3.43), as we do not know vi∗.
We now write the system of equations to solve in terms of real numbers. Let
rf denote the real formulation function; that is, if c ∈ C, x ∈ Cn and A ∈ Cn×n, then
rf(c) =
Re(c)Im(c)
 ∈ R2 rf(x) =

rf(x1)
...
rf(xn)
 ∈ R
2n
rf(A) =

rf(A11) rf(ıA11) · · · rf(A1n) rf(ıA1n)
. . .
rf(An1) rf(ıAn1) · · · rf(Ann) rf(ıAnn)
 ∈ R
2n×2n.
Note that each 2-by-2 block of rf(A) is the 2-by-2 real-valued matrix representa-
tion of a complex number and that rf(Ax) = rf(A) rf(x).
We can write Equations (3.43) as
(A + B)x = 0, (3.44)
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where
A = rf(DvYDv)
B =

rf (s1) rf (−ıs1)
. . .
rf (sn) rf (−ısn)

x =
[
m1 δ1 · · · mn δn
]T
.
Note that, unlike A, the 2-by-2 blocks of B are not real-valued matrix represen-
tations of complex numbers. When v is near the solution, finding the solution is
approximately equivalent to solving the linear system of Equation (3.44).
We must modify the above slightly to account for PV nodes. At these nodes,
the voltage magnitude is known, so mi = 0 is constant. If i is a PV node, we
make the replacements
Aii =
 1 0Re(Yii|v∗i |2) − Im(Yii|v∗i |2)

Ai j =
 0 0Re(Yi jv∗i v∗j) − Im(Yi jv∗i v∗j)

Bii =
 0 0Re(s1) Im(si)
 .
In words, we moved the first row down to the second row and replaced the first
row with all-zeros plus a 1 on the diagonal.
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3.6.2 (A Slight Variant of) Classical Gauss-Seidel
Here we present a local convergence result of the classical Gauss-Seidel ap-
proach. For ease of analysis, we analyze a slight variant on the classical Gauss-
Seidel approach: for each PV node, we iterate Equations (3.11)–(3.13) until con-
vergence; this is equivalent to updating just the ith phase angle to match Re(si).
Note that mi = 0 is constant at PV nodes, so we could remove the row and col-
umn associated with those mi without changing the algorithm. However, we
find it more convenient in the analysis to keep all blocks of size 2-by-2.
We present a lemma, theorem, and corollary, each of which has conditions
that are simpler but more restrictive than the last. The sufficient conditions
given here for convergence are not met in any real-world test cases of which the
authors are aware; however, there typically is a nearby network for which the
conditions are met. So, the results still provide insight as to structural properties
that tend to be good or bad for convergence. They show that the following
properties are good for convergence:
• Large shunt admittances.
• An admittance matrix that is nearly a complex rotation of a real-valued
matrix (Approximation (3.14)).
• Transmission line admittances adjacent to PV nodes that lie near the imag-
inary axis.
The following properties may be bad for convergence:
• Heavy loads on the network (i.e. large s).
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• Neighboring nodes with large differences in voltage magnitudes or phase
angles (often symptoms of a heavily loaded network).
The classical Gauss-Seidel approach is not exactly the same as applying a
linear block Gauss-Seidel iteration with blocks of size 2. Instead, let A = T +
U, where T is the 2-by-2 block lower triangular portion of A and U is the 2-
by-2 block strictly upper triangular portion. Then the classical Gauss-Seidel
approach can be expressed as the update
x← −T−1(U + B)x. (3.45)
In the following, we denote as Ai j the (i, j)th 2-by-2 block of the matrix A,
and ξi the ith length-2 subvector of the vector ξ.
We now prove conditions under which the classical Gauss-Seidel method
converges. The convergence of the linear Gauss-Seidel method for strictly diag-
onally dominant linear systems is well known (see, e.g., Theorem 4.9 of [58]). A
block diagonally dominant matrix is a matrix such that [27]:
|λmin(Aii)| ≥
∑
j,i
|λmax(Ai j)|.
A straightforward generalization of the proof for the Gauss-Seidel method on
diagonally dominant matrices shows that linear block Gauss-Seidel converges
on block diagonally dominant matrices. We construct the following proof simi-
larly.
Recall that Yis is the shunt admittance at node i.
Lemma 2. Let
m = min
i
|v∗i | M = maxi |v
∗
i | ∆ = max
i, j nbrs
|θi − θ j|.
78
Suppose that, for each node i that is PQ node,
m|Yii| > |si|m + M
∑
j,i
|Yi j|, (3.46)
and for each node i that is a PV node,
m| Im(Yii)| > | Im(si)|m + M
∑
j,i
(
| Im(Yi j)| + ∆|Re(Yi j)|
)
, (3.47)
Then, if the current iterate is close enough that a linear approximation is valid, the
classical Gauss-Seidel method converges.
Proof. From Equation (3.45), we see that the classical Gauss-Seidel method con-
verges if and only if the eigenvalues of the matrix T−1(U + B) have magnitude
less than 1.
Let (ξ, µ) be an eigenvector, eigenvalue pair of the iteration matrix in Equa-
tion (3.45). Let i denote the length-2 block of ξ with the largest magnitude, and
scale ξ so that ‖ξi‖ = 1. First, suppose i is a PQ node. Then
µ
−∑
j≤i
Ai jξ j
 = Biiξi + ∑
j>i
Ai jξ j
=⇒ |µ| =
∥∥∥Biiξi + ∑ j>iAi jξ j∥∥∥∥∥∥∑ j≤iAi jξ j∥∥∥ ≤
|λmax(Bii)| + ∑ j>i |λmax(Ai j)|
|λmin(Aii)| −
∑
j<i |λmax(Ai j)| . (3.48)
Now, all 2-by-2 blocks of A are 2-by-2 real-valued matrix representations of
complex numbers, which have two eigenvalues, each of which have magnitude
equal to the magnitude of the associated complex number. Therefore,
|λmax(Ai j)| = |λmin(Ai j)| = |Yi jv∗i v∗j |.
The block Bii is of the form
a bb −a
, which is not a representation of a complex
number. However, it is straightforward to confirm that such a matrix has eigen-
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vectors  b√a2 + b2 − a
 ,
 b−√a2 + b2 − a

with associated eignevalues
√
a2 + b2 and −√a2 + b2, respetively. Therefore,
|λmax(Bi j)| = |λmin(Bi j)| = |si|.
So, we may rewrite Inequality (3.48) as
|µ| ≤ |si| +
∑
j>i |Yi jv∗i v∗j |
|Yiiv∗i v∗i | −
∑
j<i |Yi jv∗i v∗j |
≤ |si| + M|v
∗
i |
∑
j>i |Yi j|
m|v∗i ||Yii| − M|v∗i |
∑
j<i |Yi j|
=
|si/v∗i | + M
∑
j>i |Yi j|
m|Yii| − M∑ j<i |Yi j| = 1 + −m|Yii| + |si/m| + M
∑
j,i |Yi j|
m|Yii| − M∑ j<i |Yi j| .
The second term in the above expression is strictly less than zero, by Assump-
tion (3.46). Therefore, |µ| < 1.
Now suppose that i is a PV node. The matrixBii has eigenvalues 0 and Im(si).
Similarly, Ai j has eigenvalues 0 and − Im(Yi jv∗i v∗j). The matrix Aii has eigenval-
ues 1 and −|v∗i |2 Im(Yii). We may scale Y and s by an arbitrary positive constant
without changing the solution, so we may assume without loss of generality
that |v∗i |2| Im(Yii)| < 1. So,
|λmax(Bi j)| =| Im(si)|
|λmax(Ai j)| =| Im(Yi jv∗i v∗j)|
|λmin(Aii)| =|v∗i |2| Im(Yii)|.
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What follows is similar to the PQ case:
µ
∑
j≤i
Ai jξ j
 = Biiξi + ∑
j>i
Ai jξ j
=⇒ |µ| =
∥∥∥Biiξi + ∑ j>iAi jξ j∥∥∥∥∥∥∑ j≤iAi jξ j∥∥∥ ≤
|λmax(Bii)| + ∑ j>i |λmax(Ai j)|
|λmin(Aii)| −
∑
j<i |λmax(Ai j)|
≤ | Im(si)|/m + M
∑
j>i | Im(Yi jeı(θ j−θi))|
m| Im(Yii)| − M∑ j<i | Im(Yi jeı(θ j−θi))|
≤ | Im(si)|/m + M
∑
j>i | Im(Yi j)| + ∆|Re(Yi j)|
m| Im(Yii)| − M∑ j<i | Im(Yi j)| + ∆|Re(Yi j)| .
By Assumption (3.47), this is less than 1. 
Theorem 3. Suppose m ≤ 1.0 ≤ M, and let M˜ = max(M, 1/m). Suppose that Approxi-
mation (3.14) is exact, and suppose that
|Yis| > M˜2 |si|| Im(z)| +
(
M˜2 − 1
) (
1 + ∆
∣∣∣∣∣Re(z)Im(z)
∣∣∣∣∣)∑
j,i
|Yi j|. (3.49)
Then, if the current iterate is close enough that a linear approximation is valid, the
classical Gauss-Seidel method converges.
Proof. First, for PQ nodes, note that Condition (3.49) implies
|Yis| > M˜2|si| +
(
M˜2 − 1
)∑
j,i
|Yi j|.
Because Approximation (3.14) is exact,
|Yii| = |Yis| +
∑
j,i
|Yi j|.
So, we can rewrite Condition (3.49) as
|Yii| > M˜2|si| + M˜2
∑
j,i
|Yi j| > |si|m2 +
M
m
∑
j,i
|Yi j|,
which implies Condition (3.46) of Lemma 2.
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For PV nodes, note that, because Approximation (3.14) is exact, Yi j =
|Yi j|(Re(z) + ı Im(z)). Condition (3.49) implies that
| Im(z)||Yis| > |si|m2 + (M/m − 1)
∑
j,i
|Yi j|(| Im(z)| + ∆|Re(z)|)
=⇒ m| Im(Yii)| > |si|m + M
∑
j,i
(| Im(Yi j)| + ∆|Re(Yi j)|).
Condition (3.47) of Lemma 2 is therefore met at PV nodes. So, by Theorem 2,
the classical Gauss-Seidel method converges. 
The following corollary is valid under the DC Load Flow Approximation of
Section 3.3.1. We omit the proof.
Corollary 1. Suppose that m = M = 1.0, that Approximation (3.14) is exact, and that
z = ı. Then
|Yis| > |si| ∀ i (3.50)
implies convergence of the classical Gauss-Seidel method if a linear approximation is
valid.
3.6.3 Split Gauss-Seidel
We now analyze the one-level split Gauss-Seidel method discussed in Section
3.4.2. In this section, we need not modify the algorithm for PV nodes as in Sec-
tion 3.6.2, as our approach solves for the phase angle directly. The results in this
section show that convergence of the split Gauss-Seidel approach is quite simi-
lar to that of the classical Gauss-Seidel approach when Approximation (3.14) is
appropriate.
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Here we again write the local system as in Equation (3.44), but here rotate
the equations by z before splitting them into real and imaginary components.
Prior to the inclusion of PV nodes, this results in
A = rf
(
zDvYDv
)
(3.51)
B =

rf(zs1) rf(−ızs1)
. . .
rf(zsn) rf(−ızsn)
 (3.52)
If i is a PV node, rather than setting to zero the real component of Equation
(3.43), the split Gauss-Seidel method sets to zero
0 = Im
z
si(mi − ıδi) + v∗i n∑
j=1
Yi jv∗j(m j + ıδ j)

 . (3.53)
However, a PV update begins by updating si through Equation (3.11), and so
the current iterates already matches Im(si) exactly. Thus, at a PV node, only the
real component of Equation (3.43) is nonzero.
Therefore, if i is a PV node, we make the replacements
Aii =
 1 0Re(Yii|v∗i |2) − Im(Yii|v∗i |2)

Ai j =
 0 0Re(Yi jv∗i v∗j) − Im(Yi jv∗i v∗j)

Bii =
 0 0Re(s1) Im(si)
 .
Note that this is valid assuming Im(z) , 0.
We can describe the split Gauss-Seidel approach with the matrix splitting
A = T˜ + U˜, where T˜ is the lower triangular portion of A (rather than the block
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lower triangular portion as in L), and U˜ is the strictly upper triangular portion
of A.
Lemma 3. Let
m = min
i
|v∗i | M = maxi |v
∗
i | ∆ = max
i, j nbrs
|θi − θ j|.
Suppose that, for each node i that is a PQ node,
m|Yii| > |si| + 2M| Im(zYii)|m + M
∑
j,i
|Yi j|, (3.54)
and for each node i that is a PV node,
m| Im(Yii)| > | Im(si)|m + M
∑
j,i
(
| Im(Yi j)| + ∆|Re(Yi j)|
)
, (3.55)
Then, if the current iterate is close enough that a linear approximation is valid, the split
Gauss-Seidel method converges.
Proof. If i is a PV node, then the blockAii is lower triangular, so Tii = T˜ii. There-
fore, the PV node case is the same as in Lemma 2.
For PQ nodes, we have
µ
−∑
j≤i
T˜i jξ j
 = µ
∑
j≤i
A˜i j −Wiξi

=Biiξi +
∑
j≥i
Ui jξ j = Biiξi + Wiξi +
∑
j>i
Ai jξ j,
where
Wi =
0 −|v
∗
i |2 Im(zYii)
0 0
 .
The matrix Ti has two eigenvalues, 0 and −|v∗i |2 Im(zYii), and all other matrices
have eigenvalues as described in the proof of Lemma 2. Therefore,
|µ| ≤ |si| + |v
∗
i |2|| Im(zYii)| +
∑
j>i |Yi jv∗i v∗j |
|Yiiv∗i v∗i | − |v∗i |2| Im(zYii)| −
∑
j<i |Yi jv∗i v∗j |
≤ |si/m| + M| Im(zYii)| + M
∑
j>i |Yi j|
m|Yii| − M| Im(zYii)| − M∑ j<i |Yi j| < 1,
by Condition (3.54). 
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Note that Condition (3.54) is the same as Condition (3.46) with a (typically
small) extra term, and Condition (3.55) is exactly the same as Condition (3.47).
Thus, the classical and split Gauss-Seidel methods have similar convergence
properties.
Theorem 4. Suppose m ≤ 1.0 ≤ M, and let M˜ = max(M, 1/m). Suppose that Approxi-
mation (3.14) is exact, and suppose that
|Yis| > M˜2 |si|| Im(z)| +
(
M˜2 − 1
) (
1 + ∆
∣∣∣∣∣Re(z)Im(z)
∣∣∣∣∣)∑
j,i
|Yi j|. (3.56)
Then, if the current iterate is close enough that a linear approximation is valid, the split
Gauss-Seidel method converges.
Proof. If Approximation (3.14) is exact, then Im(zYii) = 0, so T = T˜ and U = U˜.
Therefore, the split and classical Gauss-Seidel methods have the same conver-
gence properties, and so Theorem 3 applies. 
Again, we omit the proof of the following corollary.
Corollary 2. Suppose that m = M = 1.0, that Approximation (3.14) is exact, and that
z = ı. Then
|Yis| > |si| ∀ i (3.57)
implies convergence of the split Gauss-Seidel method if a linear approximation is valid.
3.6.4 Multigrid Power Flow
In this section we analyze the multigrid power flow method described in Section
3.5. We focus on the multigrid iteration with a Gauss-Seidel smoother and a full
solve with Newton’s method at the second hierarchy level.
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As shown in Theorem (2), an update on the coarse problem is equivalent to
a group-synchronous update on the original problem. In this case near the solu-
tion in which a linear approximation is valid, this implies a group-synchronous
update on the linear system (3.44). But in Section 3.3.2 we showed that group-
synchronous updates on linear systems are equivalent to updates on coarse lin-
ear systems. Therefore, if a linear approximation to the power flow problem
is valid, the multigrid method presented in this paper is equivalent to a linear
multigrid method.
Lemma 4. Let C denote a symmetric and positive-definite real-valued matrix, and let
C′ denote the matrix with the ith row and column of C removed. Then C′ is symmetric
and positive-definite.
Proof. It is clear that C′ is symmetric. Suppose that x is a vector such that
xTC′x < 0. Let
y = [x:i−1 0 xi:]T .
Then yTCy = xTC′x < 0, and so C is not positive-definite, a contradiction. 
Lemma 5. Let A′+B′ denote the system matrix with rows and columns associated with
the magnitude change mi of PV nodes removed. Suppose that Approximation (3.14) is
exact and that
|Yis| > |si| ∀ i.
Additionally, suppose that either there are no PV nodes in the network, or that z = ı.
Then the reduced system matrix A′ + B′ is symmetric and positive-definite.
Proof. First, suppose there are no PV nodes in the network. Split Y into Y1 and
Y2, where Y2 is the part due to shunt admittances, and Y1 is everything else. Then
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we have, for appropriate L1 and L2,
Y1 =zL1
Y2 =zL2
A1 = rf
(
DvL1Dv
)
A2 = rf
(
DvL2Dv
)
.
The matrix L1 is a graph Laplacian, so DvL1Dv is Hermitian positive-definite, so
A1 is symmetric positive-definite. The matrix L2 is a positive-definite diagonal
matrix, so DvL2Dv is also a positive-definite diagonal matrix, so A2 is as well.
Each 2-by-2 diagonal block of A2 is a diagonal matrix with entries |Yis|. The
matrix Bii has eigenvalues ±|si|, as shown in the proof of Lemma 2. Because
|Yis| > |si| by assumption, we therefore have that A2+B is symmetric and positive-
definite, so A + B is symmetric and positive-definite.
Now, to account for PV nodes, we assume that z = ı. Then Equation (3.53)
and the real component of Equation (3.43) are identical. So, consider A and B as
described in Equations (3.51)–(3.52), before having made changes for block rows
of PV nodes. As argued above this matrix is symmetric and positive-definite.
Now simply remove the rows and columns of mi, where i is a PV node, to obtain
A′ + B′. By Lemma 4, A′ + B′ is symmetric and positive-definite. 
As discussed at the beginning of Section 3.6.2, mi = 0 is kept constant at all
times at PV nodes, so removing these rows and columns does not change the
description of the algorithm.
In [25], Falgout et al. develop an estimate for the convergence rate of two-
grid methods on symmetric positive-definite linear systems. Let A′ = T˜ ′ + U˜′
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denote the splitting of A used in Section 3.6.3 with the magnitude-associated
rows and columns removed as in A′. Then Falgout et al. show that the error
iteration matrix for the two-grid method is
ETG = (I − T˜ ′−TA)(I − PA−1c PTA)(I − T˜ ′−1A), (3.58)
where Ac = PTAP. Further, let
M˜ =T˜ ′T
(
T˜ ′T + T˜ ′ − A
)−1
T˜ ′ = T˜ ′TD−1diag(A)T˜
′
piA =PA−1c P
TA
M˜c =PT M˜P
piM˜ =PM˜
−1
c P
T M˜.
Then Theorem 4.3 of [25] shows that the convergence rate of the two-grid
method is ρ(ETG) = 1 − K−1TG, where
KTG = sup
v
(
(I − piM˜)v
)T M˜(I − piM˜)v
((I − piA)v)T A(I − piA)v
= sup
v
vT M˜(I − piM˜)v
vTAv
. (3.59)
It is a fact that (I−M˜−1A) = (I−T˜ ′−1A)(I−T˜ ′−TA), so M˜ is simply a symmetrized
vesion of T˜ ′.
Power grids are built largely on the surface of the Earth, and so they tend to
have a grid-like structure, with some variation due to overlapping lines. There-
fore, the same experience in the multigrid community that multigrid methods
are usually effective on graph-structured matrices with grid-like graphs applies
here. We can compare this to the one-grid split Gauss-Seidel method by noting
that that corresponds to setting P = 0, and so
KOL = sup
v
vT M˜v
vTAv
.
If v varies smoothly over the surface of the grid, then KOL will be large, while
piM˜v ≈ v, and so KTG is much smaller.
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3.7 Convergence Experiments
In this section we demonstrate the convergence properties of multigrid power
flow. We explore several variants of multigrid power flow by changing the
method in the following ways:
• Whether to use Gauss-Seidel iterations or Jacobi iterations as the smoother.
• Whether to use V-Cycles or Full Multigrid Cycles.
• Whether to use the complete multigrid hierarchy or to switch to Newton’s
method at some level h. This case is further subdivided into the level at
which to switch to Newton’s method, and whether to use a full Newton
or quasi-Newton method in the inner iteration. In this paper, we consider
full Newton’s method, but consider not running the inner iteration to con-
vergence.
3.7.1 Real-World Networks
In this section we experiment with various real-world test networks under a
variety of algorithm choices. We use here four real-world networks: the IEEE 57-
bus, 118-bus, and 300-bus test networks, as well as the 1999-2000 Polish Winter
Peak network (2,383 nodes) [82]. We run each test from a starting vector of 1,
and continue until the relative residual drops below 10−6. The Jacobi weighting
schedules for the different networks were found by trial and error, and can be
seen in Table 3.1. Note that we do not use the small-angle update approximation
discussed at the end of Section 3.4.2.
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‖r‖∞ in range IEEE 57 IEEE 118 IEEE 300 Polish Winter Peak
(0, 0.05] 0.8 0.8 0.55 0.65
(0.05, 0.1] 0.75 0.75 0.55 0.65
(0.1, 1.0] 0.65 0.65 0.65 0.65
(1.0, 5.0] 0.3 0.3 0.3 0.3
(5.0, 8.0] 0.1 0.1 0.1 0.1
(8.0, 50] 0.05 0.05 0.05 0.05
(50, 80] 0.02 0.02 0.02 0.02
(80, 200] 0.01 0.01 0.01 0.01
(200,∞) 0.01 0.01 0.001 0.01
Table 3.1: Jacobi weighting schedules for various real-world networks.
Although the real-world networks shown here have a variety of sizes, one
should not interpret the results in this section as a rigorous scaling study. Each
network has its own characteristics aside from size that can affect convergence.
For example, the Polish Winter Peak network is a snapshot of the Polish power
grid while it was under heavy load; the results of Section 3.6 show that this is
likely to hinder convergence.
Figure 3.3 shows convergence plots for the four real-world test networks.
We compare V-Cyles against FMG-Cycles and Gauss-Seidel smoothers against
Jacobi smoothers. As expected, FMG-Cycles and Gauss-Seidel smoothers have
stronger convergence properties. However, the V-Cycle is typically about half
as expensive as the FMG-Cycle, and the Jacobi smoother is parallelizable while
the Gauss-Seidel smoother is not. We note in these plots that many of the plots
drop dramatically, and then “bend right” at some point as convergence slows
somewhat. This is particular noticeable in the Polish Network: If a relative
error of 10−3 is acceptable, then the FMG-Cycle with a Gauss-Seidel smoother is
highly effective.
Next we show plot of iterations required to converge under a greater vari-
90
0 5 10 15 20 25 30
Iteration
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
R
e
la
ti
v
e
 R
e
si
d
u
a
l 
N
o
rm
   J V
   J FMG
GS FMG
GS V
0 5 10 15 20 25 30 35
Iteration
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
R
e
la
ti
v
e
 R
e
si
d
u
a
l 
N
o
rm
   J V
   J FMG
GS FMG
GS V
IEEE 57-Bus Network IEEE 118-Bus Network
0 10 20 30 40 50 60 70
Iteration
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
R
e
la
ti
v
e
 R
e
si
d
u
a
l 
N
o
rm
   J V
   J FMG
GS FMG
GS V
0 50 100 150 200 250
Iteration
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
103
R
e
la
ti
v
e
 R
e
si
d
u
a
l 
N
o
rm
   J V
   J FMG
GS FMG
GS V
IEEE 300-Bus Network Polish Network (2,383 nodes)
Figure 3.3: Convergence plots for various real-world test networks that
compare V-Cycles against FMG-Cycles and Gauss-Seidel
smoothers against Jacobi smoothers.
ety of algorithm choices. We consider the same cases as above, but here we also
consider “cutting off” the traversal up the hierarchy at some point and applying
a Newton solver. We investigate the effects of using a single Newton iterations,
two iterations, and running the Newton solver to convergence (which we im-
plemented as either convergence or 25 iterations, whichever came first).
Figures 3.4 and 3.5 show the results for the IEEE 57 and 118-bus test net-
works. Again, FMG-Cycles and Gauss-Seidel smoothers have stronger conver-
gence. We see here that convergence rates are not drastically affected by using a
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Figure 3.4: Multigrid power flow on the IEEE 57-bus test network with
switches to Newton’s method partway up the hierarchy. The
bar group shows the hierarchy level at which we switch, while
the bar within the group shows the number of inner Newton
iterations performed. In blue is the test of the full hierarchy
with no switch to Newton. Performing a single Newton iter-
ation on hierarchy level 0 with ω = 1 (as in the Gauss-Seidel
row) is equivalent to a full Newton iteration.
Newton solver, with perhaps some moderate improvements if using a Newton
solver at coarse level h = 2 (that is, a two-grid method). Running the New-
ton solver for more than a single iteration does not provide any benefit, which
suggests that a quasi-Newton iteration might also be effective here. The Jacobi
experiments show that the price of parallelism is worse convergence, but not
drastically so.
We show the experiments with the IEEE 300-bus network in Figure 3.6. Here
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Figure 3.5: Multigrid power flow on the IEEE 118-bus test network with
switches to Newton’s method partway up the hierarchy.
the decision where and if to use a Newton solver has a much bigger effect
on convergence rate when using a V-Cycle, especially for the Jacobi smoother.
Again, we see that more than a single Newton iteration does not offer any im-
provement in rate of convergence.
The experiments with the 1999-2000 Polish Winter Peak network, shown in
Figure 3.7, show still-greater impact of the Newton solver. Unlike in the IEEE
300-bus case, however, a Newton solver at coarse level h = 2 (that is, a two-grid
method) helps the most with the Gauss-Seidel iteration, and in fact makes the
Jacobi iteration worse.
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Figure 3.6: Multigrid power flow on the IEEE 300-bus test network with
switches to Newton’s method partway up the hierarchy.
3.7.2 Synthetic Networks
In this section we present scaling studies of multigrid power flow. We can-
not simply scale up real-world problems, as those problems come from specific
networks, and as discussed above the various real-world networks are not nec-
essarily comparable. Instead, we generate synthetic networks in the following
manner: we define some domain D and a smooth function v(x) representing
the voltage value at each point x ∈ D. We can then place an arbitrary number
of simulated nodes within D, and the function v() gives us the voltage at each
node. An application of Equation (3.1) then allows us to determine both the
voltage and the power injection at each node. We then apply some means of
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Figure 3.7: Multigrid power flow on the 1999-2000 Polish Winter Peak net-
work with switches to Newton’s method partway up the hier-
archy.
determining the type of each node (PQ, PV, or slack) to complete our synthetic
network construction. In this way, we can construct a sequence of comparable
problems of varying sizes.
Here we define D to be a circle of radius 1 centered at the origin in the plane.
The voltage magnitude and phase angle are defined separately as solutions to
the Laplace equation:
∆u(x) = 0 x ∈ D
u(x) = g x ∈ ∂D.
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The solution to this problem is well known (see e.g. [23]) and is given by
u(x) = u(r, θ) =
∫
∂D
1 − r2
2pi‖x − y‖22
g(y)dS (y).
We use the solution to the Laplace equation because it is harmonic, which im-
plies that it is smooth and also guarantees that all function values in D lie within
the extrema of g on ∂D. In addition, we have the option of producing a variety
of different smooth functions simply by changing the boundary values g.
For the voltage magnitude, we set
g(x) = g(r, θ) = 1 + mM cos(m f θ)
where mM and m f are chosen constant. Similarly, for the voltage phase angle we
set
g(x) = g(r, θ) = aM cos(a f θ).
where aM and a f are chosen constants. Here we select
mM = 0.05 m f = 1.0 aM = pi/4 a f = 1.5.
Plots of these functions over the unit circle can be seen in Figure 3.8.
We choose nodes in a rectangular grid within the circle such that all neigh-
boring nodes are a constant distance away. All lines have impedance 10−ı20 per
unit. All lines are also given a line charging susceptance of 0.002 per unit. We
place the slack node at the center of the circle, and all other nodes are randomly
selected as PV nodes with probability 0.05, and PQ otherwise.
As above, we perform all tests with a flat start, where all elements of the
starting voltage vector are 1 + ı0, except for PV nodes, whose magnitudes are
known, and the slack nodes, whose voltage is known. We then test the number
of cycle iterations required for convergence. We perform the following 8 tests:
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Magnitude
Phase Angle
Figure 3.8: Analytic functions on the unit circle from which we sample
voltage magnitude and phase angle to create synthetic net-
works.
• With Gauss-Seidel smoothing and V-cycles, no Newton iteration or 1 New-
ton step at level h = 2.
• With Gauss-Seidel smoothing and FMG-cycles, no Newton iteration or 1
Newton step at level h = 2.
• With Jacobi smoothing and V-cycles, no Newton iteration or 1 Newton
step at level h = 2.
• With Jacobi smoothing and FMG-cycles, no Newton iteration or 1 Newton
step at level h = 2.
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When using a Jacobi smoother, we use the ω schedule that is used for the
IEEE 57-bus and 118-bus networks in Table 3.1.
We show the results in Figure 3.9. As expected, the Gauss-Seidel smoother
has better convergence than the Jacobi smoother. Above network size approxi-
mately 29, the FMG-Cycle shows high scalability, with iteration growth rate of
approximately O(n4/3). A single Newton iteration at coarse level h = 2 with
Gauss-Seidel smoothing shows no decay in rate of convergence as network size
grows, regardless of cycle type. It is also interesting that in most cases, conver-
gence rate variance decreases with increasing network size.
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Figure 3.9: Convergence rates using a synthetic network. Each network
size is sampled four times. The solid lines represent the mean
at each network size. A single Newton iterations at coarse level
h = 2 with Gauss-Seidel smoothing perform best, showing no
decay in convergence as network size grows. A FMG-Cycle
with either Jacobi or Gauss-Seidel smoothing also shows little
decay in convergence rate.
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CHAPTER 4
SOLVING GRAPH LAPLACIAN SYSTEMS THROUGH RECURSIVE
BISECTIONS AND TWO-GRID PRECONDITIONING
Colin Ponce and Panayot Vassilevski
We present a parallelizable direct method for computing the solution to
graph Laplacian-based linear systems derived from graphs that can be hierar-
chically bipartitioned with small edge cuts. For a graph of size n with constant-
size edge cuts, our method decomposes a graph Laplacian in time O(n log n),
and then uses that decomposition to perform a linear solve in time O(n log n).
We then use the developed technique to design a preconditioner for graph
Laplacians that do not have this property. Finally, we augment this precondi-
tioner with a two-grid method that accounts for much of the preconditioner’s
weaknesses. We present an analysis of this method, as well as a general theorem
for the condition number of a general class of two-grid support graph-based
preconditioners. Numerical experiments illustrate the performance of the stud-
ied methods.
This paper has been submitted for publication to SIAM Journal on Matrix Analysis and
Applications.
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4.1 Introduction
Recent years have seen an explosion of interest in studying large networks. The
graphs representing these networks often reach hundreds of millions or billions
of nodes; as a result, only the most scalable of algorithms are practical in net-
work analysis.
One problem often of interest is solving linear systems based on graph
Laplacians. Graph Laplacians appear in many areas, such as information dis-
persal through social networks or electricity flow through resistor networks.
When graphs are large, general sparse linear solvers are not typically fast
enough to be feasible. Thus, we must develop specialized graph Laplacian lin-
ear solvers.
In this paper we first consider graphs that can be hierarchically bipartitioned
with small edge cuts. This graph structure appears in networks in which a small
number of “high-bandwidth” interconnects stretch between distant clusters of
nodes. For example, transportation systems and wide area computer networks
often have this property.
Our method takes a two-step approach: first, perform a fast computation
that results in highly structured error; second, exploit that structure to make
error correction cheap. In our case, we recursively solve linear systems over
each of the isolated graph partitions, ignoring the edge cuts. This results in an
error vector that lies in a low-dimensional subspace determined by the edge cut.
We then correct the error using the Sherman-Morrison-Woodbury formula.
We then extend this method to develop a preconditioner for graph Lapla-
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cians that lack this property. We recursively partition the graph and remove
between-partition edges as needed until we obtain a support graph that has the
desired property. The solution of linear systems of the graph Laplacian of this
support graph acts as our preconditioner.
Finally, we accelerate this preconditioner using two-grid techniques. A sim-
ple node aggregation technique leads to a coarse basis whose span often ap-
proximately captures the error modes that most damage the condition number
of the preconditioned system. We develop a formula for the condition num-
ber of two-grid support graph preconditioned systems, and use this to develop
guidelines for support graph creation.
Our direct solver is similar in spirit to nested dissection [29, 43]. This tech-
nique is also a direct solution method for linear systems based on graphs. It
recursively splits the graph into two roughly equal sets by finding a separating
set of nodes. Ordering the system matrix according to this recursive partition-
ing leads to a fast method for such linear systems. While our method also uses a
recursive partitioning of a graph, it is based on edge separators instead of node
separators.
Support graph preconditioning has grown in popularity since Spielman and
Teng’s seminal work on using ultra-sparsifiers to create support graphs with
good conditioning [63]. Since its publication, various authors have improved on
the graph-theoretic algorithms underlying the preconditioner, thus improving
its theoretical complexity [40].
While these papers develop algorithms with good theoretical complexity,
practical implementations of these methods do not exist. In this paper we take
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the approach of developing implementable algorithms and demonstrate their
performance on graph Laplacian systems derived from both synthetic and real-
world graphs.
A key element of our preconditioner is the use of coarse-grid corrections.
Multigrid algorithms were first developed as effective preconditioners for large
finite element problems on geometric meshes. Since its introduction in [12], al-
gebraic multigrid methods (AMG) have adapted the original multigrid scheme
for use in linear systems with no underlying geometry.
The rest of the paper is organized as follows. Section 4.2 defines the graph
Laplacian and the problem we solve. Section 4.3 derives our direct hierarchi-
cal method. Section 4.4 proves the complexity requirements for the algorithm.
Section 4.5 shows how this method can be used to construct a support graph
preconditioner, and Section 4.6 improves this preconditioner using a two-grid
approach. Finally, Section 4.7 shows experimental results, and Section 4.8 con-
cludes.
4.2 Problem Statement
Suppose we have a graph G = (V, E), where V is a set of vertices, and E is a set
of edges (pairs of vertices (u, v) ∈ V × V), with each edge having an associated
weight wuv. We consider undirected graphs, which means that if (u, v) ∈ E, then
(v, u) ∈ E with wvu = wuv. In what follows, we assume that G is a connected
graph; that is, any two vertices u and u′ can be connected by a path of edges
(us−1, us) ∈ E, s = 1, 2, . . . , m = m(u, u′), where u0 = u and um = u′. Another
notation that we use in what follows is 1 = (1) being the constant vector with
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unit entries; also the ith unit coordinate vector is denoted by ei.
The graph Laplacian is a matrix representation of an undirected graph. It is
defined as follows:
Luv =

−wuv (u, v) ∈ E
0 otherwise
Luu =
∑
v:(u,v)∈E
wuv (4.1)
Note that L = LT and the sum of each row and each column of L is 0, and so
L1 = LT1 = 0.
Thus, the problem of interest is to solve the linear system
Lx = b (4.2)
for x, where 1T b = 0.
In Section 4.3, we focus on connected graphs that have a p-cut of η edges,
with each component G1, ...,Gp of roughly equal size. Let V1, ...,Vp denote the
vertices of the components, and ni = |Vi|. Let C denote the set of edges of the cut,
so that η = |C|.
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4.3 Derivation
4.3.1 A Two-Level Hierarchy
The graph Laplacian is a singular matrix. First, we modify the problem to an
equivalent but invertible one.
Lemma 6. Given a connected graph Laplacian L, some non-zero vector e with non-
negative entries, and some w > 0, let
L = L + weeT . (4.3)
Then
1. L is invertible.
2. L is positive-definite.
3. If 1T b = 0 and Lx = b, then Lx = b as well.
Proof. To prove (1), suppose L is singular. Then there exists a vector x such that
Lx = −weeT x.
The only null vector of the left-hand side of this equation is 1, which is not a
null vector of the right-hand side, so Lx , 0. So, for the above relation to hold,
we must have Lx ∝ e. But e < range(L), as it is not orthogonal to 1. Thus, there
is no such vector x.
To show (2), Note that
xTLx = xTLx + w(eT x)2.
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Both terms on the right-hand side are at least zero, so L is positive semidefinite.
By (1), L is invertible, and so is positive definite.
To prove (3), note that
0 = 1T b =1T
(
L + weeT
)
x = 0T x + w(1Te)(eT x).
The factor 1Te , 0, so the above relation holds if and only if eT x = 0. Therefore,
Lx = Lx = b.

Consider the block-diagonal matrix
Lˆ =

L1
. . .
Lp
 . (4.4)
Then L has the form
L = Lˆ +
∑
(u,v)∈C
wuvduvdTuv, (4.5)
where duv = eu − ev. Note that for L = L + weupeTup , we have
L = Lˆ + weupeTup +
∑
(u,v)∈C
wuvduvdTuv.
We choose w = 1.
Now, we wish to solve for x in Equation (4.2). We will do this by first solving
a set of smaller systems of equations on each of the L1, ..., Lp. But we want each
of these sub-systems to be invertible as well. So, for each j = 1, ..., p, let u j
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denote the index of a vertex in V j. Then
L = (Lˆ +
p∑
j=1
eu je
T
u j)−
p−1∑
j=1
eu je
T
u j +
∑
(u,v)∈C
wuvduvdTuv
= Lˆ −
p−1∑
j=1
eu je
T
u j +
∑
(u,v)∈C
wuvduvdTuv
= Lˆ +FTWF, (4.6)
where
F = [E D] (4.7)
E =
[
eu1 · · · eup−1
]
(4.8)
D = [· · · duv · · · ](u,v)∈C (4.9)
W =diag(−T, S ) (4.10)
T =diag(1) (4.11)
S =diag(· · · ,wu,v, · · · ). (4.12)
Note that the matrix Lˆ is block-diagonal of the form
Lˆ =

L1 + eu1eTu1
. . .
Lp + eupeTup
 ,
where each block has the same form as in Equation (4.3). Hence each block of Lˆ
is itself an invertible matrix, by Lemma 6, so Lˆ is invertible.
Lemma 7. The matrix
−T−1 + ET
(
Lˆ + DSDT
)−1
E (4.13)
is symmetric negative-definite.
Proof. As shown above,
L = Lˆ + DTSD − ETTE
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is symmetric positive-definite. Then so is
(
Lˆ + DTSD
)−1/2L (Lˆ + DTSD)−1/2 = I − RRT
where
R =
(
Lˆ + DTSD
)−1/2
ETT 1/2.
Then
I − RTR = I − T 1/2ET
(
Lˆ + DTSD
)−1
ET 1/2
is also symmetric positive definite. Pre- and post-multiplication by T−1/2 proves
the result. 
Theorem 5.
L−1 = Lˆ−1 + Lˆ−1F
(
W−1 + FT Lˆ−1F
)−1
FT Lˆ−1. (4.14)
Proof. We must show that W−1 + FT Lˆ−F is invertible. Note that
W−1 + FT Lˆ−1F =
−T
−1 + ET Lˆ−1E ET Lˆ−1D
DT Lˆ−1E S −1 + DT Lˆ−1D
 . (4.15)
The lower-right block is symmetric positive-definite, hence invertible. The re-
spective Schur complement is
−T−1 + ET
(
Lˆ−1 − Lˆ−1D
(
S −1 + DT Lˆ−1D
)−1
DT Lˆ−1
)
E.
Note that Lˆ, S , and S −1 + DT Lˆ−1D are all invertible. We may therefore apply
the Sherman-Morrison-Woodbury formula (see, e.g. Proposition 3.5 of [73]) to
rewrite the above as
−T−1 + ET
(
Lˆ + DSDT
)−1
E.
Lemma 7 shows us that this matrix is negative definite and therefore invertible.
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Figure 4.1: Three different views of the hierarchically decomposed graph
G. HereG = (V, E) is decomposed asG = (V11 ∪V22 , E11∪E12∪C11,2),
and G11 = (V
1
1 , E
1
1) and G
1
2 = (V
1
2 , E
1
2) are decomposed similarly.
Thus, both the lower-right block of Equation (4.15) and its Schur comple-
ment are invertible, proving that W−1 + FT Lˆ−1F is invertible. Therefore, we
may again apply the Sherman-Morrison-Woodbury formula to Equation (4.6)
to obtain the result. 
4.3.2 Multilevel Hierarchies
We can modify this decomposition to allow it to handle much larger cuts by
imposing some extra restrictions on the structure of the cut. In particular, sup-
pose the graph can be recursively cut into p components such that each p-cut
consists of at most η edges. Then we may apply our decomposition recursively,
decomposing each sub-problem using another call to the decompose function.
This creates a hierarchy of subgraphs. Let Gνi denote subgraph i at hierarchy
level ν, for ν = 0, ..., νM, where νM ' O(log n). So G = G01, and in Equaton 4.4,
each Li refers to G1i . We may globally index all level-ν subgraphs as G
ν
1, ...,G
ν
pν ,
or we may refer to the children of Gνi as G
ν
i,1, ...,G
ν
i,p. See Figure 4.1 for a diagram
of this hierarchy.
Define graph Laplacians Lνi , vertex sets V
ν
i , subgraph edge sets E
ν
i similarly.
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We define Cνi, j to be the level-ν edge cut between G
ν
i and G
ν
j, or C
ν to be the total
level-ν edge cut.
Algorithms for graph decomposition as well as solution are shown in Algo-
rithms 9 and 10.
Algorithm 9: Construction of HDecomp Object
1: function HATLINV(b;H.P, ν)
2: Split b into subvectors b1, ..., bp.
3: for j = 1, ..., p do
4: x j ← HSOLVE(H.P[ j], b j)
5: end for
6: return
[
x1, ..., xp
]
.
7: end function
8: procedure HDECOMP(Gνi , ν)
9: Initialize object H
10: Find Gν+1i,1 , ...,G
ν+1
i,p .
11: for subgraph Gν+1i, j , j = 1, ..., p do
12: H.P[ j]← HDECOMP(Gν+1i, j , ν + 1)
13: end for
14: L̂−1 ← HATLINV( · ;H.P, ν + 1).
15: Construct F as in (4.7).
16: Compute F̂ ← L̂−1F.
17: Compute and factor Ŵ ← W−1 + FT F̂.
18: Return L̂−1, Ŵ, F, F̂.
19: end procedure
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Algorithm 10: Hierarchical Solve
Require: 1T b = 0.
1: procedure HSOLVE(H, b)
2: if b = 0 then
3: return 0.
4: end if
5: L̂−1, Ŵ−1, F, F̂ ← H.
6: Recursively compute x˜← L̂−1b.
7: Solve y← Ŵ−1FT x˜.
8: x← x˜ − F̂y.
9: return x.
10: if top of hierarchy then
11: x← x − n−111T x.
12: end if
13: end procedure
4.4 Complexity
In this section we derive the time and space complexity of the hierarchical de-
composition algorithm. Assume that at each level of the hierarchy, we partition
the graph into at most p partitions with an edge cut of size at most η.
111
4.4.1 Solve Time Complexity
For Dense b
We consider here the case in which the decomposition has already been com-
puted at for each of the logp n levels of the hierarchy, and we wish to find an x
such that Lx = b for some b such that 1T b = 0. In the following, we use Ŵ as
defined in Algorithm 9.
Suppose we have already computed x˜ = (Lˆνi )−1b, and we wish to compute
(Lνi )−1b. The amount of time required for this computation is given by the fol-
lowing steps:
1. Compute b′ = FT x˜. The matrix F has special sparse structure (see (4.7)),
so this takes time η + p − 1.
2. Solve a linear system Ŵy = b′. Assuming we have already factored Ŵ, this
takes time at most (η + p − 1)2.
3. Compute y′ = Fˆy. The matrix Fˆ is in general dense, and has size nν×η+p−1.
So, this takes time nν(η + p − 1).
4. Add the result as x = x˜ + y′. This takes time nν.
So, this step requires time O(nν(η + p)). But at the ν’th level of the hierarchy,
nν = n/pν, so in total this step takes time O(np−ν(η + p)).
Now we wish to do this for each i = 1, ..., pν in this level of the hierarchy.
Thus, the time required to solve Lνi x = b for all i is
O
(
pν
n
pν
(η + p)
)
= O(n(η + p)). (4.16)
112
Note that this time is independent of the hierarchy level ν. We must do this
for each level of the hierarchy, of which there are logp n, for a final solve time
complexity of
O((η + p)n logp n). (4.17)
For Sparse b
If b has only a small number of nonzero entries, the problem is easier. Suppose
that b has only κ nonzero entries. Then at each hierarchy level ν, bνi = 0 for all
but at most κ of the indices i. The solution on these sub-vectors is simply 0.
So, at the ν’th level of the hierachy, instead of needing to compute pν inverses
(Lνi )−1bνi , we need only compute κ of them. Thus, the time requirement at each
level of the hierarchy is not O((η + p)n), but
O
(
(η + p)κ
n
pν
)
. (4.18)
We must do this for each of the logp n levels of the hierarchy. However, at
each hierarchy level ν, there are only at most κ node sets Vνi for which b has
nonzero values. Therefore, the time requirement at each hierarcy level ν is given
by (4.18), and so the total time complexity is
O

logp n∑
ν=1
κ(η + p)np−ν
 ≤ O
(η + p)nκ ∞∑
ν=1
p−ν

= O ((η + p)nκ) (4.19)
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4.4.2 Decomposition Time Complexity
Now we derive the time complexity associated with computing the decomposi-
tion at each level. We do not propose a particular algorithm or time complexity
associated with the partitioning step; we simply refer to the time required to
partition a graph as ψ(n, p). A number of efficient partitioning algorithms and
software packages are available, such as METIS [35] or SCOTCH [16]. Note
that we also assume that whatever partitioning algorithm is used it successfully
finds an edge cut of size at most η.
Construction of the hierarchy occurs in a top-down fashion, followed by
computation of F̂νi and computation and factoring of Ŵ, which occurs in a
bottom-up fashion. For the top-down phase, we simply call whatever parti-
tioning algorithm we use. At level ν in the hierarchy, each call costs ψ(n/pν, p),
and there are pν of them to perform. Thus, the cost of the top-down phase is
O
log n∑
ν=1
pνψ(n/pν, p)
 (4.20)
If the partitioning method takes time O(n), then this step takes O(n logp n) time.
Now, for the bottom-up stage. Assume that the decomposition has been
completed for all hierarchy levels beyond ν. We wish to compute F̂νi = L̂−1F.
Because each column of Fνi is sparse with κ ≤ 2, computing each column of F̂νi
requires the sparse solve time O((η + p)np−ν) (see (4.17)). There are (η + p) such
vectors to compute, so the computation costs time O((η + p)2np−ν).
We must then compute and factor Ŵ. The matrix W is diagonal of size η +
p − 1, so the computation of W−1 requires time O(η + p − 1). The computation
(Fνi )
T F̂νi requires constant time for each entry, because F
ν
i is sparse, for a total of
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O((η + p)2). Therefore, the construction of Ŵ requires time
O
(
(η + p)2np−ν + (η + p)2
)
= O
(
(η + p)2np−ν
)
.
The factorization of Ŵ then takes time O((η+ p)3). Thus the total computation
time is
O
(
(η + p)2np−ν + (η + p)3
)
. (4.21)
There are pν such decompositions to compute at for level ν, resulting in a time
of
O
(
(η + p)2n + (η + p)3pν
)
(4.22)
for level ν.
We must do this for each of the logp n levels, resulting in a total time com-
plexity of
O

logp n∑
ν=1
(η + p)2n + (η + p)3pν
 =O
(η + p)2n log n + (η + p)3
logp n∑
ν=1
pν

=O
(
(η + p)2n log n + (η + p)3
p1+logp n − 1
p − 1
)
=O
(
(η + p)2n log n + (η + p)3n
)
. (4.23)
If we assume constant η and p, then this simplifies to
O
(
n log n
)
. (4.24)
4.4.3 Storage Complexity
At level ν of the hierarchy, we must store Fˆ and the factorization of Ŵ for each
partition. The matrix Fˆ takes storage of size (η + p)n/pν, and the factorization of
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Ŵ takes storage of size (η + p)2. Level ν of the hierarchy has pν such partitions,
and so each level requires
O
(
pν((η + p)np−ν + (η + p)2)
)
= O(n(η + p) + pν(η + p)2)
storage. As there are log n levels, the total storage complexity is
O

logp n∑
ν=1
n(η + p) + pν(η + p)2
 =O ((η + p)n log n + (η + p)2n) .
4.5 Preconditioning
When a graph of interest does not have a hierarchy of p-cuts of size η for ac-
ceptably small p and η, we can can still use the above method to construct a
preconditioner for the associated linear system. Of the original graphG = (V, E),
we build a support graph GS = (V, ES ) where ES ⊂ E such that GS has the desired
hierarchical structure. Also let GO = (V, EO), where EO = E \ ES .
Now, let L be the graph Laplacian matrix of G, LS the graph Laplacian of GS ,
and LO the graph Laplacian of GO. Consider the use of LS as a preconditioner
for L. We would typically write the associated stationary iteration as
xt = (I − ω−1L−1S L)xt−1 + ω−1L−1S b (4.25)
for some parameter ω. However, as LS is a singular matrix, we need to define
what we mean by L−1S . Note that L and LS have the same null space, {α1, α ∈ R},
and so LS is invertible on range(L). The solution to any linear system LS x = b is
only determined up to a constant, so to define it uniquely we select the solution
such that xT1 = 0.
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With the above definition of L−1S , i.e., L
−1
S = L
†
S , we wish to ensure that (4.25) is
a convergent iteration. To that end, note that the eigenvalues and eigenvectors
of L†S L are the same as that of the generalized eigenvalue problem
λLS x = Lx. (4.26)
Therefore, the eigenvalues of the error iteration matrix E = I − ω−1L†S L are
λ˜i = 1 − ω−1λi, (4.27)
where λi is an eigenvalue of Equation (4.26). Thus, the iteration is convergent as
long as |λ˜i| < 1 for all i.
Now, for an eigenvalue λi, we have
λi =
〈xi, Lxi〉
〈xi, LS xi〉 = 1 +
〈xi, LOxi〉
〈xi, LS xi〉 . (4.28)
Graph Laplacians are positive semidefinite, and so we see that λi ≥ 1 for all i.
Therefore, |λ˜i| < 1 ∀i if and only if ω > λ1/2, where λ1 is the largest eigenvalue
of Equation (4.26).
For small-to-medium sized graphs, this preconditioner is often highly effec-
tive on its own. However, for larger graphs, this may not be the case.
To illustrate why, consider Figure 4.2, which shows the top part of the spec-
trum for the preconditioned matrix L†S L in solid blue lines for a few example
networks. The graphs used are the Epinions1 and Slashdot0811 networks from
the Stanford Large Network Database [41], as well as a 256 × 256 2D grid. As
can be seen, the eigenvalues tend to follow a distrbution that is visually similar
to a power law, where the vast majority of the eigenvalues are quite close to 1,
but a significant number of large eigenvalues still exist.
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Figure 4.2: The blue line shows the first 200 eigenvalues for the matrix L†S L
on the Epinions1 and Slashdot0811 networks with a maximum
atomic subset size of 256, as well as on a 256×256 2D grid with
a maximum atomic subset size of 64. The dotted red lines show
the top eigenvalues of restricting to vectors that are constant on
atomic subsets; that is, the square roots of eigenvalues of HTH
in Equation (4.31).
As can be seen here, the largest eigenvalue can be quite large. In fact, sup-
pose that the initial cut bisecting G has nβ edges in it, for some 0 < β < 1. There
are only η such edges in the support graph GS , so if
x =
[
1T − 1T
]T
,
with all 1’s on one side of the cut and all -1’s on the other, then
〈x, Lx〉
〈x, LS x〉 ∝ n
β.
In 3D grids, β = 2/3, and in social networks, we expect β to typically be near
1. This suggests that LS by itself is not an effective preconditioner for social
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networks. In the following section, we show how these damaging error modes
can often be mitigated by using a two-grid preconditioning scheme.
4.6 Two-Grid Preconditioning
As discussed above, a few large eigenvalues of L†S L tend to damage the condi-
tion number of the system. We can avoid much of this problem through the use
of two-grid preconditioning.
4.6.1 A Two-Grid Preconditioner
Elements of a Multilevel Preconditioner
Traditional algebraic multigrid makes use of two ingredients: a smoother and a
coarse-grid correction. The smoother is a preconditioner M−1 whose application
tends to most effectively shrink those error modes associated with the largest
eigenvalues of M−1L, such as a Jacobi or Gauss-Seidel iteration.
The coarse-grid correction, on the other hand, shrinks those error modes as-
sociated with the smallest eigenvalues (the algebraically smooth modes) of M−1L.
This is done by defining an interpolation operator P ∈ R+n×nc , nc  n, that spans
a coarse subspace and an associated coarse matrix Lc = PTLP. Note that we im-
pose P to have nonnegative entries. One then makes a coarse-grid correction by
restricting the current residual to the coarse subspace and solving the resulting
problem with Lc. Note that if the rows of P sum to 1, then Lc is also a graph
Laplacian.
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Definition 6 (Solving problems with a coarse graph Laplacian). Let P be a piece-
wise constant interpolant such that P1c = 1 and form Lc = PTLP. For any given
bc : (1c)T bc = 0, we define the unique solution to the coarse problem
Lcxc = bc,
as follows. We select xc such that (1)TPxc = 0, which is equivalent to (1c)T (PTP)xc = 0,
or (Pxc)T (P1c) = 0. We use the notation xc = L†cbc.
The traditional combined three-step AMG preconditioner reads as follows:
1. Apply smoother:
xt+ 13 = (I − M−1L)xt + M−1b.
2. Apply coarse-grid correction:
xt+ 23 = (I − PL†cPTL)xt+ 13 + PL†cPT b.
3. Apply smoother (in a symmetric fashion):
xt+1 = (I − M−TL)xt+ 23 + M−T b.
This results in an error iteration matrix
E = (I − M−1L)(I − PL†cPTL)(I − M−1L). (4.29)
The (weighted) Jacobi smoother M performs local updates only. This leaves
global error components which can be targeted by a coarse-grid correction. In
our case, LS is a global operator (similar to L) rather than a local operator. After
applying L†S , most of the error is eliminated, but, as we argue in Section 4.6.1,
still there are error components that can be well approximated by a coarse-grid
correction. We note that in these two cases we are looking at the spectra of two
different operators, L†S L and M
−1L.
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A Coarse Subspace
Assume that the nodes in G are ordered according to their hierachical decom-
position as described in Section 4.3. Let
`i =
[
0T · · · 0T 1T 0T · · · 0T
]T
,
that is, the vector with ones on the nodes VνMi of an atomic subset, and zeroes
everywhere else. Recalling that νM is the deepest level of the bisection hierarchy
of Section 4.3, consider the matrix
P˜ =
[√
n−1νM ,1`1 · · ·
√
n−1νM ,pνM `pνM
]
. (4.30)
Let
H = L†S LP˜ (4.31)
In Figure 4.2, we show the square roots of the first 200 eigenvalues of the matrix
HTH for each network in dashed red lines. This figure shows that these P˜ ap-
proximately span the invariant subspace associated with the largest eigenvalues
of L†S L.
So, define
P =
[
`1 · · · `pνM
]
. (4.32)
This matrix is the same as P˜ except all its nonzero entries are 1. Then span(P)
is our coarse subspace of dimension nc = pνM . Note that, if one wishes to use
a smaller coarse grid, one can simply take the subsets associated with another
hierarchy level ν.
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A Two-Grid Preconditioner
Unlike Jacobi or Gauss-Seidel smoothing, because σ(L†S L) ≥ 1, LS is not conver-
gent as a stationary iteration without weighting the iteration in such a way that
would limit its effectiveness on the lowest-eigenvalue modes. This problem gets
even worse if L†S is used as M
−1 in the traditional AMG method of Section 4.6.1,
as Equation (4.29) shows that the eigenvalues of (I − L†S L) would be squared. So,
rather than placing the coarse-grid correction in the middle of the two-grid pre-
conditioner as in classical algebraic multigrid, we place LS in the middle. This
leads to the three-step preconditioner
1. Apply coarse-grid correction:
xt+ 13 = (I − PL†cPTL)xt + PL†cPT b.
2. Apply LS :
xt+ 23 = (I − L
†
S L)xt+ 13 + L
†
S b.
3. Apply coarse-grid correction:
xt+1 = (I − PL†cPTL)xt+ 23 + PL†cPT b.
First of all, we note that the above algorithm is well-defined, namely, the actions
of L†c , L
†
cPTL, and L
†
S , L
†
S L, are well-defined, since 1
T
c (P
TL) = (P1c)TL = 1TL = 0
(see Definition 6).
The above algorithm has the following property: if 1T xt = 0, then also
1T xt+s = 0 for s = 1/3, 2/3, 1. This is due to the fact that 1TPL†c = 1Tc (PTP)L
†
c = 0
and 1TL†S = 0.
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The above algorithm results in an error iteration matrix
E = (I − PL†cPTL)(I − L†S L)(I − PL†cPTL). (4.33)
We do not claim that E has a norm less than one (in fact, we have E1 = 1), rather
we will use this expression (or the algorithm above) to define a preconditioner
B−1.
4.6.2 Analysis of the Two-Grid Preconditioner
We wish to develop the tools to analyze the rate of convergence of this precon-
ditioned system. Traditionally, a preconditioner is described by a matrix B, but
the action of the preconditioner is through the application of B−1. The conver-
gence rate of a preconditioned conjugate gradient iteration is then determined
by
√
κ2/κ1 ([7]), where
κ1B  L  κ2B.
In our case, B is not known a priori, and so we study it by deriving B−1 from
the above algorithm. We can do this by assuming E = I−B−1L and writing (4.33)
as
E =(I − PL†cPTL)(I − L†S L)(I − PL†cPTL)
=(I − PL†cPTL)(I − PL†cPTL) − (I − PL†cPTL)L†S L(I − PL†cPTL)
=I − PL†cPTL − (I − PL†cPTL)L†S (I − LPL†cPT )L
=I − B−1L,
where
B−1 =PL†cP
T + (I − PL†cPTL)L†S (I − LPL†cPT ).
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We notice now that if b is such that 1T b = 0, then B−1b is well-defined. Indeed,
since 1cTPT b = 1T b = 0, L†cPT b is well-defined. Also, L†S b and L
†
S L are well-
defined. Similarly, 1cTPTL = 1TL = 0, hence L†cPTL is well-defined as well. An
additional property of B−1 is that 1TB−1b = 0.
We have that L† is symmetric positive semi-definite, hence (L†)
1
2 is well-
defined as a symmetric positive semi-definite matrix. The following idenity
holds:
L(L†)
1
2 = L
1
2 .
Now, consider
L
1
2E(L†) 12 = (I − L 12 PL†cPTL
1
2 )(I − L 12 L†S L
1
2 )(I − L 12 PL†cPTL
1
2 )L
1
2 (L†)
1
2 .
We also have,
L
1
2 (L†)
1
2 − L 12 B−1L 12 = L 12E(L†) 12 .
Therefore, for any x : 1T x = 0, we have L 12 (L†) 12 x = x, hence
xT (I − L 12 B−1L 12 )x = yT (I − L 12 L†S L
1
2 )y ≤ 0, (4.34)
where y = (I − L 12 PL†cPTL 12 )x. That is, the operator I − L 12 B−1L 12 is negative semi-
definite in the subspace {x : 1T x = 0}. In other words, the operator L† − B−1 is
negative semi-definite in the same subspace, which implies that B−1 is positive
definite (since L† is positive definite) in the same subspace. Hence, we can define
its inverse, B, well-defined in the subspace {x : 1T x = 0}. More over, we have
the inequality
B  L. (4.35)
We now present a useful lemma.
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Lemma 8. Given two vector spaces V and W contained in some Rn, consider two ma-
trices T and N acting on vectors in Rn. We assume that T is symmetric and it maps V
onto itself, whereas N maps V onto W, i.e., for each w ∈ W there is a v ∈ V such that
Nv = w. Moreover, we assume that T − NTN is s.p.d. on V . Consider
Z = N
(
T − NTN
)−1
NT .
We have that Z is s.p.d. on W, hence invertible on W, and for each w ∈ W,
wTZ−1w
wTw
= −1 + min
v: Nv=w
vTTv
wTw
.
Proof. This lemma is similar to Lemma 3.1 of [26], as is its proof. For complete-
ness we present its proof here.
We first show that if NTw = 0 for w ∈ W, then w = 0. Indeed, since w = Nv for
some v ∈ V , we have that NTNv = 0. The latter in particular implies vTNTNv = 0,
i.e., ‖Nv‖ = 0 and hence 0 = Nv = w. This implies that Z is invertible, hence s.p.d.
on W.
Consider now the constrained minimization problem:
Given w ∈ W compute
1
2
vTTv 7→ min,
subject to Nv = w.
Forming the Lagrangian 12 v
TTv − λT (w − Nv), the necessary consitions for
minimum give  T N
T
N 0
 =
 vλ
 =
 0w
 .
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An equivalent system is T − N
TN NT
N 0
 =
 vλ
 =
 −N
Tw
w
 .
This system has unique solution since T −NTN : V 7→ V is s.p.d. and its negative
Schur complement Z = N(T − NTN)−1NT : W 7→ W is also s.p.d. The solution
equals,
v = −(T − NTN)−1NT (λ + w),
−Z(λ + w) = w.
That is,
v = (T − NTN)−1NTZ−1w.
Then,
wTZ−1w = −wT (λ + w) = −wTw − wTλ.
On the other hand
λTw = λTNv = vTNTλ = vT (−NTw − (T − NTN)v) = −‖w‖2 − vT (T − NTN)v.
That is, since v : Nv = w, we have
wTZ−1w = vT (T − NTN)v = −wTw + vTTv
Thus, using the fact that v is the minimizer, we have
wTZ−1w
wTw
= −1 + min
v: Nv=w
vTTv
wTw
,
which complets the proof. 
We now present a formula for the condition number of B with respect to L
viewed as s.p.d. operators acting on the subspace S ≡ {x : 1T x = 0}. This proof
draws from that of Theorem 4.1 in [26].
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Theorem 7. Let piL = PL†cPTL, and let S denote the subspace {x : 1T x = 0}. Then
B  L  κB. (4.36)
over the subspace S, where
κ = sup
w
((I − piL)w)T L ((I − piL)w)
wTLSw
. (4.37)
Proof. We first note that piL is a projection (as an operator acting on S ). The same
holds for its symmeric version
piL = L
1
2 PL†cP
TL
1
2 .
The fact that B  L was shown above (see (4.35)). To prove the other di-
rection, use the fact that for s.p.d. operators L and B (as mappings on S ) we
have
κ = sup
v∈S
vTL 12 B−1L 12 v
‖v‖2 .
We note that the above maximum is achieved in the subspace {v = (I −piL)w, w ∈
S } ⊂ S . We have
κ = sup
v∈S
vTL 12 B−1L 12 v
‖v‖2 (4.38)
= sup
v∈S
vTL 12 B−1L 12 v
‖piLv‖2 + ‖(I − piL)v‖2 (4.39)
≤ sup
v∈S
vTL 12 B−1L 12 v
‖(I − piL)v‖2 (4.40)
= sup
w=(I−piL)v, v∈S
vTL 12 B−1L 12 v
‖w‖2 (4.41)
≤ κ. (4.42)
Using the fact that (I − piL) is a projection and Equation (4.34), note that, if v ∈ S ,
vT (I − L 12 B−1L 12 )v = ((I − piL)v)T
(
I − ((I − piL)) L 12 L†S L
1
2 ((I − piL))
)
((I − piL)v)
≥(1 − κ) ((I − piL)v)T ((I − piL)v) .
127
This implies that for Z = (I − piL)L 12 L†S L
1
2 (I − piL), we have (based on (4.38))
κ = sup
v∈S
vTZv
vT (I − piL)v .
Now, let N = (I − piL)L 12 . Then NTN = L(I − piL).
Let T = LS + L(I − piL). Then T is symmetric and positive semi-definite.
Furthermore, T − NTN = LS . Therefore,
Z =(I − piL)L 12 L†S L
1
2 (I − piL) = N(T − NTN)−1NT .
To use Lemma (8), introduce the spaces V = S and let W = range(I − piL) ∩ S .
Then Lemma 8 gives
κ = sup
w˜∈W
w˜TZw˜
w˜T w˜
= sup
w˜∈W
w˜T w˜
w˜TZ−1w˜
=
1
infw˜∈W
(
−1 + infv:Nv=w˜
(
vTTv/w˜T w˜
)) .
Now, let w˜ = L 12w. Then (w˜)T w˜ = wTLw, and
Nv = L
1
2w
=⇒ L 12w = (I − piL)L 12 v
=⇒ w = (I − piL)v.
Note that w ∈ range(I − piL) ∩ S , which we denote W. This leads to
κ−1 = inf
w∈W
(
inf
v:(I−piL)v=w
vTTv
wTLw
− 1
)
.
But
vTTv =vTLS v + vTNTNv = vTLS v + wTLw,
so
κ−1 = inf
w∈W
inf
v:(I−piL)v=w
vTLS v
wTLw
= inf
v:v∈S
vTLS v
((I − piL)v)T L ((I − piL)v)
.
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But both the numerator and the denominator ignore any components of v in the
direction of S ⊥ = {α1}, so we may write this simply as
κ = sup
v
((I − piL)v)T L ((I − piL)v)
vTLS v
. (4.43)
This completes the proof. 
Corollary 3. When used in combination with the preconditioned conjugate gradient
method, the number of iterations required when using the two-grid preconditioner of
Section 4.6.1 is bounded by O(
√
κ), where κ is given in Equation (4.37).
Remark In this paper we have not provided specific algorithms for construct-
ing the partition hierarchy or for deciding which edges to keep for LS . We can,
however, use the above theorem to develop some guidelines. Decompose L
as L = LW + LB, where LW is a disconnected graph Laplacian with the edges
within the smallest-level atomic subsets GνMi and LB is a graph Laplacian with
the between-subset edges. Note that all within-atomic subset edges are part of
the support graph Laplacian LS , so LW is itself a support graph Laplacian of
LS . We can further decompose LB as LB = LBS + LBS⊥ , where LBS contains the
edges of LB that are in LS , and LBS⊥ contains the edges that are not. Note that
LS = LW + LBS .
The coarse grid ignores all within-atomic subset edges. That is, PT LW = 0T .
Therefore, Lc = PTLP = PTLBP. Thus, we may rewrite Equation (4.37) as
κ = sup
w
((I − piL)w)TL((I − piL)w)
wT (LW + LS B)w
,
where piL = P(PTLBP)†PTLB.
Suppose that
wTLw = wT (LW + LBS + LBS⊥)w ≈ wTLBS⊥w.
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In this case, the denominator of Equation (4.37) will be small. Suppose further
that PTLBw ≈ 0. This can happen, for example, through “parallel edges” in LBS⊥ ,
that is, multiple edges stretching between the same two atomic subsets. Then
the numerator of Equation (4.37) is approximately wTLw ≈ wTLBS⊥w, which is
by assumption not small. That is, we have a small denominator and a large
numerator, resulting in a large κ.
So, we would like to construct the partition hierarchy and LS to avoid this
situation. This leads to the following guidelines:
1. The atomic subsets should be as well-connected as possible, so that wTLWw
is as large as possible.
2. Often, high-degree nodes have more incident edges than can be captured
in LS B. Therefore, as much as possible, high-degree nodes and their neigh-
bors should be placed in the same atomic subset.
3. Suppose u and v are two high-degree nodes, are placed in the same atomic
subset, and have many neighbors in other atomic subsets. Then the in-
tersection between u’s neighboring atomic subsets and v’s neighboring
atomic subsets should be as small as possible. Otherwise, a w such that
wu ≈ −wv with zeros everywhere else can result in a large κ.
4.7 Experiments
In this section we present experiments to demonstrate the efficiency of the algo-
rithms presented here.
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Figure 4.3: Time to construct a solver (red X), and time to perform a solve
(blue +) using the direct solver of Section 4.3 on graphs that can
be recursively bisected with cuts of size 8. Dotted red and solid
blue lines connect sample means of 8 samples each.
4.7.1 Direct Solver Scaling
In this section we demonstrate the scaling behavior of the direct solver de-
scribed in Section 4.3. We recursively construct a graph Laplacian as follows:
1. If constructing a graph of size N ≤ 8, add 20 edges uniformly at random.
If the resulting graph is not connected, try again.
2. If constructing a graph of size N > 8, construct two graphs each of size N/2
and connect them with 8 edges selected uniformly at random.
We do this for a range of graph sizes. For each graph size, we perform the
test 8 times. The results of this scaling test can be seen in Figure 4.3. Along the
x-axis is the total size of the graph being tested. The red line shows the mean
time to perform the decomposition to construct the solver, while the blue line
shows mean time to perform a solve after the solver has been constructed.
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The favorable scaling of this method is clear, as the plot appears nearly linear.
4.7.2 Preconditioning
In this section we explore the effectiveness of using our method as a precondi-
tioner within the Preconditioned Conjugate Gradient method.
We have not, in this paper, specified methods for computing the recursive
bisection on a graph or deciding which edges to keep between atomic subset in
the support graph LS . For 2D and 3D grids, we select the longest axis-aligned
dimension and cut along its middle, spreading the support graph edges out
evenly along that cutting plane.
For other graphs, we recursively bisect using METIS [35], constrained to give
connected partitions, and we select edges to keep in LS uniformly at random.
We believe this to be a reasonable heuristic for guidelines 1 and 2 at the end of
Section 4.6.
First, we test the behavior of our method on four different types of artificial
graphs:
• Two-dimensional square grids.
• Three-dimensional cube grids.
• Watts-Strogatz random graph models [75].
• Baraba´si-Albert random graph models [10].
The Watts-Strogatz random graph model is a “ring lattice with random
rewiring.” It a popular random graph model used to capture behavior in which
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(a) A sample Watts-Strogatz graph. (b) A sample Baraba´si-Albert graph.
groups of nodes tend to be tightly clustered but still have some “long range”
edges. An example can be seen in Figure 4.4(a).
The Baraba´si-Albert random graph model is a popular “preferential attach-
ment” model in which nodes are added to the graph sequentially. New nodes
are connected to other nodes at random, with the probability of connection pro-
portional to the degree of that node. It captures the skewed degree distribution
present in many social networks, though there is no clustering in this model.
An example can be seen in Figure 4.4(b).
Although artificial graphs are different from real-world graphs, they are use-
ful because they allow us to study the behavior of our method as the size of the
problem grows on a given class of graphs. For each of the above four graph
types, we examine rates of convergence while varying problem size, acceptable
support graph cut size, and coarse graph size.
In the following, let nA denote the maximum atomic subgraph size and let nc
denote the coarse graph size. Unless stated otherwise, the number of edges per
cut in the support graph is also nA.
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Constant Cut Size, Linear Coarse Graph Size
Here we study the behavior of our method when the maximum atomic sub-
graph and support graph cut size are kept constant, but the coarse grid size nc
is allowed to grow linearly.
Figures 4.9 and 4.10 show the results of these tests on artificial graphs. These
tests show that the coarse-grid correction drastically improves performance of
PCG in most cases.
On grids, after an initial rise, the convergence rate of the two-grid method is
independent of graph size. Note that some tests only require a single iteration
because the cut size is large enough that LS = L in those cases.
On Watts-Strogatz graphs, we test with mean degree k = 10 and rewiring
probability β = 0.1. The rate of growth of iteration count is largely independent
of nA, but increasing nA tends to improve convergence by a constant.
On Bara´basi-Albert graphs, we test with new node degree m = 10. The dis-
played regression lines are less informative here, especially for nA = 256. How-
ever, we see that increasing nA tends to improve convergence for smaller graphs,
and slightly hamper convergence for larger graphs.
In Figure 4.4, we test on an array of networks from the Stanford Large Net-
work Database, [41], and the 10th DIMACS Challenge, [9]. For a complete list
of the networks tested, see Appendix 4.9.
As nA grows, both the one-level and two-level methods improve, but the dif-
ference between the two shrink. This suggests that the increasing cut size tends
to matter more than the decreasing coarse-grid size. This is different behavior
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Figure 4.4: Iterations required to reach a residual norm of 10−6 and log-log
regression lines for various real-world graphs obtained from
SNAP and the 10th DIMACS Challenge. Maximum atomic
subgraph size is 16, 64, and 256, respectively.
than seen in the Bara´basi-Albert model; we hypothesize that this is due to the
tendency of real-world networks to cluster, while Bara´basi-Albert graphs have
no clustering.
Increasing Cut Size, Constant Coarse Grid Size
In this section we examine purely the effect of increasing the acceptable cut size
in the support graph without changing nA or the size of the coarse graph. We
study a 2D grid of size 320 × 320, a 3D grid of size 47 × 47 × 47, a Watts-Strogatz
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Figure 4.5: Maximum cut size in LS vs. iterations required to reach a resid-
ual norm of 10−6 for several artificial graphs. All graphs have
approximately 103,000 nodes. While both one-level and two-
level methods improve with increasing cut size, the two-level
method is significantly less sensitive.
graph of size 103,000, and a Bara´basi-Albert graph also of size 103000. We use
the same parameters for the random graph models as in the previous section.
The results in Figure 4.5 show that while both methods improve with increasing
acceptable cut size, the two-level method is significantly less sensitive to these
changes.
We also tested increasing cut sizes on a selection of real-world networks.
These results can be seen in Figure 4.6. Again we see that while increasing cut
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size improves convergence, the two-level method is less sensitive to this change
than the one-level method.
Constant Cut Size, Increasing Coarse Grid Size
In this section we examine purely the effects of shrinking coarse node size, or
equivalently, increasing coarse grid size nc, without changing nA or the accept-
able cut size. As in the previous section, we study a 2D grid of size 320 × 320,
a 3D grid of size 47 × 47 × 47, a Watts-Strogatz graph of size 103,000, and a
Bara´basi-Albert graph also of size 103000. We use the same parameters for the
random graph models as above. Note that the size of a coarse grid scales ap-
proximately linearly with the inverse of the coarse node sizes. We choose sets
of nodes to aggregate in the creation of a coarse graph as subsets Vνi obtained in
the partition hierarchy.
The results in Figure 4.7 show that the rate of convergence is most improved
on 2D grid, 3D grid, and Watts-Strogatz graphs for smaller coarse nodes, but
that the Bara´basi-Albert graphs still show significant improvement even for
large coarse node sizes. However, the Bara´basi-Albert graphs still require the
most iterations.
We also tested shrinking coarse node size (increasing nc) on a selection of
real-world networks. These results can be seen in Figure 4.8. Most of the
real-world graphs show significant improvements in convergence as the coarse
nodes shrink, except for soc-Slashdot0811, which improves but not as drasti-
cally.
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Figure 4.6: Maximum cut size in LS vs. iterations required to reach a resid-
ual norm of 10−6 for several real-world networks. While both
one-level and two-level methods improve with increasing cut
size, the two-level method is less sensitive.
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Figure 4.7: Inverse coarse node (∝ nc) size vs. iterations required to
reach a residual norm of 10−6 for several artificial graphs. All
graphs have approximately 103,000 nodes. While most graph
types show improved convergence with increasing coarse grid
size (i.e. shrinking coarse node size), the Bara´basi-Albert
graphs show significantly improved convergence even for
small coarse grids.
4.8 Conclusion
In this paper, we presented a parallelizable method for solving graph Laplacian-
based linear systems derived from graphs that can be hierarchically biparti-
tioned with small edge cuts and showed that this method solves such systems
in time O(n log n). We then used this method to construct a support graph-based
preconditioner for graph Laplacian systems that do not have this property. Fi-
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Figure 4.8: Inverse coarse node size vs. iterations required to reach a resid-
ual norm of 10−6 for several real-world networks. Some graphs
behave like the Watts-Strogatz grahs of Figure 4.7, others be-
have like the Bara´basi-Albert graphs.
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Figure 4.9: Iterations required to reach a residual norm of 10−6 for 2D and
3D grids using both our one-level and two-level precondition-
ers with maximum atomic subgraph size nA, support graph cut
size nA, and coarse grid size nc ≈ n/nA. After an initial rise,
iteration count is independent of graph size.
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Figure 4.10: Iterations required to reach a residual norm of 10−6 for Watts-
Strogatz and Bara´basi-Albert graphs using both our one-level
and two-level preconditioners with maximum atomic sub-
graph size nA, support graph cut size nA, and coarse grid size
nc ≈ n/nA. Two-grid performance on larger graphs is robust to
variations in nA.
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nally, we augmented this method with a two-grid approach to account for the
weaknesses in the one-level preconditioner. We presented an analysis of the
two-grid method, as well as a theorem deriving the condition number of two-
grid support graph-based preconditioners.
We did not develop methods for partitioning a graph, or for selection of
edges to keep in a support graph. Future work will include addressing these
issues, especially in the context of graph Laplacians derived from real-world
networks. In addition, we will explore the use of recursive coarse-grid correc-
tions in a multigrid method.
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4.9 Appendix: List of Real-World Graphs Tested
• SNAP Networks
– ca-CondMat
– ca-GrQc
– soc-Epinions1
– soc-Slashdot0811
– amazon0302
– ca-HepTh
– ca-HepPh
– email-Enron
• 10th DIMACS Networks
– citationCiteseer
– caidaRouterLevel
– coAuthorsCiteseer
– coAuthorsDBLP
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CHAPTER 5
CONCLUSION
In Chapter 1, we introduced the concept of error flattening, in which two
complementary solver techniques are used together: one that simplifies the er-
ror of a problem, typically so that is lies in or near a low-dimensional subspace;
and one that (partially or completely) solves problems whose errors lie within
that subspace. We also discussed both matrix augmentation-based solves and
coarse-grid projections as examples of error flattening. Each of the following
chapters used at least one of these two error flattening approaches to create ef-
ficient solvers for network-structured problems.
In Chapter 2, we used small matrix augmentation, and in some cases the
Sherman-Morrison-Woodbury formula (see Section 1.3.1), to accelerate the pro-
cess of identifying topology changes in power networks. It is of note that al-
though matrix augmentation allowed us to accelerate the solution process, the
more drastic speed improvement came from the filtering procedure. Recall that
in this case the goal was not truly to find the solutions to the linear systems,
but to identify the topology change among a finite set of possibilities. For each
possibility, the first step of error flattening was cheap and reduced the error to a
known low-dimensional subspace. Before even applying the second step of error
flattening, comparing this subspace to the observed voltage fingerprint allowed
us to drastically reduce the number of reasonable possibilities that we needed
to check.
Although our method is quite accurate, transmission and distribution net-
work operators require extremely high accuracy in order to be comfortable us-
ing a technique on a live power grid. Future work in this area should focus on
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improving the accuracy of our method while maintaining as much efficiency as
possible. In addition, the current requirement that the network settle to a steady
state limits this method’s use in potentially unstable situations. An extension of
this method to the time domain could make it useful in that case.
In Chapter 3, we used coarse-grid projections to develop a nonlinear alge-
braic multigrid approach to solving the power flow equations. Most multigrid
research focuses on linear problems, and most of the nonlinear methods require
an underlying geometry such as one has with partial differential equations [14].
Here, we present a nonlinear multigrid method that does not require knowl-
edge of an underlying geometry, but is truly algebraic in nature. In addition,
like most multigrid methods, our approach is highly scalable to large problem
sizes, which makes our method potentially important to power engineers who
wish to simulate very large networks.
While we have demonstrated the scalable nature of our approach, we have
yet to compare it against existing commercial solvers. Future work includes
building a high-performance implementation of our method for this compar-
ison. One interesting possibility is that our method might be best used with
existing commercial methods rather than instead of them: current commercial
solvers are extremely fast at solving small and medium sized problems. Our
experiments show that one step of coarsening with a direct solve on the coarse
grid converges quite quickly, so it could be highly effective to use a commercial
solver on that coarse problem.
Finally, in Chapter 4, we used both the Sherman-Morrison-Woodbury for-
mula and coarse-grid projections to develop a fast solver for graph Laplacians
based on natural networks that have too much community structure for a sim-
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ple Jacobi iteration but not enough separability for Nested Dissection [43]. Here,
we combine two well-known solution approaches: graph Laplacian precondi-
tioners based on support graphs that are spanning trees plus a small number of
extra edges [63], and multigrid methods [14]. While our support graph precon-
ditioner is not as theoretically rigorous as those of [63], it uses existing software
and is fast to apply. The result is a solution method that effective on this difficult
class of graph Laplacians.
This method currently creates its support graph by recursively bisecting
with METIS [35] and removing edges uniformly at random until an it obtains
an acceptable cut size. Future work should focus on improving this procedure,
perhaps by narrowing the class of graphs under consideration. Importantly, in
this chapter we developed a proof of rates of convergence for two-grid support
graph preconditioners, and this will act as a guideline in further research. Fu-
ture work should also address how best to scale to more hierarchy levels than
two, as this is more challenging with support graph preconditioners, and is an
important issue for extremely large graph Laplacians.
We have demonstrated here the power and broad applicability of error flat-
tening. In some cases the two complementary error flattening steps are clear, as
in the case of Chapter 2. In other cases, such as in Chapters 3 and 4, one must
design approximate solvers for each step that one uses in an iterative procedure.
In both cases, error flattening techniques can result in highly effective solution
methods for otherwise expensive problems.
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