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Résumé : 
Ce papier présente de nouvelles conditions de stabilité 
pour les systèmes descripteurs de type Takagi-Sugeno 
(T-S) basés sur la redondance des descripteurs. Ces 
conditions sont obtenues via une fonction floue de 
Lyapunov (FLF) et une loi de commande non-Parallel-
Distributed-Compensation (non-PDC). Tout d’abord, les 
conditions de stabilité LMI pour la classe des systèmes 
considérée sans perturbations externes sont proposées. 
Ensuite, le problème de synthèse d’un contrôleur ∞Η  
est traité. Enfin, un exemple numérique illustre 
l’efficacité des approches proposées. 
 
Mots-clés : 
Takagi-Sugeno, descripteurs, LMI, fonction non 
quadratique de Lyapunov. 
 
Abstract: 
This paper presents new stability conditions for 
Takagi-Sugeno (T-S) descriptor systems based on 
descriptors redundancy. These conditions are obtained 
via fuzzy Lyapunov function (FLF) and a non-Parallel-
Distributed-Compensation (non-PDC) control law. First, 
LMI stability conditions for the considered class of 
systems without external disturbances are proposed. 
Then, the problem of ∞Η  based controller design is 
treated. Finally, a numerical example is proposed to 
illustrate the efficiency of the proposed approaches.  
Keywords: 
Takagi-Sugeno, descriptors, LMI, non quadratic 
Lyapunov function. 
 
 
1 Introduction 
 
Les modèles flous de type Takagi-Sugeno (T-
S) [1] ont montré leurs intérêts théoriques et 
pratiques puisqu’ils permettent de représenter 
exactement les systèmes non linéaires affines 
en la commande par une transformation en 
secteurs non linéaires [2]. Depuis 
l’introduction des modèles T-S, de nombreux 
travaux basés sur la théorie de Lyapunov 
traitant la stabilité et la stabilisation ont été 
proposés. Par exemple, des conditions de 
stabilité, basées sur une fonction de Lyapunov 
quadratique (QLF), formulées en termes de 
LMI ont été proposées dans [2][3]. Celles-ci 
sont pessimistes puisqu’elles nécessitent la 
recherche d’une matrice commune pour toutes 
les contraintes LMI. Une manière de relâcher 
ces résultats est de considérer un autre type de 
fonction de Lyapunov. Par exemple, les 
conditions de stabilité basées sur la fonction de 
Lyapunov continue par morceaux ont été 
suggérées par [4][5][6]. D’autre part, des 
conditions basées sur la fonction floue de 
Lyapunov (FLF) ont été proposées par 
[5][7][8][9][10]. Notons que, toutes les 
approches précédentes concernent une classe 
des représentations d’états « classiques » des 
systèmes non linéaires. Une classe plus 
générale des systèmes non linéaires, appelés 
systèmes descripteurs, est décrite par des 
systèmes d’équations algébro-différentielles 
[11][12]. Les premières études concernant la 
stabilisation des descripteurs T-S ont été 
proposées ces dernières années [13][14]. Les 
systèmes descripteurs permettent de 
représenter les systèmes singuliers [12]. De 
plus, ils constituent l’écriture naturelle des 
systèmes mécaniques à inertie variable dans le 
temps [15][16]. Des études ont conduit aux 
conditions de stabilité quadratiques pour la 
classe des modèles descripteurs T-S incertains 
[17][18][19][20]. Néanmoins, celles-ci 
demeurent conservatives du fait de l’utilisation 
d’une QLF. Par ailleurs, l’utilisation d’une 
FLF conduit à des conditions difficiles à 
mettre en œuvre du fait de la présence des 
dérivées des fonctions d’appartenances. Afin 
de palier à cet inconvénient, un compromis a 
été proposé par [21]. Cependant, bien que 
simples d’utilisation, ces conditions restent 
toutefois pessimistes puisque la matrice de la 
FLF est partiellement constante. D’autre part, 
afin de réduire le coût de calcul et de relâcher 
les conditions de stabilité des systèmes T-S 
« classiques », une nouvelle approche, basée 
sur une réécriture redondante du système en 
boucle fermée sous la forme d’un descripteur a 
été proposée par [22]. 
Dans cet article, de nouvelles conditions LMI 
pour la stabilisation non quadratique des 
systèmes descripteurs flous sont proposées. 
Celles-ci sont basées sur une réécriture 
redondante de la boucle fermée, l’utilisation 
d’une  loi de commande non-PDC et d’une 
FLF. Enfin, un exemple académique illustre la 
pertinence et l’applicabilité des approches 
proposées 
 
2 Formulation du problème 
 
Considérons la classe des modèles descripteurs 
T-S avec perturbations externes donnée par : 
 
( )( ) ( )
( )( ) ( ) ( ) ( )( )
1
1
l
k k
k
r
i i i i
i
v z t E x t
h z t A x t B u t W tγ
=
=
=
+ +
∑
∑

 (1) 
 
Où l  et r  représentent respectivement le 
nombre de règles floues à gauche et à droite de 
la représentation d’état (1), ( ) nx t ∈\ , 
( ) mu t ∈\ , ( ) dtγ ∈\  représentent 
respectivement le vecteur d’état, le vecteur 
d’entrée et le vecteur des perturbations 
externes supposées bornées. ( ) fz t ∈\  est le 
vecteur des prémisses, ( )( )kv z t  et ( )( )ih z t  
sont des fonctions d’appartenances positives et 
normalisées satisfaisants les propriétés d’une 
somme convexe :  
( )( )0 1ih z t≤ ≤ , ( )( )
1
1
r
i
i
h z t
=
=∑ , 
( )( )0 1kv z t≤ ≤ , ( )( )
1
1
l
k
k
v z t
=
=∑ . 
 n niA
×∈\ , n miB ×∈\ , d niW ×∈\  sont des 
matrices réelles et n nkE
×∈\  est une matrice 
réelle et, le cas échéant, singulière.  
 
Notations : Soient, pour { }1, ,i r∈ …  et 
{ }1, ,k l∈ … , les fonctions scalaires ( )( )kv z t , 
( )( )ih z t , les matrices de dimensions 
appropriées kL , iG  et ikM . On notera : 
( )( )
1
l
v k k
k
L v z t L
=
= ∑ , ( )( )
1
r
h i i
i
G h z t G
=
= ∑  et 
( )( ) ( )( )
1 1
l r
hv k i ik
k i
M v z t h z t M
= =
= ∑∑ . De plus, 
( )∗  désigne une quantité transposée à 
l’intérieur d’une matrice symétrique. Enfin, de 
manière générale, on notera ( )( )zX X z t=  
une matrice dépendante des variables de 
prémisses ( )z t  et pour laquelle une structure 
« hv » n’est pas encore définie. Dans la suite 
du papier, lorsque cela s’avèrera nécessaire, le 
temps t  sera omis dans les variables pour 
alléger les écritures. 
 
On suppose ici que le système (1) est bien 
défini (« impulse free ») [12], c'est-à-dire que 
( )( ) ( ),deg det v h ht sE A rang E∀ − = . 
   
Afin de stabiliser (1), on considère la loi de 
commande non-PDC suivante : 
 
( ) ( )( ) ( )( ) ( ) ( )11
1 1
r l
j k jk z
j k
u t h z t v z t F X x t
−
= =
= −∑∑
 (2) 
où jkF  et 
1
zX  sont des matrices réelles de 
dimensions appropriées à trouver pour la 
synthèse du contrôleur flou. La structure de 
1
zX  sera définie et justifiée dans la suite (c.f. 
inégalité (14)).  
 
Soit le vecteur d’état augmenté 
( ) ( ) ( ) TT Tx t x t x t⎡ ⎤= ⎣ ⎦ , le modèle descripteur  
T-S avec perturbations externes (1) peut être 
réécrit : 
 
( ) ( ) ( ) ( )hv h hE x t A x t B u t W tγ= + +  (3) 
 
Où  
0
0 0
I
E ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
0
hv
h v
I
A
A E
⎡ ⎤= ⎢ ⎥−⎣ ⎦
, 
0
h
h
B
B
⎡ ⎤= ⎢ ⎥⎣ ⎦
 
et 
0
h
h
W
W
⎡ ⎤= ⎢ ⎥⎣ ⎦
.  
 
De même, (2) peut se réécrire : 
 
( ) ( )hvzu t K x t= −  (4) 
 
avec ( ) 11 0hvz hv zK F X −⎡ ⎤= ⎢ ⎥⎣ ⎦ . 
 
L’écriture d’une boucle fermée sous forme 
redondante consiste à réécrire (4) telle que : 
 
( ) ( ) ( )0 hvzu t u t K x t= +  (5) 
 
avec 0 m m×∈\  une matrice nulle ; et de 
considérer un vecteur d’état étendu 
( ) ( ) ( ) TT Tx t x t u t⎡ ⎤= ⎣ ⎦ . La dynamique de la 
boucle fermée peut alors être exprimée sous sa 
forme redondante par : 
 
( ) ( ) ( )hEx t Ax t W tγ= +     (6) 
 
avec 
0
0 0
E
E
⎡ ⎤= ⎢ ⎥⎣ ⎦
 , hv h
hvz
A B
A
K I
⎡ ⎤= ⎢ ⎥⎣ ⎦
 , 
0
h
h
W
W
⎡ ⎤= ⎢ ⎥⎣ ⎦
   
 
On constate alors que, s’il peut-être établi que 
(6) est stable, ( )x t  et ( )u t  convergent vers 0  
et (1) est stabilisé par (2). 
 
3 Conditions de stabilité LMI 
 
Dans cette partie, nous considérerons le 
problème de stabilité non perturbé, c’est-à-dire 
( ) 0tγ = . Le théorème suivant résume les 
résultats. 
 
Théorème 1 : Soient ( ) { }, 1,..., 1z t rμ∀ ∈ − , 
{ } ( )( ) ( )( )1,..., 1 , ,l h z t v z tμ μ ε εε λ ϖ∈ − ≥ ≥  . 
Le système descripteur T-S (1) non perturbé 
( ( ) 0tγ = ) est globalement asymptotiquement 
stable via la loi de commande non-PDC (2), 
s’il existe les matrices 1 1 0Tjk jkX X= > , 4ijX , 
5
ijX , 
6
ijX , 
7
jkX , 
8
jkX , 
9
jkX  et jkF  tels que, 
{ }, 1,...,i j r∀ ∈ , 1,...,k l∀ = , { }1,..., 1lε∀ ∈ − , 
{ }1,..., 1rμ∀ ∈ − : 
 
0ijkΨ < , 1 1 0i ilX Xε − ≥  et 1 1 0k rkX Xμ − ≥  (7) 
 
avec 
( ) ( )
( )
4 4
11
5 1
224 7
6 7 9 9
32
T
ij ij
T
ij i jk
ijk
k ij i jk
T T
ij jk jk jk jk
X X
X A X
E X B X
X S X X X
⎡ ⎤+ +Ω ∗ ∗⎢ ⎥⎛ ⎞+ −⎢ ⎥⎜ ⎟ Ω ∗Ψ = ⎢ ⎥⎜ ⎟+⎢ ⎥⎝ ⎠⎢ ⎥+ + Ω +⎣ ⎦
 , 
( )( ) ( )( )1 11 1 1 111
1 1
l r
j jl k rkz X X z X Xε ε μ μ
ε μ
ϖ λ− −
= =
Ω = − − + −∑ ∑
5 5 8 8
22
T T T T
ij k k ij jk i i jkX E E X X B B XΩ = − − + +  
et 6 9 832 T T T Tij k jk i jkX E X B XΩ = − + + . 
 
Preuve : Soit la FLF candidate : 
 
( )( ) ( ) ( )1T zV x t x t EX x t−=     (8) 
 
où 
1 2 3
4 5 6
7 8 9
z z z
z z z z
z z z
X X X
X X X X
X X X
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
 est une matrice non 
singulière et : 
 
1 0Tz zEX X E
− −= >   (9) 
(9) implique 1 1 0Tz zX X= >  et 2 3 0z zX X= = .  
 
Le système en boucle fermée (6) est stable si : 
 
( ) 1 1 1 0T T Tz z zV x x EX x x EX x x EX x− − −= + + <           
 (10) 
C'est-à-dire si : 
 
1 1 0T Tz z zA X X A EX
− − −+ + <     (11) 
 
Notons que, de part la structure 
d’interconnexion de 1zX  définie ci-dessous, 
1
zEX
−   est symétrique . 
 
A partir de (9), en multipliant (11) à gauche et 
à droite respectivement par TzX  et zX  on 
obtient : 
 
1 0T Tz z z z zX A AX EX X X
−+ + <     (12) 
 
Soit: 
{ } { }
{ } { }
{ } { }
1
1 1
1
0
0
z z
z z z z
z z z z
d dX X I
dt dt
d dX X X X
dt dt
d dX X X X
dt dt
−
− −
−
= =
⇔ + =
⇔ = −
 
 
(12) devient : 
 
0T Tz z zX A AX EX+ − <     (13) 
 
C’est-à-dire, après développement : 
 
( ) ( )
( )
4 4 1
5
5 1
5 8
4 7
8
96 9
6 8 97
0
T
z z z
T T
z vT
z h z T T
v z z h
v z h z
h z
T TT T
z hz hv z
T T
z v z zz
X X X
X E
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E X X B
E X B X
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X BX S X
X E X XX
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
 (14) 
On choisi ( ) ( )1 1 1
1 1
r l
z hv j k jk
j k
X X h z v z X
= =
= =∑∑ , 
( ) ( )4 4 4
1 1
r r
z hh i j ij
i j
X X h z h z X
= =
= =∑∑ , 
( ) ( )5 5 5
1 1
r r
z hh i j ij
i j
X X h z h z X
= =
= =∑∑ , 
( ) ( )6 6 6
1 1
r r
z hh i j ij
i j
X X h z h z X
= =
= =∑∑ , 
( ) ( )7 7 7
1 1
r l
z hv j k jk
j k
X X h z v z X
= =
= =∑∑ , 
( ) ( )8 8 8
1 1
r l
z hv j k jk
j k
X X h z v z X
= =
= =∑∑ ,  
et ( ) ( )9 9 9
1 1
r l
z hv j k jk
j k
X X h z v z X
= =
= =∑∑ . 
 
Dans ce cas, en tenant compte de la propriété 
de sommes convexes ( ) ( )1
1
r
rh z h zμ
μ
−
=
= −∑   et 
( ) ( )1
1
l
lv z v zε
ε
−
=
= −∑  , on peut alors écrire : 
 
( )
( )
1 1 1
1 1 1 1
1
1 1
1
1
1 1 1 1
1
r l r l
hv j k jk j k jk
j k j k
l
j jlr l
j k r
j k
k rk
X h v X h v X
v X X
h v
h X X
ε ε
ε
μ μ
μ
= = = =
−
=
−= =
=
= +
⎧ ⎫− +⎪ ⎪⎪ ⎪= ⎨ ⎬⎪ ⎪−⎪ ⎪⎩ ⎭
∑∑ ∑∑
∑
∑∑ ∑
 


 (15) 
 
Soient, pour 1,..., 1j r= − , ( )j jh z λ≥  et pour 
1,..., 1k l= − , ( )k kv z ϖ≥ ,  on peut écrire : 
 
( )
( )
1
1 1
11
1
1 1 1 1
1
l
j jlr l
hv j k r
j k
k rk
X X
X h v
X X
ε ε
ε
μ μ
μ
ϖ
λ
−
=
−= =
=
⎧ ⎫− +⎪ ⎪⎪ ⎪− ≤ − ⎨ ⎬⎪ ⎪−⎪ ⎪⎩ ⎭
∑∑∑ ∑
  (16) 
 
Notons que, de manière évidente, les bornes 
inférieures des dérivées des fonctions 
d’appartenances sont négatives. De ce fait, les 
conditions 1 1 0j jlX Xε − ≥  et 1 1 0k rkX Xμ − ≥  pour 
tout , , ,j k ε μ  sont requises. Ainsi, en 
considérant (14) et (16), on 
obtient ( ) ( ) ( )
1 1 1
0
r r l
i j k ijk
i j k
h z h z v z
= = =
Ψ <∑∑∑  
avec ijkΨ  définie dans (7). ■ 
 
Remarque 1: L’utilisation d’une écriture 
redondante de la boucle fermée (6) permet 
l’obtention de conditions LMI ayant une 
structure d’interconnexion en double somme 
alors que l’écriture « classique » [17-20] 
conduit à une structure en triple somme. Cette 
particularité permet donc de réduire 
considérablement le nombre de LMIs à vérifier 
et par conséquent diminue le coût de calcul. 
 
Remarque 2: Pour 1,...,j r= , 1,...,k l= , toutes 
les fonctions d’appartenances ( )ih z  et ( )kv z  
doivent être de classe 1C . Ce point est 
évidemment vérifié lorsqu’un découpage en 
secteur non linéaire est utilisé pour obtenir le 
modèle T-S à commander. 
 
4 Synthèse H∞ 
 
Les conditions de stabilité données dans le 
théorème précédent ne tiennent pas compte des 
perturbations externes. Dans cette section, une 
approche basée sur le critère ∞Η  est proposée. 
Afin d’atténuer l’effet des perturbations 
externes ( ( ) 0tγ ≠ ), on considère la contrainte 
∞Η  donnée par: 
 
( ) ( ) ( ) ( )
0 0
2 0
f ft t
T T
t t
x t Qx t t tμ γ γ− ≤∫ ∫     (17) 
 
Où 0t  et ft  désignent respectivement le temps 
initial et le temps final, 
0 0
0 0 0 0
0 0 0
Q
Q
⎡ ⎤⎢ ⎥= >⎢ ⎥⎢ ⎥⎣ ⎦
 , 
Q  est une matrice de pondération et 0μ >  
désigne le taux d’atténuation. 
 
Théorème 2 : Soient ( ) { }, 1,..., 1z t rμ∀ ∈ − , 
{ } ( )( ) ( )( )1,..., 1 , ,l h z t v z tμ μ ε εε λ ϖ∈ − ≥ ≥  . 
S’il existe les matrices 1 1 0Tjk jkX X= > , 4ijX , 
5
ijX , 
6
ijX , 
7
jkX , 
8
jkX , 
9
jkX , jkF  ainsi que le 
scalaire positif 2η μ=  tels que  
{ }, 1,...,i j r∀ ∈ , 1,...,k l∀ = , { }1,..., 1lε∀ ∈ − , 
{ }1,..., 1rμ∀ ∈ − : 
 
( )
1 10 0 0 0
0 0 0
ijk
jk
T
i
X Q
W Iη
−
Ψ ∗⎡ ⎤⎢ ⎥− <⎢ ⎥⎢ ⎥−⎣ ⎦
 
1 1 0i ilX Xε − ≥  et 1 1 0k rkX Xμ − ≥  (18) 
avec ijkΨ  définie dans (7). 
 
Alors, le système descripteur T-S (1) est stable 
en boucle fermée via la loi de commande non-
PDC (2) au regard de la performance H∞   (17) 
garantissant un taux d’atténuation 0μ >  des 
perturbations externes. 
 
Preuve : Le descripteur T-S incertain et 
perturbé en boucle fermée (6), est stable sous 
la performance ∞Η  (17), si : 
 
( ) ( ) ( )2 0T TV x x Qx t tμ γ γ+ − <      (19) 
 
C’est-à-dire si : 
 
( )11
1 2
*
0
T
T T
h z
xx Q
W X I γγ μ−
⎡ ⎤⎡ ⎤ Ξ + ⎡ ⎤ <⎢ ⎥⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦ ⎣ ⎦
 
   (20) 
 
Où 1 111
T T
z z zA X X A EX
− − −Ξ = + +     (voir 
équation (11)). 
 
En multipliant à gauche et à droite par 
T
zdiag X I⎡ ⎤⎣ ⎦  et [ ]zdiag X I , (20) se 
réécrit : 
 
( )11
2
*
0
T T
z z z z
T
h
X X X QX
W Iμ
⎡ ⎤Ξ + <⎢ ⎥−⎣ ⎦

  (21) 
Soit le changement de variable 2η μ= , en 
suivant le même chemin que pour la preuve du 
théorème 1 et en appliquant le complément de 
Schur [23], on obtient directement les 
conditions données par le théorème 2. ■ 
 
Remarque3 : Les conditions présentées aux 
théorèmes 1 et 2 considèrent une structure 
d’interconnexion de la matrice de Lyapunov 
en triple somme z vhhX X= . Cette formulation 
nécessite la connaissance des valeurs 
minimales des dérivées des fonctions 
d’appartenances ( )( )ih z t  et ( )( )kv z t . Une 
manière de réduire le nombre de paramètres 
nécessaires à priori peut-être obtenu en 
choisissant : 
 1 1 1
1
l
z v k k
k
X X v X
=
= =∑ , 4 4 4
1
r
z h i i
i
X X h X
=
= =∑ , 
5 5 5
1
r
z h i i
i
X X h X
=
= =∑ , 6 6 6
1
r
z h i i
i
X X h X
=
= =∑  ; 
7 7 7
1
l
z v k k
k
X X v X
=
= =∑ , 8 8 8
1
l
z v k k
k
X X v X
=
= =∑  et 
9 9 9
1
l
z v k k
k
X X v X
=
= =∑ .  
Notons que ce compromis a peu d’effet sur le 
conservatisme des conditions LMI. Par 
ailleurs, un autre compromis a été proposé par 
[21] dans le cadre de la stabilisation des 
descripteurs T-S pour lequel les dérivées des 
fonctions d’appartenance ne sont pas requises. 
Appliquées aux conditions redondantes 
proposées dans cet article, cela conduit à 
choisir  1X  constant dans le théorème 
précédant au détriment de conservatisme des 
conditions. 
 
5 Exemple de simulation  
 
Soit le système descripteur non linéaire décrit 
par : 
( )( ) ( ) ( )( ) ( )( ) ( )
A x t x t
E x t x t
Bu t W tγ
⎧ ⎫+⎪ ⎪= ⎨ ⎬+⎪ ⎪⎩ ⎭
  (22) 
 
où ( ) ( )( )
1
2
T
T
x t
x t
x t
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
, 
1
B
a
⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
1
0
T
C ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
0
1
W ⎡ ⎤= ⎢ ⎥⎣ ⎦ , ( )( )
( )( )11.5 sin 0
0 1
x t
E x t
⎡ ⎤− += ⎢ ⎥−⎢ ⎥⎣ ⎦
, 
( )( )
( )( )
( )( )
( )
1
2
2
1 cos
sin
x t
A x t x t
b
x t
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
,  
a  et b  deux paramètres. 
 
Un représentant T-S exact peut être associé au 
système non linéaire (22) en utilisant 
l’approche par secteur non linéaire [2]. 
( )( )E x t  contient un terme non linéaire 
conduisant à 2l =  et ( )( )A x t  contient deux 
termes non linéaires conduisant à 4r = . Le 
découpage de ces termes non linéaires 
s’effectue de la manière suivante : 
 
( ) ( ) ( ) ( ) ( )1 11 1 sin sin 1sin 1 12 2
x x
x
− += − +  (23) 
( ) ( ) ( ) ( ) ( )1 11
10 11
1 cos cos 1
cos 1 1
2 2
w w
x x
x
− += − +
	
 	

 (24) 
( )
( )
( ) ( )
( )
( ) ( )
2 2
2 2 2
2
20 21
sin sin
1
sin
1
1 1
w w
x x
x x x
x
δ
δδ δ
− −
= +− −	
 	

 (25) 
 
Où 0,2172δ = − , est la valeur minimale de la 
fonction non linéaire ( )2
2
sin x
x
. 
En considérant (23), (24) et (25), le modèle 
descripteur T-S pour (22) est donné par : 
 
( )( ) ( )
( )( ) ( ) ( ) ( )
2
1
4
1
k k
k
i i
i
v z t E x t
h z t A x t Bu t W tγ
=
=
=
+ +
∑
∑

 (26) 
 
avec 1
2.5 0
0 1
E
−⎡ ⎤= ⎢ ⎥−⎣ ⎦ , 2
0.5 0
0 1
E
−⎡ ⎤= ⎢ ⎥−⎣ ⎦ , 
1
1 1
A
b δ
−⎡ ⎤= ⎢ ⎥⎣ ⎦ , 2
1 1
1
A
b
−⎡ ⎤= ⎢ ⎥⎣ ⎦ , 3
1 1
A
b δ
⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
4
1 1
1
A
b
⎡ ⎤= ⎢ ⎥⎣ ⎦ , ( )( )1 10 20h z t w w= ,  
( )( )2 10 21h z t w w= , ( )( )3 11 20h z t w w= ,  
( )( )4 11 21h z t w w= , ( )( ) ( )11 1 sin2
x
v z t
−= ,  
et ( )( ) ( )12 sin 12
x
v z t
+= . 
 
Une méthode permettant le calcul exact des 
bornes de ( )( )v z t  et ( )( )h z t  a été proposée 
dans [5]. La Figure 1 montre les domaines de 
solutions, sur l’intervalle ( ),a b  ∈  
[ ] [ ]20 5 20 5− × − . Elle représente les 
résultats issus de la résolution du théorème 1 
(pour 3.5εϖ = − , 5μλ = − ) et  ceux donnés par 
les conditions proposées dans [21].  
-20 -15 -10 -5 0 5
-20
-15
-10
-5
0
5
a
b
 
Figure 1 – Domaines de solutions : «o» 
théorème 1, «*» [21]. 
 
Notons que pour 0a b= = , aucune solution 
n’est envisageable par l’approche proposée 
dans [21]. La résolution des conditions de 
stabilité données par le théorème 1 permet de 
synthétiser un correcteur flou assurant la 
stabilisation de (22). La Figure 2 illustre la 
convergence du vecteur d’état et l’évolution du  
signal de commande pour ( ) [ ]0 0.5 1 Tx = . 
Le Tableau 1, montre les valeurs du taux 
d’atténuation 2η μ=  calculées pour 0a = , 
[ ]0 4b∈ , [ ]1 1Q diag= . Les résultats sont 
comparés pour les conditions du théorème 2 en 
choisissant 1hhvX  ou 
1
hvX  et pour les conditions 
issues de [21]. Aux vues des taux d’atténuation 
obtenus, on constate que les meilleurs résultats 
sont ceux issus du théorème 2. 
 
Figure 2 – Résultat de simulation (théorème1) 
 
Tableau 1 – Performances ∞Η   
b 0 1 2 3 4 μ
Th.2, 1hhvX  
0.32 0.3 0.27 0.23 0.19 
μ
Th 2, rem3 
1
hvX  
0.65 0.54 0.39 0.29 0.23 
μ
[21] X 4.7 2.96 2.92 2.97 
 
6 Conclusion 
 
Dans ce papier, de nouvelles conditions de 
stabilité moins pessimistes pour une classe 
plus générale des modèles non linéaires T-S 
ont été proposées. Celles-ci sont basées sur 
une FLF et une loi de commande non-PDC. La 
résolution d’un nombre important de 
contraintes LMI s’avère difficile à l’aide des 
solveurs et des ordinateurs actuels. Ainsi, afin 
de remédier à ce problème, l’approche floue 
proposée tient compte de l’avantage de la 
redondance dont l’effet est de réduire le 
nombre de conditions LMI à résoudre, ce qui 
conduit à une diminution du coût de calcul. Un 
exemple numérique a été proposé pour 
montrer la pertinence des approches proposées 
par rapport à celles existantes dans la 
littérature. 
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