We consider the problem of generating symmetric pseudo-random sign ( + − 1) matrices based on the similarity of their spectra to Wigner's semicircular law. We introduce rindependent pseudo-Wigner ensembles and prove closeness of their spectra to the semicircular density in Kolmogorov distance. We give an explicit construction of a family of N × N pseudo-Wigner ensembles using dual BCH codes and show that the Kolmogorov complexity of the obtained matrices is of the order of log(N ) bits for a fixed Kolmogorov distance precision. Finally, we provide numerical simulations verifying our theoretical results.
I. INTRODUCTION
Random matrices have been a very active area of research for the last few decades and have found enormous applications in various areas of modern mathematics, physics, engineering, biological modeling, and other fields [1] . In this article, we focus on square symmetric matrices with + − 1 entries, referred to as square symmetric sign matrices. For such matrices, Wigner [2] demonstrated that if the elements of the upper triangle of an N × N square symmetric matrix are independent Rademacher ( + − 1 with equal probabilities) random variables, then as N grows, a properly scaled empirical spectral distribution converges to the semi-circle law in expectation.
In many engineering applications, one needs to simulating random matrices. The most natural way to generate an instance of a random N × N sign matrix is to toss a fair coin N (N +1) 2 times, fill the upper triangular part of a matrix with the outcomes and reflect the upper triangular part into the lower. Unfortunately, for large N such approach would require a powerful source of randomness due to the independence condition [3] . In addition, when the data is generated by a truly random source, atypical non-random looking outcomes have non-zero probability of showing up. Yet another issue is that any experiment involving tossing a coin would be impossible to reproduce. All these questions stimulated researchers and engineers to seek for different approaches of generating random-looking data, especially for applications in cryptography, digital signal processing, navigation systems, scrambling, coding theory, etc. [4] .
The word pseudo-random is used to emphasize that the binary data at hand is indeed generated by an entirely deterministic causal process with low algorithmic complexity, but its statistical properties resemble some of the properties of data generated by tossing a fair coin. Most efforts were focused on one dimensional pseudo-randomness [4, 5] due to their natural applications and to the relative simplicity of their analytical treatment. One of the most popular methods of generating pseudo-random sequences is due to Golomb [5] and is based on linear feedback shift registers capable of generating pseudo-random sequences of very low algorithmic complexity. The study of pseudo-random arrays and matrices was launched around the same time [6] [7] [8] [9] . Among the known two dimensional pseudo-random constructions the most popular are the so-called perfect maps [6, 10, 11] , and two dimensional cyclic codes [8, 9] . However, none of these works considered spectral properties as the defining statistical features for their constructions, or studied spectral properties of the proposed models.
There exist various approaches to quantify the algorithmic power needed to generate an individual piece of binary data, also known as algorithmic complexity [12] [13] [14] . It can be intuitively thought of as a measure of amount of randomness stored in that piece of data. Below we stick to the concept of Kolmogorov complexity [15, 16] . Let D be a string of binary data of length n, then its Kolmogorov complexity is the length of the shortest binary Turing machine code that can produce D and halt. If D has no computable regularity it cannot be encoded by a program shorter than its original length n (here and below the Kolmogorov complexity is given up to an additive constant), meaning that its consecutive bits are unpredictable given the preceding ones and it may be considered as truly random [13, 17] . A string with a regular pattern, on the other hand, can be computed by a program much shorter than the string itself, thus having a much smaller Kolmogorov complexity. By convention, a comparison of Kolmogorov complexities of various strings of the same length is usually done by conditioning on the length and, thus, assuming the length to be already known to the machine without specifying it as an input [18] . For example, the conditional Kolmogorov complexity of a Golomb sequence of length n is at most 2log 2 n bits [5] , which is relatively small, since using a simple combinatorial argument one can show that at most n 2 n fraction of the strings of length n have conditional Kolmogorov complexity less than log 2 n bits.
Specific pseudo-random sequence and array constructions usually start with a set of properties mimicking truly random data, and attempt to come up with deterministic ways of reproducing these properties. Following this approach, given a precision parameter ε ⩾ 1 log 2 N , we propose an explicit 2017 IEEE International Symposium on Information Theory (ISIT) 978-1-5090-4096-4/17/$31.00 ©2017 IEEE construction of scaled N × N symmetric sign matrices with high probability possessing spectra within ε-vicinity (in Kolmogorov distance) of the semicircular law and having conditional Kolmogorov complexity proportional to 1 ε log 2 N bits. The main contributions of this paper are as follows. First, we introduce a concept of r-independent pseudo-Wigner matrices and prove closeness of their spectra to the semicircular law. Second, we give an explicit deterministic construction of such matrices which may replace random matrices generators in engineering applications. Third, using this construction we upper bound the amount of randomness needed to obtain Wigner's semicircular property, and show that it is surprisingly low.
The outline of this paper is given next. We start with setting the notation and discussing a number of auxiliary results. We then define r-independent pseudo-Wigner ensembles, and analyze their spectral properties. In Section IV we provide an explicit construction of such matrices and then analyze the Kolmogorov complexity of the semicircular law in Section V. We conclude with numerical experiments.
II. NOTATION
For a real x, ⌈x⌉ stands for the smallest integer not less than x. For a real random variable X, we denote by
when it exists. We denote by S N the set of all symmetric N × N matrices with entries ± 1 2 √ N . The Wigner ensemble W N is defined as the set S N endowed with the uniform probability measure.
Let C be an [n, k, d] binary linear code of length n, dimension k and minimum Hamming distance d over the binary field GF (2) . We say that two words u (2) . The dual code C ⊥ of C is a linear code of length n and dimension k ⊥ = n−k, whose codewords are orthogonal to all the codewords of C. Let also
III. PSEUDO-WIGNER ENSEMBLES
For any symmetric matrix
where θ(x) is the unit step function at zero. The l-th moment of A N is given by
Let F sc be the c.d.f. of the standard semicircular law,
The moments of this distribution read as [2] 
A. Pseudo-Wigner Ensemble
Let us now introduce an ensemble of matrices matching the behavior of Wigner's matrices up to a certain moment. Later we will show that if the number of matching moments grows logarithmically with the matrix size N , the empirical spectrum converges to the semicircular law with high probability.
be a sequence of binary random variables. We say that x is r-independent if any r of its elements X i1 , . . . , X ir are statistically independent,
for any i 1 ≠ ⋅ ⋅ ⋅ ≠ i r in the range [1, N] and b i ∈ {0, 1}.
Definition 2 (r-independent Pseudo-Wigner Ensemble of order N ). Let a subset A r N ⊂ S N be endowed with the uniform measure. We say that it is an r-independent pseudo-Wigner Ensemble of order N if the elements of the upper triangular (including the main diagonal) parts of its matrices form an r-independent sequence w.r.t. (with respect to) the measure induced on them by A r N . Below, whenever a probability over A r N is considered, it is always implied to be w.r.t. to the uniform measure as in Definition 2. When the order r is clear from the context, we suppress it and write A N . Also denote by
the expected moments over an ensemble A N . The next result justifies the title "pseudo-Wigner" in the above definition.
Lemma 1. Let γ ∈ N and A N be chosen uniformly from A 2γr N with r ⩾ l, then for the expected moments we have
as N → ∞. In addition, the first p = 1, . . . , 2γ moments of the random variable N (β l (A N ) − β l,N ) converge to the moments of the normal law,
Proof. The proof follows that of Main Theorem from [19] and is based on counting paths of lengths up to 2γl. For the complete argument consult [20] .
Our next goal is to control the deviations of the spectra of matrices A N ∈ A N from the semicircular law. Theorem 1. Let q < e, then for r ⩽ q log 2 N and any α ∈ ( q e , 1) there exists N 0 such that for any N ⩾ N 0 , with probability at
Proof. The proof uses Chebyshev inequality to obtain high probability bounds on the deviations of moments of empirical distributions. These bounds are then plugged into smoothing inequalities based on finite polynomial expansions of the characteristic functions to get the desired bound (Lemma 7.4.2 from [21] ). The details can be found in [20] .
IV. AN EXPLICIT CONSTRUCTION OF PSEUDO-WIGNER MATRICES FROM BCH CODES
For m ∈ N, a primitive narrow-sense binary BCH code C δ m of length n = 2 m − 1 and designed minimum distance δ ⩾ 3 is a cyclic linear code generated by the lowest degree binary polynomial having roots α, α 2 , . . . , α δ−2 , where α is a primitive element of GF (2 m ). 
Note that the dimension 2 m − 1 − mt is exactly characterized when the designed distance is small. Under the same assumptions as in Lemma 2, the dual BCH code has dimension k ⊥ = mt [22] , and is also a cyclic code.
Lemma 3 (Lemma 3.2 from [23]
). If a code C has minimum distance d, then its dual code C ⊥ is (d − 1)-independent (see Definition 2) w.r.t. to the uniform measure over its codewords.
For N ∈ N, let m ∈ N satisfy
As before, denote n = 2 m − 1. Fix δ small enough (Lemma 2) and construct a BCH code C δ m , whose parameters would be [n, n − (δ−1)m 
By Lemma 2, the dimension of the dual code is 
Proof. This follows directly from Theorem 1 by setting q = 1 and α = 2 5 . V. THE KOLMOGOROV COMPLEXITY OF THE SEMICIRCULAR LAW
The standard computer scientific approach to quantify the amount of randomness contained in a piece of data D, or its algorithmic compressibility, is based on calculating the length of a minimal program creating that data on a universal Turing machine. The length of the obtained binary code is called the Kolmogorov complexity of the object and we denote it by KC(D). A comparison of Kolmogorov complexities of various objects of the same size is usually done by conditioning on that size KC(D|size), or in other words by assuming that it is already known to the machine [18] .
The notion of Kolmogorov complexity is naturally defined for specific instances of data. Our goal is to generalize and extend this concept to classes of objects sharing a specific property or, in other words, to sets of objects. As an example, let us consider the following property
which is the set of symmetric 1 2 √ N -scaled sign matrices of order N having spectra at most ε far from the semicircular law in Kolmogorov metric. A naturally arising question can be formulated as: What is the smallest Kolmogorov complexity of a matrix from this set? This is the length of the shortest binary program needed to construct an object of a specific size possessing the necessary property. We suggest to take this quantity as the measure of randomness, or complexity, of the property. Motivated by this intuition, we suggest the following formal definition 
The conditional Kolmogorov complexity is defined analogously. Next we investigate the Kolmogorov complexity of the semicircular property. 
where c does not depend on N or ε.
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Algorithm 1: Pseudo-Wigner Matrix
Initialization : read f , v and δ into memory; 1: construct f (x) = ∑ j f j x j , v(x) = ∑ j v j x j , 2: build a splitting field F of x 2 m −1 − 1, which is also a splitting field for f (x); 3: let α ∈ F be any roof of f (x), f(α) = 0; 4: for j = 2∶ δ − 2 do 5:
11: take the codeword c, whose polynomial representation is v(x)h(x) and build B N as described in Section IV;
A matrix sampled uniformly from B ⌈ 2 ε ⌉ N provides an explicit construction with probability at least 1 − 1 εN 6/5 .
Proof. Theorem 1 guarantees that if the parameters of a pseudo-Wigner ensemble are chosen appropriately as functions of ε, at least one of the matrices from that ensemble must lie in the set P(N, ε). We will use this observation to obtain the desired bound on the Kolmogorov complexity of the property P(N, ε). Our goal is, thus, to build a dual BCH code with the minimum designed distance of the original code δ = δ(ε), construct a pseudo-Wigner ensemble of N × N matrices based on it, and specify one matrix from it. Table Algorithm 1 contains the pseudo-code implementing the described algorithm. Note that the constructed matrix belongs to a δ − 1 independent pseudo-Wigner ensemble and Theorem 1, therefore, bounds the discrepancy of the empirical and limiting c.d.f.-s with high probability.
The upper bound on the Kolmogorov complexity is obtained by bounding the length of the algorithm's description. Note that the description of the Initialization step in Algorithm 1 requires at most
bits to define polynomials f (x) and v(x) (represented by binary coefficient vectors f and v) [18] . At this stage, the algorithm copies the values of f and v into the memory and the remaining code accesses them by their addresses, therefore, the description of steps 1 − 11 have constant complexity not depending on m or δ. Overall, we obtain the following upper bound on the Kolmogorov complexity where c does not depend on m or δ. Theorem 1 implies that the relation between the precision and the designed minimum distance is δ ∼ 2 ε , which together with (11) yields (16) . Now set r = ⌈ 1 ε ⌉ and invoke Theorem 1 with α = 2 5 to construct the necessary pseudo-Wigner ensemble and obtain the desired statement.
Proposition 2 demonstrates that the Kolmogorov complexity of property P(N, ε) for moderate values of ε is proportional to 1 ε log 2 N and is relatively small.
VI. NUMERICAL SIMULATIONS
To demonstrate the power of the above construction, we chose m = 18, N = 700 and constructed an ensemble B 2 N as described in Section IV. In this case d = 3 and the code C was built by choosing a primitive polynomial of order m and using it as a linear feedback shift register to generate a Golomb sequences [5] , which is then cyclically shifted to get the entire code. In our simulation we picked f (x) = x 18 +x 7 +1. The upper triangular parts of the matrices were filled by the codewords row by row. Figure 1 shows the empirical spectra of 25 matrices B N ∈ B 2 N , their average spectrum and compare them to the semicircular law.
VII. CONCLUSIONS
In this article we consider the problem of defining and generating ensembles of pseudo-random matrices based on the similarity of their spectra to the semicircular density. We introduce r-independent pseudo-Wigner ensembles and prove their closeness to the semicircular law. We give an explicit construction of such ensembles using the dual BCH codes and demonstrate its efficiency numerically.
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