Abstract. We show existence of constant mean curvature 1 surfaces in both hyperbolic 3-space and de Sitter 3-space with two complete embedded ends and any positive genus up to genus twenty. We also find another such family of surfaces in de Sitter 3-space, but with a different non-embedded end behavior.
Introduction
This paper extends the result in [RS] by K. Sato and the second author, and also the result in [F2] by the first author.
In [RS] , it was shown that, although the only complete connected finite-totalcurvature minimal immersions in R 3 with two embedded ends are catenoids (Schoen [S] ), there do exist complete connected immersed constant mean curvature (CMC) 1 surfaces with two ends in hyperbolic 3-space H 3 that are not surfaces of revolution, although such non-rotational surfaces in H 3 cannot be embedded (Levitt and Rosenberg [LR] ). The examples found in [RS] are of genus one, but there exist examples of genus zero as well, called warped catenoid cousins, which we comment on later in this introduction. This comparison is of interest, because minimal surfaces in R 3 and CMC 1 surfaces in H 3 are Lawson correspondents, and therefore have a very close relationship [B] , [UY1] , [UY2] , [RUY1] .
In [F2] , analogous spacelike surfaces in de Sitter 3-space S 3 1 were shown to exist. Likewise, in this non-Riemannian situation, there is a similar close relationship between spacelike maximal surfaces in Minkowski 3-space R 3 1 and spacelike CMC 1 surfaces in S 3 1 . The interest in these surfaces stems largely from the nature of their singular sets.
There is a well-known classical Weierstrass representation for minimal surfaces in R 3 , and a very similar Weierstrass type representation for maximal surfaces in R 3 1 ( [K] , [UY4] for example). Because of the relationships described above, we have again Weierstrass type representations for CMC 1 surfaces in H 3 ( [B] , [UY1] for example) and for CMC 1 surfaces in S 3 1 ( [AA] , [F1] , [FRUYY] ). These representations are used here, for H 3 and S 3 1 , in Equations (1.2) and (1.3). Furthermore, because of all of these relationships, the Osserman inequality for minimal surfaces in R 3 has analogs for maximal surfaces in R [FRUYY] ). The examples found in [RS] and [F2] were only of genus 1, and the purpose in this article is to show:
(1) the method of [RS] can be extended to give examples of any positive genus up to genus twenty, and probably any even higher genus as well, without requiring a multi-dimensional period problem (showing that a simplification of a comment made in the introduction of [RS] is possible), and (2) in light of recent work on CMC 1 surfaces with singularities in S 3 1 , the same method will give CMC 1 surfaces of any genus (at least up to genus twenty) and two embedded ends in S 3 1 , and (3) although the CMC 1 surfaces in H 3 and S 3 1 have a similar mathematical construction, the behavior of the ends of the surfaces in S 3 1 is more complicated to analyze, related to the fact that the group SU(1, 1) used in the S 3 1 case is not compact (although SU(2), used in H 3 , is). To demonstrate this, we find a family of surfaces in S 3 1 with hyperbolic ends (the term "hyperbolic ends" was defined in [F1] and [FRUYY] ).
CMC 1 surfaces with certain kinds of singularities in S 3 1 were called CMC 1 faces in [F1] and [FRUYY] . Regarding the third point above, in [F1] and [FRUYY] it was shown that ends of CMC 1 faces in S 3 1 come in three types: elliptic, hyperbolic and parabolic. However, ends of CMC 1 surfaces in H 3 will always be elliptic. Because of this, in the S 3 1 case an extra argument is needed to demonstrate the numerical result just below, and we give that argument at the end of this paper. Our main result is this:
Numerical result: There exists a one-parameter family of CMC 1 genus k complete properly immersed surfaces in H 3 with two embedded ends, for any positive integer k ≤ 20. Likewise, again for any positive integer k ≤ 20, there exist two one-parameter families of genus k CMC 1 faces in S 3 1 , one with two complete embedded elliptic ends, and one with two weakly complete (in the sense of [FRUYY] ) hyperbolic ends.
We expect the result is true for many integers k ≥ 21 as well, if not all integers k ≥ 21.
Note that the surfaces in H 3 and the first family of surfaces in S 3 1 have the nice property that they are embedded outside of a compact set.
Here we are interested in the case that k is positive, but there do exist CMC 1 surfaces with genus 0 and embedded ends that are not surfaces of revolution. In the H 3 case, they can be found in [UY1] (Theorem 6.2) and [RUY2] (where they are called warped catenoid cousins), and those surfaces in H 3 imply the existence of corresponding non-rotational examples in S 3 1 by Theorem 5.6 in [F1] . The surfaces in the above numerical result are not known to exist by any rigorous mathematical method, so, like in [RS] and [F2] , we rely on numerics at one step to show this result. In particular, we show numerically that a certain continuous function from the real line to the real line is positive at one point and negative at another, thus implying by the intermediate value theorem that it has a zero.
We provide some graphics of higher genus catenoids in H 3 , see Figure 1 . (Because the surfaces in S 3 1 have singularities, making them more difficult to visualize globally, the computer graphics become less helpful in this case, and we do not show such graphics here.)
We conclude this introduction with two related remarks:
(1) Although there do not exist any genus 1 complete connected finite-totalcurvature minimal immersions in R 3 with two embedded ends, there do exist genus 1 maximal surfaces (they can actually be complete maxfaces in the sense of [UY4] ) with two embedded ends in R 3 1 . See Kim-Yang [KY] . (2) If one allows the ends to be non-embedded, there do exist examples of complete connected finite-total-curvature minimal surfaces with two ends and positive genus. See Fujimori-Shoda [FS] for example.
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Figure 1. Half cut-away of higher genus catenoids in H 3 (in the Poincaré ball model), on the left, and central portions of those same surfaces on the right, for k = 1, k = 2, k = 3 and k = 8.
The Weierstrass data
Here we use a more general Weierstrass data than in [RS] and [F2] , allowing the genus to be any positive number.
Take the compact Riemann surface
where k is any positive integer and λ is any real constant such that λ > 1. This M has the structure of a Riemann surface, and z provides a local complex coordinate for M at all but four points. At those four points (0, 0), (∞, ∞), (λ, ∞) and (λ −1 , 0), we can take a local coordinate ζ 0 , ζ ∞ , ζ λ and ζ λ −1 satisfying ζ
By applying the Riemann-Hurwitz relation, we find that this Riemann surface has genus k. Then take
Here (0, 0) and (∞, ∞) will represent the two ends of the surfaces we will construct (surfaces having domain M ). Let M be the universal cover of M .
We now take the Weierstrass data
Here c is any nonzero real constant.
Remark 1.1. Multiplying the hyperbolic Gauss map G by a constant is equivalent to just a rigid motion of the surface, in both H 3 and S 3 1 . So we could have chosen G to be G = w in Equation (1.1), as our goal is to construct surfaces in H 3 and S 3 1 . However, when considering relations with minimal surfaces in R 3 and maximal surface in R 3 1 , the choice of G in (1.1) will prove to be useful, as we will see in Remark 2.4. So here we use the hyperbolic Gauss map G as given in (1.1).
Note that deg(G) = k + 1. Now take a solution
Noting that, with a * =ā t ,
Then f H (resp. f S ) gives a CMC 1 immersion in H 3 (resp. a CMC 1 face in S 3 1 ), since
gives a positive definite metric on M , see [UY3] and Theorem 1.9 of [F1] . Note that the Hopf differential of both f H and f S is written as
Symmetries of the surface
We define w 0 := λ −k/(k+1) ∈ R and Λ := e 2πi/(k+1) .
Then it is easy to see that
(1, Λ j w 0 ) ∈ M for any j = 0, 1, . . . , k.
Consider the symmetries
on M . Then we have the following, which follows from a proof analogous to proofs found in [RS] and [F2] :
Proof. Note that we have the following relations under the symmetries κ j :
It follows that
Because the initial condition F (1, w 0 ) = id satisfies
the lemma follows.
We now consider two loops in M (see Figure 2 ):
Its first portion has z coordinate in {Im(z) < 0} and ends at a point (z, w) where z ∈ R and 0 < z < λ −1 . Its second portion starts at (z, w) and ends at (1, Λw 0 ) and has z coordinate in {Im(z) > 0}. Its third portion starts at (1, Λw 0 ) and ends at (1/z, Λ/(λ 2k/(k+1) w)) and has z coordinate in {Im(z) > 0}. Its fourth and last portion starts at (1/z, Λ/(λ 2k/(k+1) w)) and returns to the base point γ 1 (1) = (1, w 0 ) and has z coordinate in {Im(z) < 0}.
• The loop γ 2 : [0, 1] → M starts at γ 2 (0) = (1, w 0 ). Its first portion has z coordinate in {Im(z) < 0} and ends at a point (z, w) where z ∈ R and z < 0. Its second and last portion starts at (z, w) and returns to γ 2 (1) = (1, w 0 ) and has z coordinate in {Im(z) > 0}. Figure 2 . Projection to the z-plane of the loops γ 1 and γ 2 . (Note that z = 1 is not a branch point of M , and γ 1 starts at one lift of z = 1, and then passes through another lift of z = 1, and then returns to the first lift of z = 1.)
We will also consider the following two paths (not loops) in M (see Figure 3) : Figure 3 . Projection to the z-plane of the curves c 1 and c 2 .
• Let c 1 : [0, 1] → M be a curve starting at c 1 (0) = (1, w 0 ) whose projection to the z-plane is an embedded curve in {Im(z) < 0}, and whose endpoint c 1 (1) has a z coordinate so that z ∈ R and 0 < z < λ −1 .
• Let c 2 (t) : [0, 1] → M be a curve starting at c 2 (0) = (1, w 0 ) whose projection to the z-plane is an embedded curve in {Im(z) < 0}, and whose endpoint c 2 (1) has a z coordinate so that z ∈ R and z < 0.
With F (1, w 0 ) = id, we solve Equation (1.2) along these two paths to find
Let τ j be the deck transformation of M associated to the homotopy class of γ j (j = 1, 2).
Lemma 2.2. We have that F • τ 1 = F Φ 1 and F • τ 2 = F Φ 2 , where
Proof. The loop γ 1 has four portions, as described above. The first portion is represented by the curve c 1 . The second portion is represented by κ 3 •c −1
1 . Using the facts that the third portion starts at the point (1, Λw 0 ) and that κ 2 •κ 1 •κ 3 (1, w 0 ) = (1, Λw 0 ), we have that the third portion is represented by κ 2 • κ 1 • κ 3 • c 1 . The final fourth portion is represented by κ 1 • κ 2 • c −1 1 , which follows from noting that κ 1 (1, w 0 ) = (1, w 0 ), κ 2 (1, w 0 ) = (1, w 0 ) and κ 3 (1, w 0 ) = (1, Λw 0 ). (In particular, we see that (1, w 0 ) is in the fixed point set of κ 1 and κ 2 but not in that of κ 3 .)
Thus we have that
Similarly, we can see that
2 ) • c 2 . We can then apply Lemma 2.1 to get the result.
Using the Bryant type representation (1.3) to make CMC 1 surfaces in H 3 and S 3 1 , the conditions for the resulting surfaces to be well defined on M are that Φ 1 and Φ 2 are in SU(2) and SU(1, 1), respectively, and by symmetry, only the homotopy classes coming from γ 1 and γ 2 need be considered. However, the initial condition F (1, w 0 ) = id will not cause Φ 1 and Φ 2 to lie in SU(2) or SU(1, 1). To remedy this, we will change the initial condition for the solution F so that it has initial condition
in the case the ambient space is H 3 (that is, the SU(2) case), and
in the case the ambient space is S 3 1 (that is, the SU(1, 1) case). Note that with these changes of initial condition of F , we still have enough symmetry to conclude that the resulting surfaces are well defined on M just by looking only at the two homotopy classes represented by γ 1 and γ 2 . This is because the homotopy group of M is generated by [γ 1 ] and [γ 2 ]. The monodromies associated to those two homotopy classes are now, for j = 1, 2,
in the SU(2) case, and
in the SU(1, 1) case. The closing conditions, that is, the conditions that the surfaces are well defined on M itself, are now that the above pairs of matrices lie in SU(2) in the first case, and in SU(1, 1) in the second case. Noting that Φ 1 and Φ 2 take the forms
for complex numbers p, q and real numbers r 1 , r 2 , r 3 , r 4 , a direct computation gives that the closing conditions are
in the SU(1, 1) case. So we have now proven the following lemma:
Lemma 2.3. The single closing condition for one of the surfaces in (1.3) is that where h 1 (c, λ) = 2 Re(p) r 2 − r 1 and h 2 (c, λ) = 2 Im(q) r 4 − r 3 holds, and then the appropriate α and β can be found. Whether one obtains a surface in H 3 or S 3 1 is determined by whether the absolute value of h 1 (c, λ) = h 2 (c, λ) is greater than or less than 1.
Remark 2.4. If we consider the minimal surface
with the Weierstrass data (1.1), one can check that the period is solved for the loop γ 1 (regardless of the choice of λ, and we chose G as we did in (1.1) in order to make this true, see Remark 1.1), but is never solved for the loop γ 2 (for any choice of λ).
On the other hand, if we consider the maximal surface
with the Weierstrass data (1.1), the period is solved for γ 2 , but never for γ 1 . See Figure 4 .
Numerical experiments and the main result
Fix λ = 2. Here we provide constants c ∈ R \ {0} so that h 1 (c, 2) = h 2 (c, 2) for the genus k = 1, . . . , 20 cases. It is a simple application of the intermediate value theorem to show h 1 (c, 2) = h 2 (c, 2), and the functions h j (c, 2) are stable with respect to numerics if the paths c i (t) are chosen well -so the numerics are not delicate, and are expected to give reliable results. Furthermore, once we have existence of a surface for one value of λ = λ 0 , we then have existence for all λ sufficiently close to λ 0 , so we can conclude existence of a 1-parameter family of such surfaces.
The data in Table 1 (see also Figure 5 ) then imply the numerical result stated in the introduction, except that we still need to analyze the behavior of the ends. Because deg(G) = k + 1, equality in the Osserman inequality is satisfied, for both the with hyperbolic ends.
[F2], for example). When the ends are hyperbolic in S 3 1 , they are neither complete nor embedded, but are weakly complete, because the metric (1.4) is complete, see [FRUYY] . However, we have yet to show when the ends are elliptic or hyperbolic in the S 3 1 case. This final step is taken care of by the next lemma, which is similar to arguments found in the appendix of [F2] , but here we are allowing for the case of general genus k.
Lemma 3.1. The ends of the CMC 1 faces in S 3 1 in the middle column (resp. right hand column) of Table 1 have elliptic (resp. hyperbolic) ends.
Proof. Let

F =
A B C D be a solution to (1.2). Note that, in order to determine the type of monodromy about an end, we only need to know the eigenvalues of the monodromy (provided those eigenvalues are not ±1), and this is independent of the choice of F . So we may choose any solution to (1.2). We then have
and
Because of the symmetry κ 2 (z, w), it suffices to determine the type of just one end, and then the other end will automatically have the same type. So let us choose the is positive (resp. negative) which is indeed the case for the data given in the middle column (resp. right hand column) of Table 1. 
