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Abstract
First we discuss different representations of chord power integrals Ip(K)
of any order p ≥ 0 for convex bodies K ⊂ Rd with inner points. Second
we derive closed-term expressions of Ip(E(a)) for an ellipsoid E(a) with
semi-axes a = (a1, . . . , ad) in terms of the support function of E(a) and
prove upper and lower bounds expressed by the volume and the mean
breadth of E(a), respectively. A further inequality conjectured in Davy
(1984) is proved for ellipsoids. Some remarks on chord power integrals
of superellipsoids and simplices round off the topic.
Subject Classification: Primary 52A40 60D05 ; Secondary 52A05 52A15
Keywords: Poisson cylinder process, integral & convex geometry, convex
body, support function, mean breadth, isoperimetric & Carleman’s inequality
1 Chord Power Integrals - Definition and Basics
Let K be a convex body in Rd with interior points and Sd−1 = ∂Bd the bound-
ary of the Euclidean unit ball Bd = {x ∈ Rd : ‖x‖ ≤ 1}. Further, letHk denote
the k−dimensional Hausdorff measure on Rd for k = 1, . . . , d. As usual let us
denote by V (K) = Hd(K) and S(K) = Hd−1(∂K) volume and surface content
of K, respectively. Further, we recall that κd := V (B
d) = pid/2/Γ(d/2+ 1) and
S(Bd) = d κd with Γ(s) :=
∫∞
0
e−x xs−1dx for s > 0.
For any p ≥ 0 we define the pth-order chord power integral (CPI) of K by
Ip(K) = 1
2
∫
Sd−1
∫
K|u⊥
(H1(K ∩ `(x,u)) )p dxHd−1(du) (1)
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(with 00 := 0), where `(x,u) := {x + αu : α ∈ R} stands for the line in
direction u ∈ Sd−1 through x ∈ Rd and K|u⊥ is the orthogonal projection
of K on u⊥ (= (d − 1)-dimensional subspace orthogonal to u). CPI’s are
of considerable interest in integral and stochastic geometry for a long time,
see [11], [13], and have many applications in material sciences, physics and
image analysis, see e.g. [4], [5], [14] and references therein. In textbooks of
integral and convex geometry, see e.g. [11], [13], the r.h.s. of (1) is mostly
written as integral w.r.t. the line measure µ
(d)
1 (·) (defined on the space A(d, 1)
of one-dimensional affine subspaces of Rd):
Ip(K) = d κd
2
∫
A(d,1)
(H1(K ∩ L) )p µ(d)1 (dL) , (2)
where, for integers p = 2, . . . , d, the Blaschke-Petkantschin formula, see [11]
(p. 363) provides the representations
Ik+1(K) = (k + 1) d κd
2 κk
∫
A(d,k)
(Hk(K ∩ L))2 µ(d)k (dL) (3)
for k = 1, . . . , d with the motion-invariant k-flat measure µ
(d)
k (·) (defined on
the space A(d, k) of k-dimensional affine subspaces of Rd) satisfying the nor-
malization µ
(d)
k ({E ∈ A(d, k) : E ∩Bd 6= ∅}) = κd−k. From (1) for p = 0, 1 and
(3) for k = d− 1 we get the following relations, see e.g. [12],
I0(K) = κd−1
2
S(K) , I1(K) = d κd
2
V (K) , Id+1(K) = d (d+ 1)
2
V (K)2 .
Remark 1. The moments mk(K) := Ik(K)/I0(K) = ELkµ,K for k = 1, 2, . . .
determine a unique distribution function Fµ,K (of the length Lµ,K of the µ-
random chord of K) which, however, does not characterize the shape of K
completely, see [11].
Due to F. Piefke [9], see also [12], the r.h.s. of (1) can be expressed for any
p > 1 by the distribution of the interpoint distance of two randomly chosen
points inside K leading to
2 Ip(K)
p (p− 1) =
∫
K
∫
K
dx dy
‖x− y‖d+1−p =
∫
K⊕(−K)
V (K ∩ (K + x)) dx
‖x‖d+1−p (4)
for any real p > 1, i.e., the ratio Ip(K)/V (K)2 takes the form
Ip(K)
V (K)2
=
p (p− 1)
2
∫
Rd
∫
Rd
UK(dx)UK(dy)
‖x− y‖d+1−p with UK(·) =
Hd((·) ∩K)
Hd(K)
and the integral on r.h.s of the last line is known as (d + 1 − p)-energy of the
probability measure UK (= uniform distribution on K).
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2 CLT for a Class Poisson Cylinder Processes
To motivate our study of CPI’s we state a central limit theorem (CLT) for
the total volume of the union of isotropic Poisson k-cylinders included in an
expanding convex domain %K as % ↑ ∞ , where K ⊂ Rd is a convex body
containing the origin o of Rd as inner point. To be precise we need some
further notation. For details and the proof of the below CLT the reader is
referred to [7].
Let Πλ = {Pi}i≥1 be a stationary Poisson point process on Rd−k with positive
intensity λ := E#{i ≥ 1 : Pi ∈ [0, 1]d−k}, where each point Pi is associated
with an independent copy (Ξi,Θi) of some generic pair (Ξ0,Θ0) which consists
of a random compact set Ξ0 ⊂ Rd−k satisfying 0 < EHd−k(Ξ0)2 < ∞ and a
random orthogonal matrix Θ0 whose (uniform) distribution is induced by the
normalized Haar measure on the Grassmannian of k-dimensional subspaces in
R
d. In addition, the components Ξ0 and Θ0 are independent and the sequence
{(Ξi,Θi)}i≥1 is generated stochastically independent of Πλ.
The countable familiy of random closed sets in Rd
Θi
(
(Ξi ⊕ Pi)× Rk
)
:=
{
Θi
(
ξ + Pi,x
) ∈ Rd : ξ ∈ Ξi , x ∈ Rk} for i ≥ 1
forms a stationary and isotropic process of Poisson k-cylinders in Rd for k =
1, . . . , d− 1. The motion-invariant union set of the Poisson k-cylinders
Ξd,k :=
⋃
i≥1
Θi
(
(Ξi ⊕ Pi)× Rk
)
for each k = 1, . . . , d− 1
is observed in an unboundedly increasing convex window %K as % ↑ ∞, see
Fig. 1 and Fig. 2 for realizations of Ξ2,1 and Ξ3,1 with K = [0, 1]
2 and K =
[0, 1]3, respectively.
Now we are in a position to formulate the announced CLT for the volume
fraction of Ξd,k in %K for k = 1, . . . , d− 1: As % ↑ ∞, the random variable
%(d−k)/2
( Hd(Ξd,k ∩ %K)
%d V (K)
− EHd(Ξd,k ∩ [0, 1]d)
)
(5)
is asymptotically normally distributed with mean zero and variance
σ2(K) =
2 κk λM2 e
−2λM1
(k + 1) d κd
Ik+1(K)
V (K)2
, (6)
where EHd(Ξd,k ∩ [0, 1]d) = 1− e−λM1 with Mj := EHd−k(Ξ0)j , j = 1, 2 .
This CLT is of interest from several points of view. The Gaussian limit of
(5) depends on the shape of the observation window, i.e. on K, expressed in
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terms of the CPI Ik+1(K). This shape-dependence of σ2(K) is caused by the
intrinsic long-range correlations of the random set Ξd,k. In contrast to this, in
case of random sets satisfying certain weak dependence conditions, e.g. as in
the degenerate case k = 0, the asymptotic variance σ2(K) depends only on
the volume V (K). Note that Ξd,0 can be identified with a stationary Boolean
model with typical grain Ξ0, see [13] (p. 117).
Figure 1: Isotropic Poisson strips Figure 2: Poisson cylinders in a cube
Statisticians aim at designing observation procedures such that estimators of
model characteristics have minimal variances. In our model this means to
minimize the ratio Ik+1(K)/V (K)2 in (6) if another ovoid functional of K,
e.g. the mean breadth b(K), is fixed. In the planar case optimal lower bounds
of I2(K)/H2(K)2 have been obtained for particular classes of convex sets in
[6] when the perimeter H1(∂K) is given. In convex geometry, see [3] or [13],
one is also interested to maximize Ik+1(K) when V (K) is fixed. Among all
convex bodies the ball with radius (V (K)/κd)
1/d is the unique maximizer due
to Carleman’s inequality
Ik+1(K) ≤ 2
k d κd κd+k
κk+1
(V (K)
κd
)(d+k)/d
for k = 0, 1, . . . , d . (7)
In the main part of the paper we study CPI’s of d-dimensional ellipsoids E(a)
with positive semi-axes a = (a1, . . . , ad) defined by
E(a) = {x = (x1, . . . , xd) : x21/a21 + · · ·+ x2d/a2d ≤ 1} . (8)
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3 A Formula for CPI’s of Ellipsoids
From (8) it is easily seen that the diagonal matrix A = diag[a1, . . . , ad] maps
the unit ball Bd onto E(a), i.e. E(a) = ABd, which implies the well-known
formula V (E(a)) = κd det(A) = κd a1 · · · ad. The other intrinsic volumes
Vj(K), j = 1, . . . , d − 1, of the convex body K, see [13] (p. 600), with
twice continuously differentiable boundary ∂K can be expressed by the in-
tegral
∫
Sd−1
Dj(HK(u))Hd−1(du)/(d − j) κd−j, see [1]. In the latter formula
the integrand is the sum of the
(
d−1
j
)
principal j-minors of the Hessian matrix
HK(u) := (∂
2hK(u)/∂ui ∂uj)
d
i,j=1 of the support function hK(u) := max{〈u,x〉 :
x ∈ K} of K for u = (u1, . . . , ud) ∈ Sd−1, where 〈u,x〉 = u1 x1 + · · · + ud xd.
Basic facts on support functions and their role in convex geometry can be found
in [1] and [13]. For example, the mean breadth b(K) = 2 κd−1 V1(K)/d κd and
S(K) = 2 Vd−1(K) can be written in terms of hK(·) as follows:
b(K) =
2
d κd
∫
Sd−1
hK(u)Hd−1(du) , S(K) =
∫
Sd−1
Dd−1(HK(u))Hd−1(du) .
The support function of the ellipsoid E(a) defined in (8) is well-known and
Dd−1(HE(a)(u)) can be expressed (after rather lengthy calculations) by some
power of hE(a)(u) for u ∈ Sd−1, more precisely,
hE(a)(u) =
√
a21 u
2
1 + · · ·+ a2d u2d and Dd−1(HE(a)(u)) =
a21 · · · a2d
hE(a)(u)d+1
. (9)
This yields an integral expression of I0(E(a)) = κd−1 S(E(a))/2. The remain-
ing CPI’s of E(a) are given in
Theorem 3.1 For any real p ≥ 0, we have
Ip(E(a))
V 2(E(a))
=
2p−1 Γ2
(
d
2
+ 1
)
Γ
(
p
2
+ 1
)
pi(d+1)/2 Γ
(
d+p+1
2
) ∫
Sd−1
Hd−1(du)
hE(a)(u)d+1−p
. (10)
Proof. To begin with we rewrite (4) with indicator functions w.r.t. the
ellipsoid K = E(a) so that, for any p > 1,
2 Ip(E(a))
p (p− 1) =
∫
Rd
∫
Rd
1E(a)(x) 1E(a)(y) dx dy
‖x− y‖d+1−p . (11)
By substituting x = A s and y = A t for s, t ∈ Bd and applying the integral
transformation formula twice the double integral on the r.h.s. of (11) takes
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the form
d∏
i=1
a2i
∫
Rd
∫
Rd
1Bd(s) 1Bd(t) ds dt
‖A (s− t)‖d+1−p =
V (E(a))2
κ2d
∫
Rd
V (Bd ∩ (Bd + z)) dz
‖A z‖d+1−p .
Next, we introduce spherical coordinates z = r u for r = ‖z‖ ≥ 0 and u =
(u1, . . . , ud) ∈ Sd−1. Since the covariogram V (Bd ∩ (Bd + r u)) = V (Bd ∩
(Bd + (r, 0, · · · , 0))) =: gBd(r) of the unit ball depends only on r ≥ 0 and
disappears for r > 2 we find together with the infinitesimal transformation
rule dz = rd−1 drHd−1(du) and ‖A z‖ = r ‖Au‖ = r hE(a)(u) that
Ip(E(a))
V (E(a))2
=
p (p− 1)
2 κ2d
2∫
0
∫
Sd−1
gBd(r) r
d−1Hd−1(du) dr
‖r Au‖d+1−p
=
p (p− 1)
2 κ2d
2∫
0
gBd(r) r
p−2 dr
∫
Sd−1
Hd−1(du)
hE(a)(u)d+1−p
.
It remains to express the first integral in the last line by values of the Γ-
function. Arguing from a purely geometric view point (including Cavalieri’s
principle), see [6] (p. 326), we find that
2∫
0
gBd(r) r
p−2 dr = 2 κd−1
2∫
0
r/2∫
0
(√
1− x2)d−1dx rp−2 dr
=
2p−1 κd−1
p− 1
1∫
0
rp/2−1 (1− r)(d+1)/2−1 dr = 2
p−1 κd−1
p− 1 B
(p
2
,
d+ 1
2
)
with Euler’s Beta-function B(a, b) satisfying B(a, b) = Γ(a) Γ(b)/Γ(a+ b).
Summarizing the foregoing steps confirms (10) for p > 1. The case p ∈ [0, 1]
must be considered separately. From a formal point of view the term p − 1
occurring in the above formulas disappears by cancelling and in view of the
relation Γ(p/2) p/2 = Γ(p/2 + 1) the r.h.s. of (10) makes sense for p = 0 (and
even for p > −2). To be rigorous we consider the r.h.s.’s of (1) and (10) as
function of p on the open interval (0, 1 + ) for  > 0. It can be shown that
both integrals are analytic functions on this interval and right-continuous in
p = 0. Hence, both functions coincide and (10) holds for any p ≥ 0. 2
4 Alternative Calculation of CPI’s for Ellipses
Another way to calculate Ip(E(a)) consists in a direct evaluation of the dou-
ble integral (1). For ellipses E(a, b) = {(x, y) : x2/a2 + y2/b2 ≤ 1} with
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a ≥ b > 0 we will sketch this. For this purpose let u(ϕ) = (cosϕ, sinϕ)
and assume w.l.o.g. that 0 ≤ ϕ ≤ pi/2. To facilitate the integration over
the projection interval E(a, b)|u(ϕ)⊥ we rotate u(ϕ) and E(a, b) anti-clockwise
by the angle ϕˆ := pi/2 − ϕ. The rotation matrix R(ϕ) = (rij)2i,j=1 with
r11 = −r22 = sinϑ, r21 = −r12 = cosϑ and the support functions h(ϕ) =√
a2 cos2 ϕ+ b2 sin2 ϕ and h(ϕˆ) =
√
a2 sin2 ϕ+ b2 cos2 ϕ enables us to ex-
press the chord length in direction u0 = (0, 1) of the rotated ellipse
R(ϕ)E(a, b) = {(x, y) : x2 h2(ϕ) + y2 h2(ϕˆ)− sin(2ϕ) (a2 − b2) x y ≤ a2 b2}
as follows: H1(R(ϕ)E(a, b) ∩ `(x,u0)) = 2 a b
√
h2(ϕˆ)− x2/h2(ϕˆ)
for x ∈ [−h(ϕˆ), h(ϕˆ)].
For reasons of symmetry we can reduce the integral over S1 on the r.h.s. of
(1) to four integrals over the quadrant [0, pi/2] leading to
Ip(E(a, b)) = 2
∫ pi/2
0
∫ h(ϕˆ)
−h(ϕˆ)
( 2 a b
h(ϕˆ)
(
1− x
2
h2(ϕˆ)
)1/2 )p
dϕ .
After a short calculation, where h(ϕˆ) can be replaced by h(ϕ), we arrive at
Ip(E(a, b)) = 2p+1
√
pi( a b)p
Γ
(
p+2
2
)
Γ
(
p+3
2
) ∫ pi/2
0
dϕ
h(ϕ)p−1
for any p ≥ 0 . (12)
It should be noted that (12) was given (without proof) in [14] for p = 0, 1, . . .,
see also [6] for p = 2, and the chord length distribution function Fµ,E(a,b) has
been derived in [10]. Equating (10) for d = 2 and (12) provides relations for
complete elliptic integrals which are of interest in their own right.
Finally, we say a few words in an attempt to use (3) to calculate Ik+1(E(a)).
For doing this, we need formulas for the k-volume of the intersection k-ellipsoids
E(a)∩L for L ∈ A(d, k). For k = d−1 we succeeded in obtaining such a formula
by exploiting the fact that the (d−1)-ellipsoids E(p,u) := E(a)∩(u⊥+pu) are
homothetic for distinct p ∈ [−hE(a)(u), hE(a)(u)]. Finally, after some further
rearrangements we arrive at
Hd−1(E(p,u)) = κd−1 V (E(a))
κd hE(a)(u)
(
1− p
2
hE(a)(u)2
)(d−1)/2
. (13)
This inserted in (3) for k = d− 1 shows that Id(E(a))/V (E(a))2 is equal to
∫
Sd−1
hE(a)(u)∫
−hE(a)(u)
Hd−1(E(p,u))2 dp
(d− 1)κd−1 V (E(a))2H
d−1(du) =
2d−1κ2 d−1
κ3d
∫
Sd−1
Hd−1(du)
hE(a)(u)
.
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5 Some Sharp Estimates for CPI’s of Ellipsoids
Hölder’s inequality applied to the moments ELkµ,K in Remark 1 implies that
mk+1(K) ≥ mi(K)mj(K) ≥ m1(K)k+1 = (d κd V (K)/κd−1 S(K))k+1
for i+ j = k + 1 and k = 0, 1, . . .. Putting i = 1, j = k gives the inequality
Ik+1(K)
Ik(K) ≥
I1(K)
I0(K) =
d κd V (K)
κd−1 S(K)
for k = 0, 1, . . . , see [11] (p. 48), (14)
where “=” on the l.h.s. is impossible for k ≥ 1 since P(Lµ,K = const) < 1.
P.J. Davy [3] posed the following considerable improvement of (14) as unsolved
question. Just for k ∈ {d, d+ 1} she gave a positive answer in [3].
Conjecture 1. For any convex body K ⊂ Rd with inner points and k ≥ 0,
Ik+1(K)
Ik(K) ≥
2 κk κd−1 κd+k
κk+1 κd κd+k−1
I1(K)
I0(K) =
2 d κk κd+k
κk+1 κd+k−1
V (K)
S(K)
(15)
with “=” being attained only for balls, where 2κk κd−1 κd+k
κk+1 κd κd+k−1
> 1 for k ≥ 1.
To get an explicit lower bound of Ik+1(K) (as conjecture) we multiply on both
sides of (15) over k = 1, . . . , n (after that we set n = k) and replace I1(K) by
d κd V (K)/2. In this way together with (7) we get the inclusion
2k dk+1
κd+k
κk+1
V (K)k−1
S(K)k
≤ Ik+1(K)
V (K)2
≤ 2
k d κd+k
κk+1 V (K)
(V (K)
κd
)k/d
(16)
for k = 1, . . . , d, where for k = 0 both sides of (16) are trivially true; the lower
bound is proved for k = d, d+ 1, but still open for k = 1, . . . , d− 1.
It should be noticed the fact that the inequality induced by the lower and
upper bound in (16) coincides with the well-known isoperimetric inequality
d
V (K)
S(K)
≤
(V (K)
κd
)1/d
, where “=” holds iff K is a ball. (17)
This means that the validity of (16) would present an (almost) optimal estimate
of Ik+1(K) and slightly strengthen the isoperimetric inequality.
In what follows we prove the inclusion (16) for K = E(a) and derive in this
case at least for k = d− 1 slightly larger lower bound in terms of b(E(a)).
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Theorem 5.1 For the ellipsoid K = E(a) defined in (8) the Conjecture 1
and therefore the inclusion (16) are true. Furthermore, the inclusion
Cd,p
( 2
b(E(a))
)d+1−p
≤ Ip(E(a))
V 2(E(a))
≤ Cd,p
( κd
V (E(a))
)(d+1−p)/d
(18)
holds with Cd,p = 2
p−1 pi−1/2 dΓ
(
d
2
+ 1
)
Γ
(
p
2
+ 1
)
/Γ
(
d+p+1
2
)
for any p ∈ [1, d].
For p = k + 1 we may write Cd,k+1 = 2
k d κd+k/κk+1 κd for k = 0, 1, . . . , d− 1.
Proof. First we express the ratio Ik+1(E(a))/Ik(E(a)) by means of (10) in
terms of the function Y (u) = 1/hE(a)(u) for u ∈ Sd−1. Setting p = k + 1 resp.
p = k in (10) and replacing Γ(n/2+ 1) by pin/2/κn for n ∈ {k, k+ 1, d− k, d−
k + 1} yield the identity
Ik+1(E(a))
Ik(E(a)) =
2 κk κd+k
κk+1 κd+k−1
∫
Sd−1
Y (u)d−kHd−1(du)∫
Sd−1
Y (u)d−k+1Hd−1(du) . (19)
The r.h.s. of (19) remains unchanged if Hd−1(·) is replaced by the uniform
distribution U(·) := Hd−1(·)/d κd on Sd−1. In this way we may write the ratio
of the both integrals over Sd−1 in (19) as ratio EUY d−k/EUY d−k+1 of moments of
the random variable Y (·) w.r.t. the uniform distribution U on Sd−1. Putting
k = 0 in (19) yields I1(E(a))/I0(E(a)) = κd EUY d/κd−1 EUY d+1. Now, we
insert this identity in the desired inequality (15) for K = E(a). Comparing
the resulting relation (15) with (19) we deduce that (15) is equivalent with the
moment inequality
EUY
d
EUY d+1
≤ EUY
d−k
EUY d−k+1
for any k = 1, 2, . . . . (20)
Since Y is strictly positive and bounded, it easily seen by the Cauchy-Schwarz
inequality that
EUY
d−j ≤
√
EUY d−j−1
√
EUY d−j+1 i.e.
EUY
d−j
EUY d−j+1
≤ EUY
d−j−1
EUY d−j
for j = 0, 1, . . . , k − 1 and k = 1, 2, . . ., implying immediately (20). Note that
“=” holds iff P(Y = h−1
E(a) = const) = 1, i.e., a1 = · · · = ad = const.
Thus, the first part of Theorem 5.1 is proved. To prove the second part we
start with 1 = ( hE(a)(u) Y (u) )
1/2 for u ∈ Sd−1 and apply the Cauchy-Schwarz
and twice the Hölder inequality leading to
1 ≤ EUhE(a) EUY ≤ EUhE(a) (EUY d+1−p)
1
d+1−p ≤ EUhE(a) (EUY d) 1d
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for any real p ∈ [1, d]. Next we write EU as integral over Sd−1 w.r.t. uniform
distribution U and make use of the mean breadth b(E(a)) = 2EUhE(a) (see in
Sect. 3) with support function (9). This amounts to the inclusion( 2
b(E(a))
)d+1−p
≤
∫
Sd−1
U(du)
hE(a)(u)d+1−p
≤
( ∫
Sd−1
U(du)
hE(a)(u)d
)(d+1−p)/d
. (21)
Combining (10) for p = 1 and I1(K) = d κd V (K)/2 reveals the remarkable
relation ∫
Sd−1
U(du)
hE(a)(u)d
=
κd
V (E(a))
=
1
a1 · · ·ad . (22)
We mention that (22) can also be verified directly by using the spherical
coordinates u1 = cos ϑ1 sin ϑ2 · · · sinϑd−1, u2 = sin ϑ1 sin ϑ2 · · · sinϑd−1 and
ui = cos ϑi−1
∏d−1
j=i sinϑj for i = 3, . . . , d with infinitesimal surface element
Hd−1(du) = ∏d−1i=2 (sinϑi)i−1d(ϑ1, ϑ2, . . . , ϑd−1), where ϑ1 ∈ [0, 2pi] and ϑi ∈
[0, pi] for i = 2, . . . , d− 1.
Finally, we multiply the inclusion (21) by the constant Cd,p which is cho-
sen in view of (10) such that the middle term multiplied by Cd,p just equals
Ip(E(a))/V (E(a))2. This completes the proof of Theorem 5.1. 2
Remark 2. From (18) we get Urysohn’s inequality, see [1], for E(a), namely,
2
( V (E(a))
κd
)1/d
≤ b(E(a)) = 2
d κd
∫
Sd−1
hE(a)(u)Hd−1(du)
with “=” iff a1 = · · · = ad. By comparison of the inclusions (16) for K = E(a)
and (18) for p = k + 1 we see that the upper bounds coincide but the lower
bound in (18) for k = d−1 (resp. for k = 1) is ≥ (resp. ≤) the lower bound in
(16) due to the Aleksandrov-Fenchel-type inequality 2 V (K) (S(K)/d V (K))d−1
≥ κd b(K) (resp. the isoperimetric-type inequality b(K) ≥ 2 (S(K)/d κd)1/(d−1)).
This gives rise to formulate the following alternative to (16):
Conjecture 2. For any convex body K ⊂ Rd with inner points and k ≥ 0,
2k d
κd
κd+k
κk+1
( 2
b(K)
)d−k
≤ Ik+1(K)
V (K)2
≤ 2
k d
κd
κd+k
κk+1
( κd
V (K)
)(d−k)/d
(23)
with “=” being attained only for balls, see [6] for the special case k = d− 1.
6 CPI’s of Superellipsoids and Simplices
We conclude this paper with a few remarks on CPI’s of two important classes of
convex bodies in Rd - superellipsoids Eα(a) and simplices S(P). To be precise,
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we start with a definition of these bodies. In generalizing (8) the convex body
Eα(a) := {x ∈ Rd : (|x1|/a1)α + · · ·+ (|xd|/ad)α ≤ 1} is called a superellipsoid
Eα(a) of degree α ≥ 1 with semi-axes a = (a1, . . . , ad) and S(P) is defined to
be the convex hull of the d + 1 points P = {o,p1, . . . ,pd}, where the vectors
p1, . . . ,pd are linearly independent.
Special cases are the cross-polytope E1(a), the ellipsoid E(a) for α = 2 and
the hyper-rectangle E∞(a) = ×di=1[−ai, ai] all of them are o-symmetric with
support function hEα(a)(u) = (|u1| a1)β+ · · ·+(|ud| ad)β)1/β with β = α/(α−1)
for α > 1 and hE1(a)(u) = max{|u1| a1, . . . , |ud| ad}.
By introducing the `α-norm ‖x‖α = (|x1|α+ · · ·+ |xd|α)1/α for 1 ≤ α <∞ and
‖x‖∞ := max{|x1|, . . . , |xd|} we define the unit ball Bdα := {x ∈ Rd : ‖x‖α ≤ 1}
and its volume κd,α := V (B
d
α) w.r.t. the `α-norm. Since Eα(a) = AB
d
α with
diagonal matrix A = diag[a1, . . . , ad] it follows that V (Eα(a)) = κd,α
∏d
i=1 ai.
By repeating the proof of Theorem 1 (which is left to the reader) we can
generalize (10) as follows:
Theorem 6.1 It holds that I1(Eα(a)) = d2κdκd,α
∏d
i=1 ai and, for p > 1,
Ip(Eα(a))
V 2(Eα(a))
=
p(p− 1)
2 κ2d,α
∫
∂Bdγ
∫ 2/‖u‖α
0
V (Bdα ∩ (Bdα + r u)) rp−2
hE(a)(u)d+1−p
drHd−1(du)
for arbitrary γ ∈ [1,∞], where 2/‖u‖α = inf{r > 0 : Bdα ∩ (Bdα + r u) = ∅}.
To conclude with, we quote a result on CPI’s of S(P) proved in [15] (p.593)
Ip(S(P))
V (S(P))
=
d! Γ(p+ 1)
2 Γ(p+ d)
∫
Sd−1
( d V (S(P))
Hd−1(S(P)|u⊥)
)p−1
Hd−1(du) (24)
for any p ≥ 1 with the well-known formula V (S(P)) = | det(p1, . . . ,pd)|/d! .
An astonishing relation proved in [8] says that Hd−1(S(P)|u⊥) ρDS(P)(u) =
d V (S(P)) for any u ∈ Sd−1, where ρDK(u) := max{λ > 0 : λu ∈ K ⊕ (−K)}
denotes the radial function of the difference body DK := K⊕(−K) of K. It is
not difficult to show that ρDK(u) = max{H1(K ∩ `(x,u)) : x ∈ u⊥} = length
of the longest chord of K in direction u. In view of this geometric relation the
integrand on the r.h.s. of (24) can be replaced by ρDS(P)(u)
p−1, see also [2] for
a different approach.
References
[1] T. Bonnesen und W. Fenchel, Theorie der konvexen Körper, (corrected reprint
of first edn. in 1934), Springer, Berlin, 1974.
12 Lothar Heinrich
[2] W.S. Cheung and G. Xiong, Chord power integrals of simplices, Asian-European
J. of Math., 2 (2009), 557 - 566.
[3] P.J. Davy, Inequalities for moments of secant length, Z. Wahrscheinlichkeits-
theorie verw. Gebiete, 68 (1984), 243 - 246.
[4] W. Gille, Particle and Particle Systems Characterization - Small-Angle Scat-
tering (SAS) Applications, CRC Press, Boca Raton, 2014.
[5] J. Hansen and M. Reitzner, Electromagnetic wave propagation and inequalities
for moments of chord lengths, Adv. Appl. Prob.,36 (2004), 987 - 995.
[6] L Heinrich, On lower bounds of second-order chord power integrals of convex
discs, Rend. Circ. Mat. Palermo, Serie II, Suppl.,81 (2009), 213 - 222.
[7] L. Heinrich and M. Spiess, CLT for volume and surface content of stationary
Poisson cylinder processes in expanding domains, Adv. Appl. Prob.,45 (2013),
312 - 331.
[8] H. Martini and B. Weissbach, On quermasses of simplices, Studia Scientiarum
Mathematicarum Hungarica,27 (1992), 213–221.
[9] F. Piefke, Beziehungen zwischen der Sehnenlängenverteilung und der Verteilung
des Abstandes zweier zufälliger Punkte im Eikörper, Z. Wahrscheinlichkeitsthe-
orie verw. Gebiete,43 (1978), 129 - 134.
[10] F. Piefke, Chord length distribution of the ellipse, Lithuanian Math. J.,19
(1979), 325 - 333.
[11] L.A. Santaló, Integral Geometry and Geometric Probability, Addison-Wesley,
Reading (Mass.) 1976.
[12] R. Schneider and J.A. Wieacker, Integral Geometry. In Handbook of Convex
Geometry, eds. P.M. Gruber, J.M. Wills, Vol. B, 1345 - 1390, North-Holland,
Amsterdam 1993.
[13] R. Schneider and W. Weil, Stochastic and Integral Geometry. Springer, Berlin
2008.
[14] K. Voss, Powers of chords for convex sets, Biom. J.,24 (1982), 513 - 516.
[15] G. Xiong and X. Song, Inequalities for chord power integrals, J. Korean Math.
Soc.,45 (2008), 587 - 596.
Lower and Upper Bounds for Chord Power Integrals 13
7 Appendix 1: Proof of Formula (13)
We use the notation introduced in Sect. 4. As already mentioned at the end
of Sect. 4 the proof of formula (13) relies on the well-known fact that any two
parallel (d − 1)–ellipsoids E(p1,u) and E(p2,u) are homothetic for p1, p2 ∈
[−hE(a)(u), hE(a)(u)] and fixed u ∈ Sd−1, see e.g. [16], i.e. there exist some
zu(p) ∈ Rd and λu(p) > 0 such that E(p,u) = zu(p) + λu(p)E(0,u). This
implies that the (d−1)–volume of E(p,u) = E(a)∩ (u⊥+pu) and the (d−1)–
volume of E(0,u) are related by
Hd−1(E(p,u)) = λu(p)d−1 Hd−1(E(0,u)) for |p| ≤ hE(a)(u) , u ∈ Sd−1 .
Furthermore, by applying Fubini’s theorem (or Cavallieri’s principle) it is
rapidly seen that, for any u ∈ Sd−1 ,
V (E(a)) =
∫ hE(a)(u)
−hE(a)(u)
Hd−1(E(p,u)) dp = Hd−1(E(0,u))
∫ hE(a)(u)
−hE(a)(u)
λu(p)
d−1 dp .
Let a1,u, . . . , ad−1,u denote the semi-axes of the (d − 1)–ellipsoid E(0,u) =
E(a) ∩ u⊥. We consider the d–ellipsoid E∗(u) with semi-axes a1,u, . . . , ad−1,u
and hE(a)(u) , where the direction of latter axis coincides with u. Obviously,
E
∗(u) ∩ H(p,u) is obtained by shifting E(p,u) in the hyperplane H(p,u) =
u⊥+pu, and so it has semi-axes ai,u λu(p) , i = 1, ..., d−1 . Thus, E∗(u) results
from E(a) by applying an affine, volume-preserving transformation. Further,
there exists an orthogonal matrix O such that the boundary of the ellipsoid
OE∗(u) is given by
{
(x1, . . . , xd) ∈ Rd : x
2
1
a21,u
+ · · ·+ x
2
d−1
a2d−1,u
+
x2d
h2
E(a)(u)
= 1
}
. (25)
For xd = p the remaining coordinates x1, . . . , xd−1 in (25) satisfy the relation
x21/a
2
1,u + · · ·+ x2d−1/a2d−1,u = λu(p)2 which implies that λu(p)2 = 1 − p
2
h2
E(a)
(u)
.
Hence, in view of the above formula for V (E(a)), we have
V (E(a)) = Hd−1(E(0,u)) hE(a)(u)
∫ 1
−1
(1− p2) d−12 dp .
Since, after setting a1 = · · · = ad = 1 for the moment, the integral on the r.h.s.
takes the value κd/κd−1 , we finally arrive at
Hd−1(E(p,u)) = κd−1 V (E(a))
κd hE(a)(u)
(
1− p
2
h2
E(a)(u)
)(d−1)/2
for |p| ≤ hE(a)(u) ,
which coincides with (13).
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8 Appendix 2: CPI’s of a Special Tetrahedron
Expressed by (24)
T := {λ1 f1 + λ2 f2 + λ3 e3 : λ1, λ2, λ3 ≥ 0, λ1 + λ2 + λ3 ≤ 1}
with f1 =
e1+e2√
2
, f2 =
e2−e1√
2
, e3 = (0, 0, 1) (e1 = (1, 0, 0), e2 = (0, 1, 0))
The difference body DT = T ⊕ (−T ) is an o-symmetric polyhedron being the
convex hull of 12 vertices V ∪ (−V ) , where V = {f1, f2, e3, f2 − f1, e3 − f1,
e3 − f2}. The surface of DT consists of 14 faces (6 rectangles [0, 1]× [0,
√
2],
2 equilateral triangles with side length
√
2 and 6 right-angled triangles with
two equal sides of length 1). The unit vector u ∈ S2 can be expressed in
terms of spherical coordinates by u = (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2), where
ϑ1 ∈ [0, 2pi] (anti-clockwise from e1 to e1) und ϑ2 ∈ [0, pi] (from e3 to−e3). By
writing the plane E containing a face F in the form E : x/a + y/b+ z/c = 1,
where E intersects the x-axis at a, the y-axis at b and the z-axis at c. (In
German textbooks this representation of E is called “Achsenabschnittsform”).
It is easily seen that
max{λ > 0 : λu ∈ E} = (cos ϑ1 sinϑ2/a+ sinϑ1 sinϑ2/b+ cos ϑ2/c)−1
provided o /∈ E and u is not parallel to E. For reasons of symmetry using the
radial function ρDT (u) = max{λ > 0 : λu ∈ DT} we may write
∫
S2
(
ρDT (u)
)p−1H2(du)
= 2
∫ pi
0
∫ pi
0
(
ρDT (cosϑ1 sin ϑ2, sinϑ1 sinϑ2, cosϑ2)
)p−1
sinϑ2 dϑ2 dϑ1
= 4
∫ pi/2
0
∫ pi/2
0
ρDT (cosϑ1 sinϑ2, sin ϑ1 sinϑ2, cosϑ2)
p−1 sinϑ2 dϑ2 dϑ1
+ 4
∫ 3pi/2
pi
∫ pi/2
0
ρDT (cosϑ1 sin ϑ2, sinϑ1 sinϑ2, cosϑ2)
p−1 sinϑ2 dϑ2 dϑ1 .
Next, we give the formulas for the radial function in the above integrals:
ρDT (cos ϑ1 sinϑ2, sinϑ1 sin ϑ2, cosϑ2) =
√
2
(sinϑ1 + cosϑ1) sinϑ2 +
√
2 cos ϑ2
=
1
cos(ϑ1 − pi/4) sinϑ2 + cos ϑ2
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for ϑ1 ∈ [0, pi4 ], ϑ2 ∈ [0, pi2 ], E1 : a =
√
2, b =
√
2, c = 1
ρDT (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2) =
1√
2 sin ϑ1 sinϑ2 + cos ϑ2
for ϑ1 ∈ [pi4 , pi2 ], ϑ2 ∈ [0, pi2 ], E2 : a = ∞, b = 1√2 , c = 1
ρDT (cos ϑ1 sinϑ2, sinϑ1 sin ϑ2, cosϑ2) =
1
cos(ϑ1 + pi/4) sinϑ2 + cosϑ2
for ϑ1 ∈ [0, pi4 ], ϑ2 ∈ [0, arccot(
√
2 sinϑ1)], E3 : a =
√
2, b = −√2, c = 1
ρDT (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2) =
1
cos(ϑ1 − pi/4) sinϑ2
for ϑ1 ∈ [0, pi4 ], ϑ2 ∈ [arccot(
√
2 sinϑ1),
pi
2
], E4 : a =
√
2, b =
√
2, c = ∞
ρDT (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2) =
1
cosϑ2
for ϑ1 ∈ [pi4 , pi2 ], ϑ2 ∈ [0, arccot(
√
2 sinϑ1)], E5 : a = ∞, b = ∞, c = 1
ρDT (cos ϑ1 sinϑ2, sinϑ1 sin ϑ2, cosϑ2) =
1√
2 sinϑ1 sinϑ2
for ϑ1 ∈ [pi4 , pi2 ], ϑ2 ∈ [arccot(
√
2 sinϑ1),
pi
2
], E6 : a = ∞, b = 1√2 , c = ∞ .
The pth-order CPI of T , as defined in (1), can be expressed by
Ip(T ) = 3 V (T )
(p+ 1) (p+ 2)
2pi∫
0
pi∫
0
ρDT (cosϑ1 sin ϑ2, sin ϑ1 sinϑ2, cosϑ2)
p−1 sin ϑ2dϑ2dϑ1
and together with V (T ) = 1/6 we get for p = 3 that
I3(T ) = 1
40
2pi∫
0
pi∫
0
ρDT (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2)
2 sinϑ2dϑ2dϑ1
=
1
10
∫ pi/2
0
∫ pi/2
0
ρDT (cosϑ1 sin ϑ2, sinϑ1 sinϑ2, cosϑ2)
2 sinϑ2 dϑ2 dϑ1
+
1
10
∫ 3pi/2
pi
∫ pi/2
0
ρDT (cosϑ1 sinϑ2, sinϑ1 sinϑ2, cosϑ2)
2 sinϑ2 dϑ2 dϑ1
=
1
10
(I1 + I2) +
1
10
(I3 + I4 + I5 + I6) . (26)
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By using the substitutions x = cotϑ2, sinϑ2 =
1√
1+x2
and dϑ2 = − sin2 ϑ2d(cotϑ2)
we may express the above integrals as follows:
I1 =
pi/4∫
0
pi/2∫
0
sin ϑ2 dϑ2 dϑ1
(cos(ϑ1 − pi4 ) sinϑ2 + cos ϑ2)2
=
pi/4∫
0
∞∫
0
dx dϑ
(cosϑ+ x)2
√
1 + x2
I2 =
pi/2∫
pi/4
pi/2∫
0
sinϑ2 dϑ2 dϑ1
(
√
2 sinϑ1 sin ϑ2 + cosϑ2)2
=
pi/4∫
0
∞∫
0
dx dϑ
(
√
2 cosϑ+ x)2
√
1 + x2
I3 =
pi/4∫
0
arccot(
√
2 sinϑ1)∫
0
sinϑ2 dϑ2 dϑ1
((cos(ϑ1 +
pi
4
) sinϑ2 + cosϑ2)2
=
pi/4∫
0
∞∫
√
2 sinϑ
dx dϑ
(cos(ϑ+ pi
4
) + x)2
√
1 + x2
I4 =
pi/4∫
0
pi/2∫
arccot(
√
2 sinϑ1)
sinϑ2 dϑ2 dϑ1
cos2(ϑ1 − pi4 ) sin2 ϑ2
=
pi/4∫
0
√
2 sinϑ∫
0
dx dϑ√
1 + x2 cos2(ϑ− pi
4
)
I5 =
pi/2∫
pi/4
arccot(
√
2 sinϑ1)∫
0
sin ϑ2 dϑ2 dϑ1
cos2 ϑ2
=
pi/2∫
pi/4
∞∫
√
2 sinϑ
dx dϑ
x2
√
1 + x2
I6 =
pi/2∫
pi/4
pi/2∫
arccot(
√
2 sinϑ1)
sin ϑ2 dϑ2 dϑ1
2 sin2 ϑ1 sin
2 ϑ2
=
pi/2∫
pi/4
√
2 sinϑ∫
0
dx dϑ
2
√
1 + x2 sin2 ϑ
To calculate to the above integrals we need among others the following rela-
tions:∫ v
0
dx
(x2 + a2)
√
x2 + b2
=
1
a
√
b2 − a2 arctan
(v√b2 − a2
a
√
v2 − b2
)
for b2 > a2,
∫ ∞
v
dx
x
√
x2 + a x+ b
=
1√
b
log
(a v + 2 b+ 2√b (v2 + a v + b)
a v + 2
√
b v
)
for 4 b > a2 , v > 0 ,∫ ∞
v
dx
x
√
x+ u
=
2√
u
(
log(
√
u+ v +
√
v)− log(√u))
)
for u+ v > 0 , v > 0 .
∫ ∞
v
dx
x2
√
1 + (x− u)2 =
√
1 + (v − u)2 − v
(1 + u2) v
+
u
1 + u2
∞∫
v
dx
x
√
1 + (x− u)2 ,
∫ ∞
v
dx
x
√
1 + (x− u)2 =
log
(
1+u2−uv
v
+
√
1 +
(
1+u2−uv
v
)2)
+ log
(
u+
√
1 + u2
)
√
1 + u2
.
Lower and Upper Bounds for Chord Power Integrals 17
In what follows we sketch the calculation of I1, . . . , I6 :
I1 =
∞∫
0
1∫
0
dy dx
(1 + x
√
1 + y2)2
√
1 + x2
=
∞∫
0
1∫
0
dy dz√
1 + z2 + y2 (1 + z)2
=
∞∫
0
log
(1 +√x2 + 2√
x2 + 1
) dx
(1 + x)2
=
∞∫
0
log
(1 +√x2 + 2√
x2 + 1
)
(−1) d
( 1
1 + x
)
= log(1 +
√
2) +
∞∫
0
z dz
(1 + z)(
√
z2 + 2 + 1)
√
z2 + 2
−
∞∫
0
z dz
(1 + z)(z2 + 1)
= log(1 +
√
2)−
∞∫
0
z dz
(1 + z)(z2 + 1)
√
z2 + 2
= log(1 +
√
2)
− 1
4
∞∫
0
dz
(z + 1)
√
z + 2
− 1
2
∞∫
0
dz
(z2 + 1)
√
z2 + 2
+
1
2
∞∫
1
dz
z
√
z2 − 2 z + 3
=
1
2
log(1 +
√
2)− pi
8
+
1
2
√
3
log
(
(1 +
√
3)(
√
2 +
√
3)/
√
2
)
= 0.568958221266 .
I2 =
∞∫
0
1∫
0
dy dx
(
√
2 + x
√
1 + y2)2
√
1 + x2
=
∞∫
0
1∫
0
dy dz√
1 + z2 + y2 (
√
2 + z)2
=
∞∫
0
log
(1 +√x2 + 2√
x2 + 1
) dx
(
√
2 + x)2
=
∞∫
0
log
(1 +√x2 + 2√
x2 + 1
)
(−1) d
( 1√
2 + x
)
=
1√
2
log(1 +
√
2) +
∞∫
0
z dz
(
√
2 + z)(
√
z2 + 2 + 1)
√
z2 + 2
−
∞∫
0
z dz
(
√
2 + z)(z2 + 1)
=
1√
2
log(1 +
√
2)−
∞∫
0
z dz
(
√
2 + z)(z2 + 1)
√
z2 + 2
=
1√
2
log(1 +
√
2)
+
√
2
3
∞∫
√
2
dz
z
√
z2 − 2√2 z + 4
− 1
3
√
2
∞∫
1
dz
z
√
z + 1
− 1
3
∞∫
0
dz
(z2 + 1)
√
z2 + 2
=
1√
2
log(1 +
√
2) +
√
2
3
log(1 +
√
2)− 2
3
√
2
log(1 +
√
2)− pi
12
=
1√
2
log(1 +
√
2)− pi
12
= 0.361425852341 .
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I3 =
pi/2∫
pi/4
∞∫
sinϑ
dx dϑ
x2
√
1 + (x− cos ϑ)2 =
pi/2∫
pi/4
∞∫
1
dz dϑ
z2 sin ϑ
√
1 + (x sin ϑ− cosϑ)2
=
∞∫
1
1
z2
1∫
0
dy dz√
1 + y2 + (z − y)2 =
∞∫
1
1
z2
1∫
0
dy dz√
2 y2 − 2z y + 1 + z2
=
1√
2
∞∫
1
(
log(
√
4 + 2 (z − 1)2 − z + 2)− log(
√
2
√
z2 + 1− z)
)
d
(−1
z
)
=
log 3√
2
−
(pi
4
− 1
2
log(1 +
√
2)−
√
2
2
)
−
(√2
2
− 1
2
arctan(
√
2)
)
−
1∫
0
dz
2
√
3z2 − 2z + 1
(
=
log(
√
2 +
√
3) + log(1 +
√
3)− log(√2)
2
√
3
)
+
1∫
0
2 (1− 2z) dz
(2z2 + 1)
√
3z2 − 2z + 1
(
=
1
2
arctan(
√
2)− pi
8
)
=
log 3√
2
− 3pi
8
+
1
2
log(1 +
√
2) + arctan(
√
2)− 1
2
√
3
log
(
(1 +
√
3)(
√
2 +
√
3)/
√
2
)
= 0.473771856295 .
I4 = 2
pi/4∫
0
log(
√
2 sinϑ+
√
1 + 2 sin2 ϑ)
1 + 2 sinϑ cosϑ
dϑ = 2
∞∫
1
log
(√2 +√x2 + 3√
x2 + 1
) dx
(1 + x)2
= 2
∞∫
1
[
log
(√
2 +
√
x2 + 3
)− 1
2
log
(
x2 + 1
)]
(−1) d
( 1
x+ 1
)
= log(1 +
√
2) + 2
∞∫
1
x (
√
x2 + 3−√2) dx
(x+ 1) (x2 + 1)
√
x2 + 3
− 2
∞∫
1
x dx
(x+ 1) (x2 + 1)
= log(1 +
√
2)− 2
√
2
∞∫
1
x dx
(x+ 1) (x2 + 1)
√
x2 + 3
= log(1 +
√
2)
− 1√
2
∞∫
1
dx
(x+ 1)
√
x+ 3
−
√
2
∞∫
1
dx
(x2 + 1)
√
x2 + 3
+
√
2
∞∫
1
dx
(x+ 1)
√
x2 + 3
= arctan
( 1√
2
)
− arctan(
√
2) +
log 3√
2
= 0.436999289758 .
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I5 =
pi/2∫
pi/4
√
1 + 2 sin2 ϑ dϑ√
2 sinϑ
− pi
4
=
1∫
0
√
2 dx
(1 + x2)
√
3 + x2
+
1√
2
1∫
0
dx√
3 + x2
− pi
4
= arctan
( 1√
2
)
+
log 3
2
√
2
− pi
4
= 0.218499644879 .
I6 =
pi/2∫
pi/4
log(
√
2 sinϑ+
√
1 + 2 sin2 ϑ)
2 sin2 ϑ
dϑ =
1
2
1∫
0
log
(√
2 +
√
x2 + 3√
x2 + 1
)
dx
=
log(1 +
√
2)
2
− 1
2
1∫
0
x2 (
√
x2 + 3−√2)√
x2 + 3 (x2 + 1)
dx+
1
2
1∫
0
x2
x2 + 1
dx
=
1
2
log(1 +
√
2) +
1√
2
1∫
0
dx√
x2 + 3
− 1√
2
1∫
0
dx
(x2 + 1)
√
x2 + 3
=
1
2
log(1 +
√
2) +
log 3
2
√
2
− 1
2
arctan
( 1√
2
)
= 0.521365038781 .
Summing up the above integrals I1, . . . , I6 and applying (26) provide that
I3(T ) = 1
20
(
3
√
2 log 3 + (3 +
√
2) log(1 +
√
2) + 3 arctan
( 1√
2
)
− 5 pi
3
)
=
1
20
(
(3 +
√
2) log(1 +
√
2) + 3
√
2 log 3− 3 arctan(
√
2)− pi
6
)
(27)
= 0.25810199033199 .
Note that the changes from the first to the second line are justified by the
identity arctan(x) + arctan(1/x) = pi
2
for x =
√
2 .
By applying a quite different approach for the calculation of CPI’s of tetrahedra
in [18] the subsequent representation of the third-order CPI I3(T ) could be
derived:
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I3(T ) =
1∫
0
1−x1∫
0
1−x1−x2∫
0
(1− x1 − x2 − x3)3√
x21 + x
2
2 + x
2
3
dx3dx2dx1
+ 3
1∫
0
1∫
0
1−x2∫
0
(1− x2 − x3)3√
x21 + x
2
2 + x
2
3
dx3dx2dx1
+ 3
1∫
0
x1∫
0
x1−x2∫
0
(1− x1)3 − (1− x2 − x3)3√
x21 + x
2
2 + x
2
3
dx3dx2dx1 . (28)
A rather lengthy calculation carried out in [18] yields just the value (27).
This value is confirmed by an approximative numerical evaluation of the three-
fold integrals in formula (28). However, this value equals exactly twice the
value 1
40
(
(
√
2+3) log(1+
√
2)− 3
2
arcsin(1
3
)− 11
12
pi+3
√
2 log 3
) ≈ 0.129051 given
for I3(T ) by the German physicist Otto Emersleben (1898–1975) in [17] with-
out proof. Here, we have to employ the identity arctan(x) = 1
2
arcsin
(
x2−1
x2+1
)
+
pi
4
for x =
√
2 .
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