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Introduction
Thermoacoustic instabilities occur in many technical applications where heat is added through combustion, prominent examples being stationary gas turbines for power generation and aero-engines [1, 2] . In simplified laboratory configurations that host a single flame, acoustic waves propagate only in the axial direction and the associated modes are readily obtained from elementary calculations. Combustion chambers in the applications mentioned above, however, feature an annular geometry, in which multiple flames, typically more than 10, are distributed circumferentially. These annular combustion chambers host, in addition, azimuthal modes, for which the dominant pressure variation occurs along the angular coordinate. In full-scale engines, combustion instabilities are thus often observed to couple with the lower-order azimuthal modes [3, 4] .
Over the last decade, azimuthal instabilities in annular chambers have been intensely studied by experimental and numerical means [5] [6] [7] [8] and by using analytical methods [9] . Many elementary properties of azimuthal instability modes are well understood by now, particularly those pertaining to the linear dynamics, such as the degeneracy of azimuthal modes in systems with discrete rotational symmetry. The most prominent action of the nonlinear flame response is to destabilize the standing-wave pattern so that a spinning azimuthal mode is established at finite oscillation levels [10, 11] . Comprehensive nonlinear analysis [12] shows more complex phenomena, such as the simultaneous existence of stable standing and spinning waves, recently observed in the form of mode hysteresis [13] . Another phenomenon specific to annular chambers and discovered recently is the occurrence of a nonlinear coupling between axisymmetric and azimuthal modes, giving rise to a slanted pattern of the perturbed flames around the combustion chamber circumference [8] . The present article is concerned with explaining the manifestation of the slanted mode based on a nonlinear thermoacoustic model.
From a more general point of view, the slanted mode is the manifestation of nonlinear mode coupling that involves synchronization of two modes with similar individual resonance frequencies. Other aspects of synchronization have recently been studied in the field of thermoacoustics [14, 15] , viz. forced synchronization and synchronization of different fields. However, the present case precisely corresponds to the scenario labeled as 'mutual synchronization of self-sustained oscillators' in the standard reference [ 16 , Chap. 4] .
From experimental and theoretical studies of thermoacoustic instabilities in longitudinal configurations, it appears that whenever two modes with different resonance frequencies are unstable at the same time, the prevailing tendency is that only one mode survives and the other is suppressed [17] , or a quasi-periodic solution emerges, in which both modes oscillate with different, generally incommensurate frequencies [18, 19] . Since single-burner configurations host only longitudinal modes in the low-frequency regime, two modes cannot have close resonance frequencies, unless the system features decoupled plenum and chamber modes [20] ; therefore, synchronization between different modes is less likely to occur in these systems. An annular chamber, however, has a significantly higher modal density so that it may indeed happen that two modes have similar resonance frequencies, giving rise to synchronization.
Our analysis is based on the oscillator model introduced by Noiray et al. [11] for the investigation of the effect of asymmetry on the standingspinning mode structure. The same model was used by Ghirardo et al. [21] to explain standing modes in symmetric systems through a nonlinear mechanism involving transverse velocity fluctuations. This model is extended here to examine the coupling between an azimuthal and an axisymmetric mode, corresponding to the slanted oscillation pattern observed in previous experiments [8] . Since the azimuthal eigenspace is spanned by two mode shapes (sine and cosine or clockwise and counterclockwise rotating), the addition of an axisymmetric mode yields a set of three oscillator equations describing the evolution of the modes in time. Because the mode shapes are orthogonal, there is no linear coupling between the oscillators. Their interaction emerges only through the cubic term and is therefore fully nonlinear. The oscillator equations and an associated slow-time system for the amplitudes and phases are derived in Section 2 . Comprehensive analysis of this system is carried out in Section 3 . Section 4 discusses the analytical results in view of experimental observations.
Model equations
The oscillator model we consider is similar to the one proposed by Noiray et al. [11] . However, we include an additional axisymmetric mode and focus on cases where the resonance frequency of this axisymmetric mode is close to that of the azimuthal mode. As in previous work, we start from the wave equation for the acoustic pressure with a source term associated with the unsteady heat release rate in the flames:
Here, ˜ p is the acoustic pressure, ˜ α a damping coefficient, c the speed of sound, R the mean radius of the annulus, θ the angular coordinate, γ the ratio of specific heats, and ˜ q the heat release rate. The resonance frequency of the first azimuthal mode is ω a = c/R . The term ω Non-dimensional variables are introduced:
ρ denotes the mean fluid density. The unsteady heat release rate q is taken to depend on the local pressure according to q (p) = β p − κ p 3 [11] ; β and κ are positive constants. This flame response model is simple but has been used in many recent theoretical studies (e.g., Refs. [11, 21] ) as it encapsulates the most important nonlinear effect, viz. saturation.
We now assume a solution of the form
This corresponds to the expression used in Refs. [11, 12, 21] , except the additional term η 0 , which represents the axisymmetric mode. The cos θ and sin θ terms span the two-dimensional eigenspace of the degenerate azimuthal mode. For a spinning mode, the amplitudes of η c and η s are equal, and their phase difference is ± π /2. A standing wave has arbitrary amplitudes but a phase difference between η c and η s of 0 or π . The ansatz (2) is now introduced into the wave equation (1) , and after projection onto the spatial basis {cos θ , sin θ , 1}, coupled oscillator equations for η c , η s , and η 0 are obtained:
Here, ˙ (·) denotes a derivative with respect to time, and the damping coefficient for the axisymmetric mode, α 0 , has been endowed with an additional subscript to indicate that this parameter should be allowed to be generally different from those corresponding to the azimuthal mode. The damping rate depends on the spatial structure of the mode and therefore may be different for each oscillator. Conversely, β is a property of the flame response and thus identical for all modes/oscillators.
Damping and linear flame response gain only appear as differences in Eq. (3) , corresponding to the linear growth rates of the modes. In the following, these growth rates are denoted by σ a = β − α for the azimuthal mode and σ 0 = β − α 0 for the axisymmetric mode. Since we wish to study the interaction of azimuthal and axisymmetric modes, σ a and σ 0 are assumed positive.
The terms in the square brackets multiplying ˙ η c / s in Eq. (3a,b) and ˙ η 0 in (3c) correspond to nonlinear damping, which will limit the amplitude growth of the respective mode at finite oscillation levels. The term 4 η 2 0 will thus reduce the growth of the azimuthal mode while the terms (η 2 c + η 2 s ) / 2 will damp the axisymmetric mode. This scenario promotes mode competition. Also note that in the absence of the axisymmetric mode, with η 0 = 0 , Eq. (3a,b) are identical to the system considered by Noiray et al. [11] in the study of a pure azimuthal mode.
For a given set of parameters and initial conditions, the oscillator equations (3) can be solved numerically, but this approach does not provide much insight. We will instead apply the method of averaging [22] to the system of coupled oscillators, which allows drawing more general conclusions about the system dynamics. The solutions are assumed to be of the form
where the amplitudes A i and phases φ i are assumed to be slowly varying functions of time. Note that the oscillation frequency is not a priori fixed to 1 ( ω a in dimensional variables). A small deviation from the resonance frequency of the uncoupled mode can be accommodated in the slowly varying phase term φ( t ). Following standard procedures [22] , the evolution equations for the slowly varying amplitude and phase variables are obtained by averaging the contributions of the oscillating quantities over one period:
where the f i are the right hand sides of Eq. (3) , and the angled brackets denote an average over one period of the uncoupled azimuthal mode. Note that a delay in the flame response model only affects the linear gain but not the structure of the averaged system [11] . There are four parameters in the oscillator system: the growth rates of the azimuthal and the axisymmetric modes σ a and σ 0 , the ratio of the oscillation frequencies , and the saturation coefficient κ from the nonlinear flame model. Two of these parameters can be removed through suitable rescaling. To this effect, we introduce
Furthermore, the amplitude and phase evolution equations do not depend on the phase variables independently but only on their differences. We therefore introduce phase-difference variables, defined as
Using the averaging ansatz (4) , the amplitude and phase-shift evolution equations are then obtained as
Here, ψ s0 = ψ c0 − ψ cs , and ( ·) denotes a derivative with respect to the scaled time τ . Also note that to leading order, the first term on the right hand side of Eq. (5e) corresponds to the frequency difference between the azimuthal and the axisymmetric mode. For small amplitudes, the phases of the axisymmetric and the azimuthal modes will thus diverge at a rate equal to the frequency difference when their uncoupled resonance frequencies are not identical. However, the nonlinear terms in (5e) may compensate the frequency difference to establish a fixed phase difference between azimuthal and axisymmetric modes in case of synchronization. Furthermore, it is evident from the system (5) that coupling between the modes occurs in a purely nonlinear fashion.
In the following, we consider the system of nonlinearly coupled differential equations (5) that evolve the system state in a fiv e-dimensional space. The advantage of studying the averaged system is that periodic and quasi-periodic solutions can be determined much easier compared to the oscillator Eqs. (3) . Periodic solutions of any kind are characterized by fixed points of the averaged system, i.e.
with at least one of the amplitudes being non-zero. A quasi-periodic solution would be characterized by at least one of the azimuthal mode amplitudes and the axisymmetric mode amplitude being non-zero and all of the previously mentioned state variables being constant except for ψ c0 , which would vary linearly in time, driven by the frequency difference between the azimuthal and the axisymmetric mode. Stability of the individual periodic or quasi-periodic solutions that may exist for certain values of the parameters is also more easily determined from the averaged system. One only needs to inspect the eigenvalues of the Jacobian evaluated at the corresponding equilibrium state. 
Results, discussion, and further analysis
To assess the ability of the slow-time model (5) to represent the dynamics of the original coupled oscillator system (3) , numerical solutions based on both sets of equations are compared ( Fig. 1 , top frame) . The amplitudes from the averaged system appear as envelopes of the oscillator solutions, and it is apparent that the averaged system is a very good approximation that captures even the non-monotonic amplitude evolution accurately. The parameter values for this case are = 1 . 03 , σ a = 0 . 1 , σ 0 = 0 . 09 , κ = 0 . 2 , with linear growth rates and saturation coefficient chosen as in Ref. [11] . In terms of the rescaled parameters, this corresponds to a growth rate ratio ˆ σ ≈ 1 . 11 and frequency detuning parameter ˆ ≈ 0 . 338 . In the initial linear stage, all amplitudes grow exponentially because of the positive growth rates. After a transient stage with non-trivial amplitude evolution, the axisymmetric mode eventually decays to zero and cosine and sine amplitudes attain identical oscillation levels. The phase between cosine and sine modes, ψ cs , settles at −π/ 2 ( Fig. 1 , bottom) , which shows that a purely spinning mode is established. Also note how the phase shift between azimuthal and axisymmetric modes, here represented through ψ c0 , increases linearly at small oscillation amplitudes, is nearly constant in the intermediate regime when all modes feature appreciable amplitudes, and finally drifts off when the axisymmetric mode has vanished. This indicates that the system is already close to synchronization. Now the frequency ratio is decreased to = 1 . 01 , corresponding to a frequency detuning parameter ˆ = 0 . 112 ( Fig. 2 ) . The solution of the averaged system again corresponds well with that of the oscillator model. In contrast to the previous case with a larger frequency detuning, all modes survive in the long-time limit and settle on constant amplitudes (visible at times larger than shown in Fig. 2 ). We note that the azimuthal mode is standing, indicated by ψ cs = 0 ( Fig. 2 , bottom) . The amplitude ratio of the cosine and sine components determines the orientation of the nodal line of the standing azimuthal mode. In the present axisymmetric setting, all orientations are equally permissible, and it depends on the initial conditions which is established. Furthermore, the phase difference between the azimuthal and the axisymmetric mode, ψ c0 , settles on a fixed value, slightly less than π /2. A fixed phase difference ψ c0 implies that the two modes, which have different linear resonance frequencies, have become synchronized through the nonlinear coupling. This scenario precisely corresponds to the slanted mode documented in Ref. [8] .
A phase shift close to π /2 between azimuthal and axisymmetric modes is also observed in the averaged model and in experimental data, to be discussed in the following, and therefore appears to be a robust feature of the phenomenon. Furthermore, this phase shift is only insignificantly affected by a time delay in the flame response model, as was verified numerically on the basis of the oscillator system (3) . While a delay in the flame response would generally affect the phase shift between pressure and heat release rate, the nonlinear coupling of the two modes occurs only through the pressure at the location of the flames. In the phase-locked state, both modes oscillate at the same frequency and, hence, acquire the same phase shift from the flame response; the phase shift between the modes is therefore unaffected by the delay. Similarly, a more realistic burner impedance is not expected to affect this phase shift.
In the following, we analyze the averaged system (5) to establish conditions in the reduced parameters ˆ σ (growth rate ratio) and ˆ (frequency detuning), for which the slanted mode, i.e., the synchronized oscillation between an axisymmetric and an azimuthal mode, exists and is stable. Since there is rotational symmetry, we can assume without loss of generality that A s = 0 for a standing azimuthal mode. The amplitude Eqs. (5) then take the form
with phase-difference equation
Since A s = 0 , the phase difference ψ cs is irrelevant. For a slanted mode, the right hand sides of Eqs. (6) must vanish for non-zero ˆ A c and ˆ A 0 . We first determine conditions on ˆ and ˆ σ for which such solutions exist and then address the stability of the synchronized state.
From requiring that the right hand sides of Eqs. (6) vanish, an equation only involving the phase-shift variable ψ c0 can be obtained:
This equation is quartic in cos 2 ψ c0 and thus may have four real solutions in any half-closed interval of length π . It appears that these solutions cannot be expressed in simple form for arbitrary ˆ and ˆ σ . We therefore consider first the special case where the resonance frequencies of the azimuthal and the axisymmetric mode are identical, i.e., ˆ = 0 . Equation (7) then has the four solutions ψ c0 = { 0 , π/ 2 , a, −a } , where a is given by a = arccos [
, which are all modulo π . When these solutions are used in requiring that the right hand sides of (6a) and (6b) vanish, explicit expressions for the squared amplitudes of the two modes are obtained. The solutions ψ c0 = ±a lead to negative amplitude squares for the axisymmetric mode and therefore can be discarded. With the other two solutions of the phase-shift equation (7) , we obtain
These solutions correspond to phase coupled oscillations of an azimuthal and an axisymmetric mode, and it can be verified numerically that these are indeed equilibrium states of the full system given by Eqs. (5) . Since the amplitude squares need to be positive, the conditions for the existence of a phase-coupled two-mode solution with phase shift O and 7r/2 are 1/2 < 8 < 3 and 1 < 8 < 3/2, respectively. As we will show Jater in this section, the in-phase solution wi th V/d) = 0 is unstable so that the occurrence of a slanted mode is limited to the stricter requirement on the growth rate ratio. When the frequencies of the two modes are not identical, i.e., !!> =I= 0, the phase-shift Eq. (7) cannot be solved in simple terrns. However, the range of growth rate ratios 8 that permits a stable phasecoupled solution can be determined numerically as a fonction of the frequency detuning 6., as shown in Fig. 3 . The effect of the frequency detuning is to reduce the range of growth rate ratios for which a slanted mode occurs. For 1 6.I ~ 0.273, no stable phase-coupled two-mode solution exists for any growth rate ratio. For a non-dimensional growth rate a 0 = 0.2, this corresponds to a frequency difference of about 5%. The stability domain of the slanted mode is symmetric with respect to !!> because the system (6) has the symmetry (!!>, 1/f,,,) ~ (-!!>, -VJ,,,). When !!> « 1 is assumed, which is reasonable in view of Fig. 3 , the effect of the frequency detuning on the phase shift can be determined to Jeading order from Eq. (7) as 1/f"' = 7r /2 -6. (modulo7r). Hence, the azimuthal and the axisymmetric modes will always be approximately in quadrature when they are phase coupled.
It is now instructive to consider the structure of the state space defined by the system (6) to understand the qualitative changes in the stability of the synchronized two-mode solution. To this purpose, we plot the vector field defined by (6a) and (6b) corresponding to differen t points in the parameter space (Fig. 4a) . The system is three-dimensional, and the 1/f"' coordinate can be thought of as pointing out of the paper plane; however, we have already shown that only the immediate vicinity of the planes V/d) = 0 and V/d) = 7r /2 are of interest. Figure 4 illustrates the state space dynamics at 1/f"' = 7r /2 for zero frequency detuning and a growth rate ratio of 8 = 1.25, which is most favorable for the existence of the slanted mode according to the stability map (a in Fig. 3) . By construction, the origin is a repeller; the single-mode limit cycles found on the axes, where one mode has zero amplitude, both correspond to saddles: they are attracting in the direction of the non-zero mode, but repelling perpendicular to it. The in-quadrature synchronized two-mode solution is a stable node, globally a ttracting in the 1/f,,, = 7r /2 slice of the state space. ln the slice corresponding to in-phase two-mode oscillations, 1/f"' = 0 (Fig. 4b) , the roles of the single-mode and the two-mode oscillations are reversed; the latter cannot occur as it is unstable. Also note that the single-mode oscillations are attracting only in this plane, as the phase equilibrium at 1/f,,, = 0 is unstable according to Eq. (6c).
As the growth rate ratio 8 is decreased from 1.25, the stable node, corresponding to the synchronized two-mode solution, successively approaches the saddle corresponding to the single-mode axisymmetric oscillation. When 8 is decreased below 1 (see Fig. 3 ), the node collides with the saddle, rendering the single-mode axisymmetric limit cycle stable (Fig. 4c) . When 8 is increased beyond 3/2, the stable two-mode oscillation collides with the singlemode azimuthal limit cycle, which is then the only stable solution (Fig. 4d) . These latter effects are not entirely surprising when one recalls that 8 is the ratio of the growth rates of the azimuthal and the axisymmetric mode.
Only the case with zero frequency detuning is depicted in Fig. 4 . However, the (Â~. Â 0 ) vectorfield varies smoothly wi th 1/f ,,,, and the equilibrium phase shift changes only slightly wi th !!>. Qualitatively, the dynamics therefore remains similar to that shown in Fig. 4 even when !!> is non-zero, as long as a stable synchronized two-mode solution exists (l!!il ; § 0.273, Fig. 3 ). When l!!i l increases beyond this value, the synchronized two-mode solution only exists as an unstable saddle, as in Fig. 4b , and the only stable solutions are single-mode limit cycles.
Modeling results and experimental observations
The analysis in the previous section showed that the slanted mode [8] arises from a synchronization process between unstable azimu thal and axisymmetric modes. Furtherrnore, this synchronization is only possible when the individual resonance frequencies of the modes are close and when their growth rates are similar. This is consistent with experimental observations that the slanted mode oc- curs only in a very narrow region in the operating space (see Fig. 4 in Ref.
[13D.
lt would be interesting to test the predicted dependence of the slanted mode solution on the frequency detuning and the growth rate ratio, as illustrated in Fig. 3 . This is unfortunately not possible because (i) the frequency detuning and the growth rates cannot be varied independently in the experiment, and (ii) these parameters cannot be accurately measured. However, the phase shift between the azimuthal and the axisy=etric mode, 1/fc0, which is predicted to be close to 1e/2 from the analysis, can be retrieved from available experimental data. To this purpose, we analyze high-speed images of the flames' light emission acquired during conditions corresponding to the slanted mode (same data set as was used in Ref. [8] ). The images were acquired with a Photron Fastcam APXii at a framerate of 12,000 images per second. A subset of 1000 images was analyzed by means of proper orthogonal decomposition (POO). Increasing the number of images did not noticeably affect the results presented in the following.
POO decomposes snapshots of a space and time dependent observable into orthogonal modes and ranks them according to their fluctuation energy [23] . The fluctuation energy of the first 100 modes relative to the total fluctuation energy is shown in Fig. 5 . l'wo modes are clearly dominant, ail others contributing with Jess than 1% to the total fluctuation energy. The first two POO modes are shown in Fig. 5 as insets. The POO mode with the largest fluctuation energy can be identified as axisymmetric thermoacoustic mode, all flames featuring the same sign of the heat release rate perturbation. ln contrast, the POO mode with the second highest fluctuation energy is a first-order azimuthal mode, wi th positive and negative heat release rate fluctuations varying sinusoidally around the circumference. This corresponds to a standing azimuthal mode; a rotating azimuthal mode would be represented by two POO modes rotated with respect to each other by an angle of 1e/2. ~:. The phase relation of the two dominant POO modes can be deduced from their associated time coefficients. These indeed exhibit a phase shift very close to 1e/2, showing that the two modes are in quadrature (Fig. 6 ). The precise value of the mean phase shift is obtained from the cross spectrum of the two time coefficients; this evaluates to 1.595 rad at the dominant frequency (450 Hz), which deviates from exact quadrature by less than 2%. This result corroborates the analysis in the preceding section, which predicted a quadrature relation whenever an azimuthal and an axisymmetric mode become synchronized in a two-mode oscillation. The instantaneous phase shift can be determined from the associated analytic signals via the Hilbert transform. This quantity shows very little deviation from the mean value, with a standard deviation of less than 0.03 rad, highlighting proper synchronization between the two modes.
Conclusion
Nonlinear coupling of thermoacoustic modes in annular combustors was investigated. A synchronized two-mode limit cycle involving a standing azimuthal and an axisymmetric oscillation, as recently observed in an annular model combustor [8] , was analyzed. This phase-coupled two-mode oscillation occurs provided that the individual resonance frequencies of the two modes and their growth rates are similar. These findings were obtained by studying a reduced system that only allows for a standing azimuthal mode in addition to the axisymmetric mode. However, it can be shown that a synchronized oscillation involving a spinning azimuthal mode and an axisymmetric mode does not exist.
Through suitable rescaling, the dependence of the system dynamics on the cubic coefficient κ, which controls the saturation of the flame response, is removed (provided κ remains positive). The existence of the slanted mode solution is thus supported by a large class of flame models with saturation nonlinearity. The specific value of κ affects the solution on a quantitative level (the oscillation amplitude), but the analysis showed that the qualitative dynamics, i.e., single-mode oscillations or phase-locked two-mode oscillations, are unaffected. The qualitative dynamics depend only on the two non-dimensional parameters ˆ σ and ˆ , corresponding to growth rate ratio and frequency detuning, respectively. We can then expect that this nonlinearly synchronized two-mode oscillation is a rather generic feature of thermoacoustic instability in annular combustors that may appear when the resonance frequencies and the growth rates of an azimuthal and an axisymmetric mode are close.
