This paper describes a moving mesh interface tracking method implemented in OpenFOAM for simulating three-dimensional (3-D) incompressible and immiscible two-phase interfacial fluid flows with dominant surface tension forces. Collocated finite volume (FV) method is used for spatial discretisation of Navier-Stokes equations on moving polyhedral mesh. The mesh consists of two parts separated on interface. Fluid flow is solved on each mesh separately and coupling is accomplished in an iterative manner by enforcing the kinematic and dynamic condition at the interface. Surface tension force is calculated on arbitrary polygonal surface mesh with second order accuracy using a ''force-conservative'' approach. Arbitrary polyhedral mesh adapts to the time-varying shape of the interface using vertex-based automatic mesh motion solver which calculates the motion of internal points based on the prescribed motion of interface points by solving the variable diffusivity Laplace equation discretised using the finite element method. The overall solution procedure based on iterative PISO algorithm with modified Rhie-Chow interpolation is second-order accurate in space and time, as is confirmed by numerical experiments on small amplitude sloshing in a two-dimensional (2-D) tank, 3-D droplet oscillation and buoyant rise of a 3-D air bubble in water. Numerical results are found to be in excellent agreement with available theoretical and experimental results.
Introduction
Development of computational methods for numerical modelling of free-surface and interfacial fluid flow is a very active research area. The oldest and still the most popular methods use a fixed mesh to solve a single set of governing equations for the whole fluid flow, with different approaches to locating the interface between the phases. Among the many methods which belong to this category, one may mention the marker-and-cell method (MAC) [1, 2] , the volume of fluid method (VOF) [3] [4] [5] , the level set method [6, 7] , the ghost fluid method [8] and a group of front tracking methods [9, 10] . These methods are particularly attractive due to straight-forward handling of large deformation and changing topology of the interface. The main difficulty in using these methods is maintening a sharp interface between the phases and computation of surface tension forces.
The moving mesh methods, also known as moving mesh interface tracking methods, use a separate boundary-fitted moving mesh for each phase. They offer potentially the highest accuracy since the interface between the phases is represented by the computational boundary, allowing very accurate calculation of surface tension force and direct implementation of the kinematic and dynamic conditions at the interface without any smoothing of fluid phase properties. A major disadvantage of moving mesh methods is that they are limited to moderately deformed interfaces with constant topology. If one wishes to simulate large interface deformation or changing topology of the interface surface, some kind of global or local re-meshing would be necessary.
Although limited in their application, moving mesh interface tracking methods have an important role in the numerical analyses of fundamental multiphase flows such as motion of isolated bubbles and droplets, where strong dependence between interface shape and near surface flow exists, due to strong surface tension forces. Development of highly accurate moving mesh methods can also be justified by the fact that ''numerically exact'' solutions generated by such methods can be used for validation of fixed mesh methods.
One of the most famous studies performed by moving mesh methods which had a major impact on understanding of fundamental multiphase flows and subsequent development of computational methods for free-surface/interfacial fluid flows is that of Ryskin and Leal [11] [12] [13] . They studied steady buoyancy-driven motion of a single axisymmetric gas bubble by applying the finite-difference method on a structured orthogonal grid for numerical solution of 0045 the Navier-Stokes equations expressed in terms of vorticity and stream function. Takagi et al. [14] used a finite-difference method on structured orthogonal mesh and the SIMPLER iterative solution procedure to simulate unsteady rise of a single axisymmetric bubble in quiescent liquid. Recently, Yang and Prosperetti [15] developed a moving mesh interface tracking method for axisymmetric unsteady free-surface flow calculation which has second-order accuracy in both space and time. In their methods structured orthogonal staggered mesh is used with finite-difference projection fractional step method to solve the primitive variable Navier-Stokes equations. Second order accuracy of the method is proved by performing numerical experiment on various forms of unsteady axisymmetric gas bubble motion.
All moving mesh interface tracking procedures mentioned above are restricted to axisymmetric or 2-D calculations. There exists only a limited number of studies where 3-D calculations were performed to analyse motion of bubbles or droplets using moving mesh methods. Perhaps the most impressive example is the work done by Schmidt and collaborators [16] [17] [18] . They developed a 3-D moving mesh interface tracking method where a staggered tetrahedral mesh is used with a FV discretisation and exact fractional step method to simulate motion, break up and coalescence of droplets and ligaments. This is a good example of moving mesh methods in combination with local mesh adaptation used to simulate multiphase flows with sharp interphase boundary, large interface deformation and changing surface topology.
This paper presents a 3-D moving mesh finite volume interface tracking method implemented in OpenFOAM. OpenFOAM [19] is an Open Source object-oriented C++ library for numerical simulations in continuum mechanics which provides second-order accurate FV discretisation with polyhedral mesh support, second-order discretisation in time, efficient linear system solvers and support for massively parallel computing. With the ultimate goal of developing a second-order accurate 3-D moving mesh interface tracking method with polyhedral mesh support, several extensions of the code described in this paper are made. A vertex-based mesh motion solver with polyhedral cell support is developed to calculate the motion of internal points based on the prescribed motion of interface (boundary) points. A collocated FV discretisation is extended to a moving mesh by taking into account the geometric conservation law in such a way to preserve accuracy in time established on a fixed mesh [20] [21] [22] . The interface tracking procedure uses the approach proposed by Muzaferija and Perić [23] , where the interface is defined by boundary mesh faces and control points in order to preserve its smoothness during the calculation. Enforcement of the kinematic and dynamic conditions at the interface is performed in a semi-implicit manner within an iterative solution procedure. The dynamic condition at the interface requires calculation of derivatives of the velocity field along the interface. For this purpose, a counterpart of the finite volume method intended for discretisation on curved surface mesh is implemented. We refer to this discretisation procedure as the finite area method (FAM) [24] and part of it will be described in this paper.
The main concern during the implementation of the dynamic condition was how to implement surface tension force. Common practice in moving mesh methods is to apply the surface tension force through the product of mean curvature and the surface tension coefficient in pressure jump condition, where the mean curvature is usually calculated using a surface fitting procedure [25, 17] . We have decided to use the novel ''force-conservative'' approach, where zero net surface tension force on any closed surface is satisfied exactly (see for example [26] ). Special attention is paid to the accuracy of the local surface tension force calculation in order to reduce numerical noise responsible for parasitic currents around the interface [25] .
The incompressible fluid flow model discretised on moving collocated mesh is solved using the iterative PISO algorithm [27] where the Rhie-Chow momentum interpolation method [28] is employed to evaluate cell face velocity in order to eliminate the checkerboard pressure field effect. Here we came across a limitation of the original Rhie and Chow interpolation connected with the application of very small time steps (due to semi-implicit treatment of surface tension forces). It is known that the original Rhie and Chow interpolation is time step size dependent and that it could fail to prevent the appearance of a checkerboard pressure field if a very small time step size is used [29] [30] [31] [32] [33] . Yu et al. [33] proposed a remedy for this problem on a fixed mesh and we have extended their solution, obtaining time step size independent Rhie and Chow interpolation on a moving mesh.
The remainder of the paper is organised as follows. In the next section, the governing equations for the two-fluid system with a sharp interface are described. The description of the FV discretisation for governing equations on a moving computational mesh is followed by description of the interface tracking solution procedure. The performance of the method is presented on three test cases and the paper is concluded with a summary.
Mathematical model
In this study, a two-phase fluid flow with a sharp interface is simulated using the FV method and a moving computational mesh. On each phase, one defines a separate computational mesh which moves and deforms according to interface motion. The mathematical model governing isothermal flow of incompressible fluid is solved separately on each moving mesh and coupling is accomplished by enforcement of proper boundary conditions at the interface.
Isothermal flow of incompressible Newtonian fluid inside an arbitrary volume V bounded by a closed moving surface S is governed by the mass and linear momentum conservation laws:
where n is the outward pointing unit normal on S, q is the fluid density, v is the fluid velocity, v s is the velocity of surface S, l is the dynamic viscosity of a fluid and p is the dynamic pressure obtained by subtracting hydrostatic pressure, qgr, from the absolute pressure, where g is the gravitational acceleration and r is the position vector. The above mathematical model, valid for arbitrary moving volume, is obtained from the corresponding material volume model using the Reynolds' transport theorem. The relationship between the rate of change of the volume V and the velocity v s is defined by the geometric (space) conservation law (GCL, see [34, 20] 
If fluid phases are immiscible, fluid flow Eqs. (1) and (2) can be applied for each phase separately, while on the interface the proper boundary conditions must be used. Relation between fluid velocities on the two sides of the interface is determined by the kinematic condition [35] , which states that the velocity must be continuous across the interface:
where v A and v B are the fluid velocities at the two sides of the interface.
The dynamic condition follows from the momentum conservation law and states that forces acting on the fluid at the interface are in equilibrium. The tangential force balance yields a relation between normal derivative of tangential velocity on the two sides of the interface:
where n is the unit normal vector on the interface which points from fluid A to fluid B, v t = (I À nn)v is the tangential velocity component, r s = r À nnr is the surface gradient operator, r is the surface tension coefficient and v n = nv is the normal velocity component at the interface. A non-zero gradient of the surface tension coefficient r s r can occur for example due to non-uniform distribution of surfactants at the interface or due to presence of a temperature gradient. In this study, the surface tension coefficient is assumed constant but the numerical procedure is described for the general case of a non-uniform surface tension coefficient.
From the normal force balance, the pressure jump across the interface is calculated:
where j = Àr s n is twice the mean curvature of the interface. The second term on the right hand side of Eq. (6) represents the jump of normal viscous force across the interface, expressed through surface divergence of interface velocity [36] .
Numerical method
The mathematical model of fluid flow in its integral form is discretised in space using a second order accurate cell-centred unstructured FV method. Numerical integration of the model in time is performed using a second order accurate implicit method. The description of the discretisation procedure is divided into two parts: discretisation of the computational domain and equation discretisation.
Discretisation of the computational domain
The time interval is split into a finite number of time-steps Dt and the equations are solved in a time-marching manner. Computational space is divided into a finite number of convex polyhedral control volumes (CV) or cells bounded by convex polygons. Cells do not overlap and fill the spatial domain completely. Fig. 1 shows a polyhedral control volume V P around the computational point P located in its centroid, face f, with area S f , face unit normal vector n f and the centroid N of a neighbouring CV sharing the face f. Geometry of the CV is fully determined by the position of its vertices.
In surface tracking, the finite volume mesh needs to be adjusted to the time varying shape of the interface. The deforming mesh approach is used in this study where the internal CV vertices are moved based on the prescribed motion of the boundary vertices, while the topology of the mesh stays unchanged. The vertex-based automatic mesh motion solver [37, 24] developed by the authors is used for mesh deformation. Here, displacement u of the mesh points (vertices) is governed by the Laplace equation: r ðCruÞ ¼ 0; ð7Þ discretised on a tetrahedral finite element (FE) mesh using the Galerkin weighted residual FE method [38] . The diffusion coefficient C in Eq. (7) is inversely proportional to the square of distance from the moving boundary. This makes the mesh more rigid near moving boundaries and thus helps to preserve good mesh quality. The tetrahedral FE mesh is obtained by decomposition of polyhedral elements using one of the decomposition procedures shown in Fig. 2 . In case of a complex polyhedral mesh the cell-and-face split is used despite introducing more computational points, as it produces better tetrahedron quality.
Discretisation of the mathematical model
According to the FV discretisation method, the surface integrals of an integral conservation equation are transformed into sums of face integrals which together with the volume integrals are approximated to second order accuracy by using the mid-point rule. Temporal discretisation is carried out by numerical integration of the governing equation in time from the old time instance t o to the new time instance t n = t o + Dt using an implicit three-level second order scheme [29] referred to as the backward scheme. 1 The fully discretised counterpart of the momentum Eq. (2) for the moving control volume V P reads:
where the subscripts P and f represent the cell-centre and face-centre values and the superscripts n, o and oo represent values evaluated at the new time instance t n and two previous time instance . Decomposing a polyhedral cell into tetrahedra. 1 The first order implicit Euler temporal discretisation scheme is used at the first time step since only one old time level is available.
treated as explicit in order to linearise the convection term in Eq. (8) . The calculation of conservative fluxes will be described later in this section. The face-centre values of most quantities are calculated using linear interpolation of the neighbouring cell-centre values:
where / is a general dependent variable and f x ¼ fN=PN is the interpolation factor, Fig. 1 . Here, it is assumed that line PN intersects corresponding face in its centre. Otherwise, a ''skewness'' correction to the interpolated value could be applied [29] . In order to ensure boundedness while preserving second order accuracy, the face-centre velocity v n f in the convection term of Eq. (8) is calculated by applying the Gamma interpolation scheme [39] which locally blends second order accurate linear interpolation with the unconditionally bounded upwind interpolation.
The face normal derivative of velocity, n n f ðrvÞ n f , in the diffusion term of Eq. (8) is discretised as follows (see [40] ):
, Fig. 1 . The orthogonal contribution in Eq. (10) is treated as implicit, while the non-orthogonal correction is explicit.
The cell-centre gradient of pressure in Eq. (8) is calculated using the Gauss integral theorem in order to preserve physical representation of the pressure force at cell faces. All other cell-centre gradients are calculated using the least-squares fit [41, 42] . This method produces a second-order accurate gradient irrespective of local mesh quality.
When Eq. (10) is substituted into Eq. (8) and Gamma convection discretisation scheme is applied, discretised momentum equation can be written in the form of a linear algebraic equation, which for cell P reads 2 :
where the diagonal coefficient a P , the neighbour coefficient a N and the source term r n P depend on the unknown velocity field due to explicit treatment of some terms in the discretised momentum equation (i.e. cell-face mass flux, face volume flux, non-orthogonal correction, etc.). For the analysis of the original Rhie-Chow interpolation and its deficiency related to the application of small time steps, only the contribution from the unsteady term in the diagonal coefficient and source term is important:
where superscript ⁄ represents contribution from the convective and diffusive terms. The mathematical model of the fluid flow is solved using a segregated solution procedure, where the momentum equation is decoupled from the pressure equation. The discretised pressure equation is obtained by combining the discretised momentum and continuity equations using the momentum interpolation method [29] as follows. Discretised continuity equation for cell P reads:
where _ m n f is the cell-face mass flux. From the discretised momentum Eq. (11), one can express cell-centre velocity as follows:
where
According to the momentum interpolation method, the cell-face velocity needed in Eq. (14) can be expressed by mimicking Eq. (15) as follows:
where the terms (H/a) f and (1/a) f are obtained by interpolating their counterparts in Eq. (15) written for the two cells sharing the face f. Usually this is done using Rhie-Chow interpolation [28] , but other interpolation schemes can be found in the literature as well [43] . When Eq. (17) is substituted into Eq. (14), one obtains the discretised pressure equation for the cell P:
where the normal pressure derivative term n n f ðrpÞ n f is discretised using Eq. (10) . After the solution of the pressure Eq. (18), one can calculate divergence-free cell-face mass flux as follows:
According to the original Rhie-Chow interpolation, terms (H/a) f and (1/a) f in Eqs. (18) and (19) are calculated by using the following expressions:
where ðÁÞ f denotes linear interpolation of the corresponding cellcentre values. It is well known that the original Rhie-Chow interpolation could fail to prevent a checkerboard pressure field if a very small time step is used [29, [31] [32] [33] . Explanation for such behaviour can be provided by analysing limiting values of expressions (20) when time step size tends to zero:
where ðv o P Þ f and ðv oo P Þ f are cell-face velocities from the two previous time steps obtained by interpolating corresponding cell-centre velocities. Since the two interpolated velocities do not satisfy the discretised continuity equation, solution of pressure equation will produce an unphysical pressure field in the considered limiting case. Another undesirable feature of the original Rhie-Chow interpolation is that the converged steady state cell-face mass flux calculated using Eq. (19) depends on the time step size [30, 32, 33] . This issue has manifested itself in our study through the consistency violation of the numerical method for small time steps. We have eliminated both of these two deficiencies by using the modified interpolation proposed by Yu et al. [33] for a fixed mesh. Hence, in our modified Rhie-Chow (mRC) interpolation, terms (H/a) f and (1/a) f in Eqs. (18) and (19) are calculated using the following expressions:
where ðv o P Þ f and ðv oo P Þ f are cell-face velocities from the two previous time steps which satisfy discretised continuity equation on the corresponding previous mesh configurations:
One can show that pressure Eq. (18) with modified terms (H/a) f and (1/a) f defined by expressions (22) is well defined even in the limiting case when time step size tends to zero and the cell-face mass flux obtained by Eq. (19) will not depend on time step size in steady state. Demirdžić and Perić [20] showed that failure to satisfy the discretised geometric conservation law (DGCL) on moving meshes introduces errors in the form of artificial mass sources. Farhat and Geuzaine [22, 21] showed that satisfaction of the DGCL is a necessary condition for any temporal discretisation scheme to preserve on moving grids the non-linear stability properties of its fixed-grid counterpart but they also showed that satisfaction of the DGCL is not a sufficient condition for a temporal discretisation scheme to preserve its order of time-accuracy on moving grids, as established on fixed grids.
In this study, cell-face volume fluxes _ V f are calculated to satisfy DGCL:
where the three-level backward scheme is used for temporal discretisation. The difference between the cell volumes at consecutive time-levels can be decomposed as follows:
where dV n f is the volume swept by the cell face f while moving from its old to its new position. Substitution of Eq. (26) into Eq. (25) yields:
Hence, if the cell-face volume fluxes are calculated using the following expression:
the DGCL (25) will be satisfied identically and according to Geuzaine et al. [21] the backward scheme will preserve second order temporal accuracy on a moving mesh. The expression for calculation of cell-face volume fluxes which satisfy the GCL discretised using the first order implicit Euler temporal discretisation scheme are derived in [20] . The discretisation procedure described above deals with internal CV faces. Approximation of surface integrals at boundary faces depends on the prescribed boundary conditions. Implementation of the boundary conditions depending on their types is described in [40] .
Interface tracking procedure
Numerical modelling of a two-phase fluid flow with a sharp interface is performed using a moving mesh interface tracking procedure. The computational mesh consists of two separate parts, where each part covers only one of the considered fluid phases. The two mesh parts are in contact over the two geometrically equal surfaces, S A and S B , at the boundary between the phases (the interface). Each surface is defined by a set of boundary faces, see Fig. 3 , where each face Af on the surface S A has a corresponding geometrically equal face Bf on the surface S B . Matching of the two mesh parts at the interface is assumed in order to facilitate the presentation of the interface tracking method, and is not required in general. For non-matching meshes, a second-order inverse-distance weighted interpolation is used.
Coupling of flow equations between the phases is performed by applying adequate boundary conditions at the interface. At the side A of the interface which belongs to the denser phase 3 (q A > q B ), the dynamic pressure p A and normal velocity derivative n A (rv) A are specified, while at the side B the velocity v B and normal derivative of dynamic pressure n B (rp) B are specified. These boundary conditions are updated at the beginning of each outer iteration using the following procedure 4 :
1. Tangential component of the interface velocity at the face Af is calculated using discretised counterpart of Eq. (5) with the kinematic condition (4) taken into account:
where (v AP ) t and (v BP ) t are the tangential components of velocity in the centroid of cells AP and BP (see Fig. 3 ), while (d Af ) n and (d Bf ) n are the normal distances from centroids of cells AP and BP to their corresponding faces Af and Bf. As one can note from Eq. (29), normal derivatives of tangential velocity in Eq. (5) are discretised using one sided first order approximation. The first term on the right hand side of Eq. (29) represents the ''geometric harmonic mean'' which is used in [17] for treating shear stress. 2. The normal velocity derivative specified at the face Af is calculated using updated interface velocity, as follows: Fig. 3 . Representation of the interface with the mesh boundary faces. 3 The denser phase is used as the phase A in order to achieve good convergence properties of the iterative coupling procedure without need for stabilisation. 4 In all expressions that follows superscript n is omitted since all quantities are evaluated at the current (new) time instance.
where n Af = Àn Bf is the unit normal of the face Af. Calculation of surface derivative terms in Eqs. (29) and (30) will be described later in this section. 3. According to the kinematic condition (4), the tangential velocity component specified on the face Bf is transferred from the face Af:
The normal velocity component specified on Bf is calculated from the condition of zero net mass flux, ð _
where _ V Bf is the volumetric flux of the face Bf. Since the displacement of mesh points at the side B of the interface is equal to the displacement at the side A of the interface, u Bi = -u Ai , the same is valid for the volume fluxes of faces Af and Bf:
4. Value of the normal derivative of dynamic pressure specified at the face Bf is calculated from the surface-normal component of the momentum equation:
5. Value of the dynamic pressure specified at the face Af (see Fig. 3 ) is calculated using the condition (6) as follows:
where r Af is the position vector of the face centre Af and p Bf is the dynamic pressure at the face Bf obtained by extrapolation from the fluid B, using the specified normal derivative boundary condition for dynamic pressure. Calculation of the surface tension term (rj) Af will be described later in this section.
In general, at the end of an outer iteration, the net mass flux through the faces at the side A of the interface is different from zero, i.e.
where _ m Af is the mass flux through the face Af and _ V Af is the volume face flux. In order to correct the net mass flux, the interface points must be moved to accomplish the following volume flux corrections:
The interface point displacement is calculated based on the procedure proposed in [23] , where a control point Ac is attached above the centroid of each face Af at the side A of the interface as is shown in Fig. 4 . The corrected position of interface points is calculated using the following procedure:
1. Calculate the volume dV 0 Af swept by the face Af on the way from the current to the corrected position in order to cancel the net mass flux:
where _ V 
where S Af and n Af are the area and unit normal of the face Af in the current iteration and f Ac is the control point displacement direction. The new corrected position of control points is calculated according to the following expression:
where r p Ac is the position vector of the control point Ac before the correction. 3. The interface mesh point Ai is moved up to a plane laid over the corresponding control points using the least squares method.
The new position of interface mesh points is calculated using the following expression:
where f Ai is the displacement direction of the interface mesh point, N Ai is the unit normal vector on the plane:
and p is the position of the point at the plane,
Tensor G is defined by the following expression:
In Eqs. (42)- (44), summation is performed over all control points common to the interface point Ai and weighting factor w Ac is defined as the inverse distance from the control point Ac to the vertex Ai.
Unit vectors f Ac and f Ai which determine the displacement direction for the control points and the interface mesh points must be specified in advance for each time instance. Two variants are used in this study, depending on the considered interface tracking problem. The displacement direction can either be parallel with the gravity vector or with the surface normal vector from the previous time instance. Fig. 4 . Definition of the interface using control points.
Calculation of surface derivatives
Surface divergence and surface gradient terms in Eqs. (35) and (30) are calculated using the surface Gauss' integral theorem, which, for a general tensorial quantity U defined on the surface S bounded by the closed line @S, reads as follows [44, 45] :
where n is the unit normal vector on the surface S, m is the unit binormal vector perpendicular to the line @S and tangential to the surface S and the operator represents a scalar, vector or tensor product operator.
In Eqs. (35) and (30) we seek the surface divergence of velocity (r s v) Af and the surface gradient of velocity (r s v) Af at the centroid of face Af. These quantities are calculated by discretising Eq. (45) on the control area S Af (see Fig. 5 ) using basic principles of the finite volume (area) discretisation procedure. Surface divergence and surface gradient of velocity at the centroid of control area S Af are calculated using the following expressions: 
where surface integrals over the control area S Af and line integrals over the control area edge e of length L e are approximated using the mid-point rule. Subscript e implies the value of the variable in the middle of the edge e and summation is performed over all edges closing the face Af. The edge-centre unit bi-normal vector is calculated as follows:
whereê is the unit vector parallel with the edge e, while n i and n j are the interface unit normal vectors at end points i and j of the edge e (see Fig. 5 ). Calculation of point normals n i and face curvatures j Af is described in the next subsection. The edge-centre velocity v e is calculated using the following linear interpolation formula:
where e x is the interpolation factor calculated as the ratio of geodetic distances eN and PeN (see Fig. 6 ):
and T P , T N and T e are the tensors of transformation from the global Cartesian coordinate system to the edge-based local orthogonal coordinate system, as defined in Fig. 6 .
Calculation of surface tension
Regardless of the approach used to track the interface between the phases in a multiphase fluid flow, implementation of surface tension is always demanding. Unphysical ''parasitic currents'' will arise around the interface as a consequence of inaccuracy in the calculation of surface tension forces. Parasitic currents may be strong enough to destroy the interface and break the calculation.
From first principles, it follows that the total surface tension force on a closed surface must be identically equal to zero. This condition has served as starting point for a derivation of a novel procedure for calculation of surface tension forces.
Let us assume a phase interface is discretised with an unstructured surface mesh consisting of arbitrary polygonal control areas. Surface tension force acting on the control area S Af (see Fig. 5 ) can be expressed by:
where L e is the length of the edge e and (rm) e is the surface tension force per unit length of the edge. If the total surface tension force for each control area in the surface mesh is calculated using Eq. (51), then the total surface tension force for a closed surface will be exactly zero if vectors (rm) e for two control areas sharing the edge e are parallel and have same magnitude and opposite direction.
It remains to decompose the surface tension force F 
When the right hand side of Eq. (52) is discretised using the midpoint rule and the result of discretisation is equalised with the right hand side of Eq. (51), the following expression is obtained:
Hence, the tangential component of the surface tension force acting on the control area S Af is equal to the tangential component of the right hand side of Eq. (53):
and its normal component is equal to the respective normal component: . Edge-based local orthogonal coordinate system whose axis are aligned with orthogonal unit vectors n, t and t 0 , where vector t is tangential to the geodetic line PeN.
If the surface tension coefficient is constant (r = const.), Eq. (54) will give zero tangential component of the surface tension force only if the normal unit vector of the control area S Af satisfies the following equation:
In the current implementation, the normal of a polygonal face is calculated by averaging normals of triangles obtained by decomposition of the face. Accordingly, in order to satisfy the zero total surface tension force condition for the closed surface, the tangential component of surface tension force defined by Eq. (54) is taken into account even in the case of constant surface tension coefficient. With Eqs. (54) and (55) we shall formulate a procedure for calculation of surface tension force which ensures that the total surface tension force on the closed surface will be exactly zero. Unfortunately, fulfilment of this condition is not in itself sufficient for successful application of surface tension forces in the calculation. Specifically, unphysical fluid flow near the interface arises due to local (rather than global) inaccuracy in the calculation of surface tension forces.
One can see from Eq. (51) that the accuracy of the surface tension force calculation depends on the term (rm) e which represents the surface tension force per unit length of the control area edge e. We calculated this term using the expression which follows from the approximation of the corresponding line integral over the edge e using the trapezoidal rule:
where r i and r j are surface tension coefficients at points i and j. Use of the trapezoidal rule instead of the mid-point rule for approximation of the line integrals in Eq. (51) resulted in a significantly reduced amplitude of surface tension force oscillation along the interface. From Eq. (57) one can see that the accuracy of the surface tension force calculation depends on the accuracy of calculation of unit normal vectors at the control area vertices. Vertex normals are calculated using least squares biquadratic surface fitting in the local coordinate system. Origin of the local coordinate system coincides with the vertex i for which the normal vector is calculated and its z-axis is parallel with the approximation of the normal vector at the vertex i calculated as the average normal of all faces belonging to the considered vertex i. The biquadric surface
passing through the vertex i in the local coordinate system is fitted through the set of vertices belonging to all faces sharing the considered vertex i.
Finally, mean curvature j Af in Eqs. (46) and (47) is calculated from Eq. (55) by assuming constant surface tension coefficient (r = const.).
Solution procedure
The solution procedure is based on the well known PISO procedure [27] and consists of the following steps: The efficiency of the above described solution procedure can be substantially increased if only interfacial mesh points are moved in step (b) instead of moving all mesh points. In that case, the entire mesh is deformed before the start of the outer iteration loop, according to the total interface displacement obtained in the previous time step. Thus, the mesh motion procedure is performed only once per time step. This approach is possible in cases where the magnitude of interface displacement in one time step is smaller then the thickness of the cells near the interface.
The time step size is limited by the Courant number criteria due to the PISO algorithm and temporal accuracy. However, in cases with a high surface tension force, a more stringent limitation emerges, due to explicit treatment of the surface tension force. The time step size must be sufficiently smaller than the period of the shortest capillary waves [46, 25] :
where L PeN is the geodetic distance PeN (see Fig. 6 ).
It should be noted that the solution procedure described above can be modified in a straight-forward manner for a moving boundary problem where the motion of the boundary is prescribed in advance.
Mass conservation and Dirichlet fluid phase boundary condition
The mass conservation condition of the considered incompressible fluid phases depends on the satisfaction of the zero net mass flux condition at the interface. Experience shows that if adequate mesh resolution is used along the interface, the net mass flux through the interface can be reduced to a satisfactory level by performing sufficient number of outer iterations.
When the incompressible fluid phase B is entirely enclosed by boundaries with prescribed velocity (Dirichlet boundary), gradual reduction of the interface net mass flux during iterations can cause problems with the solution of the pressure equation. Specifically, on the side B of the interface belonging to phase B, the mass flux is specified to ensure the zero net mass flux through the side B of the interface, i.e.
Here, _ V Bf is the volume flux of the face Bf at the side B of the interface. Term n n f ðH=aÞ f in pressure Eq. (18) is calculated for the faces at the side B of the interface using 
where the normal derivative of the dynamic pressure n n Bf ðrpÞ n Bf is specified using Eq. (34) . If the phase B is incompressible, in order to solve the pressure equation, the pressure level must be fixed in one cell and the total mass flux through the side B of the interface P Bf _ m Bf must be identically equal to zero. While this total mass flux converges to zero during outer interactions, it will never be exactly zero. Therefore, the corrected mass flux through the side B of the interface is used in the pressure Eq. (18) as follows:
where _ m p Bf is the mass flux through the face Bf obtained in the previous outer iteration and w Bf is the weighting factor defined to ensure that the mass flux correction distribution is proportional to the mass fluxes distribution at side B,
As the outer iterations advance, mass flux correction converges to zero.
Numerical results
Performance of the presented numerical methodology is tested on several test cases where numerical results are compared with available theoretical and experimental results. Validation of surface tension force calculation is carried out in the first test case while other cases validate the method on free-surface/interface flows.
Curvature of a sphere and oblate spheroid surfaces
Accuracy of surface tension force calculation in case of constant surface tension coefficient can be tested by evaluating accuracy of curvature calculated using Eq. (55). Curvature is calculated for a sphere of unit radius and an oblate spheroid with following semi-axis lengths: a = 1.5874 m, b = a, c = 0.7937 m. Surfaces of sphere and spheroid are discretised by a polygonal surface mesh shown in Fig. 7 . Fig. 8 shows the absolute error of calculated curvature at face centres for different mesh resolutions. Both average and maximum error are reduced with second order rate. The difference between the maximum and average error represents the amplitude of the numerical noise of the calculated curvature which is the main cause of parasitic currents around the interface. According to the results shown in Fig. 8 , the difference between the maximum and average error is also consistently reduced, which is favourable for stability of the interface tracking procedure. In [25] , curvature is calculated directly from a biquadratic surface fit and it is noted that the calculated curvature slightly overpredicts the curvature of the sphere. This behaviour is not present in our approach.
Small amplitude sloshing in 2-D tank
Small amplitude sloshing in a 2-D rectangular tank is a common test case for unsteady fluid flow with a sharp interface/free-surface as an analytical solution obtained by linear theory is available. Spatial computational domain and initial shape of the interface In the first step, sloshing of one inviscid fluid phase due to combined action of gravity and surface tension force is analysed. In this case, the wave amplitude must remain constant in time and the natural frequency is defined by the following expression [47] : Fig. 11 shows the calculated position of the free-surface at the left side wall as a function of time for implicit Euler and backward temporal discretisation schemes. The time step size is constrained by Eq. (59) and it is the same in both cases. One can see that for the first order implicit Euler scheme wave amplitude decays significantly with time, while in the case of the second order accurate backward scheme wave amplitude remains constant with time. With the backward scheme, the influence of higher modes of oscillation is noticed, and amplitude and frequency of the extracted first mode are 0.009924 m and 0.39654 Hz, respectively, with the corresponding errors in respect to the analytical results being 0.7% and 0.09 %.
In the next step, sloshing of two viscous fluid phases due to the combined action of gravity and surface tension force is analysed. Simulation is performed for the following fluid properties: For this case, where kinematic viscosities of the two fluid phases are equal (m A = m B ), Prosperetti [47] has derived the analytical expression which determines the time evolution of wave amplitude.
Structure and resolution of the meshes for the top and bottom phases are equivalent to those shown in Fig. 10 and temporal discretisation is performed by using the backward scheme with the time step size constrained by Eq. (59). Fig. 12 shows the pressure field and velocity vectors near the interface at the time instance t = 1 s. Position of the interface at the left wall of the tank as a function of time is shown in the Fig. 13 . One can see that the numerical solution is in excellent agreement with the corresponding analytical solution provided by Prosperetti [47] .
In order to evaluate temporal accuracy of the method, the calculation is carried out for three different time step sizes: 0. 
Free oscillation of a water droplet
In this test case we shall consider free oscillation of an isolated water droplet with initial shape of a prolate ellipsoid. The droplet 
and the decay factor is
where n is the oscillation mode number with n = 2 for the lowest mode.
Calculation is performed on 8 parallel processors using the domain decomposition method and the MPI message passing interface standard [49] . The complete mesh consists of 62,213 polyhedral cells where the average size of polygonal faces at the droplet surface is 5 Â 10 À5 m, and the thickness of the first layer of cells near the free-surface amounts to 1 Â 10 À5 m. Fig. 15 shows a mesh partition used on a single processor. Presented numerical results are obtained using the backward temporal discretisation scheme. 65). Temporal accuracy of the method is tested using the procedure described in the previous test case. The error of the major semi-axis length is evaluated at time t = 0.002 s. Results of the temporal accuracy validation are shown in Fig. 18 , proving the second order temporal accuracy of the method. Finally, Fig. 19 shows the relative error of the droplet volume ( V ) and the relative error of the droplet centre position ( C ) as a function of time. It is clear that the numerical method causes minimal volume (mass) conservation error. Negligible displacement of the droplet centre from the initial position during simulation proves that the calculated surface tension force satisfies the zero total surface tension force condition for closed surfaces. 
Free rising air bubble in water
In the final case, we shall illustrate the accuracy of our method by simulating buoyant rise of a single air bubble in an unbounded space filled with pure quiescent water. We consider bubbles in the range of equivalent radius r b = (0.7-1.1) mm corresponding to the flow regime where surface tension forces have dominant influence as described by Tomiyama [50] . Smaller bubbles (r b < 0.91) have a stable rectilinear path while larger bubbles have unstable zig-zag and/or helicoidal path [51, 52] . The bubble shape in the considered range is stable and very closely resembles an oblate ellipsoid with the minor axis nearly in the direction of the tangent to the bubble path [53] . The wake behind the bubble with unstable path consists of two threads carrying vorticities of opposite sign [52] .
Computational domain consists of the bubble volume and the volume of surrounding liquid bounded by the surface of a sphere of radius 20r b . In order to keep the bubble position in the centre of the spatial computational domain during the simulation, the calculation is performed in a moving non-inertial coordinate system. To switch from a fixed to the moving coordinate system, the acceleration of the moving coordinate system is added to the left hand side of the momentum Eq. (2) and the velocity at the inlet part of the outer boundary of the spatial domain is set to the negative value of the moving coordinate system velocity. Velocity and acceleration of the moving coordinate system are calculated using the procedure proposed by Rusche [54] in such a way to keep the bubble centre at the origin of the moving coordinate system.
Calculation is performed on 8 parallel processors as in the droplet oscillation case. For the 1 mm bubble, the air part of the mesh is the same as in the droplet case (see Fig. 15 ) with the exception of the spherical initial shape. The water part of the mesh consists of 287,900 arbitrary polyhedral cells (prisms with arbitrary polygonal base). The polygonal surface mesh at the water side of the interface . The bubble, released as a sphere with zero velocity, starts to accelerate and after some time takes its final shape and reaches its terminal rise velocity. Fig. 20 shows the calculated vertical rise velocity as a function of time for various bubbles where one can see that the terminal rise velocity is reached approximately after 0.15 s which is in agreement with the experimental observations reported in [55] . For the final shape of the 1 mm bubble, Fig. 21 shows the relative velocity vectors in the x-z plane cross-section inside and outside the bubble.
Numerical results obtained using our method are compared with experimental results obtained by Duineveld [51] , who measured the velocity and the shape (aspect ratio) of the rising bubbles, with an equivalent radius of r b = (0.33-1.00) mm, in ''hyper clean'' water at 20°C using a very gentle bubble injection method. Fig. 22 shows the comparison between numerical and experimental results for the bubble rise velocity and aspect ratio with excellent agreement. Fig . 23 shows the bubble interfaces for different bubble sizes. The interfaces are represented by the 3-D surface polygonal mesh coloured by the relative velocity magnitude. The shape of the smallest bubble is close to an prolate ellipsoid. As the bubble size increases, the fore-aft symmetry of the bubbles is lost which is in agreement with the observations by Duineveld [51] .
Numerical results show that the bubbles in the considered range of equivalent radius rise along the stable rectilinear paths with the stable terminal rise velocity (see Fig. 20 ). Very slow development of path instability is noticed for the 1.1 mm bubble. Mesh independence analysis showed that postponed path instability is a consequence of insufficient mesh resolution around the bubble. Although the terminal rise velocity and the aspect ratio of the 1 mm bubble did not change more than 0.5% by increasing mesh resolution, it is noticed that the increased mesh resolution was necessary in order to develop path instability. Fig. 24 shows the projection of the 1 mm bubble path onto a horizontal plane during the transition from rectilinear to zig-zag obtained with the increased mesh resolution. The double tread wake developed behind the bubble can be seen in Fig. 25 .
Conclusions
A moving mesh interface tracking method implemented in OpenFOAM is described and evaluated. The method is primarily intended for simulating elementary 3-D two-phase interfacial fluid flows such as motion of isolated droplets and bubbles where strong surface tension forces exist.
The interface represented by a mesh boundary is tracked in a semi-implicit manner inside the iterative PISO procedure for the numerical solution of incompressible fluid flow on a moving mesh. Second order accuracy in space is accomplished by the collocated FV method with arbitrary polyhedral mesh support. The polyhedral mesh is adjusted to the time varying shape of the interface using a specially designed vertex-based FE mesh motion solver with polyhedral mesh support. In order to accomplish second order accuracy in time with backward temporal discretisation scheme, GCL is properly taken into account and original Rhie-Chow interpolation is modified to prevent time step size dependency. Surface tension forces are calculated on arbitrary polygonal surface meshes with second order accuracy using a novel ''force-conservative'' approach.
Evaluation of the method on the three presented test cases shows very good agreement with available theoretical and experimental results. Second order accuracy of the method in time is proved on the 2-D sloshing case and the 3-D droplet oscillation case. Simulation of buoyant rise of an air bubble in quiescent water showed that the method can capture all relevant features of the flow, from the shape and the terminal rise velocity of the bubble to the path oscillation and the double thread wake behind the bubble.
Arbitrary polyhedral unstructured mesh support of the method opens up the possibility for implementation of topological mesh changes necessary to simulate more complicated interfacial flows, such as merging and breaking of bubbles or droplets. Work in that direction is in progress and will be reported in future publications.
Presence of surface-active agents (surfactants) at the interface is a very common situation. Surfactants typically reduce the surface tension coefficient and their non-uniform distribution due to convective and diffusive transport along the interface causes the gradient of surface tension, known as the Marangoni stress, which acts on the fluid near the interface with a tendency to restore uniform surfactant concentration. Implementation of the FAM partly described in this paper allows us to discretise the surface transport equations on an arbitrary polygonal surface mesh. This methodology allows analysis of the influence of the surfactants on the interfacial fluid flows, and will be the subject of a follow-up paper.
