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ABSTRACT 
In this study the maximum entropy formalism JJAYN 571 is suggested 
as an alternative theory for general queueing systems of computer 
performance analysis. The motivation is to overcome some of the 
problems arising in this field and to extend the scope of the results 
derived in the context of Markovian queueing theory. 
For the M/G/l model a unique maximum entropy solution., satisfying 
locALl balance is derived independent of any assumptions about the service 
time distribution. However, it is shown that this-, s6lution is identical 
to the steady state solution of the underlying Marko-v process when the 
service time distribution is of the generalised exponential (CE) type. 
(The GE-type distribution is a mixture of an exponential term and a unit 
impulse function at the origin). For the G/M/1 the maximum entropy 
solution is identical in form to that of the underlying Markov process, 
but a GE-type distribution still produces the maximum overall similar 
distributions. 
For the GIG11 model there are three main achievements: 
first, the spectral methods are extended to give exaft formulae for 
the average number of customers in the system for any G/G/l with rational 
Laplace transform. Previously, these results are obtainable only through 
simulation and approximation methods. 
(ii) secondly, a maximum entropy model is developed and used to obtain 
unique solutions for some types of the G/G/l. It is also discussed how 
these solutions can be related to the corresponding stochastic processes. 
(iii) the importance of the G/GE/l and the GE/GE/l for the analysis of 
general networks is discussed and some flow processes for these systems 
are characterised. 
I 
k 
For general queueing networks it is shown that the maximum entropy 
solution is a product of the maximum entropy solutions of the individual 
nodes. Accordingly, existing computational algorithms are extended to 
cover general networks with FCFS disciplines. Some implementations are 
suggested and a flow algorithm is derived. Finally, these results are 
iised to improve existing aggregation methods. 
In addition, the study includes a number of examples, comparisons, 
I 
surveys, useful comments and conclusions. 
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BASIC NOTATION 
A(t) the PDF of interarrival times 
a(t) the pdf of interarrival times 
A* (0) the Laplace transform of a(t) 
a the first moment of a(t) 
-2 a the second moment of a(t) 
2 C the coefficient of variation of interarrival times a 
2 
Cd the coefficient of variation of interdeparture times 
C2 the coefficient of variation of service times s 
D(t) the PDF of the interdeparture times 
d(t) the pdf of the interdeparture times 
the Laplace transform of d(t) 
D the first moment of d(t) 
. =--2 D the second moment of d(t) 
Ek Erlangk distribution 
E(x) Expected value of the random variable x 
F(t) the PDF of service times 
f (t) the pdf of service times 
F*(e) the Laplace transform of f(t) 
Y the first moment of f (t) 
-=2 f the second moment of f (t) 
FCFS first-come, first-served 
GE the generalised exponential distribution 
H2 Hype rexponent ial 2 distribution 
H(p) the system entropy 
H(p3, g) the system relative entropy ' . 
(g = prior distribution) 
xi. 
HYP02 hypoexponential 2 distribution 
I(t) the PDF of the idle time- distribution 
i(t) the pdf of the idle time distribution 
1*(8) the Laplace transform of the idle time distribution 
y the first moment of i(t) 
=-2 I the second moment of i(t) 
<n> the average number of customers in the system 
PDF probability distribution function 
pdf probability density function 
Pn the outside observer's probability distribution that 
there are n customers in the system 
T the average response time 
W(t) the PDF of the waiting time distribution 
W(t) the pdf of the waiting time distribution 
W*(O) the Laplace transform of w(t) 
W the mean waiting time 
zp the partition function 
11 product sign 
X inean arrival rate 
11 mean service rate 
n 
the arriver's probability distribution that there are 
n customers in the system 
]I 
n 
the completer's probability distribution that there are 
n customers in the system 
A/p the utilisation factor 
E summation sign 
a2 variance of interarrival times a 
af2 variance of service times 
1. 
CHAPTER I 
GENERAL INTRODUCTION 
Queueing network models are now widely applied in the performance 
ana ysis of computer systems. These models were first introduced by 
Jackson IJACK 571, where he considered open queueing networks with 
exponential service times. In a later publication, Jackson IJACK 631 
generalised his results to queueing networks with feedback, closed 
chains, open chains, -and load-dependent service rates. The special 
case of closed queueing networks was separately considered by Gordon 
and Newell IGORD 671. 
Although Jackson's theory was introduced in 1957, application 
to computer systems did not effectively start until 1971, when Buzen 
IBUZE 711 and Moore IMOOR 721 produced the first applications of 
Jacksonian networks to computer systems. The only related successful 
application that preceded the work of Moore and Buzen was due to 
Scherr ISCHE 671 where he applied a machine repairman model to analyse 
a computer system. These early applications revealed how successful 
queueing networks can be in predicting the performance metrics, of 
computer systems. However, it was realised at the same time that 
there is some computational complexity associated with closed queueing 
networks. This problem was greatly overcome when Buzen IBUZE 731 intro- 
duced an efficient computational algorithm for closed queueing networks. 
The appearance of the Buzen algorithm aroused interest in queueing 
networks and led to a new era in the history of computer systems perfor- 
mance evaluation. During the period 1973-1976 a great deal of effort C) 
2. 
was exterted to extend and generalise que6eing network models. The 
culmination of this'effort was the appearance of the BCIýP 
* 
theo-rem 
by Baskett et al IBASK 751 which extends the results of Jackson to 
include different queueing disciolines, multiple classes of jobs, and 
non-e-xponential service distributions. Queueing networks that satisfy 
the BCIT theorem axe generally known in the literature as Markovian 
queueing networks or locally balanced networks. 
Despite persistent attempts for generalisation, three major 
problems remained unresolved: 
(i) Markovian queueing theory could not provide a solution for 
queueing networks with non-exponential service times and FCFS (first 
come, first served) queueing disciplines. Even for the single -resource 
model with arbitrary arrivals and service times., no exact solution 
can be obtained if the service discipline is FCFS JKLEI 75 1. 
(ii) Even for the simplest Jacksonian network, it has been shown by., 
Burke IBURK 761 that if feedback is allowed then the flow in the network 
is no longer Poisson. Disney and McNickle IDISN 761 further showed that 
in such a case the flow is not even a renewal process. This implies 
that in the case of feedback interinput and interdeparture times 
are correlated and Markovian queueing theory can no longer apply. 
(iii) Markovian queueing theory could not give an explanation as to why 
queueing network models are so robust. Despite serious violation of 
the underlying assumptions, extensive experiments (see the references in 
IDENN 781 ) revealed that the obtained performance metrics are remarkably 
accurate. 
BCTNP stands for Baskett-Chandy-Muntz-Palacois 
3. 
In response to these problems, two schools'6f thought emerged: 
The first school represents analysts who axe content with Markovian 
queueing analysis and believe that stochastic theory represents the 
best framework for performance analysis. The only course open for 
this camp was to identifY the best approximations for the actual 
solutions of the -underlying stochastic process. Most of the work 
done in this respect was directed towards problem (i) above and 
comprises. two appxoximation techniques: decomposition and the 
diffusion approximation. The pioneers of decomposition are Chandy et al 
ICHAN 751 who introduced the Norton theorem approach for the decom- 
position of queueing networks and Courtois ICOUR 751 who developed the near 
complete decomposability approach. Diffusion approximation methods 
for queueing networks were developed by Gelenbe IGELE 741, Reiser and 
Kobayashi IREIS 741, Gelenbe and Pujolle IGELE 751. 
To validate these approximations, simulation methods are often 
used. In this respect the regenerative method for simulation, 
developed by Iglehart and Schedler JtGLE 781 has been very useful. 
The other school represents analysts who are less satisfied with 
Markovian queueing analysis and believe that an alternative theory 
should be sought. For them, stochastic analysis involves unverifiable 
assumptions and incurs an unnecessary complexity. These views were 
expressed by Denning and Buzen IDENN 781 and more strongly by Spragins 
ISPRA 801, who stated "An unfortunate percentage of the literature on 
performance-modelling of complex systems satisfies Rosonoff's definition 
of durable nonsense: an alloy of sense -and irrelevancy, protected witb 
a thick coating of rigour and abstraction, prepackaged in a convenient 
black box, produce the most durable nonsense known to man. " This trend 
4. 
of thinking led to the appearance of operational analysis as an 
alternative to Markovian queueing analysis IDENN 7811BUZE 801. 
In operational analysis, stochastic assumptions are replaced 
by testable operational assumptions on the basis of which operational 
variables and laws are defined. Operational laws lead to the same 
solutions obtained using exponential Markovian queueing networks, but 
without the need to assume any model for the service time distribution. 
In this way operational analysis avoids problems (i) and (ii) above and 
gives a possible explanation for (iii). Moreover, it greatly simplifies 
the analysis. For these reasons operational analysis has become popular 
among practitioners in the field. 
Although operational analysis is an important step forward in 
reformulating the queueing problem, the underlying theory still suffers 
from a number of restrictions. Firstly, operational assumptions and 
laws hold only for a limited observation period. For this reason 
operational analysis relies heavily on validation and verification 
experiments. This dependence on empirical verification implicitly 
renounces the posAibility for prediction. In the words, of Jaynes 
IJAYN 57bl, "Whenever we use a density matrix whose probabilities are 
verifiable by certain measurements, we necessarily renounce the possi- 
bility of predicting the results of other measurements which can be made 
on the same apparatus. This principle of statistical complementarity 
is 
not restricted to quantum mechanics but holds in any application of 
probability tbeory. " 
Secondly, operational analysis results do not take into account 
the service -and interarrival time coefficients of variation. The effect 
of excluding these parameters is not yet known. 
5. 
Thirdly, some of the operational assumptions may be necessary, 
but not sufficient for the operational theorems e. g. the queue 
recursions discussed by Buzen and Denning IBUZE 801 may hold in a 
wider sense without the need for the one-step transition assumption. 
Therefore3 while stochastic theory is highly abstract and-complex, 
operational analysis goes for the other extreme and makes the analysis 
highly dependable on measurements and empirical verification. This, 
and the above problems of Markovian analysis stresses the need for a 
new universal theory that serves as a suitable framework for queueing 
network models of computer system performance. 
To be successful, this theory should satisfy the following require- 
inents: 
a) give a convincing interpretation for .4 probability assignment. 
eliminate the need for arbitrary assumptions. 
simplify the analysis. 
solve or eliminate the existing problems. 
e) include. the existing solutions as-a subset. 
explain the robustness of queueing networks. 
The interpretation of a probability assignment has been the subject 
of a prolonged discussion between two schools of thought in probability 
theory: the objective school who advocate a frequency interpretation of 
probability and the subjective school for whom a probability assignment 
is not a property of any system but only a means of describing our 
information about the system. Jaynes IJAYN 57bI discussed this problem 
and concluded that if our models are to be used for prediction, then 
the subjective interpretation is favoured. 
6. 
Elimination of arbitrary assumptions has been the motivation 
behind the principle of insufficient -reason given long ago by Bernoulli 
which implies that: 
"(1) a probability assignment is a state of knowledge, 
in determining a probability distribution the outcomes of an 
event should be considered initially equally probable unless 
there is evidence to make us think otherwise. " 
Although the principle of insufficient reason existed for more 
than a century, its significante has largely been ignored until the 
recent work of ET Jaynes IJAYN 57a, 57bi , who extended Shannon', s 
theory ISHAN 481 to give an objective mathematical meaning for the 
princýple of insufficient reason. Jaynes named his theory "The 
Maximum Entropy Formalism". This formalism is an important step 
towards a unified probability theory since it "objectivises" most of 
the rules in subjective probability theory. 
Moreover, applications of the maximum entropy formalism in 
statistical mechanics ISHOR 811 and spectral analysis revealed that 
it greatly simplifies the analysis and all the time the analyst seems 
to be getting something for nothing. 
Based on these points it appears that the maximum entropy formalism 
can be a reasonable theoretical framework for the performance znalysis, 
of computer -and information systems 
in general. 
Maximum entropy can be applied in two ways: 
1. Directly in conjunttion with the available empirical data. 
The application in this case will be similar to operational analysis. 
As a complementary theory to stochastic analysis in which case 
it will refine the results and reduce the number of arbitrary assumptions. 
7. 
If the model is to be -used for consistency checking or validation, 
then the first appxoach is recormuended. However, if the model is to be 
used for prediction, then the second approach may be favourable. 
This study is an attempt to introduce maximum entropy as a 
theoretical framework for queueing networks of computer system performance. 
Haximum, entropy is predominantly applied to extend and rectify the 
existing Markovian queueing theory results. 
In Chapter 2 the maximum entropy formalism is introduced. The 
M/G/l and the G/M/l systems are considered in Chapter 3 in an attempt 
to illustrate the advantages of the maximum entropy formalism. Chapter 
4 represents the core of the study where spectral methods and maximum 
entropy play a joint role in ana lysing the GIGII. The results obtained 
in Chapter 4 are appl-ied in. Chapter 5 to analyse two-server tandem and 
cyclic queues. In Chapter 6a maximum entropy model for general networks 
is built and implemented using the results of Chapter 4. In Chapter 7 
it is illustrated how the maximum entropy analysis can improve the 
existing aggregation methods. Conclusions and comments about future 
p. rospects are given in Chapter 8. 
8. 
CHAPTER II 
THE MAXIMUM ENTROPY FORMALISM 
Maximum entropy (ME) is a probability inference method that has 
been introduced in statistical mechanics by Jaynes JJAYN 571. It is 
generally based on the entropy functional def ined earlier by Shannon 
ISHAN 481 in communication theory,, Since the analysis in the following 
chapters is strongly based on the maximum entropy-formalism, this 
chapter will be devoted to the study of the method and the developments 
that led to its derivation. In section (2.1) a general historical 
survey is given. The properties of the entropy functional and its 
generalisation, are discussed in section (2.2). The formalism of 
maximum entropy is presented in section (2.3). The discussion will 
be in the context of discrete systems with a brief-note on applications 
to continuous systems. 
2.1 An Overview 
The concept of entropy was first introduced in thermodynamics more 
than a century ago'[FAST' 701. Since then, it has been used in 
association with transformations from work effects to heat effects 
in that field. The thermodynamic or 'macroscopic' entropy is defined 
as 
T 
f dQ /T 
where dQ is the increment of energy added to a body as heat during. a 
9. 
reversible process and T is the absolute temperature of the body during 
the reversible heat addition. 
With advances in thermodynamics and the appearance of statistical 
mechanics, scientists became interested in the microstates corresponding 
to a macrostate of a thermodynamic system. Since the microstates 
are unmeasurable in general, people resorted to probability theory 
in analysing these systems. In this context the microscopic entropy 
was derived. The first expression for microscopic entropy appeared in 
the work of Boltzmam. (. 1877) while he was looking for the most probable 
distribution of molecules in a conservative force field. Boltzman. 
considered a sample of gas consisting of a very large number, N, of 
molecules distributed among c equal cells, the occupancy numbers being 
c 
n, .n 21 ***" nc where nI >> 1 and EnN. He then 
defined the 
1=1 
quantity 
k ln W 
where W is known as the disorder number and is defined as 
C 
w=N! /E n. 1 
i=1 
and k is the Boltzman constant. Applying Stirling's approximation for 
the factorials, (2.1) becomes: 
C 
H= -kN E 
1=1 
n. . 
ln 3-) (2.2) 
It was soon realised that (2.2) has similar properties to the macroscopic 
entropy and therefore it became known as the microscopic entropy. Later 
Gibbs arrived at the same expression using an vensemble' of samples 
10. 
rather. than one sample of the gas, and he suggested that (2.1) should 
be replaced by: 
k ln (W/N! ) 
to avoid what is known as Gibbs's paradox. 
Boltzman was the first to observe that the entropy H is directly 
proportional to the disorder in the system. He even went further to 
maximise (2.2) in order to obtain the most probable distribution of 
molecules. 
However it was the work of Shannon ISHAN 481 that eventually 
led to the use of entropy maximisation as a probability inference 
method. In his quest for a suitable uncertainty measure, Shannon 
considered a set of possible events whose probabilities of occurrence 
'are pI, P2' 0'" Pn-' He then demonstrated that the quantity which is 
positive, increases with uncertainty and is additive for independent 
sources of uncertainty: 
H(p) -K E piln pi (2.3) 
i 
where K is a Positive constant. Because of the similarities between 
(2.2) and (2.3) Shannon called his function entropy. 
Jaynes IJAYN 571 observed that Shannon's theory can be related to 
the principle of inSUff4 icient reason used earlier in probability theory 
by Bernoulli, Laplace and Bayes. The principle of insufficient reason 
states that: (i) a probability assignment is a state of knowledge, 
(. ii) in determining a probability distribution, the outc omes of an 
event should be considered initially equally probable unless there is 
11. 
evidence to let us think otherwise. Since Shannon's entropy attains 
its maximum when the outcomes of the event are equally likely, the 
principle of insufficient reason implies that in determining a 
probability distribution, one should start with the distribution of 
maximum entropy and then adjust this distribution in accordance with 
the information that becomes available., shifting the entropy maximum 
in the process. Accordingly, Jaynes concluded that: "given the 
propositions of an event and any information relating to them., the 
best estimate for the corresponding probabilities is the distribution 
that maximises the entropy subject to the available information", which 
is the principle of maximum entropy. Jaynes then described a formalism 
by which this distribution can be determined and demonstrated that this 
distribution is the least biased since it avoids any unjustifiable 
assumptions. 
A few years later, Kullback I. KULL 591 showed that maximum entropy 
can be generalised to include the case where there is an initial prior 
distribution gi estimating the probabilities pi. One then maximises 
the quantity: 
H(p, g) Epi lnf pi/gi I 
i 
The expression (2.4) reduces to (2.3) when gi is the uniform distri- 
bution, IEVAN 791. The quantity (--H(p, g)) is called cross-entropy or 
divergence. 
(2.4) 
For continuous systems it has been shown that the analog of (2.3) 
written as -J p(x)ln p(x)dx cannot apply because it fails to attain a 
x 
finite maximbm in certain situations IJAYN 681, IKOOP 791. Jaynes IJAYN 68,79 
12. 
showed that the proper expression to maximise is of the form 
IIX (P 
 m) =- -fp (x) In 
[p (x) im (x)] dx 
which is the analog of C2.4). However, in this case m(x) is an 
"invariant measure" that may not be a proper prob. ability distribution 
(2.5) 
and may not be known in advance. 'Up to now very little is known about 
the invariant measure m(; K) and research is still going to investigate 
how it can be determined. 
Note that maximisation of (. 2.4) is now used to obtain continuous 
probability distributions, but it clearly fails for symmetrLc (uniform 
prior) infinite continuous systems. 
The principle of maximum entropy proved to be of great credibility 
in different fields of science. It is now successfully applied in 
statistical mechanics,, information theory, spectral analysis, etc. For 
more on these applications., see the references in ISHOR 811, Applications 
to queueing theory started as early as 1970. Ferdinand IFERD 701 applied 
maximum entropy to obtain the solution of the M/M/I//N system using 
analogy with statistical mechanics. Shore ISHOR 781 built an abstract 
model from which he obtained the maximum entropy solution for the M/M/(, * 
and M/M/co//N queueing systems. 
2.2 Basic Prop_erties of the Entropy Functionals 
Consider a system Q that has a set of possible discrete states 
s= fs 
n) where n may 
be finite or countably ififinite. Let P(Sn ) be 
the probability that the system Q is in state Sn. The system entropy 
can then be defined as: 
13. 
H(p) =- 
S eS 
n 
P CSn ) In p (S n) 
(2.6) 
Clearly, H(p) has a minimum of zero when one of the probabilities 
{P(S 
n 
)I is equal to unity, the others being zero i. e. -the entropy 
is minimum when the uncertainty is minimum. On the other hand, H(p) 
is maximum when all the p(. S n) are equal. 
i. e. when the uncertainty is 
maximum ISHAN 481. This maximum exists if the number of possible states 
is 
nI 
is finite, in which case it is given by: 
H (p) ln N (2.7) 
max 
where N is the number of possible states. However, if the number of 
states is infinite, then this maximum does not exist unless other 
constraints are applied IKOOP 791, in the maximisation of H(p). 
Moreover, any change towards the equalisation of the p(S n) 
increases 
the entropy H(p) i. e. the entropy increases with uncertainty ISHAN 481. 
The above properties show that the entropy as defined by (2.6) is 
a measure of the distance between the distribution p(S ) and the uniform n 
distribution IJOHN 79 Ii. e. (2.6) is the entropy relative to the uniform 
distribution. This is true when the system considered is fundamentally 
symmetrical i. e. the states IS nI ate 
initially equally likely. An 
example of a fundamentally symmetrical system is the toss of an honest 
die where the probability of any face turning up is 1/6 [EVAN 791. 
If initially there is a set of prior variables 1g(S n 
)I estimating 
the probabilities {p(S n) 
1 
3' then the system 
is fundamentally non-symmetrical. 
An example of a fundamentally non-symmetrical system is the toss of a 
dishonest die in which 'two' is painted on four of the faces and 'three' 
14. 
on the remaining two. For such systems,, the entropy relative to the 
set of prior variable {g(S n 
)I can be defined as 
H(p, g) 
SE ES 
p (. S 
n) 
ln [p (S 
n) 
/g (sn)] 
n 
which is the measure of the distance between the distribution p(S n) 
and the prior variables g(S n 
). 
theorem can be proved: 
Theorem (2.1) 
If 
sE es 
g(s n)< 
co then the following 
n 
(2.8) 
The relative entropy functional (2.8) is non-positive for any choice 
of p (S n) and g 
(S 
n) and 
has a maximum of zero at p(S n)= g(S n) 
for all Sn. 
Proof 
Define a(-S n)=. g(_S n 
)/G where G is a normalising constant such that 
E a(S n)=1. 
Clearly g(S n)= 
Ga(S 
n) and 
ln(g(S 
n))= 
In (G) + In (ct (S 
n))' S ES n 
Define L(S 
n)= -p(S n 
)ln(p(S 
n))+P(Sn 
)ln(G) + p(S n 
)ln(a(S 
n))+P(Sn)-a(Su)' 
Clearly H(p, g) E L(S 
n 
n 
Differentiating L(S 
n) vjjr. 
t P(s n) we get 
3L (S 
n 
-1 - In p(S )+ ln(G) + In (a(S +1 ap (S 
nnn 
= ln (g (S ))- ln (p (. S 
Differentiating once more 
a2L (s 
n)I 
ap(s 
n)2 
P(s 
n 
15. 
Since p(S n) 
is always positive, this indicates that H(p, g) has a 
maximum of zero at p(-S n)=g 
CS 
n 
), which also implies that H(p, g) is always 
non-positive. 
Q. E. D. 
It can easily be verified that the relative entropy functional (2.8) 
reduces to the entropy functional (2.6) when all the g(S n) axe equal. 
In the particular case where the prior variables are of the form: 
ISE: S 
na 
9 (Sn) -=1 
(2.9) 
ge constant S eS nb 
where {S 
aI 
and {Sb I are two mutually exclusive and exhaustive partitions 
of {Sl-. (2.8) can be expressed as 3P 
l' (P, g) =-SE 
F- Sp 
(-S 
n 
)ln p(S n)+ 
ln (g K) 
(1 -SE 
ES 
p (S 
n 
F- sa 
nna 
which will be monotone increasing as a function of H(p) if the sum 
SZc Sa 
p (S n) 
is fixed. 
n Note that if g(S n) 
is a proper probability distribution then some 
authors consider the equivalent expression of 'cross-entropy' given by 
(-H(p, g)). 
2.3 The Maximum Entropy Formalism 
Consider the system Q defined in the above section. For this system, 
suppose that all what is known about the state probabilLities p(S n) are 
16. 
(Ta+l) constraints of the form: 
p 
and 
7- fk (Sn) P (Sd = Fk 
S (- ES 
n 
1 am 
(2.11) 
(212) 
where IFkI are expectations defined on a set of suitable functions ff k (S 
Since in general the number of constraints is less than the number of 
possible states,, one is faced with an infinite number of distributions 
{p (S dl that satisfy these constraints. The problem is which one to choose. 
The principle of maximum entropy states that: of all the distributions 
satisfying the constraints supplied by the given information, the minimally 
prejudiced distribution which should be chosen is the one that maximises, 
the system entropy (2.6) subject to the constraints (2.11) and (2.12). 
Maximisation of (2ý. 6) applies only when the system is fundamentally 
symmetrical, otherwise one should maximise the relative entropy (2.8) 
subject to the constraints (2.11) and (2.12). 
The maximisation is usually carried out using Lagrange. ý's method 
of undeto-rmined multipliers. Defining ý0 to b'e--the Lagrange multiplier 
corresponding to the normalisation constraint (2.11) and fRk I to be the 
set of Lagrange multipliers corresponding to the set of constraints (2.12), 
then the Lagrangian of (2.8), (2.11) and (2.12) can be formed as follows 4-3 - 
(ITRIB 691 p. 123): 
m+I 
In p (S n 
In g(S n)+ý0+Ea kfk 
(Sn) =0 
S Es k=l n 
or 
In (p (S 
n 
In (g(S 
n 
)) +ý0+Eý kfk (Sn) 
k 
17. 
-ýhich gives 
ln p (S n 
ln g (S n0Eýk 
fk (-Sn) 
k 
P(ýSn) = 9(% ) exp(-O 0Ea kfk(%)) k 
or 
P(s n) 
Zp-l g(s n) exp(- 
E0 
kfk('n k 
(2.13) 
where ZP, known in statistical mechanics as the partition function, is 
given by 
Zp= exp (ß 
0)=Z 
exp (- Zßk 'k (Sn) ) (2.14) 
S Es k 
n 
The Lagrange multipliers DkI are often determined using the 
relation 
aln(Z 
'D 
) 
3ý 
Fk (2.15) 
which is another way of expressing the constraints (2.11). 
Of course, the values of the prior variables g(S n) may not all 
be 
known apriori, but it may be kiaown that these variables exist. Based on 
prior knowledge about the states of the system (in addition to the constraint 
either the value or the type of each g(S n) may 
be established. This 
information therefore can be incorporated into the maximum ent-ropy formalism 
to determine the form of the probability distribution Jp(S n 
)I expressed by 
(2.13) and (2.14). However, this will not determine the numerical values 
of those still unknown Jg(S n) 
1 unless they can be computed as a result of 
the optimisation process. Furthermore, we may not always know the 
expectations IF kI associated with the constraints 
(2.12), but we may know 
18. 
that such expectations exist. This information may similarly be fed 
into the formalism to contribute towards determining the form of the 
probability distribution, but the numerical values of the constants 
appearing in the solution will have to be supplied at a later stage 
(ITRIB 691, p. 122). 
For continuous systems (2.8) generalises correctly, ', and one can 
obtain the required probability distribution by maximising, -, 
_ 
Hx(p, g) =-f p(x) ln fp(x)/g(x)] 
x 
subject to the constraints 
fp (g) dx 
x 
and 
ffk (x) P (x) =Fk 
x 
(2q16) 
(2.17) 
(2q18) 
where g(x) here is the "invariant measure" defined by Jaynes IJAYN 681. 
Although this invariant measure is known to exist, very little is known 
dbout its nature or how it can be determined. Research is still going 
on IJAYN 791 to help determine these vari. Ales (using the method of 
marginalisation and transformation groups). 
For more on maximum entropy and its generalisations, see the 
references cited above. 
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CHAPTER III 
I, MIMUM ENTROPY ANALYSIS OF THE M/G/l 
AND THE G/M/l QUEUEING SYSTEMS IN EQUILIBRIUM 
3.1 Introduction 
The M/G/l queueing model represents an infinite capacity queueing 
system with random (Poisson) arrivals and a general (G-type) service 
time distribution. The G/M/l queueing model is the dual of the M/G/I 
with a G-type arrival pattern and a single exponential server. These 
models are of great value in the performance analysis of two-server 
cyclic queueing models of multiprogramming IREIS 741 JALLE 781 and the 
aggregation of general queueing networks ICOUR 771. For both models 
the equilibrium solution for the number of jobs in the system varies 
with the probability distribution function chosen to represent the 
G-type distribution. Even in the presence of empirical data, the 
characterisation of this function involves a degree of arbitrariness 
that may cause some variation in the results ILAZO 771. For example, 
there is an infinite number of two-stage models representing a G-type 
distribution with the same mean value and coefficient of variation. 
Analysts in practice choose one of these models by making an arbitrary 
parameter selection, typically for algebraic convenience ISALTE 811. 
In this chapter, the maximum entropy formalism is used in order to 
provide a solution to this problem. A generalised maximum entropy 
model is directly applied to derive a unique solution for the M/G/l - 
and GIMII - queueing systems at equilibrium. Me motivation is to show 
how the maximum entropy formalism can relieve the analyst from making 
20. 
arbitrary assumptions. 
The maximum entropy solution for the M/G/l queueing system and 
the corresponding service time distribution are obtained in section 3.2. 
The maximum entropy solution for the G/M/l is obtained in section 3.3. 
The balance equations associated with these solutions are produced in 
section 3.4. The relation between the maximum entropy solution and 
the solutions obtained using the method of stages is discussed in 
section 3.5. A concluding summary is given in section 3.6. 
3.2 Maximum EntropX*Soltition for the M/G/l Queueing System 
In this section a generalised maximum entropy model is used to 
derive a unique solution for the M/G/1 queueing system. 
The constraints of the system are first defined in section 3.2.1. 
These constraints are then used in section 3.2.2 to obtain the maximum 
entropy solution. The underlying service time distribution is 
obtýLined in section 3.2.3.1 -II 
3.2.1 The c-onstraints of the M/G/l 
There are two basic results from classical queueing theory that 
facilitate the application of maximum entropy formalism tO the analysis 
of the M/G/I queueing system. 
The first result is the probability of having an empty system 
given as 
p0 = i-p (3.1) 
where p is the utilisation of the system. 
21. 
The second result is the Pollaczek-Khinchin formula for the mean 
number of jobs in the system given as 
<n> = 
+. C s2 
2 (1 p) 
(3.2) 
where C2 is the service time squared coefficient of variation. Detailed s 
derivations of (3.1) and (3.2) can be f ound in I KLEI 76al I ALLE 781 . 
Defining ys as 
Ys = (C s2_ 
1)/ 2 (3.3) 
expression (3.2) can be re-written as 
p+ py s <n> = P) 
(3.4) 
As mentioned earlier, there is an infinite number of distributions that 
satisfy both (23.1) and (. 3.4) for the same value of P and y., and can 
therefore be considered as solutions for the M/G/I model. According to 
the maximum entropy formalism, the one that maximises the system's 
entropy should be chosen. 
3.2.2 The maximum entropy model 
Following the above discussion, the maximum entropy solution for 
the M/G/l can be obtained by maximising (2.6 ) written as: 
Co 
E Pn ln pn 
n=O 
(3.5) 
subject to the constraints 
22. 
OD 
Epn 
n=O 
co 
E K(n)p 
n 
P- 
n=O 
and 
00 p+ Pys) 
E np 
np n=O 
where 
0 n=O 
K (n) 
1 n>l 
(3.6) 
(3.7) 
(3.8) 
Given this information., the following theorem can be presented: 
Theorem 3.1 
The maximum entropy solution for the M/G/l is given by: 
P) 
Pn 
P)g; K' 
n=o 
n>O 
(3.9) 
where 
p+ys) 
+ py 
s 
And 
1/(I+y 
(3.10) 
(3.11) 
Proof 
Maximising (3.5) subject to the constraints (3-6)-(3.8) given by 
(2J3 ): 
Z exp K (n) -ý0, - 1 np 
where, by (2.14 
00 
zpE exp K(n) 2 nj (3-13) 
n=O 
23. 
and 01 lo 02 are the Lagrange multipliers corresponding to the constraints 
(3.8) respectively. For n=O, (3.12) gives 
p0 (3.14) 
Def ining g= exp{-a 1 
),, x= exp{-O 21 and using (3.12), (3.14) 
in (3.7), (3.8) 
we obtain the following'two equations: 
p 
-? C 1-P 
gx- p 
(1 + py s 
(1-j<) 2 (1-P) 2 
Solving for g and x we get 
9 1/(l+Y 
sx=p 
(1+y 
S 
(1+py 
S 
Q. E. D 
More details can be found in JEIM 821 and JELAF 83a 
2 
As an example, consider the M/M/l queueing system. Since CS 
it is implied that: 
ys = 0, x=p, ý=- In fpI and rs=1. 
Therefore, from (3.9) kn=I., for all n, and (3. '(, 9). '. gives 
pn= (I _ P) pn 
which is the classical result. Note that the M/M/I is, as the intuition 
suggests,, the only fundamentally syrmnetrical M/G/I system with a prior 
variable gn= I for all n=0,1,2, ooooe 
40 
3.2.3 The underlying service time distribution :A GE distribution 
The unique solution (3.9) has been derived without mentioning the pdf 
of the service time distribution. The immediate question that arises is what 
is the role of this function in the solution (3.9). The answer to this questi( 
is given by the following investigation,, wýAeý-P_ -- , -. _, 
the pdf of the 
service time distribution is determined. 
24. 
Theorem 3.2 
The maximum entropy M/G/l solution (3.9) is equivalent to 
the equilibrium solution of an M/G/l queueing system with a service 
time distribution of the form: 
* 
fr )u, +r pv exp I-p'tl (3.15) s0s 
where 
P1 =r -P, r= I/ (1+y S) 
(3.16) 
and u0 (t) is the unit imPulse function 
JKLEJ 75j, defined by 
Co t=O 
tA0 
Co 
such that f 
-Co 
Proof 
dt = 1. 
It is known that ýLEI ' 751.1 the 2: -transform of the equilibrium solution 
of any M/G/l queueing system is given by the Flollaczek-Khinchin transform 
equation: 
F* (X-Xz) (1-p) (1-z) 
F*f- (X-Xz) -Z 
(3.17) 
where F*(9) is the Laplace transform of the service time 
distribution. 
For the solution (3.9) this transform can be derived directly 
using the relation 
2 
*Note that for C<1, the function f(t) includes a negative zero proba- 
bility (1,1-r )u Tt)) which makes it an improper distribution. However 
419, C) the IM distrtbution pn is unaffected. 
25. 
Co 
(Z) =E Pn zn 
n= 
I 
This implies that 
(Z) = (. 1-P) + 
(1-P)xz- 
---- (y 
s +IM-Xz) 
(I-P) {1-xz (1-r 
S) 
1-xz 
9 lzl<i 
where x and rs are given by (3.10) and (3.16) 
easily verified that Q(O) =1P and Q(l) = 1. 
(3. d8) 
respectively. It can be 
Equating the right-hand 
sides of (3.167) and (. 3.18), substituting for x and solving for F*(X-)Lz), 
the following result is obtained: 
(X-Xz) 
rsp 
Substituting 0 for (A-Az), the above relation becomes 
rs 
(0) =- rs -p 
r 
Inverting, result (3.15) follows. 
Q. E. D. 
26. 
The following parameters for the distribution of the service time 
S are easily obtained: 
The mean of S: 
00 
E (S) ftf (t) at 
0 
The second moment of S: 
00 
E (S 
2ft2f (t) dt ý_ _2_ 
0r 
SP 
The squared coefficient of variation of S: 
2 
E. (S )2 
[E (S) j 
The pdf is 
(2-r 
s) 
/r 
s 
t 
F(t) f (t) rs exp 
-00 
Throughout, this study the distribution (3.15) will be called the 
(3.19) 
generalised exponential or shortly the GE distribution. This is because 
it involves a generalised function (unit impulse function) at the 
origin and because it spans a wide family of exponential distribution-. 
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M/1 3.3 Maxiiiiuul'Ent: tOlýy'F6rmalitm', Ihd'thiEý G/i 
3.3.1 Statement'of 'the_ problem 
The equilibrium probability of finding n jobs in a C/M/I queueing 
system 'I-KLEI 75 
. 
11 ALLE 781 is given by: 
1-p n=O 
Pn ={p 
(1-cr)cr n-1 n>O 
(3.2 
. 
0) 
where p is the server utilisation and cF satisfies 
cr = A* (, p-pcr) O<a<l (3.21) 
and can be interpreted as the probability that an arriving job finds a 
busy server; A*(-O) is the Laplace transform of the inter arrival time 
distribution and p is the mean service rate. Furthermore, the mean 
number of jobs in the system is given by 
Co 
<n> =Znp (3.22) 
n=O 
In common practice, the relation (3.21) is specified bY selecting a 
two-stage representation for the inter-arrival time distribution. The 
problem which arises is similar to that of the M/G/l model since there 
are infinitely many pdf's satisfying the constraints. 'Hence the value 
of a and consequently the distribution (3.20) is not unique, -causing 
variation in the performance metrics. 
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3.3.2 A maximum Eintropy-8oltition 
Following the discussion for the maximum entropy MIG/I it can be 
conjectured that an inter-arrival time distribution of the type (3.15) 
produces a maximum entropy solution for the GIMII system in equilibrium. 
LAter in the chapter it is shown that this conjecture is substantially 
true. Based on this, a unique value of a can be determined as follows. 
Theorem 3.4 
The value of a that corresponds to the maximum entropy inter-arrival 
time distribution of the type 
* 
aa)u0+r 
-a 
exp (3.23) 
. 
x? r aX 
is given by 
cr =1-ra (1-P ) 
(3.24) 
where 
ra= 1/ (1 + Ya) (3.25) 
Ya = (C a 
2_1) /2 (3.26) 
C is the inter-arrival time coefficient of variation and u0 (t) is the 
unit impulse function. 
Proof 
The Laplace transform of the distribution (3.23) is given by 
+ 
ra xt (3.27) 
- 
4ote that the constraint O<a<l wil-I mean that 0<1-r (1-p)<l Vnich implies 
ia 4IF-I 4-- the solution p applies Ifor p in -, -ne range: 
a) 
(1-C'-)/2; ýp<j 
a Al. 
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Hence (3.21) becomes 
. r. 
Xv 
.. 
G -a) 
which reduces to 
iici =X1+p-rp 
Solving for a yields result (3.24). 
E. D. 
The maximum entropy solution for the GIMII queueing system is now 
formed by maximising H(p ) given by (. 3.5) subject to the constraints 
(3.6), 
. (3.7) and (3.22)t, which by (3.24), becomes: 
Co 
Znpn p/r (. 1-p) 
n=O 
This solution can be obtained by the following theorem. 
Theorem 3.5 
The maximum entropy solution for the G/M/I is given by 
P) n=0 
Pn 
P) gx n>0 
(3.28) 
(3.29) 
3o. 
where 
ya 
y 
(3.30) 
and 
p/ (p + Ya) (3.31) 
Proof 
Making the same argument as for the M/G/l, it can be established 
that the G/M/l maximum entropy solution is of the form 
(. 1 -P ) n=O 
Pn 
(1-P) gx n n>O 
Taking this into the normalisation and mean value constraint (3.28) we get 
. 
&X p 
1-x I-P 
gx P/r (I-P) 
(1-x) 2a 1-P 
Solving, we get x= (p+y a) 
/ (-'+Ya) 
and g= P/(y a+p) 
and the theorem follows. 
Q. E. D. 
Example 
In Table 1 below, the averaoge number of jobs in an E2 /M/l is 
computed, using the maximum entropy result <n> given by (3.28), the 
31. 
Table 3.1 The average number of customers in the GE/M/I compared 
to that of the E2 /M/l and the diffusion approximation 
p 
p (I+y a) <n> =- I-P 
<n> p E 2p+0.5+A2p+0.2.5 
ýcn> 
p '-Pya) 
Dp 
0.95 14.2500 14.3314 14.4875 
0.90 6.7500 6.8295 6.9750 
0.85 4.2500 4.3274 4.4625 
0.80 3.0000 3.0752 3.2000 
0.75 2.2500 2.3229 2.4375 
0.70 1.7500 1.8204, 1.9250 
0.60 1.1250 1.1901 1.2750 
0.50 0.7500 0.8090 0.8750 
0.40 0.5000 0.5520 0.6000 
0.30 0.3214 0.3650 0.3964 
0.20 0.1875 0.2207 0.2375 
0.10 0.0833 0.1030 0.1083 
I, 
. t# 
' 
ov 
*These values are ikoroper since -hey will imply that <n*, <p which conitra- dicts asic auetipinr-T This is because the condition 
P> (I -C a 
32. 
method of stages result <n> E and the 
diffusion approximation <n> 
The results are compared for different values of p. For the method 
of stages an Erlang-2 distribution is used. 
It can be verif ied that 
<n> D- <n> = -yap 
which means that the deviation of the diffusion approximation from the 
maximum entropy results is a function of p. Note that in both methods 
the percentage deviation from maximum entropy grows as p decreases. 
The difference may be more dramatic in the case of the G/M/l/N- The 
percentage deviation in the diffusion approximation ranges from 1.66% 
for p=0.95 to 30.48% for p=0.1. For the phase method (Erlang type) 
the percentage deviation from maximum entropy ranges from 0.56% for 
0.95 to 24.1% for p=0.1. For p=0.7 the percentage deviation 
from maximum entropy is 10% for the diffusion approximation and 4% for 
the phase method. 
3.4 Balance. Equations for the Maximum Entropy M/G/I - and G/M/l - Systems 
The equilibrium maximum entropy solution for the M/G/I - or G/M/I - 
queueing systems, given by (3.9) and (3.29) respectively, 
can be uniformly represented by 
Pn =cnnn (3.32) 
where 
(1-P)(Yo/yn) (3.33) 
and 
ýn =x n/pn 
(3.34) 
33. 
Table 3.2 
Parameters of Maximum Entropy M/G/l - and G/M/l - Systems 
Parameters M/G/l GIM11 
YO rs P (ya+ P) 
Yn n >0 
0 r S. r a 
A =. Xn >0 n 
A r -A + (1-r ) Ix aa 
pg =, Pn " all n rSp+ 
(1-r 
s 
)X 
. p 
where p =. A/ P, r 1/(I+y S) 
ra= '/(-'+Ya) ys Cc s 
2_ 
1)/2 ya (C a2_ 
1)/2 
34. 
s 
0 0 
C 
n-l n n+I 
rsu+(l-r 
s 
)JI rsP+(l-rs)). rs -p+(I-r, )X -r, jI+(I-rd). 
Fig. 3.1 (a) G1 Balance d'agram for M/ 
CI-r ), p r X+ (1-r )ii r X+ (1-7r )u la aaa 
n-1 n n+l 
Fig 3.1--(b) Balance diagram for G/M/l 
v 
a- 
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where y !pA and P are described in Table 3.2. n. nn 
From (3.32)-(3.34) and Table 3.2ý--he balance diagra shown in Fig. 3.1 
can be drawn. From these diagrams, the following set of balance equations 
can be obtained: 
x0p0=99 Pl n=O 
x- (X + 11 )p, n>O n-l+ ljjn+l «" 9gn 
,xý. where A, 0 .W9,11 9 are 
defined in Table 3.2. 
(3.35) 
From (3.35), it is clear that the maximum entropy M/G/I - and GIM11 - 
queueing systems satisfy local balance. 
3.5 Maximum Entropy . and the Method of St2 Lýges_ 
As mentioned in the Introduction, the equilibrium solution to the 
M/G/l - G/M/l - queueing system is often obtained using a suitable stage- 
representation for the service - arrival - time distribution. There 
are two well-known models in this respect: the hyperexponen-Lial-2 
which is used when the squared coefficient of variation is greater than 
one, and the hypoexponential-2 which is chosen when the squared coefficient 
of variation is less than one. These two models are not completely 
disjoint and in fact belong to the same family if some parameters of the 
hypoexponential-2 are allowed to take complex values JKLEI 75 1 ISAUE 811 . 
In this section the relation between the maximum entropy solutions 
obtained in the previous sections and the solutions obtained using the 
method of stages is investigated. It is shown that the maximum entropy 
of any two-stage M/G/l converges to solution (3.9) when the system 0 
parameters tend to the limits specified below. Furthermore, it is 
proved that for the G/M/l, any solution produced by a two-stage inter- 
36. 
arrival time distribution has an entropy lower than that of solution 
(3.29). In this sense., the conjecture of section 3.3.1 holds. 
3.5.1 Parameters'of'the'two-stage systems 
Maintaining the generalisation mentioned above, the ýervice or 
inter-arrival time distribution of any two-stage system can be repre- 
sented by the following pdf: 
h(t) =aIv1 exp f-V 1 tj +a2v2 exp 
f-v 2Q 
(3.36) 
where vI and v2 (the mean service or arrival rates C)f the two imaginary 
servers) satisfy the relation: 
/V 
1) + (a2 
/V 
2)= i/v 
and 
a1 a2 
2{. -2 + -21 
v1v2'-1 
Cýl 
+ 
(12 
12 
. V. Iv2 
(3.37) 
(3.38) 
2 
v being theý mean service or arrival rates C is the squared coefficient of 
variation, and 
0'2 ý1 (3-39) 
If C2>1., then O<a 1'(12 < 
1. However!!, 
if C2<1., then ala 2 have opposite signs with the additional constraint 
37. 
v 
a2vv (3.40) v 2-V 12v 1-v 212 
Constraint (3.37) is satisfied for 
v, ka 1v 
v2 ka 2 v/(k-1) 
where 1, <k<(* for C2>1 and -co<k<-l for C2<I (because of (3.51)). Taking 
(3.41) into (3.18) and solving for c&,, the following expression is obtained: 
2.2 22 2' c-12 (c -1)2+ 8(C2-1)/k +'8(1-C )/k 
12 
-41) (C2ý, 
++1 
(3 
2,1) k (C2+1) 2 (C 2 +1) 
The following theorem can now be presented: 
Theorem 3.6 
For any two-stage M/G/I queueing system, 
A lim a, = (c 
2- 
1) (c 
2+ 
1) 
- 
Y/ (Y+I) (3.42) 
lkl-*co 
B. lall ý" lyl/(Y+l) 
-' 012 "'ý 
'/(Y+l) 
lall/a 
2 ý" 
lyll ()12/lall > 1/lyl 
(3.43) 
where y= (C 
2_ 
1)/2. 
Proof 
Taking the limit as IkI -* c- the following two solutions are obtained. 
lim a1= (C 
2_ 
1) / (C + 1) or aI= 
38. 
The second root is rejected since the value of C2 is not necessarily 
one. 
Using (3.3), Jim a, = y/(y+l) and since aI +a 2ý1, Jim a 2= '/(Y+')' 
Taking the absolute values, it is clear that jyj/(y+1) is always a 
lower limit for jall and 1/(y+l) is always an upper limit for 'a2* 
Therefore., lal1la2 ý" jyj and '3211all > i/lyl. 
Q. E. D. 
3.5.2 Converrence of the two-stage M/G/l 
For all two-stage M/G/l systems satisfying the above assumptions, 
it has been shown that the equilibrium solution I. ALLE 781 is of the 
II sum form": 
nn (-l-P)Ul (1/z 1) + (1-P)a2 (1/z 2) 
where 0< 1/z, . 1/z 2<1. 
Writing 
1/zi 3x2= 1/z 2 
this solution can be rewritten as 
, 
a-wal x2n+a2x2n), n=0,1,2,.... (3.44) 
Based on this "prior" information, it is shown below that the equilibrium 
maximum entropy solution of these systems converges to (3.16) as 
C1 1 -* yS 
/(. Ys+l), where y in Theorem 3.6 is now replaced by ys = (C 
2_1) /2. 
41t 
39. 
Theorem 3.7 
The equilibrium maximum entropy solution to any two-stage M/G11 
system subject to the constraints of the form (3.6) and (3.8) is given 
by 
nn 
p -70L 
qn (I-P) 
Yrysa 2/ cl 1+ 
a2 
P ('+Yysal/cL2) 
1-P ysa2 /a 11 +p 
/Ys a-1 /CL 2 
L- -0 - .0 
n=0,1,2,.... 
im 
a1 -* s/ 
(ys +1) 
I 
where pn is the maximum entropy M/G/l solution given by (3.9)-(3.11). 
Proof 
The maximum entropy solution (3.44) to any two-stage M/G/I system 
can be obtained by maximising the entropy 0.5 ) written as 
OD 
Zq ln 
n=O 
subject to the constraints (. 3.6 ) and (3.8 ) written as 
CO 
Eqn 
. n=O 
CO p (I+py s) 
-F 
nq 
n=O 
n 
(3.45) 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
Substituting (3.44) into (3.48) and (3.49) the following two relations 
are established: 
40. 
aI Q12 
z l- xx2p 
and 
CL 1x1, CL 2x2. Ip 
(I+py 
8 
)z 
(I-x 
1) 
2 (1-x 
2) 
2. =-I-p 
(3.50) 
(3.51) 
where Zp = (1-p) -1 - 
Using the change of variable S, = 11(I-x d-9, S2 = 1/(l-x 2) and the 
substitution 
s2 ý' (-ZP -a1s 1) /a2 
the following quadratic equation in S is obtained: 1 
azp2-2=0 1S2_ 2Z 
a' 
S+z- P(l+py )zp a21pa21a2ps 
Solving for Sl, the roots are 
2 zp 11 + P(Y sa 
)21 
Substituting for x1 and x 2-1 
(3.44) produces: 
p(1+ry 
_s 
2 
1+p 
s 
n 
-P 
P 
__Ysa2 
'011. 
+ap 
(1+ /Yýq a 
'-PVysa2lal 2 1+p 
pn 
+ 
Ys (11 a2) I 
1-P Ysal a2 
if Sz (1+p 
(3.52) 
(3.53) 
(3.54) 
if Sz (I-P 
p 
lysý2 ad 
41. 
Taking the limit as aI -* ys (1+y s 
), (3.54) becomes 
ys f2p 
_jn YS +1 1+p 
-p (k /k 
p (y 
s 
+1) 
on 1+py s 
(3.55) 
where , here, k 
1/(l+YS n=O 
1 n>O 
The second solution is the maximum entropy solution (3-9) derived 
for the M/G/I in section 
Since there is only one maximum entropy solution 
ISHOR 811 ITUB 691 , 
the other solution is eliminated. This completes the proof. 
Q. E. D. 
3.5.3 Maximum entropy'and the two-gtdge'G/M/1 
In, this section it is shown that the equilibrium solution of any 
two-stage G/M/l converges to the solution (3.29-3o: 3l) and simultaneously 
the system entropy H(p) cDnverges to its maximum. The analysis is meant 
to confirm the conjecture made in Section 3. ', ', 3.2. 
First, the following theorem is presented. 
Theorrem 3.8 
For the G/M/l model, the system entropy is monotone increasing as 
a function of a in the interval (ý, l). 
Proof 
The system entropy is given by: 
+p 
(1-Y 
sn 
YS +1 
1 
1- YS 
00 
(p) =-Zpn In Pn 
n=O 
42. 
Using, (3.20) this can be transformed into: 
p pcrlna H(a) In (1-p) -p In (, '- y-p In (1--a) - I-P 1-0 
Differentiating w. r. t. a we get 
DH(cF) p lna 
3 cr 2 
Since this expression is >0 for a in the interval (0,1), then by 
the mean value theorem of differential calculus ICOUR 651 H(a) is 
monotone increasing as a function of a. 
Corollary 
The maximum entropy solution for the G/M/I corresponds to the 
largest over all the values of a that satisfy (3.21) and (3.22). 
To find this solution, an explicit expression for a is first 
sought. Such -an expression can be formulated using 
(3.21), (3.36) and 
The Laplace transform of the interarrival time distribution of 
any two-stage G/M/I can be obtained from (3.36) as: CDP 
A*(0) =11-22 x1 +0 x2 +0 
where v1 is replaced by Xi3o i=1,2. 
Using (3.41) and replacing v by A we get: 
43. 
(6) 
ka 12A+, ka -2A (3.56) ka 1 )L+8 ka .2 
A+(k-1)0 
from which 
Iýa 
12+ ka 22A 
(3.57) ka 1A ka 2X+ 
Using (. 3.3) and (3.15) we obtain the following cubic in a: 
(k, -I) I CY 
3- (kp (ka 
1 +a 2 -a I)+ 2(k-1))a 
2 
+ (2kp ((12-al) +k2 'alP (a20 +1+a, )+(k-1))cr 
- (k 
2a1a 
2p 
2 
+kp (! ý,, a 12 +a 2-ad) =ý 
It can be checked that u=1 is always a root of this polynomial. Therefore, 
we-divide by (1-a) to obtain the following quadratic equation in a: 
(k-1)cr 2 -. (-kp (ka 1 +CL 2-CLI 
)+ (k-1»cy 
+ (kp (a 2-al 
) +k 
2a 
lp 
(OL2P+al» = 
Dividing all through by k2 this becomes: 
cr (a +)+) cr 
k21k *' k 
2- 
(a -a )+a k21 10 (a2p+(11)) 
Def ining A= (k-1) /k 
2, 
B P- (ka +a -a 
(k-1) 
k121k2 
+ot p (a k211 2P+Oýl 
(3.58) 
this can be rewritten as: 
44. 
Aa 
2+ 
Bcr +C=ý 
Theorem 3.9 
For the G/M/l queueing system: Cc4, x 
a. the upper bound for a in the interval (0,1) is given by 
cy =I-r 
where r= 1/(I+y a a) 
2 
and yl* =ca- 1)/2 
(3.60) 
b. the interarrival time distribution corresponding to this value of 
cr is of the f orm: 
a)uo 
(t) +raA -Xlt 
where. A' =raA and uo(t) is the unit impulse function diýfined as 
00 t=ý 
Proof 
The two roots of the quadratic equation (3.58) can be written as 
2 B VB - 4AC cr + 2A 2A 
or 
B2 -4AC CT 2A 2A 
As k-->c-., A-ý-ý and the first of these expressions diverges. 
(3.61) 
TRe second root can be written as 
45. 
BB 
Y/ 1- 4AC/B 
2 
ý-A ý-A 
BB Vl - 4AC/B ý -A + rA 
B (I - vll-4AC/B 
2 
2A 
Using the binomial theorem the term under the square root can be 
written as 
2 21 ' 2AC 2A 
2C2 
4AC/B )2 **ob* 4 
BB 
In view of this, a can be expressed as: 
B 2AC 2A2 C2 
2A 
BB4 
c+ AC 
+ sea** - ii 
B2 
From (3.16) above 
p (a2-011 )+ kalp (Pa2 +a 1) 
p (ka I +Ct 2-al 
)+ (k-iT)Fk 
which, on manipulation, becoms 
k-2ka 
1 +k 
22 
+k 
2 
ct I P-k 
2 
ot 12p 
k2 ol 1 +k-2ka 1 +k/p-1/p 
where a1 is given in (5) as 
46. 
2_1 2 
cc 
ca2+ V/, (C a 
1)'2 +8 (C 
a 
2-1)/k+ 
,8 
(I-C 
a 
7) 1k7- 
2 (C 
a2 
+1 
+k 
(C 
a2 
+1) 2 (C 
a2 
+1) 
Differentiating w. r. t k., we get 
a. (-C /B) (k 2 +k-2ka +k/p-1/p)(-1-2a +2ka 
2+ 
ak 111 
Dal 2 2ka lp (1-a 1) + ý-k 
(k (p +2a I 
(1-p -2k) 
- (k-2ka 1 +k 
2 
a, 
2 
+k 
2 
alp -k 
2 
ct 12p) 
(1-2a, 
1+2ka 1 +1 
/p, 
act, 2_ 2 
+- (k 2k)))/B 3k 
It can be easily verified that this expression is positive, indicating 
that -C/B is monotone increasing as a function of k, by the mean value 
theorem of differential calculus. 
Writing x= -C/B, a can be expressed as 
A 
N) x 
Differentiating w. r. t x, we get 
Dcy 1+ 2(- 
A )x +x23 (_ 
3x i 3x 
which is again positive, indicating that a is monotone increasing as a 
function of x and therefore as a function of k. 
Taking the limit of a as k-*c-, we get 
47. 
lim a 
k-*<* 
and 
1 im (- C= I-a (. 1-P) 
k4-ý 2 
and (C 2_1) 
lim a_ giving lim a2r 22 ---2-- a c +1 C +1 
1+y 
aaa 
Therefore lim 1-r 
k-+c* 
which is the largest value (upper bound) for a in the interval (0, J). 
Using (3.56) 
lim A* (0) lim 2 
k-*co k+-In 0ý? + 
2x 
a 
)+ 
r XTO 
-a 
Defining A' =r 
-a 
A, and inverting we get 
a(t) = (1-r )u 0 
(t) +r Me -Alt 
ich completes the proof. 
Q. E. D. 
48. 
Box 3.1 
(i) For the M/G/I model, the maximum entropy solution is given by 
(I-P) 
Pn 
(I-P) 9x n 
where g S) 
n=o 
n>O 
P (1+ys) 
X=1 
+Pý. - 
s- 
(ii) The maximum entropy soluti. on for the M/G/I model corresponds 
to the steady state solution of the underlying Markov process when 
the service time distribution is of the generalised exponential (CE) type: I 
f (1-r 
s) UO 
+r V1 exp T-WO 
where rs 1/(l+Y S) 11 rS 11 and u0 
(t) is the unit impulse function. 
49. 
Box 3.2 
For the G/M/l model the maximum entropy solution is 
(1-P) n=o 
Pn 
(1-P gx 
n n>O 
where g P.!. -- ,xP 
+y 
a 
p 4-y a 
J+y 
s 
Ihis solution corresponds to the generalised exponential (CE) type 
distribution. 
0 
5o. 
3.6 Summary 
Maximum entropy formalism has been used to analyse the M/G/l and 
G/M/l - queueing systems in equilibrium. The results are siumiarised 
in Boxes 3.1 and 3.2. 
The imum entropy solution for the M/G/l has been derived subject 
to the minimum possible assumptions, without committance to a particular 
type of service time distribution and without directly involving the 
associated inbedded Markov process. However, it has been shown that 
the maximum entropy solution corresponds to the steady state solution 
of the associated imbedded Markov process JKLEI 751 when the service time 
distribution is of the generalised exponential ('. GE) type. It has alsd 
been shown that the equilibrium solution for any twO-stage M/G/I 
converges to the maximum entropy solution ýLs the service time distribution 
converges to the CE-type distribution. 
For the G/M/l. the maximum entropy solution is identical in form to 
the solution obtained uýing imbedded Markov process theory. However, it 
has been shown that a CE-type interarrival time distribution produces a 
CXppro-Xi rAaieý) 
solution thatimaximises the entropy over all solutions of the two-stage 
G/N/i. 
In the following chapter,, these results will be extended and 
exploited to give useful results for general single server queues. 
51. 
CHAPTER IV 
SPECTRAL METHODS AND MAXIMUM ENTROPY IN TEE ANALYSIS 
OF THE GIG11 QUEUEING SYSTEM 
4.1 Introduction 
The G/G/l model represents an infinite capacity queueing system 
with arbitrary, indepen-dent and identically distributed (i. i. d. ) service 
and inter-arrival times. Up to the present, the analysis of this system 
has proved to be quite obscure and only a few results exist in abstract 
form JKLEI 75al. The probability distribution for the number of customers 
in the system is not known and all the performance metrics are obtainable 
only through simulation or approximation techniques. Even if these 
measures can be obtained, they are expected to depend on the G-type 
model chosen for the service or inter-arrival times. 
In this chapter, the spectral solution of Lindley's integral 
equation ILIND 521 and maximum entropy are used in an attempt to overcome 
these problems. Lindley's integral equation is a Wiener-Hopf type equation 
defining the waiting time distribution as the steady state solution of 
an embedded Markov process. The spectral solution of this equation is 
due to Smith ISMIT 531. 
In Section (4.2) some useful results are obtained for different variatiom 
of the GIGII using the spectral solution of Lindley's equation, with the 
help of Rouch-e's theorem. 
In Section (4.3) a maximum entropy model for general queues is 
introduced and used to produce probability distributions for the number 
of customers in some types of the GIG11. The implication of the maximum 
entropy results on operational analysis are discussed in section (4.4). 
Finally, the flow in the G/GE/l and the GE/GE/l is studied in section (4.5). 
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4.2 Exact Results for Some Variations of the GIG/I 
In this section an embedded Markov process defined on the 
waiting time is used to produce exact results for important 
variations of the GIG11. The main tools employed are Rouche's 
theorem and the spectrum factorisation, of Lindley's integral 
equation. It is illustrated how the GE-type distribution derived 
in the previous chapter simplifies the analysis and leads to a 
set of satisfactory and interesting results. 
Fundamental results from queueing theory are given in 
Section (4.2.1) followed in Section (4.2.2) by analysis of 
the G/GE/I queueing system. The GE/G/l and the GIGII with 
rational Laplace transform are ccnsidered in Sections (4.2.3) 
and (4.2.4) respectively. Numerical comparisons are given in 
Section (4.2.5). 
53. 
4.2.1 Fundarmntal queýLeing theory results 
Consider a stationary G/G/l queueing system. Let t n+l 
be the time 
between the nth and the (A+l)th arrivals in 
drawn from the PDF AW and E(t n+l 
)= 1A. 
of the nthcustomer, where Sn is drawn from 
Define un=Sn- tn+l and let C(t) be the PD'. 
waiting time (in queue) of the nth customer 
w 
n+l max 
(0, Wn+un (401) 
n 
is Undley ILIND 521 has shown that the PDF for the random variable W n+I 
given by 
t 
W (t) f W(t-u) d(. C(u)) t>0 (4.2) 
-00 
which is valid for X/p < 1. 
A direct solution of (4.2) may not be feasible, but using spectrum 
f actorisation I KLEI 751 . the f ollowing results can 
be obtained f rom (4.2) : 
The Laplace transform of W(t) is given by: 
(6) = oý+ (6) (4.3) 
where 
e+ (0) = K/ý+(. 6) (4 . 4) 
and ý+(O) is obtainable from the factorisation 
A*(-O)F*(O)- Iý ý+(O)h_(O) (4.5) 
A*(8), F*(O) being the Laplace transforms of the interarrival and service 
this queue, where t n+l 
is 
Let S be the service time 
the PDF F(t) and E(S n)= 
1/4. 
F of un. Then, if Wn is the 
with PDF W(t), we get . 
time distributions respectively. 
54. 
The factorisation is carried out such that ý+(()), *-(E)) satisfy 
the following conditions: 
is an analytic function of 6 with no zeros in the half-plane 
Re (6) > 0. 
is an analytic function of () with no zeros in the half-plane 
Re(e) <D where D is a constant (1>0). 
Furthermore, if A*(--6)3, F*(-G) are not to include any discontinuities 
and to be of finite moments., then Kleinrock JKLEJ 75al added the following 
two properties: 
(iii) For Re(8) >0 lim 101 
-*<n 
0 
ý- Co) 
(iv) For Re (0) <D 30 1 im = -1 la i ->CO 
0 
(4.6) 
However, if A*(. -O),, Fý(-O) are allowed to take jumps at the origin 
(unit impulse function), then conditions (. 4.6) may be relaxed. In such a 
case the only required condition will be 
lim ý+(O)h_(O) const. 
1014<0 
The constant K is given by 
lim ý 
+(0)/0 
(4.7) 
e-*o 
It has also been shown IMARS 681that K is actually the equilibrium 
probability that an arbitrary arrival finds an empty system. Denoting 
this probability as H0 we can write 
0 
11 = (4.8) 
55. 
Marshall IMARS 681 used the above results to generalise the 
Pollaczek-Khinchin (P-K) transform to give: 
(0) =H0 (1 - 1*(-6»/(! - A*(-0)F*(0» (4.9) 
where 1*(6) is the Laplace transform of the idle time distribution. 
Furthermore, it has been shown by Kleinrock IKLEI 75al, using -Xingman 
algebra for queues that the average waiting time in the GIGII is given by 
2+C 
ja a+af ýaj 
2 (l_P >2 -f2 
2a (1-p) 
where cT 
2 
30 af2 are the variances of the inter-arrival and service time 
distributions respectively. a is the first moment of the inter-rarrival 
time distribution, I is the first moment of the idle time distribution, 
=2 . and I is the second moment of the idle time distribution. 
4.2.2 Analysis of the G/GE/I queueing system 
Although the results of section (4.2.1)have been available in the 
literature for some time now, analysts have so far refrained from using 
them in practice. This is mainly because of the difficulties arising in 
obtaining the factorisation (4.5). In this section it is illustrated how 
these difficulties can be overcome by use of Rouche's theorem and the 
generalised exponential distribution (GE-type) derived in Chapter 3. In 
later sections, the procedure is generalised to other variations of 
the GIGII. 
The system to be considered is a G/GE/1 with arbitrary (i. i. d. ) 
inter-arrival times and a service time distribution of the generalised 
exponential type (GE): 
56. 
u0 (t) +rs P' expf-p'tl 
where P' =rSp and uo(t) is the unit impulse function (see Chapter 3, 
theorem 3.2). 
The Laplace transform of the above function is: 
F* CE)) 
,= 
Cl -r s)+ rsli/ 
(li+E)) 
Taking A*(-e) to be the Laplace transform of the inter-arrival time 
distribution and substituting (. 4.11) in (. 4.5) we get: 
(0) (8) 
In order to factorise (4.12) the roots of the numerator in this 
(4.11) 
(4.12) 
equation should be determined. This can be achieved by studying the zeroes 
of the function 
11 I+()-{ (. 1-r 
s= 
(4.13) 
The poles due to A*(-O) can be ignored since they all lie in the region 
Re(O)>O and hence are of no interest in determining ip+(O) JKLEI 75al. 
This is due to the fact that A(t) =0 for t<O. 
Clearly, one root of equation (4-13) occurs at 0=0. The remaining 
roots are established by the following theorem: 
Theorem (. 4.1) 
For p in the open interval (0, I) and rs in the interval [0,2), the 
polynomial (A. 13) has only one zero inside the closed contour C defined on 
the negative half-plane Re(e), <O and shown in Fig. 4.1. 
Proof 
This result has been proved by Kleinrock JKIEI 75al-for the case rS 
Here the proof is extended to include all the value of rS in 
57. 
Def ine 
h(O) = 
(1-rs) B+ji -. '-. )A* (-9) 
and choose C to be a contour forming a semicircle with an infinite radius 
given in Figi 4.1. This contour is considered in an attempt to identify 
all the poles and zeros in the region Re(. 0) <0 which can be properly 
included in the determination of (0). Information on the number of 
zeros in ReC()) <, 0 is obtained by making use of Rouche's theorem: "If 
h(O) and g(B) are analytic functions of 0 inside and on, a closed contour 
C. and if jg(6)j<jh(6)j on C, then h(-O) and h(-B)+g(e) have the same 
number of zeros inside C. " 
By definition 
Co 
f_ exp{Otl dA(. t) 
0 
and for Re(O) <0 it is implied that expfRe(. O)tl <1 (t>O) and so, for 
i= rl 
2- 
00 
g (0) f (1-r s expletl 
dA(t)l 
0 
{(, l-r 
s 
)O+p1) f_ exp(Re(O)tlexp{ijm«»tl dA(t)i 
0 
00 
< (1-r 
s) 
O+il' f- expf iIm(-O) tj dA(t) 
0 
but 
lexpfiIm(. e)ll 1 and so 
00 
Ig(O)l < 1{(I-r s 
clA(t) 
0 
I(I-r 
s )O+Pl 
58. 
I 
Tim (A ) 
Fig. 4.1 The contour C for the G/GE/I 
Re (0) 
(0)=cr 
ý 
Fig. 4.2 The excursion around the origin 
59. 
Therefore to prove that lh(-O)I> g(. 9)1 one need only prove that 
lpl+el>l(l-r )6+1111 (4.14) 
Defining a- Re(o) and w= Im(-E)), 6 can be expressed as E) = 0+ iw 
and consequently, 
ej 1)2+w2 
2-T (-p'+(l-rs)CF) +(I-rs) w 
If I-p'+Dl>lp'+(l-r )el, then 
((. a+ pI)2+w2 )> ( (11'+(l-r S) a) 
2+ (1-r 
S) 
2w2) 
This will be the case if 
S) 
2 
which is true if 
2ýf 2_ 2 
rs (2-rs)w > (p +(I-r S) a) 
(p I +a) 
= -2r s up' -a2rs 
(2-r 
s) 
- CF 
(2-r 
s 
CY 
2 
+W 
2' < 2r 
Sil 
(4.15) 
Since the closed contour C is chosen such that IRI is infinite, the LHS 
of the above inequality is equal to zero, which implies that the inequality 
is satisfied for O<r s <2. 
For rs=23, the RHS becomes zero as well. However 
it can be shown from (4.15) that the inequality (4.14) is not satisfied 
but the inequality I(l-r s 
)8+p'j>jp'+ej holds instead. Therefore, in this 
6o. 
case, one has to consider the particular polynomial. 
This means that the conditions of Rouche's theorem are satisfied for 0=0 
and rS <2- Note that Ig(O)l = jh(O)l = -p' at 8=0, which violates the 
conditions f or Rouche's theorem. To overcome this problem, the contour 
C is allowed to make a small semicircular excursion of radius e (c>O) 
to the left of the origin, as shown in Fig. 4.2. 
Consider an arbitrary point 0 on this semicircle which lies at 
an angle a with the Re(G) axis. Expressing this point as 
0= Re(O) +i Im(O) 
= cos a+ic sin a 
it is implied that 
lh(O) 12 = 10+11,12 
1-6 cos a+ic sin a+ p' 1 
=p 12 _ 2p' e cos a+ O(c 
2) 
Evaluating g(O) on this same semicircular excursion, it follows that 
Ig(e) 12 I(I-r )O+p'l 
21f 00 
exp{(-c cos a+iE sin a)tldA(t)l 
s0- 
61. 
= I(I-r )O+Ul, 
211_e 
cos a. /X +iE sin a. /X + O(C2 )2 
22 
1112 _ 2v 1 (1-r S 
)e Cosa +O(c )111-2e cosa. /X +O(e )I 
= 111 - 2v y2 F- cos ct/X - 2u' (-l-r )c cos a+ O(c 
2) 
s 
Therefore, we need only prove the inequality; 
. (P 
2_ 
2ul E COS CL>{111 
2_ 
2p 12 e COS a. /X - 2P'(1-r s 
)c COS al (4.16) 
which becomes on manipulation: 
(2v' 
2c 
cos a/XI>12r Ill c Cos a) or PA > s 
which means that the inequality (4.16) is satisfied for p<l. 
Since h(O) has only one zero at 0 it follows by Rouche's, 
theorem., that h(O)+g(e) has only one zero inside the contour Re(O) < 0, 
for 
Q. E. D. 
Let E) =0 and 6= -0 Pthe two zeros 
in the region Re(a) < 0. 
Expression (4.12) can be now rewritten as 
(. 1-rs)e+p'l A*(-e)-pl-e e(. e+el) 
P 
(4.17) 
where the first bracketed term contains no poles and zeros in Re(O) < 0. 
The term Re(O) <0 is extended to -the region Re(E)) < D,, where D(>O) 
is 
chosen such that no new zeros or poles of equation (4.13) are introduced. 
62. 
The first bracket qualifies for *_(. ()) 
-1. It follows immediately 
that the second bracket qualifies for ý+(. O) since some of its zeros 
(6=0., O= -6 1) or poles (6= -11') are 
in the region Re(e) > 0. Thus, 
equatinn (4.17) is factorised into the folloT; dng form: 
E) (6+6 1)/(Ill+6) 
(P'+@ ( (1-r ) -A* (-6-» 
s' 
(4.18) 
(4.19) 
63. 
The waitina time . distribution and the average number of -4.2,. 
2a 
-icustome - 
rs in the system 
Theorem 4.2 
For the G/GE/I queueing system described above, the waiting time 
distribution is given by: 
a1 -E) 1 
The mean waiting time is 
1/0 1- 1/1A I 
The mean response time is 
YS 
The average number of customers in the system is 
<n> =-x- py 01 
Proof 
Using (4.3) and (4.4) 
W*(6) = KO/ý +(0) 
where K= lim 
e-*o 
0(0+6, ) 
But by (4.18) * 
+(e) 11 1+6 
which gives 
K=01 /P? 
and consequently 
(4.20) 
(4q21) 
(4.22) 
(4.23) 
64. 
ei (11 , +a ) 
11 
1 
e 1+0 
1/11 1) (P 46) 
ei +0 
which, on inversion, yields (4.20). 
The mean waiting time is obtained by performing the integral 
f 
Co 
t w(t) dt =111 
which is (4.21). 
From queueing theory it is known: 
T 
YS 
p01 11 
Aý 
Applying Little's formula 
XT 
PYS 
Q. E. D. 
Examples 
1. The H2 /GE/1 
For this system: 
22 
A* (8) 
+8 
. -. ýre. AI= 2a 1X an d. X2= 
2a2 X 
where aI is given by (3.419 
in view of which polynomial (4-13) becomes 
2 (a +a 
s1122 
65. 
Def ining 
rs +a 2 2) 
the roots of the above polynomial are 
A +411 txx 
It can be easily verified that these roots are of opposite sign for p<l, 
and the required zero is 
B2+ 
4A 
IA211' 
(1-P) /X 
B2 +4111 
A1A2 (1-P) /X 
where we have ýchosen the root 0=22 
The E2 /GE/I 
For this system, A*(B) 
4x 22 
(. 2)L+0 ) 
on the basis of this the polynomial (4.13) becomes 
02_ of4A-p'l - 4Xp'(1-p) = 
the roots of which are 
4x-ji 1 yl(: 4X+p') 
2 
-16A 
2r 
2 
It can be verified that these roots are of opposite sign for p<l and 
the required zero is 
22 
4? L-jj 1) + 
v/(4X+-p') -16X rS 
22 
where we have chosen the negative sign in the above expression for e. 
'4. For numerical results, see Tables 4.1- 
66. 
4.2.3 The aveneýgenumber of customers in the GE/G/l 
Having analysed the G/GE/l, we now turn to its dual - the GE/G/I - 
which is a queueing system with a GE-type interarrival time distribution 
and a G-type (arbitrary) service time distribution. In this section it 
is'shown that under wide circumstances, the average number of customers 
in the GE/G'/l system is unaffected by the type of the service time 
distribution. 
To obtain the average number of customers in the GE/G/l use is 
made of the mean value formula for the waiting time in the G/G/I 
queueing system, given by (4.10) as: 
CF 
a2+ 
CY f2+2 
(1_0) 
2 
y2 
(4.24) 
2a (1-p) 21 
where G2 30 a2 are the variances of the 
interarrival and service time af 
distributions, respectively. a is the first moment of the interarrival 
time distribution, I is the first moment of the idle time distribution, 
=2 . and I is the second moment of the idle time distribution. 
Using the substitutions a=I. /X, aa2=ca2 /A 3, of 
2=cS /v and 
knowing that <n> = AW+P (Little's formula), we get: 
1+ Y. +p2y )L -f2 as <n> (1-P) 
(4.25) 
The first part of this formula is standard for any GIGII. The second 
=2 - 
part consists of the ratio. XI /21 which varies with the type of system. 
Therefore., to investigate the effect of the service time distri- 
bution on the mean value formula (4-25), one need only consider the 
=2 - 
effect on the ratio AI /21. This ratio can be expressed in terms of ip_(O),, 
11 
using Marshall's IMARS 681 generalisation of the P-K transform, which 
is given by (4.9). From (4.9) it can easily be deduced that 
I*(-()) =1 040) 
67. 
(4.26) 
Since I dI*(, -O)/dO y2. =d2 I*(-B)/do 
2 10 
=0 , one 
immediately gets 
7 
-12 
21 
where *_'(0) = dý_(O)/O. 
(4.27) 
To determine ý_(O) , consider the case where the G-type service time 
distribution has a rational Laplace transform i. e. F*(e) can be expressed 
as: 
F* (0) = NF* (0) /DF* (0) (4.28) 
In this case (4.5) gives: 
(4.29) 
e- (0) DF* (9) 
To factorise the RHS of this expression one need only consider the zeros 
of the expression 
DF*(E)) - NF*(O)A*(-O) =0 (4-30) 
In view of this discussion the following theorem can be presented. 
68. 
Theorem (4.3)' 
For any GE/G/l, if: 
i) The service time distribution has a rational Laplace transform. 
ii) The degree of polynomial NF* (0) is less than or equal to the 
degree of DF*(E))'. 
iii) The polynomials DF*(O) and fNF*(6)A*(-6)I are both analytic functions 
of 0 inside and on a closed contour C defined on the region Re(OMO- 
iv) I DF* (9) 1>I NF* (0) A* (- E)) I on C 
then 
Y2 /2-1 I/A' where A' =rA 
and 
P(I+y +py <n> a S- C6 (1-P) csL 
Proof 
Let C be the closed contour with infinite radius defined in the 
previous section and shown in Fig-4-1 If conditions (iii) and Uv) 
are satisfied, then by Rouche's theorem, the polynomial (4.30) and 
DF*(G) has the same nudber of zeros inside the contour C. Condition 
(ii) will ensure that the zeros of the polynomial (4.30) can exceed 
those of DF*(. 0) by at most one zero. Since 0=0 is always a zero, and 
(4.31) 
(4.32) 
DF*(O) has no zeros in Re(O)>o (F(t) =0 for t<O), then the polynomial 
(4.30) has no zeros in Re-(O)>O. 
Consequently, (4.29) can be factorised in the following manner: 
69. 
IP+ (e) 
a 
)e) 
CONST 
IP- (6) DF* (0) 
(4.33) 
which implies that ý_(O) =. (X. T-O)/CONST 
-1/CONST 
c2 +1 
a1+y 
2 21 
Taking this into (4.25) one gets 
<n> =p (I+y a+pys) 
/ (1-P) 
Q. E. D. 
The conditions of theorem (4.3) are believed to apply to a wide 
variation of the G-type service type distrýibution, which indicates that 
the mean value formula (4.32) is largely invariant to the type of 
distribution function used for the service time. All that matters is 
the first and second moment of the service time. 
To illustrate, consider the following examples. 
1) The GE/H 
For this system 
0& 1"1 ot2 lý2 111112+'21"1 0+a2p20 
F*(6) =- +0 - +0 lji p2 p1112 10+1126 
NF* (0) 111IJ2 + (allI +a 2112 )e 
DF* (0) ý102 + (111+112)0+0 
2 
7o. 
Consequently, the polynomial (4.30) becomes 
(v 
IP2 +(P 1 +p 2) e+e 
2 )-011112 + (a llll+a2312)0)A*(-B) 
It can be easily verified that Rouche's theorem applies to this polynomial 
(conditions (iii) and (iv) of Th. (4.3)), implying that 
00- Wconst 
and consequently 
p (i +ya +py 
S 
1-p 
The GE /E' k 
/I 
For this system 
kli )k 
kij+B 
NF*(6) = 
DF* (19) = (kli+O) 
k 
The polynomial (4.30) becomes 
(kp+0) k- (kP) k A* (-0) = 
It can again be verified that this expression satisfies Rouche's theorem., 
implying that ý_(O) 0)/const 
p (1+y +py s 
<n> - 1-p 
71. 
4.2.4 Other Variations of the GjGll System 
In this section, the general case where both service and interarrival 
times are arbitrary but with rational Laplace transforms is considered. 
The main motivation is to obtain exact results for some important 
variations of the GIG/1 and investigate the effect of the service time 
on -<n> when the interarrival time is not of the CE type. 
both A*(. E)) and F*(6) can be expressed as: 
A* 
NA* (6) 
DA* (0) 
NF* (0) 
DF* (0) 
For this system the following theorem can be presented: 
Theorem (4.4) 
For any GIG11 system, if: 
In this case 
i) Both service and interarrival times have rational Laplace transforms. 
ii) The polynomials DF*(6) and JNF*(-O)A*(-O)l are both analytic functions 
of 0 inside and on a closed contour C defined on Re(B)<O. 
iii) IDF*(. B)I>INF*(E))A*(-O)l on C 
then the average number of customers is given by 
. 
J+y 
a 
+p 
2 
YS 
<n> ={- (1-P) 
1 
DA* (0) 
H0+Z 11 0 
DA* (0) k=i+2 
k 
k=i+2 j=i+2» 
i1 
m 
li f) k k=i+2 
where m is the total number of zeroes for the polynomia 
DF*(O) - NF*(O)A*(-O) =0 
and i is the total number of zeroes for DF*(O), and 
(4.34) 
(4-35) 
oi+3 ' ... q 0m are all 
in Re(O)>O. 
72. 
Proof 
This is a generalisation of theorem (4.3). Let C be the closed 
contour defined in theorem (. 4.3). If (. ii) and (iii) above are satisfied, 
then by Rouche, 
_'s 
theorem DF*(. 0) and {DF*(. O)-NF*(O)A*(-O)l will have- 
the same number of zeroes inside C. Since. 6=0 is always a zero,, and 
DF*(O) has no zeroes in Re(e)>Q (F(. t)=O, t<o), then the polynomial 
(4-35) will have only m-i-l' zeroes in Re(, E))>O, where i and m are as 
defined above. Denoting these zeroes ei+25'oi+3' ..., 01., the 
factorisation, (4.35) can be written as follows: 
DF*(())DA*(-O) - NF*(O)NA*(-O) . 
(O-E) 
i +2 
) (0-0 
m) 
DF*(B)(6-9 i+2) "- 
(0-6m) If DA* (-E)) 
I 
or, if all the roots are determined: 
e-ý. (0 ) o(0 +0) ... (ei+6) 
(0-6 )... (0-E)jn) " ý. 
-- =f1 
i+2 (4-36) 
t-(6) DF* (0) DA* 
This gives lp_ (6) 
DA* (-0) 
i+2 
Differentiating, we get 
1 
DA* (0) 11 (6-ek )+ DA* (- 6)7,11 (6-6 i) 
k=i+2 k=i+2 j=i+2, jýk 
li (0-0 k 
k=i+2 
Using (4.27) and (4.29) one gets (4.35). 
Q. E. D. 
Therefore, if the roots 0 i+2"***' Om can be located., the average number 
of customers in the system can easily be evaluated. 
73. 
Examples 
1) The E2 /H 2 
/1 
For this system 
A*(O) 2A 2 Zý +6 
F*(0) = Ili+O 
. 
*. NA«-G) =Q23, DA* (---9 )=(. 2X -a ) 
NF* (0 111112 + (CL1111ýa2P2)a 
DF* (ß 111'42+(P1+112)a -ke 
2 
The polynomial to be considered is: 
0 
3_8 2 4A 
21 +oj4A 
2_ 
ý4A 
(p 
I +p 2) +p ! 1' 21- 
4XII 
1112(l -P 0 
It can be verified that the conditions of theorem (4.4) apply implying 
that the above polynomial has two zeroes in Re(o)<O and only one zero.,, 
0 4' 
in Re(e)>O. Therefore, 
(2A-0) 2 
04-6 
4A 2_62 -4A0 4 +2e@ 4 
(0 4- 0) 
2 
.. 
ý_l(0) (A-04 ) 64 X-04 
ý-(0) 04 4X 2 xo 4 
-. 74. 
Consequently, 
<n> = 
1+y 
a 
+p 
2 
YS A1 
I-P 
can easily be determined using the Newton-Raphson method. 
(4.37) 
In Table 4.2 
the mean value formula (4-37) is compared with that of the equivalent 
E2 /GE/I and simulation. 
2) The E2 /E 2 
In this case 
2X 2 2-p 2 A* (e) =($ F* (6) =( ý-; -z-) 2A +6 2P+E) 
The polynomial to be considered is 
03 +4 B2 (p-A) +40 (p 
2 
-4Xlj+A 
2 )-16AP(P-A) = 
which has two zeroes in Re(O), <O and only one zero, 0 4' in Re(O)>O. 
Equation (4.37) again applies with 04 determined by the use of the 
Newton-Raphson method. In Table 4.3, the average number of customers 
for the E2 /E 2 
/1 is compared with that of the equivalent E2 /GE /I . 
3) The H2 /H 2 
/1 
In this case 
A* 
YI A1 'Y2 ý2 
F* (0) + 
C12112 
A1 +0 A2 + () 31 112 + 112+0 
The polynomial to be considered is 
IJI +IJ2-'ýl ý'2 + 1'ýll 112 ýl +ý'2 ) (111 +112) + (Cgl v1 +Ct 2v2 (y IAI +y 2A2 
'PI 112 2 (1-P) 
A 
75o 
It can be verified that this polynomial has 2 zeroes in Re(O)<o and 
only one zero in Re(-B)>O. 
Equation (4.35) becomes 
. 
I+y +p 
2y. x (X +X ) 
<n> s12 (4.38) 1-p 041x2 
where 64 can easily be determined using the Newton-Raphson method. In 
Table 4.4 the H2 /H 2 
/1 is compared with the equivalent H2 /GE/I. Similar 
comparisons are carried out in Tables 4.5 and 4.6 for the case where 
the interarrival and service times are hypoexponential. 
4..: L. 5 Numerical comparisons 
Tables 4.1-4.5 show the average number of customers for different 
types of the GIG11 system. 
In Table 4.1. the average number of customers for the E2 /H 2A is compared 
with simulation., E2 /GE/l, GE/GE/l and the diffusion approximation. The 
1' 
results appear to be reasonably close to each other. However, the 
results reveal that, even if we fix the inter-arrival time distribution., 
the service time has an effect on the average number of customers in the 
system. In Table 4.2 a-similar comparison is carried out for low values 
of P. The difference between the results increases in this case, but 
they are still reasonably close to one another. 
These comparisons are continued for the E2 /E 2A and the H2 
/H 
2 -11 
in Tables 4.3 and 4.4 respectively. Again the results reveal the effect 
of the service and interarrival time pdf on the average number of customers 
in the system. The E2 /Hypo/I is compared with the equivalent systems in 
Table 4.5. The Hypo. here stands for an H2 distribution with -I<ct I <0 
an d a, I +a 2ýI 
(see Chapter 3). 
76. 
Ca2 p Cs2 E2 /H 2A 
<n> Sim 
E2 /H 2 
/1 
<n> 
exact 
E2 /GE/I 
<n> 
exact 
CE/GE/1 
<n> 
exact 
G/P 
<n> DI 
0.5 0.75 2 3.44+0.05 3.440 3.421 3.375 3.56 
4 5.67+0.12 5.684 5.652 5.625 5. al3 
8 10.08+0.32 10.18 10.139 10.125 10.313 
16 19.27+0.83 19.177 19.132 19.125 19.313 
32 37.39+1.92 37.176 37.129 27-125 37.313 
64 73.02+4.73 73.175 73.127 73.125 73.313 
128 146.0+14 145.175 145.126 145.125 145.313 
0.8 2 4.67+0.09 4.667 4.647 4.6 4.8 
4 7.83+0.22 7.861 7.827 7.8 8.0 
8 14.11+0.53 14.257 14.214 14.20 14.40 
16 27.24+1.39 27.054 27.008 27-00 27.20 
32 52.95+3.02 52.653 52.604 52.6 52.8 
64 102.4+8.0 103.853 103.802 103.800 104.00 
128 203.7+21.0 206.252 206.201 206.2 206.4 
Table 4.1 The average number of customers in the system compared 
for some variations of the GIGII : 
The E2 /H 2/1 versus simulation and other systems 
77. 
Ca2 p Cs2 E2 /H 2 
/1 
<n> 
exact 
E2 /GE/1 
<n> 
exact 
GE/GE/I 
<n> exact 
G/P 
<n> D 
0.5 0.5 2 1.052 1.041 1.00 1.125 
4 1.547 1.525 1.5 1.625 
8 2.543 2.514 2.500 2.625 
16 4.541 4.507 4.500 4.625 
0.25 2 0.326 0.322 0.291 0.354 
4 0.402 0.395 0.375 0.438 
8 0.569 0.554 0.541 0.604 
16 0.902 0.882 0.875 0.938 
Table. 4.2 The average number of customers compared for some 
type of the GIG11: 
The E2 /H 2/1 versus other systems 
78. 
Ca2 p 
2 
C E2 /E 2 
/1 E2 /GE/1 GE/GE/I G/P 
s 
l 
<n> 
exact 
<n> 
exact 
<n> 
exact 
<n> D 
0.25 0.273 0.274 0.229 0.292 
0.5 0.5 0.5 0.695 0.701 0.625 0.75 
o. 75 1.777 1.789 1.688 1.875 
Table 4.3 The average number of customers in the system 
compared for some types of the GIGII-. 
The E2 /E 2 
/1 versus other systems 
79. 
p 
2 Ca Cs H2 /H 2 
/1 
<n> exact 
H 2/GE/I 
<n> exact 
GE/GE/I 
<n> exact 
G/P 
<n> D 
0.25 2 2 0.421 0.419 0.541 0.416 
4 0.517 0.520 0.625 0.500 
8 0.698 0.710 0.792 0.667 
16 1.043 1.068 1.125 1.00 
4 2 0.475 0.471 0.875 0.500 
4 0.592 0.598 0.958 0.583 
8 0.800 0.827 1.125 0.750 
16 1.175 1.235 1.458 1.083 
0.75 2 2 5.280 5.304 5.625 5.25 
4 7.579 7.647 7.875 7.500 
8 12.117 12.228 12.375 12.00 
16 21.142 21.286 21.375 21.00 
4 2 7.469 7.532 8.625 7.5 
4 9.858 10.039 10.875 9.75 
8 14.777 14.35 15.375 14.25 
16 23.857 23.537 4.375 23.25 
Table 4.4 The average number of customers in the system 
compared for different types of the G/G/1. ' 
The H2 /H 2 
/1 versus other systems 
80. 
0 
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-p 
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in Lf) Ln Ln Ln Lr) CN r- (N (N U) r- 
CN 
Cý C; C) Cý Cý c; 
Lr) Lr) 
Lr) 
cl 
CD CD 
CN Lr) 
0 
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Note that for the H2 distribution we have computed aI using 
equation (3.416) with k=2. If k is increased then the distribution moves 
closer to the GE-type distribution. Therefore, in reality, we are 
investigating the effect of k (in the expression for a1) on the E2 /H 2/1' 
Note also that in Tables 4.1-4.5 G/P stands. -for Gelenbe-Pujoile formula 
given iIn IGELE 801: 
p ýc 
2 
+C 
2) 
<n> Dp. +- 2-ýj - p) 
82. 
Table 4.6 Summary of the results obtained using spectral methods 
System DF* (0) DA* (- 0) -NF* (0) NA* 0) Mean value formula 
<n> 
E /H /I 
3_ (4? L-, p 
2+ [4; k 
2 
-0 (p +11 
I+y 
a 
+p 
2 
ys 
22 1112)6 1 2) +1111121 a-+1 3ý 
0 >0 1p64 
- 4ý'111112 (1-P-) 
0 +4(ii-X)0 
2 
+4(P 
2 
-4Xii+X 
2 )0 
221- 
16AP (P-A) = 
03+ (V +p -x -x 
2+ [x x +p p H2 /H 2 /l 121 2)0 1212- 
P 1. +X 2) -(. p 1 +"2) + 
(a ip 1 +U 2P2 
)30 
(11, ý, 'I+Y2 2) 
121A2 
:2 /E2 /1 03+ 
Mi-X 
1. -x 2)a 
2+ [4 X2 -4X. (X 1. +), 2 
). +X 1X 236 
same as E 2/H2"- 
2 1+y 
a 
+p YS 
1-p 
same as H 
4- p)L 
.1A2 
(1-p) 
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43 Maximum Entropy and the G/G/l 
Two major facts stem from the previous section. Firstly, the average 
number of customers in the system has always been obtained using an 
imbedded Markov process defined on the waiting time (eqn. (4.1)) without 
directly involving the probability distribution for the number of customers 
in the system. The present results give no clue as to how this distribution 
can be obtained from the Markov process W 
n+l* 
Secondly, it is obvious that the average number of customers in the 
system and the other performance met-Hcs are greatly affected by the G-type 
model choseh for the interarrival or service time distribution. For the 
same values of p, Ca2 and C i§ 
2 
different types of distkibution yield 
different measures of performance. These measures can be invariant to 
the service time distribution only in the special cases of the M/G/I and 
the GE/G/l. The question is, what type of service or interarrival model 
gives the best estimates for the performance metrics. 
In this section the maximum entropy formalism is applied in an 
attempt to give an answer to this question. 
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4.3.1 A maximum entropy model for general single queues 
It is well known from queueing theory 
JKLEI 75 
.1 that 
for any 
single server queue with infinite capacity, if P<l, then the equilibrium 
probability that an outside observer sees an empty system is given by 
p0= 1-P 
It is also known that in this case the average nunber of customers in 
the system <n> is finite. 
In view of this, the maximum entropy model described in section (3.1) 
can be generalised to any infinite capacity, single server queue. There- 
fore, to obtain the outside observer probability distribution pn one 
maximises the entropy 
Co 
H(p) =Zpn In pn 
nýO 
subject to the constraints 
Co 
.Epn 
n=O 
00 0 'n=O 
h(n)p 
n where 
h (n) 
n=O 1 n>O 
and co 
E np n <n> n=O 
which gives 
(I-P) n=O 
Pn 
(, -ý))gx 
n 
n>O 
(4.39) 
where x and g can be determined from the equations 
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gx p 
1-x 1-P 
9x <n> 
(1-x) 2 1-P 
(see section (3.1)). 
(4.40) 
(4.41) 
A similar argument applies for the arriving customer distribution. 
Defining Hn to be the equilibrium probability distribution that an 
CO, 
arbitrary arriver finds n customers in the system and <n> a 
Z- nN 
n' U=O 
then the maximum entropy arriver distribution can be obtained using 
the above procedure with p replaced by Hp replaced by I-IT and <n> nn0 
replaced by <n> 
a* 
0 
gxn oaa 
This leads to the solution: 
n=o 
n>O 
(4.42) 
where 11 0 
is given by (4-8), ga and xa can be determined using relations 
similar to (4.40) and (4.41). 
Now, one may ask the question, how can the maximum en-itropy- solutions 
(4.39) and (4.42) be related to the steady state solution of the under- 
lying stochastic process in the case of Markovian queues ? An easy 
answer to this question may not be feasible at this stage. However,, one 
can conjecture that the form of the maximum entropy solution is the same 
as that of the steady state solution for the G/GE/I. This conjecture is 
based on the results obtained for the M/G/I and the G/M/I in Chapter 3 
and on the properties of the GE-type distribution. Based on this we 
proceed to consider the G/GE/l. 
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4.3.2 Maximum entropy and the G/GE/l 
a. The outside observer distribution 
Theorem (4.5) 
The maximum entropy probability distribution that an outside 
observer sees n customers in the G/GE/l queueing system is given by: 
(1-P) n=o 
Pn 
(I-p)gx n n>O 
where 
P-0 I 
(i +y 
s 
P-Y s 
9p6 1p (J+y 
and 01 is the zero of the polynomial (4.13). 
Proof 
For the G/GE/I,, <n> 
X- 
- Pys 61 
Substituting this in (4.40) and (4.41) and solving, we get 
X 
-P-0 1 (J+y S) and 9p--01 
P-Ysoi I-P P-el (1+yS) 
(4.43) 
Q. E. D. 
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Lenana (4.1) 
The value of x in the solution (4.43) satisfies the following 
relation: 
x A* 
S 
Proof 
From (4.43b) it can be easily deduced that 
0= '9' (1 
1 
since 0= 
.'. 6= -p -, 
(I 
Making this substitution into (4.13) we get (4.44). 
Q. E. D. 
Note that for the G/M/l (4.44) reduces to 
x= A*(p(1-x)) 
which is the famous secular equation for the GIM11. 
Based on Lemma (4.1) it may be concluded that the maximum entropy 
solution for the G/GE/l corresponds to an imbedded Markov process at 
arrival instants. The properties of this process should be further 
(4.44) 
(4.45) 
investigated. 
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89. 
Box 4.2 
For the GIGEA: 
(1-p) 
Pn =1 . 
P-0 (1+y n 
(I-P) g U-8 y 
N.. 
1s 
where gp 1-P -m 
el 
---T P-6 (J+Y- 1s 
IT 
nn 
s0 
P-0 I 
(I+y 
S) 
pi 31-FJ lys 
n=0 
n>o 
n=o 
n>O 
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The Arriver's and Completer's Distribution 
Based on the form of distribution (4.42 ), Lemma (4.1) and the 
results for the M/G/l and G/M/l queueing systems, one can conjecture 
that for the arriver's distribution (4.42) 
p -ei (i+y s) 
ys61 
Feeding this information in the constraint 
IT 
n=O 
n 
and knowing that H0=K=01 /p', we get 
ga =rs 
Therefore., the arriver's distribution is given by 
01 /p, n=O 
(r 0 /P') ( -p- eI 
(i +y S) 
n>O 
s1 P-Ysel 
(4.46) 
(4.47) 
(4.48) 
Def ining R. 'to be the comple. ter's distribution, then it has been shown 
n 
JKLEI 75 that 
TI 1 11 
n 
(4.49) 
for any GIGII system. 
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4.4 Maximum Entropy and'Operational Analysis 
As mentioned in Chapter 1 operational analysis has been introduced 
by Denning and Buzen as an alternative mathematical framework for 
queueing systems. In this section, we discuss how operational assumptions 
and laws can be incorporated in the maximum entropy formalism. First, 
these assumptions and laws are introduced. 
4.4.1 Operational assumptions, laws and theorems 
Operational laws are equations relating operational variables over a 
finite observation period T. Operational variables are either basic 
quantities which are directly measurable over the observation period or 
derived quantities which are obtained from the basic quantities. opera- 
tional the6rems are propositions derived from operational quantities 
subject to testable assumptions. ' There are three basic testable assumptions 
in operational analysis: 
1. The system must be flow balanced during the observation pe-riod T i. e. 
the number of arrivals is equal to the number of completions. 
2. The device must be homogeneous i. e. the routing of jobs must be 
independent of local queue lengths. 
3. The behaviour sequence of the queue (Fig. 4.3 ) during the observation 
period must satisfy one step transitionij which implies that the queue 
length can change by only one job/unit time. 
Adopting the same notation as Denning and Buzen, the following 
operational variables can be defined: 
T: the length of the observation period 
A: the number of arrivals during the observation period 
B: the total amount of time during which the system is busy (B<T) 
92. 
n(t) a- arrival 
Fig. 4.3 Behaviour sequence of a queue 
for a 10-second observation 
period 
123456789 10 
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C: the number of completions occurring during the observation 
period. 
y0: the overall arrival rate = A/T 
yn: arrival rate when n(t) =n 
N: the total number of customers in the system during* the 
observation period. 
X: the output rate = C/T 
U: utilisation = B/T 
S: the overall mean service time per completed job = B/C 
S(n): the mean service time per completed job when n(t) = n. 
The assumption of job flow balance would imply that: 
A=C (4.50) 
Similarly, the homogeneity assumption implies that 
Y (n) Y and S (n) =S (4.51) 
for all n 
Based on these assumptions and the one step transition assumption, the 
following operational queue recursions are satisfied: 
p(n) = SYp(n-1) n=l,...... N (4.52) 
PA(n) = SYPA(n-') n=l,.,,... N-1 (4.53) 
where p(n) is the operational outside observer distimbution 
and pA (n) is the arriving customer operational distribution. 
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hold even when the observation period T4-co. 
Def ining <n> to be 
<n> lim <n> 
TL*lC- 
it may be a reasonable approximation to replace <n> by its Markovian 
counterpart if U<1. In this way maximum entropy provides a useful link 
between Markovian and operational analysis. The advantages of this link 
will be more obvious in Chapter 6. 
Moreover the maximum entropy recursion may be very useful in verifying 
the operational recursion. The maximum entropy recursion will reduce to 
the operational recursion if xT= SY and gT=I. If that does not happen, 
then this implies that some information is missing from the model. 
The above arguments similarly apply for the arriver's distribution. 
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4.9 Flow in the G/GE/I and the GE/GE/l Systems 
Following the discussion of the previous sections, it can be 
realised that the G/GE/I and the GE/GE/l are very important for the 
analysis of general queueing networks. This is because: 
a. The steady state solution for the number of customers in the 
system is expected to be closest, if not identical., to the corres- 
pondi. ng maximum entropy solution of the system. 
b. It is very easy to compute many of the flow equations for these 
systems (interdeparture and interinput)distributions). 
Since the GE-type distribution is very close to the pure exponential, 
this distribution is expected to minimise the correlation in the 
f low. 
The stru, ý, ture of these systems may give a possible explanation 
for the robustness of exponential queueing networks. 
For these reasons, it appears worthwhile to, consider the flow 
equations for the above systems. In section (4.6.1) the idle time 
and the interdeparture time distributions are identified for both 
systems. In Section 4.6.2 the interinput distribution for the CE/GE/l 
with Bernoulli feedback is derived. 
4.6.1 The idle time distribution and the departure process for the G/GE/I 
It is known that the interdeparture time distribution is closely 
related to the idle time and se-rvice time distribution. Def ining D*(O) 
to be the Laplace transform of the interdeparture time distribution, then 
98. 
Marshall I MARS 681 has shown that: 
(1-110 )F* (9) (4.58) 
which holds for all variations of the G/G/I. 
The idle time distribution for the G/GE/l caa be deduced from (4.9) 
and (4.19) as 
1* (76 )1 
0 i--p +«1- 9)0 +p 
) A* (-0 ) (4.59) 
In this section (4.58) and (4.59) are utilised to obtain some useful 
results for the departure process: the analysis is started by the following 
theorem: 
Theorem 4.6 
The fi-rst moment of the interdeparture time distribution is given 
by 
(4.60) 
The second moment oj the departure process is 
i22+1, ly2 I i= E(t 
0+ýI 
Tj (4.61) 
where I is the f irst moment of the idle time distribution and is given by: 
a-r 
(4.62) 
is the second moment of idle time distribution and is given by: 
-=2 1 -2 
2 
1 210 1 
(1-r 
S)a+ 11 
01a /2 + rs-1j'a I/E) 1 (4.63) 
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a is the first moment of the interarrival time distribution given by 
IM 
-2 a is the second moment of the interarrival time distribution given by 
-2 2 (C 
a+ 
and f is the first moment of the service time distribution and is given 
by 
? =i/i 
Proof 
The first moment can be obtained from the Laplace transform using 
the following relation 
dD* (6 ) 
d6 
1 
o=O 
f rom (4.5 8) 
(see JKLEI 75al) 
dD* (6) 11 f*I*(6) 
dF* (0) 
+ F* (0) 
dI* (0) ]+ (l_I, ) dF* 
(E» 
, dO d6 d6 d9 
s in ce 
f -dF*(e)/dOlo=ogp I*(P) = F*(O) 
we immediately get 
f 
Similarly 
i72 dD* (0) 
2 
d0 
2- 
1 
o=O 
(4.64) 
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which, with a little calculus and algeb-ra, gives 
-52 f2 +0[ Y2 + 2YT] 
The moments of the idle time distribution can be obtained from the 
fact that 
CO 
1* (, -0) =e 
et dI (t) and A* (-8) ,=fe 
et dA(t) 
. 
which gives 
cii* (1-0) 1 
e=0 and 
y2 dI* (. -e) 
do do 
i 
0=0 
Performing these operations on (4-59) above we get (4.62) and (4.63) 
respectively. Substituting (4-62) and (4-64), we get D=I. /A. 
Q. E. D. 
Theorem (4.75 
For the GE/GE/l, system. - 
a(t) = (1-r a 
)a 
0 
(t) +ra Ve -xlt 
a. The idle- time pdf iý. given by 
I() (1-L)u(t) + LATet 
where 
rrs-a 
(4.65) 
(4-66) 
101. 
b. The interdeparture time pdf is given by 
D(t) =Eu (t) +Er ple -P 
It 
+E Ul X'e-? L 
It 
102s3 .0 
where 
(1-Lii 
0) 
(1-LII 
0). -X 
7)/(.. u 7. -XV) 
and 
E3 = 
Proof 
In this case ý_(O) a 
+r, -r ar S). 
Defining L=ra +r 
S -r arS and using 
(4.59 ) we get 
. LO 
which, on manipulation, gives 
LX 1 
Al+8 
which on inversion gives (4,65) 
Substituting (4-71) in (4.58) and manipulating, we get 
rs 11 1 L11 0 (1-r (1 -LIT 0) 1+0 
(1-L]i 
I _x 
LII X' 
. 
xl+o 
which on re-arrangement and inversion gives (4.67). 
E. D. 
(4.67) 
(4.68) 
(4-69) 
(4.70) 
(4.31) 
(4.72) 
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Box 4.3 
For the G/GE/l system 
-g2 
go = f-2 +n 
Y2 + 21f 
pla-r s I=aaJ. /A 
22 210 
s 
)a+i1'6 1a 
/2 +r S-Iita 
1 /0 1 
2/(C 
s2 
+1) 
1* (-0) 1 
0 
(1* (0) F* (E» )+ (1-H 
0 
)F*(0) 
aI is the zero of the polynomial 
p 1+8- fp'+(l-r s 
)OIA*(-O) 
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Box 4.4 
For the GE/GE/1 system, 
i(t) = (1-L)u 0 
(t) + LX'e-Alt ,, with Lr +r -r r 
ra= 2/(C a2 
+1) rs = 2/(C s2 
+1) 
E 'Ple-pyt E3 LII Ve -, 
X 
with 
s) 
(1-LII 
0), 
(1-LE 
0 
). -x' )/ (P, -?, ' ) 
(1-r 
S) 
X, )/ 0' -X') 
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4S. 2 The GE/GE/l with Bernoulli feed4ack 
If., for the GE/GE/1 considered above, customers are allowed to rejoin 
the queue after finishing service with probability ql or totally leave 
the system with probability q2, then we have a GE/GE/I with Bernoulli 
feedback. It has been shown IBM 761,, IDISN 771 that this sort of 
feedback greatly changes the features of the flow ia the system e. g. 
Burke IBURK 761 showed that for the M/M/l with Bernoulli feedback, the 
input process is no longer Poisson. Disney and McNickel IDISN 761 studied 
the M/G/l with Bernoulli feedback and concluded that the input process 
may not even be a renewal process. 
In this section some of the results obtained for the M/M/1 and the 
M/G/l are generalised for the maximum entropy GE/. GE/l- The system 
considered is shown in Fig. 4.5. Let A' (t) be the PDF of the inter-input 
f 
times (point 2 on the figure) with Laplace transform A* (0) and G(t) 
be the probability that the only customer to arrive between t and t+At to 
be a feedback customer. If the arrival time PDF is taken to be 
AI (t) = 1-r e 
-Aft (4.73) 
then, following Burke IBURK 761 Pujolle and Soula 
JPUJO 791, we get 
1 -A-' (t )= e-Al 
[1-G(t)] (4.74) 
Using Laplace transform this becomes 
A* (a) 
r{1-1- G* CX'+O) 
a X'+O A' ;0 
which gives 
r a)ý A* (0) = (1-r a)+ Al+e 
0- G*(X+ej}+ raG (X'+E)) 3 (4.75) 
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q1 
Fig. 4.4 A queue with feedback 
io6. 
I 
To evaluate A *(0), an expression for G*(X+O) should be obtained. 
Pujolle and Soula IPujO 791 have shown that G*(9) is given by 
00 
n* (0) =E i=O 
II (>i) qlq (F* (0) j (4-78) 
where 
00 
11 
For the GE/GE/l ll(i) is given by (4.42) from which 
1 if i=O 
H (->i) =1 
(1-11 
where 
X= (P+Y a 
+py 
s)/(. 
l+Ya +PYS) 
.1p= 
X/q 2 ji 
F*(_B) is the Laplace transform of the service time distribution given by 
(4.11). On manipulation (4.78) gives 
G*(O) q, L(I-r. (1-rs)) + 
PE 
s)fl-q 2+ B+6 
(I-q 
2 S)) 
rspIqIq2rs Pl(x-O)E 
111+9 
(Lqlq 
2(x-a)(1-rs))- (4'+O)(LB+B) 
where 
a= 1-H 0, 
L= (1-q 2x 
(1-r 
s ll'(I-q 2x) 
and 
E= L(P'-LB(l-r 
S)) 
Substituting this in (4.7711 and manipulating., we get 
p, 
-T TT. 
x? 
-roý 1-T1))+ Ya' 
(1 
1- 2- 3) i40 
YäT 
2 
{LB+A raT 
3 +V 
LB+X'+@ 
where T11=qI (I -A-Sý f1 +Lq 9a 
(1 -VS) T2= qlLi'sp'cr/Bx 
rr and -1 , 1-1 ý-, (v -Ij ) ! -. Z 
(4-79) 
(4-80) 
(4.81) 
(4 
- 82) 
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Therefore, the interinput distribution is a mixture of exponentials. 
The idle time distribution for this system can still be determined 
I 
using (. 4.9) with A* (-6) = A* (-0). If this distribution is obtained then 
(4-58) can be used to obtain the time distribution with 
A/q 211 * 
4. -& Summary 
In the first part of this chapter, the spectral methods have been 
extended to give mean value formulae for most of the known types of 
G/G/l queueing systems. These results are summarised in Table 4.6. The 
analysis required the isolation of positive or negative zeros for a 
polynomial in 0 which has been effectively done by the use of Rouche's 
theorem. The numerical results obtained (Tables 4.1-4-5) illustrated 
how the average number of customers in the system can be affected by 
our assumptions about the service and interarrival time distributions. 
To avoid arbitrary aasumptions about these distributions and to 
obtain a suitable probability distribution for the number of customers 
in the system, maximum entropy has been suggested as a criterion and 
a method of solution. A maximum entropy model was developed for general 
queues. This model gives all three types of the probability distribution 
for the number of customers in the system based on the expected number of 
customers in the system and the percentage of time the server is busy. 
These results are shown in Box 4.1. Following this it has been explained 
that for the G/GE/l the maximum entropy solution can be identical or very 
close to the steady state solution of the 'underlying stochastic process. 
For this reason, the system can be of special importance in the analysis 
of general queueing networks. Because of this, a section has been devoted 
108. 
to study the flow processes for this system. These include the departure 
process, the idle time distribution and the interrupt distribution for 
the GE/GE/l with feedback. The maximum entropy solution for the G/CE/I 
are summarised in Box 4.2 and the flow equations are given in Box 4.3. 
Before that the maximum entropy model has been compared with 
operational models. It has been shown that the maxinum, entropy model 
leads to very useful queue recursions similar to those of operational 
analysis but without the need for operational assumptions. These 
recursions imply that the maximum entropy solution for the G/G/I satisfies 
local balance., which is an important result for the analysis of generAl 
queueing networks. 
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CHAPTER V- 
TWO-SERVER TANDEM AND CYCLIC QUEUES'WITH 
NON-EXPONENTIAL'SERVICE TIMES 
5.1 Introduction 
In many practical applications one encounters queueing systems in 
which the service facilities are arranged in 'tandem'. A newly arriving 
customer queues for the first facility and after completing service it 
either leaves the system or joins, the queue for the next facility in 
the series. (Fig. 5.1). This type of queue is known in 'the literature 
as tandem or series(queues. If the output of the last queue in the 
series is partially or totally connected to the first queue, then the 
system becomes a cyclic queueing model which can be open (Fig. 5.2a) or 
closed (Fig. 5.2b). These systems represent the simplest types of 
queueing networks. 
Tandem queues were first introduced by Taylor and Jackson ITAYL 541, 
then Jackson IJACK 54,561. Taylor and Jackson also introduced the 
concept of cyclic queues, býut the first application of these models was 
due to Koenigsberg IKOEN 581 where he applied the models in the area of 
conventional mining. Aýplication to information systems started with 
Kleinrock JKLEI 661 in the analysis of sequential processing machines. 
Mitrani IMITR 7211 suggested a two-server cyclic queueing model to analyse 
a multiprogramming computer system. In all these models an 
exponential distribution was assumed for the service time at all centres. 
Mitrani showed that his mddel can be analysed using an equivalent M/M/l/N 
system. Reiser and Kobyashi IREIS 741 showed that if an arbitrary service 
time is introduced at one of the centres in the two-server cyclic. model, 
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Fig. 5.1 A tandem queueing system 
Fig. 5.2a - An open cyclic queueing model 
e- ms 01 
Fig. 5.2b A closed cyclic queueing model 
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then the system can be analysed using-a single equivalent M/G/I/N systern. 
This equivalence principle is in fact a special case of the 'dominance 
principle' introduced earlier by Friedman I FRTIE 65 1 for general tandem 
qýieues. The dominance principle implies that, if certain conditions 
are satisfied, then the analysis of a tandem queueing system can be 
reduced to the analysis of an equivalent system with fewer servers, 
irrespective of the service time distributions at the indivi-dual servers. 
Koenigsbergl MEN 82 Inoted that the dominance principle applies as 
well to closed cyclic queueing models. 
In this chapter the analysis of two-server tandem and cyclic 
queueing models *ith general service times at both centres, is considered. 
Although a direct maximum entropy model can be applied here, the systems 
are analysed using Markovian queueing theory while taking advantage of 
the G/G/l results obtained in the previous chapter. Application of the 
maximum entropy formalism is left for the next chapter. 
Since the GIG11 with finite waiting room is important to the analysis 
of closed two-server cyclic models, this system is considered in section 
5.2. Analysis of tandem and cyclic queues is carried out in section 5.3 
accompanied with various examples and comparisons. The correlation in 
the departure process and its implication on the analysis are discussed 
in section 5.4. Concluding remarks are given in section 5.5. The 
motivation is to illustrate the complexity that arises in the stochastic 
analysis of general queueing networks, and to solve some of the problems 
relating to these models. The results obtained will also be 
used in the aggregation of general queueing networks to be 
considered later. 
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5.2 The'G/G/l with Finite Waiting Room 
In this section the G/G/l system with finite waiting positions., N-1 
is considered. The analysis is based on the approach used to analyse 
the M/G/l/N IKOBA 78J, JCOGP 811 and some few conjectures. 
When the number of waiting positions is finite, then a cust6mer 
will depart-either after he has completed service or if he arrives 
when all positions are occupciiý, & i. e. without taking service I COOP 8111, 
In this sense there are N+l states: (0,1 . ..... N), and the system is 
shortly referred to as the GIG111N.,, 
Defining pN, n) to be the maximum entropy equilibriun probability 
that a random observer sees n customers in the system, and retaining 
the form of constraints for the infinite capacity GIGII, one can 
conjecture that: 
PN (n) = Cp for 0<n< N-1 (5.1) 
where pn is the equilibrium maximum entropy probability distribution that 
a random observer sees n. customers in the infinite room G/G/l, and is 
given by (4.39). This conjecture is based on the results obtained for 
the M/G/l/N and the properties of the maximum entropy GIGII. 
Furthermore the normalisation condition implies that 
N 
EpN (5.2) 
n=O 
The effective server utilisation can be defined as 
PN (0) (5.3) 
Box 5.1 
For the G/GE/l with finite waiting room, the maximum entropy 
solution: 
N-1 (1-x) (1 +p ) (1-x) +p gx (1-x » n=O 
PN (n) . =f pN 
(0) 9x 1<_n,: <N- 1 
P-(1-PN(o» n-N 
p 
where xs 
- p(1-x) 
g- i(i-p) 
and 01 is the zero of the polynomial 
(-P'+e) - ((l-rs)6+u')A*(-O) = 
114. 
Since 'PN (0) is the fraction of customers who leave without service; 
the effective service utilisation can also be expressed as 
p (N) ) 
where X/P 
From (5.3) and (5.4) it can be easily deduced that: 
PN 
Using (5.1), (5.2) and (5.5) jC can be obtained as: 
N-1 
C 1/t. l+P)P 
0+pE 
Pd 
n=l 
((l+P)(l-"X) + PgK(1-X 
0 14 
N-1 
PN (n) PN (_O) gx 
n 
p- (1-p N 
(0) 
n=O 
1n<N-1 
n=N 
from which the average number of customers in the system is 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
N 
<n> E n2N (n) 
n=l 
115. 
IN . (5.8) I-x (-P- Cl-PN(o)) 
Other performance metrics can be obtained using Little's formula 
<n> XTW+ (5.9) NN 
where. XNX (I - pli (N)) (5.10) 
and T is the response time in the GIGAIN. 
Note that the imbedded distribution at departure instants can 
similarly be obtained using the relation 
N 
'(n) = C'll nI0, 
<ný: N-l 
and the condition 
N-1 
2ý IIN I (n) 
n=O 
The Nth state is not included since there are only N states from the 
departing customer's point of view. (5.11) and (5.12) gives C' as 
N C' 1#0'(1-x) + r, x(I-x (5.13) 
In the case of the arriving customer distribution the (N)th state 
is included and the probabilities HN (n) can be determined if relations 
similar to (5.3) and (5.4) can be deduced. 
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Fig. 
. 
5.3 A two-station tandem queue, example 5.3.1 (i-iii) 
Fig. 5.4 A two-station closed cyclic model, example 5.3.2(i,, ii) 
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For the G/GE/l 
W-61M], I- (1-r 
s 
)a 
and 01 is the zero of the equation 
C, p'+O) -((l-r s) 
8+u 1 (: -E)) 
and O<rs<2 (5ee Chapter 
563 AnalLsis-of Tandem and Cyclic Queues 
In this section two basic models and their variations are considered. 
The first is a general two-station tandem queueing system with an infinite 
number of customers. The second is a two-station closed cyclic queueing 
model with af inite number of customers N. The analysis is carried out 
using both the G/GE/l and the GE/GE/l defined in the previous chapter. 
The two systems are compared and some conclusions are drawn. 
5.3.1 A general two-station tandem queueing'system 
Consider the model shown in Fig. 5-3. For this model customers 
arriving from outside the system join the queue for st. ation 1. After 
finishing service at this station they join the queue for station 2 
and after that they totally leave the system. Each queue has an infinite 
waiting room and service is provided on a FCFS basis. 
Assume that information about the flow at each queue is given in 
the shape of the respective mean rates and coefficients of variations 
which are not necessarily equal to one. Then, following the results 
118. 
obtained in Chapter 3, we will assume that the inter-arrival time 
distribution for station I will be of the form: 
a1 (t) = (1-r al 
), Uo (t) + ral x11e 
where r al =2/(C al 
2 
+1) and. A1'=r al 
x1 
and the service time distribution will be of the form: 
(5.14) 
I 
f (1-r U (t) +r 11 et (5.15) sl 0 sl 
where r sl = 
2/(C 
sl 
2 
+1) and lill =r slill- 
The justification for these assumptions is that the steady state solutions 
corresponding to these distributions is identical or closest to -, the- 
maximum entropy solution (see the previous two chapters). 
However, for the second station the available information shows 
that the inter-input distribution a2 '( .0 
is given by 
a2'(t) = d1(. t) 
where d1 (t) is the interdeparture time distribution for the first station. 
Therefore the Laplace transform of a2 (t) is given by (using (4.58)): 
I. 
(5.16) 
The service time distribution for station 2 is again given by: 
f2 (-t) = (. 1-r s2 
)u 
0 
(t) +r 
sP2 
le 
-11 2 
it 
where -, rs2 ý- 2/(C s2 
2 
+1) and p2'=r s2lj 
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Since station 1 is not affected by station 2, it can be analysed 
as a GE/(; E/l queueing system. 
To analyse the second station one should use the results for the 
G/GE/l. In this case the zero of equation (4-13) written as 
112 1+ 0- C(j. -r s2 
) 6+li 2)A 2*' (76)' -0 (5.18) 
should be obtained. Or, equivalently, the value of x2 can be obtained 
using Lemma (4-l'-) written as 
I=A 
('-IX2) 
X2 ' 2* 2 
(1-r' 
s2) 
The zero of (5.18) will then be 
112' (1 X2) 
el 1-x2 (1-rs2) 
(5 19) 
c 
(5-20) 
The equilibrium probabilities and the various performance mettics can then be 
obtained using the equations given in section 4,5.1. 
For this model the analysis appeared to be so simple because there 
are only two stations. If, for example, a third station is added, then 
the zero of (5.18) or the solution of (5.19) will be more difficult to 
obtain. The complexity grows further and further with the addition of 
new stations. In such cases it may be advantageous to approximate the 
inter-input distribution for station i by 
-x. , 
(-l-r d, i-1 ) u0 (t)+X. 
' r d, i-1 e 
(5-21) 
where 
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r= 2/(C 
2+ 
1) (5.22) dpi-1 d, i- I 
and C2 is the squared coefficient of variation of the departure d3P i-l 
process from. station i-1, which is easily obtainable from Theorem 
(4., 6),,, no matter how complex are the functions involved. The analysis 
is then carried out using the GE/GE/l results. To evaluate this 
approximation three numerical examples are considered. 
2 0.5. In Consider the case where p, = 0.6, P2 = 0.75 and Cal 
Table 5.1 the average number of cuat6mers and the mean waiting time 
are computed for different combinations of C2 and C2 the squared sl s2l' 
coefficients of variation at station 1 and station 2 respectively. 
The results are first obtained using the G/CE/1 model (<a> W) and then the 
., 
2P 2 
GE/GE/l model (<n> ',!, W2') with (5.21) represeti,, ting the inter- 2. ý 
input distribution. The table shows that the maximum percentage 
deviation of <n> 2' from <n> 2 is always less than 3% and the maximum 
deviation of W2' from W2 is less than 4%. It is also observed that 
this deviation -decreases when C s2ý 
increases. 
(ii) If the values of p, and P2 are changed such that p,. = 0.5, P2ý 0,5, 
then as shown from T4ble 5.2, the percentage deviation of <n> 2W2 
from <n> 2-' W2 increases. For <n> 2' the maximum percentage deviation 
becomes 5.6 while for W' it becomes 15.2. This indicates that the 
deviation increases when P2decreases. 
(. "') If Pl' P2 are further decreased then Table 5.3 shows that the 
I 
maximum percentage deviation of <n>2 from, <n> 2 is--. 9.41- 
*hile it is 
71.53 for W The deviation decreases rapidly as C2 increases. For 2 s2 
124. 
c21 the maximum deviation is 6.87. -for <n> 
' and 25.23% for W 
s2 
>22 
The above examples show that for high values of p, replacement 
of the G/GE/I by the GE/GE/l has no serious effects on the performance 
metrics. The percentage difference is particularly negligible when 
high values of P are coupled with high values of the coefficients of 
variation. For low values of P2 
considerable, especially when C2 si 
the percentage difference is more 
are less than one. However, the 
results obtained using the G/GE/l are still tolerable if C2 are high. S1 
In general, the mean waiting time is more affected than the average 
number of customers. 
5.3.2 A general two-station'cyclic queueing model 
Fig. 5.4 shows a two-station cyclic queueing model. In this 
model there is a finite number of wýLiting positions N-I and consequently 
a finite number of customrs N are allowed to cycle around the model 
taking service from station I and station 2 respectively as they move. 
When a customer leaves the system it is immediately replaced by a new 
customer so that the number of customers in the model remains constant. 
Assume that service t ime distributions at both stations are of the GE-type with 
2 
mean rates pi and coefficients of variation Cs, not necessarily equal 
to one. A typical example is a multiprogramming computer system where 
N represents the degree of multiprogramming, station 1 represents the 
CPU and station 2 represents the 10 unit. If station 1 is busy, then 
the interdeparture times for this station are identical to its service 
times., otherwise all the N-1 customers are queued at station 2 and no 
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Table 5.4b 
The average number of customers in station 2 of the cyclic model 
of example 5.3.2(i) 
c 
a2 
1,9 c 
s2 
5 
2 
FN 
0.25 0.5 0.75 
2 0.323 0.615 0.835 
3 0.397 0.855 1.223 
4 0.441 1.057 1.592 
5 0.467 1.227 1.943 
6 0.481 1.369 2.278 
7 0.490 1.488 2.596 
8 0.494 1.586 2.899 
9 0.497 1.666 3.187 
10 0.498 1.732 3.460 
I 
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Table 5.5b The average number:, of customers in station 2 of the 
cyclic model of example 5.3.2(ii) 
2 c 
a2 
0.0 
2 
c 
s2 
5 
N 0.25 o. 5 0.75 
2 0.286 0.600 0.831 
3 0.318 0.813 1.2-09. 
4 0.328 0.980 1.566 
5 0.332 1.110 1.901 
6 0.333 1.211 2.215 
7 0.333 1.287 2.510 
8 0.333 1.344 2.787 
9 0.333 1.387 3.045 
10 0.333 1.418 3.286 
129. 
extra customers are allowed. In this sense station 2 behaves as if it were 
a GE/GE/j/N queueing system and,,, can be analysed using the results of 
section 5.2 above with a traffic intensity 02 pl/U2, The effective 
utilisation of t is station is then given by 
P2 I=1-pN (9) 
while that of station 1 is given by JALLE 781., 
P11 =1- pN(N) 
The average number of customers at-station 2 can be obtained uiing 
(5.8) and that of station 1 can be obtained using the relation 
<n>l =N- <n> 2 
Other performance metrics can be obtained using Little's formula in a 
manner similar to JALLE 781. 
To illustrate the credibility of this approach two numerical 
examples are considered. 
(i) In the first case P2 ý- 1111112 is varied between 0.25 - 0.75 at steps 
of 0.25. N is varied between 2 and 10; C21 30 C25. In each case S, s2 
the effective utilisation ý2' is computed and compared with simulation 
and diffusion results IBADE 791. The results are displayed in Table 5.4a. 
It is surprising that the maximum entropy results are identical to those 
obtained using the diffusion approximation. 
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Table 5.6 
The utilisation and the average number of customers in the M/H 2 
IIIN 
for different values of k in the expression f or a1 (3--4 1b) 
0.75 
k utilisation <n> 
2 0.606 1.483 
10 0.581 1.562 
20 0.5788 1.576 
GE-type (k--co) 0.576 1.592 
simulation(k=2) 0.607 
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In Table 5.4b the average number of customers at station 2 is 
listed for the different values of N and 
The same procedure is applied to the case where C2 0.0 while si 
all the other parameters remain as in the above example. The results 
ire tabulated in Table 5.5a and 5.5b. Again, the -entropy 
results are very close to the diffusion approximatim results. 
Note that the simulation-results were obtained using a hyper---. 
exponential service time IBADE 791: 
f(t). = alple 
1+ (1-a I)P2 e2 
while from Chapter 3., a 1 
is given by 
.c 
2_1 
... I. 
f. (c 2_1)2 +8 (C 
2_ 
1) Ik *8 (I-C 
2) /k 2 
al =++ 
2 (C 
s2+. 
1) k(C 
s2+ 
1) 2 (C 
s2 
+1) 
where k is an arbitrary parameter. For the given simulation results, k 
was arbitrarily taken to be 2. If the value of k is increased, then 
the simulation results are expected to approach the maximum entropy 
results. When k-)-<n the results should be identical. This f act is 
illustrated in Table 5.6 for some of the results obtained in Table 5.5a. 
In Table 5.6 exact results for the M/H 2 
/1 are computed for different 
values of k. Therefore, the discrepancy between the simulation and 
maximum entropy results may be mainly due to the arbitrary parameter 
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5, *4 'Correldtion'in'the 'Diýpzirttite'Pt6tess 
Thle above analysis has been carried out assuming that the inter- 
departure times from-a G/G/l queueing system are independent and identically 
distributed random variables. However, it has been shown I-JENK 661 that 
this assumption may only be true in the case of exponential servers and 
Poisson arrivals. - In all the other cases interdeparture times may 
exhibit a degree of serial correlation. 
Jenkins IJENK 661 studied the particular case of the M/E k 
/I (Poisson 
arrivals, Erlang service times). For this system he computed the auto- 
correlation of lag I and lag 2 and showed that this autocorrelation is 
always positive for O<p<l. The effect of this autocorrelation on the 
performance metkics has been experimentally investigated by Shimshak 
and Sphicas ISHIM 821. They observed that this correlation leads to 
performance metrics lower than those obtained from simulation. However., 
the problem still requires more consideration. 
The results obtained by Jenkins can easily be genetalised to 
study the correlation in the departure process from the maximum entropy 
M/G/l. The basic result obtained by Jenkins is that the joint density 
function for departure intervals dn, d 
n-1 
is given by 
d 
n-l' 
d (x, y) = NO b (x) f (y) + 11 0 
{b (y) -f (y). I Xe 
-Äx F (x) 
+ 11 1. 
lb (y)-f (y) JJXX f (x)+(1-11 
0)f 
(x) f (y) (5.23) 
where f(t) is the service time distribution, 11 n 
is the distribution of 
the number of customers in the system imbedded at arrival instants and 
b(t) is the convolution 
133. 
Table 5.7 Correlation in the Departure Process 
c2 Cs2 p Cd2 Correlation 
1 5 0.1 4.6 . 0.0085 
o. 2 4.2 0.0316 
o. 3 3.8 0.0639 
o. 4 3.4 0.1000 
0.5 3. o 0.1356 
M 2.6 0.1659 
M 2.2 0.1850 
0.8 1.8 0.1828 
0.9 1.4 0.1387 
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t -; k, (t-X) b (t) =rXefW dx t>0 
0 
(x and y are not to be confused with our previous definitions). 
It can be seen that (5. '13) actually applies to any M/G11. 
For the maximum entropy M/G/1, the autocorrelation of lag I can 
be obtained using the relation: 
E (d. d) 
. -, 
FCd. )E(d 
Corr (-d,, 
_,, 
dn n-I 
an cr 
nn 
cl ) n, n-1 
but E (d E (d 
I 
n n-d = .7 
Similarly, 2 
a cy dil dn 
and 
Co Co 
E (A ff xyh (, x, y) dxdy 
n d- -13, 
dý 
00nn 
Using C3.15) for f(t), this gives 
E(d 
n_,,, 
d 
n)= 
since 
11 
0= Po 
= I-P 
(I-P)r 
s 
P(I+y 
S) 
J+py 
s 
(5.24) 
(5.25) 
(using (3. q )), 
1 
]a 
0rss. rs2p 
+ 
(_)L+r 11) 
and Ill = P1 = 
the above equation becomes 
E(d 
_,, 
d +. 
(1-r 
S) 
(1-P) 
-p -1 
rs (1-P) rs 
nnA2 (I+py 
. 
(A+r p) 
2 1+py 
s 
ss 
(5-26) 
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In view of this, (: 5.25). becomes 
. 
(Irr 
8) 
(I-P)p 
I, 
rs (I-P) rs 
(221. 
+py 
I )A 
A (I+py (ýL +r p 
Corr (d 
n-1 ,d n) 
sC2s 
where Cd2 is obtainable from theorem (4.6). 
In Table 5.7 correlation in the departure process for an example 
M/G/I is given. 
5.5 Summary 
(5.27) 
In this chapter, the results previously obtained for the GICE/I have 
been utilised to analyse two-server tandem and cyclic queues. 
The main -purpose of analysing tandem queues has been to evaluate 
the effect of approximating the interdeparture time distribution by a 
CE-type distribution. Three examples of infinite capacity tandem queues 
covering wide ranges of p, Ca2, CS2 have been considered. The numerical 
results displayed in Tables 5.1-5.3 showed that thisapproximation is 
reasonable for medium and high values of p. The error is expected to be 
less significant for finite capacity queueing systems. 
The analysis of two-server closed cyclic models required the 
determination of the maximum entropy solution for the GICEIIIN system. 
This has been done by making the reasonable assumption that this 
solution is proportional to the maximum entropy solution of the infinite 
capacity G/GE/l. The obtained solution is shown in Box. 5.1. The 
G/GE/l/N is the. n used to analyse two examples of closed cyclic models. 
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The numerical results displayed in Tables 5.4-5.5 show that the system 
utilisation obtained this way is very close to that obtained using the 
diffusion approximation and simulation methods. This stresses further 
the similarity between the diffusion and maximum entropy methods. In 
Table 5.6 it has been illustrated that the simulation results are 
expected to be identical to the maximum entropy results if the parameters 
of the hyperexponential used are changed (k-*-). 
Finally, the correlation in the departure process has been aiscussed 
and evaluated for an example M/CE/I system. 
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CHAPTER VI 
MAXIMUM ENTROPY ANALYSIS OF GENERAL QIJEUEING NETWORKS 
6.1 Introduction 
The last chapter has been devoted to queueing networks in which 
job routing is of a restricted nature. In this chapter, networks of 
arbitrary Markovian routing are considered. Jobs leaving a service 
centre i in the network can join any other service centre j with 
probability qij, 0, <ij, <M, where M is the total number of ser. vice 
M 
centres., 0 represents the outside environment and, E qij = 1. Th 
j=0 
evolution of these networks has been summarised in Chapter I. 
In the following study a basic maximum entropy model is intro- 
ýj M 
centres., 0 represents the outside environment and, E qij = 1. The 
j=0 
evolution of these networks has been summarised. in Chapter I. 
duced for general queueing networks. It is then discussed how this 
model can be implemented in conjunction with Markavian and operational 
analysis. Since the implementation may often require the determination 
of the interinput and interdeparture processes, new simplified methods 
for the approximation of flow processes a-re described. The credibility 
of the analysis is illustrated by. some applications and examples. The 
analysis is generally aimed at solving the problems mentioned in Chapter 1. 
. 
The maximum entropy model is given in section 6.2. Implementation 
of the model is discussed in section 6.3. Applications and examples 
are given in section 6.4. 
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6.2 Maximum Entr6py and General Queueing Networks 
In this section a basic maximum entropy model is introduced for 
general queueing networks. The implementation of this model will be 
considered in the subsequent sections. Firsts the basic model is 
described. 
6.2.1 Description of the Basic Model 
Fig. 6.1 shows a queueing network that consists of M service centres 
and satisfies the following conditions: 
(i) Routing in the network is des 
I 
cribed by a transition matrix Q= fqij I, 
O<i, j<M where q 
oi 
is the probability that an external arrival is directed 
to server i., qi. is the probability that a job finishing service at 
centre i leaves the system and qij, 1<ij<M, is the probability that a 
job joins centre j having just completed service at centre, i. Further 
assume that each device is reachable from any other device. 
(ii) For each device i, I<i<M the mean service rate is Vi and the 
coefficient of variation for the service time is C-2 sl 
For external arrivals the mean rate is Ao and the coefficient 
2 
of variation is C ao 
Note that at this stagei,, we are not committing ourselves to any 
assumptions about the service or interarrival time distribution. 
Defining AI to be the expected number of visits per job to centre, 
i., then Ai, I<i<M$ satisfies 
m 
Ai qo, +zAjq 
ji i=i 
Based on this definition, the mean arrival rate to device i will be 
given by 
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ri 
Fig .. 6.1 An example of a general queueing network 
q M30M 
14o. 
AA- (6.2) 
01 
The utilisation of server i. pi is given by 
pi =A0A i/Ili if AoAi <11 i (6.3) 
The state*of the network can be described by the integer valued vector 
(nl, n 2' .., nM), n, >O, 1<i<M. Let P(n) be the equilibrium 
probability that the system is in state n. The marginal equilibrium 
probability that centre i is in state nI is given by 
pi (n i) =Ep (n) 
all n with 
n fix ed 
(6.4) 
This type of model is known in the literature as open queueing networks. 
If in this model the number of customers is fixed and both q Oi and qio are 
set to zero then we have a closed queueing neywork for which (6.1) becomes 
m 
Z A. q.. 
j=l 1 31 
(6.5) has no unique solution and (6.3) can no longer apply. 
usually solved in this case by fixing one of the A. - I 
6.2.2 A maximum entropy model 
Open queueing networks 
Theorem 6.1 
(6.5) is 
For the open queueing network described above, if the average 
(6-5) 
number of customers <n> I at each centre 
is finite, then the maximum 
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entropy probability distribution that the network is in state. n-(n,., n 2 
..., N) 
is given by 
m 
(6.6) 
where pi(n i) is the marginal InaxiBlum entropy probability distribution 
that service 
. 
centre i is in state nia, and is given by 
(i-p. ) 
pi (ni) =f 
i )gixin 
where 
xI= (<n > i-P i) /<n> I and 
1 
1 
(1-x d 
(6.7) 
(6.8) 
Proof 
For the above model, the maximum entropy solution can be obtained 
by maximising (2.6) written as: 
Ep (n) In p 
all n 
subject to the constraints 
Er p (n) 
all n 
Co 0 n. --0 
EL (n )p (n )=p, with Li (n i) =f 
1 
n1 =o n1 >o 
Co 
and ZE np (n. ) I<i<M 
n. =o 1 
which gives by (2.13) 
----------------------------------------------------------- 
00 
Note that ELi (n i )pi(ni) 
ELI (n 
1 
)p(n) 
n. =O all n 
ip. n rp ", n) 
n =0 al 11 
(6.9) 
(6.10) 
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-1 
(n) Z exp 
p 
and by (2.14) Zp is given by 
m 
p exp 
all n 
L i(4d + 021. ni) } 
(ali Li (n i) i ni) I 
and are the Lagrange multipliers corresponding to the 2 
constraints (6.9) and (6.10). 
Defining gi = exp{-alij, and xi = exp {-a2i Jv zP can be expressed 
as 
gi 
all n i=l 
Interchanging the sum and product in this expression, one gets 
N 
z= if ( 
i=1 n. 1 
gi 
(6.11) 
The bracketed term is nothing but the expression for Z PIL obtained 
if the maximum entropy solution pi(ni) is derived separately for each 
node i. Therefore 
m 
Z li z 
p i=l Pi 
and consequently (6.11) can be expressed as 
m 
-1 Li (n nm 
p (n) Z pigi 
Xi pi (n i) 
Considering each node separately the values of xI and gi given in (6.8) 
can be obtained (see Chapter 4). Q. E. D. 
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At this stage the maximum entropy model of theorem (6.1) is 
independent df any stochastic process and is defined only on the 
actual values of P. and <n>.. 11 
Closed Queueing Networks 
For fl'%* 
Yoo 
queueing networks, the above arguments lead to a 
miaximim entropy solution similar in form to (6.11). Defining xI and 
gi as above, this solution can be expressed as 
-1 
m 
PN (n) ZpH gi 
i=l 
where N is the total number of customers in thenetwork (which is fixed 
in this case). However, in this case Zp cannot be decomposed into the 
Z- because of the constraint pi 
N 
E n. =N 1 
i1 
Based on this,, and the results obtained in Chapter 5 for closed 
cyclic models, one can conjecture that for closed queueing networks 
pN (n) = Cp (n) 
where C is a proportionality constant. Using (6.6) and (6.7) this 
becomes 
-1 
m. n 
G TI 
where r, is a normalising constant,, given by 
L (n )n0n. =0 miiX. i 
and L (n IL 
all nIn. >1 
sum(n i) =N 
I 
(6.12) 
144. 
Box 6.1 
For the open network described in section 6.2.1 the maximum 
entropy solution is given by 
(n 
where (I-P 0 
pi (n dn 
t 
(I-P >0 i gi, i L 
where 
pi (1-x i) 
x (<n>i-oi) /<n> and gi = (, _Pi)xi I 
For the closed network, the maximum entropy solution is given by 
-1 
m 
where G is a normalising constant given by: 
GML 
(ni) ni 
all n 
with O<n I 
ý'N,, and sum(n i 
)=N 
n. =O 
and Li (n 
1 n. >0 I 
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6.3 Implementation of the'Maximum Entropy Solution 
6.3.1 Maximum ent-ropy and MaKovian queue-ing analysis 
For the maximum entropy model of theorem 6.1, if the actual value 
of pi and <n> i are provided, then the solution can be completely specified. 
However, in practice, the analyst is faced with the reverse problem of 
predicting the value of. <n> I and. 
the other performance metrics depending 
on it. In such cases it is often useful to approximate the actual 
behaviour of the system by a suitable stochastic process. The stochastic 
process can then be a good approximation for the actual maximum entropy 
solution. 
One such approximation is to assume that for each service centre i, 
service times are independent and identically distributed random variables 
with mean Ili, coefficient of variation C Sl and a 
GE-type pdf written as 
(1-r )u (t) +r pi'expf-pi'tl (6-13) pi 0 
where r 1/(J+Y -7y (Csi-l)/2 and Pil =r si si). .. si sip 
If arrivals at each node are also assumed to be independent and 
identically distributed r. andom variables, (ignoring any correlation in 
the interinput process) then the average number of customers at each 
node i in the open network will be given by (423 ) as: 
A- 
<n> --L -P Y eli 1 sl 
where A1 and pi are given by (6.2) and (6.3) respectively. This follows 
since under these assumptions each node will behave as a GICEII system. 
As in Chapter 4, E)li is the zero of the polynomial 
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,7t 11 i +o-fli, +(. 
1-r 
si 
) E) )A i (_O) 
where A. i* 
1 (0) is the Laplace transform of the interinput, distribution 
for node i. 
Substituting (6.14) in (6.6)-(6.8) we get 
m 
R 
-P d yj 
0 
i=l 
p (n) m (J+y 
(1-P 
-)9- 
(71 
-n-JO 11.. v i-Ysi'ii 
where 
Pi(l-x i) 
gi (I-P 
i) 
For closed network this solution becomes 
PN (n) 
_1mpi -E) Ii 
(1-f: y 
S-1 
n 
G gi \ Ili-ysi a ii 
where G is a normalising constant chosen such that 
Ep (n) 
all n 
and sum(n N. 
gi is given by (6.16). 
There are two problems with the solutions (6.15)-(6.17). 
a. Because of the complexity of the flow process it may be very 
difficult to obtain the actual value of Oli. 
b. Even if the flow processes can be determined, it is knoxm that 
(6.15) 
(6.16) 
(6.17) 
this f low is correlated I DISN 771 ,I GELE 801 . This correlation 
is zero 
only for Poisson flow (see section 5.4). 
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However, despite these problems, it is shown in the subsequent 
sections that this solution gives satisfactory results. 
Note that this solution implies that the individual nodes will behave 
as if they Were independent M/M/1 systems only if the flow is purely 
Poisson., which is the case -in feedforward Jacksonian networks. In feedback 
Jacksonian networks, the individual nodes will behave as if they were 
independent G/M/l systems rather than M/m/1 systems. 
6.3.2 Flow in the network 
If the solutions (6.15) and (6.17) are to be implemented, then 
the flow processes in the network should be characterised. These are 
mainly the interdeparture and the interinput time distributions. It 
has already been discussed (section 5-3), how these distributions can 
be determined in the case of simple tandem queues. However, for networks 
with general Markovian routing, these distributions are more difficult 
to obtain and pose a se-kious problem in the computation of the perfo-rmance 
metrics. This problem has previously been recognised by Reiser -and 
Kobyashi IREIS 751, Gelenbe and Pujolle IGELE 76'1,, Sevick et al ISEVI 771 
and Pujolle and Soula JPUJO 811. Their discussions have been in the 
context of the diffusion approximation or the aggregation of general 
queueing networks. 
In this section an algorithm that computes the squared coefficients 
of variation for the interinput and the interdeparture distributions 
is derived. To this end we make the simplifying assumption that the 
interdeparture time pdf at each node i is given by 
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d1(t) = 
-x. 't 
(1-r di) uo 
(t)' + rdi xi7e1 (6.18) 
and the PDF is 
-)L 
I 
r di e 
where 
r1= 2/(C di 
2 
+1) an d. A1, =r di i 
(6.19) 
(6.20) 
and C di 
2 
is the squa red coefficient of variation of the interdeparture 
time distribution. As has been shown in section 5.3.3. this assumption 
is reasonable for medium or high values of pi and especially good when 
2 
C. >1. 
si 
The interinput distribution for each node i can then be obtained 
by merging the interdepatture distributions from all the sources 
such that pji>O. The merg . ed stream can be obtained by successively 
applying an algorithm for two-way merging introduced in ISEVI 
7713, 
p-11., 
which implies that: 
Given any two streams of random variable X,,, X2, each of 
distribution function 
BI(- t) =P (Xiý<, t) i=l, 
then the distribution function of the joint stream X, say, is given by 
E (X2) H1 (t) +E (X 1H2 
(t) 
v2 (t) P (X, <t) =-E (3 
1 
)E (X2) 
(6.21) 
where H1 (t) is given by 
H1 (t) -B1 (t) +E (X 2) 
-0f (1-B2(v»dv (6.22) 
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and similarly 
(1-B (v»dv 
22E (X 1) 01 
(6.23) 
Applying these equations to the queueing network and setting B (t)=D 'IF iiW 
i=1,2, we get (see Fig. 6.2): 
(A 
11 +X 21) 
+X 1 2(t) A1 +X - exp 2 
)t1 
Aý 
Applying this procedure successively, to all queues j such that pji>O, 
we get: mm 
AI (t) =vm (t) El AkzA k) exp k 
Itl 
k=l k=l k=l 
where MI is the number of nodes such that pji>O. 
Note that A. ' =r X. andX. is givenby6.2 I aj. i- I 
De f ining 
m 
E Pki Ak 
k=l 
m 
and Ep ki Xk k=l 
(6-24) 
(6.25) 
we ge t 
Yli 
y2i 
exp (6.26) 
which is the interinput PDF for queue i. From this the pdf of the 
interinput process is obtained as 
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q 2 
Fig. 6.2 Merging two str I eams, 
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aII (t) = (1-Y ii 
/Y 
2i)uo(t)+((y li)2/ (y2i)exp{-y ii 
Ot 
Therefore the first moment of the interinput. pdf is . 
E (X) 1 /'y 2i 
and the second moment is 
E(X 
2)= 
2/(yli. y 2i) 
from which the squared coefficient of variation is 
2E (X 
2 
ai E (X) 
= (2y 2i 
/Y 
ii 
)-1 
= EI px/E1x)-1 
k=l ki k. k=l ki k 
where. AI=rAr 2/( C2 +1) k k-. k" dkdk 
(6.27) 
(6.28) 
(6.29) 
(6.30) 
and Cd2 is the squared coefficient of variation of the interdeparture 
process for queue k, which can be obtained using theorem (4.6) 
and theorem (4.7) as: 
Cdk2 Pk 
2 (C 
sk2 
+l) + (l-Pk) (2 Pk+ l+C ak 
2) 
_1 
(6-31) 
Clearly Cd2 depends also on the interinput distribution coefficients 
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2 
of variation Ca More about the derivation of (6.31) can be found 
inj SEVI 771. 
Based. on this information the following algorithm can be 
introduced: 
Algorithm 6.1 
To compute C al 
2 
and C di 
2 i<iým 
1. initialise: 
For i=l to M 
22 
Cdi CsI 
repeat 
f or i=l to M 
BEGIN 
di = 2/(C di 
2 
+J) X1'=r di xi 
2m- Mi c 
ai 
2( E3, Ak 
-ki 
/EA 
k' -ki) k=l k=l 
c di 
2 
ý: - pi 
2 (C 
si 
2 
+1)+('-pi)(2pi+'+Cai 
2)_ 
1 
END 
UNTIL di 
2 
converges. 
In the following applications, this algorithm will be used to obtain 
the performance metrics of the individual nodes. 
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Box 6.3 
Algorithm 
* 
6.1 
1. initialise: 
To compute C 
ai 
2 
and C di 
2 
for each node i in the network: 
For i=l to M 
c 
di C si 
repeat 
or i=l to 
BEGIN 
r di 
2/(C 
di 
2 
+1) Ai1=r di XI 
M. M. 
c2 2( EIA1p 
ai kpki/ 
Z Xk' ki) k=l k=l 
c di =pi2 (C si 
2 
+1)+(l-pi )(2p i +I+C ai 
2)_, 
END 
UNTIL Cdi 
2 
converges. 
*Note that this algorithm does not I. --a, -,, e into consideration the split 
process described by Sevick, e-k- al iS',, ---Vi 77/1. This may be the reason 
that the results of: tables 6.4,6.5 and 7.1 are inconsistent in 
comparison with the exact results given by Sevick et a! [S--7v: t 77]. 
Further investigations are needed. 
UN&M#, 
- 
MOSP. Zý 
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6.3.3 Maximum entropy and the operational point of view 
Another way of implementing the maximum entropy model is to provide 
direct numerical measures for the required expectations. This is possible 
if the model is going to be used in consistenQy checking or performance 
calculation. There are two options in this case. 
The first option is to obtain a measure <n>. for the expected IT 
number of custome rs in the system during an observation period T and 
obtain the required probabilities accordingly. In this case., there will 
be no need to compute the flow; the main use of the model here 
will be to characterise the maximum entropy recursions of section 4.4 
and generalise them for any observation period. 
The other option is to use equation (4.25) as an estimate for 
lim <n>. 
T-*CO IT 
lim <n>. 
T4ý T 
N->co 
2. 
+p 
ai 
YS III 
l-P i 2-if. 
1 
-2 and instead of measuring <n> i one just measures I and I which 
are the first and second moments of the idle time distribution. Most 
of the available monitors provide data about the idle period. However.., 
in this case one needs an estimate for Cai 
2. 
the squared coefficient 
of variation for the interinput time distribution. 
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6.4 Applications and Example.,! 3 
In this section the credibility of the above theory is illustrated 
by considering three practical applications. 
6.4.1 An open network 
Consider the two-server open ne . twork shown in Fig. 6.3. In this 
model it is assumed that the external arrival process is POisson with 
mean rate Xo. The service times at each node are general, independent 
and identically distributed random variables with mean rates pl, 112 and 
coefficients of variation C sl. ' 
C 
s2' 
This model may be thought of as a 
computer system with the first node representing the CPU and the second 
node representing the I/Ounit. An arriving job queues for service at 
node 1 art-d when this service is completed, the job either leaves the 
system with probability (I-ql) or queues for service at node 2 with 
probability ql. When this service is over, the job either queues again 
for service at node 2 with probability q2 or rejoing the queue at node I 
with probability (1-q 2 
). This model has previously been considered by 
Reiser and Kobyashi IREIS 741, Celenbe and Pujolle ICELE 761, Pujolle and 
Soula jPU. JO 791, Gelenbe and Mitrani IGELE 801. Here, this model is 
analysed in three different ways, comparing the results each time with 
diffusion and simulation: 
(i) The interinput distribution to each node is assumed to be of the 
form 
a (1-r ai 
)u 
0 
(t) +r,.; ki' expf i=1,2 (6.33) 
1 
For station 1,, C ai 
2 
is estimated using equation (6.30). For station 2 
c 
a2 
2 
is estimated from the interinput formula (4.81) derived for the 
GE/GE/I with feedback. For both stations Cd iL 
2is 
estimated using formula 
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The open network of example 6.4.1 
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Table 6.1 The average number of customers at each node i of the 
open network compared with simulation, example 6.4.1(i-) 
Exp 
No. 
Q. No. cs ca cd2 p <n>M % deviation 
from simulation 
1 0.427 0.958 0.963 0.953 14.05 1.66 
1 
2 0 0.968 0.978 0.901 4.87 37.8 
1 0.423 0.968 0.982 0.766 2.49 5.55 
2 
2 0 0.987 0.992 0.713 1.58 15.55 
1 0.414 0.969 0.981 0.646 1.44 10.16 
3 
2 0 0.986 0.991 0.620 1.11 24-33 
1 0.432 0.980 0.987 0.544 0.998 4.51 
4 
2 0 0.9907 0.994 0.520 0.796 20.74 
1 0.422 0.971 0.98 0.473 0.761 0.3957 
LI 1 1 5 
2 0 0.985 0.9896 
1 
0.446 0.619 
-1 
15-32 
Mean % deviation from simulation 13.60 
Mean % deviation of queue I=4.455 
Mean % deviation of queue 2= 22.748 
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Table 6.2 The average number of ciistomers at each node of the open 
network of example 6.4.1 (i i) compared with simulation and the 
diffusion approximation 
Parameters Average queue length 
Exp- Q. No- Pi qi c si 
2 
c 
al 
2 
c di 
2 
Simu- Max. En- Dif f us ion 
No. lation tropy G/P -GIP 
mod. 
R/K 
1 . 953 . 510 . 427 . 756 . 469 13-821 12.01 12.013 11.966 11.648 
2 . 901 . 503 0 . 650 -. 153 7.831 5.84 3.124 5.735 2.949 
1 . 766 . 509 . 423 . 825 . 621 2.359, 2.240 2.106 2.093 2.002 
2 
2 . 713 . 499 0 . 759 . 422 1.871 1.8co 1.031 1.694 0.970 
1 . 646 . 516 . 414 . 864 . 707 1.603 1.345 1.207 1.200 1.168 
3 
2 . 620 . 506 0 . 800 . 543 1.467 1.234 0.718 1.149 0.709 
4 
1 . 544 . 512 . 432 . 899 . 785 1.046 0.944 0.821 0.818 0.815 
2 . 520 . 502 0 . 857 . 663 1.005 0.877 0.502 0.781 0.545 
5 
1 . 473 . 504 . 422 . 92o . 824 0.758 0.736 0.619 0.617 0.632 
2 . 446 . 507 0 . 878 . 740 0.731 0.668 
9 
0.382 0.589 0.453 
x Mean deviation from simulation 11.28 36.72 18-98 34.59 
mean % deviation of queue 1= 
mean % deviation of queue 2= 
G/P = Gelenbe and Pujolle eqn. ICELE 761 
R/K = Reiser and Kobayashieqn. IREIS 741 
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Table 6.3 The average number of customers at each node i of the 
open network compared with simulation, example 6.4.1(iii). 
. .............. 
Exp. 
No. 
Q. No. 1ý Ca2 Cs2 <n> X Diff. from 
simulation 
1 0.953 1 0.427 14.49 4.8 
1 
2 0.901 1 0 7.08 9.5 
2 
1 0.766 1 0.423 2.54 7.67 
2 0.712 1 0 2.04 9.09 
3 
1 0.646 1 0.414 1.47 
1 
8.29 
2 0.620 1 0 1.37 6.61 
4 
1 0.544 1 0.432 1.01 3.44 
2 0.520 1 0 0.941 6.289 
1 0.473 1 0.422 0.774 2.139 
5 
.2 
0.446 l.: 0 0.714 2.32 
Mean percentage deviation 6.0135 
Mean deviation of queue I=5.267% 
Mean deviation of queue 2= 6-76Z 
161. 
(6-31). Algorithm 6.1 is then applied until the values of C ai 
2 
and C di 
2 
converge. The results are compared with diffusion and simulation in Table 6.1. 
(ii) Secondly, the above example is analysed using a modification 
suggested by Gelenbe and Mitrani IGELE 801. 
q. >0, then iii is replaced by Iii(I-qji) 11 
A. is replaced by X (1-qji) 
and C si 
2 is replaced by Csi 
2 (I-qii)+ql. i 
and qij is replaced by 
0 if j=i 
q ij 
qij. /(l-qi_i) if jji 
Namely, if for queue i, 
The purpose of this modification is to include the feedback effect 
Rpv ace &I o re 
SýM. 
JCAV- t, 
in the analysis indirectly. I Algorithm 6.1 is then applied and the 
average number of customers at each node is compiked. The results are 
shown in Table 6.2 accompanied by % diff. from simulation. 
Maintaining the above modification, we assumed that arrivals for 
both queues are Poisson. The P-K mean value formula is then used to 
obtain the average number of customers at each node. The results are 
shown in Table 6.3. 
It is interesting to note that the best results are obtained when 
the f low is assumed to be purely Poisson. The simulation results have 
been taken from IGELE 801. No con-Eidence intervals were provided. 
6.4.2 A central server model 
Consider the central server model shown in Fig. 6A . The parameters 
of each queue are shown on the Figure. The model is assumed to be closed 
with a fixed number of customers and FCFS disciplines at all centres. 
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Fig. 6.4 ]Example 6.4.2 
Fig. 6.5 Example 6.4.2 
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Table 6.6 Flow parameters for themodels. 6f Figs. 6.4 and 6.5 
2 
Ca obtained using algorithm 6.1 
Model of Fig. 6.4 Model of-Fig. 6. .5 
2 Compuýed Comp2ted 
Node. C c Node 
s 
1 2 1.448 1 3 1.355 
2 2 1.401 2 1 1.523 
3 3 1.401 3 1 1.523 
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Using (6.17), (6.18) and assuming that the interinput 
-distribution 
to each node is of the form (6.28), we get (assuming a 
z 
p 
pp 
I- 
+y 
al 
+p 
lysi) 
nI 
Zp Y, y Yý Pi4 ai+pi si ai+pi si 
where pi =Ai /Pi. 
(6-34) 
Ar%plying Buzen algorithm, the performance metrics shown in Table 6.4. ZXF 
For queue 1 the results are compared with the exact and aggregation 
results given in Sevick et al ISEVI 771. The exact results of Sevick 
et al were obtained using program QSOLVE. Clearly the maximum entropy 
results are closest to the exact results obtained by Sevick et al- The 
procedure is repeated for the model in Fig. 6.5 and the results are shown in Table 6.5. 
6.5 Summary 
In this chapter a maximum entropy model has been developed for 
general queueing networks. This iýodel gives the-joint maximum entropy 
probability distribution for the number of customers in -an open general 
network as a product of the marginal maximum entropy solutions 
for the individual service centres. The maximum entropy solution for 
the closed network is obtained by making the reasonable assumption 
that this solution is proportional to that of the corresponding open 
network (when N--)-o). The results are shown in Box 6.1. 
It has then been discussed that the maximum entropy model can be 
implemented either in conjunction with Markovian queueing theory or 
directly in the 'operational' sense. If the model is to be implemented 
in the context of Markovian theory, then a GE-type service time 
167. 
distribution is assumed for each service centre. If the correlation 
in the departure process is ignored, then each node is expe'cted to 
behave as if it were a G/CE/1 system. Consequently, the maximum entropy 
solution shown in Box 6.2 is obtained. However, this solution 
requires the determination of the flow parameters for the network. 
An algorithm approximating these parameters is shown in Box. 6.3. 
If the model is to be applied in an operational sense, there are 
two options: either <n> 1 
is measured directly or, instead, the first 
and second moments of the idle time distribution axemeasured in which 
case the actual value of <n> I can. 
be approximated by formula 4.25. 
In this case one need not consider the correlation unless it is implied 
by the given data. 
To explain the credibility of the analysis, examples of open 
and closed networks were considered. The results show, )that the 
methodology developed compares favourably with diffusion and simulation. 
The discrepancy between simulation and maximum entropy -results may be 
due to the ignored correlation in the departure process and the fact 
that the simulation is carried otit using a phase-type service time 
distributiom. 
It is interesting to note that the coefficient of variation of the 
interinput time distribution consistently approacbes one, reinforcing 
the findings of Sevick et al I SEVI 771. This may be explained by the 
fact that the superimposition of several renewal processes gives rise 
to a Poisson process ICOUR 771. Note that the best results for the 
open network are obtained by assuming a Poisson interinput process for 
each queue. 
168. 
Another interesting point is that with the maximilm entropy 
solution, the individual nodes will behave as if they were MIM/1 systems. 
if Ca2=1 and Cs 
2= 
1 which is only the case in feedforward Jacksonian 
networks. In feedback Jacksonian networks the nodes would behave as 
if they were independent G/M/l systems rather than M/M/l systems, that 
is if the serial correlation is ignored. 
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CHAPTER VII 
AGGREGATION OF GENERAL QUEUEING NETWORKS 
7.1 Introduction 
Although the methods described in the previous chapters can now 
apply to a wide variety of models giving satisfactory results, there 
are certain circumstances where decomposition of the model is more 
advantageous e. g. if the state space of the model is very large or if 
there is simultaneous resource holding in the modelled system, then it 
is better to decompose the model and analyse each device s. eparately. 
In decomposing a queueing network model it is the usual practice 
to reduce the state space of the network by aggregating the nodes to 
form composite queues where for each node i there is a corresponding 
composite queue. Therefore each node i can be studied in conjunction 
with the corresponding composite queue without losing much of the 
information pertaining to the interaction between this node and the 
remaining nodes in the network. 
There are basically two main approaches for aggregation: 
(i) the near-complete decomposability approach introduced by Courtois 
ICOUR 75,771. 
(ii) the Norton theorem approach introduced by Chandy et al ICHAN 751. 
Both approaches give exact results for exponential networks, but 
several problems 'arise when applying the models to general queueing 
networks. -In the following study these problems are enumerated and 
some solutions are suggested. 
In section 7.2 a general survey is given. The problems are 
170. 
I 
enumerated in section 7.3. The contribution of the maximum entropy 
analysis to the solution is given in section 7.4. Applications and 
examples are considered in section 7.5. 
7.2 An Overview 
In this section a short survey of the two main approaches to the 
decomposition of queueing networks is given. The near-complete- 
I 
decomposability (NCD) approach is discussed in section 7.2.1. followed 
in section 7.2.2 by the Norton theorem (NT) approach. 
a 
7.2.1 The near-complete-decomposability (NCD) approach, COurtOis. 
-ICOUR 
75. L2 
This approach is generally based on the fact that the joint state 
probability distribution of the number of customers in the network can 
be expressed. -as the solution of a finite continuous time Markov chain: 
Pt+l ýn) =pt (n) 
where Q is the state transition 
* probability matrix with elements qý ii 
representing the transition probability from state (n,, n 21***" nin 
nM) to state (n 0 
n-I n+I , .... n M 
), where nI represents 
M 
the number of customers at node i, i=l,... M,, and Eni =N31 N being the 
i=l 
total number of customers in the network. At equilibrium, the time 
subscript t is dropped and 7.1 becomes: 
p (n) (ý (7.2) 
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Fig. 7.1 A centrAl server model 
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Fig. 7.2 The equivalent two-server model for the 
central server network of Fig. 7.1 
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Since Q is a stochastic matiix, then p(n) can be interpreted as the left 
eigenvector of Q*corresponding to a maximal eigenvalue of unity. 
As an example, the state transitibn probability matrix of the queueing 
I 
network shown in Fig. 7.1 is given in Fig. 7.4. For convenience here 
the nodes are numbered from 0 to M-1. If in this matrix, the 
probabilities outside the solid-line squares-. (along the diagonal) are of 
lower magnitude than those inside the squares, then Q* is said to be nearly- 
completely decomposable, or diagonally dominant. Moreover, if inside 
each solid square, the elements outside the dotted squares are of lower magni- 
tude than those 6n the inside, Q is said to be 2-level nearly-completely- 
decomposable. In principle, this process can be continued to give 
an (L-ýU)-level nearly-completely-decomposable system, where L=M-1 and 
M is the total number of nodes. 
Based on the above definitions and the digen-structures of the 
transition matrix Q, Courtois ICOUR 75,771 derived a criterion for the 
NCD of queueing networks, which can be stated as follows: 
A stochastic matiix Q i' said to be (L-1)-level nearly-completely s 
decomposable, if for each level k. k=1 ...... 9, L-1, the following inequality 
is satisfied: 
wk< 2' (A k +B Y. 
)-(A 
Y, 
Bk )2CO sf ill(N+1)1 
where 
L 
W2 = max 6(nk)llk 
n nL k=k+l M=o 
n =N 
kL 
Pkm + _r 6 
(n 
k) Ilk E Pkm k=O lrf=k+l 
(7-3) 
(7.4) 
A min (Ilkpkx 
O<k<l-l 
Y, -1 
B. 
Z PZp k=O k P. 
(7-5) 
(7-6) 
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I 
nCpln 2n3 2000 
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o3 
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Fig. 7.4 The transition matrix Q for the system in Fig. 7.1 
175. 
6 
Courtois further demonstrated that, ikthe above criterion is 
satisfied. then one can distinguish between short-term equilibrium 
probabilities. and the required long-term equilibrium probabilities. The 
short-term equilibrium solutions can be obtained by the aggregation 
procedure illustrated in Fig. 7.3. Namely, the analysis is started 
at level 1 by considering the two-node network composed of node 0 and 
node 1 only. Following this, node 0 and node 1 -are aggregated to form 
an equivalent composite queue. At level 2, the two-node network 
, consisting of this composite queue and node 2 is analysed. Then 
a new composite queue is formed and the process is hierarchically continueC" 
until level L-I where L=M-1 and M is the total number of nodes. 
At each level k. the input to the composit6--or aggregate node 
(Fig. 7.2) is taken to be 
EP 
kk where P Yk 
is the probability 
k=O that a customer leaving node k 
goes to node k. 
The output of the composite queue is obtained as the aggregation 
variable: 
nk 
R (n (n., in. ) (n, 
_l 
in, ) R., 
_, 
(n 
kk kk 
ý '*ý Zk 91 
n 
k>k$ n =1 n 
and v (n., _ljný) 
is the short-term equilibrium probability that n Z-1 kv 
customers among nk customers are found in the composite (aggregate) 
node, which in turn can be obtained using the formula: 
(7-7) 
(7.8) 
I 
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n 
p kk) k=O 
vk (Xlp j n,, ) V (01 n (7.9) n k-1 - 11 Rk_l 
30 k 
(k) 
k-1 
n2_1l,...., nQ, nQ=l...., N 
At level 1, of course 
o, k 
(n 
0) = Popo., k 
f or all n0 ýO (7.10) 
The aggregation procedure can therefore be summarised by the 
following algoritbm: 
Algorithm 7.1a 
For Y, =l, compute R (n ) using (7.10). o,, k o 
Compute v1 (n 
0 
In, ) using (7.9) 
(ii) For Y, =2, .... s L-1 compute R kýjk 
(n 
k) using 
Compute v Y, 
(n., 
_lln 
) using (7-9) 
The philosophy behind the above aggregation procedure is that the 
low-level nodes attain their short-term equilibrium before the high-level 
nodes. Consequently, at each level R, interaction with higher level 
L-l. can be disregarded. 
Once the short-term equilibr&um probabilities v Y. (n, _lin k) 
have 
been obtained. the long-term equilibrium probabilities can be obtained 
_, 
I n. ) To this end define p, (n,, ) to be the by disaggregating v (n, 
unconditional long-term equilibrium probability that there are nk customers 
at the single node A and define b P. 
(n, 
_, 
) to be the unconditional long-term 
equilibrium probability that there are n, _, 
customers in the complimentary 
aggregate (composite) node. These probabilities and the performance metrics 
can be obtained using the following algorithm: 
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Algorithm 7.1b 
initialise: 
L 
(n 
L- 1ýý "'ý L 
(nL- 
11 N) PL 
(i 
L) ý PL 
(N-i 
LI N) (7.11) 
n L-1 = 010 
1310 
... sNi C-0 o. oo ,N 
For each level k= L-1$* ... p1 
compute 
N 
(n Eb 
k+l 
(n 
=n k-1 
N 
Pk (i kEb k+l 
(n 
kk 
(n 
Y. zIn.. ) 
n, =i k 
(iii) for each node Y,, 9, = 0$.. . . 3% -1*1-1 
ob tain 
the utilisation P, = 1-pt(o) 
the average number of customers 
N 
<n> np (n 
n., =l 
It has been proved that the above algorithms give exact results 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
for exponential networks IVANT 781 therefore they are equivalent to the 
Buzen algorithm. In fact the Buzen algorithm can be incorporated in 
the aggregation process to make it shorter, as hinted by Courtois himself 
ICOUR 771. Courtois also demonstrated that his algorithm can easily be 
generalised to work for networks with arbitrary service times. This 
generalisation. will be discussed in section 7.4. 
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7.2.2 The Norton's 'theorem. aproach 
This approach has been introduced by Chandy, Herzog. and Woo ICHAN 751. 
It is generally based on Norton's theorem for electric circuits which 
implies that the behaviour of a component in a given electric circuit 
can be studied by constructing an equivalent circuit in which all the 
other components are replaced by one composite component. 
Analogously. Chandy et al deduced that the behaviour of a certain 
node i in a given queueing network can be studied by constructing an 
equivalent network in which all the other nodes in the given network 
are replaced by a single equivalent composite queue. Therefore for each 
node i.,, i=l,. .. M, in the given network, there exists a reduced two-node 
network consisting of node i and its "complementary composite node "B 30 
Fig. 7.7, such that the equilibrium solution of the node i in the 
equivdlent network is identical to that in the given network. The parameters 
of the composite node B1 are obtained from the original network by setting 
the service time of node i equal to zero (replace it by a short). The 
service rate of BI can then be taken equal to the conditional throughput 
of the corresponding subnetwork SUBQi, Fig. 7.6, Ri (n), when there are 
n customers in the subnetwork and N-n customers at node i, the service 
time of node i being zero. The whole procedure is ilLustrated by Figs. 
7.5-7.7. Chandy et al proved that this method gives exact results for 
product-form networks and they developed an iterati-ve algorithm to 
obtain the solution. 
Later., Sauer and Chandy I SAUE 75bI developed a heuristic flow- 
equivalent algorithm for central server models with general service times. 
The algorithm is based on Norton's theorem and can be described as follows. 
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Fig. 
. 
7.5 The original'network (f low-equivalent method). 
Fig. 7.6 The equivalent subnetwork SUBQi with 
node i replaced by a short 
SUBQi 
t 
node 1 
the composite queue 
R (n 
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Fig.: 7.7 The eq*uivalent two-server model 
181. 
Algorithm 7.2 
(i) Reduce the central server model to a two-node model consisting of 
the central server on one hand. and a composite queue formed by 
aggregating the remaining nodes on the other hand. 
(ii) Determine the output of the composite queue using the Buzen 
algorithm. The output of the composite queue is taken equal to the 
state dependent throughput of the network from which the central server 
is omitted (shorted) . 
(Fig. 7.6). 
(iii) Determine the coefficient of variation for the composite queue 
using the relation 
2 M-1 2 c 
sc 
EcA Pok (7.16) 
k=l 
where M-1 is the number of nodes aggregated and o denotes the central 
server. 
(iv) Select an exponential stage-representation for the composite queue 
2 
depending on the coefficient of variation computed in (iii) : if C sc 
<1 
then Erlang, if C 
sc 
2 
>1, then hyperexponential and if C sc 
2= 
1, then pure 
exponential. 
(v) Solve the two-node network to obtain the performance metrics of 
the central server (Fig. 7.7). 
(vi) Obtain the performance metrics of the individual queues constituting 
the composite queue. 
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7.3 Problems of Aggregation 
As mentioned above, both near-conplete decomposability and Norton's 
theorem lead to exact results when applied to exponential queueing 
networks. However several problems arise when these methods are applied 
to general queueing networks. These problems can be summarised as follows 
(i) Since the flow in general queueing networks is not Poisson., merging 
or splitting this flow leads to complicated flow processes that are not 
easy to determine. This problem is particularly apparent in the case Of 
Norton's theorem approach and has been previously discussed by Sevick et 
al ISEVI 771. 
(ii) In both approaches the analyst is faced with the analysis of two- 
server models that have general service times at both centres. The 
existing algorithms cannot easily cope with this problem. 
(iii) In case of the f low-equivalent method, the throughput of the 
subnetwork SUBQi of Fig. 7.6 
times at the individual nodes. 
be validated. 
is evaluated assuming exponential service 
This assumption is heuristic and needs to 
Although Courtour ICOUR 771 has provided a criterion for near- 
complete decomposability and a measure for the error, no such measures 
exist for the methods based on Norton's theorem. 
equivalent algorithm outlined above is heuristic. 
In particular, the flow- 
(v) Finally, it has often been noted that the above two approaches are 
very similar, yet no serious attempt has been made to merge them into 
a unifie. d approach. 
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7.4 Contribution of the Maximum Entropy Analysis 
Most of the problems mentioned in the above section have indirectly 
been addressed in the previous chapters e. g. the flow equations for the 
composite queue can easily be obtained by a slight modification of 
algorithm 6.1. Analysis of two-node models with general service times 
at both centres can be carried. out using the methods developed in Chapter 5. 
In this section Courtois' algorithm and the flow-equivalent algorithm 
are accordingly modified to. work for queueing networks with general 
service times. 
7.4.1 Modification of the Courtois Algorithm 
Toý-modify Courtois' algorithm, the flow problem can be stated more 
clearly as fOllows: 
In the two-node network of level k (which consists of a composite 
queue and node k, see Fig. 7.3 ): 
(i) Determine the service time squared coefficient of variation for 
the composite. - queue consisting of nodes 
(ii) Determine the arrival process squared coefficient of variation for 
the composite queue. 
(iii) Determine the output rate and the departure process squared 
coefficient of variation. 
The service time distribution of the composite queue can be obtained 
using the merging procedure described in section 6.3.2. To this end 
assume that the service time distribution at each node is of the form 
(3.15) and define 
and a 1. z 
E Pkt'pk 2 Y, ý Pk9, k 
k=O k0 
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or Applying equations (6.2l)-(6.24) successively one obtains: 
2k -Pf 
(7.17) 
which is the distribution function for the composite queue service 
time. 'From this the pdf is: 
fc lk u2 /a )expl-a tj (7.18) ka 2k 02k lk 
Consequently the squared coefficient of variation for the conposite 
servitce tune is: 
2 
c 
cs 
(2a 
29, 
/a 
lk (7.19) 
From Fig. 7.2 the arrival process to the composite queue is nothing 
but the departure process from node k. Similarly the departure process 
from the composite queue represents the arrival process to node k. 
Therefore algorithm (6.1) can be slightly modified to compute the 
flow for the composite queue as follows: 
Algorithm 7.3a 
(i) For each level k compute the coefficient of variation of the 
composite queue using 
(ii) Repeat 
a. Compute departure process coefficient of variation for the 
composite queue using (6.31). 
b Compute the CdP, 
2 
for node k using (6-31). 
c. Set the arrival process coefficient of variation 6f the 
2 
composite, queue to C dk 
until C dc 
2 
converges. 
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(iii) Compute 
"Yac '7- (C ac 
2- 1) /2. v YS c=(. 
C 
sc 
2_ 
1), /2 
The output of the composite queue can still be computed using (7.8), 
as shown by Courtois ICOUR 771. 
In view of this (7.9) can be modified to give 
n 
v (n, 
_lln 
V (Oln li 'xk£ (7.20) 
k=l 
where 
2kk+ Yac+ 'kkysc 
(7.21) Xk kI+Y 
ac 
+ 2kkysc 
and 
k-I 
Ilk 
.EpY. i ýlkk 
R 
1=0 
00 (7.22) k-1 s Y, 
Given this new formula for V Y, 
(n, 
_lln, 
) algorithm 7.1a and 7.1b can easily 
apply to obtain the required performance metrics. For an implementation, 
see the Appendix. 
7.4.2 Modification of the flow-equivalent algorithm 
There are two sources of error in the algorithm 7.2. First., in 
obtaining the flow parameters t. he departure process is ignored. 
Secondly, the equation used -to compute 
C 
sc 
2 
in step-(iii) is 
heuristic. 
A better estimation for the output of the composite queue can now 
be obtained using algorithm 6.1 with the Buzen algorithm. This procedure 
has already been applied in Chapter 6. 
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Similarly, C 
se can now 
be computed, using (7.19). Step (iv) 
is -no longer needed, and can be omitted. 
7.5 Comparisons and Applications 
7.5.1 Similarities between Courtois' algorithm and the flow-equivalent 
algorithm 
From the previous sections the following points can be observed 
about Courtois' algorithm and the flow-equivalent algorithm: 
1) The aggregation method is the same in both cases. The flow- 
equival-Emt algorithm corresponds to the step taken at level L-1 in 
algorithm 7.1a. 
2) Equation (7.8) for determining Rk 
NPk 
(n 
k) can 
be replaced by 
step (ii) of the flow-equivalent algorithm 7.2, at level (L-1) and vice 
versa without changing the value of R 2,3, k 
(n 
Y, 
) i. e. the output of the 
composite queue can be obtained using either Buzen's algorithm or 
algorithm 7.1a. 
The disaggregation method is the same in both cases. 
Based on these points, it can be deduced that the f low-equivalent 
algorithm is a special case of the Courtois algorithm where all the 
levels 0...... L-2 are omitted. The advantages of this relation can 
be summarised as follows: 
a) The criterion for near-complete decomposability can now be used 
for the flow-equivalent method. 
b) Step (ii) of the flow-equivalent algorithm for determining the 
output of the composite queue is now validated by theorem 
(6.1). p. 79 
of ICOUR 771 which implies that even in the case of arbitrary service 
times, the output of the composite queue is still given by 
(7.8), which 
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Fig. 7.8 Modellof example in section 7.5.2 
Fig. 7.9 Model 2 of the example in section 7.5.2 
il=0.5 2 r 
'P=0.5 
2 
=O. 707 
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Fig. 7.10 Model '3 of -the example of section 7.5.2 
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is equivalent to step (ii) of algorithm 7.2. 
C) The Buzen algorithm can be used to shorten the aggregation process 
in the Courtois algorithm. 
7.5.2 Examples 
Following the above discussion, the modified Courtois algorithm 
is applied to the models of Figs. 7.8-7.10. The results are compared 
with those of Sauer ISAUE 75al and the modified Buzen algorithm of 
Chapter 6, (Table 7.1). 
7.6 Summary 
The maximum entropy results of the previous sections have been 
ised to modify the Courtois algorithm and the f low-equivalent algorithm. 
The modified algorithms give satisfactory results, but more work is 
needed to investigate the effect of the flow parameters in aggregation. 
It has also been shown that the f low equivalent algorithm is a special 
case of the Courtois algorithm, which leads to unified aggregation 
procedure and removes many heuristics from the flow-equivalent algorithm. 
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CHAPTER VIII 
CONCLUSIONS AND FUTURETROSPECTS 
General Summary 
In this study maximum entropy has been used to analyse both single 
and multiple resource queueing models of computer system performance. 
In all cases, the form of distribution obtained is basically independent 
of--any stochastic or operational assumptions and only requires the 
determination of the average number of customers in the system and the 
percentage of time the-Iserver is busy. If either the value or form of 
these parameters is provided, the corresponding maximum entropy distribution 
can directly be determined. 
However, since in many prediction problems the expected number of 
customers in the system cannot b6. -directly measured, it is often useful 
to approximate its actual value by a Markovian mean value formula. Good 
examples for these are the P-K mean formula (3.2) and the mean value 
formula (4.25), which are both independent of the pdf for the service 
or. interarrival time and only depend on the first and second moments of 
these distributions. The only obstacle is that (4.25) requires the 
knowledge of the first and second moment of the idle time distribution, 
which can either be directly measured or estimated using the methodology 
of Chapter 4. Note that the entropy of a Markov process increases as 
this process evolves 
IKARL 811. 
This combination of maximum entropy and Markov theory makes sense 
and solves a number of long-standing problems in the performance analysis 
of computer systems. The power of this approach 
has been illustrated 
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by applying the methodology to various types of models: 
For the case where Ca2=1 and Cs2 is any finitep Positive real 
number, a unique product-form solution, satisfying local balance has 
been derived for the first time. It has then been shown that this 
solution corresponds to the steady state solution of the underlying 
Markov process when the service time disdribution is of the generalised 
exponential ((M) type (3.15). The generalised exponential is the sum of 
an exponential term and a unit impulse (generalised function) at the 
origin. The appearance of the unit impulse function in this distribution 
should not be surprising since it has been identified as the identity 
element in Kingman's algebra f or queuesp I KLEI 751 . 
For the case where Cs 
2= 
1 and Ca2 is any finite, real positive 
number, the maximum entropy solution is of the same form as the steady 
state solution of the corresponding Markov process. However, it has 
been shown that a GE-type interarrival time dittribution leads to a 
solution that maximises the entropy over all two-stage phase type 
distributions. 
In the more general case where both Ca2 and CS2 are arbitrary, 
real positive numbers, there have been three main achievements: 
(i) Firstly, the spectral methods have been promoted to give analytic 
mean value formulae for different types of the G/G/1 system. This has 
been done by the effective use of Rouche's theorem. For the first time, 
analysts will be able to obtain the actual value of the average number 
of customers and the mean waiting time for, a wide range of G/G/l systems. 
Previously only approximations and simulation methods were used. The 
methodology developed has then been applied to study the effect of the 
service and interarrival ýime pdf bn the performance metrics. The results 
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that arbitrary assumptions about these functions may have a 
serious effect on the performance metrics. These metrics 
are expected to be invariant to the service time pdf only in the case 
of the M/G/l and the GE/G/l. Since, in many practical cases, the pdf 
of the service br interarrival time is arbitrarily f ixed, the obtained 
results may unnecessarily be distorted. 
(ii) To avoid thi-s-pr'bblem, maximum entropy has been suggested as a 
criterion. A maximum entropy model has been used to determine a form 
of solution for general single queues. It has then been explained that 
this form of solution is closely associated with that of the steady state 
solution for the G/GE/l system. Following this, the maximum entropy 
solution for the G/GE/1 was determined and characterised. The implemen- 
tation, of the maximum entropy model in the operational (direct) sense 
was discussed and useful maximum entropy queue recursions were derived. 
(iii) Thirdly, because of the special importance of the G/CE/l and the 
CE/GE/l in the analysis of general networks, the flow in these systems 
has been separately studied. The idle time distribution and the 
departure process for each system was characterised. The effect of 
feedback on the interinput distribution for the GE/GE/1 was also studied. 
The results obtained for single general queues were then applied 
to analyse general two-server tandem and cyclic queues. Tandem queues 
were used to evaluate the effect of approximating the interdeparture 
ti-me distiHbution by a GE-type distribution. The analysis of two-server 
cyclic models required the determination of the maximum entropy solution 
for the GIGE11IN which has been obtained from that of the infinite 
capacity GI(Mll. The numerical results obtained for cyclic queues are 
compared with diffusion and simulation results. 
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For general queueing networks, it has been shown that maximum 
entropy produces a general product form solution that can either be 
implemented directly or in conjunction with Markovian queueing theory. 
Direct implementation of the solution requires the measurement of <n> I 
gmd pi which is possible if the model is to be used in consistency 
checking or performance calculation. If the model is to be implemented 
in the context of Markovian queueing theory, then the moments of the 
flow in the network must be computed. For this purpose, a new algorithm 
based on the (X-type distribution has been suggested. The methodology 
developed was then used to analyse examples of open and closed queueing 
networks. The results obtained compare favourably with diffusion, 
simulation and other results in the literature. 
The ideas developed were further used to simplify and promote the 
aggregation techniques given previously by Chandy et al 
ICHAN 751 and 
Courtois ICOUR 771. 
8.2 Advantages of the Analysis 
The advantages of the approach developed in this study can be 
sununarised as follows: 
(i) The andlysis offers a reformulation of the queueing problem where 
pn9 the probability distribution of the number of customers in the 
system, is fixed irrespective of the pdf of the service or interarrival 
time. In this way the analyst is saved the trouble of making arbitrary 
and often distorting assumptions. The maximum entropy approach 
is 
similar in this sense to the diffusion and operational methods. 
(i i) It is believed that the maximum entropy distribution is the one 
which is experimentally realised 
in overwhelmingly more ways than any 
*Note that this all-go-rithm does not ta-ke 
process descri-hed by Sevick et al L"S)EVI that the resuj'-k--s ozl- tables 6.4,6.5 and 
co-mpa. L. ison with the exact results given 
ti ations are 
into consideration tne SýDjz., - 7,1- This may be the reason .1 7.1 are inconSiSl-erlt i, -, 
by Sevick et a' [SEVT 77). 
At 
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other distiabution IJAYN 57a, 681. This view has further been reinforced 
by the entropy concentration theorem IJAYN 831. More than that, the 
maximum eyltropy distribution includes all the prior information about 
the model. 
(iii) For the first time, a methodology has been described for deter- 
mining the average number of customers and the mean waiting time in the 
GIG11. 
The class of locally balanced networks has been extended to 
include general queueing networks with FCFS disciplines. 
(v) Maximum entropy greatly simplifies the analysis and removes the 
unnecessary complexity. It is interesting that the performance meftics 
of non-exponential queueing networks can still be obtained using Buzen's 
algorithm. 
(vi) The analysis def ines a new promising trend that can have wide 
implications on the performance evaluation of computer systems. The 
basic tools provided can now easily be used to obtain the response times, 
utilisations, throughputs., etc. of computer and communications networksp 
no matter what values are given for the service time coefficients of 
variation. With the increasing importance of distributed processing, 
the maximum entropy models will be exceedingly useful. 
The maximum entropy model is a useful bridge between Markovian 
and operational methods. 
8.3 Future Prospects 
Despite the above gains,, the present study is in many ways 
incomplete. Howeverp the approach given is promising and can be easily 
extended and promoted. To achieve this, the following points should be 
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observed: 
1. A first priority is to give proofs for the few conjectures used at 
various stages of the study. 
2. It should be investigated if the first and second moment of the 
idle time distribution can be obtained without involving the pdfs of 
the service and interarrival time distributions. This will make 
formla 4.25 and consequently the maximum entropy distribution pn 
more independent of these functions. 
3. The effect of serial correlation in the interinput process on 
the mean waiting time in the GIG11 should be further investigated, based 
on the results obtained in this study. An attempt has been made in this 
respect by ýJenkins JJENK 661 and Shimshak 15HIM 811. If this effect is serious 
the Markovian processes'--. should, be - r6placed by time series. 
4. The similarity between maximum entropy and the diffusion approximation 
should be investigated and exploited. One way of achieving this is to 
add a variance constraint to the maximum entropy model of Chapter 4 and 
see how the maximum entropy solution is affected. 
The flow algorithm described in Chapter 6 can quite possibly be 
promoted to give better results. It should also be investigated if it 
is better to compute the f low moments in this way or to assume a Poisson 
interinput process for each queue in the network. 
The significance and properties of the GE-type distribution (3.15) 
should be further investigated. 
The role of the entropy functional in the decomposition of general 
queueing networks should be investigated, see 
IVANE 691. 
8. The methodology given in Chapter 4 can easily be extended to give 
useful results for the G/GE/M. However!, 
it may be very difficult to 
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obtain actual parameter values beyond the G/GE/2. 
The implications of Lemma 4.1 should be further investigated. 
10. The impact of maximum entropy on the simulation of general queueing 
networks should be investigated. In this respect, there are two 
potential applications: random number generation and determining 
conf idence intervals. It will be interesting to see the effect of the 
CE-type distribution in generating random numbers. 
To conclude., the maximum entropy formalism has proved itself as 
a satisfactory and convincing theory for g-en: eral queueing networks. 
It does not generally contradict the existing Markovian queueing theory 
results but extends and refines them. More research is needed to promote 
the methodology and the underlying techniques. 
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