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A THERMODYNAMICAL FORMALISM FOR MONGE-AMPÈRE
EQUATIONS, MOSER-TRUDINGER INEQUALITIES AND
KÄHLER-EINSTEIN METRICS
ROBERT J. BERMAN
Abstract. We develop a variational calculus for a certain free energy functional
on the space of all probability measures on a Kähler manifold X. This functional
can be seen as a generalization of Mabuchi’sK−energy functional and its twisted
versions to more singular situations. Applications to Monge-Ampère equations
of mean field type, twisted Kähler-Einstein metrics and Moser-Trudinger type
inequalities on Kähler manifolds are given. Tian’s α− invariant is generalized
to singular measures, allowing in particular a proof of the existence of Kähler-
Einstein metrics with positive Ricci curvature that are singular along a given
anti-canonical divisor (as conjectured very recently by Donaldson). As another
application we partially confirm a well-known conjecture in Kähler geometry
showing that if the Calabi flow in the (anti-) canonical class exists for all times
then it converges to a Kähler-Einstein metric, when a unique one exists.
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1. Introduction
One of the motivations for the present paper comes from the probabilistic ap-
proach to Kähler-Einstein metrics very recently introduced in [6]. In op. cit. the
relations to physics were emphasized (Euclidean gravity and fermion-boson corre-
spondences) and a heuristic argument was given for the convergence of the statisti-
cal mechanics model in the thermodynamical limit. One of the aims of the present
paper, which can be seen as the first part in a forthcoming series, is to develop
the variational calculus needed for a rigorous investigation of the thermodynamical
limit referred to above. However the main results to be proved also have an in-
dependent interest in Kähler-Einstein geometry (notably to the convergence of the
Calabi flow and a conjecture of Donaldson concerning Kähler-Einstein metrics on
Key words and phrases. Monge-Ampere equation, Kähler-Einstein manifolds, Variational meth-
ods (MSC 2010: 32Q20, 32W20, 35A15).
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Fano manifolds which are singular along a divisor) and more generally in the context
of complex Monge-Ampère equations and Moser-Trudinger type inequalities.
This work can also be seen as a development of the variational approach to
complex Monge-Ampère equations recently introduced in [8]. The main role will be
played by a certain functional F (µ) on the space of all probability measures on a
Kähler manifold that in the thermodynamical limit, referred to above, arises as the
limiting free energy functional. We will be particularly interested in the optimizers
of F (µ) (as explained in [6] they determine the limiting equilibrium measures of
the statistical mechanical model).
Using Legendre transforms the functional F (µ) will be related to the another
functional G(u) on the space of all singular Kähler potentials (i.e. ω−psh functions),
which played a leading role in [8]. As is will turn out the free energy functional F (µ)
can, in the particular case when the Kähler class is proportional to the canonical
class, be identified with Mabuchi’s K-energy functional, which plays a leading role
in Kähler-Einstein geometry. As for the functional G(u) it generalizes a functional
introduced by Ding [35] in Kähler-Einstein geometry that we following [61] will
refer to as the Ding functional.
From the point of view of Kähler geometry the main conceptual contribution of
the present paper is to introduce a thermodynamical formalism for Kähler-Einstein
geometry, which in mathematical terms amounts to a systematic use of convexity
and Legendre transform arguments and to - which is closely related - develop a vari-
ational calculus for the Mabuchi functional which demands a minimum of regularity
assumptions, namely finite (pluricomplex) energy and finite entropy.
1.1. General setup. Let (X,ω) be an n−dimensional compact complex manifold
with Kähler form ω and fix a probability measure µ0 on X and non-zero real
parameter β (which plays the role of the inverse temperature in the statistical
mechanical setup in [6]). To the triple (ω, µ0, β) we will associate a Monge-Ampère
equation, as well as two functionals. Before continuing it should be emphasized
that only the Kähler class [ω] ∈ H1,1(X) defined by the fixed Kähler form ω will
be relevant and one may as well fix any other smooth and, possibly non-positive,
representative ω′ ∈ [ω]. We let dc := i(−∂ + ∂)/4π, so that ddc = i2π∂∂ and denote
by V the volume of (X,ω), i.e. V =
´
X ω
n/n! which by Stokes theorem is an
invariant of the class [ω].
The Monge-Ampère mean field equation. This is the following equation
(1.1)
(ω + ddcu)n
V n!
=
eβuµ0´
X e
βuµ0
for an ω−psh function u on X, i.e.
(1.2) ωu := ω + dd
cu ≥ 0
in the sense of currents. The integral in the equation has been inserted to ensure
invariance under the additive action of R (removing gives an equivalent equation)
and hence the equation descends to the space of all positive currents in the class
[ω].
The equation above generalizes the mean field equations extensively studied on a
Riemann surface, i.e the case when n = 1 (see the book [68] and references therein).
It should be interpreted in the weak sense of pluripotential theory as recalled in
section 2. More precisely, we will assume that the fixed measure µ0 has finite energy
and we will look for finite energy solutions. These energy notions will be recalled
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in section 2. One of the main cases that we will be interested in is when µ0 is a
volume form and then we will simply look for smooth solutions of the equation 1.1
satisfying
ωu := ω + dd
cu > 0,
which means that u is a Kähler potential for the Kähler metric ωu in the cohomology
class [ω]. A Interestingly, the equation 1.1 also has a natural interpretations for
β = 0, as well as β = ∞. Indeed, for β = 0 this is clearly the inhomogeneous
Monge-Ampère equation and for β = ∞ it may be interpreted as a free boundary
value problem for the Monge-Ampère equation (see Theorem 3.13).
1.2. The (twisted) Kähler-Einstein setting. The case of main interest in Käh-
ler geometry arises when the class [ω] is a non-zero multiple of the canonical class,
i.e. the first Chern class of the canonical line bundle KX := Λ
n(TX∗) :
[ω] = βc1(KX)
(after scaling we may and will assume that β = ±1) and when the fixed Kähler
form ω and measure µ0 are related by
µ0 = e
−hωωn/V
for the Ricci potential hω of the fixed Kähler metric ω. Then the equation 1.1 is
equivalent to the Kähler-Einstein equation
Ricω = −βω
where Ricω denotes the Ricci form defined by the Ricci curvature of the Riemannian
metric determined by ω. By the seminal results of Aubin [1] and Yau [79] such a
Kähler-Einstein metric always exists in the case when β ≥ 0. But it is well-known
that there are obstructions to the existence of Kähler-Einstein metrics in the case
when β < 0, i.e. when X is a Fano manifold. The Yau-Tian-Donaldson conjeceture
(see [38, 72] and references therein) formulates these obstructions in terms of an
algebro-geometric notion of stability (in the sense of Geometric Invariant Theory).
Even though there has been tremendous progress on this conjecture, which was
settled on complex surfaces by Tian [70], it is still open in dimension n ≥ 3. However,
as shown by Tian (see [72]) there is a stronger analytic notion of stability which is
equivalent to the existence of a Kähler-Einstein metric in the class βc1(KX), namely
the properness of Mabuchi’s K-energy functional K (which in this case turns out to
be equivalent to the coercivity of the functional [58]). The functional K is defined
on the space of all Kähler metrics in βc1(KX) and its critical points are precisely
the Kähler-Einstein metrics. In the case of a general class [ω] and volume form µ0
the equation 1.1 is equivalent to a twisted Kähler-Einstein equation (see section 4)
obtained by replacing Ricω with Ricω − θ for a given closed real (1, 1)−form θ.
1.3. Monge-Ampère mean field equations and Moser-Trudinger type in-
equalities: General results. The free energy functional Fβ of a probability mea-
sure µ of finite (pluricomplex) energy is defined as
(1.3) Fβ = Eω +
1
β
Dµ0
where Eω(µ) is the (pluricomplex) energy of the probability measure µ introduced
in [8] and Dµ0 is its entropy relative to µ, which in the regular case means that
Dµ0(µ) :=
´
X log(
µ
µ0
)µ. We will start by relating properties of the free energy func-
tional Fβ to another funtional functional Gβ(u) defined on the space of all ω−psh
functions with finite energy E1(X,ω). We refer to section 3 for precise definitions.
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For the moment we just point out that the functionals Fβ and Gβ have an inde-
pendent analytical interest when β < 0. For example, on a Riemann surface their
boundedness from above is equivalent to a logarithmic Hardy-Sobolev inequality
and Moser-Trudinger inequality , respectively (which in turn imply various limiting
Sobolev inequalities) [4, 21].
In the analytically most challenging case when β < 0 the main properties that
will be obtained are summarized in the following Theorem (see section 2.7 for the
definition of properness and coercivity in this context).
Theorem 1.1. For any given measure µ0 of finite energy and number β < 0 we
have
(1.4) sup
µ∈E1(X)
Fβ = sup
u∈E1(X,ω)
Gβ
and
(1.5) Fβ(
(ω + ddcu)n
V n!
) ≤ Gβ(u)
for any u ∈ E1(X,ω) with equality iff u is a solution to the equation 1.1. Moreover,
the functional Fβ is coercive iff Gβ is.
In the Kähler-Einstein setting and when u is assumed to be a Kähler potential -
so that βFβ may be identified with Mabuchi’s K-energy functional and βGβ(u) is
the Ding functional - the content of the previous theorem was previously known.
Indeed, the equality 1.4 was established by Li [53], who used the Kähler-Ricci flow
and Perelman’s deep estimates and by Rubinstein [59, 61], using the Ricci iteration.
As for the inequality 1.5 it follows from identities of Bando-Mabuchi [2], while the
coercivity statement only has a rather involved and indirect proof (see section 3.2.1
for further discussion and references). The present proof uses a simple Legendre
duality argument and has the virtue of being valid in the general singular setting.
Combining the properties 1.4 and 1.5 above with the variational approach in-
troduced in [12] is the key to the proof of the following general existence and
convergence result.
Theorem 1.2. Let (X,ω) be a compact Kähler manifold and let µ0 be a probability
measure on X of finite energy.
• When β > 0 the functional Fβ(µ) admits a unique minimizer µ on the space
E1(X,ω) of finite energy probability measures on X. Its potential uµ is the
unique solution (mod R) of the equation 1.1.
• When β < 0 and the functional Fβ(µ) is assumed bounded from above on
the space E1(X,ω) any maximizer µ (it it exists) has a potential uµ solving
the equation 1.1. Moreover, under the stronger assumption that Fβ−δ be
bounded from above for some δ > 0 (or equivalently, if −Fβ is coercive with
respect to energy) a maximizer does exist.
More generally, if the functional Fβ is coercive on E1(X,ω) with respect to energy,
then any sequence µj in E1(X,ω) such that F (µj) converges to the minimal value
of βF converges (perhaps after passing to a subsequence if β < 0) to an minimizer
µ. In the case when µ0 = fdV for a volume form dV on X and f ∈ L
p(X, dV ) for
some p > 1 the assumptions about coercivity above may be replaced by properness.
In the case when µ0 is a volume form the weak solutions of the equation 1.1
produced above are automaticaly smooth as follows from [51, 66]. The existence of
solutions to 1.1 for β = 0 was shown in [46], building on [79] (see also [12]). As
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pointed out above, in the Kähler-Einstein setting the existence result in the previous
theorem was shown by Aubin and Yau in the case when β > 0 and by Tian in the
case when β < 0. The usual existence proofs are based on the continuity method
(compare Remark 4.6). However, in the general situation when β < 0 it does not
seem possible (even when µ0 is a volume form) to use a continuity method as there
is no general uniqueness result for the solutions (even modulo biholomorphisms),
nor for the solutions of the linearized equations and hence the crucial openness
property in the continuity method is missing in general.
To obtain natural situations where the coercivity assumption in the previous
theorem is satisfied ( for β < 0) we generalize Tian’s alpha-invariant of a Kähler
class [69] to an invariant α of a pair ([ω], µ0) leading to the following sufficent
criterion for coercivity of Fβ (see Theorem 3.11):
(1.6) −β < α(n + 1)/n
This gives among other things a Moser-Trudinger type inequality for Frostman
measures on Riemann surfaces (see Cor 3.12).
1.4. Applications to the (twisted) Kähler-Einstein setting. In the Kähler-
Einstein setting the functional
(1.7) K(u) := βFβ(
ωu
n
V n!
)
on the space H(X,ω) of Kähler potentials for [ω] = βc1(KX) will be shown to
coincide with Mabuchi’s K-energy functional [54] (see section 4.1). From Theorem
1.2 we then deduce the first point in the following Corollary (see Theorem 4.5 for
the second point):
Corollary 1.3. Let u be an ω−psh function with finite energy, i.e. u ∈ E1(X,ω).
Then
• u minimizes (with a finite minimum) the generalized Mabuchi functional
K iff ωu is a Kähler-Einstein metric (and in particular smooth and non-
degenerate).
• If X is a Fano manifold with no non-trivial holomorphic vector fields (i.e.
H0(TX) = {0}) and uj is a normalized minimizing sequence for K, i.e.
supX uj = 0 and
K(uj)→ inf
H(X,ω)
K,
then precisely one of the following alternatives holds: (1) either X admits
a Kähler-Einstein metric ωKE and then ωuj converges weakly to ωKE or
(2) uj subconverges to u∞ defining a Nadel multiplier ideal sheaf on X, i.e.´
X e
−u∞tdV =∞ for any t > n/(n+ 1).
The first point above generalizes a recent result of Chen-Tian-Zhou [26], saying
that any maximizer u such that ωu has locally bounded coefficients is necessarily
smooth and Kähler-Einstein. It should be pointed out that the minimal assumption
of finite energy of the maximizer u in the assumptions in Corollary 1.3 is crucial as
there seems to be no known way of controlling the a priori regularity of a general
maximizer. In particular, this will allow us to apply the previous corollary to the
Calabi flow below. As for the second point it can bee seen as a generalization of
Nadel’s result concerning the continuity method [57] (see Remark 4.6).
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1.5. Application to The Calabi flow. The Calabi flow [16] is the following flow
of Kähler metrics:
∂ωt
∂t
= ddcRωt
where Rωt is the scalar curvature of the Kähler metric ωt, which is a highly non-
linear 4th order parabolic PDE. It has been conjectured that the flow exists for all
times and it is expected to converge to a constant scalar curvature metric in [ω]
when such a metric exists [16, 38]. In this direction we will prove the following
Theorem 1.4. Let [ω] be a Kähler class such that [ω] = βc1(KX) for β 6= 0.
In case β < 0 we assume that X admits a Kähler-Einstein metric ωKE and that
H0(TX) = {0}. If the Calabi flow ωt exists for all times t ≥ 0, then it converges
weakly to the Kähler-Einstein metric, i.e.
ωt → ωKE,
as t→∞ holds in the weak topology of currents.
The existence and convergence of the Calabi flow on a Riemann surface was
shown by Chrusciel [27]. In the general higher dimensional case almost all results
are conditional. It was proved by Chen-He [25] that the Calabi flow exists as
long as the Ricci curvature stays uniformly bounded. Moreover, they obtained
the convergence towards an extremal metric (which in the case [ω] = βc1(KX) is
the Kähler-Einstein metric) under the extra assumption that the potential ut be
uniformly bounded along the flow The previous theorem should be viewed in the
light of the corresponding result for the Kähler-Ricci flow in βc1(KX). As shown by
Cao [19] this latter flow exists for all times, regardless of the sign of β, and converges
to the Kähler-Einstein metric when β < 0. However, the convergence towards a
Kähler-Einstein metric (when it exists) was only proved recently by Tian-Zhou [76]
using the deep estimates of Perelman. The previous theorems extends to the setting
of twisted Kähler-Einstein metrics as long as the twisting form θ is non-negative
(see Remark 5.2).
1.6. Applications to Donaldson’s equation. In section 6 we will consider twisted
Kähler-Einstein metrics for the singular twisting form befined by the current of in-
tegration along a divisor on X. We will be particularly interested in the case when
X is a Fano manifold and the divisor D is smooth and represents c1(−KX) and
consider the following equation
(1.8) Ricωγ = γωγ + (1− γ)δD
where γ > and δD denotes the current of integration along D. The equation was
recently studied by Donaldson who conjectured that it admits solutions for γ suf-
ficently small. This is confirmed by the following theorem formulated in terms of
the ordinary alpha-invariants of −KX and its restriction to D :
Theorem 1.5. Let X be a Fano manifold with a smooth anti-canonical divisor D.
Let γ be a fixed parameter such that
0 < γ < Γ :=
n+ 1
n
min
{
α(−KX), α((−KX )|D)
}
,
(where Γ > 0).
• There is a smooth Kähler-Einstein metric ωγ on X − D such that ωγ has
Hölder continuous local potentials on all of X and such that equation 1.8
holds globally on X. Moreover, ωγ ≥ ω for some Kähler form ω on X.
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• the metric ωγ is unique (among all metrics with bounded potentials) and
γ 7→ ωγ (γ ∈]0,Γ[) is a continuous curve in the space of Kähler currents on
X and the restriction to X −D gives a continuous curve in the space of all
Kähler forms on X −D equipped with the C∞−topology on compacts.
Donaldson proposed a program for producing Kähler-Einstein metric by first
obtaining solutions to equation 1.8 for some γ = γ0 and then deforming γ up to
γ = 1 (using an assumption of K-stability in the last step). More precisely, in Step 1
in the notes [39], p.33, it was conjectured that there is a solution for γ0 sufficiently
small, which moreover has cone singularities along D. It should be pointed out
that the Kähler-Einstein metric ωγ on X − D produced in the proof of Theorem
1.5, a priori, only has a volume form with cone singularities along D. However, in
the orbifold case, i.e. when γ = 1 − 1/m for some positive integer m, it follows
from standard arguments [74] that the metric ωγ itself has cone singularities (see
the discussion in section 6.1 for the general case). Donaldson proposed solving the
equation 1.8 for γ sufficiently small by perturbing the complete Ricci flat metric
of Tian-Yau on X −D which, at least formally, is a solution of equation 1.8 when
γ = 0 [75]. This can be seen as a singular variant of the usual continuity method.
One virtue of the present approach is that it bypasses the openness problem in
the proposed continuity method. The key point of the proof is to study how the
alpha-invariant of the pair (X, (1−γ)D) depends on the parameter γ. This will allow
us to show that the twisted Mabuchi K-energy K(1−γ)D is coercive when γ < Γ.
Then the previous variational approach can be used to produce a weak solution
to equation 1.8. As for the uniqueness it is deduced from Berndtsson’s very recent
generalized Bando-Mabuchi theorem [11], saying that uniqueness holds for solutions
to equations of the form 1.8, given a smooth divisor D, unless there are non-trivial
holomorphic vector fields on X tangent to D. In our case the non-existence of such
vector fields follows from the properness of K(1−γ)D, which, as explained above,
holds for any positive γ which is sufficiently small.
It should be pointed out that in case of negative Ricci curvature the existence
of Kähler-Einstein metric with conical singularities along a divisor was previously
conjectured by Tian [73] in connection to applications to algebraic geometry and
further studied by Jeffres [48] and Mazzeo [56] (where an existence result was an-
nounced for γ ∈]0, 1/2]). See the end of section 6.1 for a futher discussion of very
recent developments concerning cone singularities.
Organization. In Section 2 we setup the pluripotential theoretic and functional
analytical framework, emphasizing the role of Legendre transforms (in infinite di-
mensions). In section 3 the main results concerning general Monge-Ampère mean
field equations stated in the introduction are proved. In the following sections
these results are applied and refined in the setting of twisted Kähler-Einstein met-
rics (section 4), the Calabi flow (section 5) and log Fano manifolds and Donaldson’s
equation (section 6). In the appendix we generalize some results of Demailly on the
relation between alpha-invariants and log canonical thresholds to the setting of klt
pairs.
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in [3, 61] and for giving many useful comments on drafts of the present paper and
also thanks to Valentino Tosatti and Gabor Székelyhidi for their comments.
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Notational remark. Throughout, C, C ′ etc denote constants whose values may
change from line to line
2. Functionals on the spaces of probability measures and ω−psh
functions and Legendre duality
In this section we will consider various functionals defined on the spaceM1(X) of
probability measures on X, as well as on the space PSH(X,ω) of ω−psh functions
on X (also called potentials). It will be important to also work with different
subspaces of these spaces:
V (X) := {V olume forms} ⊂ E1(X,ω) ⊂ M1(X)
H(X,ω) := {Ka¨hler potentials} ⊂ E1(X,ω) ⊂ PSH(X,ω)
where E1(X,ω) and E
1(X,ω) are the subspaces of finite energy elements. These
notions are higher dimensional versions of the energy notions familiar from the
classical theory of Dirichlet spaces on Riemann surfaces. The general definitions
and relations to Legendre transforms will be recalled below.
2.1. Functional analytic framework and Legendre-Fenchel transforms. We
equip the space M(X) of all signed finite Borel measures on X with its usual weak
topology, i.e. µj → µ iff
〈u, µj〉 :=
ˆ
X
uµj →
ˆ
X
uµ
for any continuous function u, i.e. for all u ∈ C0(X). In other words, M(X) is the
topological dual of the vector space C0(X). We will be mainly concerned with the
subspaceM1(X) of all probability measures on X which is a convex compact subset
of M(X). This latter space is a locally convex topological vector space. As such it
admits a good duality theory (see section 4.5.2 in [29]): given a functional Λ on the
vector space C0(X) its Legendre(-Fenchel) transform is the following functional Λ∗
on M(X) :
Λ∗(µ) := sup
u∈C0(X)
(Λ(u) − 〈u, µ〉)
Conversely, if H is a functional on the vector space M(X) we let
H∗(u) := inf
µ∈M(X)
(H(µ) + 〈u, µ〉)
Note that we are using rather non-standard sign conventions. In particular, Λ∗(µ) is
always convex and lower semi-continuous (lsc), while H∗(u) is concave and upper-
semicontinuos (usc). As a well-known consequence of the Hahn-Banach separation
theorem we have the following fundamental duality relation (Lemma 4.5.8 in [29]):
(2.1) Λ = (Λ∗)∗
iff Λ is concave and usc. We also recall the following basic fact (we will not use the
uniqueness property, only the minimization property)
Lemma 2.1. Assume that Λ is a functional on C0(X) which is finite, concave and
Gateaux differentiable (i.e differentiable along lines). Then, for a fixed u ∈ C0(X)
the differential dΛ|u is the unique minimizer of the following functional on M(X) :
(2.2) µ 7→ Λ∗(µ) + 〈u, µ〉
(and the minimum value equals Λ(u)).
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Proof. As a courtesy to the reader we give the simple proof. By the duality relation
2.1 the minimal value of the functional 2.2 is indeed Λ(u), which means that µu is
a minimizer iff
Λ(u) ≤ Λ(u′) +
〈
u− u′, µu
〉
for all u′ ∈ C0(X). When µ = dΛ|u the previous inequality follows immediately
from the concavity of Λ. More generally, any µu satisfying the previous inequality
is called a subdifferential for Λ at u. To prove uniqueness we take u′ = u + tv for
v ∈ C0(X) and t ∈ R and divide the previous inequality by t, letting t tend to zero,
first for t > 0 and then for t < 0, giving
dΛ(u+ tv)
dt t=0−
≤ 〈v, µu〉 ≤
dΛ(u+ tv)
dt t=0+−
Since Λ is Gateaux differentiable the left and right derivative above coincide forcing
〈v, µu〉 =
〈
v, dΛ|u
〉
for any v ∈ C0(X). 
Conversely, if the functional in the statement of the lemma above has a unique
maximizer µu then Λ is Gateaux is differentiable with dΛ|u = µu. We will prove a
variant of this fact in Prop 2.7 below.
2.2. The space PSH(X,ω) of ω−psh functions. A general reference for this
section is [45]. The space PSH(X,ω) of ω−psh functions (sometimes simple called
potentials) is defined as the space of all functions u ∈ L1(X)(:= L1(X,ωn) with
values in [−∞,∞[ which are upper semi-continuous and such that
ωu := ω + dd
cu ≥ 0
in the sense of currents. We endow PSH(X,ω) with the L1−topology. There is a
basic continuous bijection [45]
u 7→ ωu, PSH(X,ω)/R↔ {positive closed currents in [ω]}
where the right hand side is equipped with the weak topology (and the space
coincides with M1(X) when n = 1 and V = 1). In particular, this shows that
PSH(X,ω)/R is compact. The subspace of all Kähler potentials is defined by
H(X,ω) := {u ∈ C∞(X) : ωu > 0}
so that H(X,ω)/R is isomorphic to the space of all Kähler forms in the class [ω].
By the fundamental approximations results of Demailly [30] H(X,ω) is dense in
PSH(X,ω). See also [14] for a simple proof of the last statement in the following
proposition.
Proposition 2.2. The space H(X,ω) is dense in PSH(X,ω) (wrt the L1−topology):
PSH(X,ω) = H(X,ω)
More precisely, any ω−psh function can be written as a decreasing limit of elements
uj in H(X,ω).
2.3. The Monge-Ampère operator and the functional Eω(u). In this section
and the following one we recall notions and results from [46, 12, 8] (a part from Prop
2.7, which is new). Let us start by recalling the definition of the Monge-Ampère
measure MA(u) on smooth functions. It is defined by
MA(u) :=
(ω + ddcu)n
V n!
=:
(ωu)
n
V n!
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which is hence a (positive) probability measure when u ∈ PSH(X,ω). The Monge-
Ampère MA operator may be naturally identified with a one-form on the vector
space C∞(X) by letting
〈
MA|u, v
〉
:=
ˆ
X
MA(u)v
for u ∈ C∞(X). As observed by Mabuchi [54, 55] (in the context of Kähler-Einstein
geometry) the one-form MA is closed and hence it has a primitive Eω (defined up
to an additive constant) on the space all smooth weights, i.e.
(2.3) dE|u = MA(u)
We fix the additive constant by requiring Eω(0) = 0. Integrating Eω along line
segments one arrives at the following well-known formula:
(2.4) Eω(u) :=
1
(n+ 1)!V
n∑
j=0
ˆ
X
uωju ∧ (ω)
n−j.
Conversely, one can simply take this latter formula as the definition of Eω and
observe that the following proposition holds (compare [7] for a more general singular
setting):
Proposition 2.3. The following holds
(i) The differential of the functional Eω at a smooth function u is represented by
the measure MA(u), i.e.
(2.5)
d
dt t=0
(Eω(u+ tv)) =
ˆ
X
MA(u)v
(ii) Eω is increasing on the space of all smooth ω−psh functions
(iii) Eω is concave on the space of all smooth smooth ω−psh functions and when
n = 1 it is concave on all of C∞(X)
Note that (ii) is a direct consequence of (i), since the differential of Eω is repre-
sented by a (positive) measure.
Following [8] we will sometimes refer to Eω as the Aubin-Mabuchi functional (not
to be confused with Mabuchi’s K-energy functional).
2.3.1. The general singular setting. One first extends the Aubin-Mabuchi functional
Eω (formula 2.4) to all ω−psh functions by defining
Eω(u) := inf
u′≥v
Eω(u
′) ∈ [−∞,∞[
where u ranges over all locally bounded (or smooth) ω−psh functions u′ such that
u′ ≥ u. Next, we let
E1(X,ω) := {u ∈ PSH(X,ω) : Eω(u) > −∞},
that we will refer to as the space of all ω−psh functions with finite (pluri-)energy. In
the Riemann surface case E1(X,ω) is the classical Dirichlet subspace of PSH(X,ω)
consisting of all functions whose gradient is in L2(X).
As a consequence of the monotonicity of Eω(u) and Bedford-Taylor’s fundamental
local continuity result for mixed Monge-Ampère operators one obtains the following
proposition (cf. [12], Prop 2.10; note that Eω = −Eχ for χ(t) = t in the notation
in op. cit.)
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Proposition 2.4. The functional Eω(u) is upper semi-continuous on PSH(X,ω),
concave and non-decreasing. Moreover, it is continuous wrt decreasing sequences in
PSH(X,ω).
For any u ∈ E1(X,ω) the (non-pluripolar) Monge-Ampère measure MA(u) is
well-defined [12] and does not charge any pluripolar sets. We collect the continuity
properties that we will use in the following [12]
Proposition 2.5. Let ui be a sequence decreasing to u ∈ E1(X,ω). Then, as i→∞,
MA(ui)→MA(u)
and
uiMA(ui)→ uMA(u)
in the weak topology of measures and Eω(uj)→ Eω(u).
In particular, by the previous proposition we could as well have defined MA(u)
for u ∈ E1(X,ω) as the limit of the volume forms MA(uj) with uj ∈ H(X,ω) any
sequence decreasing to u (using Prop 2.2).
2.4. The pluricomplex energy E(µ) and potentials of measures. Following
[12] we define the (pluricomplex) energy by
(2.6) E(µ) := sup
u∈PSH(X,ω)
Eω(u)− 〈u, µ〉
if µ ∈ M1(X). It will also be useful to extend E to all of the vector space M(X)
by letting E(µ) =∞ on M(X)−M1(X). We will denote the subspace of all finite
energy probability measures by
E1(X,ω) := {µ : E(µ) <∞}
By Propositions 2.5 and 2.2 it is enough to take the sup over the subspace
C0(X)∩PSH(X,ω) or even over the space H(X,ω) of Kähler potentials. But one
point of working with less regular functions is that the sup can be attained. Indeed,
as recalled in the following theorem
(2.7) E(µ) := Eω(uµ)− 〈uµ, µ〉
for a unique function uµ ∈ E
1(X,ω)/R of µ if E(µ) <∞ where
(2.8) MA(uµ) = µ.
We will refer to a solution uµ of the previous equation is a potential of µ (this
is a somewhat non-standard terminology as potentials usually are associated with
closed (1, 1)−currents, rather then measures).
Theorem 2.6. [8]The following is equivalent for a probability measure µ on X :
• E(µ) <∞
• 〈u, µ〉 <∞ for all u ∈ E1(X,ω)
• µ has a potential uµ ∈ E(X,ω), i.e. equation 2.8 holds
Moreover, uµ is a maximizer of the functional Eω − 〈·, µ〉 and if uj is any sequence
in E1(X,ω) such that supX uj = 0 and
lim inf
j
Eω(uj)− 〈uj, µ〉 ≥ E(µ)
then uj → uµ where uµ is the unique potential of µ such that supX uµ = 0
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The previous theorem was proved in [8] using the variational approach in the
more general setting of a big class [ω]. In the case when µ is a volume form the
Calabi-Yau theorem [79] furnishes a unique smooth potential uµ as above (using
the continuity method).
We will next prove a dual version of 2.3 which is a new result in the general
non-smooth setting. If the functional 〈µ, ·〉 were lsc on all of E1(X,ω) then the
proposition below would essentially be a consequence of the extremal property of
uµ given by Theorem 2.6 combined with a dual version of the converse of Lemma
2.1 on M(X).
Proposition 2.7. Let µt = µ0 + tν be a segment in E1(X,ω) := {E < ∞} where
t ∈]− ǫ, ǫ[ for some ǫ > 0. Then
(2.9)
dE(µt)
dt |t=t0
= −
ˆ
X
uµt0 ν,
where uµt is the potential of µ (which is unique mod R). Moreover, for any two
elements µ1 and µ0 of E1(X,ω) we have
(2.10) E(µ1) ≥ E(µ0) +
ˆ
X
(−uµ0)(µ
1 − µ0),
Proof. Denote by ut the potential of µt normalized so that suput = 0. Then
(2.11)
1
t
E
(
(µt)− E(µ0)
)
=
1
t
(
(Eω(u
t)−
〈
ut, µ0
〉
)− (Eω(u
0)−
〈
u0, µ0
〉
)
)
−
〈
ut − u0, ν
〉
+
〈
−u0, ν
〉
Step one:
〈
ut − u0, ν
〉
→ 0 as t→ 0.
First observe that there is a constant C such that
Claim1: ut ∈ {Eω ≥ −C} ∩ {sup
X
= 0}
Indeed, by the extremal property of ut we have Eω(u
t)− (
〈
ut, µ0
〉
+ t
〈
ut, ν
〉
) =
Eω(u
t)−
〈
ut, µt
〉
≥ Eω(u
0)−
〈
u0, µt
〉
= C − t
〈
u0, ν
〉
≥ C ′′
Moreover, as shown in [8] (Prop 3.4), for any µ ∈ E1(X,ω) there is a constant Cµ
such that
(2.12) |
〈
ut, µ
〉
| ≤ Cµ(−E(u
t))1/2
if ut ∈ {Eω > −∞} ∩ sup = 0. Combining this latter inequality with the previous
ones gives
Eω(u
t) ≥ −C ′′ − C ′′′(1 + t)(−E(ut))1/2
which proves the claim (since t is bounded).
Next, we will prove the following
Claim2: lim inf
t→0
Eω(u
t)−
〈
ut, µ0
〉
≥ Eω(u
0)−
〈
u0, µ0
〉
As above, by the extremal property of ut it is enough to prove that〈
ut, µt
〉
−
〈
ut, µ0
〉
= t
〈
ut, ν
〉
→ 0
as t→ 0. But this follows from the upper bound 2.12 combined with claim 1 above.
Now, Claim 2 combined with the last statement in Theorem 2.6 shows that
ut → u0 in L1(X,ωn) when t → 0. As shown in [8] for any µ ∈ E1(X,ω) (and
trivially also for the difference ν of elements in E1(X,ω)) the functional 〈·, µ〉 is
continuous wrt the L1−topology on the subset in the Claim 1. This finishes the
proof of step one.
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Step two: proof of formula 2.9
By concavity the function of t inside the first bracket in the rhs of 2.11 achieves
its maximum on ]− ǫ, ǫ[ at the value t = 0 and hence letting t→ 0+ gives
dE(µt)
dt t=0+
≤ 0 + 0−
〈
−u0, ν
〉
Similarly,
dE(µt)
dt t=0−
≥ 0 + 0−
〈
−u0, ν
〉
But by the convexity of E(µt) we have dE(µ
t)
dt t=0−
≤ dE(µ
t)
dt t=0+
which finally proves
the equality 2.9.
Step three: proof of inequality 2.10
Let now µt be the affine segment, with t ≥ 0, connecting the given points µ
0 and
µ1 Combining the convexity of E(µt) and formula 2.9 (evaluated at t = t0 > 0) we
have
E(µ1) ≥ E(µt0) +
ˆ
X
(−uµt0 )(µ
1 − µ0)(1− t0)
and hence letting t0 → 0 and using step one above and the fact that E is lower
semi-continuous finishes the proof of the proposition. 
Note that since the integral of ν vanishes the derivative above is independent of
the normalization of uµ.
Before continuing we note that E(µ) is not (at least as it stands) a Legendre
transform of Eω(u) even when restricted to M1(X), because as explained above
the sup must be taken over the convex subspace C0(X)∩PSH(X,ω) of the vector
space C0(X) In order to realize E as a Legendre transform we turn to the definition
of the projection operator Pω.
Remark 2.8. When n = 1 the sup referred to above may actually by taking over
all of C0(X). Indeed, as explained above the extremizer uµ a posteriori satisfies
ωuµ = µ ≥ 0 and hence E is indeed the Legendre transform of E
∗ in the Riemann
surface case.
2.5. The psh projection P and the formula E = (E ◦ P )∗. Consider the fol-
lowing projection operator Pω : C
0(X)→ C0(X) ∩ PSH(X,ω)
Pωu := sup {v(x) : v ∈ PSH(X,ω), v ≤ u onX}
(the lower semi-continuity of Pωu follows from 2.2 which allows us to write Pωu as
an upper envelope of continuous functions and the upper semi-continuity is obtained
by noting that Pωu is a candidate for the sup in its definition). One of the main
results in [7] is the following
Theorem 2.9. (B.-Boucksom [7]) The functional Eω ◦ Pω is concave and Gateaux
differentiable on C0(X). More precisely,
d(Eω ◦ Pω)|u = MA(Eω(Pωu))
The differentiability of the composed map Eω ◦Pω should be contrasted with the
fact that the non-linear projection Pω is certainly not differentiable. The main in-
gredient in the proof of the previous theorem is the following orthogonality relation:
(2.13) 〈MA(Pu), (u − Pu)〉 = 0,
Note that it follows immediately from the fact that Pu ≤ u that
(2.14) E = (Eω ◦ Pω)
∗ onM1(X)
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Moreover, by the previous theorem
(2.15) d(Eω ◦ Pω)(C
0(X)) ⊂M1(X) ⊂M(X)
In particular we obtain the flowing proposition (which is a slight refinement of
Theorem 5.3 in [8]):
Proposition 2.10. The relation 2.14 holds on all of the vector space M(X) of
signed measures on X, i.e.
E = (Eω ◦ Pω)
∗ onM(X)
and dually
Eω ◦ Pω = E
∗ on C0(X)
Proof. Since by definition E =∞ on M(X)−M1(X) we have for any u ∈ C
0(X)
E∗(u) := inf
µ∈M(X)
(E(µ) + 〈u, µ〉) = inf
µ∈M1(X)
(E(µ) + 〈u, µ〉),
and hence the identity 2.14 combined with 2.15 and Lemma 2.1 (not using the
uniqueness) gives, with Λ := E ◦ P,
E∗(u) := inf
µ∈M1(X)
(Λ∗(µ) + 〈u, µ〉) = inf
µ∈M(X)
(Λ∗(µ) + 〈u, µ〉)
Finally, by the duality relation 2.1 this means that E∗(u) = (Λ∗) and applying the
Legendre transform again also gives E = Λ∗. 
In particular, if follows immediately from the previous proposition that
E∗ = Eω on C
0(X) ∩ PSH(X,ω)
2.6. The relative entropy D(µ) and its Legendre transform L−. The relative
entropy Dµ0(µ) := D(µ) wrt a fixed probability measure µ0 is defined by
D(µ) :=
ˆ
X
log(µ/µ0)µ
when µ is absolutely continuous wrt µ0 and otherwise D(µ) :=∞. As is well-known
D is the Legendre transform, i.e. D = L∗, of the following functional on C0(X) :
Lµ0(u) := − log
ˆ
X
euµ0
(compare the proof of Lemma 2.12). More generally, for any given parameter β ∈
R− {0} and measurable function u,
Lµ0,β (u) := −
1
β
log
ˆ
X
eβuµ0
which in particular defines a functional on C0(X) which, by Hölder’s inequality is
concave for β > 0 and convex for β < 0. The following basic duality relation holds
when β > 0 (Lemma 6.2.13 in [29]):
L∗β(−µ) =
1
β
D(µ)
i.e.
1
β
D(µ) = sup
u∈C0(X)
(
−
1
β
log
ˆ
X
eβuµ0 + 〈u, µ〉
)
Similarly, if β = −γ with γ > 0 then we have that
L−γ (u) := −Lµ0,−γ (u) := −
1
γ
log
ˆ
X
e−γuµ0
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is a concave functional and by symmetry
L−γ
∗ =
1
γ
D
i.e.
1
γ
D(µ) = sup
u∈C0(X)
(
−
1
γ
log
ˆ
X
e−γuµ0 − 〈u, µ〉
)
Note that on C0(X) it follows directly from the chain rule that
dL−γ =
e−γuµ0´
X e
−γuµ0
so that the image of C0(X) under dL−γ is the subspace of M1(X) of all measures µ
with strictly positive continuous density wrt µ0. However we will need to calculate
the derivatives with almost no regularity assumptions.
Proposition 2.11. Let µt = µ0 + tν be a segment in {D <∞}. Then
dD(µt)
dt t=0+
=
ˆ
X
log(µ0/µ0)ν
if the right hand side above is finite. Similarly, let ut = u+ tv be a segment in the
space of all usc functions where L−γ (u) is finite. Then
dL−γ (u
t)
dt t=0+
=
ˆ
X
ve−γuµ0´
X e
−γuµ0
if the right hand side above is finite.
Proof. By definition
1
t
(
D(µt)−D(µ0)
)
=
ˆ
X
1
t
(log(
µt
µ0
)− log(
µ0
µ0
))µ0 +
ˆ
X
log(
µt
µ0
)ν
Since x 7→ log x is monotone and convex with derivative 1/x when x > 0 the
integrands above are monotone in t and hence the monotone convergence theorem
gives
dD(µt)
dt t=0+
=
ˆ
X
ν
µ0
µ0 +
ˆ
X
log(
µ0
µ0
)ν
By assumption
´
X ν = 0 and hence the first term above vanishes which proves the
first formula in the proposition.
The second formula of the theorem is proved in a similar fashion now using that
x 7→ ex is convex (exactly as in the proof of Lemma 6.1 in [8]) 
Now we can prove the following
Lemma 2.12. Let µ be a finite energy measure and assume that u ∈ E1(X,ω) with´
X e
−γuµ0 <∞. Then
(2.16) (L−γ )
∗(µ) = log(−
1
γ
ˆ
X
e−γuµ0)− 〈u, µ〉 (:= N (u))
iff
(2.17) µ =
e−γuµ0´
X e
−γuµ0
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Proof. First note that by the assumptions on u and µ both terms in the defini-
tion of N (u) above are finite. Assume first that u satisfies 2.17. If v denotes a
fixed continuous function on X and ut := u + tv, then according to the previous
proposition
(2.18)
d(N (ut))
dt t=0+
= 0
By concavity it follows that N (u) ≥ N (u+ tv) for any t ≥ 0 and in particular for
t = 1. Now take an arbitrary function w ∈ C0(X) and write the lsc function w− u
as an increasing limit of continuous functions vj . Since, as explained above,
N (u) ≥ N (u+ vj)
letting j →∞ and using the monotone convergence theorem gives
N (u) ≥ sup
w∈C0(X)
N (w) := (L−γ )
∗(µ)
Similarly, writing u as a decreasing limit of continuous functions wj and passing to
the limit forces equality above.
Conversely, assume that u satisfies 2.16 above. Then it follows in particular
(approximating as above) that the differentiable function
t 7→ N (ut)
with ut as above attains its maximum at t = 0. Hence, the critical point equation
2.18 holds and since v was arbitrary it follows by the formula in the previous
proposition that u satisfies the relation 2.17. 
2.7. Properness and coercivity of functionals. The energy functional E de-
fines an exhaustion function on the space E1(X,ω) (i.e. the sets {E ≥ −C} are
compact, since E is lsc, and their union is E1(X,ω)). A functional F (µ) on E1(X,ω)
is said to be proper (wrt energy) if it is proper with respect to the previous exhaus-
tion, i.e.
E(µ)→∞ =⇒ F (µ)→∞
and coercive (which is a stronger condition) if it there are positive constants a and
b such that
F ≥ aE − b
Similarly, the functional −Eω defines an exhaustion function on the space E
1(X,ω)
(it is indeed lsc according to 2.4). To get an exhaustion function of E1(X,ω)/R one
replaces −Eω with its R−invariant analogue
Jω(u) := −Eω(u) +
ˆ
X
u
ωn
V n!
often called Aubin’s J−functional in the Kähler geometry literature. This then
gives a notion of properness (wrt energy) and coercivity on E1(X,ω)/R, as well, in-
troduced by Tian in the setting of Kähler geometry (see [72] and references therein)
In fact, the notions of properness and coercivity above are preserved under the
bijection
E1(X,ω)/R → E1(X,ω) : u 7→MA(u)
as follows from the following basic lemma, which also involves Aubin’s I−functional:
Iω(u) := −
1
V n!
ˆ
u(ωnu − ω
n)
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Lemma 2.13. The following identity holds
E(MA(u)) = (Iω − Jω)(u)
and
(2.19)
1
n
Jω ≤ (Iω − Jω) ≤ nJω
In particular, if µ ∈ E1(X,ω) with potential uµ ∈ E
1(X,ω), normalized so that´
uµω
n = 0, then
(2.20) −〈uµ, µ〉 ≥ (
n+ 1
n
)E(µ)
3. Monge-Ampère mean field equations and Moser-Trudinger type
inequalities
Fix a probability measure µ0 of finite energy. Recall that β denotes a fixed
parameter in R− {0} and when β < 0 we will often write β = −γ.
The (normalized) Monge-Ampère mean field equation (ME) associated to the
triple (ω, µ0, β) is the following equation for u ∈ E
1(X,ω)
(3.1)
ωnu
V n!
=
eβuµ0´
X e
βuµ0
where we recall that the measure in the left hand side above is the Monge-Ampère
measureMA(u). Thanks to the normalizing integral the equation is invariant under
the additive action of R on E1(X,ω). The non-normalized ME is the equation
(3.2)
ωnu
V n!
= eβuµ0
whose solutions are precisely the solutions of 3.1 with
´
X e
βuµ0 = 1. In general, the
transformation u 7→ u− 1β log
´
X e
βuµ0 clearly maps solutions of 3.1 to solutions of
3.2.
In this section we will be mainly concerned with the corresponding free energy
functional
Fβ(µ) := Eω(µ) +
1
β
ˆ
X
log(
µ
µ0
)µ
defined on the space E1(X,ω) of measure µ of finite (pluricomplex) energy (section
2.4). We recall that the integral in the second term (i.e. the relative entropy) is by
definition equal to ∞ if µ is not absolutely continuous wrt µ0. In particular, Fβ(µ)
takes values in ]−∞,∞] when β > 0 and in [−∞,∞[ when β < 0.
One of the reasons that we assume that µ0 is of finite energy is that we will be
interested in the cases when β < 0 and the functional Fβ admits a maximizer and
in particular when it is bounded from above. But as pointed out below a necessary
condition for this is that µ0 be of finite energy (see the discussion after Theorem
3.4). We will also be interested in the closely related functional
Gβ(u) := Eω(u)−
1
β
log
ˆ
X
eβuµ0 ∈ [−∞,∞[
defined on the space E1(X,ω) of finite energy ω−psh functions (see section 3). To
avoid notational complexity we will sometimes omit the subscripts β, (as well as
the explicit dependence on ω and µ0).
We start with the following general regularity result whose first part is obtained
by combining [51] and [66].
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Proposition 3.1. If µ0 is a volume form then any solution u ∈ E1(X,ω) to equation
3.2 is smooth. More generally, the solution is Hölder continuous under any of the
following assumptions:
• [52] µ0 = fdV where f ∈ L
p(X, dV ) for some p > 1 and where dV = ωn0
is the volume form on X of the metric ω0.
• [47] β ≥ 0 and µ = fdVM where f ∈ L
p(X,µ) where M is a real smooth
submanifold M of X which has codimension one and dVM is the measure
supported on M obtained by integrating against the Riemannian volume
form on M induced by ω0
Proof. Let µ0 be a volume form and u ∈ E
1(X,ω) a solution to equation 3.2. Step
one: u is bounded (continuous). Since u ∈ E1(X,ω) the function u has no Lelong
numbers ([46], Cor 1.8) , i.e.
´
eβuµ0 is integrable for all β (by Skoda’s inequality,
see for example [31]). In particular, by equation 3.2 MA(u) ∈ Lp(X) for some
p > 1. But then Kolodziej’s theorem [51] says that u is bounded (and even Hölder
continuous [52]).
Step two: higher order regularity. By the previous step u is a bounded weak
solution to an equation of the form MA(u) = eΦ(u)µ0 where Φ(x) is a smooth
function on R. But then the theorem of Székelyhidi-Tosatti [66] says that u is
smooth. 
When β = 0 the first and second point is proved in [52] and [47], respectively.
But then the case when β > 0 also follows, since the factor f := eβu is always
bounded then (just using that u is usc).
3.1. The case when β > 0. We start by considering the general case when β > 0
which is considerably simpler than the case when β < 0. This difference in behavior
is a reflection of the fact that in the former case the functional Fβ above is a sum
of two convex functionals, while in the latter case it is a difference of two convex
functionals. The following theorem gives a slightly more general version of Theorem
1.2 stated in the introduction, in the case β > 0, as we do not assume that µ0 has
finite energy.
Theorem 3.2. Assume that β > 0 and that the background measure µ0 does not
charge pluripolar sets. Then there is a unique solution uME ∈ E1(X) mod R of the
equation 3.1. Moreover, uME is smooth if µ0 is a volume form. In general,
• uME is the unique (mod R) maximizer of the functional Gβ on E
1(X,ω)
• µME(:= MA(uME)) is the unique minimizer of the free energy functional
Fβ on M1(X)
More generally, if µj is a sequence such that
Fβ(µj)→ inf
E(µ,ω)
Fβ
then µj converges to µME in the weak topology of measures.
Proof. To simplify the notation we assume that β = 1 and write G := G1 and
L+(u) := log
´
euµ0 so that G = E − L
+.
Existence of solution:
The existence of a solution uME ∈ E
1(X,ω) is proved by adapting the variational
approach to solving Monge-Ampère equations introduced in [8] to the present set-
ting. In the paper [8] the case when β = 0 was treated, as well as the case when
β > 0 and µ0 is a volume form.
Step one: existence of a maximizer of G
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We will denote by E1(X,ω)0 the subspace of all u in E
1(X,ω). such that supX u =
0. Since G is invariant under the R−action we may take a sequence in E1(X,ω)0
such that
G(uj)→ sup
E1(X,ω)
G <∞
Moreover, by the compactness of PSH(X)/R (see section 2.2) we may assume
that uj → u∞ in L
1(X). By Prop 2.4 Eω is usc and according to Lemma 1.14 in
[9] so is L+ since µ0 does not charge pluripolar sets (see Lemma 3.6 below for a
generalization). Hence u∞ ∈ E
1(X,ω) and
G(u∞) ≥ sup
E1(X,ω)
G <∞
and since u∞ is a candidate for the sup equality must hold above.
Step two: Any maximizer of G on E1(X,ω) satisfies equation 3.1
Let u∗ be a maximizer, fix v ∈ C
∞(X) and consider the following function on R
g(t) := E(P (u∗ + tv)) + L
+(u∞ + tv)
where (P (u∗ + tv) ∈ E
1(X,ω), since v is bounded. It has a global maximizer at
t = 0. Indeed, this using that the projection P and −L are increasing with respect
to ≤ gives
(E◦P )− L)(u) = (E − L)(Pu) + L◦P − L ≤(E − L)(Pu)
Since by Theorem 2.6 (and a simple approximation argument; see Lemma 4.2 in
[8]) and Prop 2.11 g is differentiable it follows from the formulas for their derivatives
that
dg(t)
dt t=0
= 0 =
〈
MA(Pu∗)− e
βu/
ˆ
X
eβuµ0, v
〉
= 0
and since, by definition, Pu∗ = u∗ and v was arbitrary this means that u∞ solves
equation 3.1.
Regularity:
By Prop 3.1 any weak solution as above is in fact smooth when µ0 is a volume
form. It should be pointed out that when µ0 is a volume form the existence of a
smooth solution, when β > 0, is a direct consequence of the Aubin-Yau estimates
[1, 79], using the continuity method.
Proof of the second point: MA(uME) is the unique minimizer of F (and uME is
the unique solution of equation 3.2)
To prove this first observe that F (µ) is strictly convex on {F < ∞}. Indeed,
E(µ) is clearly convex (as it can be realized as a Legendre-Fenchel transform) and
it is well-known [29] that D(µ) is strictly convex on {D <∞}. Now fix µ such that
F (µ) <∞ and consider the affine segment
µt := µMF (1− t) + tµ =: µMF + tν
Next let us prove that
dD(µt)
dt t=0+
= −
ˆ
X
log(µMF /µ0)ν
But this follows from Prop 2.11, since the rhs above is finite. Indeed, by the equa-
tion, it equals −
´
X uMF ν where, as shown above, E(uMF ) >∞ and by assumption
ν is a difference of finite energy measures. Hence, the integral is finite according to
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Theorem 2.6. Now combining the formula for dD(µ
t)
dt t=0+
above with the convexity
of D and the inequality for E in Prop 2.7 gives
F (µ) ≥ F (µME) + 0
for any µ such that E(µ) and D(µ) are both finite. Moreover, the strict concavity of
F discussed above shows that µME := MA(uME) is the unique minimizer of F (µ)
on E1(X,ω). The previous argument also gives that any solution u1 ∈ E
1(X,ω) of
equation 3.2 is such that MA(u1) is a minimizer of F. As a consequence MA(u0) =
MA(u1) for any two solutions and hence u0−u1 is constant according to Theorem
2.6. This finishes the proof of the second point.
To prove the final convergence recall that the functionals E and D arise as
Legendre transforms and are in particular lower semi-continuous. As a consequence
any weak limit point µ∗ of the sequence µj is a minimizer of F (µ). But then it follows
from the strict convexity used above (i.e. the uniqueness) that µ∗ = µME. 
Now we can prove the following theorem 1.2 (which in particular implies Theorem
1.1 in the case β > 0) :
Theorem 3.3. Assume that β > 0. Then the following relations between the func-
tionals F := Fβ and G : =Gβ hold
• For any u ∈ E1(X,ω) we have
F (MA(u)) ≥ G(u)
and
F (eβuµ0/
ˆ
eβuµ0) ≥ G(u)
Equality in any of the two inequalities above holds iff u is a solution of the
equation 3.1 (and hence equalities then hold in both inequalities above)
• Moreover,
inf
µ∈E1(X,ω)
F (µ) = sup
u∈E1(X,ω)
G(u) <∞
Proof. We skip the proof of the first point as it is a trivial modification (obtained
by changing a few signs) of the proof given below for the corresponding inequalities
in Theorem 3.4. The first point then immediately gives
(3.3) inf
µ∈E1(X,ω)
F (µ) ≥ sup
u∈E1(X,ω)
G(u)
According to the previous theorem the infimum in the LHS above is attained pre-
cisely for µ = MA(u) where u is the unique solution mod R of the equation 3.1
and similarly for the supremum in the RHS above. But then it follows from the
equality case in the first point that equality in fact holds in 3.3. 
3.2. The case when β < 0. In this case we start by proving the following refine-
ment of Theorem 1.1, in the case when β < 0 :
Theorem 3.4. The following relations between the functionals F := F−γ and G :
=G−γ hold
• The suprema coincide
(3.4) sup
µ∈E1(X,ω)
F (µ) = sup
u∈E1(X,ω)
G(u)
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• The following inequalities hold for any u ∈ E1(X,ω)
(3.5) F (MA(u)) ≤ G(u)
and
(3.6) F (e−γuµ0/
ˆ
e−γuµ0) ≥ G(u)
Equality in any of the two inequalities above holds iff u is a solution of
the equation 3.1 with β = −γ (and hence equalities then hold in both
inequalities above).
Proof. (of the first point):
First recall the Legendre transform relations E(µ) = (E◦P )∗ and 1γD(µ) =
Lγ
−(µ)∗(see section 2.6). Let us first prove
(3.7) sup
µ∈E1(X,ω)
F (µ) ≥ sup
u∈E1(X,ω)
G(u)
For the sake of notational simplicity we assume that γ = 1 and simply write
L(u) := L−−γ(u) := − log
ˆ
X
e−uµ0
defining a concave functional on C0(X). First note that it follows immediately from
the definition of the Legendre transforms that,
(E◦P )− L(u) ≥ c (on C0(X))⇒ (E◦P )∗(µ)− L∗(µ) ≥ c
and hence
sup
µ∈E1(X,ω)
F (µ) ≥ sup
u∈C0(X)
((E◦P )− L)(u)
Next, observe that
sup
u∈C0(X)
((E◦P )− L)(u) = sup
u∈H(X,ω)
(E − L)(u)
where the sup in the rhs may also be taken over E1(X,ω) Indeed, first using that
the projection P and L are increasing with respect to the usual order relation on
functions we have
(E◦P )− L)(u) = (E − L)(Pu) + L◦P − L ≤(E − L)(Pu)
Hence comparing the value at u in the lhs below with the value at Pu in the rhs
below gives
sup
u∈C0(X)
((E◦P )− L)(u) = sup
u∈C0(X)∩E1(X,ω)
(E − L)(u)
Finally, by Prop 2.2 any u ∈ E(X,ω can be written as a decreasing limit of ele-
ments in H(X,ω). Hence, by the continuity of E under such limits and Lebesgue’s
monotone convergence theorem the restriction to C0(X) in the rhs above may be
removed, finishing the proof of the claim 3.7.
The reversed inequality in 3.7 is proved by interchanging the roles of E(= (E◦P )∗)
and (E◦P ) and the roles of L∗ and L and using the duality relations in Proposition
2.10 and section 2.6. This gives, just as above,
sup
µ∈E1(X,ω)
F (µ) ≤ sup
u∈C0(X)
((E◦P )− L)(u) = sup
u∈H(X,ω)
(E − L)(u)
which finishes the proof of the inequality in the first point of the theorem. The fact
that the sup over E1(X,ω) may be taken over the subspace of volume forms will
be given in the proof of the third point.
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Proof of the second point:
Let us first prove that if uµ ∈ E
1(X,ω), then
(3.8) F (MA(uµ)) ≤ G(uµ)
with equality iff u solves equation 3.1. To this end write µ := MA(uµ) = dE|uµ .
Then, by definition,
F (µ) = E(uµ)−〈uµ, µ〉− sup
u∈C0(X)
(L(u)−〈u, µ〉) ≤ E(uµ)−〈uµ, µ〉−(L(uj)−〈uj , µ〉)
for any uj ∈ C
0(X). In particular, taking continuous functions uj decreasing to
uµ and letting j → ∞ and using the monotone convergence theorem proves the
inequality 3.8. Moreover, equality above clearly holds iff uµ realizes the sup defining
L∗(µ). By Lemma 2.12 this happens, since we assume that
´
e−uµµ0 is finite, iff
µ = e−uµ/
ˆ
e−uµµ0
which finishes the proof of the equality case in 3.8.
Next, to prove the inequality 3.6 first observe that, as explained above, setting
µ′ := e−u
′
/
´
e−u
′
µ0 with u
′ ∈ E1(X,ω) gives
F (µ′) = sup
u∈E1(X,ω)
(E(u) −
〈
u, µ′
〉
)− (L(u′)−
〈
u′, µ′
〉
) ≥ E(u′)− L(u′) = G(u′)
since u′ is a candidate for the sup. Moreover, by Theorem 2.6 equality holds iff
MA(u′) = µ′ which means that u′ is a solution of the equation 3.1. As for the case
when n = 1 we take u′ continuous, but without assuming ωu′ ≥ 0. We can then
repeat the same argument as above but taking the sup above over C0(X) instead
of E1(X,ω) (see remark 2.8).
Note that a necessery condition for Fβ to be bounded from above is that µ0 has
finite energy. Indeed, by Jensen’s inequality Eω(u) −
´
X uµ0 ≤ Gβ(u) which by the
first theorem above is bounded from above and hence it follows from the definition
that E(µ0) <∞. 
3.2.1. Intermezzo: properness vs coercivity. Before continuing we we will briefly
discuss some relations between properness and coercivity of the functionals βFβ
and βGβ that will not be used elsewhere. It follows immediately from inequality
3.5 above that if βGβ is proper (wrt energy) then so is βFβ . It would be interesting
to know if the converse is true? In the Kähler-Einstein setting this was indeed shown
by Tian, see [72] (Thm 7.13). The proof is indirect and uses the continuity method
to first establish the existence of a Kähler-Einstein metric ωKE. Using the existence
of ωKE, reversing the continuity method and also smoothing by the Kähler-Ricci
flow then gives the properness of βGβ (in this case β = −1). As conjectured by Tian
and subsequently established in [58] the previous argument can be refined to give
that βGβ is even coercive. All in all this in particular shows that βFβ is coercive
iff βGβ is. As next observed this latter property can be obtained as a corollary of
Theorem 3.4 in the setting of a general measure µ0 :
Corollary 3.5. Let µ0 be a measure on X and β(= −γ) a negative number. Then
the corresponding functional βFβ is coercive iff βGβ is coercive.
Proof. Assume that βFβ is coercive or equivalently that Fβ(1+δ) is bounded from
above for some δ > 0. Then it follows from Theorem 3.4 thatGβ(1+δ) is also bounded
22
from above, i.e. for any ω−psh function v we have
1
γ(1 + δ)
log
ˆ
e−γ(1+δ)vµ0 ≤ −Eω(v) + C
To prove coercivity for βGβ(u) we let u be an arbitrary ω−psh function. By scale
invariance it will be enough to consider the case
´
uωn = 0, so that −Eω(u) = Jω(u).
Then v := u/(1 + δ) is also ω−psh function (since δ > 0) such that
´
vωn = 0 and
hence applying the previous inequality to v gives
1
γ
log
ˆ
e−γuµ0 −C ≤ 1 + δ)Jω(u/(1 + δ) ≤ (1 + δ)
−1/nJω(u),
where the last inequality follows from Jω0(tu) ≤ t
1+1/nJω0(u) if 0 < t < 1 (see
remark 2 in [35]). Since, (1 + δ)−1/n < 1 this shows that −G−γ is also coercive.
The reversed implication follows immediately from Theorem 3.4. 
3.2.2. A continuity lemma. We will next prove a useful continuity result, using a
minor modification of the proof of Lemma 1.14 in [9] (see also the proof of the
implication (iii) =⇒ (i) in Thm 3.1 in [8]).
Lemma 3.6. Assume that ψj → ψ in PSH(X,ω) (in the L1(X)−topology) and
that there is a positive number δ such thatˆ
X
e−(γ+δ)ψjµ0 ≤ C
where the measure µ0 does not charge pluripolar sets. Then
(3.9)
ˆ
X
e−γψjµ0 →
ˆ
X
e−γψµ0
for any real number γ.
Proof. Let uj := e
−γψj and u := e−γu. By assumption there is a constant C and
p > 1 such ‖uj‖Lp(µ0) ≤ C. Hence, it follows from general functional analysis (using
that the unit ball in Lp(µ0) is weakly compact and the Hahn-Banach separation
theorem (compare the proof of Lemma 1.14 in [9]) that there is a sequence vj
of convex combinations of uj such that vj converges strongly to v ∈ L
p(µ0). In
particular after replacing uj with any subsequence such the the first integral in 3.10
converges we get
(3.10) lim
j
ˆ
ujµ0 = lim
j
ˆ
vjµ0 =
ˆ
vµ0
Since µ does not charge pluripolar sets Hartog’s lemma [45] gives that lim supψj =
ψ a.e. wrt µ0, i.e. lim inf uj = u a.e. wrt µ0 so that lim inf vj ≥ u a.e. wrt µ0. But
then 3.10 and the Lp(µ0)− convergence of vj forces v = u a.e. wrt µ0. According
to 3.10 that ends the proof of the lemma. 
3.2.3. Existence and convergence of maximizers for the free energy. Next, we will
prove one of the main results of the present paper showing that coercivity of the
functional F is sufficient for the existence of a maximizer.
Theorem 3.7. Let β = −γ < 0. Suppose that the functional −F−γ is coercive (wrt
energy) or equivalently that F−γ−δ is bounded for some δ > 0, then F−γ admits
a finite energy maximizer µβ. Moreover, the potential of any maximizer solves the
equation 3.1. More generally, if µj is a sequence such that
F−γ(µj)→ sup
E1(X,ω)
F−γ <∞
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Then, perhaps after passing to a subsequence, µj converges weakly to a maximizer
µβ. If µ0 is a volume form then the maximizer is smooth.
Proof. Let µj be a maximizing sequence for F−γ , as in the assumptions above. The
boundedness assumption of F−(γ+δ) is equivalent to the bound γF−γ ≤ −δE + C.
Since, by assumption, F−γ is bounded from below along µj it follows immediately
that E(µj) ≤ C
′. Writing µj = MA(uj) this means according to Lemma 2.13, that
(I − J)(uj) and hence J(uj) are uniformly bounded:
J(uj) ≤ Cδ
Combining this latter bound with the fact that Gγ+δ is also bounded from above
(by the first point in Theorem 3.4) gives that
(3.11)
ˆ
X
e−(γ+δ)ujµ0 ≤ Cδ
and hence after adjusting by constants to get supuj = 0 and passing to a subse-
quence to make sure that uj → u in L
1, the convergence 3.9 in Lemma 3.6 gives,
also using that E is usc (Prop 2.4)
∞ > G−γ(u) ≥ lim supG−γ(uj)
Combining this with the first and second point in Theorem 3.4 gives
sup
E1(X,ω)
G−γ = sup
E1(X,ω)
F−γ = lim supF−γ(µj) ≤ lim supG−γ(uj) ≤ G−γ(u) <∞
and hence u is a maximizer of G−γ on E
1(X,ω). But then it follows precisely as
in the proof of Theorem 3.2 above, using the projection operator P, that u is a
solution of equation 3.1. 
3.3. The proof of Theorem 1.2 and a refined version. Apart from the last
statement in the theorem concerning properness the proof follows immediately from
combining the theorems established above. Finally, in the general case when F−γ
is only assumed proper the previous proof still applies as long as µ0 satisfies the
following qualitative Moser-Trudinger type inequality: there is a δ > 0 such that
for any Kähler potential u
(3.12) J(u) ≤ C =⇒
ˆ
e−(γ+δ)(u−sup u)µ0 ≤ C
′
where C depends on γ, δ and C. This inequality does hold in the case when µ0 =
fdV with f ∈ Lp(X, dV ) for p > 1 as follows immediately from Hölder’s inequality
and the following stronger property of any volume form dV :
(3.13) J(u) ≤ C =⇒ It(u) :=
ˆ
e−t(u−sup u)dV ≤ Ct.
for any t > 0 obtained in the proof of Lemma 6.4 in [8], using Zeriahi’s uniform
variant of Skoda’s theorem [80]. More generally, the previous arguments shows the
that the following refined version of the last part of Theorem 1.2 holds:
Theorem 3.8. Assume that µ0 satisfies the qualitative Moser-Trudinger type in-
equality 3.12 and let uj be a sequence in E
1(X,ω) such that Jω(uj) ≤ C (or equiv-
alently, Eω(u− supuj) ≥ −C
′). Then F−γ(uj) is uniformly bounded from above. If
furthermore uj is a maximizing sequence for F−γ then uj − supuj converges (after
perhaps passing to a subsquence) to a maximizer for F−γ ◦MA.
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Remark 3.9. It may be worth pointing out that the convergence It(uj) → I(u)
used in the proof above can also be deduced from the results of Demailly-Kollar
[31]. Indeed, since J(uj) ≤ C and we may assume that uj → u in L
1(X), the fact
that E is usc (and hence J is lsc) gives J(u) ≤ C < ∞. But then u has no Lelong
numbers (as follows from Cor 1.4 in [46]) and hence It(u) < ∞ for all t (compare
the proof of prop 3.1). But then it follows from Theorem 7.1 that It(u) → I(u)
(compare the proof of Cor 7.2).
3.4. Alpha-invariants. We define the (generalized) alpha-invariant of a pair ([ω], µ0)
by
α([ω], µ0) := sup
{
α : ∃Cα :
ˆ
X
e−α(u−supX u)µ0 ≤ Cα, ∀u ∈ PSH(X,ω)
}
When µ0 is any given volume form on X and the Kähler class [ω] = c1(L) is the
first Chern class of an ample line bundle the corresponding invariant of the class
[ω] coincides with the algebro-geometrically defined log canonical threshold of L [32]
(which is precisely Tian’s original α−variant [69] when c1(L) = −c1(KX)). The case
of a singular measure µ0 was recently studied by Dinh-Nguyên-Sibony in complex
dynamics [34]. In their terminology, α([ω], µ0) > 0 precisely when the measure µ0
is of global moderate growth (with respect to the Kähler class [ω]). As shown in
[34] this condition in particular holds when µ0 = ω
n
u0/n! for an ω−psh function u0
which is Hölder continuous and in particular for many of the equilibrium measures
which arise as limits in complex dynamics and whose supports typically are fractal
sets.
Example 3.10. If (X,ω) is a Riemann surface with
´
X ω = 1 then α([ω], ω) = 1.
Indeed, if we denote by Gx0 the corresponding Green function with a pole at x0
defined by ddcGx0 = δx0 − ω and mean zero, where δx0 is the Dirac mass at the
point x0 then the integral
´
X e
−α(u−supX u)µ0 for u = Gx0 is finite for α < 1 and
infinite for α = 1 (as follows from the standard fact that Gx0−log d
2(x, x0) ∈ C
0(X)
in terms of the distance function wrt the metric ω). Decomposing a general element
u ∈ PSH(X,ω) as u(x) =
´
u(y)Gy(x)ω(y) and using Jensen’s inequality then
proves the claim. Similarly, if there are positive constants C and d such that the
measure µ0 satisfies
µ(Br) ≤ Cr
d,
for r sufficiently small, for every geodesic ball of radius r, then
α ≥ 2d.
Theorem 3.11. Let (X,ω) be a compact Kähler manifold and let µ0 be a probability
measure on X of finite energy. If the parameter β := −γ (with γ > 0) satisfies the
bound
(3.14) γ < α
n+ 1
n
where α is the alpha-invariant of the pair ([ω], µ0), then the following holds:
• Both the functionals Fβ and Gβ are bounded from above, i.e. the correspond-
ing logarithmic Hardy-Sobolev and Moser-Trudinger type inequalities hold
• There is a maximizer µ of Fβ . Moreover, its potential uµ maximizes Gβ and
solves the equation 1.1.
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Proof. By Theorems 3.7 and 3.4 it will be enough to prove that F−γ is coercive
under the assumptions of the theorem. To this end first note that by assumption
we have that
L−t (u) > −C
for any fixed t with t < α. Writing µ = MA(uµ) for the potential uµ such that
supuµ = 0 gives
1
t
D(µ) = sup
u
L−t (u)− 〈u, µ〉 ≥ L
−
t (uµ)− 〈uµ, µ〉 ≥ − 〈uµ, µ〉 − C,
i.e.
D(µ) ≥ −t 〈uµ, µ〉 − C
This means that
F−γ(µ) ≤ E(µ) +
t
γ
〈uµ, µ〉+ C
Combining the previous inequality with the inequality 2.20 hence gives
F−γ(µ) ≤ E(µ)(1 −
t
γ
(
n+ 1
n
)) + C,
showing that F−γ is proper and even coercive (wrt energy) as long as
γ < α(
n+ 1
n
))
and t is chosen sufficiently close to α.Hence the theorem follows from Theorem
1.2. 
In particular, specializing to a Riemann surfaces with µ0 a Frostman measure
gives the following
Corollary 3.12. Let X be a compact Riemann surface and µ0 a probability measure
such that
µ0(Br) ≤ Cr
d
for some positive constants C and d, for any local coordinate ball Br of sufficiently
small radius r. Then, for any δ > 0 there is a constant Cδ such that
log
ˆ
X
euµ0 ≤
(d+ δ)
2
1
4
ˆ
X
du ∧ dcu+ Cδ
for any smooth function u on X normalized so that
´
X uω = 0 for a fixed measure
ω on X.
Proof. Let us first prove that when n = 1 the bound on G−γ(v) in fact holds for all
smooth functions v on X. This can be seen in two ways. First, it follows precisely as
in the proof Cor 3 in [5] from using the following inequality for v ∈ C∞(X) proved
there:
Eω(Pωv) ≥ Eω(v)
(which is a rather direct consequence of the orthogonality relation 2.13 when n =
1). Combining the previous inequality with the fact that L−γ (u) is increasing in u
immediately gives
sup
v∈C∞(X)
G−γ(v) ≤ sup
v∈C∞(X)
G−γ(Pωv) ≤ sup
H(X,ω)
G−γ(v)
which is bounded by Theorem 3.11. Alternatively, for v continuous we let µ :=
e−γv/
´
e−γ.vµ0. Then, by the last point in Theorem 3.4
G−γ(v) ≤ Fγ(e
−γv/
ˆ
e−γvµ0) ≤ C
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using Theorem 3.11 in the last step (in the Kähler-Einstein setting on S2 a similar
argument was used by Rubinstein [59]). Finally, since if
´
uω = 0 and
´
ω = 1 we
have
Eω(u) = −
1
2
ˆ
X
du ∧ dcu
and hence Eω(cu) = c
2Eω(u). All in all this means that we obtain the inequality we
wanted to prove from G−γ(
1
γu) ≤ C 
It seems likely that one can take δ = 0 in the previous corollary by further
studying the blow-up behavior of the functional Gα−δ when δ → 0. Indeed, when
µ is a volume (are rather area) form setting δ = 0 does give an optimal inequality
according to Fontana’s generalization [43] of Moser’s inequality on the two-sphere
S2. Even though formulated for Riemann surfaces without boundary the corollary
above also contains the analogous statement on any compact Riemann surface Y
with smooth boundary ∂Y if one demands, as usual, that u = 0 on ∂Y. Indeed,
if Y is a domain in the compact closed Riemann surface X and u ∈ C0(Y ) with
y = 0, or more generally u is in the Sobolev space H10 (Y ) (i.e. the closure in
the Dirichlet norm of the space C∞0 (Y ) of all smooth and compactly supported
functions on the interior of Y ) it is, by standard continuity arguments, enough to
prove the inequality for u ∈ C∞0 (Y ). Extending by zero gives u ∈ C
∞(X) and then
the inequality then follows immediately from Corollary 3.12 when ω is taken as a
measure supported on ∂Y in X.
In particularly, taking Y as a domain in R2 one gets a weak version of a recent
result och Cianchi [28] who proved the corresponding inequality with δ = 0, using
completely different methods. This latter result has very recently been further
developed, still in the setting of R2, by Morpurgo-Fontana [44], building on Adam’s
seminal work.1
3.5. The limit β → ∞ : envelopes and free boundaries. In this section we
will take the fixed form ω on X to be any smooth and closed (1, 1)−form defining
a Kähler class in H1,1(X,R) (but not necessarily a Kähler form). Consider the
following free boundary value problem for a function u on X :
(3.15)
(ω + ddcu)n = 0 on {u < 0}
u ≤ 0 onX
ωu ≥ 0 onX
It follows immediately from the domination principle for the Monge-Ampère oper-
ator (see Cor 2.5 in [12]) that the solution is unique and can be represented as an
upper envelope:
(3.16) Pω0 = sup
v∈PSH(X,ω)
{v(x) : v ≤ 0 onX}
Theorem 3.13. Given a volume form µ0 on X and β > 0 let vβ the unique
solution of the non-normalized equation 3.1 and uβ the unique solution of equation
3.2 normalized so that supX uβ = 0. Then both uβ and vβ converge in L
1(X) to a
the solution of the free boundary value problem 3.15, which in turn coincides with
the envelope Pω0 above.
1It was pointed out in [44] that the methods in [44] can be generalized to the setting of compact
manifolds using pseudo-differential calculus - presumably such a generalization would lead to the
sharp version of Cor 3.12 discussed above. Moreover, the results in [44] also give higher dimensional
Moser-Trudinger type inequalities, but for other operators than the Monge-Ampère operator.
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Proof. Let L+β (u) :=
1
β log
´
X e
βuβµ0.
Step 1: Convergence of uβ
Since µ := MA(Pω0) is a candidate for the sup defining the Legendre transform
of Dµ0 we get (see section 2.6 or use directly Jensen’s inequality)
−
ˆ
X
uβMA(Pω0) +
1
β
Dµ0(MA(Pω0)) ≥ −
1
β
L+β (uβ)
Hence defining the constant D := Dµ0(MA(Pω0)) gives
(3.17) Eω(uβ)−
ˆ
X
uβMA(Pω0) +
D
β
≥ Eω(uβ)−
1
β
L+β (uβ) ≥
≥ Eω(Pω0)− L
+
β (Pω0)
using, in the last inequality that, by Theorem 3.2b uβ maximizes the functional Gβ.
Since
L+β (Pω0)→ sup
X
Pω0 = 0
(the last equality above follows for example from the orthogonality relation 2.13)
this means that
(3.18) lim inf
β→∞
Eω(uβ)−
ˆ
X
(uβMA(Pω0) ≥ Eω(Pω0)−
ˆ
X
(Pω0))MA(Pω0)
also using the orthogonality relation 2.13 saying that the second term in the rhs
vanishes. But by the last statement in Theorem 2.6 it then follows that uβ → Pω0
in L1(X) and that 3.18 is actually an equality when lim inf is replaced by lim .
Step two: Convergence of vβ
By the asymptotic equality referred to above combined with the fact that uβ →
Pω0 and the orthogonality relation we get the following “convergence in energy”:
Eω(uβ)→ Eω(Pω0)
Hence, using the orthogonality relation 2.13 again the inequalities 3.17 force
−
1
β
L+β (uβ)→ 0
i.e. vβ := uβ−
1
βL
+
β (uβ) has the same limit as uβ and satisfies the equation 3.2. 
As shown in [10] the envelope Pω0 has a Laplacian which locally bounded it hence
seems natural to ask if the convergence above holds in the Hölder space C1,α(X)
for any α < 1?
4. The (twisted) Kähler-Einstein setting
In this section the measure µ0 will be taken to be a volume form and we will then
reformulate equation 1.1 as a twisted Kähler-Einstein equation. First recall that
the Ricci curvature of a Kähler metric is defined, in local holomorphic coordinates,
by
Ricω := ddc(− log(
ωn
(i
∑
j dzj ∧ dz¯j)
n
))(= −ddc log(detωij))
representing the anti-canonical class −c1(KX). If θ is a given closed (1, 1)−form on
X the twisted Kähler-Einstein equation for a Kähler metric ω is defined by
(4.1) Ricω − θ = −βω (γ := −β ∈ R)
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where, compared with the previous notation and the lhs is called the twisted Ricci
curvature of ω. It hence implies the following cohomological relation in H2ddc(X,R):
(4.2) [ω] = β(c1(KX) + [θ])
forcing β(c1(KX) + [θ]) to be a Kähler class, which we will henceforth assume.
Fixing a Kähler form ω = ω0 in β(c1(KX) + [θ]), one defines its twisted Ricci
potential h = hω,θ by the following equation
(4.3) Ricω − θ = −β(ω + ddchω,θ),
where the normalization constant is fixed by imposing
´
X e
−hω,θωn = 1. Then 4.1
(with ω = ωu) is equivalent to the equation
(4.4) (ω + ddcu)n = e−βhω,θeβuωn,
i.e. the equation 3.2 with [ω] satisfying 4.2 and
(4.5) µ0 = e
−βhω,θ
ωn
V n!
We will call this particular choice of a triple (β, ω, µ0) for the twisted Kähler-Einstein
setting. In fact, the previous argument shows that the equation 3.2 is equivalent to
the twisted Kähler-Einstein equation when µ0 is a volume form, as follows by first
defining hω,θ by the relation 4.5 and then θ by the relation 4.3.
4.1. The twisted Mabuchi K-energy functional as the free energy. Next,
we define, for a fixed β, Kθ(u) := βFβ(MA(u)).
Proposition 4.1. The functional Kθ(ut) satisfies
(4.6) dKθ |u = (βωu − (Ric ωu − θ)) ∧
ωn−1u
(n− 1)!
and Kθ can hence be decomposed as Kθ = K
(β) + Jθ where
dK
(β)
|u = (βωu − Ric ωu) ∧
ωn−1u
(n−1)! , dJθ|u = θ ∧
ωn−1u
(n− 1)!
Proof. Combining Proposition 2.7 and 2.11 gives
dKθ(ut)
dt
=
ˆ
(−βuMA(ut) + log(
MA(ut)
µ0
)
dMA(ut)
dt
Now dMA(ut)dt = dd
c(dutdt ) ∧ ω
n−1
ut /(n − 1)! and hence integration by parts give
dKθ(ut)
dt
=
ˆ
dut
dt
ddc(−βuMA(ut) + log(
MA(ut)
µ0
)) ∧ ωn−1ut /(n − 1)! =
=
ˆ
dut
dt
(−βωu + (βω + dd
c log(
MA(ut)
µ0
)) ∧ ωn−1ut /(n − 1)!
using that, by definition, ωuMA(ut) = ωut . Finally, since the second term in the sum
above may be written as (βω)
log(
MA(ut)
µ0
)
= -Ricωt+ θ when µ0 = e
βhω,θωn/V n! this
proves the formula above for dKθ. 
The previous proposition confirms that Kθ(u) indeed coincides with Mabuchi’s
K-energy functional for θ = 0 and β = 1 [54] and in general with its twisted versions
[63, 65] which are usually defined by the property 4.6. In the smooth setting the
decomposition 1.3 is then equivalent to a formula for K due to Tian (see (5.12) in
[73]). Tian’s formula was generalized by Chen [22] who used it to define and study
K on potentials u such that ωu is locally bounded. As emphasized in the present
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paper formula 1.7 allows one to extend the definition of K to the space E1(X,ω) of
finite energy potentials.
Remark 4.2. To compare with other formulations of the (twisted) Mabuchi func-
tional in the setting of log pairs we set β = 1 and take θ to be the current of
integration along a smooth divisor D. Writing K(X,D) := Kθ we can then, trivially,
rewrite the relation 4.6 as
dK(X,D)|u = −
(
Ric ωu ∧
ωn−1u
(n−1)! − n
(−KX)·L
n−1
Ln
ωnu
n!
)
+
(
δD ∧
ωn−1u
(n− 1)!
− n
D · Ln−1
Ln
ωnu
n!
)
,
using that, by definition, L := −(KX +D). The first term is equal to −ω
n
u/n! times
R− R¯, where R is the scalar curvature of the Kähler metric ωu and R¯ is its average.
Hence, up to an additive constant, K(X,D) = K + (E(D,ω) − n
D·Ln−1
Ln E(X,ω)), where
K is the usual Mabuchi functional attached to the Kähler class [ω] and E(X,ω) amd
E(D,ω) are the usual energy functionals on X and the submanifold D defined as in
section 2.3.
As shown by Mabuchi [55] and Donaldson K is convex along geodesics in Hω(X)
(defined in terms of Mabuchi’s Riemannian metric g on H(X,ω); see section 5
below). Using this latter convexity we also deduce the following proposition. Before
stating it we recall that any complex curve ut in Hω(X) determines a curve Vt of
(1, 0)−vector fields which are dual to the (0, 1)−form ∂¯(∂t¯u) under ωut.
Proposition 4.3. If θ ≥ 0 is a positive current then the functional Kθ(ut) is
convex along geodesics ut in Hω(X) and strictly convex if θ is a Kähler current, i.e.
θ > ǫω0. Moreover, if θ is a positive multiple of the current of integration δD along
an irreducible smooth divisor D, then d2Kθ(ut)/d
2t = 0 at a given t iff ∂¯Vt = 0
and Vt is tangential to D. In particular, d
2Kθ(ut) is geodesically strictly convex if
X admits no non-trivial holomorphic vector fields which are tangent to D.
Proof. The first part was already observed by Stoppa [65] and hence we consider
the case when θ = cδD (and it will be clear that we may assume that c = 1). Let
us first recall the following formula for a geodesic ut :
(4.7) ∂2t ut − |∂¯(∂t¯u)|
2
ωut
(= ∂2t ut − |Vt)|
2
ωut
) = 0,
We also recall the following formula [55, 37] of the usual Mabuchi functional along
a geodesic (recall also that Eω is affine alongs geodesics):
∂2K(ut)
∂2t
=
ˆ
X
|∂¯V |2ωut
ωnut
n!
(≥ 0)
Next, a direct calculation gives
∂2Jθ(ut)
∂2t
=
ˆ
D
(∂2t ut − |∂¯D(∂t¯u)|
2
ωut
)
ωn−1ut
(n− 1)!
=
ˆ
D
|VN |
2
ωut
ωn−1ut
(n− 1)!
(≥ 0)
where VN denotes the component of Vt normal to D wrt ωt and where we have used
the geodesic equation 4.7 in the last step. The proof is now concluded by invoking
the decomposition formula for Kθ from the previous proposition. 
As shown by Bando-Mabuchi [2] any Kähler-Einstein metric minimizes Kθ. Here
we note that the corresponding property holds in the (possibly singular) twisted
setting for any positive current θ :
Proposition 4.4. Let θ ≥ 0 be a positive current and u ∈ E1(X,ω) a solution to
equation 4.4, Then u minimizes the functional Kθ on E(X.ω).
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Proof. By Theorem 3.4 it will be enough to prove that u minimizes the correspond-
ing twisted Ding functional −Gθ. But −Gθ is convex along C
0−geodesics [11] and
hence it is minimized on any critical point u. 
In the case when θ ≥ 0 is smooth Stoppa [65] deduced the previous proposition
from the geodesic convexity of Kθ, combined with the deep regularity theory for
C1,1−geodesics of Chen-Tian (in the more general setting of twisted constant scalar
curvature metrics).
4.2. Alpha-invariants and Nadel sheaves. In the twisted Kähler-Einstien
setting we get the following refinement of Theorem 3.11:
Theorem 4.5. Let γ be a positive number and θ a closed (1, 1)−form on the
n−dimensional compact complex manifold X such that the class −(γc1(KX) + [θ])
in H2(X,R) is Kähler (i.e. contains some Kähler form)
• If the alpha-invariant of the class −(γc1(KX) + [θ]) satisfies
α > γ
n
n+ 1
then the class contains a Kähler form ω which solves the twisted Kähler-
Einstein equation
(4.8) Ricω = γω + θ
and which minimizes the twisted Mabuchi K-energy Kθ.
• More precisely, if uj is a normalized asymptotically minimizing sequence for
Kθ then any given L
1−accumulation point u∞ of uj is either the potential
of a θ−twisted Kähler-Einstein metric or u∞ defines a Nadel type multiplier
ideal sheaf, i.e.
´
X e
−tγu∞dV =∞ for any t > nn+1 .
The parameter γ may, of course, be set to one after scaling ω but it has been
included for later convenience. In the standard un-twisted case, i.e. when θ = 0
the first point in the previous corollary is due to Tian [69], who used the continuity
method, which as explained above is not applicable in the general twisted setting.
As for the second point above it generalizes a result of Nadel [57] and Demailly-
Kollar [31] concerning the case when uj is a subsequence of the curve ut appearing
in the continuity method (see remark 4.6) and hence the result in the second point
above is new even when θ = 0 and it implies the second point in Cor 1.3. Indeed,
when X is Fano with no non-trivial holomorphic vector fields it is well-known that
there exists a (unique) Kähler-Einstein metric iff K is proper (see section 3.2.1).
Hence, either (1) X admits a Kähler-Einstein metric and the convergence in Cor
1.3 then follows from Theorem 1.2 or (2) it does not and then one applies Theorem
4.5.
Twisted Kähler-Einstein metrics and the corresponding twisted Mabuchi K-energy
recently appeared in the works of Fine [42] and Song-Tian [63] (see also [65] for
relations to stability). Note that for a twisting form θ which is not semi-positive
the minimizing property of the solution furnished by the Theorem above is not au-
tomatic and moreover there are no uniqueness properties of the solutions (see the
discussion and references on p. 65 in [68] for the Riemann surface case).
4.2.1. Proof of. Theorem 4.5. The first point of the corollary is a direct consequence
of Theorem 3.11 applied to the twisted Kähler-Einstein setting. Next, we show how
the proof can be refined so as to give a proof of the second point in the corollary.
After scaling we may assume that γ = 1. Let uj be an asymptotic minimizinf
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sequence for Kθ such that uj → u∞ in L
1 (by weak compactness such an u∞
always exists). If the second alternative in the statement of Cor 4.5 does not hold
then there is t > nn+1 such that
´
e−tu∞dV < ∞. But then it follows from the
semi-continuity result of Demailly-Kollar [31] (see Thm 7.1 in the appendix) that´
e−tujdV ≤ C <∞ after perhaps replacing t with any strictly smaller number. In
the notation of the proof of Thm 3.11 this means that L−t (uj) > −C
′ and hence
repeating that proof word for word shows that
(4.9) Kθ(uj) ≥ J(uj)/C − C
for some constant C. Finally Theorem 3.8 shows that u is a minimizer for Kθ and
satisfies the twisted Kähler-Einstein equation.
Remark 4.6. The second point in Cor 4.5 generalizes Nadel’s original result [57];
letting T be the sup over all positive t such that the equations appearing in Aubin’s
continuity method have a solution ωt :
(4.10) Ricωt = tωt + (1− t)ω,
Nadel shows (see also the simplifications in [31]) that either T ≥ 1 and the potential
ut of ωt converges to a Kähler-Einstein metric or there is sequence tj → T such
utj → uT for uT (= u∞) as in the second point of Cor 4.5. To see that this is
a special case of Cor 4.5 we argue as above; if the second alternative does not
hold then one checks that ut is an asymptotic minimizing sequence for KθTwhere
θt := (1 − t)ω (see below) and hence we may apply the second point in Cor 1.3
(with t = γ ≤ 1 and θ = θT ) to deduce that utj → uT , where ωuT solves the
twisted Kähler-Einstein equation for θ = θT . But then it follows from the definition
of T that T ≥ 1 and hence ωu1 is a Kähler-Einstein metric proving Nadel’s result.
Finally, the asymptotic minimizing property above is shown as follows: as is well-
known K0(ut) is decreasing in t and hence J(ut) ≤ C (by 4.9). But since θt ≥ 0 ut is
the absolute minimizer of Kθt (see the end of Remark 5.2) one deduces (also using
J(ut) ≤ C) the desired asymptotic minimizing property (by the same argument
used in Step 2 in the proof of Cor 6.1).
5. Convergence of the Calabi flow
In this section we consider for simplicity the un-twisted case, i.e. θ = 0 (see
Remark 5.2 below for the twisted case). First recall that the Mabuchi metric g on
H(X,ω) is defined by first identifying the tangent space of H(X,ω) ⊂ C∞(X) at
the point u with C∞(X) and then letting
g(v, v)|u :=
ˆ
X
v2(ωu)
n/n!
We denote by d(·, ·) the corresponding distance function on H(X,ω). It follows
directly from the variational definition of the Mabuchi’s K-energy functional K (see
Proposition 4.1) that its gradient on (H(X,ω), g) is given by
∇K|u = −(Rωu −R),
where Rωu denotes the scalar curvature of the Kähler metric ωu and R its average,
which is an invariant of the class [ω]. The Calabi functional on H(X,ω) may be
defined as the squared norm of ∇K, i.e.
Ca(u) :=
ˆ
X
(Rωu −R)
2ωnu/n!,
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We let ut evolve according to the Calabi flow on the level of Kähler potentials, i.e.
(5.1)
dut
dt
= (Rωut −R)(= −∇K|ut)
Before turning to the proof of Theorem 1.4 we recall the result of Tian [72] saying
that if H0(TX) = {0} then X admits a Kähler-Einstein metric iff the functional
K is proper (wrt energy); compare section 3.2.1. By Cor 1.3 and the uniqueness
of the Kähler-Einstein metric under the assumptions above [2] it will be enough to
prove that
(5.2) lim
t→∞
K(ut) = inf
H(X,ω)
K > −∞
To this end first we first recall that following inequality of Chen [24]:
(5.3) K(u)−K(v) ≤ d(u, v)Ca(u)1/2
Moreover, as shown by Calabi-Chen (see [17]) d is decreasing under the Calabi flow
and hence
(5.4) d(ut, vt) ≤ d(u0, v0)
for ut and vt evolving according to the Calabi flow 5.1. In particular, if we take
v0 := uKE as a potential of a Kähler-Einstein metric ωKE, then vt = v0 and hence
(5.5) K(ut)−K(uKE) ≤ d(u0, uKE)Ca(ut)
1/2
Next, observe that there is a sequence tj such that
(5.6) Ca(utj )→ 0
as tj →∞. Indeed, by the variational formula for K we have
(5.7)
dK(ut)
dt
= −Ca(ut) ≤ 0
Hence, if it would be the case that Ca(ut) ≥ ǫ > 0 as t→∞ then this would force
K(ut) → −∞ as a t → ∞ which contradicts the assumption that K(u) be proper
and in particular bounded from below. This proves the claim 5.6 and hence, by 5.5,
we also get
(5.8) lim
tj→∞
K(utj ) ≤ K(uKE) = inf
H(X,ω)
K
where the last property is a special case of Prop 4.4. Finally, by 5.7 K(ut) is
decreasing and hence the previous inequality implies the inequality 5.2, finishing
the proof of the theorem.
Remark 5.1. The previous proof gave the weak convergence of ωut , which is equiva-
lent to the L1−convergence of the normalized potentias ut− suput. But in fact the
L1−convergence holds for ut (i.e. without normalising). Indeed, by the monotonic-
ity and properness of K we have that Jω(ut) ≤ C. Since, dEω(ut)/dt = 0 this means
that
´
utω
n ≤ C ′. But it follows from standard compactness arguments (for exam-
ple used in [8]) that {Jω ≥ C}∩{
´
(·)ωn ≤ C ′} is relatively compact in PSH(X,ω)
and hence so is the set {ut}, showing that there is no need to normalise ut.
One final remark about the twisted case:
Remark 5.2. The previous proof admits a straight-forward generalization to the
setting of twisted Kähler-Einstein metrics when θ ≥ 0, where Rω is replaced by
the trace of the twisted Ricci curvature. Indeed, if θ ≥ 0 the twisted functional
Kθ is still geodesically convex (see Prop 4.3) which at least formally implies 5.3
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and 5.4. Hence the Hessian of Kθ (defined wrt the metric g above) is a semi-
positive Hermitian operator which implies that the corresponding flow decreases
the length of any initial curve and is hence distance decreasing (compare the proofs
in [17] and [23]). The estimate 5.5 is more involved as it requires a notion of weak
C1,1−geodesics, but the proof is a simple modification of the argument in [24].
6. Log Fano manifolds and Donaldson’s equation
In this section we will consider the twisted Kähler-Einstein setting when β < 0 in
the singular case when the twisting form θ is a linear combination of the integration
currents along codimension one analytic subvarieties in X, i.e.
θ :=
∑
ciδDi ,
where Di is an irreducible subvariety in X. In other words, Di is an irreducible
effective divisor and we write
(6.1) ∆ :=
∑
ciDi,
for the corresponding R−divisor on X (abusing notation slightly we will also denote
its support by ∆). We will assume that the the Di : s are distinct and smooth with
simple normal crossings (i.e. there are local coordinates where Di = {zm(i) = 0})
and 0 < ci < 1. In the language of the minimal model program in algebraic geometry
this means that the log pair (X,∆) is klt (Kawamata Log Terminal). The measure
µ0 in formula 4.5 is then well-defined and may be written as
(6.2) µ0 = µ∆ :=
∏
i
|si|
2cdV
for some volume form dV on X, where si is a section of a holomorphic line bundle
LDi cutting out Di and | · | denote fixed smooth metrics on LDi . The equation 4.2
then translates to [ω] = c1(−(KX+L∆)) wich is hence assumed to be a Kähler class
(i.e. the pair (X,∆) defines a log Fano manifold). By Prop 3.1 any finite energy
solution u of the corresponding mean field equation is locally bounded. Moreover,
the current ωu satisfies the following singular Kähler-Einstein equation (to simplify
the notation we set β = −1) :
(6.3) Ricωu = ωu + δ∆
in the sense of currents (where Ricωu now denotes the curvature current of the
induced singular metric on −KX). We will mainly be concerned here with the case
when ∆ = (1 − t)D, where t > 0, D is a smooth divisor. As is well-known, in
the special case when t = 1/m the pair (X,∆) determines an orbifold structure
on X with codimension one stabilizers Z/mZ. Then 6.3 in particular holds for any
Kähler-Einstein metric on X which is smooth in the orbifold sense, which from a
differential geometric point of view means that ω has cone angles 2π1/m in the
directions transverse to D (see for example the discussion in [67]).
In our general setting we define the alpha-invariant of the pair (X,∆) by
α(X,∆) := α(−c1(KX +∆), µ∆).
In the orbifold case α(X,∆) coincides with the alpha-invariant (i.e. the log canon-
ical threshold) of the orbifold associated to (X,∆) and was studied by Demailly-
Kollar [31].
Applying Theorem 3.11 combined with Kolodziej’s regularity theorem (just as in
the proof of Theorem 3.2) now gives the first statement in the following corollary
concerning global continuity. To obtain smoothness on X−∆ we will show that the
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solution is the limit of smooth solutions to the twisted Kähler-Einstein equations
obtained by replacing the current ∆ with a sequence of regularizations.
Corollary 6.1. Let (X,∆) be a pair as above and assume that
(6.4) α(X,∆) >
n
n+ 1
Then there is a unique Hölder continuous solution u to equation 6.3. Moreover,
ωu is a smooth Kähler-Einstein metric on X −∆ and globally on X it is a Kähler
current, i.e. there is a Kähler form ω0 on X such that ωu ≥ ω0 on X. When (X,∆)
defines an orbifold ωu is smooth in the orbifold sense.
Proof. The existence of a Hölder continuous solution u is a special case of Theorem
3.11 combined with Kolodziej’s result (just as in the proof of Prop 3.1). The unique-
ness follows from the very recent results in [11] (compare the proof of Theorem 1.5
below).
Higher order regularity when θ := δ∆ ≥ 0 :
Let Θ ∈ c1(L∆) be the curvature form of the fixed smooth metric on the R−line
bundle L∆, and let u
(j)
∆ := log(
∑
|si|
2ci + 1/j). Then θj := Θ + dd
cu
(j)
∆ is a se-
quence of Kähler forms converging to δ∆, Take uj to be a sequence of minimizers,
normalized so that supX uj = 0, of the corresponding twisted Mabuchi functionals
Kθj . Since α(−c1(KX + L∆)) ≥ α((−c1(KX + L∆), µ∆)(:= α(X,∆)) > n/(n + 1)
such minimizers exist and are smooth according to Thm 4.5 and satisfy
(6.5)
ωnuj
n!V
=
e−ujµ
(j)
∆´
X e
−ujµ
(j)
∆
; Ric ωuj =ωuj + θj
where µ
(j)
∆ are volume forms on X increasing to the measure µ∆. We may (after
perhaps passing to a subsequence) assume that uj → u∞ in L
1(X).
Step 1: Jω(uj) ≤ C,
´
e−(1+ǫ)ujµ∆ ≤ C
This is proved exactly as in the proof of Theorem 4.5 using that µ
(j)
∆ ≤ µ∆ and
the assumed bound on the alpha-invariant of (−c1(KX + L∆), µ∆).
Step 2: The sequence uj is an asymptotic minimizer of Kθ (and hence ωuj → ωu∞
solving equation 6.3)
This also follows as before using that µ
(j)
∆ ≤ µ∆.
Step 3: supX |uj | ≤ C
By the first equation in 6.5 and step 1 above we have that ωnuj/ω
n
0 is uniformly
bounded in L(1+ǫ)(X,ωn0 ) and hence Kolodziej’s theorem [51] gives the desired
C0−bound
Step 4: (a)ωuj ≥
1
Cω0 onX, (b) supK
∣∣ωuj ∣∣ω0 ≤ CK on K ⊂⊂ X −∆
First observe that since θj ≥ 0 equation 6.5 shows that the Ricci curvature of
ωuj is uniformly bounded from below on X (by a positive constant, but a negative
constant would also be fine for the following argument). Combined with the uniform
bound on uj in the previous step it follows from an argument in [3] which is a variant
of the usual Aubin-Yau Laplacian estimate [1, 79] that (a) holds (the author learned
the argument from [61] where it used to handle another situation where Ric ωuj is
uniformly bounded from below) . We next recall the argument: it follows directly
from the Chern-Lu (in)equality that
∆ωuj (log(Trωujω0) ≥ −C(Trωujω0)
using that there is a positive lower bound of the Ricci curvature of ωuj and where C
is the upper bound of the bisectional curvature of ω0. Since, Ric ωuj ≥ ωuj it follows
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that there is a constant C independent of uj such that, setting vj := Trωujω0, we
have
(6.6) ∆ωuj (log vj − (C + 1)uj) ≥ −(C + 1)n + vj
Evaluating the inequality above at a point where log vj − (C + 1)uj attains its
maximum (so that the lhs above is non-positive) and using that uj is, by Step
3 above, uniformly bounded gives an upper bound on supX vj which implies the
desired lower bound on ωuj . Next, by equation 6.5 and Step 3 above we have that
ωnuj/ω
n
0 is uniformly bounded from above on any fixed compact set K in X−supp∆
which finishes the proof of Step 4.
Step 5: ∃α > 0 : ‖uj‖C2,α(K) ≤ C onK ⊂⊂ X −∆
Given the previous estimates which, in particular, show that ‖uj‖L∞(K) ≤ C,
‖∆ω0uj‖L∞(K) ≤ C and MA(uj) ≥ 1/C, step 5 follows from a complex version of
the Evans-Krylov-Trudinger theory for local non-linear elliptic equations (see Thm
5.1 in [13]).
Finally, using the standard linear elliptic local (Schauder) estimates and boot-
strapping shows that ‖uj‖Cp,α(K) ≤ Cp for any p > 0 and hence (after perhaps
passing to a subsequence) it follows that uj → u∞ in the C
∞−topology on com-
pacts on X −∆. In particular, this shows that u∞ is smooth on X −∆. 
It may be worth pointing out that the variational part of the proof above (i.e.
Step 2) is not really needed as the rest of the argument anyway produces a bounded
function u∞ on X satisfying the limiting version of the Monge-Ampère equation
6.5 on X −∆ and hence everywhere since the support of ∆ is a pluripolar set. But
one of the main virtues of the variational approach is that it gives the convergence
of any sequence uj which is an asymptotic maximizer of the corresponding twisted
Mabuchi functional (under the usual properness assumption). In particular, the
previous corollary can be made more precise giving a singular variant (i.e applied
to θ = δ∆) of the second point of Thm 4.5 obtained by replacing the volume form
dV used in the exponential integral of u∞ with the measure µ∆.
In the orbifold case Cor 6.1 is essentially due to Demailly-Kollar who obtained
a solution ω which is a Kähler metric in the orbifold sense [31]. Strictly speaking
the results in [31] where formulated in the classical orbifold setting of stabilizers of
codimension > 1 (then X has quotient singularities), but the same arguments are
valid in the codimension one case.
6.1. Donaldson’s equation and the proof of Theorem 1.5. The existence of
solutions to Donaldson’s equation 1.8 will be deduced from the criterion in Cor
6.1 concerning the alpha-invariant of a pair (X,∆) and the following lower bound
on such invariants in the particular setting of Donaldson’s equation. One of the
ingredients in the proof is a an extension to pairs of the well-known identification
between alpha-invariants and log canonical thresholds (see the appendix).
Proposition 6.2. Let L be an ample line bundle over X and s a holomorphic
section of L such that D := {s = 0} is a smooth divisor. Then
(6.7) α(L, µ(1−γ)D) ≥ min{γ, α(L), α((L|D)}
Proof. By Proposition 7.4 in the appendix it will be enough to prove that if sm ∈
H0(mL) then −t( 1m log |sm|
2) is locally integrable wrt 1
|s|2(1−γ)
dV for any fixed t
strictly smaller than the rhs in 6.7. To this end we first recall that following inequal-
ity, which is an immediate consequence of the Ohsawa-Takegoshi extension theorem
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(see Thm 2.1 in [31] and references therein): If u ∈ PSH(Ω) such that u is not
identically −∞ on the smooth connected complex submanifold {s = 0} ⊂ Ω ⊂ Cn
then, for δ > 0,
(6.8)
ˆ
U
e−u
1
|s|2(1−δ)
dVn ≤ Cδ
ˆ
{s=0}
e−udVn−1
on some neighborhood U ⊂ Ω containing {s = 0} (depending on u). Now take
sm ∈ H
0(X,mL) and decomposesm = s
⊗l⊗ s′ where l ≤ m and s′ ∈ H0((m− l)L)
does not vanish identically on D := {s = 0} unless l = m. In the case when m = l
the integral It is clearly finite as long as t < γ. Otherwise the bound l/m < 1
translates to
e−t
1
m
log |sm|2 1
|s|2(1−γ)
= e−t(
l
m
log |s|2)e−t(
m−l
m
) 1
m−l
log |s′|2 1
|s|2(1−γ)
≤
≤ e−t
1
m−l
log |s′|2 1
|s|2(1−δ)
for any fixed t ≤ γ−δ. Since, 1m−l log |s
′|2 is a psh weight on L the inequality 6.8 gives
that the function e−t
1
m
log |sm|2 1
|s|2(1−δ)
is locally integrable in a neighborhood of {s =
0} as long as t ≤ inf{γ, α(L|D)}−δ.Moreover, on the complement of a neighborhood
of {s = 0} ⊂ X the factor 1
|s|2(1−γ)
is bounded and hence e−t
1
m
log |sm|2 1
|s|2(1−δ)
is
locally integrable there as long as t < α(L). All in all, this means that the integral
It(
1
m log |sm|
2) is finite if t ≤ min{γ, α(L), α((L|D)} − δ. 6.7. 
Before continuing with the proof of Theorem 1.5 we make two remarks. First we
note that it follows immediately from Hölder’s inequality that
α(L, µ(1−γ)D) ≥ γα(L)
But the point with the previous proposition is that it will allow us to deduce
the existence of a solution to Donaldson’s equation for γ sufficently small without
assuming that the classical alpha-invariant is sufficently big, i.e. without assuming
that α(L) > n/(n+1). Secondly, the lower bound in the previous proposition should
be compared with the trivial upper bound α(L, µ(1−γ)D) ≤ min{γ, α(L)} (just take
ψ := log |s|2). In the one dimensional case when ψ∆ is defined by a divisor ∆ as
a (formula 6.1) with ci < 1 and V := degL = 1 a slight modification of the proof
above gives
(6.9) α(L, µ∆) = min
i
{α(L, 1 − ci} = min
i
{1, 1 − ci}
(this also follows from the argument in example 3.10 since exp(−t(gx0)) is integrable
wrt µ∆ iff t < mini{1, 1 − ci}).
6.1.1. The proof of Theorem 1.5. Existence:
By a simple rescaled version of Corollary 6.1 there is a solution if
α(−(KX), µ(1−γ)D) > γ
n
n+ 1
and by the previous Proposition 6.2 this inequality is clearly satisfied if γ < Γ :=
n+1
n min
{
α(−KX), α((−KX )|D)
}
.
Uniqueness:
According to Berndtsson’s very recent generalized Bando-Mabuchi uniqueness
theorem [11] there is a unique solution of Donaldson’s equation 1.8 unless there
is a non-trivial holomorphic vector field V on X which is tangent to D (formally
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this is a consequence of the strict convexity in Prop 4.3, but the problem is the
non-existence of bona fida geodesics connecting two critical points). Next, we give
a direct argument (which does not rely on the previous existence result) showing
that such a V does not exist. Assume to get a contradiction that V as above does
exist and take γ sufficiently small (so that 0 < γ < Γ). As shown above K(1−γ)D
is proper wrt energy (since the condition on the alpha-invariant of (X, (1 − γ)D)
is satisfied). Hence it will, to reach a contradiction, be enough to find a curve ut
such that Jω(ut) tends to infinity, but K(1−γ)D(ut) does not. To this end we let ut
be defined by ut := − log(ht/h) where h0 is a fixed metric on −KX with curvature
form equal to the Kähler metric ω and ht := F
∗
t h0 where Ft denotes the lift to
−KX of the flow defined by V. Then ut satisfies the geodesic equation 4.7, where
Vt coincides with V, the given holomorphic vector field (compare [37]). Setting
J(t) := Jω0(ut) a direct calculation gives
d2J(t)
d2t
=
ˆ
X
∂2t ut
ωn
n!
=
ˆ
X−D
|Vt|
2
ωt
ωn
n!
> 0
if V is non-trivial and hence J(t) → ∞ as |t| → ∞. Finally, Prop 4.3 implies that
K(1−γ)D(ut) is affine wrt t. Hence, the limit of K(1−γ)D(ut) is bounded from above
when either t→∞ or t→ −∞ giving the desired contradiction.
Regularity of the curve γ 7→ ωγ
Fix γ = γ0 ∈]0,Γ]. Since the (normalized) potential uγ of the Kähler-Einstein
current ωγ maximizes the functional Gγ(:= G−γ,(1−γ)D) it is not hard to check that
Gγ0(ut) converges, when γ → γ0, to the supremum of Gγ0 (this is similar to the
proof of step 2 in the proof of Theorem 1.5) and hence it follows, just like in the
Step 2 in the proof of Cor 6.1, that any limit point in the L1−closure of {uγ} is a
maximizer of Gt0 . By the uniqueness in the previous point this means that ωγ → ωγ0
in the sense of currents. Finally, to prove the stronger continuity it is enough to
show that, for any positive integer m, the partial derivatives of uγ total order m are
uniformly bounded on a given compact subset K in X−D with a constant which is
independent of γ. But this follows from writing uγ as the limit of u
(j)
γ (=: uj) where
uj was defined in the proof of the previous corollary (where higher order estimates
were obtained with constants which are clearly independent of γ).
Remark 6.3. In the case of a Riemann surface Cor 6.1 combined with the simple
identity 6.9 gives a new proof of Troyanov’s existence result for metrics with con-
stant positive curvature and conical singularities ([78], Thm C). Note that the proof
in [78] was also variational, but our derivation of the corresponding Moser-Trudinger
inequality is new (the proof in [78] uses weighted Sobolev inequalities).
After the first version of the present paper appeared on ArXiv there have been
several important new developments concerning Kähler-Einstein metrics with con-
ical singularities along a divisor that we next briefly describe, referring to the cited
papers for precise statements. In the paper [40] Donaldson established the openness
property with respect to the strictly positive parameter γ of solutions to equation
1.8 with certain further regularity properties (defined using weighted Hölder spaces
adapted to D). Using Donaldson’s result and a perturbation trick in [48, 56] Bren-
dle [15] proved the existence of Ricci flat metrics with conical singularities along
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a given divisor, assuming that γ ∈]0, 1/2]. 2 A very general existence and regu-
larity theory for Kähler-Einstein with conical singularities along a divisor (or in
other words Kähler-Einstein edge metrics) has been developed by Jeffres-Mazzeo-
Rubinstein [50] based on the edge calculus combined with a continuity method. In
particular, in the positively curved case, the results in [50] say that if the twisted
Mabuchi functional corresponding to a pair (X, (1 − γ)D) is proper then there is
a Kähler-Einstein metric with appropriate cone singularities and a complete as-
ymptotic expansion along D, only assuming that γ ∈]0, 1] (we refer to [50] for the
precise regularity statement and the corresponding function spaces). Since we have
shown that the properness does hold for γ < Γ in Donaldson’s setting, i.e. when
D is an anti-canonical divisor, the results in [50] hence imply that the solutions
in ωγ in Theorem 1.5 indeed always have conical singularities and moreover admit
a complete asymptotic expansion. In another direction Campana-Guenancia-Păun
[18] used a direct regularization argument to produce negatively curved Kähler-
Einstein metrics with cone singularities along a given klt divisor ∆ =
∑
i(1−γi)Di,
assuming γi ∈]0, 1/2[.
7. Appendix: Alpha-invariants and log canonical thresholds for
pairs
In this appendix we will extend the results of Demailly in [32] concerning alpha-
invariants of Kähler classes to a more singular setting and in particular to the setting
of klt pairs considered in section 6. The main point is the simple observation that
only very basic L2−estimates, as compared to [32], are needed for our purposes.
We will assume that [ω] = c1(L) for an ample line bundle L and we fix a smooth
Hermitian metric | · | on L with positive curvature form ω. As usual, we equip
PSH(X,ω) with its L1−topology. Let µ be a finite measure on X such that
(7.1) µ(= µv) := e
−vdV
where v is a quasi-psh function on X, i.e. v ∈ PSH(X, ǫω) for some ǫ > 0. For a
fixed positive number t we consider the functional
It,v(ψ) :=
ˆ
e−tψµv
on the space PSH(X,ω). By definition
α(L, µv) := sup {t : It,v is bounded from above on PSH(X,ω) ∩ {supX(·) = 0}}
Let us start be recalling the following fundamental local result from [31] which will
allow us to replace the uniform boundedness of It with finiteness.
Theorem 7.1. (Demailly-Kollar ). Let K be a compact subset in a domain Ω ⊂
C
n and u ∈ PSH(Ω). Define cK(u) as the sup over all c ≥ 0 such that e
−cu is
integrable on some neighborhood of K. If uj → u in L
1(Ω) where uj ∈ PSH(Ω),
then e−cuj → e−cu in L1 on some neighborhood of K for any c such that c < cK(u).
Applying this theorem to the present global setting gives the following
2Combining the arguments in [40, 15] with those in the present paper the author then noted
that ωγ has conical singularities for any γ sufficiently small thus confirming Donaldson’s conjecture
(see arXiv:1011.3976 [v3]). More precisely the result was shown to hold for γ < min{Γ, 1/2}) by
deforming any orbifold solution. Here we have omitted the argument as the subsequent results
[50] permit to remove the unnatural restriction γ < 1/2 (as explained above).
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Corollary 7.2. If the functional I(t+ǫ),(1+δ)v is finite on PSH(X,ω) for some ǫ, δ >
0 then It,v is continuous. As a consequence,
• Given δ > 0 and t < α(L, e−(1+δ)v) the functional It,v is continuous on
PSH(X,ω) (wrt the L1−topology).
• α(L, µv) := sup {t : It,v <∞ on PSH(X,ω)}
Proof. Take t and ǫ, δ > 0 such that It+ǫ,(1+δ)v is finite on PSH(X,ω). Assume
that ψj → ψ in PSH(X,ω) and normalize so that supX ψ = 0. For any fixed
point x with a small neighborhood U we may apply the previous theorem to uj :=
ψ+v/t+C|z|2 for C sufficently large and deduce that e−tψje−v → e−tψe−v in L1(U).
Using a partition of unity hence shows that It,v is continuous on PHS(X,ω). This
immediately implies the first point in the corollary. To prove the second point we let
α∗(L, µv) be defined as the rhs in the second point. Clearly, α
∗(L, µv) ≥ α(L, µv)
and by the first point and the compactness of the space PSH(X,ω)∩{supX(·) = 0)
we also have α(L, µv) ≥ α
∗(L, µ(1+δ)v) for any δ > 0. The proof is now concluded
letting δ tend to zero and noting that the rhs above is continuous in δ, which
follows from the fact that α∗(L, µλv) is concave in λ (I am greatful to Sebastien
Boucksom for pointing this out to me). Indeed, by Hölder’s inequality, the function
fψ(t, λ) = log It,λv(ψ) is convex in (t, λ) and hence α
∗
ψ(λ) := sup{t : It,λv(ψ) <∞}
is concave in λ. Taking the infimum over all ψ thus shows that α∗(L, µλv) is concave
in λ, as desired. 
Lemma 7.3. The functional It above is finite on PHS(X,ω) iff it is finite on the
subspace of all singular weights of the form ψ = 1m log |sm|
2 for sm ∈ H
0(X,mL),
where m is positive integer.
Proof. The “only if” direction is trivial and hence we fix ψ ∈ PSH(X,ω). By
replacing ψ with (1− δ)ψ + δψ0 it is enough to prove that It is finite on the space
of all ψ such that ωψ ≥ δω for some δ > 0. The proof of the lemma is based on the
observation that one may replace the volume form dVω used in the proof of (iii)
in Theorem A.4 in [32] with any measure µ which the following property: for any
weight ψ as above
(7.2) ‖s‖2(mψ,µ) :=
ˆ
X
|s|2e−mψµ,
defines a Hilbert norm on the Nm−dimensional subspace Hm := ‖·‖
2
(mψ,µ) < ∞
of H0(X,mL), with Nm > 0 for m sufficently large. To see that this is the case
for µ satisfying 7.1 we rewrite ‖s‖2(mψ,µ) = ‖s‖
2
(ψ˜m,dV )
, where ψ˜m =: mψ + v.
Since v is quasi-psh we have we that ψ˜m ∈ PSH(X,mωǫ/2) for m sufficenty
large. This means that | · |2e−ψm defines a singular Hermitian metric on mL with
a curvature current bounded form below by mωǫ/2. But then it follows from well-
known L2−estimates for ∂¯ (see [32] and references therein for much more precise
results) that for any m sufficenty large there exists s ∈ H0(X,mL) for m such that
‖sm‖
2
(mψ,dV ) <∞. We can now proceed exactly as in the proof of (iii) in Theorem
A.4 in [32]. Indeed, let ψm ∈ PSH(X,ω) be defined by
ψm :=
1
m
sup
sm∈H0(X,mL)
log
|sm|
2
‖sm‖
2
(mψ,µ)
=
1
m
log
Nm∑
i=1
|s(i)m |
2
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where s
(i)
m is an orthonormal base for Hm and set αm := sup{t : It(ψm) < ∞}.
Then
(7.3) 1/α(L, µ) ≤ 1/αm + 1/m
To see this one writes e−
m
p
ψ = e
mψm−mψ
p e
mψm
p for a fixed p > 1 and apply Hölder’s
inequality with dual exponents (p, q) givingˆ
e
−m
p
ψ
µ ≤ (
ˆ
emψmµ)1/p(
ˆ
e
−mq
p
ψm)1/q
By the second equality in the definition of ψm above the first factor is a constant
(= N
1/p
m ) and the second factor is finite as long as
mq
p < αm, i.e (
m
p )
−1 < 1αm +
1
m .
Since p > 1 was arbitary this proves 7.3.
Now take t such that It is finite for all ψ of the form
1
m log |sm|
2. By the second
equality in the definition of ψm above combined with the concavity of log we the
deduce that It(ψm) is finite for any m sufficently large and hence α(ψm) ≥ t. All in
all this means that α(L, µ) ≥ t(1 + ǫm), where ǫm → 0 and hence letting m → ∞
finishes the proof of the proposition. 
All in all we arrive att the following
Proposition 7.4. Let µ be a measure satisfying 7.1. Then the invariant α(L, µ)
coincides with the sup over all positive numbers t such that
´
X e
−t 1
m
log |sm|2µ is
finite for all sm ∈ H
0(X,mL) and m ∈ N. In particular, this is the case for the
measure µ := µ∆ associated to a klt divisor ∆ (formula 6.2).
Formulated in terms of log canonical thresholds (see [32]) the previous proposition
amounts to the identity
α(L, µ∆) = inf
Dm
lctX(X,Dm +∆),
where m is a positive integer and Dm is the zero divisor of some sm ∈ H
0(X,mL).
Remark 7.5. All the previous results apply in the more general case when L is big,
i.e. ω is only assumed to be a Kähler current (just as in [32]). The proofs are
essentially the same.
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