INTRODUCTION
Let X be a reflexive Banach space, A a linear maximal monotone mapping with domain D(A) in X to X*, and N a nonlinear mapping from X to X*.
The purpose of this paper is to establish the existence of solutions of a nonlinear equation of the form Au + Nu = w for a given w in X* and equations obtained by compact perturbations of the same, namely, equations of the form Au + Nu + C,u = w, where C, , t E [0, 11, is a continuous family of compact mappings from X into X*. Our result on the existence of solutions of equation Au + NU = w is similar to a result of BrCzis [3] and Browder-Hess [5] . It contains a result of Kenmochi [12] as a special case. The result on the perturbed equation Au + Nu + C,u = w is new, although the proof is similar to an earlier result of the author on the perturbed equation u + ANu + C,U = z, (see [I 1, Theorem 61). We may, however, mention that our result on the equation Au + Nu + C,u = w cannot be obtained as a corollary of corresponding results for u + ANu + C,u = v since the mapping A in general is unbounded. Finally, the results of this paper can be extended easily to the case of multivalued mappings N, but we stick to the singlevalued case for simplicity sake.
MAIN RESULTS
Let X be a reflexive Banach space and X* denote the dual Banach space of X. Let (w, x) denote the duality pairing between the elements w in X* and x in X. A (multivalued) mapping T from X into 2x" is said to be monotone if its graph G(T) = {[x, u] 1 u E TX} is a monotone subset of X x X* in the sense that (u -V, x -y) > 0 for all [x, u] , [y, V] E G(T), and T is said to be maximal monotone if G(T) is not a proper subset of any other monotone subset of X x X*. Observe that a mapping T from X into 2x* is maximal monotone iff the inverse mapping T-l from X* into 2x is maximal monotone. A maximal monotone mapping T from X into 2 X* is said to be linear maximal monotone if its graph G(T) is a vector subspace of X x X*. Again, it is clear that T from X into 2x* is linear maximal monotone iff T-l from X* into 2x is linear maximal monotone. For a multivalued mapping T from X into 2x*, we define the effective domain D(T) of T by D(T) = {x E X 1 TX # m}. A mapping T from X into 2x* is said to be coercive if A single-valued mapping defined everywhere in X is said to be of type (M) if it satisfies the following two conditions: (M,) For any sequence {x~} in X such that x, -x0 E X weakly with the sequence TX, -w0 E X* (weakly) and lim sup,,,(Tx, , x,) < (zu, , x0), we have TX, = w,;
(Ma) T is continuous from finite-dimensional subspaces of X to X* endowed with weak topology;
A single-valued mapping T defined everywhere in X to X* is said to satisfy condition (S+) if for any sequence {xn} in X such that x, -x0 E X (weakly) and lim sup,,,(T~~ , x, -x,,) < 0 then there exists a subsequence (x~,} of {xJ such that xnlc + x0 (strongly) and TX, Ic -TX,, (weakly). THEOREM 1. Let X be a rejexive Banach space, A a linear maximal monotone mapping from X into 2x*, and N a single-valued bounded mapping of type (M) from X into X*. Suppose further that there exists an r > 0 such that (Nx, x) > 0 for Ij x Ij 3 r. Then there exists an x E X with 11 x jj < r such that xf D(A) and -N(x) E A( x or equivalently 0 E A(x) + N(x). Further, the ) set {x E X 1 0 CE Ax + Nx} is weakly compact.
Proof. We may assume using a result of Asplund [I] that X is endowed with a norm in which both X and X* are strictly convex. Now, let J be the duality mapping from X* into X defined for a given WEX* by Jw=u, where (w, Jw)=lIw/ja and I/ Jwj/=jjwll. Such a u exists by Hahn-Banach Theorem and is unique since X is strictly convex. Further, for wr , w2 in X*, we have (Wl -wz > Jw1 -Jwz) > (II ~1 II -II wz II>". Now, for E > 0, set A, = (A-l + E J)-'. Then it is easy to see (e.g., from Lemma 3 [12] ) that A, is a single-valued everywhere defined bounded, maxi-ma1 monotone, demicontinuous (i.e., continuous from norm topology of X to X* endowed with weak topology) mapping from X into X*. Now, let n denote the family of finitedimensional subspaces of X and suppose that (1 is partially ordered by inclusion. ForF E (1, letj,: F + X denote the inclusion mapping and jF*: X* ---f F* be the corresponding projection mapping. Then it follows from above that the mapping B, = j,*(A, + N) j,: F --+F* is continuous and is such that (Bg, u) > 0 for u EF and )/ u // 3 Y. Indeed, (BFEuT 4 = (jF*V, + N)j Fu, u) = ((AE + N) u, u) 3 (Nu, u) > 0 for u EF and Ij u 11 3 Y since A<(O) = 0. So, it follows (e.g., from [2, Theorem lo]) that there is a uFE EF with 11 uFE 11 < Y such that BFEuFE = 0 or equivalently yFE = (A, + N) uFE EFI (the annihilator of F in X*).
Clearly, yFE -0 following the filter /I, in X*. For F,, E A, let VFOE = (@FE 7 N~cl IFIF,,).
Since // uFE // < r for every FE/~ and N is a bounded mapping, we see that V sir?e is contained in some closed ball S in X x X* which is weakly compact X is reflexive. Let vF E denote the weak closure of V, E in X x X*. The family {VP E}F EIl of weikly closed subsets of the weakly 'compact set S clearly has finiie mtersection property and so (IFOEn vFOc # 0. Now, let bu, 3 &I E r)Fpl Kos f We assert that g, = Nu, . Indeed, let F,, E A be such that u, E F, . Since [u, , gJ E pF,, , we see that there exists a sequence {F,} in /I such that F, 3 F,, for every n and uFn6 -u, , Nu, E -g, . Using the monotonicity of A, and the fact that yFnE E FnL C F,,l, w"e see from Using the fact that A is linear so that 0 E A-r(O), we get that
Since now 11 uFE 11 < r for everyF E (1' and E > 0, we see from the boundedness of the mapping, N, and the fact that yFE EFI that there exists a constant C independent of FE A' and E > 0 such that c 11 uFE -NuFr II2 < C2, It then follows that i.e., 11 uFc -
for every F E fl' and E > 0. From (1) and (2), by passing to another ultrafilter (if necessary), we may assume that there are elements h, E X and kc E X* such thatyF, -Nu, -k, for F E /l' and vFE E A-l( yFE -NuF6) -h, for FE A'. Since A-1 is linear maximal monotone, G(A-l) is weakly closed in X* x X and so k, E &4-l) and h, E A-l(&) or equivalently k, E A(h,). Also, our work above shows that k, = -Nu, . Now, using, the weak lower semicontinuity of the norm in X, we get from (2) that 11 u, -h, II < l 1l2C
for every E > 0. So X, = 24, -h, + 0 strongly in X as E -+ 0. Let {en} be a sequence of positive numbers such that E, + 0 as n + co. We may assume that there exist u E X and g E X* such that u,~ -u and Nu,, -g. Now h,* = uEn -&, -u and A(h,") 3 k,-= -Nu,,--g imply, using the fact that A is linear maximal monotone, that u E D(A) with -g E A(u). It then suffices to prove that g = NU to conclude that 0 E A(u) + N(u). Now, using the monotonicity of A and the fact that -g E A(u), we get from that li~+-d%n , u,,) < (g, 4, which gives that g = N(u) since N is of type (M). Finally, the weak-compactness of the set 1% E X I 0 E Ax + Nx} follows from the facts that the set {x E X j 0 E Ax + Nx} is a bounded subset of X, the weak-closure of a bounded subset of a reflexive Banach space consists of limits of weakly convergent sequences in the set, the linear maximal monotonicity of A, and that N is a mapping of type (M).
This completes a proof of the theorem. Q.E.D. Proof. Since N is a coercive mapping, we see that for each w in X* there exists an r > 0 such that (Nu -w, U) > 0 for II u I/ 3 r. It then follows from Theorem 1 that there exists an x E X such that 0 E A(x) + N(x) -w, i.e., w E Ax + Nx. Thus R(A + N) = X*. Hence the theorem.
Q.E.D.
Remark 1. Theorems 1 and 2 can be extended easily to the case of multivalued bounded mappings N of type (M). We have studied and presented the single-valued case only because of simplicity and our interest in studying the compact perturbations of equations of the form w = Au + Nu. We may also remark that Theorem 2 was proved earlier by Kenmochi [12] for mappings N of type (M) which were defined via the use of filters instead of sequences as we do here. As was observed earlier by BrCzis [2] , the definition of mappings of type (M) using filters is equivalent to mappings of type (M) defined using sequences iff the Banach space is separable and the mapping is bounded. So our theorem is valid for nonseparable Banach spaces, in contrast to Kenmochi's theorem which is valid only for separable Banach spaces if the definition of type (M) mappings is made using sequences. Proof. We first observe that it suffices to show that 0 E R(I + AN). Indeed, for any v E X*, to show that v E R(I + AN) is equivalent to showing that 0 E R(I + AN,), where NV is a mapping from X* to X defined by N,(u) = N(u + > f v or all u E X*, and NV satisfies the conditions of the theorem iff N does. Now 0 E R(I + AN) iff 0 E R(A-l + N) and then the theorem follows from Theorem 1. Hence, the theorem.
Remark 3. We may remark that Theorem 3 does not in general imply Theorems 1 or 2. and so NU = v. This completes the proof of (i).
(ii) Th p f f (") e roo o u now follows from (i) because if {z+} is a sequence in C with wi E AZ+ + Nuj such that wj + w, we can assume (again by choosing a subsequence, if necessary) that uj -u E C and then (i) implies that u E D(A) and w E Au + Nu. Hence the proposition.
Q.E.D. PROPOSITION 2. Let X be a rejexive Banach space, A a linear maximal monotone mapping of X into 2x", and N a single-valued bounded mapping which satisfies condition (S+). Then: (i) A + N is a proper mapping from bounded closed subsets of X into X* (i.e., for each compact subset K of X* and each closed ball B of X, (A + N)-l (K) n B is a compact subset of X).
(ii) For each bounded closed subset C of X, (A + N) (C) is closed in X*.
Proof. (i) Let {uj} be a bounded sequence in X such that AZ+ + Nuj is contained in a compact subset K of X*. We want to show in view of Proposition 1 that we may extract an infinite subsequence from the sequence (uj} which is strongly convergent in X. Letting wi E AZ+ + Nu, , we may assume that uj -u E X and wj + w E X*. It then follows from Proposition 1 that u E D(A) and w E Au + Nu. Also, using the monotonicity of A, we obtain that lim sup(Nz+ , ui -u) < 0. Now, since N satisfies condition S+, we see that uj * u. This proves (i) of the proposition.
(ii) Let w E closure of (A + N) (C) in X*. Then there exists a sequence {wi} in (A + N) (C) such that wj + w. Let uj E C be such that wj E Auj + Nuj . Now the subset K = {w} u uj {wj} is a compact subset of X*, we see from (i) that there is an infinite subsequence of {uj} (which we denote by uj itself) such that uj + u E C. Since the sequence {ui} eventually lies in and the latter set is compact and hence closed in X, it follows that for each K, u E CA + NJ-l (iwIl u u iwj;) * j>k
Hence w E Au + iVu, proving that (A + N) (C) is closed in X*. This completes the proof of the proposition. Q.E.D. We need the following proposition from the theory of generalized LeraySchauder degree for multivalued compact mappings in Banach spaces, which we state here without proof and refer the reader to [6-lo] for the proof of this proposition. We also need a variant of Theorem 3.10 of Browder [4] for the case of nonlinear mappings T which may not be defined everywhere and which may not be continuous. (1) For each y E Y, T-l(y) is a closed convex nonempty subset of X.
(2) There exists u0 E G such that y0 E T(uo). (4) For any sequence of elements { yn} in Y withy,, + y0 and u, E T-l( yn) such that un -u,, , we have u,, E T-l( ~~'0).
Then for each t E [0, 11, there exists ut E G such that y0 E (T + C,) (ut).
Proof. We apply Proposition 3 to the mapping S from X x [0, l] into 2X defined by S(x, t) = T-l(y, -C,(x)).
It follows obviously from this definition that x lies in S,(x) = S(x, t) iff y,, E (T + C,) (x). To apply Proposition 3, we first note by condition (1) of the theorem that S(x, t) is a closed, convex, nonempty subset of X. If B is a bounded subset of X, then by the definition of a continuous family of compact operators, C(B X [0, 11) is a relatively compact subset of Y. Since T is proper, T-l(C(B x [0, 11) is relatively compact in X. Hence, S(B x [0, 11) is relatively compact in X. For t = 0, y0 -C,(x) = y,, , so that So(x) = WY,), and thus S,,(x) intersects G by hypothesis. To complete the proof of the theorem, it therefore suffices to prove that S is an upper semicontinuous mapping of X x [0, l] into 2x. Let x, E X, to E [0, l] and let U be a neighborhood in X of S(x,, , t 0 ). To show that S is upper semicontinuous, we must show that there exists E > 0 such that if /I x -x0 I/ < E and 1 t -to j < E, then S(x, t) C U. Suppose that this were not true. Then there would exist a sequence {xn} in X converging to x,, , a sequence {tn> in [0, l] converging to to , and for each n an element u, in S(x, , tn) -U. By the compactness of the mapping S, we may assume without loss of generality that u, converges to some element u,, E X -U. For each n, we know that yo -G,,(xvJ E T(un) h h w ic converges strongly toy0 -C,(x,). So by condition (4), we have that u. E T-l(y, -C,Oxo) = S(x, , to). This contradicts the fact that u. lies outside of U. Hence, the theorem.
Proof of Theorem 4. We apply Theorem 5 to the mapping T = A + N of X into X* which is maximal monotone and satisfies the hypothesis of Theorem 5 in view of Theorem 1, the standard results on monotone operators, and Propositions 1 and 2.
Q.E.D. 
