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PRÓLOGO 
El objetivo a largo plazo de la Ingeniería de Control Automático es implementar 
un sistema que pueda operar, independientemente de !a intervención humana, en un 
ambiente incierto; un sistema con esas capacidades se denomina autonomo Una vez 
implementado solo requerirá que se le especifiquen las metas deseadas, en lenguaje 
natural, y él determinara sus objetivos y los mecanismos para lograrlos por medio de una 
interacción continua con el ambiente Este tipo de sistemas serán mu> útiles cuando la 
intervención humana sea peligrosa, susceptible a fallas o sencillamente imposible Sobra 
decir que un sistema tal aun no ha sido desarrollado, asi mismo, las técnicas actuales de 
análisis, diseño e implementación de sistemas de control automático, no son lo 
suficientemente poderosas y flexibles para construir estos sistemas autonomos 
Se dice que un sistema tiene la capacidad de aprender si este adquiere 
información, durante su operacion, sobre las características desconocidas de la planta v 
su medio ambiente, de tal forma que el desempeño global es mejorado de forma 
continua. Por lo tanto, si se 1c agrega esta capacidad al sistema de control, entonces se 
puede expandir el rango global de operacion y finalmente obtener un sistema autonomo 
Aunque se han reportado muchas aplicaciones de Control I ineal. como sistemas 
de control automático basados en sistemas lineales, el analisis de sus propiedades esta 
bastante menos desarrollado Fn el control difuso Takagi-Sugeno se requiere lineal izar 
los sistemas, mientras que en el control optimo inverso se puede aplicar a sistemas 
sistemas no lineales 
Con base en lo anteriormente expuesto, los objetivos del trabajo de investigación 
presentados en esta tesis son 
• Seguimiento de travectorias de sistemas lineales 
• Analizar la estabilidad de un esquema, basado en control optimo inverso, de 
sistemas no lineales 
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CAPÍTULO 1 
INTRODUCCIÓN 
En diferentes casos , uno de los p rob lemas para la implementac ión de 
s is temas de control au tomát ico es la necesidad de contar con un mode lo que 
describa la d inámica del s is tema a ser controlado. Normalmen te este modelo 
no está disponible ó es demas iado compl i cado para propósi tos de diseño. Por 
ello es importante d i sponer de un modelo lo suf ic ien temente s imple para 
t rabajar con él, pero que retenga las caracter ís t icas esenciales del proceso. 
Los modelos difusos tipo Takagi-Sugeno [ l) se han convertido en una herramienta 
muy popular para aproximar sistemas no lineales. Si se tiene un buen conocimiento del 
comportamiento del sistema se puede elaborar una descripción lingüistica en términos de 
reglas S l -ENTONCES. Combinando la descripción matematica del sistema con su de-
scripción lingüística resulta un modelo difuso del sistema. Si se cuenta con una descripción 
local de la dinamica de la planta y esta en términos de modelos lineales, es posible construir 
un modelo difuso Takagi- Sugeno. I os modelos lineales pueden ser obtenidos mediante la 
localización del sistema no lineal alrededor de diferentes puntos de operacion o. si el mod-
elo no es bien conocido, a través de una identificación enlrada-salida alrededor de esos 
puntos. Una vez definidos los modelos lineales locales, usando teoría de control conven-
cional de sistemas lineales, se puede diseñar una ley de control con rctroalimentacion de los 
estados o del error para cada modelo lineal local. H controlador total sera una combinación 
de los controladores locales lineales difusos. 
Como contribución principal en este trabajo, se propone un nuevo esquema de con-
trol difuso para el seguimiento de trayectoria en sistemas no lineales. I ste esquema com-
bina la tcona del regulador lineal [2]. [3], [4| con la metodología de control di tuso tipo 
lakagi-Sugeno. La teoría del regulador lineal permite realizar la estabilización en un punto 
de operacion y seguimiento asintotico en sistemas lineales, y mediante el modelo diluso 
lakagi-Sugeno se obtiene una buena aproximación del sistema no linea!. 
Fsta memoria de tesis se organi/a como sigue: 
En el Capítulo 2 se presentan los conceptos básicos sobre el modelo difuso Takagi-
Sugeno y se discuten propiedades sobre la estabilidad de este modelo. También se presen-
tan algunos conceptos fundamentales sobre la Teoría del Regulador I ineal. Al final del 
capítulo se deriva el esquema de control que se propone en esta tesis. 
F-,1 Capítulo 3 describe la aplicación del esquema propuesto al péndulo invertido sim-
ple. Se establece el modelo del sistema y posteriormente el diseño del controlador. 
Se utiliza el mismo esquema propuesto (el péndulo invertido simple), para el cual, se 
propone una función candidata Lyapunov de control y con base a ella, se obtiene una ley 
de control, la cual garantiza estabilización, esto se discute en el Capítulo 4. 
Finalmente, en el Capitulo 5 se exponen las conclusiones y comentarios sobre los 
resultados obtenidos al aplicar los esquemas de control propuestos También se dan algunas 
perspectivas generales sobre el trabajo futuro 
CAPÍTULO 2 
CONTROL DIFUSO TAKAGI-SUGENO 
PARA SEGUIMIENTO DE 
TRAYECTORIA 
En este capí tulo se presentan concep tos básicos que se utilizan en la 
estructura del cont ro lador p ropues to en esta tesis, bn la sección 2.1, se 
esplica el mode lo d i fu so Takag i -Sugeno en su forma más general 
Se presentan los pr incipales resul tados sobre estabilidad apl icados a 
s is temas d i fusos tipo Fakagi -Sugeno. Sin mero parrafo , se dan a lgunos 
conceptos sobre la teoría del regulador lineal. 
En la sección 2.2, se presenta la es t ructura del controlador que se 
p ropone en este t r aba jo para realizar el seguimiento de una señal de 
referencia , variable en el t i empo por un s is tema no lineal. 
2 . 1 Preliminares 
2 .1 .1 Modelo Difuso Takagi - Sugeno 
Ln esta sección se describe y define un Sistema Difuso Funcional [5|. del cual el 
sistema difuso lakagi - Sugeno es un caso especial. 
Fl sistema difuso funcional tiene /-ésimas reglas de la siguiente forma. 
SI í.s \ f n y \1,} y Zv ts A/,„; E N T O N C E S / h <2 1) 
donde (-) representa el argumento de la función /i,; / 1,2, .r; r es el numero de re-
glas; 2,(/)- • -,(/)• q(t) son las variables premisa; M son los conjuntos di tusos del an-
tecedente de la regla i j 1,2.. : > '>, son las variables eondicion. 
Fl antecedente de las reglas esta definido como un sistema dituso normal Sin em 
bargo para los consecuentes de las reglas, en lugar de un termino lingüístico asociado con 
una función de pertenencia, se usa una tuncion b, h,( ) (de ahí el nombre de "sistema di-
fuso funcional '), que no tiene asociada una función de pertenencia I 1 argumento de h 
contiene los términos . pero también se pueden usar otras variables C ualquier función 
puede ser usada en la parte consecuente, lo cual hace al sistema dituso tuncional muv gen-
eral. Información sobre los conceptos básicos de lógica di tusa se pueden encontrar en [6] 
y [7]. 
Fg. 1 Cor»xitos Diusos 
Para el sistema difuso funcional, se puede usar una operación apropiada (mínimo o 
producto) para representar el antecedente ver h g I, y de esta forma la desdifusificacion 
puede ser calculada usando el método del centroide (centro de área o de gravedad) como 
t {A, \ l>, 
V ' \ (2 2) 
V A 
i 
donde A, ~ n M,, z si se asa el producto, y \ í , es el grado de pertenencia de en 
w. y - [ - \ 
Se supone que el sistema diluso luncional esta definido para que. independientemente 
del valor de la entrada, se tenga que ^ A / 0 Se puede ver al sistema difuso funcional 
como una interpolación no lineal de las transformaciones definidas por las funciones en el 
consecuente de las reglas 
Cuando 
h h •) n * i + r a (2 
adonde a, son números reales) el sistema difuso funcional es referido como Sistema Di-
fuso Takagi - Sugeno Fl sistema difuso funcional reali/a una interpolación no lineal entre 
transformaciones lineales. 
De las reglas (2.1) se observa que cuando z} está caracterizada por la parte SI de 
las premisas, la salida o conclusion E N T O N C E S , es una Junción lineal de las variables de 
entrada (2.3). Por lo tanto el sistema difuso puede ser visto como una función continua por 
partes, donde el cambio de una función a otra se efectúa de acuerdo al grado de pertenencia 
Mv z en la función de membresia. 
Fl consecuente de las reglas del sistema difuso lakagi - Sugeno puede ser cualquier 
transformación lineal. Una transformación que ha probado ser particularmente útil es la 
de un sistema dinámico lineal como consecuente, para la representación mediante un mod-
elo difuso de un sistema dinámico no lineal |5). I1 modelo del sistema se describe por 
reglas difusas SI - E N T O N C E S , que representan relaciones lineales locales entrada - sal-
ida. con elementos difusos en el antecedente y sistemas lineales invariantes en el tiempo 
en el consecuente. Fl modelo dituso Takagi -Sugeno se obtiene fácilmente mediante la lin-
ealizacion de la planta (no lineal), en diferentes puntos de operacion I as reglas de los 
modelos difusos son de Id siguiente forma. 
i esima regla de la plañía. 
SI t ) < s M, i, y „ / M, . E N T O N C E S j r 1 ' j 
(2 4) 
donde i 1.2 r ; r es el numero de reglas. - (/) ,</) son las variables premisa o algunas 
variables medibles del sistema. son las variables lingüisticas. / 1.2. .g. J t f R' 
es el vector de estado; u(t € /?"' es el vector de entrada, y I 6 IF es el vector de salida: 
A, e / T * n ; Dx € Rn*m y C, € fíp*n son respectivamente la matriz de estado, de entrada y 
de salida. 
De acuerdo a lo anterior, el modelo difuso lakagi -Sugeno permite representar a un 
sistema no lineal como una interpolación no lineal entre r sistemas lineales. I as funciones 
de pertenencia del antecedente en cada regla cuantifican qué tanto, el sistema lineal en 
el consecuente, es valido para una región especifica en el espacio de estado Cuando el 
estado evoluciona se activan dilerentes reglas indicando los modelos lineales que deben ser 
usados. 
hl estado final ) la salida final del sistema difuso total se infieren de la forma sigu-
iente: 
¿ A (0 {A t t + B u t } 
' / r (2.M 
H A 0 
i 
¿ A , (t Cx[t) 
M ' 
£ A, t 
i 
donde A, - ( / ) n U, - /) 117). \f (/) es el grado de pertenencia de I en \ ¡ 
> 
> z{t) ( z.d Jt -q t ] 
l na ve/ que el sistema no lineal se representa por un modelo difuso takagi - Sugeno. 
se diseñan las reglas de control correspondiente a cada regla del modelo dituso de la planta 
H controlador difuso diseñado comparte en el antecedente los mismos conjuntos difusos 
que el modelo difuso de la planta. 
Las reglas difusas para el controlador son 
7 - esima regla del controlador: 
S I c , ( / ) f i Mtly. y zg(t)ts A/,„. E N T O N C E S ut A x t i 1.2. t 
(2.6) 
De (2.6) se puede ver que las reglas del controlador difuso presentan leyes de retroali-
mentación lineales en la parte consecuente Para el diseño de la ley de control de cada regla 
se puede utilizar cualquiera de las diferentes técnicas existentes para sistemas lineales H 
controlador difuso total se representa por: 
¿A, t) • h J t) 
" ( 0 ' (2 7) 
Y. x im 
donde K, es una ganancia de retroalinientacion que puede ser calculada de acuerdo a la 
teoría de sistemas lineales para estabilizar cada modelo lineal local 
H controlador total resultante, que es generalmente no lineal, es una combinación de 
los controladores locales lineales difusos 
2 . 1 . 2 Análisis de Estabilidad 
l na propiedad importante de los sistemas de control es la estabilidad 1 n (8) se ob-
tienen teoremas sobre la estabilidad de un modelo difuso lakagi - Sugeno con sistemas 
lineales invariantes en el tiempo como consecuentes, utilizando el concepto de estabilidad 
en el sentido de l vapunov Mediante estos teoremas solo se obtienen condiciones sufi* 
cíenles 
El sistema en lazo abierto de (2.5) se define como sigue. 
¿ A, z(t)\ - Atx t 
1 , (2 8) 
E K z(t) 
I l 
Teorema 2.E H equilibrio de un sistema difuso continuo descrito por (2.8) es glob-
almente asintoticamente estable si existe una matriz común P ; simétrica positiva definida 
( P, P[ > 0 ) tal que: 
i'i + Pi 4, < 0 (29) 
para todo i 1.2 / • 
I-ste teorema se reduce al teorema de estabilidad de l.yapunov para sistemas lineales 
continuos cuando i 1 
El teorema 2.1 solo da condiciones suficientes para asegurar estabilidad de (2 X) 
Del teorema 2.1 se puede deducir que todas las matrices A son estables si existe una 
matriz P/ positiva detinida común a todas ellas. Un sistema difuso puede ser globalmcnte 
asintoticamente estable aun si no existe una matriz común P, positiva definida 
Definiendo 
A ,(1 
h, t T (2 10) 
H A, (/ 
i 
y reemplazando (2.7) en (2.5) se obtiene la siguiente ecuación para el sistema en lazo 
cerrado 
j ! ^ ^ h t h z(t {.1 li i\ t t (2 11) 
y(t) Y,h> '> C ' T t 
: 1 
Teorema 2.2. El sistema difuso en la/o cerrado (2 I I) es globalmente asintotica-
mente estable si existe una matriz positiva definida común P¡ la cual satisface la siguiente 
desigualdad: 
(.4, B , h )' r , + / ' 4, l ì . K < 0 (2 12) 
para i 1.2. . r. y j 1.2. r • 
L os teoremas anteriores se basan en la elección de una función de l >apunov cuadraiica 
Procedimientos de prueba y error tueron primeramente propuestos por | 8 | para el calculo 
de la matriz . Otros autores)9]. 110], ( 11 ). | I2j. [ M | y ( 14] establecen que el problema 
de diseño de la matriz común P/ puede ser resuelto numericamente, esto es, la desigual-
dad (2.12) puede ser expresada como desigualdad lineal de matrices| I Si no existe una 
matriz P / . no significa que no existe un controlador difuso lakagi - Sugcno que pueda esta-
bilizar la planta, sino que la función de I yapunov elegida no pannile demostrar estabilidad 
Por lo tanto es necesario elegir una función de I \apunov diferente, de tal forma que sea 
posible probar que el controlador estabiliza la planta 
2 . 1 . 3 Regulador Lineal 
Fn la leona de control un problema importante es el de controlar una planta de tal 
forma que su salida siga asintoticamente cualquier travectona de referencia en una fanu lu 
específica | 3 f (4|. Para una planta modelada por un conjunto de ecuaciones diferenciales 
lineales de primer orden de la forma 
r (í) Ax(t) + Dv(t) (2.13) 
víO í ' j - t 
en el cual ?*(/) denota la acción de control, y{t) denota la salida a ser controlada y x(l) es 
el vector que representa al estado interno de la planta, el problema en cuestión es encon-
trar, para cada función de salida de referencia y rF/{ ) en una familia especifica, una ley de 
control ) tal que la respuesta correspondiente y de la planta satisfaga la relación 
para cualquier estado inicial 
I a ley de control que permite este obiehvo se genera por un controlador en retroal-
imentación. el cual recibe información sobre el estado s t). asi como de la señal de refer-
encia Vrr/( ) > genera el valor requerido de la ley de control «(/)• H problema de control 
enunciado en esta forma se conoce como el problema de seguimiento asintotico con esta-
bilidad interna. 
hn muchas situaciones practicas, la respuesta de la planta se afecta no solo por la en-
trada u{t). sino también por otras entradas exogenas. cuyo comportamiento no puede ser 
especificado ni modificado (perturbaciones) Si u „ 1 denota el valor de una perturbación 
de entrada, la planta puede ser modelada por un conjunto de ecuaciones diferenciales lin-
eales de primer orden de la forma 
lun, .x y{t) yr,,(/) 0 
T t Ax(t + H I t 4 f ) l prr t (2 14) 
y(t) Cx(t) + turHT t) 
Para este caso, el papel del control es garantizar el seguimiento asintotico de alguna 
trayectoria de referencia específica, satisfaciendo 
hmt y i) yTrf(t 0 
pero esto no solo debe lograrse para cualquier estado inicial ( t (0)) . sino también para 
cualquier perturbación posible t/,*.,•(•) en una familia especifica. Lste es el problema de 
seguimiento asintotico. con rechazo asintotico de perturbaciones. 
Si la señal de referencia se expresa como una combinación lineal de otras señales 
</„/(') ««V./C) 
entonces para una planta modelada por ecuaciones de la forma 
( 2 I S ) 
J t Ax I) + Bu t) + I) II 
- ! Cx {)+ f H 
"f*r t 
» r , / ( 0 
",*r t 
" r , f t) 
(2 16) 
donde i (/) i/(t yr, f[t),cI problema en cuestión puede ser descrito como el encontrar 
una lev de retroalimentacion que cumpla 
vi, ' (/) 0-
Ll sistema anterior se puede escribir de la siguiente forma: 
r t A r ( f ) f Bu f f I' u t) 
r t Cx t) + Q u t 
(2 17) 
con P (D 0 ] .Q \E -R y w (t 
La primera ecuación de este sistema describe una planta con estado i t € /?". con 
entrada de control u(i) £ R"' y sujeto a un conjunto de variables de entrada exogenas 
w (t) e R<í, las cuales incluyen perturbaciones (a ser rechazadas) > o referencias (a ser 
seguidas). La segunda ecuación define una variable de error i (/) R*. que se expresa 
como una combinación lineal del estado de la planta x y de las entradas exogenas w 
La acción de control para (2.17) es proporcionada por un controlador en retroali-
mentación. modelado de la siguiente forma 
La combinación de la planta con el controlador produce un nuevo sistema lineal lla-
mado sistema en layo cerrado. I I proposito del control en la/o cerrado es lograr que el 
sistema sea asintoticamente estable \ que la variable de error, vista como una función del 
tiempo, decaiga asintoticamente a cero cuando el tiempo tiende a inlinito. para cualquier 
condición inicial posible del estado v para cualquier entrada exogena posible en una ta-
milia especifica de funciones del tiempo A este requisito se le conoce como propiedad de 
regulación de la salida. 
La familia de entradas exogenas t . que afectan a la planta, pueden ser mode 
ladas como la familia de todas las lunciones de tiempo que son solucion de una ecuación 
diferencial lineal homogenea 
u ( f ) ¡\ i t) \ I a t (2 18) 
t S t t (2 19) 
para toda posible condición inicial u (0) € R?. I-ste sistema, que puede ser visto como 
un modelo matemático de un '"generador" para todas las funciones posibles de entrada 
exógenas, es llamado exosistema. 
hl problema de diseñar un controlados puede ser formalmente enunciado de la sigu 
iente manera. Dadas [A. B. C, P. Q. S] encontrar, si es posible, dos matrices K. > I tales 
que para (2.18): 
I a matriz A + BK tenga sus valores propios en el plano compleio negativo 
t> 
Para cada ( / ' ir ). la solucion ( ).11 ( 0 ) de 
s (t (A + BK )r(t) + [I> + Bi u t (2 20) 
u (/) .S' jí / 
satisfaciendo ( x(0). u I))) ( j-' u .sea tal que hm, . x ( C j / + Q t I (I 
La solucion del problema de regulación de la salida se establece en el siguiente teo-
rema. cu>a demostración se encuentra en (4]. 
Teorema 2.3. ¡4|Supongase que se satisíacen las siguientes hipótesis 
( H l ) \ I exosistema (2 19) es inestable; esto es. lodos los valores propios de S no 
tienen parte real negativa 
(H2) H par (A.B) es estabili/ahle. es decir, existe una matriz A tal que la matriz (A 
+ BA ) tiene sus valores propios en el plano complejo negativo 
[ ntonces el problema de regulación de la salida por retroalimentacion del estado 
tiene solucion si y solo si existen matrices II y l que resuelven las ecuaciones lineales 
matriciales 1 <i J J - -
115 Ali 4 IH 4 / ' ( 2 . 2 1 ) 
0 C U + Q 
Por lo tanto la ley de control para el sistema (2 17) está dada por ii I) hx t 4 / ti 
(/) con K siendo cualquier matriz tal que ( A + Bh.) sea estable y / (I A TI). 1 a 
matriz K se puede diseñar con cualquiera de las técnicas existentes en la leona de sistemas 
lineales. 
hn esta sección se describe la estructura del controlador que se propone, el cual per-
mite realizar seguimiento de trayectoria en un sistema no lineal Basicamente, el algoritmo 
combina la estructura de un controlador difuso lakagi Sugeno con la (corta del Regulador 
I ineal visto en la sección anterior. 
De acuerdo a (2 4). (2.17) v (2 19) . el modelo difuso de la planta queda expresado 
de la siguiente forma: 
t - esima regla de la planta 
2 . 2 Estructura del Controlador Propuesto 
i 
r ( .1 x t 4 li t t /' « 
S l ~ t ) c \ f t l y .\j'Q{l E N T O N C E S ' S , t 
t t ( x t + Q , f 
(2 22) 
l as reglas difusas para el controlador de acuerdo a (2 6) \ (2 IX) son 
i - ésima regla del controlador: 
SI z , ( 0 í.s A/„ y-..y zg{t) í s A/„, E N T O N C E S 7/(0 A' t ( í ) + ¿ , u; (t), i 1.2 
(2.23) 
donde A', es cualquier matriz que estabiliza el sistema lineal local. L, ( I , A II,). T, y 
II, satisfacen (2.21) para cada sistema lineal local. 
b I controlador difuso total se representa por 
¿ A, z(t) - h,T(t) * L w [t 
u ( 0 ' ' r (2-24) 
E A, (M 
i i 
f I diseño del controlador difuso consiste en determinar las ganancias de retroali-
mentacion A', y en la parte consecuente de (2.21) 
Por (2.10) y por el teorema (2.2). el controlador di luso total es representado por: 
r 
u t h K ' j ' + L c <2-25) 
CAPÍTULO 3 
APLICACIÓN AL PÉNDULO 
INVERTIDO SIMPLE 
Tn este capí tulo se presenta la apl icación al péndulo invert ido 
simple. La apl icación del cont ro lador d i fuso se hace tanto para equil ibrar el 
péndulo invertido en la posición vertical c o m o para hacer seguimiento de 
t ra \ec tor ia . 
El capi tulo está o rgan izado c o m o sigue: en la sección 3.1, se presenta 
el modelo d inámico que descr ibe el compor tamien to del sistema. Hn la 
sección 3.2, se deriva la representac ión en variables de es tado del modelo no 
lineal. En la sección 3.3, se obt iene la aprox imación lineal del modelo, f-n la 
sección 3.4, se lleva a cabo el d iseño del controlador d i fuso propues to y 
muestra los resul tados en s imulación al aplicar el controlador di tuso. 
3 . 1 Modelo Dinámico 
El péndulo invertido consiste en un péndulo actuado por un motor electrico Se le 
denomina invertido porque usualmente su regimen de operacion se fija alrededor del punto 
de equilibrio superior -inestable-, en contraste con los péndulos normales que operan cerca 
del punto de equilibrio inferior. I a h g . 2 ilustra esquemáticamente esta planta 
l n la Fig. 2, / denota la longitud del péndulo > m su masa, mientras que r denota 
el torque aplicado por el motor. Dado que M es el ángulo entre la vertical > el péndulo, 
podemos modelar matemáticamente el péndulo invertido simple por medio de las luer /as 
que actúan sobre el mismo Fxiste también una íuer/a de fricción que hemos supuesto 
proporcional a la velocidad del péndulo, el coeficiente de proporcionalidad es el coefi-
ciente de fricción k. Usando la Segunda I e\ de Newton podemos describir la ecuación del 
movimiento del péndulo en la dirección tangente como 
I l i 
Fig 2 Pendio Smole 
rnlfi n 4 s M 0 ki 0 O 1) 
3 . 2 Representación en Variables de Estado 
Escogiendo Ti 0 y x-¿ 6 podemos escribir (3.1) como el siguiente modelo en vari-
ables de estado: 
x . (3 2) 
T¿ {,) / )mt í (x i ) (k m I¿ 
Si se incluye el torque r de entrada al modelo en variables de estado, este queda como 
sigue: 
J*i Ji O 3) 
I , <¡ L SI II L (K 771 X ¿ \ T ! I 
LI sistema no lineal queda representado por: 
x (t) f J + Y / U t) b r t t ( % 41 
y(t) h / ) X 
I os valores seleccionados para las simulaciones fueron los siguientes 
l 0 3 m. m 0.5 kg. k 0 1 y q 0 8 m/s ¿ 
3 . 3 Aproximación Lineal del Modelo 
En el diseño del controlador se requiere la aproximación lineal del modelo en variables 
de estado. La aproximación lineal se hace en diferentes puntos de operacion mediante 
series de Taylor( 16J, 118], [19]. P e O 4). por medio de las series de la \ lor se obtiene. 
A r ( I) 
dh{x.u) 
Os ' í H 
A x(l) 4 
di x xt 
da 
Au(t (3 5) 
donde Ax J A u n u< A x x xn. r n t x<, n r y ?/<> son los valores 
de x y u en un punto de equilibrio determinado. 
Definiendo A í ) > B [ > h ^ ) se tiene 
> / I u * ' s u 
Ax t A Ax(t) 4 B Ai/ I) (3 6) 
Para este sistema en particular se desea que la salida siga una referencia senoidal 
Se usaran señales senoidales con el fin de observar el desempeño del sistema ante estas 
señales. I a amplitud máxima de la señal de referencia a seguir sera de 70 por lo tanto se 
linealiza la planta en los cinco puntos de operación siguientes 
r o i ) 
: r > . o 
( i . 0 
-T (14 [ :i.
r> . o 
-To - 7 0 (1 
l os modelos lineales correspondientes a cada punto de operacion son 
A, 
Ak 
A 
A s 
0 
11.17 
1 
0 2 
0 1 
20 76 0 2 
0 
32.G7 
0 
2(i 76 
í) 
11 17 
1 
0 2 
1 
0 2 
1 
0 2 
B, 
i*2 
Bi 
B„ 
Ih 
0 
22 22 
0 
22 22 
0 
22 22 
0 
22 22 
0 
22 22 
C 
o 
l os modelos lineales describen el comportamiento dinámico de la planta, valido en 
una región alrededor del punto de operacion Cada punto de operacion detine un sistema 
lineal diferente, bsto significa que se necesitan diferentes ganancias de control para cada 
uno de ellos. 
3 . 4 Diseño del controlador 
Fn esta sección se presenta el diseño del controlador difuso mediante el esquema 
de control propuesto en la sección 2 2 F1 ob |et i \o de este controlador es que la salida 
de la planta siga una referencia dada. Para poder representar al sistenu como el modelo 
propuesto en (2.22) es necesario determinar los modelos lineales, los conjuntos difusos, el 
exosistema y las ganancias que se utilizaran en el controlador difuso 
Para este sistema se desea que la salida del sistema (T t) siga una señal de referencia 
senoidal a partir de la posicion x 0 [90 , 0J. Se presenta, en forma general, la señal de 
referencia que se desea seguir como: 
donde A r n p es la amplitud de la senoidal y a la frecuencia en radianes. 
3 .4 .1 Modelo del exosistema 
1-1 modelo matematico del exosistema que permite generar la señal de reterencia a 
seguir, de acuerdo a (2.19) es de la forma 
donde 7/'j y u > generan señales senoidales y cosenoidales, i * 0 . (k 1,2) son las condi-
ciones iniciales y o 1. es la trecuencia de la señal de referencia. 
Para que la salida del sistema siga la seña! de reterencia deseada, se requiere a su \ e / 
que cada modelo lineal siga una señal de referencia especifica. 1.a señal de referencia en 
torma general, se expresa de la siguiente forma 
Vref ( A „ l ; " V Tí < i ( ) (3 7) 
yTr¡ 11 f A„ v n ni O 9) 
donde r/ es un ángulo de desplazamiento necesario para ubicar al modelo lineal en su punto 
de operacion real. 
3 . 4 . 2 Modelos Lineales 
Con el propósito de expresar los modelos del sistema en la forma requerida para el 
diseño del regulador lineal como en (2.17), es necesario construir cinco modelos, corre-
spondientes a cada punto de operacion donde se ha linealizado la planta 
x 0 . V ( 0 + li»(/) •+ « ( 0 (3 íü) 
f ii) C,T(t) + Q u f I 1 r> 
Las matrices A,.B, y ( y a han sido determinadas en la sección 3 3 Se consid-
era que cada modelo lineal en (2 22) no se ve afectado por perturbaciones incluidas en el 
exosistema (3.8); es decir P 0 en cada modelo lineal 
Por lo tanto, las matrices Q, que especifican la señal de referencia que debe seguir 
cada modelo lineal, quedan de la siguiente forma 
Q, l n Í l "i 
3 . 4 . 3 Modelo Difuso 
Una ve7 obtenidos los modelos lineales es necesario definir los conjuntos difusos, lo 
cual se realiza mediante funciones de pertenencia triangulares (. ada conjunto difuso esta 
asociado con uno de los puntos de operacion donde se ha lineal izado la planta l as variables 
lingüisticas asociadas a los conjuntos dilusos correspondientes a la salida de la planta (x 
son Negativo Grande. Negativo Medio. Cero. Positivo Medio v Positivo (prande 
El modelo difuso de la planta de acuerdo a (2 22) queda como sigue 
I o regla de la planta: 
S I x , es Positivo Grande; E N T O N C E S < X 4 , x / 4 u / 
( ({t C x i +Q u t 
2a regla de la planta: 
S I x , es Positivo Medio; E N T O N C E S \ J ' ' A l X ' ' + U ¿ ' ' 
\ í / ) (\x{( +Q¿ » t 
3" regla de la planta: 
S I £\ es Cero; E N T O N C E S { X ' ' + " " ' 
\ r 0 C\x / ) + Q< » t 
4° regla de la planta: 
S I x, es Negativo Medio; E N T O N C E S | X ' ' A i J ' f / Í 4 ' ' \ 
\<(t (\s i » I J 
5" regla de la planta: 
S I x, es Negativo Grande; E N T O N C E S | T ^ 1 / 1 + !* " [ f 
| < t C x t 4 Q n t J 
3 . 4 . 4 Controlador Difuso 
De acuerdo a (2.18) y a (2.23) se requiere encontrar una le> de control de la siguiente 
lorma: 
u(t) K X t) 4 I U t . 1 1 "i 
l 1 procedimiento para obtener las matrices A y L que estabilizan cada sistema lineal 
es de la siguiente forma: 
11 5 A Q f B T ; C II, 4 Qx (3 I I ) 
donde Q ( 1 0 ) 6' ^ ^ ^ ^ y a 1 
Til 7T12 Y / 0 1 
7í"21 7T22 7 V 
( i o ) • ( ; ; ; ' " ) + ( 1 «») ( 1 1 » ) 
Multiplicando las matrices v resolviendo los sistemas de ecuaciones obtenemos 
[1, ( * " ) I , ( 0 16 0 009 ) 
Ahora queremos que H A + B k sea estable, entonces: 
» ( ü,T c. * > 
H ' 1 1 17 0 2 I + V 22 22 k 22 22k 
H 
I) 1 
17 . 22 22k 0.2 f 22 22k 
1-ntoncesA XI H I mx A H I 2 \2i2k_ 
det(A) A2 + (0 2 22 22k_ A + 11 17 22 22k 1 
A (0 2 22 22A-.) + v l) 2 22 22k 2 1 1 1117 22 22k 
h i 1 2 ; /,, 1 1(» 2 000 . 
A'2 2 . l 2 u í ) 2 ( « o 
h'i u 2; L \ m:í 2im. 
K% [ 3 2 ; Lx 1 lf» 2<H)<) 
A - | 4 2 ; / - [1 10 2(M)<). 
debiéndose cumplir que el par (-4,. B,) de cada modelo lineal sea estahilizable y la matriz 
L, se calcula de acuerdo a (2.21) para cada modelo lineal 
Las reglas para el controlador difuso como en (2 23) quedan de la siguiente forma -
I a regla del controlador. 
S I x , es Positivo Grande; E N T O N C E S t U « / } 
2a regla del contolador 
S I X, es Positivo Medio; E N T O N C E S { » f h ¿ j t t I < t j> 
3a regla del contolador 
S I x[ esCero ; E N T O N C E S { /lí K j t [ ¡ t } 
4a regla del controlador: 
S I X! es Negativo Medio; E N T O N C E S 1 A„x / W , i t } 
5a regla del controlador 
S I x , es Negativo Grande. E N T O N C E S {< i h s t \ ¡ t } 
1 a salida total del contolador difuso esta dada por (2 24) 
u(t) 
EA.MO - K,x(t)+Ltu í 
i i 
i i 
i 1. 5 (3 12) 
donde z(t) [x,(f)). 
De (2.10) y teorema (2.2) la salida total del controlador difuso queda de la siguiente 
forma: 
u(/) h 1 " f L> " ^ 
> i 
La Fig. 3 muestra la simulación al aplicar el controlador difuso lakagi-Sugeno ( \er 
apéndice) 
/ 
« sisiema 
1 refere ri ia 
0 2 10 12 ' i 16 18 20 
fig. 3 Seguimiento de trayectorias usando lakagi-Sugeno 
CAPÍTULO 4 
SEGUIMIENTO DE TRAYECTORIAS 
USANDO LA TÉCNICA DE 
ASIGNACIÓN DE GANANCIA 
ÓPTIMA INVERSA 
C o m o una s e g u n d a a p l i c a c i ó n al p é n d u l o ir ve r t i do s i m p l e es la 
u t i l i z a c i ó n del c o n t r o l ó p t i m o i n v e r s o en el cua l so d iscute la e s t a b i l i z a c i ó n , 
p r o p o n i e n d o una f u n c i ó n c a n d i d a t o de I y a p u t i o v do c o n t r o l \ o b t e n e r una le \ 
de c o n t r o l 
Fn la s e c c i ó n 4 . 1 . se d e f i n e n los c o n c e p t o s p r e l i m n a r e s de l c o n t i o l 
o p t i m o i n v e r s o , ver [20] y sus r e f e r e n c i a s 
I n la s e c c i ó n 4 2 . se da una a p l i c a c i ó n del cot trol o p t i m o u v e r s o 
u t i l i z a n d o c o m o m o d e l o el p é n d u l o i n v e r t i d o s i m p l e 
4 . 1 Conceptos Preliminares 
Definición 4.1. Función Clase A 
Una función continua a . —• ft* se dice que pertenece a la clase A . si es estric-
tamente creciente, y (»(O 0 Y se dice pertenecer a la clase A ^ si <» > A v <* i ) -» x. 
cuando r —• -x 
Definición 4.2. Función Clase K L 
Una función continua J . x — W se dice que pertenece a la clase A L. si 
para cada s fijo el mapeo i{r. s pertenece a la clase A ^c con respecto a r > para cada ; 
fi|o el mapeo i{r. s) es decreciente con respecto a s y 1 r. s —»0 cuando s - -x 
Considere el sistema no autonomo 
s f I t (4 1) 
donde / T?" x R1 —» f?" es localmente I ipschil/ en x > continua a tramos en i 
Definición 4.3. M ongen s 0 es un punto de equilibrio de (4 1 ) si 
/ ( / ! ) ; / ( ( 4 2 ) 
Definición 4.4. I l punto de equilibrio de (4 1 ) es 
- Global l informemente 1 stable, si existe una t unción *>( clase A x tal que 
j t -> ri Vf > 1 ) Vx t > W 
Global l nitorme \sintoticamente I stable, si existe una función -i 
K l ta lque : 
(4 3) 
clase 
x( / ) <3{ T(t0) J t().Vt>ti > 0 . Vj-(ÍO) (4.4) 
Global exponencialmente Fstable, si ( 4 .4 )e s satisfecha con i r s kr< ¿ 
0 . a > 0 
Funciones de Ly apunov de control 
Consideremos una clase general de sistemas aíin en el control u < i?"' 
T f J * <I J I (4 5) 
Consideremos ahora la derivada de una función de l yapunov candidato para el sis-
tema general (4 5)-
l f x + <j x u (4.6) 
t)x <Ki 
l A L f \ -4 / V , 
I I objetivo es encontrar una ley de control / <» x (tal ve/ continua) que haga \ 
una función definida negativa de x I n general, la luncion de l v apunov no es conocida por 
el diseñador, por lo que la investigación esta orientada a obtener una luncion de l \apunov 
v una lev de control 1 sto conlleva al concepto de una función de l vapunov de control 
Definición 4.5 l na función suave definida positiva radialniente no acotada V x es 
l lamada una función de control de l yapunov (elf) si 
mf {LfV + L V «} 0 Vx / 0 
Lema 4.1. Una función suave definida positiva radialmente no acotada V es una clf 
si y solo sí LqV 0 => LfV < 0 cuando x ¿ tt 
Definición 4.6. Una clf V(.r) se dice satisfacer la propiedad del control pequeño 
(scp) si existe una ley de control ^rí-7") continua en tal que 
Teorema 4.1. (Sontag) 1-1 sistema (4 5) es estahili/ahle por un control de retroal-
imentación continuo en el origen y suave fuera de el. si y solo si existe una clf con la 
propiedad del control pequeño. 
Definición 4.7. hl problema de la asignación de ganancia óptima inversa para el 
sistema (4 tiene solución si existe una función R i valuada matncialmente tal que 
R(x) R{ I -O Vx. funciones / J /• . ) definidas positivas v radialmente no acoladas, 
y una ley de control u u ( x continua en todas parles con n i) (l la cual minimi/a el 
funciona] de costo: 
LfV(x) 4 / , ,I (J- r»r X <-D VJ / D (4.8) 
i x + i R ¡ i 
donde dicha lev de control optima esta dada por: 
H iR r / (4 10) 
y l(x) esta definida como sigue 
I X 2M f \ t • [ R X / y l c o n 0 ( 4 1 1 ) 
Teorema 4.2. El problema de la ganancia de asignación óptima inversa para el sis-
tema (4.5) tiene solución si y solo si el sistema es entrada estado estabihzable 
4 . 2 Estabilización del Péndulo Vía Asignación de Ganancia Óptima Inversa 
Retomando el sistema de la sección 3.2 (Péndulo invertido simple) 
J*i r ¿ (4.12) 
/_ - /)sítí(j~i (A m x¿ 4 r ii 
I os valores seleccionados para las simulaciones fueron los siguientes 
l 0.:í m. w 1) "> k g . A 0 1 y <) '» 8 nvV 
Definiendo f-(j-) ft q I <iy f x\ 2 </ l 1 <>-• / 4 / J 
\ / {<! I 1 tos j -t x ' 2 (4 1») 
lomando*/ T I / - ( . tenemos 
(4 141 
- <1 l St t 
La grafica de los estados del péndulo invertido simple se presenta en la hg 4 
<)V M <)\ 
\ ' > J- , f J- -r j / r 
<>X <t X ( f x 
donde 
V x) L ¡V + LWV 11 (4 15) 
F (T) X2, {<) l)sfi¡(sx) k m x¿'. q x 0 1 ' (4 16) 
ú\ 
<lx 
<)\ 
I(J i-A • <}j <i r I l (4 17) 
I.fV (g /).v Tt(x I ) . J ¿ q D^ni i ka i k v <
¿, (4 18) 
Í.A q l n r x i¿ (4 19) 
<)\ 'M 
V ( j ) M / x) 4 M </(r » k ri j 4 x2n th <)i 
(4 20) 
lomando u + 1 r> donde 
LL ( /- 4 1 J H I 1 I \ ( 4 2 1 ) 
k rn)xi j . /* f I / . . por lo tanto l / ? ) y aden as 
l „V 0 implica que i ¡ \ 0 V / ¿ 0 
J{u lim {H\ x ^ I ^ i li t i 14 22) 
donde- l(x) 2 1 L ,1 - 2 i Lv\ lì x 1,1 f - i i 1 ! Q\ R x ' / „ V ' 
/(.r) 2M¡V + 3.1LqYR(x L V (4 23) 
l(x) 2 K (A m)xl¿) + .i j2 i I / l¿ 
l(x) (2 ik m)j¿¿ 4- is2xj 4 ir¿ 
la cual es radialmente no acotada y l i ) 0 V / / I I 
Multiplicando (4.15) por -2 1 obtenemos 
2,1 V 2U.¡\ +2i-l,¡\iti ! y (4 24) 
y tomando en cuenta u : 
u'R r u 1¿¡ R x I \ (4 2^> 
por lo tanto: 
21 \ 2 A L } \ + 2 ^ / - u V 7 í x I t (4 26) 
2 1\- 211, l f H -r M * i ¡ \ R r I \ ' 
2 U / x) + u'R J u 
Tomando el funcional como: 
hm j 2 . i i / / + j f l[x + u W ? j - h í ¿ t | (4.27) 
. / (») hm | 2 1i i + jf 2,i l dr 
J(u lini {2 .n r 2 A ( r ) + 2,IV r 0 } 
el funcional ya optimizado es de la forma. 
2 V / 0 ) (4.28) 
y loma este valor u de la forma ( 4 2 1 ) 
FI sistema (4 12) toma la forma 
(4 29) 
- <) s 1 r j 11 J i- \ I 
La grafica del sistema estabilizado se presenta en la H g 5 
006 
004 
0C2 
o a? 
-004 
O 06 5 10 1 5 30 25 30 36 40 tó H 
t tempo 
hig. 4 Variables de estado del péndulo invenido simple 
os 
Oí 
-y esiaG e 
o stable 
i I-i. 
1 t tiempo 15 
I ig. 5 Estabilización del péndulo invertido v u control optimo t \ «.rso 
CAPÍTULO 5 
CONCLUSIÓN 
F,n este t rabajo se ha presentado un nuevo e squema de control d i fuso 
para el seguimiento de t rayectorias en s is temas no lineales, que combina la 
teoría del Regulador Lineal con la metodología de control t ipo Fakagi-
Sugeno. t ste esquema ha sido probado sobre un prototipo: el péndu lo 
invert ido simple. Para este sistema se ana l i /o en s imulación tanto su 
seguimiento de trayectoria c o m o también sus variables de estado. 
De acuerdo a los resultados obtenidos en el prototipo el péndulo invertido simple, el 
modelo difuso tipo Takagi-Sugeno permite obtener una buena aproximación del sistema no 
lineal y en combinación con la teoría del Regulador I ineal. permite realizar el seguimiento 
de trayectorias de referencia con un buen desempeño. 
E,n la Hg. 3 se presenlan los resultados a) aplicar el controlador dituso propuesto al 
modelo no lineal para seguir una señal de reíerencia 
La Kig. 4 muestra la grafica de las variables de estado utilizando como entrada una 
función senoidal. 
Como en el control dituso, también se ha presentado una nueva lev de control para 
la estabilización del péndulo invertido simple. I sta ley de control es basada en control 
óptimo inverso. > es mu\ simple, comparada con otros métodos de control l sta lev de 
control puede ser aplicada a otros sistemas dinámicos completos 
1 a hig. 5 muestra la estabilización del péndulo invertido con un buen desempeño al 
soltarlo en diferentes puntos de ubicación 
Como trabajo luturo. el problema de seguimiento es la primera parte de la investi-
gación realizada utilizando el controlador dituso lakagi-Sugeno v como seuunda parte se 
resolverá el seguimiento del sistema caotico de C hen usando primero el control optimo 
inverso, y. pote nórmente, hnealizar este sistema alrededor de dilerentes regiones, p ira uti-
lizar la metodología de control tipo lakagi-Sugeno 
APÉNDICE 
Programa de s imulación en Matlab uti l izado en el péndulo in-
vertido s imple 
function miu funmem(x.a.c) 
% Programa para obtener los grados de membrecia de una función de membresia 
triangular. 
% Datos de entrada del programa 
°0 
°o x: Valor actual de las variables lingüisticas 
°o a: Vector de cotas interiores con grado de membresia 0 de las \ariables 
lingüisticas de "x". 
°o l,a cardinalidad de "a" es el numero de variables lingüisticas de 'V* 
°o c: Vector de cotas superiores con grado de membresia 0 de las variables 
lingüisticas de ' V \ 
°o Datos de salida 
°o miu: grado de membresia de las variables lingüisticas de "x" 
°0 
°o Vector de valores medios entre cotas superiores c iníenorcs. con grado de mem-
bresia 1 
b a+(c-a)/2 
°0 
for ¡ 1 :length(a) 
°o Valores de " V menores que "a" 
i f x < a(¡) 
m¡u(i) 0, 
°o Valores de "x" mayores que "a" v menores que "b" 
elseif(x >a(i))&(x< b(i)) 
miu(i) (x-a(i)) (b(i)-a(i)), 
°o Valores de "x" mayores que "b" y menores que *V" 
elseif (x >b{Í))&{\c c(i)) 
miu(i) (c(i)-x) (cO)-b(i)), 
°o Valores de "x" mavores que "c" 
el se 
miu(i) 0; 
end 
end 
miu miu"; 
global A B P í i K l 
global a c 
A cellO.5): 
B-cell(1.5); 
P cell(1,5); 
G cell( 1.5); 
°0 
°o Datos de los diversos parámetros de un sistema lineal xpít) A \ ( i B u ( i ) • Pw(t) 
con un modelo de la 
°o acción de control como u(t) Kx(t)M w(t) siendo K cualquier rnatn/ tal que 
A-rB*K sea estable y 
°o l G-K*P; ver Teorema 2.3. 
°0 
°o x: variables de estado 
°o u. \ariables de control 
°o w: variables exogenas(entradas) 
°o xp: ra/on de cambio de las variables de estado 
°o A: Matriz de coeficientes de las variables de estado 
°o B: Matriz de coeficientes de las variables de control 
°o P Matriz de coeficientes de las variables exogenas 
°o K Matriz de coeficientes de las variables de estado en la accioi Je control 
°o I : Matriz de coeficientes de las variables exogenas en la acción de control 
°0 
°o I-jemplo incluido en la tesis Ver sección 3 3. 3 4 > 3 4 4 
A Í M (0 1 ;-l 1.17 -0 2j; 
Aí 2} [0 1 ;-26 76 -0 2); 
A{3} [0 1 ;-32.67 -0 2), 
A{4> [0 1 ;-26 76 -0.2|; 
A{5í (0 1,-11.17 -0.2); 
B ! U (0;22.221; 
B{2) [0.22 22). 
B{3} [0;22 22). 
B{4¡ [0;22.22|; 
B{5} [0:22 22]. 
P Í M [1 0;0 l | . 
P{2Í |1 0.0 1). 
PJ3Í [1 0:0 l | . 
P{4} |1 0.0 1 |. 
P}5} |1 0:0 1|. 
C{ 1 í [0 46 0 0<W|. 
C{2} [1.16 0 009| . 
G{3¡ [1 4> OO(W). 
C.{4{ [1.16 0(MW|. 
C{5} [0.46 0 009). 
K [-4 -2;-3 -2.0 -2:-3 
L 7eros(1.2). 
fo r i 1:5 
L(i,:) G{i}-K(Í,.)*P{ i ¡; 
end 
°0 
% Datos de las bases (a,c) de funciones de membresia triangulares de variables 
lingüisticas asociadas a las 
0 o salidas de la planta 
0 oNEGA IIVO GRAN DI , NI GA.1 IVO MI Dl ( ) . ( 1 RO. POS11IVO MI DIO v POS-
111VO GRANDE 
% 
a | -105 -70 -15 0 35]-; 
c 1-35 0 35 70 1051*, 
function xp^sode í t .x ) 
global A B P O K I 
global a c 
AB cell( I.length(a)). 
°o Este programa determina la dinámica del péndulo invertido mediante l inean/acton 
de las ecuaciones de 
°o estado, fusificacion de las variables de estado v agregación basado en lakagi-
Sugeno 
%C)btenc¡on de los grados de membresia de la variable x( 1) 
°0 
miu funmem(x( 1 ),a,c), 
°0 
°o Determinación de la agregación de las dinamicas " x p ( ¡ r de las variables de 
estado "x" 
° 0 
°0 
w (sin(l). cos(()J; 
xt |x;w]; 
M i l ( |: 
for i I length(a) 
A B {i ¡ A{ i ¡ *x+ B¡ Í ¡*([k(i,*) I (i, .) |*xl/sum(miu)); 
ABI |ABT AB{ Í ¡ 
end 
% 
\ p AB I *nnu; 
°0 
el car 
c k 
°o Obtención de datos de prueba 
% 
prueba TS; 
°0 
°o Presentación de condiciones iniciales de tiempo "(inicial" y de las variables de 
estado "xinicial". asi 
°o como tiempo de simulación "tfinal" 
°0 
tinicial 0; 
tfinal 20, 
xinicial |20.0J; 
% 
°o Integración del sistema de ecuaciones diferenciales "tsode" mediante el método 
de Runge-Khuta de 
0 o cuarto orden 
°0 
[t.x| odc45("tM>de'.|timcial tfinal],[20.0 0 | ¡ ) . 
plot(t(2 tfinal).\(2 tlinal.O l ) . 'b - \ t (2 tlinal ).sin(t(2 tiinal)}.'r i 
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