Abstract-This paper analyzes the potential advantages and theoretical challenges of "active learning" algorithms. Active learning involves sequential sampling procedures that use information gleaned from previous samples in order to focus the sampling and accelerate the learning process relative to "passive learning" algorithms, which are based on nonadaptive (usually random) samples. There are a number of empirical and theoretical results suggesting that in certain situations active learning can be significantly more effective than passive learning. However, the fact that active learning algorithms are feedback systems makes their theoretical analysis very challenging. This paper aims to shed light on achievable limits in active learning. Using minimax analysis techniques, we study the achievable rates of classification error convergence for broad classes of distributions characterized by decision boundary regularity and noise conditions. The results clearly indicate the conditions under which one can expect significant gains through active learning. Furthermore, we show that the learning rates derived are tight for "boundary fragment" classes in -dimensional feature spaces when the feature marginal density is bounded from above and below.
I. INTRODUCTION

M
OST theory and methods in machine learning focus on statistical inference based on a sample of independent and identically distributed (i.i.d.) observations. We call this typical setup passive learning since the learning algorithms themselves have no influence in the data collection process. As widespread as the passive learning model is, in certain situations it is possible to combine the data collection and analysis processes, using data previously collected to guide in the selection of new samples. Sequential sampling strategies of this nature are called active learning procedures. Active learning can offer significant advantages over i.i.d. data collection.
To illustrate the idea of active learning, consider the prototypical example of document classification. Suppose we are given a text document and want to associate a topic/label to it (e.g., finance, sports, nuclear physics, information theory). Our goal is to devise an algorithm that learns how to perform this task from examples. That is, we have access to a number of documents that have been inspected and labeled by an expert (most likely a human), and the learning algorithm uses these instances to construct a general labeling rule for documents. In today's world of electronic media, we have a virtually infinite supply of documents at our fingertips. If the labeled documents in this scenario are i.i.d. (i.e., collected completely at random), then this corresponds to the usual passive learning model. However, labeling documents for training purposes is expensive and time consuming, and ideally we would like our algorithm to learn to correctly label documents based on a modest number of labeled examples. To accomplish this, we would like the algorithm to automatically select unlabeled documents that it has difficulty in labeling itself or whose label is potentially very informative, and then request the correct labels for these documents from an expert (human). The hope is that as the algorithm learns, it makes fewer and fewer requests for labels, and in this way, the total number of labeled documents required for the learning task may be much smaller than needed if an arbitrary set of labeled documents were used instead. Interest in active learning has increased greatly in recent years, in part due to the dramatic growth of data sets and the high cost of labeling examples in such sets. There are several empirical and theoretical results suggesting that in certain situations active learning can be significantly more efficient than passive learning [1] - [5] . Many of these results pertain to the "noiseless" setting, in which the labels are deterministic functions of the features (e.g., attributes extracted from documents such as the frequencies of keywords, etc.). In certain noiseless scenarios, it has been shown that the number of labeled examples needed to achieve a desired classification error rate is much smaller than what would be needed using passive learning. In fact, for some of those scenarios, active learning requires only labeled examples to achieve the same performance that can be achieved through passive learning with labeled examples [3] , [6] - [8] . This exponential speedup in learning rates is a tantalizing example of the power of active learning.
Although the noiseless setting is interesting from a theoretical perspective, it is very restrictive and seldom relevant for practical applications. Some results have been obtained for active learning in the "bounded noise rate" setting. In this setting, labels are no longer a deterministic function of the features, rather for a given feature the probability of one label is significantly higher than the probability of any other label. In the case of binary classification, this means that if is a feature-label pair, where , then for every in the feature space, with . In other words, "jumps" at the decision boundary, providing a very strong cue that active learning algorithms can use. In fact, this cue is effectively as strong as in the noiseless case. Under the bounded noise rate assumption it can be shown that results similar to the ones for the noiseless scenario can be achieved [4] , [9] - [11] . These results are intimately related to coding with noiseless feedback [12] , [13] and active sampling techniques in regression analysis [10] , [13] - [16] , where related performance gains have been reported. Furthermore, the active learning algorithm proposed in [9] , in addition to providing improvements in certain bounded noise conditions, is shown to perform no worse than passive learning in general conditions.
In this paper, we expand the theoretical investigation of active learning to include cases in which the noise is unbounded. In the case of binary classification, this means that is not bounded away from . Notice that in this case there is no strong cue that active learning algorithms can follow, since the labels of features near the decision boundary are almost devoid of information (i.e., approaches ). Since situations like this seem very likely to arise in practice (e.g., simply due to feature measurement or precision errors if nothing else), it is important to identify the potential of active learning in such cases.
Our main result can be summarized as follows. Following Tsybakov's formulation of distributional classes [17] , the complexity of classification problems can in many cases be characterized by two key parameters. The parameter , where is the dimension of the feature space and is the Hölder regularity of the Bayes decision boundary, is a measure of the complexity of the boundary. The parameter characterizes the level of "noise," that is, the behavior of in the vicinity of the boundary. The value corresponds to the noiseless or bounded noise situation and corresponds to unbounded noise conditions. Using this sort of characterization, we derive lower and upper bounds for active learning performance. In particular, it is shown that the fastest rate of classification error decay using active learning is , where is the number of labeled examples, whereas the fastest decay rate possible using passive learning is . Note that the active learning error decay rate is always faster than that of passive learning. Tsybakov has shown that in certain cases, when ( and ), passive learning can achieve "fast" rates approaching (faster than the usual rate). In contrast, our results show that in similar situations active learning can achieve much faster rates (in the limit decaying as fast as any negative power of ). Also note that the passive and active rates are essentially the same as , which is the case where is very flat near the boundary and consequently there is no cue that can effectively drive an active learning procedure. Furthermore, upper bounds show that the learning rates derived are tight for "boundary fragment" classes in -dimensional feature spaces when the density of the marginal distribution (over features) is bounded from above and below on . Although extremely appealing, most practical active learning methods so far are plagued by many problems that prevent their application in realistic settings. In many settings, they tend to perform very well when only a few labeled examples are provided, but as soon as that number increases their performance degrades significantly, often becoming worse than passive methods [18] . This is an indication that these learners are often "sidetracked" by the first few labeled examples. This behavior partially motivates the work presented here. By carefully characterizing the fundamental limits of active learning one hopes to be able to design sound practical algorithms not displaying the pitfalls of currently existing techniques.
There is a large literature on problems that bear some similarities to the investigation we are considering. One related area is known collectively as adaptive sampling (see [19] and references therein), dealing with inference problems where the sampling designs are adjusted during experiments. In contrast to our nonparametric focus here, the adaptive sampling literature addresses problems involving estimation or testing of scalar or parametric quantities (e.g., population sizes). Also somewhat related is the field of sequential analysis [20] , [21] , dealing with problems such as sequential hypothesis testing. However, as also pointed out in [14] , the nature of those results is very different, since there is no adjustment of the sampling procedure during the inference process.
This paper is organized as follows. In Section II, we formally state the active learning problem and the basic questions we are interested in. Section III addresses the performance of active learning for one-dimensional threshold classifiers, under a characterization of the noise condition. Upper and lower bounds for the active learning rates are presented. In Section IV, we extend these results to the multidimensional class of boundary fragments, deriving performance lower bounds and corresponding upper bounds, and demonstrating that these results are near minimax optimal. Final remarks are made in Section V and the main proofs are given in the Appendices.
II. PROBLEM FORMULATION
Let
denote the feature space and denote the label space. Let be a random vector, with unknown distribution . The goal in classification is to construct a "good" classification rule, that is, given a feature vector , we want to predict the label as accurately as possible, where the classification rule is a measurable function . The performance of the classifier is evaluated in terms of the expected -loss. With this choice of loss function, the risk is simply the probability of classification error where denotes the indicator function. Since we are considering only binary classification (two classes), there is a one-to-one correspondence between classifiers and sets: Any reasonable deterministic classifier is of the form , where is a measurable subset of . We use the term classifier interchangeably for both and . Define the optimal risk as A classifier attaining the minimal risk is the Bayes classifier , where is called the feature conditional probability. We use the term conditional probability only if it is clear from the context. In general, unless the labels are a deterministic function of the features, and therefore, even the optimal classifier misclassifies sometimes. For that reason, the quantity of interest for the performance evaluation of a classifier is the excess risk (or regret) (1) where denotes the symmetric difference between two sets, 1 and is the marginal distribution of . As mentioned before, is generally unknown, therefore direct construction of the Bayes classifier is impossible. Suppose that we have available a large (infinite) pool of feature examples we can choose from; large enough so that we can choose any feature point and observe its label . The data collection has a temporal aspect to it, namely, we collect the labeled examples one at the time, starting with and proceeding until is observed. Under the passive sampling scenario A2.1), the sample locations do not depend on the labels (except for the trivial dependence between and ), and therefore, the collection of sample points can be chosen before any observations (i.e., labels) are collected. On the other hand the active sampling scenario A2.2) allows for the th sample location to be chosen using all the information collected up to that point (the previous samples). It is clear that A2.2) is more general than A2.1), with the former assumption allowing for much more flexibility. It is important to remark that in the active sampling setting A2.2) the learning algorithm is actively choosing the feature . This is often referred to as adaptive sampling or query learning, where the learner can make queries to an expert, requesting labels for features from synthetic examples [22] . We avoid the use of the term "adaptive" in this paper, because it is often used to refer to adaptivity of the inference strategy to unknown regularity parameters. We use the term "active sampling" instead, to prevent confusion. Other active learning paradigms exist, for example, pool-based learning, where we assume a large (infinite) pool of feature examples for which we can ask for a label. If we assume an infinite (or nearly infinite) pool of unlabeled examples, and that the marginal feature density is bounded away from zero, then we can essentially choose any feature point for labeling, since the set of examples in that pool is dense in , because is bounded from below. Some clarification pertaining the role of , the marginal distribution of , is important at this point. Recall that this marginal distribution partially dictates how the error is measured (1). The passive and active sampling paradigms, respectively, A2.1) and A2.2), allow the collection of labels corresponding to arbitrary feature vectors, and so the sampling processes do not provide information about . Therefore, in our error calculations, we take to be uniform, which suffices for the purposes of determining rates of convergence for all cases in which is bounded from above and away from zero (because under those assumptions controlling suffices to control the excess risk ). There are other active learning paradigms that may not require such assumptions, namely, selective sampling (e.g., see [3] and [4] ), where at each time step the algorithm is presented a feature vector drawn independently from and must decide whether or not to collect the respective label.
To be able to present performance guarantees on the excess risk behavior we need to impose further conditions on the possible distributions . We are particularly interested in the framework proposed by Tsybakov in [17] , consisting of a characterization of the regularity of the Bayes decision sets, and the behavior of the conditional probability in the vicinity of the Bayes decision boundary.
III. ONE-DIMENSIONAL THRESHOLD CLASSIFIERS
In this section, we consider a class of problems in which the Bayes classifier is a threshold function. Although this corresponds to a rather simple class of distributions, a complete characterization of achievable performance for active learning in this class was previously unknown. Moreover, the study of this simple class sheds light on the potential advantages and limitations of active learning, and provides crucial understanding to tackle more complicated problems. Throughout this section, the feature space is the unit interval . Let be the distribution governing . Assume that the Bayes classifier for this distribution is of the form , which means that for all and for all . We assume that , the marginal density of with respect to the Lebesgue measure, is uniform on , although the results in this paper are easily generalized to the case where that marginal density is not uniform, but bounded above and below (in which case one obtains exactly the same rates of excess risk convergence). In order to gain a deeper understanding of the potential of active learning, we impose further conditions on , characterizing the behavior of the conditional probability around the Bayes decision boundary. For and , we assume that (2) for all such that , with (with ). The condition above is similar to the "noise condition" introduced by Tsybakov [17] . In fact, it is easily shown that distributions satisfying the conditions above [including (2)] also satisfy the noise condition stated in [17] . Condition (2) indicates that cannot be arbitrarily "flat" around the decision boundary and plays a critical role on the performance of any classification rule obtained through labeled examples. We also assume a reverse-sided condition on , namely
for all , where . This condition, together with (2), provides a two-sided characterization of the "noise" around the decision boundary. Similar two-sided conditions have been proposed for other problems [23] , [24] . The condition above can be made local, where (3) holds only for in the vicinity of . However, local conditions of this type do not give rise to larger distribution classes, and therefore, we do not consider such generalizations.
Let be the class of distributions with uniform marginal and satisfying (2) at . An especially interesting case (from a practical perspective) corresponds to [ Fig. 1(b) ], where the conditional probability behaves linearly around . This situation is perhaps most likely to arise in practice for the following reason. If the observed features are contaminated with noise (e.g., i.i.d. additive errors), then is effectively smoothed, and thus typically everywhere differentiable with nonvanishing first derivative near the Bayes decision boundary (equivalently, ). Finally, if , then the first derivative of is zero and is "flat" around .
We begin by presenting lower bounds on the performance of active and passive learning methods for the class of distributions . Most of the results that follow involve multiplicative constant factors, that is, factors that do not depend on the sample size . We denote these by the symbol , generally without explicitly describing them.
Theorem 1 (Active Learning Minimax Lower Bound for ): Let
. Under the assumptions A1) and A2.2), we have for large enough, where and the infimum is taken over the set of all possible classification rules and active sampling strategies . Note also that condition (3) does not play a prominent role in the result; in other words, even when , we have .
The theorem is proved in Appendix A. The proof employs relatively standard techniques and follows the approach in [25] . The key idea is to reduce the original problem to the problem of deciding among a finite collection of representative distributions. The determination of an appropriate collection of such distributions and careful management of assumption A2.2) are the key aspects of the proof.
Contrast this result with the one attained for passive learning. Under the passive learning model, it is clear that the sample locations must be scattered around the interval in a somewhat uniform manner. These can be deterministically placed, for example, over a uniform grid, or simply taken uniformly distributed over . Using similar lower bounding techniques, we obtain be following result.
Proposition 1 (Passive Learning Minimax Lower Bound for
): Under assumptions A1) and A2.1) and , we have (4) where the samples are i.i.d. uniformly over .
The proof, which is a slight modification of the proof of Theorem 1, is sketched in Appendix B. Furthermore, the bound is tight, in the sense that it is possible to devise classification strategies attaining the same asymptotic excess risk behavior [17] .
We notice that under the passive learning model the excess risk decays at a strictly slower rate than for the active sampling scenario. The difference is dramatic as . If [ Fig. 1(a) ], it can actually be shown that an exponential rate of error decay is attainable by active sampling [13] . As , the excess risk decay rates become similar, regardless of the sampling paradigm [either A2.1) or A2.2)]. This indicates that if no assumptions are made on the conditional distribution , then no advantage can be gained from the extra flexibility of active sampling. The intuition is that active learning can only help (in a minimax sense) if there is a strong enough cue indicating the decision boundary. If is arbitrarily "flat" near the boundary, then there is essentially no such cue. Assumption 2 plays a critical role quantifying the strength of the cue.
As remarked before, a most relevant case is . In this case, the rate for active learning is , which is significantly faster than , the best possible rate for passive learning. Also, observe that the difference between active and passive learning rates becomes arbitrarily large as , with the excess risk of active learning tending to decay faster than for any , and that of passive learning tending to decay like . Next, we describe a methodology showing that the rates of Theorem 1 are nearly achievable. We start by presenting an algorithm proposed by Burnashev and Zigangirov [13] , inspired by an idea of Horstein [12] . This algorithm is designed to work in the bounded noise case, that is, when , corresponding to a scenario where the conditional probability is bounded away from , that is, for all . This algorithm is then adapted to handle situations in which .
A. Bounded Noise Rate
First, let us suppose that the observations are noiseless (that is ). Then, it is clear that one can estimate the Bayes decision boundary very efficiently using binary bisection: start by taking a sample at . Depending on the resulting label , we know if is to the left of (if ) or to the right (if ). Proceeding accordingly, we can construct an estimate of denoted by and a corresponding classifier such that
Now let us assume that some level of noise is present, but that the bounded noise condition for all is met (note that ). The learning task is more complicated in this case because deciding where to sample depends on noisy, and therefore somewhat unreliable, label observations. Nevertheless, there is a probabilistic bisection method, proposed in [12] , that is suitable for this purpose. The key idea stems from Bayesian estimation. Suppose that we have a prior probability density function on the unknown parameter , namely, that is uniformly distributed over the interval (that is ). To illustrate the process, let us assume the particular scenario that . As in the noiseless case, begin by taking a measurement at , that is, collect given . With probability at least , we observe a one, and with probability at most , we observe a zero. Therefore, it is more likely to observe a one than a zero. Assume, for example, that
. Given these facts, we can compute a "posterior" density simply by applying an approximate Bayes rule (for the application of Bayes rule, we assume the most difficult/noisy setting ). In this case, we get if if
The next step is to choose the sample location . We choose so that it bisects the posterior distribution, that is, we take such that In other words, is just the median of the posterior distribution. If our model is correct, the probability of the event is identical to the probability of the event , and therefore, sampling at seems to be most informative. We continue iterating this procedure until we have collected samples. The estimate is defined as the median of the final posterior distribution. Note that if , then probabilistic bisection is simply the binary bisection described above.
The above algorithm seems to work extremely well in practice, but it is difficult to analyze and we are not aware of theoretical guarantees for it, especially pertaining rates of error decay. In [13] , an algorithm inspired by that approach was presented. Although its operation is slightly more complicated, it is easier to analyze. The proposed algorithm uses essentially the same ideas but enforces a discrete structure for the posterior, by forcing the samples to lie on a grid, in particular, where . A description of the algorithm can be found in [13] or in [26] . We call this method the Burnashev-Zigangirov (BZ) algorithm. This algorithm returns a confidence interval , , such that with high probability,
. In fact, we have the following remarkable result [13] : (5) where the last two steps follow from the fact that for all , and that for all and . An estimate can be constructed using the midpoint of the interval (note that has length ), and a candidate classification set/rule is . To get a bound on the expected excess risk, one proceeds using the standard integration approach
Taking yields
Notice that the excess risk decays exponentially in the number of samples. This is much faster than what is attainable using passive sampling, where the decay rate is . This is the same error behavior as in the noiseless scenario, where we have an exponential rate of error decay using binary bisection. The difference is that now the exponent depends on the noise margin , larger noise margins corresponding to faster error decay rates. In [13] , some guarantees on the faster exponential decay rate are also given, as a function of .
B. Unbounded Rate Noise:
In this section, we consider scenarios where the noise rate is not bounded, that is, observations made closer to the transition point are noisier than observations made further away. In light of Theorem 1, this degradation of observation quality hinders extremely fast excess risk decay rates.
To study this case, we proceed as in the case . Collect samples over a grid, namely, , where . Assume for a brief moment that the grid is not aligned with the transition point , for example, for all . This implies that for all (assume that is small enough so that ). Of course this is, in general, an unrealistic assumption, since may be arbitrarily close to a grid point, but let us assume this condition for now. We can proceed by using the algorithm described in the previous section replacing by and using (5) . Notice also that due to (3) the behavior of the expected excess risk is related to the behavior of in an interesting way
We now proceed in a similar fashion as before
Finally, let to conclude that (6) where is a constant factor. The error decay rate of this upper bound corresponds to the rate of lower bound in Theorem 1, apart from logarithmic factors. The result indicates that, in principle, a methodology similar to the BZ algorithm might allow us to achieve the lower bound rates.
It is important to emphasize that the above result holds under the assumption that the sampling grid is not aligned with the unknown threshold point . If this is not the case then we have for one of the sampling points, and the analysis above is no longer valid. This setback can be avoided in different ways, for example, using a direct modification of the BZ sampling strategy, as in [26] , or using several sampling grids simultaneously. We describe the latter approach in what follows. Begin by dividing the available measurements into three sets of the same size, and use three sampling grids, each shifted slightly from each other (a precise description is given below). Suppose we have a budget of samples (without loss of generality assume that is divisible by ). We divide the budget in three, using samples and applying the BZ algorithm to each of the three sampling grids. The rational is that at most one of these sampling grids is going to be closely aligned with the unknown transition point , and therefore, the other two cannot be aligned with . Thus, for at least two of the three resultant estimators, we have provable performance bounds, and so it suffices to check for agreement among these three estimates: if at least two of them agree on the location of , then we take this majority decision as our final estimator . Next, we describe this procedure formally.
Consider three different sampling grids , , and . Samples can also be "taken" at , but in that case, we impose that . This does not effect the algorithm performance. For at least two of the estimators we have for all the points in the respective sampling grids. This means that for samples taken on those grids we have , and therefore, we can use the bounded noise rate results in the analysis. We now run the BZ algorithm three times, using samples each time, taken on the grids , and . Let , , and denote the confidence intervals returned by the three applications of the BZ algorithm. Next, aggregate these confidence intervals to construct a final confidence interval as follows:
Note that if at least two of the confidence intervals overlap (resulting in an intersection of length ), then the final confidence interval length is . If none of the intervals overlap, then the default location is arbitrarily chosen to be .
Proposition 2: Proceeding as described above and assuming (2), we have (7) Proof: We need to consider two separate scenarios: either is "close" to a point in one of the sampling grids, or is close to zero or one. Consider the first situation and without loss of and so a similar reasoning as above can be applied yielding the desired result. As a final remark note that when is close to zero or one, the choice of intervals and above was arbitrary, and any of the three possible choices of pairs of intervals would work. Now we are in a similar situation as before, and taking as the midpoint of yields the bound (8) without requiring any assumptions on the location of . Simply proceeding as before shows that this algorithm provably attains the rate in (6). Although the above methodology is satisfying from a theoretical point of view, it is somewhat wasteful (essentially only one third of the samples are effectively used), and does not generalize well to more complicated and realistic scenarios than the one considered in this paper. It is worth pointing out that in practice the basic BZ algorithm, without the modifications above, appears to work very well, even when the sampling grid is aligned with . The difficulties arise solely on the performance analysis. We conclude this section by summarizing the results in the following theorem. Note that for the rate of error decay is almost as good as the rate in Theorem 1. This means that the methodology developed is nearly minimax optimal, since the rate in Theorem 2 differs only by a logarithmic factor in . In Section IV, we generalize these results to a nonparametric setting in multiple dimensions.
IV. BOUNDARY FRAGMENTS
In this section, we consider a much more general class of distributions, namely, scenarios where the Bayes decision set is a boundary fragment. In other words, the Bayes decision set is the epigraph of a function. We consider Hölder smooth boundary functions. Throughout this section, we assume that , where is the dimension of the feature space . Fig. 2(b) for an example of such a set. Although the boundary fragment classes might seem artificial and unrealistic, they are nevertheless useful in order to determine fundamental performance limits and to gain understanding about more complicated model classes with similar characteristics (e.g., similar characterization of the boundary behavior). There are various examples in the literature where boundary fragments have been used for such purposes; see, for example, [27] and [28] .
Furthermore, we assume that , the marginal density of with respect to the Lebesgue measure, is uniform but, as before, the results in this paper can be easily generalized to the case where is bounded above and below, yielding the same rates of error convergence. As in the previous section, we require also to have a certain behavior around the decision boundary. Let where . Let and , then for some (9) for all such that . The condition above is analogous to the one defined in Section III. We assume as well a reverse-sided condition on , namely (10) for all , where . This condition, together with (9), provides a two-sided characterization of the "noise" around the decision boundary. Let be the class of distributions satisfying the noise conditions above with parameter and whose Bayes classifiers are boundary fragments with smoothness . An example of such a distribution function and the corresponding Bayes decision set are presented in Fig. 2 .
A. Minimax Lower Bounds
We begin by presenting lower bounds on the performance of active and passive sampling methods. We start by characterizing active learning for the boundary fragment classes.
Theorem 3:
Let . Under assumptions A1) and A2. 2) for large enough , where denotes the infimum over all possible classifiers and active sampling strategies , and is a constant factor.
The proof of Theorem 3 is presented in Appendix C. An important remark is that, as before, condition (10) does not play a prominent role in the lower bound, therefore dropping that assumption (equivalently taking ) does not yield slower rates in the theorem statement.
Contrast this result with the one attained for passive sampling: under the passive sampling scenario it is clear that the sample locations must be scattered around the feature space in a somewhat uniform manner, for example, taken uniformly distributed over . A slight modification of the proof of Theorem 3 yields the following proposition.
Proposition 3:
Under assumptions A1) and A2.1), we have (11) where and the samples are i.i.d. uniformly over .
The rate in this result coincides with the results in [17] , although it cannot be derived directly from that work since the model class considered there is larger than the model class considered here. A proof sketch is presented in Appendix D. Furthermore, the bound is tight, in the sense that it is possible to devise classification strategies attaining the same asymptotic behavior. We notice that under the passive sampling scenario the excess risk decays at a strictly slower rate than the lower bound for the active sampling scenario, and the rate difference can be dramatic, specially for large smoothness (equivalently, low complexity ) and favorable margin (small ). The active learning lower bound is also tight (in terms of rates, as shown in Section V), which demonstrates that active learning has the potential to improve significantly over passive learning. Finally, the result of Theorem 3 is a lower bound, and it therefore applies to the broader classes of distributions introduced in [17] , characterized in terms of the metric entropy of the class of Bayes classifiers and a one-sided margin condition, akin to (9).
B. Upper Bounds
In this section, we present an active learning algorithm for the boundary fragment class and upper bound the corresponding excess risk. The upper bound achieves the rates of Theorem 3 to within a logarithmic factor. This proposed method yields a classifier that has a boundary fragment structure, although the boundary is no longer a smooth function. It is instead a piecewise polynomial function. The methodology proceeds along the lines of [29] , [30] , extending one-dimensional active sampling results of Section III to this higher dimensional setting. To avoid carrying around cumbersome constants we use the "big-O" 2 notation for simplicity. Also, we use a tilde to denote vectors of dimension . We focus the description exclusively on the case , but a similar reasoning gives the results for the case . We begin by constructing a grid over the first dimensions of the feature domain. Let be an integer and . Define the set of line segments . We collect actively chosen samples along each line, in order to estimate . This yields a total of samples (where ). We then interpolate the estimates of at these points to construct a final estimate of the decision boundary. The adequate choices for and arise from the performance analysis; for now, we point out only that both and must be growing with the total number of samples . Fig. 3 illustrates the procedure.
When restricting ourselves to the line segments in , the estimation problem boils down to a one-dimensional changepoint detection problem and so we can use the results derived in Section III, in particular, (8) . Since we are using actively chosen samples per line segment, choosing (12) guarantees that as , where can be arbitrarily large provided is sufficiently large.
Let be the estimates obtained using this method at each of the points indexed by . We use these estimates to construct a piecewise polynomial fit to approximate . In what follows assume . The case can be handled in a very similar way (where one would approximate with a stair function). Begin by dividing (that is, the domain of ) into cells. Without loss of generality assume that is such that is an integer (this can be enforced with the proper choice of ). Let index the cells
Note that these cells partition the domain entirely
. In each one of the cells, we perform a polynomial interpolation using the estimates of at points within the cell. For the cell indexed by , we consider a tensor product polynomial fit that can be written as where . The functions are the tensor-product Lagrange polynomials (see, for example, [31] )
We remark that this is a polynomial interpolation and so we have that , for all such that . Finally, the estimate of is given by which defines a classification rule .
Theorem 4:
Let and , and consider the active learning algorithm described above. Let , then
The proof of Theorem 4 is given in Appendix E. One sees that this estimator achieves the rate of Theorem 3 to within a logarithmic factor. It is not clear if the logarithmic factor is an artifact of our construction, or if it is unavoidable. One knows [29] that if , , the logarithmic factor can be eliminated by using a slightly more sophisticated interpolation scheme.
V. FINAL REMARKS
This paper presented upper and lower bounds for active learning algorithms under assumptions on the decision boundary regularity and noise conditions. Since the upper and lower bounds agree up to a logarithmic factor, we may conclude that lower bound is near minimax optimal. That is, for the distributional classes under consideration, no active or passive learning procedure can perform significantly better in terms of excess risk decay rates. The upper bounds were derived constructively, based on active learning algorithms originally developed for one-dimensional change-point detection. Note that the noise characterization in (2) and (9) is key to guarantee that active learning performs better than passive learning in a minimax sense, by enforcing that there is a strong enough cue active learning methods can use to focus on the decision boundary.
In principle, the methodology employed in the upper bound calculation could be applied in practice in the case of boundary fragments and with knowledge of the key regularity parameters and . Unfortunately, this is not a scenario one expects to have in practice, and thus a key open problem is the design of active learning algorithms that are adaptive to unknown regularity parameters and capable of handling arbitrary boundaries (not only fragments). Nonetheless, the results of this paper do indicate fundamental limitations of active learning, and thus can provide guidelines for performance expectations in practice. Moreover, the bounds clarify the situations in which active learning can lead to significant gains over passive learning, and it may be possible to assess the conditions that might hold in a given application in order to gauge the merit of pursuing an active learning approach. One practical algorithm that exhibits near optimal rates for more general boundaries in the bounded noise case is the multiscale technique proposed in [10] , and it may be possible to devise similar methods for more general noise conditions.
APPENDIX A
Proof of Theorem 1:
The proof strategy follows the basic idea behind standard minimax analysis methods, and consists in reducing the problem of classification in the class to a hypothesis testing problem. In this case, it suffices to consider two hypothesis and use the following result from [25, Theorem 5 [25] : Let be a class of models. Associated with each model , we have a probability measure defined on a common probability space. Let be a semidistance. Let be such that , with . Assume also that KL , where KL denotes the Kullback-Leibler divergence. 3 The following bound holds:
where the infimum is taken with respect to the collection of all possible estimators of (based on a sample from ). otherwise.
where dP =dQ is the Radon-Nikodym derivative of measure P with respect to measure Q.
To prove the statement of Theorem 1, we take and are interested in controlling the excess risk where the subscript indicates that the excess risk is being measured with respect to the distribution . Since the excess risk is not a semidistance, we cannot apply Theorem 5 directly, but we can relate excess risk and the symmetric distance measure, and then use the theorem. The two distributions/hypotheses we consider are completely characterized by the conditional probability (since the marginal distribution of is uniform). Let (13) (14) where the appropriate value is going to be chosen later and . Assume , so that is a proper conditional probability function. These functions are depicted in Fig. 4 when . Note that and (provided is small enough). In what follows, we use the subscript or whenever we want to denote explicitly the dependence on the underlying model (respectively, characterized by or ). Begin by observing that the two constructed distribution belong to the class of interest, that is, these two distributions satisfy the margin conditions (2) and (3). Another key observation is the relationship between the symmetric difference and the excess risk. For any set and , we have (15) where is the symmetric difference semidistance. Note that when the symmetric difference is small, the first term in between the curly brackets dominates. To show (15) , consider the case (the case is analogous). Let be such that . Then
We now proceed by applying Theorem 5 to the semidistance and posteriorly use (15) to control the excess risk. Note that . Let be the probability measure of the random variables under hypothesis and define analogously . Define and . Then, (16) , shown at the bottom of the page, holds, where denotes the expectation taken with respect to measure .
Step (16) follows since the distribution of conditional on , depends only on the sampling strategy and does not change with the underlying distribution; therefore, those terms in the numerator and denominator cancel out. The last step follows from the observation that, conditional on the feature vectors, the labels are independent and identically distributed. The expectation in the last line is the KL divergence between two Bernoulli random variables. The following straightforward result provides a bound on that divergence.
Lemma 1: Let and be Bernoulli random variables with parameters, respectively, and . Let , , then .
We conclude that provided (consequently, ) is small enough, so that , . In the above expression, we have , a constant factor.
Taking and using Theorem 5, we conclude that for large enough (implying small)
We can now use (15) to conclude that Therefore, taking so that is small, we have
The statement of the theorem now follows from the application of Markov's inequality to the above expression APPENDIX B
Sketch Proof of Proposition 1:
The proof is nearly identical to the proof of Theorem 1, differing only on the bounding of the KL divergence between the two hypotheses. When working under the passive sampling assumption A2.1), the best sampling scheme needs to place the samples somewhat uniformly over . If this is not the case, one can construct two hypotheses that are "hard to distinguish" under this sampling scheme (that is, the KL divergence KL is small), yielding an incorrect worst case bound. Without loss of generality, the best passive sampling strategy for the problem at hand takes i.i.d. uniformly over . In such a scenario, we can use the construction in Appendix A and the KL divergence KL is approximately proportional to , since
roughly only a fraction of the samples are informative (any sample taken in is noninformative). Taking and proceeding as before yields the passive sampling minimax bound (4).
APPENDIX C
Proof of Theorem 3:
As the proof of Theorem 1, the following proof uses standard techniques for the most part, but to get the bounds desired, we need now more than only two hypotheses. The main tool is the following theorem from [25, p. 85, Th. 2.5].
Theorem 6 [25] : Let be a class of models. Associated with each model , we have a probability measure defined on a common probability space. Let be an integer and let be a collection of semidistances. Suppose we have such that: 1) , ; 2)
, (for notation clarification, see footnote 3); 3) where . The following bound holds:
where the infimum is taken with respect to the collection of all possible estimators of (based on a sample from ).
As in the proof of Theorem 1, we are going to construct a bound on the performance of an estimator measured according to . By later relating this semidistance with the excess risk, we obtain the desired lower bound. To apply the theorem, we need to construct finite subset of distributions in . The elements of this set are distributions , and therefore, uniquely characterized by the conditional probability (since we are assuming that is uniform over . The choice of is done carefully, in order to ensure that the functions are similar, but at the same time satisfy the margin conditions. It is easily checked that conditions (9) and (10) are satisfied for the distributions above. By construction, the Bayes decision boundary for each of these distributions is given by and so these distributions belong to the class BF . Note also that these distributions are all identical if . As increases, also increases, and therefore, decreases, so the conditional distributions described above are becoming more and more similar. This is key to bound the KL divergence between these distributions.
The above collection of distributions, indexed by , is still too large for the application of Theorem 6. Recall the following lemma. 
where denotes the norm of . In the above, step (17) follows from the fact that and have disjoint support provided , and step (18) is due to a simple linear change of variable (which introduces the factor ). The next step of the proof is to lower bound using , where . Suppose . The smallest excess risk is attained when the points in set coincide with the points such that is closest to . Taking this into account, we observe that Therefore, we conclude that for all , we have (19) We are ready for the final step of the proof. Now, let be the distribution of assuming the underlying conditional distribution is . We proceed like in the proof of Theorem 1 KL where and the last inequality holds provided is large enough so that is small enough and Lemma 1 can be applied. Finally
From Lemma 2, we also have ; therefore, choosing large enough in the definition of guarantees the conditions of Theorem 6 and so for large enough, where comes from Theorem 6. Now, using (19) similarly to the proof of Theorem 1, we obtain provided is large enough. An application of Markov's inequality yields the original statement of the theorem, concluding the proof.
APPENDIX D
Proof of Proposition 3:
As in the proof of Proposition 1, one just needs to modify slightly the proof of Theorem 3. Note that if the passive sampling scenario is considered, the sample locations have to be selected before any observations are made, therefore they must be somewhat uniformly distributed over the feature domain, in this case . Using the same reasoning of Appendix B, we have that , since only a fraction of the samples is informative. Therefore, choosing and proceeding in analogous fashion as before yields bound (11) .
APPENDIX E
Proof of Theorem 4:
The proof methodology aims at controlling the excess risk for an event that happens with high probability. To avoid carrying around cumbersome constants, we use the "big-O" notation. We show the proof only for the case , since the proof when is almost analogous. Define the event . In words, is the event that the point estimates of do not deviate very much from the true values. Using a union bound, taking into account (8) and the choice in (12) , one sees that , where can be chosen arbitrarily large. With the choice of in the theorem and choosing wisely in the definition of (12), we have . The excess risk of our classifier is given by where the inequality follows from condition (10) , and denotes the norm of a function. Let , be a clairvoyant version of , that is In a sense, is the "best" classifier in the class of piecewise polynomial classifiers. It is well known that these interpolating polynomials have good local approximation properties for Hölder smooth functions, namely, we have the following lemma.
Lemma 3:
(20)
Lemma 3 is proved at the end of this section. We have almost all the pieces we need to conclude the proof. The last fact we need is a bound on the variation of the tensor-product Lagrange polynomials, namely, it is easily shown that (21) We are now ready to show the final result. Assume for now that holds, therefore for all . Note that is decreasing as (and, consequently, ) increases Note now that where we used Lemma 3. We have also Using these two facts, we conclude that Plugging in the choices of and given in the theorem statement, we obtain Finally, noticing that , we have concluding the proof.
Proof of Lemma 3: Let and . Taking into account Definition 1, we have Note now that the tensor polynomial approximation space contains the space of degree polynomials, therefore we can write as a tensor product polynomial and so (22) where we applied Definition 1 again, and in step (22), we used (21) . Finally, the last step follows from the observation that the number of terms in the summation is , which does not depend on .
