Abstract. This paper proposed a novel system for noninvasive method of animal tracking and classification in
Introduction
Object detection and classification has been very popular research area for many years. Many works were published focusing in object detection and classification in surveillance systems, traffic monitoring, human-machine interface, smart applications and different security solutions [1] [2] [3] [4] . But there are only a few publications, which are focusing on detection and classification of wild animals [5] , [6] . This was one of the motivations for creation an Automatic System For Animal Recognition (ASFAR system). Another reason was a growing rate of construction of new road infrastructures. This resolved in intervention in natural migration corridors of wild animals. The system is based on intelligent devices equipped with a camera, small computation unit like Raspberry Pi or Odroid-XU3, intelligent sensors and transmission module. These devices are situated in the designated area, where it is necessary to detect animal movement and collect information. Collected data are used to create migration corridors for particular animals in the designated area. Information about migration corridors can be essential in many areas, particular in planning and constructing of new road infrastructures, in building green migration corridors or any environmental studies. ASFAR system can also use collected data to replace currently standard method for monitoring of the movement of wild animals like field track, direct observation, satellite tracking, Global Positioning System (GPS) tracking or droppings tracking.
For people it is easy to see, track and classify moving objects in real life or in video sequence based on early experiences. This object classification in computer vision is the task of recognizing a given object in the image or video sequence. Humans perform this task as extremely trivial and they can recognize objects even if the objects are rotated or scaled. However, this is one of the hardest challenges for computer vision systems today. In order to succeed in this task, it is necessary to apply algorithms and methods of computer vision. Firstly, the objects representation needs to be created. In ASFAR system, for object representation, descriptors of local visual features like SIFT, SURF and etc. were chosen. Secondly, the Support Vector Machine (SVM) in combination with Bags of visual key points were used to create classification model using local visual features in object classification. To detect and track animals in video sequences, combination of background subtraction method and CAMShift algorithm was used. In this part, a key frame extraction method was used in order to filtrate regions of interest and in this way improve accuracy in later object classification.
Related Work
A deep convolutional neural network for species recognition in wild nature on camera-trap data was published in [6] . Their dataset was captured with motion triggered camera trap and included 20 animal species. The moving objects were segmented from background using graph-cut based algorithm. The overall species recognition accuracy was 38.315%. According to their results, they achieved superior performance in comparison with traditional bag of visual words model. Another work for animal classification based on animal head from still images was presented in [7] . To detect effectively shape and textures on animal head, they proposed a new set of gradient oriented features, Haar of Oriented Gradients. Experimental results, on a big dataset consisting of 14379 images from 12 different animal species, validate the superiority of their approach. The local visual features and SVM was used for animal classification in work presented in [5] . The main purpose of their work was to build a vision tools for field biologists to study the currently threatened animal species in Mojave Desert. According to their results, the proposed LBP-like operator outperformed classical SIFT descriptor and achieved an average accuracy of 77.89%.
In [1] , the simple system for object classification from video sequences based on the object shape was presented. They used 4 different classes, namely 4-leg animal, car, human and other objects and achieved overall success rate of 86.67%. In [4] , a new approach for object detection and tracking in a multiple camera network was presented. This new approach is based on a new algorithm using mean shift segmentation and the depth information derived from stereo vision. The segmented objects are tracked by their novel Bayesian Kalman filter with simplified Gaussian mixture. They used non-training based object recognition algorithm to track and identify similar objects in nearby cameras. Another approach of motion detection was introduced in [8] . They proposed a new version of the original temporal averaging algorithm with adaptive updating speed of the background. Their goal was making the algorithm more robust in various scenarios. A real-time 3D video tracking system for monitoring primate groups was presented in [9] . They used 4 CMOS color cameras to monitor up to 4 animals in one cage. The presented system can follow a number of animals wearing only individual color markers. Their main challenges were the reliability of the position measurements and behavior classification.
Proposed System Solution
The proposed ASFAR system will be putting in the countryside, without access to the electricity network or cable internet connection. The system needs to work 24 hours a day and as long as possible on the battery. Therefore, there is a need of minimalized power consumption and optimized every process. ASFAR system solution for determining the migration potential of wild animals is shown in Fig. 1 .
In the system solution, there are more standalone modules acting as slaves, called "watching devices" and one device acting as master called main computation unit (MCU). The system solution was firstly introduced in [10] as the partial results of our work. The visual descriptors like SIFT and SURF were tested on static images and experimental results showed that this approach is suitable for animal recognition. In comparison with the work presented in [10] , our new paper is focusing on software solution of the ASFAR system and brings more experimental results on the real world data.
Watching Device
The main task of the watching device is animal's detection and effective description of moving animals in the wild nature. Then, the device sends the descriptors to the MCU for evaluation. The main parts of the watching device are video camera, computation unit, control unit, communication unit, power supply unit and accessories like light, temperature and motion detection sensors, infrared illumination and heating unit.
Main Computation Unit
The main computation unit is the master, server and management device for the whole ASFAR system. The MCU tasks are:
 Data collection from watching devices.
 Unknown objects evaluation.
 Animals motion vectors and migration corridors determination.  Result storing.
 Controlling and managing watching devices.
Proposed Software Solution
ASFAR software proposal is a difficult and extensive task, which can be divided into two main parts:  Training part.
 Testing part.
The main task of the training part is to create classification model using training data. This model has to characterize animal classes and has to be able to evaluate unknown moving objects into one of the known class. In the testing part, classification model and training data are used to test the model, to determine the model accuracy and last to create the migration corridors for wild animals. The block diagram of the ASFAR software solution is shown in 
The Module of Classes Representation Creation
In the ASFAR system, the first and the fundamental step is the creation of representation for single classes. For this task, descriptors of local visual features were chosen, namely SIFT, SURF, OpponentSIFT and OpponentSURF [11] [12] [13] . These are well-known descriptors, which are widely used in object recognition systems. Every descriptor consists of two parts, key point's detection and key point's description. Two hybrid key point's detectors called SISURF (SIftSURF) and SUSIFT (SUrfSIFT) were proposed. The first reason of the proposed detectors was to increase accuracy in object recognition, which was presented in [14] as the partial results of our work. The experimental results showed that SISURF hybrid descriptor outperformed others descriptors in the object recognition. The second reason was to reduce computation time of local descriptors according to achieve real-time animal detection and classification. The hybrid descriptors reduce the number of valid key points and in this way computation time of local descriptors is decreasing. The tests of the speed of the visual descriptors were done, but have not been publish yet.
SISURF hybrid key points detector combines SURF and SIFT detectors and its main idea is detection of key points using main SURF detector and then use SIFT control key point detector to filtrate main key points. The minimal Euclidean distance for every single main key point and the nearest control key point is calculated. From these values, average value of the minimal distances min s is calculated using:
where X SURFj and Y SURFj are coordinates of the i th main key point, i = 0, 1, ... n, n is the number of main key points. X SIFT and Y SIFT are coordinates of all control key points. Circled control area is created around every main key point with radius equal to min s . The main SURF key point is valid only under condition, when at least 1 control key point is located in the circled control area. The process of creation SISURF key point's detector is shown in Fig. 3 .
SUSIFT hybrid key points detector also combines SIFT and SURF detectors. The process of creation SISURT key points is the same as SISURF, but the main key point detector is SIFT and SURF detector is used as the control detector.
The Module of Classification Model Creation
In the second step, the classification model based on the machine learning using training data was created. This model needs to characterize simple classes and needs to evaluate a valid class for unknown objects. In the ASFAR system, the combination of bag of visual key points (BOW) method and SVM were used. BOW was presented in [15] and is based on quantization of affine invariant visual descriptors. The main advantage is its computation efficiency, simplicity and invariance in affine transformation. A BOW vocabulary is created using k-means algorithm and local visual descriptors. These descriptors are assigned to the nearest cluster center using BruteForce or FlannBased matcher. Then, the final visual key point descriptor is created as a normalized histogram of one of the center of vocabulary. Final descriptors serve SVM as training data. Support Vector Machine is widely used in object classification and is related to the family of the supervised learning methods. The main task of SVM classifier is to find an optimal hyper plane with the maximum margin between data of two different classes. Radial Basic Function (RBF) was used as the SVM kernel function.
The Module of Target of Interest Segmentation for Relevant Classification
The main task of this module is detection and tracking of moving objects and marking relevant targets of interest for object classification. The combination of background subtraction method and CAMShift algorithm were used. First, moving objects are separated from the background using background subtraction method. After a successful determination and detection of the moving objects, CAMshif algorithm is applied to find optimal object size, position and orientation. Then, in order to achieve the best accuracy in object classification, key frame extraction method (KEM) is used to filtrate regions of interest. The proposed method consists of two parts:
 Early filtration.
 Late filtration.
Early filtration is applied on the moving region of interest (ROI) in real-time and its task is to do first filtration of valid regions of interest. ROI needs to fulfill two conditions in order to participate in objects recognition:
 Size condition -ROI size must be more than a threshold value.  Movement condition -ROI must consist at least of 40% moving pixels.
The threshold value for Size condition was determined empirically from testing video sequences and its value was set to 10000 pixels. This condition should filtrate ROIs where the unknown object is not clearly visible in ROI, for example when an object is entering or leaving the scene or is partially overlapped by other objects. The second threshold value was also determined empirically. In testing video sequences average percentage of moving pixels in regions of interest was about 50% and therefore the threshold was set to 40%.
Late filtration is applied on a set of the regions of interest belonging to the tracking object, after this object has left the scene. Late filtration consists of two conditions:
 Edge condition -Number of edges in ROI.
 Length condition -Number of frames with tracking object in video sequences.
Canny detector is used to detect edges in each ROI. Edges are represented by white points in output binary image from Canny detector. Number of white points is counted and average value of white points in images is calculated using: 
where n is the number of images which belong to a single tracking object and edgeCount i is the number of white points in an individual ROI. If the number of edges in ROI is lower than the average value, the particular ROI is used in object classification. Idea of this condition is to remove these ROIs, where the unknown object is overlapping by some other objects from background, such as trees, stones etc. The objects which are not at least 40 frames at video sequence are removed from valid detected objects according to the second condition. The false detected objects in video sequences are also eliminated using this condition.
The Module of Migration Corridors Creation
In the last part of ASFAR system, moving animals are classified to appropriate classes and all information about their movement in the particular area is stored in database. Then, migration corridors in the particular area are created using these data.
Experimental Results
The whole ASFAR system was programmed and developed in C++ programming language using OpenCV libraries. The system was tested on static video sequences with resolution 1920 × 1080. In video sequences, moving objects were represented by animals in their natural conditions or in the zoo. These videos were created as a part of the international project E!6752 -DETECTGAME. In video sequences, there were 5 different animal species, namely wild boar, deer, fox, brown bear and wolf. The example images from the training database are shown in Fig. 4 .
Information about video length, total number of frames in video sequences and number of frames with animals in the scene per animal species are given in Tab. 1.
In the experiments, we follow the block diagram of the ASFAR system solution. The system was tested in more standalone runs, where one standalone run consists of a combination of key point detector, key point descriptor and descriptor matcher in BOW. Four detectors, SIFT, SURF, SISURF and SUSIFT, four descriptors SIFT, SURF, OpponentSIFT and OpponentSURF were tested and for feature matching, BruteForce (BF) or FlannBased (FB) matchers were used.
For each run, number of descriptors participating in constructing visual vocabulary was changing from 8000 to 20000 per class, with the step 2000. Also, in data preparing for SVM classifier, number of descriptors was changing from 8000 to 20000 per class, with the step 2000. For each run, the following evaluation was done:
 Overall accuracy.
 Accuracy per class with the effect of key frame extraction method.  Recall, precision and F1 measure.
 Confusion matrix.
Precision, Recall and F1 Measure
Precision is defined as a proportion between the number of valid frames specified by the module and the number of all frames classified as valid frames. Precision is defined by:
where t p defines the number of frames correctly classified as a valid class and f p defines the number of frames incorrectly classified as a valid class. Recall is defined as a proportion between the number of valid frames specified by the module and the number of all valid frames. Recall is defined by:
where t p defines the number of frames correctly classified as a valid class and f n defines the number of frames which were not classified as valid, but they should be. F1 measure combines precision and recall in harmonic mean and F1 measure is defined by:
Results
The overall results for the best combinations of the classification models for animal recognition from video sequences are shown in Tab. 2. One combination consists of detector, descriptor, matcher, number of descriptors used in the vocabulary building process and the number of descriptors used in SVM machine learning. The best accuracy 86.07% was achieved in combination of SURF detector, OpponentSIFT descriptor, BruteForce matcher, 14000 descriptors in the vocabulary building process and 16000 descriptors in machine learning. The best accuracy with the proposed hybrid key points detectors was 81.98% and it was achieved in combination of SISURF detector, OpponentSURF descriptor and FlannBased matcher, 14000 and 12000 used descriptors. The final classification score and influence of KEM method in object recognition is shown in Fig. 5 . The shortcuts in the bottom part of the image mean which parts of KEM method are used in ROI filtration in order to improve From Fig. 5 the positive influence of KEM method in achieving the best accuracy in object recognition is evident. The best improvement using KEM method about 24.48% was achieved for class brown bear with the final accuracy of 94.13%. The lowest improvement only about 2.63% was achieved for class deer with final accuracy of 66.89%. The best final accuracy per class was achieved for class wolf at 95.75% with improvement about 4.3%. For class wild boar, final classification accuracy of 89.3% was achieved. It was improvement of about 13.43% in comparison without using KEM method. The high classification accuracy of 92.32%.with a slight improvement of about 8.95% was also achieved for class fox. Graphical representation for recall-precision is shown in Fig. 6 . Confusion matrix for the best combination is shown in Tab. 4.
From the confusion matrix it is evident that 37 objects from fox class were incorrectly evaluated by the classifier as wolf. The total objects count for fox class was 560. On the other hand, 19 objects from wolf class were incorrectly evaluated as fox and also 12 objects as wild boar, total objects count for wolf class was 753. The total objects count for wild boar class was 1085, 92 objects were mistakenly classified as wolf and 23 as fox. The highest classification accuracy was achieved for brown bear class. Therefore, only 39 objects were classified as wild boar, 22 as wolf and 4 as fox from the total brown bear objects count 1108. Lots of objects from deer class were incorrectly evaluated. Moreover, 210 were classified as fox, 156 as wolf and 22 as wild boar from the total objects count for deer class 1196. This was the reason, why the lowest value of recall for deer class was achieved.
Conclusion
In this paper, the novel system for non-invasive method of animal tracking and classification was presented. The system is based on intelligent watching devices with camera, computation and transmission unit. Devices will be put in countryside, where it is necessary to determine migration corridors of wild animals. The presented system was tested on static video sequences and shows promising performances in comparison with state-of-art techniques, which were presented in Sec. 2. The best accuracy was achieved at 86.07%. In overall testing, hybrid descriptors failed to outperform classical descriptors in object classification accuracy. Because of the demand of real-time object classification, the combination with the best accuracy is not satisfactory. Therefore, the combination with hybrid detector can be the compromise between the speed and still acceptable accuracy at 81.98%. Now, the system is not capable of fully automatic process of migration corridor creation in large areas, because the system collects data only from one camera. With more watching devices in a designated area, the system will be able to collect data from all devices and in this way migration corridors for wild animals in larger areas can be created in a very efficient way.
