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Abstract
In this paper, we will give a decomposition theorem for some type of holomorphic mappings. This
result is the generalization of many known results.
 2004 Elsevier Inc. All rights reserved.
Keywords: Bounded convex circular domain; Quasi-convex mapping; Complete quasi-convex mapping;
Complete quasi-convex mapping of type (n1, n2, . . . , nk); Decomposition theorem
1. Introduction
The family of biholomorphic convex mappings in several complex variables has many
interesting properties. The decomposition theorem is one of them. In 1970, Suffridge [1]
gave the first decomposition theorem.
Theorem A. Let f (z) = (f1(z), . . . , fn(z)) be a normalized locally biholomorphic map-
ping on the unit polydisk ∆n in Cn, f :∆n → Cn, then f is a normalized biholomor-
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g1, . . . , gn on the unit disk ∆ in C such that
f (z) = (g1(z1), . . . , gn(zn)),
where z = (z1, . . . , zn) ∈ ∆n.
Let Ω ⊂ Cn be a domain with 0 ∈ Ω . We denote by K(Ω) the family of all normalized
biholomorphic convex mappings on , and denote by D(Ω) the family of all mappings
which are in the form (g1(z1), . . . , gn(zn)), where gi(zi) is the normalized biholomorphic
convex function on the domain Ωi = {zi ∈ C: there exists (z1, . . . , zi−1, zi+1, . . . , zn)
such that (z1, . . . , zi−1, zi , zi+1, . . . , zn) ∈ Ω}, i = 1, . . . , n. Then Theorem A tells us that
K(∆n) = D(∆n). In general, K(∆n) = D(∆n) when Ω = ∆n. For example, the mapping(
z1
1 − z1 ,
z2
1 − z2 , . . . ,
zn
1 − zn
)
∈ D(Bp),
but /∈ K(Bp), where Bp = {(z1, . . . , zn) ∈ Cn: |z1|p + · · · + |zn|p < 1} (p  1) (cf.
Gong [2]). For a domain Ω in Cn, it is natural to search a subfamily of the family of
biholomorphic mappings on Ω which is larger than K(Ω) and contains D(Ω). Recently,
Taishun Liu and Wenjun Zhang [3] defined the family of complete quasi-convex mappings
CQ(Ω) on the bounded convex complete circular domain Ω , K(Ω) ⊂ CQ(Ω), and proved
that CQ(∆n) = K(∆n)(= D(∆n)). Thus they gave a more concise criterion of convex-
ity for normalized locally biholomorphic mappings on ∆n. In general, CQ(Ω) = K(Ω),
K(Ω) = D(Ω) when Ω = ∆n. In Section 2, we will prove that if Ω is a bounded convex
complete circular domain, then D(Ω) ⊂ CQ(Ω). Thus CQ(Ω) has the desired property
that it has a relatively simple geometric definition and it contains both K(Ω) and D(Ω).
In 1998, Taishun Liu and Guangbin Ren [4] extended Theorem A from domain ∆n
to the domain which is the direct product of a finite number of bounded convex circular
domains.
Theorem B. Let Ω1 ⊂ Cn1, . . . ,Ωk ⊂ Cnk be bounded convex circular domains and
their Minkowski functionals p1(z), . . . , pk(w) are holomorphic functions of z, z¯, . . . ,w, w¯
on Ω1, . . . ,Ωk , respectively (except for a lower dimensional manifold), where z ∈
Ω1, . . . ,w ∈ Ωk . If
f (z, . . . ,w) = (f1(z, . . . ,w), . . . , fk(z, . . . ,w))
is a normalized locally biholomorphic mappings on Ω = Ω1 × · · · × Ωk , f :Ω → Cn1 ×
· · ·×Cnk , then f is a normalized biholomorphic convex mapping on Ω if and only if there
exist k normalized biholomorphic convex mappings gi on Ωi , i = 1, . . . , k, such that
f (z, . . . ,w) = (g1(z), . . . , gk(w)).
Let Ω ⊂ Cn1+···+nk be a domain with 0 ∈ Ω . We denote by Dk(Ω) the family of all
mappings which are in the form (g1(z), . . . , gk(w)), where g1(z) is the normalized biholo-
morphic convex mapping on the domain Ω1 = {z ∈ Cn1 : there exists (. . . ,w) such that
(z, . . . ,w) ∈ Ω}, . . . , gk(w) is the normalized biholomorphic convex mapping on the do-
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tells us that K(Ω1 × · · · × Ωk) = Dk(Ω1 × · · · × Ωk). In general, K(Ω) = Dk(Ω), if Ω
cannot be decomposed as the direct product of k bounded convex circular domains. For a
domain Ω ⊂ Cn1+···+nk , we also need to search a subfamily of the family of biholomorphic
mappings on Ω which is larger than K(Ω) and contains Dk(Ω).
When the domain is the direct product of a finite number of bounded convex circu-
lar domains, we already know that the decomposition theorem is hold for the family of
normalized biholomorphic convex mappings. It is natural to ask the following question.
Does there exist more general family of mappings such that the decomposition theorem
still holds? We will answer this question in this paper. The main result will be given in
Section 3, and its proof will be given in Section 4.
2. Family of complete quasi-convex mappings
It is well known that: in one complex variable the Alexander theorem describes the
relation between the family of convex functions and the family of starlike functions, but the
analogous relationship in several complex variables is never true. Many families which are
related with the family of convex mappings and family of starlike mappings were defined
in several complex variables. The analytic condition for convexity and for starlikeness in
several complex variables reduces to the usual conditions with positive real part when the
dimension is 1.
Let f (z) be a normalized locally biholomorphic function on ∆. It is known that the
following statements are equivalent to each other:
(1) f is a normalized biholomorphic convex function on ∆;
(2) Re{1 + zf ′′(z)
f ′(z)
}
 0 holds for all z ∈ ∆;
(3) Re{ zf ′(z)
f (z)−f (ξ)
}
 0 holds for all z, ξ ∈ ∆, where |ξ | |z|, z = ξ ;
(4) Re{ 2zf ′(z)
f (z)−f (ξ) − z+ξz−ξ
}
 0 holds for all z, ξ ∈ ∆.
Corresponding to (4), (2), (3) in the above, we have the following definition.
Definition 1. Let Ω be a bounded convex circular domain in Cn, its Minkowski functional
p(z) ∈ C1 (except for a lower dimensional manifold), and f (z) be a locally biholomorphic
mapping on Ω , f :Ω → Cn.
(1) If the inequality
Re
{
α
∂p
∂z
(µ)J−1f (αµ)(f (αµ) − f (βµ))
− α + β
α − β
}
 0 (2.1)
holds for any α,β ∈ ∆ and any µ ∈ ∂Ω , then f is said to be a quasi-convex mapping
of type A on Ω .
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Re
{
∂p(z)
∂z
J−1f (z)
(
d2f
dz2
(z, z)z2 + Jf (z)z
)}
 0 (2.2)
holds for any z ∈ Ω , then f is said to be a quasi-convex mapping of type B on Ω .
(3) If the inequality
Re
{
∂p(z)
∂z
J−1f (z)
(
f (z)− f (αz))} 0 (2.3)
holds for any z ∈ Ω and any α ∈ ∆¯, then f is said to be a quasi-convex mapping of
type C on Ω . where f , z are column vectors, ∂p
∂z
= ( ∂p
∂z1
, . . . ,
∂p
∂zn
)
, Jf is the Jacobi
matrix of f , d
2f
dz2
is the Frechét derivative of order 2 of f . All quasi-convex mappings
of type A, type B , and type C form the family of quasi-convex mappings QA(Ω),
QB(Ω), and QC(Ω), respectively.
If the inequality (2.3) holds for any z,w ∈ Ω when f (w) replaces f (αz), where p(w)
p(z) < 1, then f is a convex mapping on Ω .
The relations
K(Ω) ⊂ QA(Ω) ⊂ S∗(Ω), QA(Ω) ⊂ QB(Ω) (2.4)
were proved, where S∗(Ω) is the family of normalized biholomorphic starlike mappings
on Ω .
Roper and Suffridge [5] defined QA(Bn) and QB(Bn), and proved relations (2.4) when
Ω = Bn. They also conjectured QA(Bn) = QB(Bn). Until now, it is an open problem.
Hao Liu [6] extended these definitions and results from Bn to bounded convex circular
domains. QC(Ω) was defined by Taishun Liu and Hao Liu [7], and proved that K(Ω) ⊂
QA(Ω) ⊂ QC(Ω) ⊂ S∗(Ω), where Ω is a bounded convex circular domains. Taishun Liu
and Wenjun Zhang [8] extended the definitions of QA(Ω) and QC(Ω) to the open unit
ball B in complex Banach space, and proved that K(B) ⊂ QA(B) = QC(B) ⊂ S∗(B),
where K(B) and S∗(B) denote the family of normalized biholomorphic convex mappings
on B and family of normalized biholomorphic starlike mappings on B . Since QA = QC ,
we can say it to be the family of quasi-convex mappings, and denote it by Q. Recently,
Taishun Liu and Wenjun Zhang [3] defined the family of complete quasi-convex mappings
on the bounded convex complete circular domains (cf. Krantz [9, p. 102]).
Definition 2. Let Ω be a bounded convex complete circular domain in Cn, its Minkowski
functional p(z) ∈ C1 (except for a lower dimensional manifold), and f (z) be a normalized
locally biholomorphic mapping on Ω , f :Ω → Cn. If the inequality
Re
{
∂p(z)
∂z
J−1f (z)
(
f (z) − f (ξ1z1, . . . , ξnzn)
)}
 0 (2.5)
holds for any z = (z1, . . . , zn) ∈ Ω , and any ξ = (ξ1, . . . , ξn) ∈ ∆¯ n, then f is said to
be a complete quasi-convex mapping on Ω , where f , z are column vectors, ∂p(z)
∂z
=( ∂p(z)
∂z1
, . . . ,
∂p(z)
∂zn
)
. All complete quasi-convex mappings on Ω form the family of complete
quasi-convex mappings CQ(Ω).
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examples.
Example 1. (z1 + 12z22, z2) ∈ Q(∆2), but /∈ CQ(∆2).
Example 2.
(
z1
1−z1 ,
z2
1−z2 , . . . ,
zn
1−zn
) ∈ CQ(Bp), but /∈ K(Bp), where Bp = {(z1, . . . , zn) ∈
Cn: |z1|p + · · · + |zn|p < 1} (p  1). In [6] and [7], we already know that
(
z1
(1−z1)2 , . . . ,
zn
(1−zn)2
) ∈ S∗(∆n), but /∈ Q(∆n). Thus, in general, we have the relations
K  CQ  Q  S∗.
In [3], they gave the following decomposition theorem for the family CQ.
Theorem C. Let f (z) = (f1(z), . . . , fn(z)) be a normalized locally biholomorphic map-
ping on ∆n, then f ∈ CQ(∆n) if and only if there exist n normalized biholomorphic convex
functions g1, . . . , gn on ∆, such that
f (z) = (g1(z1), . . . , gn(zn)), (2.6)
where z = (z1, . . . , zn) ∈ ∆n.
Theorem C tells us that CQ(∆n) = D(∆n) = K(∆n). From Example 1 in the above, we
know that (2.6) does not hold for the family Q(∆n). Actually, for the family Q(∆n), it is
impossible to express the mapping in Q(∆2) as (z1h1(z), z2h2(z)), where h1(z), h2(z) are
holomorphic functions of z.
The necessity part of Theorem C was proved in [3]. The proof of the sufficiency part of
Theorem C is easy. We omit the detail.
In general, CQ(Ω) = K(Ω), D(Ω) = K(Ω). We will prove D(Ω) ⊂ CQ(Ω) when Ω
is a bounded convex complete circular domain. That means that CQ(Ω) is the family of
mappings which we want to search.
Theorem 1. Let Ω be a bounded convex complete circular domain in Cn, and its
Minkowski functional p(z) ∈ C1 (except for a lower dimensional manifold), then
K(Ω)∪ D(Ω) ⊂ CQ(Ω).
Proof. Since Ω is a bounded convex complete circular domain, we have p(z1, . . . , zj−1,
zj e
iθ , zj+1, . . . , zn) = p(z), where z = (z1, . . . , zn) ∈ Ω , θ ∈ R. Obviously,
0 = d
dθ
p
(
z1, . . . , zj−1, zj eiθ , zj+1, . . . , zn
)∣∣
θ=0
= ∂p
∂zj
(
z1, . . . , zj−1, zj eiθ , zj+1, . . . , zn
)
eiθ zj i
+ ∂p
∂z¯j
(
z1, . . . , zj−1, zj eiθ , zj+1, . . . , zn
)
e−iθ z¯j (−i)|θ=0
= ∂p(z)zj i − ∂p(z) z¯j i.
∂zj ∂z¯j
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∂p(z)
∂zj
zj = ∂p(z)
∂z¯j
z¯j ,
i.e., ∂p(z)
∂zj
zj is a real number. Now we will prove that ∂p(z)∂zj zj is non-negative. For
z = (z1, . . . , zn) ∈ Ω , fixing j , there exists ε > 0, such that (z1, . . . , zj−1, (1 + ε)zj , zj+1,
. . . , zn) ∈ Ω . Thus p(z1, . . . , zj−1, (1 + ε)zj , zj+1, . . . , zn)  p(z). Expanding the
left-hand side of the above inequality, we have
p(z) +
(
∂p(z)
∂zj
zj + ∂p(z)
∂z¯j
z¯j
)
ε + o(ε) p(z),
since p(z) ∈ C1. That is,
∂p(z)
∂zj
zj + ∂p(z)
∂z¯j
z¯j  0.
Thus ∂p(z)
∂zj
zj is non-negative because ∂p(z)∂zj zj is a real number, where j = 1, . . . , n.
If f (z) = (f1(z), . . . , fn(z))′ ∈ D(Ω), it is easy to verify
J−1f (z)
(
f (z) − f (ξ1z1, . . . , ξnzn)
)
=
(
f1(z1) − f1(ξ1z1)
f ′1(z1)
, . . . ,
fn(zn) − fn(ξnzn)
f ′n(zn)
)′
,
where z = (z1, . . . , zn) ∈ Ω , ξ = (ξ1, . . . , ξn) ∈ ∆¯n. We have
Re
{
∂p(z)
∂z
J−1f (z)
(
f (z) − f (ξ1z1, . . . , ξnzn)
)}
=
n∑
j=1
Re
{
∂p(z)
∂zj
· fj (zj ) − fj (ξj zj )
f ′j (zj )
}
=
n∑
j=1
Re
{
∂p(z)
∂zj
zj · fj (zj ) − fj (ξj zj )
zjf
′
j (zj )
}
.
Since ∂p(z)
∂zj
zj (j = 1, . . . , n) are real numbers, so
n∑
j=1
Re
{
∂p(z)
∂zj
zj · fj (zj ) − fj (ξj zj )
zj f
′
j (zj )
}
=
n∑
j=1
∂p(z)
∂zj
zj Re
{
fj (zj ) − fj (ξj zj )
zjf
′
j (zj )
}
.
Because Ω is a bounded convex complete circular domain, Ωj = {zj ∈ C: ∃(z1, . . . ,
zj−1, zj+1, . . . , zn) such that (z1, . . . , zj−1, zj , zj+1, . . . , zn) ∈ Ω} (j = 1, . . . , n) are
disks, Ω ⊂ Ω1 × · · · × Ωn and fj (j = 1, . . . , n) are convex functions on Ωj , so we have
Re
{
fj (zj ) − fj (ξj zj )
zj f
′(zj )
}
 0, j = 1, . . . , n.j
454 S. Gong, T. Liu / J. Math. Anal. Appl. 299 (2004) 448–464Because ∂p(z)
∂zj
zj (j = 1, . . . , n) are non-negative real numbers, so
n∑
j=1
∂p(z)
∂zj
zj Re
{
fj (zj ) − fj (ξj zj )
zjf
′
j (zj )
}
 0.
Hence (2.5) holds, that is, D(Ω) ⊂ CQ(Ω). We have proved Theorem 1. 
3. The decomposition theorem for the family of complete multi-quasi-convex
mappings
To answer the question at the end of Section 1, we need the following definition, and
use it to establish a general decomposition theorem.
Definition 3. Let Ω1 ⊂ Cn1 , . . . ,Ωk ⊂ Cnk be bounded convex circular domains, Ω =
Ω1 ×· · ·×Ωk , its Minkowski functional p(∧) ∈ C1 (except for a lower dimensional man-
ifold), where ∧ = (z, . . . ,w)′ ∈ Ω , z = (z1, . . . , zn1)′ ∈ Ω1, . . . ,w = (w1, . . . ,wnk )′ ∈ Ωk ,
and f (∧) be a normalized locally biholomorphic mapping on Ω , f :Ω → Cn1 ×· · ·×Cnk .
If the inequality
Re
{
∂p(∧)
∂∧ J
−1
f (∧)
(
f (∧) − f (ξ1z, . . . , ξkw)
)}
 0 (3.1)
holds for any ∧ = (z, . . . ,w)′ ∈ Ω , ξ = (ξ1, . . . , ξk) ∈ ∆¯k , then f is said to be a complete
quasi-convex mapping of type (n1, . . . , nk), where f is a column vector,
∂p(∧)
∂∧ =
(
∂p(∧)
∂z1
, . . . ,
∂p(∧)
∂zn1
, . . . ,
∂p(∧)
∂w1
, . . . ,
∂p(∧)
∂zwk
)
.
All complete quasi-convex mappings of type (n1, . . . , nk) on Ω form the family of com-
plete quasi-convex mappings of type (n1, . . . , nk) MCQ(Ω).
Obviously, p(∧) = p(z, . . . ,w) = max{p(z), . . . , p(w)}, MCQ(Ω) = CQ(Ω) when
n1 = · · · = nk = 1, and MCQ(Ω) = Q(Ω) when all ni (i = 1, . . . , k) equal zero except
one.
We will give a more general definition of the complete quasi-convex mappings of type
(n1, . . . , nk).
Definition 4. Let Ω ⊂ CN , N = n1 + · · · + nk is a decomposition of N , where ni (i =
1, . . . , k) are positive integers. Any point ∧ ∈ Ω can be expressed as (z, . . . ,w), where z ∈
Cn1, . . . ,w ∈ Cnk . If (ξ1z, . . . , ξkw) ∈ Ω holds for any ∧ = (z, . . . ,w) ∈ Ω and any ξ =
(ξ1, . . . , ξk) ∈ ∆¯k , then we say Ω to be a complete circular domain of type (n1, . . . , nk).
Let Ω ⊂ CN be a bounded complete convex circular domain of type (n1, . . . , nk),
its Minkowski functional p(∧) ∈ C1 (except for a lower dimensional manifold), where
∧ = (z, . . . ,w)′ ∈ Ω , z = (z1, . . . , zn1)′ ∈ Cn1, . . . ,w = (w1, . . . ,wnk )′ ∈ Cnk , and f (∧)
be a normalized locally biholomorphic mapping on Ω , f :Ω → CN . If for any ∧ =
(z, . . . ,w)′ ∈ Ω , ξ = (ξ1, . . . , ξk) ∈ ∆¯k , the inequality (3.1) holds, then we say f to be
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the family of complete quasi-convex mappings of type (n1, . . . , nk) MCQ(Ω).
Obviously, K(Ω) ⊂ MCQ(Ω). In general Dk(Ω) = K(Ω). But we can use the similar
argument as we used in the proof of Theorem 1 to prove that K(Ω)∪Dk(Ω) ⊂ MCQ(Ω).
We omit the detail of the proof.
Now we go back to Definition 3.
The following two examples show the relations between MCQ(Ω) and other families.
Example 3. f (z,w) = ( z11−z1 , z21−z1 , w11−w1 , w21−w1 )′ ∈ MCQ(∆2 × ∆2), but f /∈ CQ(∆4),
where z = (z1, z2)′, w = (w1,w2)′.
Proof. From Theorem C, we know f (z,w) /∈ CQ(∆4). Now we are going to prove
f (z,w) ∈ MCQ(∆2 × ∆2).
It is easy to compute that
J−1f (z,w) =


(1 − z1)2 0 0 0
−z2(1 − z1) (1 − z1) 0 0
0 0 (1 − w1)2 0
0 0 −w2(1 − w1) (1 − w1)

 .
If ξ = (ξ1, ξ2) ∈ ∆¯2, then
J−1f (z,w)
(
f (z,w) − f (ξ1z, ξ2w)
)=


z1(1−z1)(1−ξ1)
1−ξ1z1
z2(1−z1)(1−ξ1)
1−ξ1z1
w1(1−w1)(1−ξ2)
1−ξ2w1
w2(1−w1)(1−ξ2)
1−ξ2w1

 .
If max{|z1|, |z2|, |w1|, |w2|} = |z1| > 0, then p(∧) = |z1|, ∂p(∧)∂∧ = ( 12 |z1|z1 ,0,0,0),
where ∧ = (z,w). (3.1) becomes
Re
{
(1 − z1)(1 − ξ1)
1 − ξ1z1
}
 0.
Of course it is true when z1 ∈ ∆, ξ1 ∈ ∆¯. Thus (3.1) holds when p(∧) = |z1|. By the same
process, we can prove that (3.1) holds when p(∧) = |z2|, |w1|, or |w2| and > 0. Hence,
f (z,w) ∈ MCQ(∆2 × ∆2). 
Example 4. g(z,w) = ( z11−z1 , z21−z1 , w11−z1 , w21−z1 )′ ∈ Q(∆2 ×∆2), but g /∈ MCQ(∆2 × ∆2),
where z = (z1, z2)′, w = (w1,w2)′.
Proof. g(z,w) is a normalized biholomorphic mapping on ∆4. We prove g(z,w) /∈
MCQ(∆2 × ∆2) at first.
It is easy to compute that
J−1g (z,w) =


(1 − z1)2 0 0 0
−z2(1 − z1) 1 − z1 0 0
−w1(1 − z1) 0 1 − z1 0

 .−w2(1 − z1) 0 0 1 − z1
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J−1g (z,w)
(
g(z,w) − g(ξ1z, ξ2w)
)= 1 − z1
1 − ξ1z1


z1(1 − ξ1)
z2(1 − ξ1)
w1(1 − ξ2)
w2(1 − ξ2)

 .
Taking ∧ = (z,w) such that max{|z1|, |z2|, |w1|, |w2|} = |w1| > 0, then p(∧) = |w1|,
∂p(∧)
∂∧ = (0,0, 12 |w1|w1 ,0). The left-hand side of (3.1) becomes
1
2
|w1|Re
{
(1 − z1)(1 − ξ2)
1 − ξ1z1
}
.
Taking (z1, z2,w1,w2) = (i(1 − 2ε), 
,1 − ε, 
) and (ξ1, ξ2) = (−1, i), where 
 is any
complex number, its absolute value is less than 1 − ε, 0 < ε < 12 . Then
Re
{
(1 − z1)(1 − ξ2)
1 − ξ1z1
}
→ −1
when ε → 0. Obviously, the right-hand side is < 0 when ε is sufficiently small. Thus
g(z,w) /∈ MCQ(∆2 × ∆2).
Next, we are going to prove g(z,w) ∈ Q(∆2 × ∆2). For any (z,w) ∈ ∆2 × ∆2, ξ ∈ ∆¯,
we have
J−1f (z,w)
(
f (z,w) − f (ξz, ξw))= (1 − z1)(1 − ξ)
1 − ξz1


z1
z2
w1
w2

 .
If p(∧) = max{|z1|, |z2|, |w1|, |w2|} = |z1| > 0, then (3.1) becomes
1
2
|z1|Re
{
(1 − z1)(1 − ξ1)
1 − ξ1z1
}
 0.
Of course, it is true. By the same process, we can prove (3.1) is true when max{|z1|, |z2|,
|w1|, |w2|} = |z2|, |w1| or |w2| and > 0. Thus we have proved g(z,w) ∈ Q(∆2 × ∆2).
From the above examples, we have the following relations:
K(Ω)  CQ(Ω)  MCQ(Ω)  Q(Ω)  S∗(Ω). 
For the family of complete quasi-convex mappings of type (n1, . . . , nk), we have the
following decomposition theorem.
Theorem 2. Let Ω1 ⊂ Cn1 , . . . ,Ωk ⊂ Cnk be bounded convex circular domains, Ω = Ω1 ×
· · · × Ωk , its Minkowski functional p(∧) is a holomorphic function of z, z¯, . . . ,w, w¯ (ex-
cept for a lower dimensional manifold), where ∧ = (z, . . . ,w)′ ∈ Ω , z ∈ Ω1, . . . , w ∈ Ωk .
If f (z, . . . ,w) = (f1(z, . . . ,w), . . . , fk(z, . . . ,w)) be a normalized locally biholomorphic
mapping on Ω , f :Ω → Cn1 × · · · × Cnk , then f is a normalized complete quasi-convex
mapping of type (n1, . . . , nk) if and only if there exist k normalized biholomorphic quasi-
convex mappings g1(z), . . . , gk(w) on Ω1, . . . ,Ωk such that
f (z, . . . ,w) = (g1(z), . . . , gk(w)).
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of bounded convex circular domains, the decomposition theorem holds not only for the
family of convex mappings K(Ω), but also for the family of complete quasi-convex map-
pings of type (n1, . . . , nk) MCQ(Ω). Thus Theorem 2 extends Theorem B. Notice that
when the family is a family of convex mappings, it is decomposed as a direct product of
families of convex mappings, and when the family is a family of complete quasi-convex
mappings of type (n1, . . . , nk), it is decomposed as a direct product of families of quasi-
convex mappings. This conclusion is reasonable if we observe that K(Ω) ⊂ MCQ(Ω) and
K(Ωi) ⊂ Q(Ωi) (i = 1, . . . , k). Theorem 2 answers the question at the end of Section 1.
Obviously, when n1 = · · · = nk = 1, Ω1 = · · · = Ωk = ∆, Theorem 2 becomes Theorem C,
i.e., CQ(∆n) = D(∆n) = K(∆n).
4. Proof of Theorem 2
Now we are going to prove Theorem 2. We only need to prove Theorem 2 in the case of
k = 2.
Proof of sufficiency part
If f (z,w) = ( (g1(z)
g2(w)
)
, where g1(z) ∈ Q(Ω1), g2(w) ∈ Q(Ω2). We need to prove
f (z,w) ∈ MCQ(Ω1 × Ω2).
Let ∧ = (z,w), then the Minkowski functional of Ω is p(∧) = max{p1(z),p2(w)},
where p1(z), p2(w) are the Minkowski functional of Ω1,Ω2, respectively. If max{p1(z),
p2(w)} = p1(z) > 0, then ∂p(∧)∂∧ = ( ∂p(1z)∂z ,0). The left-hand side of (3.1) becomes
Re
{
∂p(∧)
∂∧ J
−1
f (∧)
(
f (∧) − f (ξ1z, ξ2w)
)}
= Re
{
∂p1(z)
∂z
J−1g1 (z)
(
g1(z) − g1(ξ1z)
)}
, (4.1)
where ξ = (ξ1, ξ2) ∈ ∆¯2. By (2.3), the right-hand side of (4.1) is non-negative. Hence (3.1)
holds when max{p1(z),p2(w)} = p1(z) > 0. By the same process, we can prove (3.1)
when max{p1(z),p2(w)} = p2(w) > 0. Thus the sufficiency part of Theorem 2 has been
proved.
Proof of necessity part
Let f (z,w) = ( f1(z,w)
f2(z,w)
) ∈ MCQ(Ω1 × Ω2). The necessity part of Theorem 2 has been
proved if we can prove that there exist normalized holomorphic mappings g1(z) and g2(w)
on Ω1 and Ω2, respectively such that f1(z,w) = g1(z) and f2(z,w) = g2(w). This as-
sertion is true due to the following reason. If f1(z,w) = g1(z), f2(z,w) = g2(w) and
max{p1(z),p2(w)} = p1(z) > 0, then (4.1) holds. Since f (z,w) ∈ MCQ(Ω1 × Ω2), the
left-hand side of (4.1) is non-negative. Hence g1(z) ∈ Q(Ω1). By the same process, we can
prove g2(w) ∈ Q(Ω2).
Now we are going to prove f1(z,w) = g1(z) and f2(z,w) = g2(w) when f (z,w) ∈
MCQ(Ω1 × Ω2). It needs a few steps.
458 S. Gong, T. Liu / J. Math. Anal. Appl. 299 (2004) 448–464(1) Denote
n1∑
j,k=1
∂2f
∂zj ∂zk
(z,w)zj zk = ∂
2f
∂z2
(z,w)z2, (4.2)
n1∑
j=1
n2∑
k=1
∂2f
∂zj ∂wk
(z,w)zjwk = ∂
2f
∂z∂w
(z,w)zw, (4.3)
n2∑
j,k=1
∂2f
∂wj∂wk
(z,w)wjwk = ∂
2f
∂w2
(z,w)w2, (4.4)
where z = (z1, . . . , zn1) ∈ Ω1 ⊂ Cn1 , w = (w1, . . . ,wn2) ∈ Ω2 ⊂ Cn2 . For any non-
negative constant A1,A2, denote(
PA1,A2(z,w)
QA1,A2(z,w)
)
=
(
A21z
A22w
)
+ J−1f (z,w)
(
A21
∂2f
∂z2
(z,w)z2
+ 2A1A2 ∂
2f
∂z∂w
(z,w)zw + A22
∂2f
∂w2
(z,w)w2
)
. (4.5)
We have
(i) The inequality
Re
{
∂p1
∂z
(z)PA1,A2(z,w)
}
 0 (4.6)
holds for any z ∈ Ω1, w ∈ Ω2 when p2(w) p1(z) < 1.
(ii) The inequality
Re
{
∂p2
∂w
(w)QA1,A2(z,w)
}
 0 (4.7)
holds for any z ∈ Ω1,w ∈ Ω2 when p1(z) p2(w) < 1.
Proof. Let ϕ(θ) = J−1f (z,w)(f (z,w) − f (eiA1θ z, eiA2θw)), θ ∈ R, then
ϕ′(θ) = −J−1f (z,w)Jf
(
eiA1θ z, eiA2θw
)( iA1eiA1θ z
iA2eiA2θw
)
,
ϕ′′(θ) = − J−1f (z,w)Jf
(
eiA1θ z, eiA2θw
)( (iA1)2eiA1θ z
(iA2)
2eiA2θw
)
− J−1f (z,w)
[
∂2f
∂z2
(
eiA1θ z, eiA2θw
)(
iA1e
iA1θ z
)2
+ 2 ∂
2f
∂z∂w
(
eiA1θ z, eiA2θw
)(
iA1e
iA1θ z
)(
iA2e
iA2θw
)
+ ∂
2f
2
(
eiA1θ z, eiA2θw
)(
iA2e
iA2θw
)2]
,
∂w
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ϕ(0) =
(
0
0
)
, ϕ′(0) = −i
(
A1z
A2w
)
, ϕ′′(0) =
(
PA1A2(z,w)
QA1A2(z,w)
)
,
by (4.5). Let ∧ = (z,w) and
λ(θ) = Re
{
∂p(∧)
∂∧ ϕ(θ)
}
= Re
{
∂p(∧)
∂∧ J
−1
f (∧)
(
f (∧) − f (eiA1θ z, eiA2θw))}, (4.8)
then λ(θ) 0 and λ(θ) ∈ C∞ since f (z,w) ∈ MCQ(Ω1 × Ω2) and (3.1).
When p2(w) p1(z) < 1, then ∂p(∧)∂∧ =
( ∂p1(z)
∂z
,0
)
. We can prove
∂p1(z)
∂z
z = 1
2
p1(z). (4.9)
By the definition of Minkowski functional and Ω1 is a bounded convex circular domain,
we have p1(eiθ z) = p1(z) when θ ∈ R. Hence
0 = d
dθ
p1
(
eiθ z
)∣∣
θ=0 =
(
∂p1
∂z
(
eiθ z
)
eiθ zi + ∂p1
∂z¯
(
eiθ z
)
e−iθ z¯(−i)
)∣∣∣∣
θ=0
= ∂p1(z)
∂z
zi − ∂p1(z)
∂z¯
z¯i.
Thus ∂p1(z)
∂z
z = ∂p1(z)
∂z¯
z¯. By the definition of p1(z), we know p1(tz) = tp1(z) when t ∈
(0,+∞), then
p1(z) = d
dt
p1(tz)|t=1 =
(
∂p1
∂z
(tz)z + ∂p1
∂z¯
(tz)z¯
)∣∣∣∣
t=1
= ∂p1(z)
∂z
z + ∂p1(z)
∂z¯
z¯.
We have (4.9).
From (4.8), we have
λ(0) = Re
{(
∂p1(z)
∂z
,0
)
ϕ(0)
}
= 0,
λ′(0) = Re
{(
∂p1(z)
∂z
,0
)
ϕ′(0)
}
= Re
{
∂p1(z)
∂z
(−iA1z)
}
= Re
{
− i
2
A1p1(z)
}
= 0,
λ′′(0) = Re
{
∂p1(z)
∂z
PA1A2(z,w)
}
.
Hence λ′′(0) 0 since λ(θ) 0 for any θ ∈ R. Similarly, we can prove (4.7). 
Before step (2), we need a lemma. Because the proof of the lemma is trivial, we only
state the lemma and omit the detail of the proof.
Lemma. Let Ω be a domain in Cn, z0 ∈ Ω . If f (z) is a holomorphic function on Ω and
satisfies the following two conditions:
(i) f (z0) = 0;
(ii) there exists a neighborhood U of z0, U ⊂ Ω , such that Ref (z) 0 when z ∈ U , then
f (z) ≡ 0 on Ω .
460 S. Gong, T. Liu / J. Math. Anal. Appl. 299 (2004) 448–464(2) The identifies
∂p1(z)
∂z
P0,1(z,w) ≡ 0 and (4.10)
∂p2(w)
∂w
Q1,0(z,w) ≡ 0 (4.11)
hold for any (z,w) ∈ Ω .
Proof. By (4.5), we have(
P0,1(z,w)
Q0,1(z,w)
)
=
(
0
w
)
+ J−1f (z,w)
∂2f
∂w2
(z,w)w2.
So P0,1(z,0) = 0 for any z ∈ Ω1. By (4.6), we know
Re
{
∂p1(z)
∂z
P0,1(z,w)
}
 0
for any z ∈ Ω1,w ∈ Ω2 when p2(w) p1(z) < 1. Regarding ∂p1(z)∂z P0,1(z,w) as a function
of w ∈ Ω2, it satisfies the conditions in the lemma, thus we have (4.10). Similarly, we can
prove (4.11). 
(3) The identities
P0,1(z,w) ≡ 0 and (4.12)
Q1,0(z,w) ≡ 0 (4.13)
hold for any (z,w) ∈ Ω .
Proof. The identity (4.10) means P0,1(z,w) is the tangent vector of convex domain
p1(z)Ω1 at the boundary point z. For any t ∈ R, we have p1(z + tP0,1(z,w))  p1(z).
Expanding p1(z + tP0,1(z,w)) at t = 0,
p1
(
z + tP0,1(z,w)
)= p1(z) +
[
∂p1(z)
∂z
P0,1(z,w) + ∂p1(z)
∂z¯
P0,1(z,w)
]
t
+ 1
2!H2(z,w)t
2 + 1
3!H3(z,w)t
3
+ 1
4!H4(z,w)t
4 + · · · , (4.14)
where
H2(z,w) = ∂
2p1(z)
∂z2
P0,1(z,w)
2 + 2∂
2p1(z)
∂z∂z¯
P0,1(z,w)P0,1(z,w)
+ ∂
2p1(z)
2 P0,1(z,w)
2, (4.15)∂z¯
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3p1(z)
∂z3
P0,1(z,w)
3 + 3∂
3p1(z)
∂z2∂z¯
P0,1(z,w)
2P0,1(z,w)
+ 3∂
3p1(z)
∂z∂z¯2
P0,1(z,w)P0,1(z,w)
2 + ∂
3p1(z)
∂z¯3
P0,1(z,w)
3, (4.16)
. . . . . . ,
the meaning of each term on the right-hand side of (4.15) is similar with (4.2)–(4.4). For
example,
∂2p1(z)
∂z∂z¯
P0,1(z,w)P0,1(z,w) =
n1∑
j,k=1
∂2p1(z)
∂zj ∂z¯k
P
(j)
0,1 (z,w) · P (k)0,1 (z,w),
where P0,1(z,w) = (P (1)0,1 (z,w), . . . ,P (n1)0,1 (z,w)). Using similar notation, we can explain
the meaning of each term on the right-hand side of (4.16).
By (4.10), (4.14), and p1(z + tP0,1(z,w)) p1(z), we get
1
2!H2(z,w)t
2 + 1
3!H3(z,w)t
3 + 1
4!H4(z,w)t
4 + · · · 0 (4.17)
holds for any (z,w) ∈ Ω . Hence H2(z,w) 0 holds for any (z,w) ∈ Ω since t is any real
number. Differentiating both side of (4.10) by ∂
∂z¯
, we have
∂2p1(z)
∂z∂z¯
P0,1(z,w)P0,1(z,w) ≡ 0.
Thus
H2(z,w) = 2 Re
{
∂2p1(z)
∂z2
P0,1(z,w)
2
}
 0.
Since P0,1(z,0) = 0, we have
∂2p1(z)
∂z2
P0,1(z,w)
2 ≡ 0 (4.18)
by the lemma, i.e., H2(z,w) ≡ 0. From (4.17), we know H3(z,w)t3 + · · ·  0, hence
H3(z,w) 0. Differentiating both side of (4.18) by ∂∂z¯ , we have
∂3p1(z)
∂z2∂z¯
P0,1(z,w)
2P0,1(z,w) ≡ 0.
Thus
H3(z,w) = 2 Re
{
∂3p1(z)
∂z3
P0,1(z,w)
3
}
 0.
Since P0,1(z,0) = 0, we have
∂3p1(z)
∂z3
P0,1(z,w)
3 ≡ 0
again by the lemma, i.e., H3(z,w) ≡ 0. Using the same process, we can prove that all co-
efficients of tm are identically equal to zero, m = 4,5, . . . . Hence p1(z + tP0,1(z,w)) ≡
p1(z) holds for any t ∈ R. It implies P0,1(z,w) ≡ 0 since Ω1 is a bounded domain.
Thus (4.12) has been proved. Similarly, we can prove (4.13). 
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G1(z,w)
G2(z,w)
)
= J−1f (z,w)
∂2f
∂z∂w
(z,w)zw, (4.19)
then
(i) The inequality
Re
{
∂p1(z)
∂z
G1(z,w)
}
 0 (4.20)
holds for any z ∈ Ω1, w ∈ Ω2 when p2(w) p1(z) < 1.
(ii) The inequality
Re
{
∂p2(w)
∂w
G2(z,w)
}
 0 (4.21)
holds for any z ∈ Ω1, w ∈ Ω2 when p1(z) p2(w) < 1.
Proof. By (4.5) and (4.12), for any ε > 0, we have(
Pε,1(z,w)
Qε,1(z,w)
)
=
(
ε2z
w
)
+ J−1f (z,w)
(
ε2
∂2f
∂z2
(z,w)z2 + 2ε ∂
2f
∂z∂w
(z,w)zw + ∂
2f
∂w2
(z,w)w2
)
=
(
0
w
)
+ J−1f (z,w)
∂2f
∂w2
(z,w)w2 + 2εJ−1f (z,w)
∂2f
∂z∂w
(z,w)zw +O(ε2)
=
(
P0,1(z,w)
Q0,1(z,w)
)
+ 2ε
(
G1(z,w)
G2(z,w)
)
+ O(ε2)
=
(
0
Q0,1(z,w)
)
+ 2ε
(
G1(z,w)
G2(z,w)
)
+ O(ε2).
By (4.6), the inequality
Re
{
∂p1(z)
∂z
(z)
[
2εG1(z,w) + O
(
ε2
)]}
 0 (4.22)
holds for any z ∈ Ω1, w ∈ Ω2 when p2(w) p1(z) < 1.
Dividing ε on both side of (4.22), then let ε → 0, we get (4.20). Similarly, we can
prove (4.21). 
(5) By (4.20) and (4.21), using the lemma, the identities
∂p1(z)
∂z
(z)G1(z,w) ≡ 0 and (4.23)
∂p2(w)
∂w
(w)G2(z,w) ≡ 0 (4.24)
holds for any (z,w) ∈ Ω .
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get the following identities:
G1(z,w) ≡ 0 and (4.25)
G2(z,w) ≡ 0 (4.26)
from (4.23) and (4.24).
(7) By (4.19), (4.25), and (4.26), we have
∂2f
∂z∂w
(z,w)zw ≡ 0. (4.27)
If at the point (z,w) = (0,0), f has the expansion
f (z,w) =
(∑
α0
∑
β0 A
(1)
αβ z
αwβ∑
α0
∑
β0 A
(2)
αβ z
αwβ
)
, (4.28)
where α = (α1, . . . , αn1) ∈ Zn1 , β = (β1, . . . , βn2) ∈ Zn2 , and the meaning of A(i)αβzαwβ
(i = 1,2) are similar as (4.2)–(4.4). Then (4.27) becomes
∂2f
∂z∂w
(z,w)zw =
(∑
α0
∑
β0 A
(1)
αβ |α||β|zαwβ∑
α0
∑
β0 A
(2)
αβ |α||β|zαwβ
)
≡ 0, (4.29)
where |α| = α1 + · · · + αn1 , |β| = β1 + · · · + βn1 . (4.29) implies all A(i)αβ = 0 (i = 1,2)
when |α||β| = 0. Thus (4.28) becomes
f (z,w) =
(∑
α0 A
(1)
α0 z
α +∑β0 A(1)0βwβ∑
α0 A
(2)
α0 z
α +∑β0 A(2)0βwβ
)
=
(
g1(z) + h1(w)
g2(w) + h2(z)
)
, (4.30)
where
g1(z) =
∑
α0
A
(1)
α0 z
α, h1(w) =
∑
β0
A
(1)
0β w
β,
g2(w) =
∑
β0
A
(2)
0β w
β, h2(z) =
∑
α0
A
(2)
α0 z
α.
We can prove h1(w) ≡ 0 and h2(z) ≡ 0 as follows. By (4.5), (4.12), and (4.30), we have(
P0,1(z,w)
Q0,1(z,w)
)
=
(
0
Q0,1(z,w)
)
=
(
0
w
)
+ J−1f (0,w)
(
∂2h1
∂w2
(w)w2
∂2g2
∂w2
(w)w2
)
. (4.31)
Because f is a normalized locally biholomorphic mapping, it follows
Jf (0,w) =
( ∂g1
∂z
(0) ∂h1
∂w
(w)
∂h2
∂z
(0) ∂g2
∂w
(w)
)
=
(
In1
∂h1
∂w
(w)
0 Jg2(w)
)
.
Hence
J−1f (0,w) =
(
In1 − ∂h1∂w (w)J−1g2 (w)
−1
)
. (4.32)0 Jg2 (w)
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∂h1
∂w
(w)J−1g2 (w)
∂2g2
∂w2
(w)w2 ≡ ∂
2h1
∂w2
(w)w2. (4.33)
If h1(w) ≡ 0, then the lowest degree of the homogenous polynomials in the expansion
of h1(w) at w = 0 is m 2, because by the normalized condition of f , we know h1(0) = 0
and ∂h1
∂w
(0) = 0. The lowest degree of the homogenous polynomials in the expansion of the
left-hand side of (4.33) is m + 1, and the lowest degree of the homogenous polynomi-
als in the expansion of the right-hand side of (4.33) is m. We get a contradiction. Hence
h1(w) ≡ 0. Similarly, we can prove h2(z) ≡ 0.
This complete the proof of the necessity part of Theorem 2.
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