Abstract-It is always challenging for deaf and speechimpaired people to communicate with non-sign language users. A real-time sign language recognition system using 3D motion sensors could lower the aforementioned communication barrier. However, most existing gesture recognition systems are adopting a single sensor framework, whose performance is susceptible to occlusions. In this paper, we proposed a real-time multisensor recognition system for American sign language (ASL). Data collected from Leap Motion sensors are fused using multiple sensors data fusion (MSDF) and the recognition is performed using hidden Markov models (HMM). Experimental results demonstrate that the proposed system can deliver higher recognition accuracy over single-sensor systems. Due to its low implementation cost and higher accuracy, the proposed system can be widely deployed and bring conveniences to sign language users.
I. INTRODUCTION
Hidden Markov model (HMM) [1] is a statistical technique which has been widely adopted in many pattern recognition systems, including speech [2] , [3] and hand-writing [4] , [5] recognition systems. HMM training and recognition can be done using k-means and forward backward algorithms [1] . In this work, HMM is applied for recognizing different digits in American sign language (ASL) [6] . ASL is chosen due to its popularity. Furthermore, ASL is a single-handed sign language, which is highly appropriate for applications with limited space.
Multisensor data fusion (MSDF) can utilize multiple sensors simultaneously and provide accurate information by fusing data sets. Sensors applied in MSDF could be heterogeneous. MSDF is widely used in tracking applications. A typical example is the global positioning system (GPS) which provides positioning information from ranging measurements collected form multiple satellites. MSDF is also applied in military applications, such as ocean surveillance and air-to-air defence [7] . In this work, multiple sensors are used to capture hand gesture from different viewing angles. By considering the reliabilities of data sets provided by different sensors, a fused hand gesture can be computed by making use of a fusion algorithm. The outcome is an ASL recognition system with high recognition rate.
Real-time hand gesture recognition is a challenging task since it requires several different techniques including data registration, feature selection, and machine learning. Waltz and Llinas introduced an architecture of a MSDF system and provided an overview of a target tracking application in [8] . In [9] , a threshold model is proposed to handle nongesture patterns. In their work, vision based analyses are used to extract a two-dimensional vector from an image which is then classified using HMM. A real-time hand pose estimation framework using a depth sensor is proposed by Keskin et al. [10] . Their framework considers a hand model with a hierarchical skeleton for recognizing the first ten ASL digits. In their work, artificial neural network (ANN) and support vector machine (SVM) are utilized as pose classifiers. Parallel hidden Markov models (PaHMMs) [11] is proposed for recognizing dynamic sign vocabulary in ASL. Recently, Zhang and Ren developed gesture recognition systems based on Kinect sensors in [12] and [13] , respectively. However, the gestures considered in their work are more focusing on finger tip positions, which are very different from ASL.
In this paper, a HMM-based sign language recognition system with multiple depth sensors is proposed. The system is implemented using multiple low-cost Leap Motion sensors [14] . Sensor data are fused using the high-level sensor data fusion introduced in [15] . Fused data are then fed to an HMM-based recognition system. The aim of the proposed sign language recognition system is to recognize 10 different digits in ASL. A live demonstration of the proposed system was performed in 2015 IEEE International Symposium on Circuits and Systems (ISCAS) [16] . The rest of the paper is structured as follows. Section II explains the proposed system in detail. Experimental results are presented and discussed in Sections III. Concluding remarks are given in Section IV.
II. THE SIGN LANGUAGE RECOGNITION SYSTEM A. The Depth Sensor
A Leap Motion sensor is an infrared-based low-cost depth sensor comprises two stereo cameras and three infrared light emitting diodes (LEDs) [17] . It can provide states of the hand including its orientation, size, and coordinates with respect to the sensor. In this work, the proposed system utilizes two Leap Motion sensors for collecting hand states from different viewing angles. Temporal differences between data streams from different sensors are negligible and the data streams are assumed to be synchronized.
B. System Architecture
The proposed gesture recognition system comprises three levels, namely sensors, fusion, and application. The proposed system is illustrated in Fig. 1 . Here, O Sn t denotes observations captured by sensor n at time t, containing coordinates of multiple components of the tracking object and O Sn (t,m) denotes the coordination measurement of a point m on the hand by sensor n at time t. Each sensor provides M points for describing a hand, such that
Furthermore, A Sn t denotes the aligned data set from sensor n at time t, thus
F t is the fused data set, S (t−w,t) is the sequence of observations from time t−w to t and w is the predefined window size of the sequence. Finally, λ g denotes the HMM characteristic of gesture g, such that
L t is the likelihood list of all gestures Λ. At the sensor level, sensors return data to the fusion centre without communicating with each other. At the fusion level, data sets are first aligned and then fused into a single data set using a sensor-to-sensor fusion algorithm. At the application level, the fused data are then matched to a gesture using trained HMMs with h states.
1) Spacial alignment:
The sensors used in this system track the same hand gesture from different orientations and locations. A fused data set is calculated by fusing the input data from different sensors based on the confidence level of each sensor. The orientation of one arbitrarily sensor is selected as the reference coordinate system for the spacial alignment process.
To align them at the application level, data collected from one sensor should be transformed into the coordinate system of the reference sensor. The process of finding the transformation of multiple data sets is known as data registration or shape registration. Coutsias [18] provided a solution based on quaternions, which is equivalent to Kabsch algorithm [19] . The solution of the alignment can be simplified using [18] , such that arg min
where T and R are the estimations of the translated and rotated in matrices. Vectors a and b are two data sets obtained from sensors S a and S b , which can be given as
where a m and b m are corresponding to the point m of the subject. In (4), the relationship of T and R can be described by
where a and b are centroids of the data sets, which are given by
Using (6), (4) can be rewritten as
where a m and b m are the relative coordinates, which are given by
The rotation matrix R can be rewritten in quaternion form r. The estimation of r can be obtained by converting the eigenvector corresponding to the maximum positive eigenvalue of Ω, which is given by
where Ω is a 4×4 matrix. Here, A i and B i are constructed by using a and b as follows,
Data set b can then be aligned with data set a using r (R in quaternion form) and T .
2) Data fusion: After the alignment, covariance matrices of data from all sensors are calculated for data fusion using covariance intersection [20] and Kalman Filter [21] . The fused estimation is given as
where R Sn (t,m) is the covariance matrix of data point m obtained from sensor S n at time t, and the weights w (t,i) are given as
where c (t,i) is the confidence level of sensor S i at time t.
C. Classification
In the proposed system, HMM is used for gesture recognition because it can handle the temporal information of gestures. Here, multiple feature vectors are used to represent a gesture. In [22] , the combinatorial HMM contains K separated Markov chains for each feature, which are assumed to be independent and have their own characterises. A K-dimensional state space for each gesture is created, such that
where λ g is the HMM characteristic set for gesture g. For the gesture classifier, the fused observation is stored in a sequence, and passed to all trained HMM sets responsible for recognizing different predefined gestures. An observation O is decomposed into K feature vectors, and fed into the corresponding HMMs. In the HMMs of gesture g, the outcomes from those K HMMs are combined into a single output, which is given by
The classification result λ result can be obtained as
As mentioned earlier, features are extracted from O for gestures recognition. Some of the key features considered in this work and the methods for obtaining them are elaborated as follows. 1) The relative orientations of each distal phalangs to the palm: The orientations of distal phalangs (segments between tip α and joint (α,1) as shown in Fig. 2 ) are subtracted by the orientation of the palm in order to obtain their relative orientations.
2) The tip to palm ratio: The ratio of the distance between a finger tip α to the palm to the summation of distances between finger tips and the palm, which is given by
where D (i,j) is the distance between points i and j.
3) The tip to tip ratio: The ratio of the distance between finger tips tip α and tip β to the total distance among finger tips, which is given by
4) The tip to joint ratio: The ratio between D (tip α ,joint (α,3) ) and the total length of finger α, which is given by
.
(21) Note that RTP(α), RTT(α,β), and RTJ(α) are always ≤ 1.
III. EXPERIMENT RESULTS AND DISCUSSIONS
In order to analyze and evaluate the proposed system, a computer application is built using Java programming language. A total of 17720 captured frames representing gestures of digits 0 to 9 in ASL were collected from 8 subjects. From each subject, half of the samples were used for training purposes while others were used for evaluating the proposed system. The computer used in the experiments is equipped with an Intel Core i7 processor, 16 GB memory, and with Windows 8 installed. The window size w is 7 frames and the number of HMM states h is 9, which are empirically optimized values. The distance between the sensors is around 100 mm. During the experiment, a target is located 100 to 500 mm away from those sensors. Angles between x-axes, y-axes, and z-axes of the sensor coordinate frames are around 0, 0, and 60 degrees, respectively. Table I shows the average recognition rates for each ASL digit by using individual sensors and both sensors simultaneously. Experiment results show that the system using fused data can achieve a minimum recognition rate of 84.68%, while its counterparts' can be as low as 68.78%. Results obtained from the system using fused data can also yield comparatively lower standard deviations, which imply a higher reliability. The average recognition rate for using both sensors is 93.14%, which is higher than using a single sensor. It can be observed that data fusion can bring significant improvements, in terms of recognition rates of some of the digits. This can be due to the selection of features.
Even though single sensor systems can deliver reasonable results for some of the digits, the proposed system can further improve their recognition accuracy. The experiments demonstrate that the proposed system can deliver high recognition accuracy through the utilization of multiple low-cost depth sensors. The recognition rate might be further improved by having more sensors.
IV. CONCLUSIONS
In this paper, a robust gesture recognition system for recognizing numerical digits in ASL is proposed. To improve recognition accuracy, MSDF has been used to fuse data from different sensors and hidden Markov models have been utilized for the recognition process. Experimental results show that the proposed system with multiple sensors can provide more accurate and robust recognition results compared to its counterparts with a single sensor.
