We introduce a compound multivariate distribution designed for modeling insurance losses arising from di erent risk sources in insurance companies. The distribution is based on a discrete-time Markov Chain and generalizes the multivariate compound negative binomial distribution, which is widely used for modeling insurance losses. We derive fundamental properties of the distribution and discuss computational aspects facilitating calculations of risk measures of the aggregate loss, as well as allocations of the aggregate loss to individual types of risk sources. Explicit formulas for the joint moment generating function and the joint moments of di erent loss types are derived, and recursive formulas for calculating the joint distributions given. Several special cases of particular interest are analyzed. An illustrative numerical example is provided.
Introduction
Statistical models for losses from di erent types of risk or di erent business lines in insurance companies have been extensively studied in the literature. For example, Cummins and Wiltbank [6] propose a model that combines multivariate accident frequency, claim frequency, and claim severity distributions into a threestage model of the claim process. Frees and Valdez [12] consider auto insurance claims, where any accident could result in a combination of three types of claims: (a) claims for injury to a party other than the insured; (b) claims for damages to the insured, including injury, property damage, re and theft; and (c) claims for property damage to a party other than the insured. In particular, a mixed Poisson distribution has been used to model the total number of claims, which has then been subdivided into di erent types of claims according to the multinomial law. The generalized beta of the second kind (GB2) has been used to model the size of each type of claims. In addition, parametric copulas have been employed to model dependencies among loss sizes of di erent types. Frees, Myers and Cummings [11] have introduced a multivariate frequency and severity model for home-owner insurance. Cossette, Mailhot and Marceau [5] have studied capital allocations with a multivariate compound risk model where claim frequencies are associated by copulas. Shi and Valdez [32] have explored the multivariate negative binomial distribution constructed through common shocks as well as through copulas and then applied it to model claim frequencies of three types of auto claims: third party property damage, own damage, and third party bodily injury. Shi [31] proposed a copula-based multivariate Tweedie regression for modeling the semi-continuous claims while accommodating the association among di erent types.
In this paper, we introduce a multivariate compound distribution where accident arrivals are governed by a discrete Markov chain, and each accident may result in di erent combinations of insurance claims. We provide explicit formulas for the joint moments and recursive formulas for the joint distribution of di erent types of claims (Section 2), and also discuss several special cases of interest (Section 3). Furthermore, we study computational aspects related to risk measures based on aggregate losses, as well as to various allocation rules of the aggregate risk to individual risk sources (Section 4). An illustrative numerical example is provided in Section 5. Section 6 concludes the paper.
The CMPH model and its fundamental properties
Assume that there are K categories of claims, which for any accident can occur in a combination, represented as the K × vector h = (h , . . . , h K ) , whose k th coordinate h k is equal to if type k claim occurs and otherwise. We denote the set of all such vectors (i.e., combinations) h by C. An illustrative example follows, upon which we shall also rely in Section 3.
Example 1.
Suppose that there are two types of claims, which means K = . An accident can cause a type 1 claim only, or a type 2 claim only, or a claim that combines both types of claims, 1 and 2. Thus, the set C of all possible scenarios/combinations consists of the three two-dimensional (column) vectors h = ( , ) , h = ( , ) , h = ( , ) .
Assume that accidents are generated by a discrete time Markov chain {J(n), n ≥ } with the nite state space { , , . . . , m} and the transition probability matrix
where is the m× vector of 's, and B is an m×m matrix. Since matrix (1) is stochastic, that is, each row sums up to , the m × vector b can be expressed as (I − B) with denoting the m × vector of 's. The state is assumed to be absorbing, whereas other states are transient. The vector b contains the transition probabilities from the transient states { , . . . , m} into the absorbing state 0. We assume that the transitions from transient states to the absorbing state are not accompanied by an accident. Any transition between the transient states can be accompanied by an accident that generates a combination h ∈ C of claims. Accordingly, the transition matrix B can be decomposed as the sum
where B is is a sub-stochastic matrix giving the probabilities of transitions among transient states that are not accompanied by any claim (include the cases when no accident occurs and when an accident occurs but causes no claim), and B h for h ∈ C denotes a sub-stochastic matrix giving the probabilities of transitions that are accompanied by an accident resulting in the claim combination h. For any given h ∈ C, let U h denote the random vector of claim sizes in the claim combination h. Furthermore, let X h denote the number of accidents resulting in the claim combination h and occurring before the process J absorbs into its state , and let Y k denote the amount of type k losses that occur before the process J absorbs into state . Then
where U h,k (i), i ≥ , are independent copies of the random variable U h,k , which is the size of type k claim in the combination h. [16, 17] . Certainly, the CMPH distribution bears resemblance with, but di ers from, the multivariate phase-type distribution studied by Assaf, Langberg, Savits and Shaked [1] , and Kulkarni [20] . In particular, the latter paper introduces a continuous multivariate phase type distribution based on a continuous-time Markov chain (CTMC). Let {X(t), t ≥ } be a CTMC with the state space { , , . . . , m + }, where the state m + is absorbing and the other ones are transient. With Tm := min{t ≥ : X(t) = m + }, de ne [20] MPH. In our case, the claim sizes U h can be regarded as the vector of the K types of "rewards" assigned when the underlining discrete Markov chain J(n) makes a transition, including the transition from a state to itself. Speci cally, let the DTMC J(n) be the embedded Markov Chain of the CTMC X(t), that is, let J(n) be the state of X(t) right after the n-th transition in X(t). Then the MPH of Kulkarni [20] can be recovered from our model by letting the "rewards" U h , h ∈ C follow exponential distributions. For applications of MPH distribution in insurance and risk management, we refer to, e.g., Cai and Li [4] . Furthermore, the CMPH distribution is related to the multivariate Erlang mixture distribution introduced by Lee and Lin [21] . Indeed, as shown in Theorem 2.2 of [21] , any multivariate Erlang mixture distribution can be expressed as a multivariate compound exponential distribution. The CMPH distribution is also a compound distribution, but the claim-frequency distribution can be very general, and the claim-size distribution can be any.
We now discuss fundamental properties of the CMPH distribution. The cumulative distribution function (cdf) of Y conditional on J( ) = i for any i ∈ { , . . . , m} is given by
where the inequality Y ≤ y is understood coordinatewise. Since Y has a point mass at (when no claim occurs), we denote
For y > , we use f Y,i (y) to denote (we assume its existence) the probability density function (pdf) of
with the notation t = (t , . . . , t K ). These quantities give rise to the following three m × vectors:
whose computational formulas in terms of the CMPH parameters are given in the following theorem, where we also use the following notation: the joint pdf (we assume its existence) of
is denoted by f h (x), and the joint moment generating function (mgf) of U h is
Theorem 1. With b = (I − B) , we have
Furthermore, for all y > ,
Finally,
Proof. Conditional on what may occur in the rst transition in J, we have the equation
from which formula (3) follows. Similarly, by conditioning on the type of accidents that may occur during the rst transition in J and the size of the claims that arise from the accident, we have, for all y > ,
Multiplying both sides of equation (7) by K k= e t k y k , then integrating over all y > , and nally adding the obtained equation to equation (6) for y = , we obtain
The latter equation implies formula (5) and completes the proof of Theorem 1.
Theorem 1 immediately implies several properties of the CMPH distribution: 
with the corresponding m × vectors
Theorem 2.
We have
Proof. Equation (9) follows from equation (8) by taking derivatives with respect to t k and setting t j = for all j ∈ { , . . . , K}. Equation (10) is obtained analogously by taking derivatives.
Remark 1. When the distribution of the initial state
Remark 2. In our considerations, we have assumed that the claim sizes have pdf's, that is, they are absolutely continuous. However, the derivations also remain valid when the claim sizes are discrete. Indeed, all we need to do is to replace the pdf's by probability mass functions (pmf's) and the mgf's by the corresponding pgf's. Hence, in the case of discrete claim sizes x , x , . . . , equation (4) becomes, for all y > ,
where p Y (y) is the pmf of Y and p h (x i ) := P[U h = x i ]. Note that equation (11) provides a recursive formula for calculating the distribution of Y. Hence, since the joint distribution of Y k and S is CMPH, it can be approximately calculated using formula (11) by rst having discretized the claim size distributions. In this way, computations of capital allocations can be conveniently implemented.
Remark 3.
Concerning parameter estimation, when tting CMPH to insurance loss data, one may apply the hierarchical modelling approach promoted by Frees and Veldez [12] . Speci cally, as shown by He and Ren [17] , given the sample of a number of claim combinations X h , h ∈ C, one can use the EM algorithm to estimate the parameters of the DTMC J(n), including α, the initial distribution of J(n), and the transition matrices B and B h .
Remark 4.
The results of this paper do not require speci c models of the distribution for the claim sizes U h , h ∈ C. However, once they are speci ed, any method can be used to estimate the parameters. For example, since the elements in U h are likely to be dependent, one can use copulas (e.g., Nelsen [25] , Durante and Sempi [10] , Úbeda Flores, de Amo Artero, Durante and Fernández-Sánchez [35] , and references therein) to estimate the parameters.
Special cases
We are working within the framework of Example 1, and asume that the matrix B is null.
Case 1
Assume that the accidents are generated by the Markov chain whose state space is { , } and the m × m transition matrices (they are actually one-dimensional probabilities because m = ) are
with some positive parameters λ , λ , λ , and β > , where λ = λ + λ + λ . Since b = (I − B) , which is one-dimensional because m = , we have
In addition, we assume that the sizes of type 1 and type 2 claims in all the claim combinations are equal to , and thus we deal with discrete severities (recall Remark 2). Then the pgf
with z = (z , z ) . This shows that Case 1 is closely related to some results already reported in the literature, and next are two notes to illustrate the point. First, the pgf in equation (12) is that of the bivariate negative binomial distribution de ned in equation (3.9) of Kocherlakota [19] with parameter α = . We note in this regard that Kocherlakota [19] obtained the bivariate negative binomial distribution by mixing. Namely, assume that Ξ follows the exponential distribution with rate β. Then, conditionally on Ξ = ξ , let Y follow the bivariate Poisson distribution with the mgf
It now easily follows that the unconditional distribution of Y has the same pgf as in equation (12) . Second, if we multiply the right-hand side of equation (12) by z z , we get -though somewhat di erently parametrized -equation (2.9) of Downton [9] . This shows that while we work with (Y , Y ), Downton [9] worked -using our notation -with (Y + , Y + ).
Case 2
Continuing the mixing argument of Case 1, conditional on Ξ = ξ , let Y = (Y , Y ) follow the bivariate Poisson with the pgf given by equation (13) . However, we now let the mixing random variable Ξ follow a phase-type distribution with representation (α, ∆) (see Neuts [26] , Bladt and Nielsen [3] , and references therein). Then the unconditional pgf of Y has the expression
and thus in view of b = (I − B) with
This distribution generalizes the bivariate negative binomial distribution in equation (12) and the discrete bivariate phase-type distribution studied by Ren [29] .
Case 3
Assume that type 1 claims in the claim combination h = ( , ) are exponential with mean µ ; type 2 claims in the claim combination h = ( , ) are exponential with mean µ ; and type 1 and type 2 claims in the claim combination h = ( , ) are independent and exponential with the means µ and µ , respectively. Equation (5) yields the following expressions for the mgf:
It follows from equation (14) that the marginal distributions of Y and Y are mixtures of exponential and degenerate-at-zero distributions. We next clarify a connection between Case 3 and Downton's [9] model. Namely, if we multiply the right-hand side of equation (14) by the product of two mgf M U h , (t ) = ( − t µ ) − and M U h , (t ) = ( − t µ ) − , we get -though somewhat di erently parametrized -equation (2.10) of Downton [9] . This shows that Case 3 actually reproduces the bivariate exponential distribution of [9] , except that we allow point masses at zero for both Y and Y , as clari ed in the second note at the end of Case 1.
Capital allocations
A great variety of capital allocation rules have been proposed in the literature (e.g., Dhaene, Tsanakas, Valdez and Vandu el [8] ; Furman and Zitikis [13, 14] ; and references therein). Before introducing three illustrative examples, which we shall explore numerically in the next section, we rst familiarize with basic notation and terminology. First, given the total loss amount
we denote the required total capital by π [S] , and thus the corresponding total loading becomes
Using the notation π[Y k | S] for the capital required to allocate to the risk Y k , given that it is an integral part of S, the allocated loading is
In the next three examples, we adhere to this terminology. According to the modi ed variance principle (Heilmann [18] ), the required total capital is E[S ]/E[S], and thus the corresponding total loading is
The loading allocated to type k loss is
and we obviously have the equation
Remark 5. Extending the latter equation, it has been suggested in the literature (Overbeck [27] , and references therein) that for a given C, the allocated loading to type k loss could be calculated according to the rule 
(We shall come back to this type of allocation in our numerical exploration in the next section.) Note that the ratio β M k is actually the 'beta' in the terminology of the capital asset pricing model, CAPM (e.g., Levy [22, 23] , and references therein), provided that we view Y k as the return on the k th asset and S as the return on the market risk. In the context of the current paper, the two random variables carry, of course, di erent meanings, but the CAPM-based view is nevertheless valuable: it has, for example, given rise to the weighted insurance pricing model, WIPM, as described by Furman and Zitikis [15] .
Another well-known example is the Esscher allocation principle (Valdez and Chernih [36] ). In this case, the total loading is
, and the allocated loading due to the type k loss is
Hence, we have relationship
Remark 6. The ratio of covariances on the right-hand side is the Esscher beta in the terminology of Furman and Zitikis [15] . In the latter work, the general weighted beta is de ned as the ratio of Cov[Y k , w(S)] and Cov[S, w(S)] for generic w: when w(x) = x, we have the classical beta that shows up in equation (4), and when w(x) = exp{tx}, we get the Esscher beta.
Our third and last example is based on the TVaR principle. We recall that the value at risk, or quantile in the statistical language, is sp := VaRp(S) = inf{x : F S (x) ≥ p} de ned for every p ∈ ( , ). The TVaR-based total loading is
where the rst equation is by de nition, the last one is trivial, and the middle one can be found in, e.g., Rüschendorf [30] ; and McNeil, Frey and Embrechts [24] . The right-hand side of the last equation naturally leads (Bargès, Cossette and Marceau [2] ) to the TVaR-based allocation principle. Namely, the allocated loading to type k loss is
Note that when the distribution of S is continuous, the right-hand sides of equations (15) and (16) 
Remark 7.
Since the joint distribution function of (Y k , S) is CMPH, the joint pdf can be approximated using (11 , S) , respectively. Therefore, the aforementioned capital allocation formulas can readily be be implemented, which we shall illustrate with a numerical example in Section 5.
To gain additional insight, consider a special case. Namely, similarly to what we did in Section 3, let Ξ be any random variable, and let its moment generating function be M Ξ . Conditional on Ξ = ξ , let Y = (Y , Y ) be the pair of independent Poisson random variables with the joint pgf
with z = (z , z ) . Then the unconditional pgf is
The joint distribution of Y and S = Y + Y has the pgf
As shown in equation (5.1) of Kocherlakota [19] , the conditional pgf of Y given S = s is
, and thus in view of equation (17) we have
This formula shows that, given S = s, the random variable Y follows the binomial distribution with the parameters (s, β) where β = λ /(λ + λ ), and so we have the linear regression function
de ned for all s in the support of S. Equation (18) 
It should be noted that relationships (19) do not hold when the claim sizes are not uniformly one, or when both types of claims may occur in a single claim combination (common shock). In such situations, capital allocations can be calculated with the help of the method noted earlier in Remark 7. In the next section, we shall give a numerical example to illustrate the calculations.
We conclude this section with the note that linear regression functions, such as the one in equation (18), happen to be one of the most helpful properties when deriving closed-form expressions for quantities of interest when dealing with capital allocations. This has been extensively argued and illustrated by, e.g., Furman and Zitikis [13, 15] , Su [33] , Su and Furman [34] ; see also references therein. Therefore, elegant formulas and relationships for capital allocations are available in the cases such as the multivariate elliptical distribution, and in particular we have the equations C the rst moments
and the covariance 
As to calculating TVaR-based quantities, we nd it computationally prudent to rst discretize the claim severities and then compute the joint distribution of (Y , S) recursively using formula (11) . Hence, in particular, following Panjer [28] , we start out by numerically obtaining sp = VaRp(S) and then applying the approximations
To illustrate the procedure, we arti cially assign numerical values to the parameters in the above formulas and then carry out computations. Speci cally, we set λ , = , λ , = . , and λ , = , and also µ = and µ = . We then allocate the total capital to type 1 loss using the three principles. (The allocation to type 2 loss is the di erence between the total and allocated capitals to type 1 loss.) We set the total loading using the TVaR principle for several values of p (see Table 1 ), that is, 
Conclusion
In this paper, we have suggested a compound multivariate phase-type distribution when accident arrivals are governed by a discrete Markov chain, and each accident may result in di erent combinations of insurance claims. We have provided formulas for calculating fundamental quantities such density, distribution function, and various generating functions. These have yielded easily implementable formulas for total capital requirements and risk capital allocations under various principles. A numerical example has been provided to illustrate the method of this paper and its practical implementation.
