Path diversity works by setting up multiple parallel connections between the endpoints using the topological path redundancy of the network. In this paper, forward error correction (FEC) is applied across multiple independent paths to enhance the end-to-end reliability. We prove that the probability of irrecoverable loss ( ) decays exponentially with the number of paths. Furthermore, the rate allocation (RA) problem across independent paths is studied. Our objective is to find the optimal RA, i.e., the allocation that minimizes . The RA problem is solved for a large number of paths. Moreover, it is shown that in such asymptotically optimal RA, each path is assigned a positive rate iff its quality is above a certain threshold. Finally, using memoization technique, a heuristic suboptimal algorithm with polynomial runtime is proposed for RA over a finite number of paths. This algorithm converges to the asymptotically optimal RA when the number of paths is large. For a practical number of paths, the simulation results demonstrate the close-to-optimal performance of the proposed algorithm.
I. INTRODUCTION
A. Motivation I N RECENT YEARS, path diversity over packet switched networks has received significant attention. This idea is applied over different types of networks like wireless mesh networks [3] - [5] , the Internet [6] - [8] , and peer-to-peer networks [9] . Many studies have shown that path diversity has the ability to simultaneously improve the end-to-end rate and reliability [1] , [6] , [7] , [10] - [12] . In order to apply path diversity over any packet switched network, two problems need to be addressed: 1) setting up multiple independent paths between the end-nodes (multipath routing); 2) utilizing the given independent paths to improve the end-to-end throughput and/or reliability. In this paper, we focus on the second problem and try to develop a mathematical analysis of path diversity. Due to the inherent flexibility of wireless mesh networks, many routing protocols can [1] . The technical version of this paper can be found at http://cst.uwaterloo.ca/r/2008-09_Shervan_revised.pdf.
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Digital Object Identifier 10.1109/TNET.2010.2043368 be modified to support multipath routing over such networks [13] - [19] . Thus, we consider a wireless network as the underlying network. However, it should be noted that the results of this work stay valid for any other underlying network (e.g., path diversity over the Internet) as long as multiple independent paths are given. Assuming a set of independent paths, we utilize forward error correction (FEC) across the given paths and analyze the reliability gain achieved by path diversity mathematically. Furthermore, the rate allocation (RA) problem across the given paths is addressed, and a polynomial suboptimal algorithm is introduced for this purpose.
B. Multipath Routing Over Wireless Mesh Networks
In wireless mesh networks, packets may be dropped on the way from source to the destination due to fading in the wireless links, interference, or congestion in the intermediate nodes.
Transmitting data across multiple paths provides robustness against temporary channel degradation in one of the paths. The problem of setting multiple paths between the end-nodes in a wireless network is well addressed throughout the literature [13] - [21] . Many well-known mesh network routing protocols like AODV [22] and DSR [23] can be modified to support multipath routing. Indeed, DSR can find multiple paths naturally by its flooding behavior [23] . However, it does not guarantee that the found paths are disjoint (see Fig. 1 as an example of multiple disjoint paths across a wireless mesh network). The split multipath routing (SMR) [13] solves this problem as it avoids dropping duplicate route request (RREQ) packets by the intermediate nodes. Of course, this is achieved at the cost of more RREQs and higher routing overhead. Similarly, the multipath source routing (MSR) [19] introduces a multiple-path routing protocol extended from DSR. Based on the measurement of round-trip times (RTTs), MSR also proposes a scheme to distribute the load among multiple paths. Leung et al. [18] propose the MP-DSR protocol that focuses on a newly defined metric for the quality of service (QoS) called the end-to-end reliability. MP-DSR is an algorithm that selects multiple paths with low fail probability associated by stable radio links. The work in [17] addresses the problem of transmitting video with double description in the case where none of the paths to the destination is significantly more reliable than the others. The problem is turned into an optimization that is too complex. Thus, the authors apply the metaheuristic genetic algorithm to find a suboptimal solution. Then, it is shown that this method can be incorporated into many existing on-demand routing protocols like DSR [17] . Finally, the Robust Multipath Source Routing Protocol (RMPSR) is another extension to DSR to support multipath video communication over wireless networks [21] .
AMODV [15] is an ad hoc on-demand multipath distance vector routing protocol based on the concept of link reversal extending from AODV. In contrast with the DSR-based multipath routing protocols, AMODV discovers multiple link-disjoint loop-free paths. AODVM [16] is another extension to AODV that finds multiple reliable routing paths. Similarly, AODV-BR [14] introduces an algorithm to find backup routing paths over ad hoc networks. The work [4] proposes a novel multipath hybrid routing protocol, Multipath Mesh (MMESH), which effectively discovers multiple paths over wireless mesh networks. Simulation results show that MMESH is able to balance the traffic by avoiding hot paths, i.e., the paths with higher traffic load. AMTP [20] is an ad hoc multipath streaming protocol for multimedia delivery that selects multiple maximally disjointed paths with best QoS to maximize the aggregate end-to-end throughput. AMTP is able to accurately differentiate between packet losses due to different network conditions. In case of a path being broken, it seamlessly switches to a proper path and therefore maintains high streaming quality. When there are multiple channels between the wireless mesh nodes, it is easier to find multiple independent paths across the network. The work in [3] applies the idea of multipath routing in such a scenario to increase the end-to-end throughput. Wei et al. [11] address the problem of path selection over a wireless network by taking into account the interference between the wireless links. Their goal is to minimize the packet drop probability (PDP). The problem of optimal multipath selection is shown to be NP-hard. Therefore, they introduce a heuristic algorithm to find a close-to-optimal set of paths. A previous work by the same authors [24] studies video multicast over wireless ad hoc networks. To take advantage of network path diversity in the multicast case, an algorithm to find multiple disjoint and near-disjoint trees is proposed.
C. Path Diversity Over the Internet
In order to exploit path diversity over the Internet, it is desirable to set multiple independent paths between the end-nodes. This problem is addressed throughout the literature [6] , [8] , [25] - [34] . A set of paths are defined to be independent if their corresponding packet loss patterns are independent. According to the definition, any set of disjoint paths are independent. Even when the paths are not completely disjoint, their loss and delay patterns show a high degree of independence as long as they do not share any congestion points or bottlenecks [7] , [26] - [29] , [35] , [36] . Many techniques are proposed to detect the shared congestion points, such as cross-correlation-based approach [37] , entropy-based approach [38] , and wavelet-based approach [39] . Hence, the independence of a set of paths can be verified by the mentioned bottleneck detection algorithms.
In the Internet, the end-points have no control over the path selection process. Indeed, letting the end-nodes set the paths requires modification of the IP routing protocol and extra signaling between the routers, which are extremely costly. To avoid such an expense, overlay networks are introduced [28] , [29] , [40] . The basic idea of the overlay network is to equip very few nodes (smart nodes) with the desired new functionalities while the rest remain unchanged. The smart nodes form a virtual network connected through virtual or logical links on top of the physical network. Thus, overlay nodes can be used as relays to set up independent paths between the end-nodes [8] , [31] , [33] , [34] .
Topology of the underlying physical network is an important factor in the design of the overlay network. Indeed, improper design of the overlay network can result in shared bottlenecks between different virtual links [25] . In such cases, even if two paths are disjoint in the virtual level, a large degree of dependency may be observed between them. Hence, a class of topology-aware overlay networks are proposed to maximize independence between the virtual links [25] , [41] - [46] . For instance, the overlay nodes can utilize latency [41] , [42] or the underlying IP topological information [25] , [43] - [46] to select the neighbors and form the overlay graph. It is shown that the topology-aware overlay networks can provide a satisfactory degree of independence between disjoint paths (disjoint in the virtual level) [25] . Moreover, distributed algorithms can be utilized to construct and/or maintain overlay networks. The work [30] addresses the problem of distributed overlay network design based on a game-theoretical approach, while [47] studies overlay networks failure detection and recovery through dynamic probing.
Another issue that may degrade path diversity in overlay networks is having bottlenecks in the links connecting the endnodes to the network. To address this problem, the idea of multihoming is proposed [8] , [32] . In this technique, the end-users are connected to more than one Internet service providers (ISP) simultaneously. It is shown that multihoming assists overlay networks to set up extra independent paths between the end-points, i.e., improves the end-to-end reliability considerably [8] .
D. Applications of Path Diversity
Recently, path diversity is utilized in many applications (see [48] - [53] ). The work in [50] combines multiple description coding and path diversity to improve the QoS in video streaming. In [10] , multiple descriptions of video are routed throughout different paths across a wireless mesh network. It is assumed that coding is nonhierarchical in the sense that none of the descriptions is the main description. Instead, the distortion decreases gradually as the receiver receives more descriptions of the video. Moreover, none of the paths has significantly better quality than the others, and each link is modeled by a 2-state Markov model called the Gilbert channel. The work [10] concludes that utilizing multiple paths improves both the rate and reliability in this setup.
Packet scheduling over multiple paths is addressed in [54] to optimize the rate-distortion function of a video stream. The work in [53] utilizes path diversity to improve the quality of Voice-over-IP streams. According to [53] , sending some redundant voice packets through an extra path helps the receiver buffer and the scheduler optimize the tradeoff between the maximum tolerable delay and the packet loss ratio [53] .
In [6] , multipath routing of TCP packets is applied to control the congestion with minimum signaling overhead. When the underlying network is an ad hoc wireless network, a similar result is reported [55] . In other words, transmitting video over multiple paths is shown to decrease the average congestion and end-to-end distortion. The work [56] proposes a multiflow real-time transport protocol for wireless networks. Through both mathematical analysis and comprehensive simulation, it is shown that partitioning the video packets across multiple paths improves queuing performance of the multimedia data, resulting in less congestion, smaller delay, and higher utilization of the bottleneck link bandwidth [56] .
Content distribution networks (CDNs) can also take advantage of path diversity for performance improvement. CDNs are a special type of overlay networks consisting of edge servers (nodes) responsible for delivery of the contents from an original server to the end-users [40] , [57] . Current commercial CDN's like Akamai use path-diversity-based techniques like SureRoute to ensure that the edge servers maintain reliable connections to the original server. Video server selection schemes are discussed in [31] to maximize path diversity in CDNs.
E. Contribution and Relation to Previous Works
The works [12] , [7] , [5] , and [58] study the RA problem over multiple independent paths. Djukic and Valaee utilize path diversification to provide low probability of packet loss (PPL) in wireless networks [5] . Similar to our work, they consider each path as an erasure channel following the multistate Markov model. Moreover, it is assumed that the feedback is not fast enough to acknowledge the receipt of each packet. Thus, a maximum distance separable (MDS) code is applied across multiple independent paths as a FEC method. The authors of [5] compare two RA schemes: blind allocation and optimal allocation. The blind RA is used when the source has no information about the quality of the paths. Hence, it distributes the traffic across the paths uniformly. It is shown that even blind RA outperforms single-path transmission in most cases. To analyze the performance of blind allocation over a large number of independent paths, the authors apply the Central-Limit Theorem (CLT) [59] and approximate the distribution of the number of lost packets with the normal distribution. However, CLT cannot be applied to solve this problem. The reason is that, in this case, the variance of the fraction of lost packets scales as to zero. Instead, as we show in this paper, the distribution of lost packets can be computed using Large Deviation Principle (LDP), which results in a distribution totally different from the normal distribution. The work [5] also studies the RA that minimizes PPL (optimal allocation). The optimal allocation can be found in the case where a feedback mechanism periodically provides the source with information about the quality of each path. Assuming consecutive losses on each path are independent, the authors propose a greedy algorithm based on the Poisson [59] distribution to approximate the optimal RA. However, this assumption cannot capture the bursty loss behavior (due to fading or congestion in the intermediate nodes) frequently observed in wireless end-to-end connections.
Assuming each path follows the leaky bucket model, [12] shows that a water-filling scheme provides the minimum end-to-end delay. On the other hand, [7] considers a scenario of multiple senders and a single receiver, assuming all the senders share the same source of data. The connection between each sender and the receiver is assumed to be independent from others and to follow the Gilbert model. In order to benefit from path diversity, the authors apply FEC across independent paths. A MDS block code, like Reed-Solomon code, is used for FEC. The work [7] proposes a receiver-driven protocol for packet partitioning and rate allocation. The packet partitioning algorithm ensures no sender sends the same packet, while the RA algorithm minimizes the probability of irrecoverable loss in the FEC scheme [7] . They only address the RA problem for the case of two paths. A brute-force search algorithm is proposed in [7] to solve the problem. Generalization of this algorithm over multiple paths results in an exponential complexity in terms of the number of paths. Moreover, it should be noted that the scenario of [7] is equivalent, without any loss of generality, to the case in which multiple independent paths connect a pair of end-nodes as they assume the senders share the same data.
Most recently, in an independent work, Li et al. have addressed the RA problem [58] . Same as [5] , [7] and our work, the authors of [58] apply a MDS code for FEC across multiple independent paths. However, unlike [7] , the authors study the problem for any general number of paths, denoted by . Using the discrete-to-continuous approximation, the authors approximate the total number of lost packets over all paths with a continuous random variable. Furthermore, assuming a large number of paths with a large number of packets over each path, they apply CLT [59] to approximate the distribution of the number of lost packets with the normal distribution. Using this distribution, the authors propose a pseudopolynomial algorithm, based on dynamic programming, to estimate the optimal RA for a large number of paths. In this case, similar to [5] , the variance of the fraction of lost packets scales as to zero. Thus, as explained in the evaluation of [5] , CLT and normal distribution cannot compute the distribution of lost packets even in the asymptotic case. Hence, the pseudopolynomial algorithm proposed in [58] cannot necessarily approximate the optimal RA even for large number of paths. Instead, we propose an asymptotically optimal RA based on LDP in this paper.
In this work, we utilize path diversity to improve the performance of FEC between two end-nodes over a general packet switched network. The details of the path setup process are not discussed here. Similar to [5] , [7] , [12] , and [58] , it is assumed that independent paths are set up by a smart multipath routing scheme or overlay network. Moreover, as in [5] , [58] , [60] , and [61] , each path is assumed to be an erasure channel modeled as a continuous -state extended Gilbert model. It should be noted that the well-known 2-state Gilbert channel used in [7] , [51] , and [62] - [64] is a special case of the extended Gilbert model studied here. Probability of irrecoverable loss is defined as the measure of FEC performance. In another work, we have shown that MDS block codes have the minimum probability of error over any erasure channel with or without memory [65] . Hence, as in [5] , [7] , and [58] , MDS codes are applied for FEC throughout this paper. The contributions of this paper can be listed as follows.
• Path diversity is shown to simultaneously achieve an exponential decay in and a linear increase in the end-to-end rate with respect to while the delay stays fixed. Furthermore, the decaying exponent is analyzed mathematically based on LDP.
• The RA problem is solved for the asymptotic case (large values of ). • It is proved in the asymptotically optimal RA, each path is assigned a positive rate iff its quality is above a certain threshold. Quality of a path is defined as the percentage of the time it spends in the bad state. This result is important since for the first time in the literature, an analytical criterion is proposed to predict whether adding an extra path improves reliability. • A heuristic suboptimal polynomial algorithm, based on the memoization technique, is introduced to solve the RA problem for any arbitrary number of paths. Unlike the brute-force search in [7] , this algorithm has a polynomial complexity in terms of . • The proposed algorithm is proved to converge to the asymptotically optimal RA as grows. • Through the simulation results, the proposed algorithm is shown to achieve a near-optimal performance for practical number of paths. The rest of this paper is organized as follows. Section II describes the system model. Performance of FEC in two cases of multiple identical paths and nonidentical paths is analyzed in Section III. Section IV studies the RA problem and proposes a suboptimal RA algorithm. Finally, Section V concludes the paper.
II. SYSTEM MODELING AND FORMULATION

A. End-to-End Channel Model
From an end-to-end protocol's perspective, performance of the lower layers in the protocol stack can be modeled as a random channel called the end-to-end channel. Since each packet usually includes an internal error detection coding [for instance, a cyclic redundancy check (CRC)], the end-to-end channel is modeled as an erasure channel.
Numerous measurement studies have suggested that bursty loss behavior is the most dominant characteristic of the end-to-end channel over different underlying networks, including wireless mesh networks [10] , [66] - [69] and the Internet [61] , [70] - [72] . Hence, a variety of models have been proposed to capture this bursty behavior, including the 2-state Gilbert model, the -state extended Gilbert model, and the hidden Markov model [10] , [60] , [66] - [69] , [73] , [74] . This paper assumes the continuous time -state extended Gilbert model for the end-to-end channel; see Fig. 2 . This model achieves a good balance between model accuracy and simplicity [66] , [75] , [76] ; it is much more accurate than the 2-state Gilbert Model, while it only requires parameters to be estimated (as opposed to parameters in the general Markov model). It should be noted that the well-known 2-state Gilbert channel used in [10] is a special case of the extended Gilbert model studied here.
It is worth mentioning that the main results of this paper remain valid for any end-to-end channel model. More precisely, still decays exponentially versus , and the asymptotically optimal RA follows the same formula. However, the decaying exponent of is a function of the bad burst probability distribution that should be recomputed according to the new end-to-end channel model. Moreover, in the proposed suboptimal RA algorithm, no assumption is made regarding the end-to-end channel model and/or the bad burst probability distribution. In other words, the input parameters to the proposed algorithm consist of the probability mass function (pmf) associated with the number of erasures over different paths. These input parameters are computed in polynomial time in [2, Appendix H] for any general Markov model, which obviously includes the extended Gilbert model as a special case.
The behavior of the continuous-time extended Gilbert model can be described as follows. The channel spends an exponentially distributed random amount of time with the mean in the good state. Then, it alternates to the first bad state and stays in that state for another random duration exponentially distributed with the mean . Then, the channel either goes back to the good state or transits to a deeper bad state, denoted by . Similarly, the channel can move to deeper bad states consecutively before going back to the good state. The steady-state probability of being in the good or any of the bad states are denoted by and . It is easy to observe that and , where . The packets transmitted during the good state are received correctly, while they are lost if transmitted during any of the bad states ( to . Therefore, the average probability of error, , is equal to the steady-state probability of being in any of the bad states, .
B. FEC Model
In real-time applications like video and audio over wireless mesh networks or IP, due to the delay requirement, conventional retransmission-based schemes such as automatic repeat request (ARQ) are impractical. On the other hand, FEC is shown to be favorable for such real-time scenarios with tight QoS requirement [5] , [62] , [63] , [77] - [79] . However, FEC could be ineffective when bursty packet loss occurs, and such loss exceeds the recovery capability of the FEC codes. To mitigate this problem via path diversity, this work applies FEC across multiple paths.
Each packet is provided with an internal coding such as the CRC, which enables the receiver to detect an error inside each packet. Hence, the receiver can consider the end-to-end channel as an erasure channel. Assuming the length of each packet is bits, the alphabet size of the end-to-end channel would be . Other than the coding inside each packet, a FEC scheme is applied between packets. Every packets are encoded to a block of packets, where , to create some redundancy. The packets of each block are distributed across the available independent paths and are received at the destination with some loss (erasure). The ratio of defines the FEC overhead. It is proved that among all block codes of the same size, any MDS code, such as the Reed-Solomon code, provides the minimum probability of error over an erasure channel (either memoryless or with memory) [65] . Moreover, MDS codes can reconstruct the original data packets at the receiver side if or more of the packets are received correctly [80] . This property makes MDS codes favorable FEC schemes over the erasure channels [58] , [81] - [83] .
Since MDS codes are used for FEC, the probability of irrecoverable loss, , is adopted as the reliability metric. An irrecoverable loss occurs when more than packets are lost in a block of packets. It is shown in [65] that is almost equal to the error probability of the maximum likelihood decoder for a MDS code, . More precisely, can be bounded as where denotes the alphabet size of the MDS code, which is very large in our application. The reason is used as the measure of system performance is that while many practical low-complexity decoders for MDS codes work perfectly if the number of correctly received symbols is at least , their probability of correct decoding is much less than that of maximum likelihood decoders when the number of correctly received symbols is less than [80] . Thus, in the rest of this paper, is used as a close approximation of decoding error.
C. Rate Allocation Problem
The RA problem is formulated as follows. independent paths, , connect the source to the destination, as indicated in Fig. 3(a) . Information bits are transmitted as packets, each of a constant length . Each path has a rate constraint of packets per second. This constraint can be considered as an upper bound imposed by the physical characteristics of the path. For a specific application and FEC scheme, we require the rate of packets per second from the source to the destination. Obviously, we should have to have a feasible solution. As mentioned in the previous subsection, the information packets are coded in blocks of length packets. Hence, it takes s to transmit one block. The RA vector is defined as the number of packets in one block sent through each path. The objective of the RA problem is to find the optimal RA vector, i.e., the RA vector minimizing the probability of irrecoverable loss, , defined in the previous subsection. The RA vector should satisfy the constraints and . The latter constraint follows from the bandwidth constraint . The above formulation of RA problem is valid for any finite number of paths and any chosen values of and . However, in Section III where the performance of path diversity is studied for a large number of paths, and also in Theorem 2 where the optimality of the proposed suboptimal algorithm is proved for the asymptotic case, we assume that grows linearly in terms of the number of paths, i.e.,
, for a fixed . The reason behind this assumption is that when grows asymptotically large, the number of paths eventually exceeds the block length if stays fixed. Thus, paths become useless for the values of larger than . At the same time, it is assumed that the delay imposed by FEC, , stays fixed with respect to . This model results in a linearly increasing rate as the number of paths grows.
D. Discrete-to-Continuous Approximation
To compute , we have to find the probability of packets being lost out of the packets transmitted through path , for all . Let us denote the number of erroneous or lost packets over the path with the random variable . Any two subsequent packets transmitted over the path are s apart in time, where is the transmission rate over the th path. Now, we define the continuous random variable as the duration of time that path spends in the bad state in a block duration . It is easily observed that the probability can be approximated with the continuous counterpart when the interpacket interval is much shorter than the average bad burst duration. According to the extended Gilbert model, the average bad burst duration can be lower-bounded by . Therefore, as long as we have , the discrete-to-continuous approximation is valid (see Fig. 4 ).
The necessity of this condition can be justified as follows. In case this condition does not hold, any two consecutive packets have to be transmitted on two independent states of the channel. Thus, no gain would be achieved by applying diversity over multiple independent paths. The continuous approximation is just used in Section III. On the other hand, Section IV studies the RA problem in the original discrete format. Table II summarizes the main assumptions made in our network model and problem formulation. The important parameters that are used throughout the paper are summarized in Table I . Moreover, the following mathematical notations are used in the rest of the paper. and are defined as the probability and expected value operators, respectively. The notation means .
E. Notation and System Parameters
is equivalent to , and means that . 
III. PERFORMANCE ANALYSIS OF FEC ON MULTIPLE PATHS
According to the discrete-to-continuous approximation in Section II-D, when the packets of the FEC block are sent over path , the loss count can be written as . Hence, the total ratio of lost packets is equal to where , denotes the portion of the bandwidth assigned to path .
is defined as the portion of time that path has been in the bad state . Hence, the probability of irrecoverable loss for a MDS code is equal to (1) In order to find the optimum rate allocation, has to be minimized with respect to the allocation vector ( 's), subject to the following constraints: (2) where is the bandwidth constraint on path defined in Section II-C.
A. Identical Paths
When the paths are identical and have equal bandwidth constraints 1 for , due to the symmetry of the problem, the uniform RA is obviously the optimum solution. Of course, the solution is feasible only when we have . Then, the probability of irrecoverable loss can be simplified as (3) Let us define as the probability density function of . Since is defined as , clearly we have , where is the probability density function (pdf) of . Defining as the expected value operator throughout this paper, can be computed based on . We observe that in (3), the random variable 's are bounded and independent. Hence, the following well-known upper bound in large deviation theory [84] can be applied: for otherwise (4) where the function is computed in Neperian base, and is the solution of the following nonlinear equation, which is shown to be unique by Lemma 1.
(5)
Since is unique, we can define . Even though being an upper bound, inequality (4) is exponentially tight for large values of [84] . More precisely (6) where the notation means . Note that depends on the pdf of , which is computed in [2, Appendix A]. Of course, (6) is valid regardless of the pdf of . 1 The case where W 's are different is discussed in Remark 4 of Section III-B.
Next, we state the following lemmas, which are required for the analysis of the next subsection. The proofs can be found in [2, Appendix B and C], respectively.
Lemma 1: and have the following properties: 1) ; 2) ; 3) ; 4) ; 5)
for . Lemma 2: Defining , where 's are i.i.d. random variables as already defined, the pdf of satisfies , for all . Remark 1: A special case is when the block code uses all the bandwidth of the paths. In this case, we have , where is the maximum bandwidth of each path and is the block duration. Assuming is a constant independent of , we observe that the information packet rate is equal to , and the error probability is . This shows using MDS codes over multiple independent paths provides an exponential decay in the irrecoverable loss probability and a linearly growing end-to-end rate in terms of the number of paths simultaneously.
Example 1: Consider the scenario of transmitting a video stream with the DVD quality (using either MPEG-2 or MPEG-4) over multiple identical paths. The bitrate per path is selected to be 1 Mbps. The number of paths varies from to . Hence, the end-to-end video bitrate varies in the range of 1-6 Mb/s, in accordance with [85] - [89] . The block transmission time is ms, which imposes an acceptable end-to-end delay for the video stream. The payload of each video packet is assumed to be 4 kb. Accordingly, the block length equals , where can be written as . The end-to-end channel follows a 2-state Gilbert model with ms and ms. Coding overhead is changed from to . Fig. 5 compares the result of (6) to the simulation results.
is plotted versus in semilogarithmic scale in Fig. 5(a) for different values of . We observe that as increases, decays linearly, which is expected noting (6) . Also, Fig. 5(b) compares the slope of each plot in Fig. 5(a) to . Fig. 5 shows a good agreement between the theory and the simulation results for practical number of paths. Moreover, it verifies the fact that the stronger the FEC code is (larger ), the higher the gain is that we achieve through path diversity (larger exponent).
B. Nonidentical Paths
Now, let us assume there are types of paths between the source and the destination consisting of identical paths of type . Without loss of generality, we assume that the paths are ordered according to their associated type, i.e., the paths from to are of type . We denote . According to the i.i.d. assumption, it is obvious that has to be the same for all paths of the same type. and are defined as Following Lemma 2, we observe that . We define the sets and as respectively. Hence, can be written as
follows from Lemma 3, follows from the fact that is a strictly increasing function of , for , and can be proved as follows. Let us denote the vector that minimizes the exponent over the set as . Since is a subset of is either in or in . In the former case, is obviously valid. When , we can prove that , for all , by contradiction. Let us assume the opposite is true, i.e., there is at least one index , such that , and at least one other index , such that . Then, knowing that the derivative of is zero for and strictly positive for , a small increase in and an equal decrease in reduces the objective function , which contradicts the assumption that is a minimum point. Knowing that , for all , it is easy to show that the minimum value of the objective function is zero over , and has to be an empty set. Defining the minimum value of the positive objective function as zero over an empty set makes valid for the latter case where . Finally, applying Lemma 4 results in , where is defined in the lemma.
Lemma 3: For any continuous positive function over a convex set , and defining as we have where denotes the closure of (refer to [90] for the definition of the closure operator).
Proof of Lemma 3 can be found in [2, Appendix D]. Lemma 4: There exists a unique vector with the elements that minimizes the convex function over the convex set , where satisfies the following condition: (9) denotes the inverse of the function defined in Section III-A.
Proof of Lemma 4 can be found in [2, Appendix E]. Equation (8) is valid for any fixed value of . To achieve the most rapid decay of , the exponent must be maximized over .
where is defined for any value of the vector in Lemma 4. Theorem 1 solves the maximization problem in (10) and identifies the asymptotically optimum RA. The proof can be found in Appendix A.
Theorem 1: Consider a point-to-point connection over the network with independent paths from the source to the destination with a large enough bandwidth constraint. 2 The paths are from different types, paths from the type . Assume a block FEC of size is sent during a time interval . Let denote the number of packets in a block of size assigned to the paths of type , such that . The RA vector is defined as . For fixed values of , and asymptotically large number of paths , the optimum rate allocation vector equals if otherwise (11) if there is at least one for which . Furthermore, the probability of irrecoverable loss corresponding to decays as (12) In the case where for independent of the allocation vector .
Remark 2: Theorem 1 can be interpreted as follows. For large values of , adding a new type of path contributes to the path diversity iff the path satisfies the quality constraint , where is the percentage of time that the path spends in the bad state during the time interval . Only in this case, adding the new type of path exponentially improves the performance of the system in terms of the probability of irrecoverable loss.
Remark 3: Observing the exponent coefficient corresponding to the optimum allocation vector , we can see that the typical error event occurs when the ratio of the lost packets on all types of paths is the same as the total fraction of the lost packets, . However, this is not the case for any arbitrary RA vector .
Remark 4: An interesting extension of Theorem 1 is the case where all types have identical erasure patterns for and ) but different bandwidth constraints. Adopting the notation of Theorem 1, the bandwidth constraint on can be written as , where is the maximum bandwidth for a path of type . Let us define as the allocation vector that maximizes the objective function of (10) and also satisfies the bandwidth constraints.
is the maximizing vector for the unconstrained problem, defined in Theorem 1. According to (11) , we have for . It is obvious that if for all . In case does not satisfy the bandwidth constraint for some can be found by the water-filling algorithm. More accurately, we have if if (13) 2 By the term "large enough," we mean the bandwidth constraint on a path of type j; W satisfies the condition W . The reason is that must satisfy both conditions of 0 1 and = W simultaneously. When W is large enough such that W , the latter condition is automatically satisfied, and the optimization problem can be solved. where can be found by imposing the condition . Fig. 7 depicts water-filling among identical paths with four different bandwidth constraints. Proof of (13) can be found in [2, Appendix G] .
Example 2: Consider the scenario of transmitting a video stream with the DVD quality (using either MPEG-2 or MPEG-4) over multiple paths of two types. The number of paths for each type are equal, i.e.,
. The total number of paths varies from to . Both types of paths are modeled as 2-state Gilbert channels with ms. Furthermore, the average bad burst duration is equal to ms for the first type and ms for the second type. The block transmission time is ms, which imposes an acceptable end-to-end delay for the video stream. The payload of each video packet is assumed to be 5 kb. The end-to-end rate increases linearly with such that Mb/s. Hence, the block length is . The coding overhead is . Fig. 6(a) shows of the optimum RA versus . The optimal RA is found by exhaustive search among all possible allocation vectors. The figure depicts a linear behavior in semilogarithmic scale with the exponent of 0.9137, which is comparable to 0.9256 predicted by (11) . In this scenario, let us denote as the value of the first element of , given in (11) . Obviously, does not depend on . Moreover, is defined as the normalized aggregated weight of type-I paths in the optimal RA. Fig. 6(b) compares to for different numbers of paths. It is observed that converges rapidly to as grows.
IV. SUBOPTIMAL RATE ALLOCATION
In order to compute the complexity of the RA problem, we focus our attention on the original discrete formulation in Section II-C. According to the model of Section III-B, we assume the available paths are from types, paths from type , such that . Obviously, all the paths from the same type should have equal rate. Therefore, the RA problem is turned into finding the vector such that , and for all . denotes the number of packets assigned to all the paths of type . Let us temporarily assume that all paths have enough bandwidth such that can vary from 0 to for all . There are -dimensional nonnegative vectors of the form that satisfy the equation , each representing a distinct RA. Hence, the number of candidates is exponential in terms of .
First, we prove the RA problem is NP [91] in the sense that can be computed in polynomial time for any candidate vector . Let us define as the probability of having more than errors over the paths of types 1 to for a specific allocation vector . We also define as the probability of having exactly errors out of the packets sent over the paths of type . In [2, Appendix H and I], 's are computed for any general -state Markov channel model with polynomial complexity. Hence, we can assume that 's are precomputed and stored for all and and path types. Then, the following recursive formula holds for :
To compute by the above recursive formula, we apply a well-known technique in the theory of algorithms called memoization [92] . Memoization works by storing the computed values of a recursive function in an array. By keeping this array in the memory, memoization avoids recomputing the function for the same arguments when it is called later. Intuitively speaking, the proposed suboptimal algorithm recursively finds the typical error event 's) that has the maximum contribution to the error probability and assigns the RA 's) such that the estimated typical error probability is minimized. Indeed, Lemma 5 shows that the estimate used in the algorithm is a lower bound for the minimum achievable error probability . Comparing (16) and the while loop in Algorithm 1, we observe that the values of and can be found in during the computation of . Hence, complexity of the proposed algorithm is the same as that of computing , which is . The following theorem guarantees that the output of the above algorithm converges to the asymptotically optimal RA introduced in Theorem 1 of Section III-B, and accordingly, it performs optimally for large number of paths. The proof can be found in Appendix C.
Theorem 2: Consider a point-to-point connection over the network with independent paths from the source to the destination, each with a large enough bandwidth constraint. The paths are from different types, paths from the type . Assume a block FEC of the size is sent during an interval time . For fixed values of and asymptotically large number of paths , we have:
for ; where and are defined in Sections III-A and III-B.
is the lower bound for defined in (16) .
is the total number of packets assigned to the paths of type by the suboptimal rate allocation algorithm.
is the asymptotically optimal RA given in (11) .
is also defined in Algorithm 1.
Example 3: The proposed algorithm is compared with four other allocation schemes over and paths in Fig. 8 . The optimal method uses exhaustive search over all possible allocations. "Best Path Allocation" assigns everything to the best path only, ignoring the rest. "Equal Distribution" scheme distributes the packets among all paths equally. Finally, the "Asymptotically Optimal" allocation assigns the rates based on (11) . A DVD-quality video stream with the end-to-end rate of Mb/s is studied in both scenarios of Fig. 8 . The block transmission time is ms, which imposes an acceptable end-to-end delay for the video stream. The payload of each packet is adopted to be 4 kb. Accordingly, the block length would be equal to packets. The FEC coding overhead is fixed at . The paths follow the 2-state Gilbert model with ms. However, qualities of the paths are different as they have different average bad burst durations: 1) In the case of three paths, the average bad burst of the paths 's) is listed as . 2) In the case of four paths, the average bad burst of the paths 's) is listed as ; As observed, the median of of paths is fixed at 75 ms in both scenarios. represents a measure of deviation from this median.
describes the case where all the paths are identical. The larger is, the more variety we have among the paths and the more diversity gain might be achieved using a judicious RA.
As seen, our suboptimal algorithm tracks the optimal algorithm so closely that the corresponding curves are not easily distinguishable in most cases. However, the "Asymptotically Optimal" RA results in lower performance since is relatively small, which makes the asymptotic analysis assumptions invalid. Comparing Fig. 8(a) and (b), it is observed that increasing from three to four paths reduces the gap between the "Asymptotically Optimal" RA and the optimal RA considerably. When , the "Equal Distribution" scheme obviously coincides with the optimal allocation. This scheme eventually diverges from the optimal algorithm as grows. However, it still outperforms the best path allocation method as long as is not too large. For very large values of , the best path dominates all the other ones, and we can ignore the rest of the paths. Hence, the best path allocation eventually converges to the optimal scheme when increases.
V. CONCLUSION
In this work, we have studied the performance of forward error correction over a block of packets sent through multiple independent paths. Adopting MDS codes, the probability of irrecoverable loss is shown to decay exponentially with the number of paths. Furthermore, the rate allocation (RA) problem across independent paths is studied. It is shown that in the asymptotically optimal RA, each path is assigned a positive rate iff its quality is above a certain threshold. Finally, the RA problem is studied for any arbitrary number of paths. A heuristic suboptimal algorithm that computes a near-optimal allocation in polynomial time is proposed. For large values of , the result of this algorithm is shown to converge to the optimal RA. Simulation results verify the validity of the theoretical analysis in several practical scenarios and also show the near-optimal performance of the proposed suboptimal algorithm.
APPENDIX A PROOF OF THEOREM 1
Sketch of the Proof: First, it is proved that if . At the second step, we prove that , if . Then, KKT conditions [93] are applied for the indices , where , to find the maximizing allocation vector . The complete proof can be found in [2] .
APPENDIX B PROOF OF LEMMA 5
The lemma is proved by induction on . The case of is obviously true as . Let us assume this statement is true for to . Then, for , we have where denotes the optimum allocation of packets among the types of paths such that the probability of having more than lost packets is minimized.
follows from the recursive (14) , and is the induction assumption. comes from the definition of , and is a result of (16).
APPENDIX C PROOF OF THEOREM 2
Sketch of the Proof: First, the asymptotic behavior of is analyzed, and it is shown that for large values of (or equivalently , we have . Next, we prove the first part of the theorem by induction on . The proof of this part is divided to two different cases, depending on whether is larger than , or vice versa. Finally, the second and the third parts of the theorem are proved by induction on , while the total number of path types, , is fixed. Again, the proof is divided into two different cases, depending on whether is larger than , or vice versa. See [2] for the complete proof.
