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We examine the bound-state and free-state contributions to the density of states in a three-
dimensional electron gas with a two-dimensional interface with Rashba spin-orbit coupling. Con-
finement of electrons to the interface is achieved through the inclusion of an attractive potential
in the interface. Motivation for our research comes from interest in heterostructure materials that
exhibit the Edelstein and inverse Edelstein effects on surfaces or interfaces due to large Rashba spin-
orbit coupling. By modifying the Hamiltonian of a three-dimensional free electron gas to include
an interface with Rashba spin-orbit coupling and an attractive potential, we are able to calculate
the bound-state and free-state wavefunctions and corresponding density of states analytically. We
find that one of the spin-split energy bands in the interface has an upper bound, resulting in an
enhancement of the Edelstein and inverse Edelstein effect.
I. INTRODUCTION
The propagation properties of particles (or quasiparti-
cles) affected by the presence of a surface or an interface
in a three-dimensional material can be described using
low-dimensional quantum mechanics. Analytic models
can be constructed to include extra substructure terms,
which affect propagation properties of electrons through
a change in the effective mass1 or confinement in the
form of a quantum well2. In both cases the Hamilto-
nian is constructed as a linear superposition of a free
three-dimensional electron gas and a low-dimensional
substructure contribution describing the effects of a sur-
face or an interface. The density of states inside the low-
dimensional structure that allows for calculation of, e.g.,
the number of charge carriers and thermal conductivity
can be obtained analytically for these types of Hamil-
tonians and is thus a powerful tool for studying the in-
terdimensional properties of electrons in a material with
substructure.
The system of a two-dimensional quantum well im-
mersed in a three-dimensional bulk is described by the
Hamiltonian,2
H =
p2
2m
− ~
2κ
m
δ(z − z0) , (1)
for a particle of mass m. The quantum well exhibits
confining properties through the binding energy, B =
~
2κ2/2m, with an inverse penetration depth κ. The cor-
responding density of states per volume at the location of
the quantum-well structure (z = z0) is given as a function
of energy E by
̺(E, z0) =κ̺d=2(E + (~
2κ2/2m)) + ̺d=3(E)
×
[
1− ~κ√
2mE
arctan
(√
2mE
~κ
)]
, (2)
where
̺d(E) = 2Θ(E)
√
m
2π
d √
E
d−2
Γ(d/2)~d
(3)
is the density of states for a free particle of mass m in
d spatial dimensions and the particle is assumed to have
spin 1/2 as an electron. Integrating the density of states
̺(E, z0) over energy yields the relation between the Fermi
energy and the particle density inside the quantum well
at zero temperature:2
n(z0)
∣∣∣
−B<EF<0
=
κm
π~2
(
EF +
~
2κ2
2m
)
= κn2
∣∣∣
E2,F=K2,F
,
n(z0)
∣∣∣
EF>0
=
κ
2π2~2
×
[
~κ
√
2mEF − (~2κ2 + 2mEF ) arctan
(√
2mEF
~κ
)]
+
κm
π~2
(
EF +
~
2κ2
2m
)
+
1
3π2
(√
2mEF
~
)3
, (4)
where
nd =
2
~dΓ((d+ 2)/2)
√
mEF
2π
d
(5)
is the density of particles in d dimensions, and K2,F =
EF + ~
2κ2/2m is the kinetic energy inside the quantum
well. The analytic results for the density of states and the
particle density inside the quantum well smoothly tran-
sitions from two-dimensional to three-dimensional be-
haviour as the inverse penetration depth κ approaches
zero. Both results demonstrate that bound states exist
for E ≥ −B, and that particles confined to the quantum
well contribute a two-dimensional density term, made di-
mensionally correct through the factor κ, reflecting the
three-dimensional nature of the system.
2Rashba spin-orbit coupling (RSOC) arises as a result
of bulk inversion asymmetry (BIA), e.g., in the zinc
blende structure3, as well as structure inversion asym-
metry (SIA) in semiconductors4. The Rashba spin-orbit
interaction, first analysed for a two-dimensional electron
gas,4 stems from the nonrelativistic approximation of the
Dirac equation5. The Hamiltonian and dispersion rela-
tion for a two-dimensional electron gas including RSOC
is given by4,5
H =
p2‖
2m
+ α
[
σ × p‖/~
] · zˆ ,
E±(k‖) =
~
2k2‖
2m
± α|k‖| , (6)
where m is the effective mass of an electron, α =
e~Ez(z)/4m
2c2 is the Rashba coefficient, Ez(z) is an elec-
tric field in the direction zˆ perpendicular to the electron
gas, σ = (σx, σy , σz) are the Pauli matrices, k‖ = (kx, ky)
is the two-dimensional wave vector, and k‖ = |k‖|. RSOC
causes momentum and spin to be “locked in” such that
the E+ and E− branches in Eq. (6) have clockwise and
counterclockwise winding of spin, respectively, as one
goes around the Fermi surface. In Fig. 1, E± are plotted
as a function of kx for ky = 0, where spin points in either
+y or −y direction. The density of states per unit area
per spin,
̺(E) =
1
2π
k‖(E)
|dE/dk‖|
, (7)
for E = E± using Eq. (6) is given by6
̺(E±) =
m
2π~2
(
1∓ b√
b2 + 2Em/~2
)
, E ≥ 0 ,
̺(E−) =
mb
π~2
√
b2 + 2mE/~2
, E < 0 , (8)
where b = mα/~2.
Recent efforts have been put forth in the area of spin-
tronics, which utilizes the spin degree of freedom for in-
formation storage and processing.7 In candidate mate-
rials for spintronics, strong RSOC induces novel prop-
erties on surfaces or interfaces8 such as the Edelstein
effect9 or the inverse Edelstein effect, where conversion
between charge and spin currents occurs.8,10 We study
this kind of effects on the density of states for Hamiltoni-
ans which are a linear combination of three-dimensional
kinetic terms and a two-dimensional RSOC term, in or-
der to model systems with large RSOC on an interface
or a surface. Materials which necessitate this descrip-
tion include topological insulators,11 interfaces between
metallic layers, e.g., Bi/Ag12,13 or Cu/Bi14 interfaces,
and conducting interfaces between LaAlO3/SrTiO3 insu-
lating oxide layers.15 Heterostructures involving metal-
oxide interfaces16 as well as graphene,17,18 in which
RSOC is enhanced by proximity to, e.g., transition metal
dichalcogenides,8,10 also present systems in which RSOC
FIG. 1. (Colour online) The spin-split dispersion relation for
a two-dimensional electron gas with RSOC for ky = 0 in ar-
bitrary units. The red (green) curve corresponds to E+ (E−)
in Eq. (6) with a minimum energy of Emin = −mα
2/2~2. Up
and down arrows correspond to +y and −y spin alignment
for ky = 0.
is prominent along an interface or a surface. In this paper
we study the low-energy physics on a surface or an inter-
face in such materials. The remaining sections are laid
out as follows. In Sec. II we calculate the bound-state and
free-state wavefunctions of our interdimensional model.
In Sec. III the enhancement of the Edelstein effect for
electrons bound to the interface is demonstrated. In
Sec. IV we present the analytic results for the bound-
state and free-state density of states and discuss the in-
terdimensional behaviour. Our findings are summarised
in Sec. V.
II. INTERDIMENSIONAL EFFECTS OF
ELECTRONS WITH RSOC INTERFACE
Motivated by materials which exhibit novel features on
interfaces or surfaces as a result of RSOC, as well as het-
erostructures where RSOC in the interface is enhanced
by the neighbouring substrate8,10, we construct a Hamil-
tonian as a superposition of a three-dimensional free elec-
tron gas and a two-dimensional interface with RSOC and
an attractive potential at z = z0. We extend the work of
Ref. 1 to include a RSOC term4 in the interface,
HSO = α
[
σ × k‖
] · zˆ . (9)
The construction of the Hamiltonian for electrons subject
to spin-orbit coupling in the interface is as follows: We
assume that the wavenumber component orthogonal to
the interface is small compared to the inverse thickness
of the interface L−1⊥ , i.e., |k⊥L⊥| ≪ 1. This implies that
3FIG. 2. (Colour online) The shifted Fermi surfaces of a two-
dimensional electron gas with RSOC due to an applied electric
field in the x direction. The red (green) circle corresponds to
the E+ (E−) branch for the applied electric field E = 0 and
the maroon (olive) circle corresponds to the E+ (E−) branch
for E 6= 0.
the wavefunction in the direction orthogonal to the inter-
face can be approximated as constant. This formulation
yields a second-quantized Hamiltonian,
H =
∫
d3x
~
2
2m
∇ψ†(x) ·∇ψ(x)
−
∫
d2x‖
(
iαL⊥ψ†(x‖, z0)
(
σ‖ ×∇‖
) · zˆψ(x‖, z0)
+ V0ψ
†(x‖, z0) · ψ(x‖, z0)
)
, (10)
where x = (x‖, z) and σ‖ = (σx, σy). The eigenvalues
and eigenfunctions of Eq. (10) are separated into states
which are bound to the interface (E < ~2k2‖/2m,κ > 0),
ψk‖,κ±,+(x‖, z)± = 〈x‖, z|k‖, κ,+〉±
=
exp(ik‖ · x‖)
2π
√
κ± exp(−κ±|z − z0|)ϕ(k‖)± , (11)
E± =
~
2
2m
(k2‖ − κ2±) =
~
2k2‖
2m
− mL
2
⊥
2~2
(V0 ± αk‖)2, (12)
where ϕ(k‖)± = 1√2
(
1
±ik+/k‖
)
, k± = kx ± iky, and
κ± = (mL⊥/~2)(V0 ± αk‖), and two sets of orthogo-
nal, transversely free states (k⊥ ≥ 0, E = ~2(k2‖ + k2⊥))
written as even (+) and odd (−) parity eigenstates,
ψk‖,k⊥,+(x‖, z)± = 〈x‖, z|k‖, k⊥,+〉±
=
exp(ik‖ · x‖)
2
√
π3
√
1 + (mL⊥/~2k⊥)2(V0 ± αk‖)2
(
cos(k⊥(z − z0))
− mL⊥
~2k⊥
(V0 ± αk‖) sin(k⊥|z − z0|)
)
ϕ(k‖)± , (13)
ψk‖,k⊥,−(x‖, z) = 〈x‖, z|k‖, k⊥,−〉
=
exp(ik‖ · x‖)
2π
1√
π
sin(k⊥(z − z0))
(
cos ξ
eiχ sin ξ
)
, (14)
where χ and ξ are arbitrary real numbers. Note that the
interface bound states (11) have even (+) parity. In order
for the ground-state energy to exist as a lower bound
in Eq. (12) we require η2 ≤ 1 where η = mαL⊥/~2.
Without this restriction E → −∞ as k‖ →∞. Thus, the
Hamiltonian in Eq. (10) yields the dispersion relation,
E = E(|k‖|, κ±) ≡ E±(|k‖|) (15)
for bound states {|k‖, κ,+〉±} with E < ~2k2‖/2m, and
E = E(|k‖|, k⊥) (16)
for the unbound states {|k‖, k⊥,±〉±} with E ≥
~
2k2‖/2m. The corresponding density of states is given
by1
̺(E,x) =
∑
±
∫
d2k‖
(
δ(E − E±(|k‖|))|〈x|k‖, κ〉±|2
+Θ(E − ~2k2‖/2m)
∣∣∣∣∣∂k⊥(E,k‖)∂E
∣∣∣∣∣|〈x|k‖, k⊥〉±|2
)
,
(17)
where the sum over even- and odd-parity unbound states
is implicitly assumed, and as such + and − for parity
have been removed from the eigenvectors. Hence,
̺(E,x) =
∑
±
(∫ 2pi
0
dθ k‖
∣∣∣∣∣∂k‖(E, κ±)∂E
∣∣∣∣∣|〈x|k‖, κ〉±|2
+
∫
d2k‖Θ(E − ~2k2‖/2m)
∣∣∣∣∣∂k⊥(E,k‖)∂E
∣∣∣∣∣|〈x|k‖, k⊥〉±|2
)
.
(18)
III. BOUND-STATE DISPERSION RELATION
AND ENHANCED EDELSTEIN EFFECT
In a purely two-dimensional system with RSOC, an
applied electric field along +x causes electrons to move
in the −x direction and populate states with kx < 0 at
the expense of states with kx > 0. Figure 2 illustrates
4FIG. 3. (Colour online) The spin-split bound-state energy
(2mL2⊥/~
2)E± as a function of kxL⊥ for ky = 0. The red
(green) curve corresponds to E− (E+) in Eq. (12) with a
minimum dimensionless energy of 2mEminL
2
⊥/~
2 = −β2/(1−
η2), where β = mV0L
2
⊥/~
2 and η = mαL⊥/~
2.
the shift of the inner and outer Fermi circles due to an
applied electric field in the x direction. An increase in −y
and +y spin polarization states for ky = 0 creates a net
−y spin polarization, as the outer Fermi circle dominates
over the inner one with a larger number of states. This is
the well-known Edelstein effect,8–10 where a charge cur-
rent is converted to an accumulation of spin in the trans-
verse direction. Likewise, the inverse Edelstein effect is
the conversion of a spin current to a transverse charge
current.8,10,12
In our three-dimensional model we find that the Edel-
stein effect9 (and inverse Edelstein effect) is affected
through the restriction κ− > 0. The spin-split bound-
state bands in Eq. (12), made dimensionless with a factor
2mL2⊥/~
2, are plotted as a function of kxL⊥ for ky = 0 in
Fig. 3. Note that E− ≥ E+ for k‖ ≥ 0. The requirement
κ− > 0 implies k‖ < V0/α in order for a bound-state so-
lution to exist. This restricts the energy E− in Eq. (12)
to a maximum value of E− = ~2V 20 /2mα
2. Consider
the situation of EF . ~
2V 20 /2mα
2. Applying an electric
field along the interface results in a net spin polarization
in the −y direction due to the Edelstein effect. How-
ever, the states belonging to the E− branch can only be
populated up to the maximum dimensionless energy of
V 20 L
2
⊥/α
2. The contribution to the net spin polarization
from the increase in +y spin alignment in the kx < 0
region of the E− branch therefore has an upper bound.
The E+ branch has no restriction owing to κ+ > 0; ∀k‖,
which leads to a larger net spin polarization in the −y
direction compared to the purely two-dimensional model
and hence an enhanced Edelstein effect. The dimension-
less energy bands (2mL2⊥/~
2)E± are plotted as a function
of kxL⊥ for ky = 0 in Fig. 4 along with the maximum
allowed E− for the bound states. The energy cap on E−
FIG. 4. (Colour online) The spin-split bound-state energy
(2mL2⊥/~
2)E± as a function of kxL⊥ for ky = 0. The red
(green) curve corresponds to E− (E+) in Eq. (12). Due to the
requirement κ− > 0, E− is restricted to a maximum dimen-
sionless energy of (V0L⊥/α)
2 = β2/η2, where β = mV0L
2
⊥/~
2
and η = mαL⊥/~
2, indicated by the blue line.
results in shifting of the Fermi circles to elliptical shape,
as illustrated in Fig. 5.
IV. BOUND-STATE AND FREE-STATE
DENSITY OF STATES AT z = z0
The restriction on the energy range for the E− branch
also impacts the bound-state density of states at z =
z0. Substituting Eq. (11) in Eq. (18) yields the density
of states of the spin-split energy bands in three energy
ranges. For Emin ≤ E < −mV 20 L2⊥/2~2 only the E+
branch contributes to the density of states and is given
by
̺(E+, z0) =
m2η (V 20 L
2
⊥ + f(E, η, V0))
π~4
√
f(E, η, V0)(1− η2)2
, (19)
where Emin = −mV 20 L2⊥/2~2(1 − η2), f(E, η, V0) =
V 20 L
2
⊥ + (2E~
2/m)(1 − η2) and η = mαL⊥/~2. Equa-
tion (19) shows that the density of states for Emin ≤
E ≤ −mV 20 L2⊥/2~2 contains a van Hove singularity at
E = Emin. This singularity occurs at the bottom of the
E+ branch, which is analogous to the van Hove singu-
larity at E = −mα2/2~2 in the purely two-dimensional
model.4 Shown in Fig. 6 is the density of states in the
energy range Emin ≤ E ≤ −mV 20 L2⊥/2~2. The density of
states of the spin-split bound states in the energy range
−mV 20 L2⊥/2~2 ≤ E ≤ ~2V 20 /2mα2 is displayed in Fig. 7
5FIG. 5. (Colour online) The shifted Fermi surfaces due to
the enhanced Edelstein effect. The red and green circles cor-
respond to E− and E+, respectively, in Eq. (12), while the
maroon and olive circles correspond to the situation shown in
Fig. 4.
and is given by
̺(E±, z0) =
mL⊥
2π~2
[(
±mV0αL2⊥/~2 +
√
f(E, η, V0)
(
√
f(E, η, V0))(~2/m)(1− η2)
)
×
(
V0 ± α±mV0αL
2
⊥/~
2 +
√
f(E, η, V0)
(~2/m)(1− η2)
)]
×Θ(E +mV 20 L2⊥/2~2). (20)
The total density of states corresponding to Eq. (20) is
̺(E, z0) =
̺d=2(K2)β
L⊥(1 − η2)2 , (21)
whereK2 = E+mV
2
0 L
2
⊥/2~
2 is the kinetic energy of elec-
trons whose wavefunctions are exponentially suppressed
perpendicular to the interface, and β = mV0L
2
⊥/~
2.
Equation (21) demonstrates that the total density of
states in the energy range where both spin-split bands
contribute is proportional to the free two-dimensional
density of states scaled by the interface thickness L⊥,
to reflect the three-dimensional nature of the system.
For E > ~2V 20 /2mα
2 the E− branch no longer con-
tributes and the bound-state density of states is given by
̺(E+, z0) in Eq. (20). This is shown in Fig. 7. The free-
state density of states is calculated by inserting Eq. (13)
into Eq. (18),
FIG. 6. (Colour online) The spin-split and total bound-state
density of states at z = z0 for Emin ≤ E ≤ −mV
2
0 L
2
⊥/2~
2
in units of m/(2π~2L⊥). The green curve is the total bound-
state density of states, while the blue (red) curve is the con-
tribution from the + (−) sign choice in the solutions for k‖ in
E+.
FIG. 7. (Colour online) The spin-split and total bound-
state density of states at z = z0 for −mV
2
0 L
2
⊥/2~
2 ≤ E ≤
~
2V 20 /2mα
2 in units of m/(2π~2L⊥). The green curve is the
total bound-state density of states, while the blue and red
curves correspond to, respectively, ̺(E+, z0) and ̺(E−, z0) in
Eq. (20).
6FIG. 8. (Colour online) The spin-split free-state density
of states at z = z0 in units of m/(2π
2
~
2L⊥). The green
and red curves correspond to, respectively, ̺(E, z0)−αx and
̺(E, z0)+αx in Eq. (22). At 2mEL
2
⊥/~
2 = β2/η2, ̺(E, z0)−αx
exhibits a van Hove type singularity.
̺(E, z0) =
mΘ(E)
2π2~2L⊥
∫ √2mEL2⊥/~
0
dx(
x
√
2mEL2⊥/~2 − x2
2mEL2⊥/~2 − x2 + (mL⊥/~2)2(−V0 + αx)2
+
x
√
2mEL2⊥/~2 − x2
2mEL2⊥/~2 − x2 + (mL⊥/~2)2(−V0 − αx)2
)
≡ ̺(E, z0)+αx + ̺(E, z0)−αx . (22)
The contributions to the density of states from the two
bands are signified by the sign of the αx terms in Eq. (22),
and correspond to the b±(E, β, η) terms in the total den-
sity of states,
̺(E, z0) =
mΘ(E)
2π2~2L⊥(1− η2)
√
d(E, β, η)
×
[
b+(E, β, η)
(√
2mEL2⊥
~2
− c+(E, β, η) arctan
(√
2mEL2⊥/~2
c+(E, β, η)
))
+ b−(E, β, η)
(√
2mEL2⊥
~2
− c−(E, β, η) arctan
(√
2mEL2⊥/~2
c−(E, β, η)
))]
,
(23)
where
b±(E, β, η) = ±ηβ +
√
d(E, β, η) ,
c±(E, β, η) =
√
h±(E, β, η) − 2mEL2⊥/~2 ,
d(E, β, η) = β2 +
2mEL2⊥
~2
(1 − η2) ,
h±(E, β, η) =
(√
d(E, β, η) ± ηβ
1− η2
)2
. (24)
The spin-split density of states, ̺(E, z0)+αx and
̺(E, z0)−αx in Eq. (22), is displayed in Fig. 8. Low-
energy contributions to the free-state density of states are
dominated by the arctan terms in Eq. (23) with the three-
dimensional
√
E behaviour appearing for E ≫ Emin. The
̺(E, z0)−αx term in Eq. (22) contains a van Hove sin-
gularity at 2mEL2⊥/~
2 = β2/η2, which corresponds to
k‖ = V0/α, k⊥ = 0 and the energy cap on the E− branch.
This singularity originates in the ∂k⊥/∂E ∼ 1/k⊥ term
in Eq. (18). k⊥ = 0 does not necessarily generate a singu-
larity in the density of states due to |〈x|k‖, k⊥〉±|2 mul-
tiplied to |∂k⊥/∂E| in Eq. (18), with the wavefunction
given in Eq. (13) vanishing sufficiently quickly. However,
when the bound states cease to exist in the E− branch,
the 1/k⊥ divergence is no longer compensated, resulting
in the van Hove singularity.
V. CONCLUSIONS
We have constructed a model Hamiltonian for electrons
in a three-dimensional system with an interface, in which
the electrons can be trapped by an attractive potential
and experience RSOC. We have analytically obtained the
bound-state and free-state wavefunctions, and the den-
sity of states at the location of the interface. We find
that the density of states in the interface exhibits two-
dimensional behaviour due to the bound states as well
as three-dimensional behaviour in the high-energy limit,
E ≫ Emin = −mV 20 L2⊥/2~2(1 − η2). The requirement
of η2 = (mαL⊥/~2)2 ≤ 1 for a bound state to exist re-
sults in a maximum allowed energy of ~2V 20 /2mα
2 for
one of the spin-split bands. This restriction impacts the
allowed populations of each energy band and enhances
the Edelstein and inverse Edelstein effects. Furthermore,
the existence of the upper bound in one of the energy
bands in the interface leads to a van Hove type singular-
ity in the free-state density of states. Our results for the
density of states are analytical and readily applicable to
interfaces and surfaces with RSOC.
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