Objectives: This study examines factors affecting reliability, or consistency of assessment scores, from an objective structured clinical examination (OSCE) in neurology through generalizability theory (G theory).
reliance on secondary evidence such as oral case presentations or patient notes to make inferences about general clinical skills. 20 Written tests, while useful for some applications, may not sufficiently measure clinical skills because they do not allow the student to demonstrate their clinical skills in a holistic and authentic manner.
OSCEs require students to perform an activity or construct a response, thus allowing for evaluation of both the process used in solving a task as well as the product. 21 OSCEs also typically yield multiple scores, thus reducing time and cost for item development and test administration. 22 An additional benefit to an OSCE is that it provides a unique opportunity for feedback on the learner's performance, often from multiple sources, and thus facilitates deliberate practice, a cornerstone of modern simulation-based education. 23, 24 OSCEs are intended to measure a variety of clinical skills. 6 For example, if students are asked to produce a differential diagnosis, the OSCE allows students to demonstrate not only whether they can recite a differential diagnosis, but how well they can arrive at the diagnosis through an appropriate history and physical examination. The specific skills measured through an OSCE can vary based on discipline, level of learner, and objectives of the curriculum. Examples of skills that can be measured include history-taking, physical examination, procedural skills, communication and interpersonal skills, professionalism, and documentation.
In the University of Chicago Neurology Clerkship OSCE, each case includes the same format. Students read a door chart with introductory information about the patient and a list of tasks to complete. They have 30 minutes for the patient encounter and 15 minutes to complete a post-encounter patient note on a computer. While each of the cases is unique, the clinical competencies of history-taking, physical examination, communication, and data interpretation are consistent. The particular cases developed by the co-clerkship directors (R.V.L. and J.R.B.) were chosen because they included both positive and negative pertinent findings that could be simulated by trained persons (SPs), and because they represent different content areas covered during the clerkship. The "overall aim in case selection is to avoid infrequent or atypical scenarios in favor of classical or canonical entities that students need to recognize." 32 The case diagnoses are not discussed here because these materials are actively in use for summative assessment purposes. However, all case materials and assessments are available and password-protected through MedEdPORTAL. 32 G theory. In measurement theory, a learner's score is a function of their "true" ability and measurement error. In G theory, the learner's true score is "carefully defined in relation to all identified facets of the measurement process, and thus provides a more comprehensive assessment of reliability." 25 In an OSCE, examples of facets include students (p), cases (c), domains (d), items (i), and raters (r), among others. Using G theory, the variance associated with each facet is estimated and provides meaningful information on the measurement characteristics of the assessment. Students (p) refer to the variability in scores caused by true differences between learners. In an assessment that discriminates learner performance, one would expect that if student A outperforms student B on an assessment, this is a reflection that student A has greater ability. It is desirable for the student variance to be greater than any other facet because it indicates that differences in scores are truly attributable to student ability rather than measurement error. Cases (c) refer to the variability in difficulty associated with the patient encounters assigned in an OSCE. In this study, students were randomly assigned to 2 of 3 cases. Domains (d) refer to variability in difficulty associated with constructs or areas of skill that an assessment measures. In this study, the 3 dimensions within the OSCE include: the students' ability to gather a patient's history, the students' ability to perform physical examination maneuvers, and the students' ability to document an evidence-based differential diagnosis and treatment plan. Items (i) refer to the variability in difficulty associated with checklist items within each case and across domains. Finally, raters (r) refer to the variability in severity associated with evaluators, which in OSCEs often include SPs and faculty. Interactions between facets also provide meaningful information; for example, person by case (p 3 c) interaction would indicate differences in student performance between cases, rather than consistency in performance across cases. The degree of variance contribution from each facet provides useful information to identify whether the assessment properly discriminates between high and low performers, whether cases or items sufficiently vary in difficulty, or whether sources of error caused by raters threaten the reliability of the assessment.
In addition to the variance sourced from each facet, G theory estimates the overall reliability of the OSCE. Reliability refers to the consistency of assessment scores, such that a student's performance is trustworthy from application to application. This consistency gives the educator confidence that the assessment scores can be used to make decisions. For example, scores could be used to determine whether or not a student passes the neurology clerkship and moves on to the next training experience. While reliability is important for any measurement, it is especially critical in high-stakes testing when significant consequences are attached.
Analyses using G theory are generally divided into 2 parts: (1) generalizability study (G-study), and (2) decision study (D-study). In a G-study, variance components from the facets noted above (e.g., students, domains, items) are estimated and an overall reliability is calculated. Then, using estimates of variance components, a post hoc projection of reliability is examined through the D-study. The G-and D-studies are not separate studies, but rather different analyses from the same overall study.
At times educators may be told that an absolute minimum number of cases for an OSCE exists, but in reality the number of cases required to meet acceptable reliability is context dependent. These contexts motivate the use of a D-study. For a given application, the minimum number of cases may be 3, while for another application it may be 10. Any adjustments made to the OSCE have implications for time, effort, and funding. It is therefore valuable to conduct a D-study to inform decisions before adjustments are made.
Case specificity. Case specificity can be defined as the phenomenon of student assessment performance varying from case to case, as some students may have greater knowledge or past experience with some cases rather than others. 26 Previous research regarding case specificity has yielded conflicting results, [27] [28] [29] [30] with some studies showing degrees of case specificity in both performance-based and written examinations. Previous concepts of case specificity held that case specificity was naturally a large component of variance in multicase examinations, and thus many cases would be needed to arrive at a reliable score. More recent research has demonstrated that the number of cases, while a factor, is not necessarily the driving force behind variance, and instead larger sources of variance may be attributed to the items 29, 31 or some other factor.
Determining the degree of case specificity within a neurology OSCE has both measurement and practical consequences. For example, if a significant portion of the variance was sourced from cases, this might indicate that the students' performance on the OSCE was influenced by which case he or she was assigned, rather than by his or her true ability. In an assessment with high case specificity, achieving sufficient levels of reliability may require adding more cases.
METHODS Data. Data used for this study are based on a high-stakes summative neurology OSCE. This study was approved by the institutional review board. The facets included in this study are as follows:
• Students (p): One hundred ninety-four third-year medical students participating in the neurology clerkship rotation. • Cases (c): Three cases, of which each student is randomly assigned to 2. Each patient case is portrayed in a standardized manner, and includes history and physical examination positive and negative pertinent findings. • Domains (d): Three domains include gathering patient history (h), performing a complete neurologic physical examination (px), and an assessment of the patient including differential diagnosis documented in a note (a). • Items (i): The domain of patient history includes a range of 11-14 case-specific items. The domain of physical examination contains 55 items consistent for all 3 cases; there are also up to 4 case-specific additional physical examination steps. The domain of patient assessment contains 20 casespecific items.
Analysis. Reliability and variance composition of the neurology OSCE were examined using G theory. Within a G-study design, all facets must be listed as either crossed or nested. If a facet is crossed, all elements of the facets interacted with each other.
For example, in this study, domains (d) are crossed with cases (c) because all 3 of the cases tested all 3 of the domains (historytaking, physical examination, and differential diagnosis with treatment plan). Facets that are nested are those for which one facet was contained in another. For example, in this study, items (i) are nested within cases (c) because some items within each case were unique. In this study, the overall design is p 3 [i: (d 3 c)], where students are crossed with items nested within domains, which are crossed with cases. Cases and items are assumed to be random, sampled from the population (universe) of potential cases and items. In other words, in a universe of potential cases and items, this OSCE includes a sample. Domains are assumed to be fixed at 3, as the finite set of components measured. Specifically, there are a limited number of domains that can be measured within the universe of clinical skill, and this OSCE fully measures the 3 domains within its structure: gathering a patient's history, performing physical examination maneuvers, and documenting an evidence-based differential diagnosis and treatment plan.
Using estimates of variance components, G theory allows for the calculation of reliability: (1) G coefficient, and (2) F coefficient. These coefficients represent the reliability of the score provided by the OSCE. When normative decisions are needed, the G coefficient can be used; when criterion-based decisions are needed, the F coefficient can be used. D-study was conducted to examine the projected reliability when increasing the number of cases. D-study is a post hoc analysis that uses estimates of variance components from the G-study to make projections in reliability. Figure e-1 on the Neurology ® Web site at Neurology. org shows the variance components associated with this design (including the linear model equation). Estimation was conducted using urGenova 9 for the G-study. table 1 ). Student performance on a given domain is not significantly different from case to case. Instead, much of the variability in scores is sourced from the domain tested (history-taking, physical examination, and documentation), thus supporting the decision to consider the domains as separate constructs measuring different attributes.
RESULTS Descriptive statistics indicate a comparable distribution of performance across cases (see
Table e-1 represents the variance components from each facet within the OSCE. The analysis of variance components from the G-study reveals that a majority of variance is attributed to the domain (11.7%). This further supports the findings in the descriptive statistics that each domain is truly unique from the others, and that successful performance on one domain does not necessarily translate into successful performance on another. A lesser amount of variance was sourced from cases crossed with items nested in domains (11.0%), students crossed with items nested in domains (8.6%), and items nested in domains (5.2%). Case specificity, or the degree to which the case the student is assigned influences the variance, was not a concern (0.0%). Finally, the 4-way interaction of all the facets (students, cases, domains, and items), as well as residual error, accounted for 59.2% of the variance components.
Results from a D-study are shown in table 2. Dstudies provide projections in reliability estimates when facets are adjusted (e.g., increase the number of cases, decrease the number of items). This is a useful and practical tool to improve assessments based on evidence and assign resources for test development (e.g., faculty time needed to develop cases, feasibility in students' testing time).
For the overall reliability of the OSCE, in a G-theory framework, there are 2 reliability indices: F coefficient is used for criterion-based assessments (students measured against a predetermined standard), and the G coefficient is used for normative assessments (students compared to each other). The reliability estimates were as follows: F coefficient 5 0.61 and G coefficient 5 0.64. Students are randomly assigned to 2 of 3 cases, and thus calculations were made for each possible combination of cases (cases 1 and 2, cases 2 and 3, cases 1 and 3), as well as a "combined" calculation that represents an aggregate of estimates across all case combinations. The combined data reveal that 3 cases are required to reach a G coefficient above 0.70, and 6 cases are required to reach a G coefficient above 0.80. Educators would need to double the number of cases per student (3) (4) (5) (6) in order to increase the reliability by a tenth of a point, but only one additional case is needed to reach the desired threshold. Figure 1 illustrates this for visual purposes. Because 0.70 is a commonly accepted minimum level of acceptable reliability for an internal examination, 33 the judgment about whether or not to double the number of cases becomes not simply one of measurement but also of institutional policy. The D-study results dispel the belief that there exists an absolute number of cases required for an OSCE in order to reach acceptable reliability and provide guidance for educators about how to determine the appropriate number of cases. DISCUSSION A previous study examining the reliability of the neurology clerkship OSCE determined that student OSCE scores were significantly correlated from one case to another, significantly correlated with National Board of Medical Examiners subject examinations, and not correlated with faculty assessments of students' clinical performance. 8 These results are helpful in arguing to include an OSCE as a component of students' assessment portfolios within a neurology clerkship. However, in order to know which facets within the OSCE would be most influential if adjusted to increase the reliability of the assessment, new analyses using G theory are needed. The use of G theory builds on the prior study in that it provides data specific to each facet of the OSCE (students, cases, items, and domains) to guide decisions about adjusting facets to improve reliability. This study offers an example of how to examine reliability using G theory when presented with an unbalanced dataset. Because each student is assigned to 2 of 3 possible cases, each student has missing data for the third case that he or she does not participate in. Many OSCEs have case banks or multiple cases that are exchanged from rotation to rotation, or year to year, in order to collect data on multiple case measurements and maintain test integrity. The value of breaking the data into 3 separate datasets (students who participated in cases 1 and 2, cases 2 and 3, cases 1 and 3) and then aggregating the estimates allows us to examine an OSCE with a rotating case bank.
According to a recent systematic review of the OSCE as a testing format, the average reliability of scores from high-stakes OSCEs was 0.65, 34 below the generally accepted guidelines of minimum reliability. 33 The level of reliability desired is a policy decision, and from a budgetary standpoint, having guidance regarding the number of cases required is more cost-saving than making an educated guess. This finding contradicts the argument that case specificity is a significant contributor to variance in all applications of OSCEs. Instead, educators should consider the context in which their OSCE is applied. It may be that summative OSCEs that sample curricular content across a medical program indeed have a greater degree of case specificity than OSCEs targeted within a single medical discipline such as a clerkship. This is an area in which future research should be focused.
Finally, within the field of neurology, reliability has been examined both in educational endeavors 35 and clinical applications. [36] [37] [38] While OSCEs are a common example of a multifaceted assessment, many if not all applications of assessment involve multiple facets. This demonstration of G theory presents educators and researchers with a method by which to Figure 1 Decision study results: Increasing the number of cases
Increasing the number of cases per student from 2 to 3 increases the G coefficient beyond 0.70, a typical benchmark for institutional examinations. Increasing the number of cases per student from 2 to 6 allows the G coefficient to reach above 0.80. As the number of cases increase, there is a diminishing return on reliability. G and F coefficients are from the averaged result across combination of cases. examine multiple facets, and therefore multiple sources of variances, within assessments.
Limitations. This study is limited in that it was conducted at one institution. It may be that applications of the same OSCE material would yield varying results depending on the student population to which it was applied. In addition, the case selection for clerkships in other settings may vary from the case selection analyzed in this study because curricula across institutions differ.
Conclusion. Simulation, specifically the use of SPs in OSCEs, is increasingly used in medicine as an assessment of individual ability. Simulation-based assessment is used to make decisions for advancement in institutional programs, for state licensure, and for some credentialing programs for current practitioners. 13, 39 Despite significant consequences associated with simulation-based assessment, measurement principles are not consistently applied.
This study contributes to the body of knowledge in this field because it provides an example of applying measurement principle (G theory) to simulationbased assessment (OSCE). The results from this study reveal that student performance on a given domain does not significantly differ from case to case, but instead much of the variance in scores is sourced from the domain tested. It may provide an example for other educators utilizing OSCEs and call attention to issues that have yet to be fully explored, such as case specificity related to OSCE stations. In this study, case specificity did not contribute significantly to the variance in scores, dispelling the belief that all OSCEs must necessarily include large case banks to reach acceptable levels of reliability. This underscores the practical importance of conducting site-specific D-studies before adjusting facets within an assessment such as an OSCE.
Moreover, this research demonstrates the use of G theory to study a high-stakes local examination in medical education and in particular, neurology. Implications from the use of G theory that indicate differences in domain-level scores can be used to refine test development in future uses of this test design.
