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I. STATEMENT OF PROBLEM 
Consider a process producing a product continuously at an increasing cost 
of running. Eventually the cost of running the process will be uneconomical 
when compared with the value of the product, and an overhaul or replace- 
ment may be necessary. The problem is then to decide when this overhaul 
or replacement should take place so that the return in the long run is optimal. 
This problem arose in papers by van der Burg [l, 21, where in [l] he con- 
sidered the production of a continuous product by electrolytic means, in 
which the increasing resistance of the process resulted in increased costs, and 
in [2] he considered the more general problem. Each of these papers dealt 
with situations in which the return in each cycle was a quadratic function 
of cycle length, the parameters of which were stochastic variables. 
This paper shows how the method of Dynamic Programming can be 
used to solve problems of this sort. 
II. FORMULATION OF PROBLEM 
Let r(a, b, m) = am - bm2/2 - c be the return for a cycle of length m 
where a, b are stochastic variables with a combined distribution function 
H(a, b), and c is a known constant (revision cost, say). In the Appendix, in 
order to tie up with the electrolytic problem, a and b are linear functions of 
two other stochastic variables X, y whose distribution function G(x, y) is 
known, but in this section we use the distribution function of a, b. 
Define F,(a, 6) to be the expected return over a time period n when we 
begin the first cycle with parameters a, b and use an optimal policy over the 
n periods. 
Then 
F&P 4 = gg& [,(a, b, m) + 1 S F,-,(w, z) dfJ(w, %I] . (2-l) 
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III. SOLUTION OF PROBLEM: GENERAL DISTRIBUTION 
In the Appendix it will be proved that, under certain conditions, Fn(u, b) 
takes the form 
F@, b) = ng + k(u, b) + 44, (3.1) 
where c(n) + 0 as 7t ---t 03 and where g is the gain per unit time. 
(In the Appendix the analysis is carried out in terms of x, y instead of 
a, 4 and F&, b) =f&, y), W b) = &, ~1). 
Using this result, Eq. (2.1) becomes 
(3.2) 
where /.L = jsk(w, z) dH(w, z). From Eq. (3.2) we derive the optimal value 
of m = m(u, b), viz: 
m = max [0, (u - g)/b]. (3.3) 
Substituting the result of (3.3) in (3.2) we derive 
k(u, b) = - c + (a - g)2/2b + p if a rg, 
‘p-c if a Kg, (3.4) 
and then using the value of i-1 we derive 
2c=m m s s (w - g)” z-l dH(w, 4. z=o w=s (3.5) 
Now the right-hand side of (3.5) d ecreases as g increases and hence a 
necessary and sufficient condition for (3.5) to have a unique nonnegative 
real root is 
2cI O” m 
ss 
w2r1 dH(w, iz). (3.6) 
0 0 
Once we have solved (3.5) for g, we derive the optimal value of m from 
(3.3). 
IV. ANALYSIS OF g WHEN a, b ARE INDEPENDENTLY DISTRIBUTED 
Let 
dH(w, z) = d#w) de(z). (4.1) 
Then Eq. (3.5) becomes 
2c = 
[I 
m z-l de(z)] [ jm 
0 
~ (w - 8” W4] - (4.2) 





z-1 de(z) = IA. 
0 
s p (w -g)” d4(w) = 2cu-1. 
V. EXAMPLES 
Let 
A. Rectangular Distribution for a 
d4(w) = T-ldw, OlwlT, 
= 0, otherwise. 
Then we obtain, from (4.3), 
(T - g)3/3T = 2crl, 
i.e., 
g = T - [~cTu-~]~I~. 
Let 
B. Exponential Distribution fur a 






Then (4.3) gives 
X 
s 
r (w - g)2 exp (- hw) dw = 2czr1, 
I.e., 
Thus: 
h exp (- k) s,” z2 exp (- hx) dz = 2cu-l. (5.5) 
g = h-l lf%e ( A.2 &I ) = h-l 1% (G) - (5.6) 
Let 
C. Normal Distribution for a 
dq(w) = (2~7)-l/~ u-l exp 
[ 
tw - p)2 - 202 1 dw, - co < w < 00 (5.7) 
with y(O) so small that negative values of a are not significant. Then (4.3) 
gives 
,,” (w - g)” exp [ - (W 2or)2 ] dw = 2cu-1. (5.8) 
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Put s = (p - g)/~, t = (W - g)/u. Then 
(5.9) 
The left-hand side can easily be obtained, as a function of s, from standard 
tables, and hence for each value of the right hand side, we can find a unique 
(if it exists) value of s and thus of g = p - us. 
If no nonnegative value of g can be found from the equations for g, and the 
conditions in the lemma are satisfied by e(z), v(w), then g = 0, m = 0, all 
a, b. 
VI. CONCLUSION 
The method of Dynamic Programming can quite usefully be applied to a 
large class of overhaul-replacement problems. The preceding notes discuss 
the special case where the costs are quadratic functions of cycle length, the 
parameters of which are stochastic, but this can be extended to a more general 
class of cost functions. 
In order to prove that the solution takes the stated form, a rather tedious 
lemma had to be proved, using the method of generating functions. Certain 
conditions were imposed on the nature of the distribution function. It may be 
possible to relax these, but in all analytical problems of this type some con- 
ditions are necessary. In the case when one of the parameters has a lower 
positive bound and the other an upper positive bound all these conditions 
are satisfied. 
APPENDIX 
LEMMA. The solution to the equation is of the form 
f&, r) = ng + 4x, Y) + 44; c(n) -+O as n-+00 
if the following sufficient conditions hold: 
IS wk dG(w, z) < 03, k = 0, 1,2,3,4, 
IS 
rk dG(w, z) < w, k =0, 1,2,3,4, 
is xwk dG(w, x) < 03, k =O, 1,2. 
I f  there is an upper bound on w, and a lower bound on x (> 0) then these condi- 
tions automatically hold. 
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PROOF: 
A. Determination of Generating Function for fJx, y) 
The proof of this follows similar lines to that of Howard [3], the difference 
lying in that the states in this problem may be from a continuum and not 
necessarily form a finite discrete set. At the same time the time interval 
between decisions is a function of the decisions. 
Rewrite the basic equation in the form 
Now suppose that we have determined the optimal policy m = m(x, y) 
for n infinite, which is independent of n, so that (A.l) becomes 
fdx, y) = $x, Y, m) + 1 ~fn-dwY 4 Ww, 4. 
Define 
$4x, Y, t> = 2 fn(x, Y) t”, 
?L=O 
a generating function of fJx, y). Applying (A.3) to (A.2) we derive 
q(x, y, t) = (1 - t)-l tm+, y, m) + t”F(t) + K&,Y, t) 
where 
m = m(x, y) 2 0, 
a-1(x, Y, t) = glfn(x> Y) tr” 
?Z=O 
F(t) = j j dw, x, t) dG(w, 4. 
B. Expression for F(t) 
Substituting from (A.4) into (A.5) we derive 








4) = j 
Let 
s 
m(w, z, m) dG(w, z), B(t) = 
f f 
J J t”-(w, 4, m = m(w, z) 2 0. 
C. Andysis of Upper Bounds for m&y) 
r(x,y,m)=am-bm2-c 
a = VI - SPX = a(x), 
b = s13y/2 = b(y), 
c = B. 
Cl) 
(C-2) 
Now suppose for a specific x, y, we have determined an optimal 
m = m(x, y). Consider an m* such that 0 < m* < m, and consider the ex- 
pected return over the time m periods which we would achieve if we revised 
the system at m* and again at m. 
This would be 
h(m*) = Y(X, y, m*) + E[Y(w, 2, m - m*)]. (C-3) 
This will have an optimal value of m*, such that if 0 < m* < m, then 
ah(m*)/am* = 0. This reduces to 
a - 2bm* - d - 2&m* - m) = 0 (C-4) 
and thus m* = h + pm where 
d = &z(x)] = 1 I a(w) dG(w, z), 6 = W(y)] = j” j- b(z) Ww, 4, 
h = (u - 6)/2(b + 6), p = 6/(b + 6). (C.5) 
In this case b(y) 2 0 and 6 > 0, and thus the denominator in the expressions 
for h and p is not zero, and also p # 0 if 6 < 00. 
Thus, for p # 1, we see that a partition of m into m* and m - m* will be 
at least good as no partition, for some 0 < m* < m provided 
m > max [- Xp-l; X(1 - p)-l]. UW 
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Now suppose p # 1 and (C.6) holds; then we can replace m by a smaller 
value and can in fact repeat this process until (C.6) holds no longer and thus 
we see that if m is optimal, and TV # 1 then 
m < max [- hp-l; A(1 - P)-l]. (C.7) 
In the case of TV = 1, direct use of m* = h + pm gives 
m 5 - Xp-l if A 10, 
m=m* if h 2 0. UW 
These when expressed in terms of X, y give rise to the conclusions 
if y > 0: m I max [(x - 2)/Q; (3 - x)/1y], 
if y = 0 and h < 0: m I (ix - a)/@, 
if y = 0 and X 20: nothing can be said at this stage. (C.9) 
D. Analysis of Upper Bounds for Special Integrals Occurring 
in the Analysis 
I&) = j j t”dG(w, x); 0 I t I 1. (D-1) 
This is convergent for all 0 < t < 1. 
12(t) = j j mt”dG(w, x); O<t<l. VW 
From Section C: 
12(t) I j j,>; [@$)I dG(w, 4 + j j,,; [@-$I dG(w, 4 
I [I$l j,,- (w - 3) dS(w) + 21-l s,?, z-l dT(z). 
1 
Hence sufficient conditions for 12(t) to be finite are 7 > 0, f < m, E[z-I] < 03. 
h(t) = j j mwtm dG(w, x); Oltll. (D.3) 
If we add to the conditions in (D.2) the condition var (w) < m, then I&t) is 
finite. 
w = j j m2tm dG(w, z); O<t<l. (D-4) 
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The conditions fl < a,7 > 0, var (w) < 03, and var (z-l) < 00 are sufficient 
for Id(t) to be finite. 
b(t) = j j m2wtm dG(w, z); Oltll. P.5) 
The conditions f < 05, 7 > 0, var (z-l) and j (w - n)3 dS(w) < 03 are suf- 
ficient conditions for Is(t) to be finite. 
b(t) = j j m2ztm dG(w, z); O<t<1. P.6) 
The conditions: R < m,y > 0, E(z-l) < 03 and js.z(w - 2)” dG(w, z) < 03 
are sufficient for 16(t) to be finite. 
w> = j j m3ztm dG(w, z); Oltll. (D-7) 
The conditions: 2 < 05,~~ > 0, var (z-l) < 03 and js.z(w - n)3 dG(w, z) < CO 
are sufficient for I,(t) be to finite. 
CONCLUSION: 
Sufficient conditions for I,(t) to be finite for s = 1, 2, **e, 7 are: 
IS 
wdG(w, z) < *, 
ss 
zdG(w, z) < 00, IS 
z-l dG(w, z) < 03, 
ss r2 dG(w, z) I 00, SI w2dG(w, z) I 03, J-j w3dG(w, z) I 00, 
ss 
z(w - n)2 dG(w, z) < 00, 
J-J 
xw(w - c?)~ dG(w, z) < 00. 
E. Analyses of A(t), B(t), C(t) 
1. Analysis of A(t) 
A(t) = nt up = j j t?(w, z, m) dG(w, z) 
= VI 
IS 
rntm dG(w, z) - s12 
ss 
mwtm dG(w, z) 
- [$I j j m2ztm dG(w, z) - B 11 t”dG(w, z). (E-1) 
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Under the conditions imposed in Section D, A(t) is convergent for all 
0 I t I 1. Similarly A’(t) is convergent for all 0 I t I 1 under the same 
conditions. Thus: IZT a, is convergent, C mz, is convergent. 
2. Anazysis of B(t) 
B(t) = g b,t” = 1 jkm-l(w, z, t) dG(w, z). 
0 
VW 
Now tn appears inn,-,(w, x, t) only if m > n and in this case its coefficient 
isfn(w, .z). Therefore if S, is the set of all w, z such that m(w, z) > n we have: 
b, = 
!-I fn(w, 4 dG(w, 4. s n 
Now from Eq. (A.4) and (B.l) we derive 
(E.3) 
f&, Y) = y(x, Y, 4 + Fn-m 
where Fn+,, is coefficient of tnem in F(t). Therefore 
(E-4) 
b, = j j, 
n 
+J, z, 172) dG(w, 4 + j j, Fn--m. dG(w, z). (E.5) 
” 
But in the second term on the right-hand side, each contribution is zero 
since F,-, = 0 for m > n. Hence 
b, = 
ss 
Y(W, x, m) dG(w, z). 
.%I 
(E.6) 
By comparison with A(t) we see that b, = Es>n a,. 
3. Anazysis of C(t) 
Define 
C(t) = nzo cat” = 1 - j j t”dG(w, z). (E.7) 
Now, C(t) = 1 - C q(n)t” where q(n) is prob (m = n). Thus if 0 I 6 < 1, 
since q(0) < 1, 
C(1 - 6) 2 1 - q(0) - (1 - 6) 2 q(s) 
1 
= 1 - q(0) - (1 - 6) (1 - q(O)) 
= 8(1 - q(0)) > 0. (E-8) 
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At the same time C’(1) = - JJmdG(w, x) and this is negative and, 
under the conditions of Section D, is also numerically less than 03. (This 
derivative may only be one sided and is defined as lim,,,- C’(t).) 
Define 
R(t) = [(l - t) C’(l)]-’ + [C(t)]-‘. (E.9) 
Then R(t) is finite for all 0 5 t < 1 - S for any 0 < S < 1 and is therefore 
meaningful in 0 < t < 1. 
We then have 
R(t) = (C(t) + (1 - t) C’(1)) [C’(l) (1 - t) C(t)]-’ 
= N(t) [D(t)]-‘. (ESO) 
Providing left hand derivatives of N(t) and D(t) exist to the required order, 
we can use the standard rule for finding the limit of the ratio of two functions 
as the variable tends toward a fured value (which is a zero of both) from the 
left hand side. 
Now: 
N(1) = D(1) = 0, N’(1) = D’(1) = 0, 
N”(1) = - C”(1) > 0, D”(1) = - 2[C’(1)]2 < 0. (E.ll) 
The differentiation as carried out is valid providing derivatives up to the 
third order exist on the left. For this to be true, we must add to Section D 
the condition 
si 
,r3 dG(w, z) < 03. (E.12) 
Under these conditions 
C”( 1) 
/& R(t) = 2[(7(1)]2 ’ (E.13) 
which is finite. Hence we can define R(t) for all values 0 < t < 1 and thus 
[C(t)]-’ = (1 - t)-l C + R(t) (E.14) 
where C = - [C’(l)]-‘. Define 
R(t) = 5 r,$“. (E.15) 
0 
We also have that R’(t) is convergent for 0 5 t < 1 providing the fourth 
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derivative of C(t) exists at t = 1, and, together with the other conditions, we 
need 
IS 
z-4 dG(w, z) < 03, 
ss 
w4dG(w, x) < 00. (E.16) 
In the above proof two-sided derivatives exist for 0 < t < 1 for all func- 
tions, but although the left hand derivative exists at t = 1 the right hand side 
derivative does not necessarily exist, e.g., C ne3 tn is such power series. 
However, providing our limits are taken on the side of the existing deriva- 
tives, the proofs are valid. 
F. Analysis of F(t) 
From Sections B and E we have 
F(t) = CA(t) (1 - t)-2 + A(t) H(t) + CB(t) (1 - t)-’ + B(t) R(t) 
= F,(t) + Fs(t) + F&> + F4(Q, 
say. 
(F.1) 
1. Analysis of F,(t) 
Let F,(t) = ZZ Fl,tn. Then 
F,, = a, + 2a,-l + .*. + (n + 1) a,, 
= n(ao + a, + *em + a,) + (a0 + a, + **a + a,) 
- (al + 2a, + a** + na,). (F.2) 
From Section E, since A(1) and A’(1) are finite, na, + 0 and the second 
two brackets on the right-hand side converge. 
Hence for large n 
F,, = nA(1) + (A(l) - A’(1)) + +) 
where e(n) + 0 as n -+ 00. 
(F-3) 
2. Analysis of F,(t) 
Let F,(t) = C Fzntn. Then 
Fz,, = aoyn + v,-, + *a* -j- a,ro. (F-4) 
Since A’( 1) and R’( 1) are finite, we must have na, --+ 0, nr, --f 0 as n + 00. 
Under these conditions, it can be shown that 
Fz, = e(n) --t 0 as n-em. (F-5) 
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3. Anazysis of F&3(t) 
Let Fa(t) = C Fantn. Thus 
Fxn = C$ 6, = C 2 2 aK = C 2 (u - 1) a, - C 2 (u - n - l)a,. 
0 s=o k=s+l U=l u=ntz 
(F.6) 
Since A( 1) and A’( 1) are convergent, the first set of terms equal 
C[A’(l) + a, - A(l)]. 
Applying Abel’s test to the second set, with multiplicative factors 
(u - n - 1)/u = 1 - (n + l)/ u w ic are monotonic increasing with u we h h 
see that since A’( 1) is convergent, the second set -+ 0 as n + ~0. 
Fan = C[A’(l) + a, - A(l)] + +) 
where e(n) -+ 0 as n + 03. 
4. Analysis of F4(t) 
Let F4(t) = IX FqRtn. Then 
F4n = boy, + hr,-, + -.’ + hro, 
F 4,n+1 -F4n = (b,,, - b&o + (b, - b-1) Yl + *** + (b, - 4)) r, 
m 
=iz: 1 a, yntl - (%,lYO + any1 + *** + aoynt1). 
0 
Hence 
F4n = (2 a,) (2 I,) - $F,,. 







Now since 1 C na, 1 < 0~ and since 1 C nr, 1 < 03 we can show that 
I2 F,, converges. Thus, since E a,, X I, converge, F4n converges to 0, since 
C F,, converges to (IX a,) (Z; Y,). 
Hence F4n = c(n) where c(n) + 0 as n+ 05. 
G. Form of f&, Y) 
Combining Sections A, B, and F, we see that 
f&y) = r(x, y, m) + (n - 4 41) + 41) - A’(1) 
+ C[A’(l) + a, - A(l)1 + 44 
where c(n) + 0 as n + 03. 
(G.1) 
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This holds for all m however large, and hence in the limit for all m (large m 
occur with probability of small measure anyway). 
It is worth noting that if y > Y > 0, x < X < m for some Y, X and all 
x, y then m is always finite and the proof could be simplified quite a lot, 
since A(t) and B(t) would then be finite polynomials and not power series. 
Therefore, under the conditions imposed in Sections D and E, 3 we can 
express fn(x, y) for large n, as Qx, y) = ng + h(x, y). 
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