In order to be useful in the real world, AI agents need to plan and act in the presence of others, who may include adversarial and cooperative entities. In this paper, we consider the problem where an autonomous agent needs to act in a manner that clarifies its objectives to cooperative entities while preventing adversarial entities from inferring those objectives. We show that this problem is solvable when cooperative entities and adversarial entities use different types of sensors and/or prior knowledge. We develop two new solution approaches for computing such plans. One approach provides an optimal solution to the problem by using an IP solver to provide maximum obfuscation for adversarial entities while providing maximum legibility for cooperative entities in the environment, whereas the other approach provides a satisficing solution using heuristic-guided forward search to achieve preset levels of obfuscation and legibility for adversarial and cooperative entities respectively. We show the feasibility and utility of our algorithms through an extensive empirical evaluation on problems derived from planning benchmarks.
Introduction
In a multi-agent environment, the activities performed by an actor might be observed by other agents. In plan recognition literature, depending on the role played by the actor, the process of inference of the actor's activities has been classified into two major categories, namely, keyhole recognition and intended recognition [Cohen et al., 1981; Carberry, 2001] . In keyhole recognition, the actor performs its activities without the intention of impacting the inference process of the observers. In contrast, in intended recognition, the actor is aware of the observer's model and performs activities to either actively aid or hinder the process of inference. In this work, we consider an actor of the latter type. The observers in the environment can be of two types, adversarial or cooperative. The actor controls its activities in order to obfuscate its objective from adversarial observers and to convey its objective to cooperative observers.
Typically in multi-agent scenarios, the observers in the environment are considered to be either entirely cooperative or (a) The actor's goal is to deliver two packages to the delivery area. entirely adversarial. Several prior approaches [Dragan and Srinivasa, 2013; Keren et al., 2016b; Zhang et al., 2017; Masters and Sardina, 2017; MacNally et al., 2018; Shekhar and Brafman, 2018; Kulkarni et al., 2019] have looked at generating either adversarial behaviors or cooperative behaviors in isolation. However, in real-world scenarios, an environment might consist of both types of observers.
In this work, we present a formulation that allows the actor to simultaneously control its observability to multiple types of observers while achieving its goal. Our problem setting involves an actor and two observers, such that one observer is adversarial towards the actor whereas the other is cooperative. Our formal framework can be extended easily to multiple adversarial and cooperative observers, each with its own set of sensors. We assume that the actor has full observability of its activities and knows the sensor models of the observers' sensors. However, the observers only have partial observability of the actor's activities. When the actor takes an action and reaches a new state, an observation is received by the observers. If the observers have different sensors, they will receive different observations for the same activity. After obtaining the observations, each observer may operate in a separate belief space (due to partial observability). The actor leverages the noise in the observers' sensors to control the observability of multiple observers in the environment. We assume that the true goal of the actor is not known to any of the observers. Therefore, the actor's objective is to hide its true goal from the adversarial observer by maximizing the number of candidate goals possible in the observer's belief, whereas, its objective is to convey its true goal to the cooperative observer by minimizing the number of candidate goals possible in the observer's belief.
Example
Consider the example in Figure 1 , where a truck has to deliver 2 packages. There are 4 packages as shown in Figure 1a . Therefore, there are 6 candidate goals in total (all combinations of cardinality 2). Let there be two observers who know the initial inventory at each factory. However, each observer has different sensors (or sources of information) about the truck's activities, such that, observer-c (cooperative observer) can differentiate between packages loaded from A and B (but not the individual package in a factory), whereas observerx (adversarial observer) cannot differentiate between any of the packages. The truck wants to convey its true goal to observer-c but obfuscate it to observer-x. The observers do not know the true goal of the truck. Consider plan-1 in Figure  1b , where the truck loads 1 package from A and 1 from B. Here, observer-c cannot distinguish the packages (there are 4 possible goals that satisfy the observations). However, consider plan-2 in Figure 1c , where the truck loads both packages from A. Here, observer-c can infer the identity of the loaded packages (there is only 1 possible goal), while observer-x still does not know the identity of the packages (there are 6 possible goals). Here plan-1 achieves goal legibility with at most 4 goals and goal obfuscation with at least 6 goals, whereas plan-2 maximizes the goal legibility (at most 1 goal) while maximizing the goal obfuscation (at least 6 goals).
In the following sections, we formulate our problem as a mixed-observer controlled observability planning problem, MO-COPP. We present two approaches to solve it. In the first approach, we reduce the problem to a constraint optimization problem and provide an IP encoding to solve it. In the second approach, we solve it using a heuristic guided forward search that allows us to tune the amount of obfuscation and legibility. Then, we empirically evaluate both our approaches.
Problem Formulation
In our setting, we consider 3 entities: an actor, A, a cooperative observer, C, and an adversarial observer, X. We assume that the actor can compute sub-optimal cost plans to its true goal to accommodate goal obfuscation and goal legibility. We also assume that the actor has full observability of its activities, whereas all the observers only have partial observability of the actors activities, and that each observer can have a different sensor model. When the actor performs an action and reaches a new state, a corresponding observation is received by each observer. Observer infers the possible goals using each observation that its receives. Here, our objective is to compute a solution plan for A that maximizes goal obfuscation for X, while maximizing goal legibility for C.
Planning
A planning problem can be defined as a tuple P = S, A, I, G , where S, is a set of states, A, is a set of actions and each action is associated with a cost, cost(.), I ⊂ S is the initial state, and G ⊂ S is the goal state. Γ(·) is the transition function. A transition is written as Γ(s, a) |= s , a ∈ A and s, s ∈ S. The solution to P is a plan or a sequence of actions π = a 1 , a 2 , . . . , a n , such that, Γ(I, π) |= G, i.e., starting from the initial state sequentially executing the actions lands the agent in a goal state. The cost of the plan, C(π), is summation of the cost of all the actions in the plan π, C(π) = ai∈π cost(a i ).
Mixed-Observer Controlled Observability
Planning Problem (MO-COPP)
We formulate the mixed-observer controlled observability planning problem as follows: Definition 1. A mixed-observer controlled observability planning problem is a tuple,
, where, • Λ = {A, C, X} is the set of entities.
• D is the planning domain of A, where
date goals, where G A is the true goal of A, which is not known to both C and X.
• Ω i is the set of observation symbols for each agent Λ i which are emitted when A takes an action and reaches a new state.
• O i : A × S → Ω i is the sensor model which maps A's action, state pairs to an entity's observation symbols. O i is deterministic. O A (a, s) = s , that is, it supports only one-to-one mapping, whereas for the observers, the observation function supports mapping of multiple actionstate pairs to the same observation symbol. From the above definition, we see that, A has full observability, due to one-to-one mapping of the sensor model, while C and X have partial observability due to the sensor model mapping the same symbol to multiple action-state pairs. The observers are aware of the planning domain of the actor and of the candidate goal set, except they do not know which of the goals is the true goal. Here, I is a complete state and each goal G i can be either a complete state or a partial state.
Each entity operates in a belief space due to its sensor model. For each Λ i , I is associated with an initial belief, b i 0 . When A at time t, takes an action a in state s and reaches new state s , Λ i receives observation o i , such that there is a belief update,
That is, the belief of Λ i is updated using the previous belief and the observation received. For a plan sequence of length T , the final belief of Λ i is represented as b i T . Definition 2. The set of possible goals are the candidate goals present in the final belief of an observer. Goal obfuscation (or goal legibility) involves maximizing (or minimizing) the total number of possible goals for an adversarial (or cooperative) observer.
In MO-COPP, the actor has a three fold objective, such that, (1) it wants to achieve its true goal and simultaneously (2) achieve goal obfuscation for adversarial observers, and (3) achieve goal legibility for cooperative observers. Definition 3. A solution plan, π, of length T for a
, satisfies the following:
Plan Computation
In this section, we present two approaches to solve MO-COPP. In the first approach, we formulate it as a constraint optimization problem and provide an IP encoding to solve it in T steps. In the second approach, we use a heuristic-guided forward search to achieve preset levels of obfuscation and legibility. The first approach provides an optimal solution by maximizing obfuscation while minimizing legibility but admits problems of limited state size, whereas the second approach provides a satisficing solution with preset levels of obfuscation and legibility but admits bigger problems.
MO-COPP as Integer Program
We need a planner that can handle the complex constraints of our problem. In the following, we compile our planning problem into a novel IP encoding that achieves an exact solution for our problem. The solution is bounded by T steps.
Variables
We require the following binary variables for our encoding: (1) ∀a ∈ A, t ∈ {1, . . . , T }, x a,t is an indicator variable for action a at time t, (2) ∀s ∈ S, t ∈ {0, . . . , T }, y s,t is an indicator variable for state s at time t, (3)
s,a,t is an indicator variable for action a being applicable in state s in belief b i at time t, (6)
Objective Function Our aim is to decrease the number of goals in the final belief of the cooperative observer while increasing the number of goals in the final belief of the adversarial observer.
As shown in the objective function, (1), the first term achieves goal legibility for C, and the second term achieves goal obfuscation for X, and 0 β 1. In the first term, we minimize the number of goals for C and in the second term we maximize the number of goals for X. Essentially, we maximize the difference between these two terms. This maximizes the goal legibility while maximizing the goal obfuscation, and gives a single solution that provides the maximum difference between the number of goals achieved for the two observers. Note that, it would make sense to get the Pareto optimal solutions if we wanted to explore all the combinations of goals achieved for the two observers. However, that is not our objective.
s∈prea,s ∈posta y s,t−1 y s ,t = x a,t ∀a ∈ A, t ∈ T (10)
Constraints (2) through (4) initialize the state variable for initial state and true goal state of A. Constraints (5) and (6) initialize the initial belief variable for both the observers. Constraint (7) states that if a goal is true in the final belief of the observer then the corresponding goal variable will be true. Constraint (8) through (10) enforce the transition function, Γ(·), on actor's state and action. Specifically, constraint (8) validates the applicability of an action, constraint (9) states that for a resulting state to be true both the action and its precondition state should be true, and similarly constraint (10) validates an action with respect to the precondition state and resulting state. Constraint (11) sets the corresponding observation symbol for each observer depending on the transition. Constraints (12) through (16) enforce a belief update. Specifically, constraint (12) states that an action is not applicable in a belief state if either the belief state or the observation is untrue. Constraint (13) states that an action can not be applied in a belief state that is untrue. Constraint (14) states that an action cannot be true if the resulting belief state is untrue. Constraint (15) states that an action cannot be true if the corresponding observation is untrue. Constraint (16) states that a belief state is true if the sum of actions leading to it is at least 1. Constraint (17) ensures at most one action is possible in each time step.
Modulating Actor's Behavior
The objective function presented in (1) trades off goal obfuscation with goal legibility for the observers. However, depending on the actor's priority over goal legibility or goal obfuscation, the constant β can be set to ensure the priority is maximized. In addition, if the actor wants to ensure a preset level of goal obfuscation (say obfuscate with at least k candidate goals), then the following constraint can be added:
Similarly, to ensure goal legibility with respect to certain number of candidate goals (say at most k goals), the constraint can be written as follows:
Exploiting Errors in Adversarial Observer's Sensor Model If the action-state pair that emits an observation is not part of the observer's belief update then we say that the sensor model is erroneous (for example, the actor moved towards north but the observation emitted corresponded with the actor moving east or west). The actor can leverage this to ensure the true goal never appears in an adversarial observer's final belief using the following constraint:
Limitation Although the IP approach provides an optimal solution to MO-COPP, its major limitation is the fact that each variable and constraint needs to be explicitly defined. Since the solution requires a computation of separate belief states for each observer, the approach is difficult to scale for problems with bigger state spaces. We now present a satisficing approach using heuristic-guided forward search to tackle this problem.
Search Algorithm
In this approach, we can specify bounds on the amount of goal obfuscation and goal legibility desired, for example, a plan solution with at least m goals in final belief for X and at most n goals in final belief for C. These bounds, termed as goal-specification and represented by Φ, are given as input to the plan computation algorithm. Φ also contains the list of specific candidate goals to be used for each observer. Note that, in order to guide the search with the heuristic described below, the candidate goals need to be chosen beforehand. In order to compute the solution, we adapt the plan generation algorithm for k-ambiguous and j-legible plans as presented by Kulkarni et al. [2019] . This algorithm consists of 2 loops, where the inner loop performs a standard forward search but the search node is modified to maintain the corresponding belief update for each observer. The node expansion is guided by a customized heuristic function described below. The goal test is also customized to check for solutions to MO-COPP. The outer loop of the algorithm increments a belief state cardinality parameter, ∆. The value of ∆ determines the size of the approximate belief associated with a search node. The approximate belief is derived from the full belief by computing a unique combination of size ∆. For each outer loop, all ∆-sized unique combinations of approximate belief are explored.
Goal Test
The goal test requires checking the goal condition for each Λ i . For A, the current state should satisfy its true goal. For each observer, its final belief should have corresponding number of goals as specified by Φ. For X, a minimum bound on the candidate goals can be specified, for example, at least k goals should appear in the final belief. For C, a maximum bound on the candidate goals can be specified, for example, at most k goals should appear in the final belief.
Heuristic Function
The heuristic function computes the heuristic value of a search node by summing over the individual heuristic values for each Λ i . For A, the current state's heuristic value is computed with respect to its true goal. For each observer, the heuristic is computed using its current belief with respect to the set of chosen candidate goals in Φ. For a goal condition of type: at least k goals, max of heuristic cost from belief to each k − 1 candidate goals is computed. For a goal condition of type: at most j goals (i.e. at least |G| − j goals should be absent), min of heuristic cost from belief to |G| − j goals is computed. These values are then used to compute the heuristic cost of the node as follows:
Empirical Evaluation
In the following, we evaluate the feasibility and utility of our approaches. Our objective is to evaluate the following: (1) Comparison of plan length, time taken to compute plans and number of goals present in the final beliefs of the observers, for a baseline planner that computes a satisficing plan to the true goal, IP planner that achieves optimal solution, and the heuristic-guided search described in the previous section. (2) Comparison of number of goals present in X's (and C's) final belief with preset levels of goal legibility (and goal obfuscation), for both the approaches. (3) Comparison of plan length and time taken to compute solutions for the heuristic-guided search using 3 IPC benchmark domains. In order to compare the two approaches, we use the following three domains: gridworld, box pushing, and recycling robot.
Domains
In the gridworld domain, the objective of the actor is to move to a particular cell in the grid. Here, a state is represented by the location of the actor, and the actor has four actions: up, down, left, right. The observation model of X consists of two observation symbols, vertical and horizontal, such that, the transitions in which actions up and down are performed, emit the observation vertical and similarly transitions with left and right emit horizontal. The observation model of C consists of symbols, north-east and south-west, such that, transitions with up and right emit north-east, and transitions with down and left, emit south-west.
In the box pushing [Kube and Zhang, 1997] domain, the actor's objective is to push the box to the topmost row in the grid, the box can only be pushed when the actor is facing the box and moves in the forward direction. Here, each state consists of location of the actor, location of the box and the direction that the actor is facing (north, south, east or west). The actions available for the actor are: move-forward, stay, turn-left, turn-right. The observation model of X consists of two observation symbols, turn and move, such that, the transitions with actions turn-left and turn-right, emit turn, and transitions with move-forward and stay emit move. The observation model of C consists of rightwards and leftwards, such that, transitions with turn-right and move emit rightwards, and transitions with turn-left and stay, emit leftwards.
In the recycling robot [Sutton and Barto, 2018] domain, the actor's objective is to collect cans and put them in the recycling bins present at particular cells. Every time the actor moves from one cell to another or performs the picking and dropping action, the actor loses charge in its battery. The actor can recharge the battery from any location. Here, each state consists of location of the actor, location of the cans, whether the actor is holding the cans and the current battery level. The actions available to the actor are: up, down, left, right, pick-up, drop, charge, stay. The observation model of X consists of four observation symbols, horizontal, vertical, using-gripper and charging, such that, the transitions with actions left and right, emit horizontal, transitions with actions up and down, emit vertical, transitions with actions pick-up and drop, emit using-gripper, and transitions with charge and stay emit charging. The observation model of C consists of following four symbols, north-east, south-west, picking, and dropping, such that, the transitions with actions up and right, emit north-east, transitions with actions down and left, emit south-west, transitions with actions pick-up and charge, emit picking, and transitions with drop and stay emit dropping.
Experimental Setup
We used a gridworld of size 7x7, a box pushing domain of size 3x3 with a single box, a recycling robot domain of size 3x3 with a can and battery of 5 levels. We implemented our IP encoding using Gurobi optimizer [Gurobi Optimization, 2018] . We implemented the heuristicguided search using the STRIPS planner Pyperplan [Alkhazraji et al., 2016] with hsa [Keyder and Geffner, 2008] heuristic. For the base line planner, we used GBFS with hsa heuristic. We ran our experiments on 3.5 GHz Intel Core i7 processor with 16 GB RAM. For each domain, we generated 10 problems with random initial state and 3 random goals.
Comparison of Solution Approaches
We report the results of the comparison in Figure 2 for each domain. For the baseline search, we computed plans only to the true goal. In this case, we report the number of goals that are present in the observers' beliefs without specifically planning for them. For the IP planner, we set the plan length to 12 for gridworld, 12 for box pushing and 10 for recycling robot. If solutions were not found within that length, we incremented the plan lengths by 2, until a solution was found. For the heuristic-guided search, we set the minimum number of goals for X to 2 (at least 2 goals), and maximum number of goals for C to 2 (at most 2 goals). Although, we report the total number of goals present in the observers' beliefs. From Figure 2 , we can see that, for all the three domains, the IP planner takes more time to compute the solution, as it computes the optimal solution. The baseline planner takes the least because it's only computing plan to a single goal, whereas the heuristic-guided is slightly lesser than IP planner since it computes a satisficing solution. The plan length of solutions computed by baseline planner is shorter than that of other two approaches. This is again be- cause the plan is computed for a single goal. The IP planner shows the maximum difference between the number of goals in the final beliefs, in comparison to the other two planners.
Balancing Goal Obfuscation and Goal Legibility
In order to see the trade-off between goal obfuscation and goal legibility, we used a gridworld of size 7x7. For 3 candidate goals, we tested the following four constraints: at least 3 goals for X, at most 3 goals for C, at least 1 goal for X and at most 1 goal for C. In Table 1 , we report the average time taken, plan length and goals present in the beliefs of the observers. We ran each constraint over 5 problems and averaged the results. From Table 1 , we can see that, for plan length 12, the IP planner produces optimal solutions for all the four constraints, that is, it maximizes the difference between the goals in the final beliefs of the two observers. However, note the variance in the number of goals achieved for different constraints using the heuristic-guided search. By setting different bounds, we get solutions of different quality. If the plan-cost is a concern to the actor, then a cheaper satisficing solution can be computed with minimum obfuscation/legibility bounds.
Evaluation of the Search Algorithm
Here, we evaluate the performance of the search algorithm using Blocksworld, Logistics and Driverlog. The observation models were generated in a similar fashion as mentioned before. For each domain, we generated 20 problems with random initial state and 5 goals (10 problems with 3 facts in each goal, 10 with 4 facts). We used the same baseline planner. We set a timeout of 15 minutes for these experiments and altogether 5 problems timed out (3 from Logistics, 2 from Driverlog). Here the heuristic-guided planner optimized for at least 2 for X and at most 3 for C. From Table  2 , we can see that, the satisficing approach computes solutions for problems with larger state space. We can see that the computation run-time and the plan length for heuristicguided search are longer than those for baseline planner, this is because the planner has to continue finding solution until the complex constraints are satisfied. However, the satisficing approach helps to provide minimum goal obfuscation and goal legibility guarantees on the solutions.
Related Work
This work is connected to the plan recognition literature, since it involves intended recognition [Cohen et al., 1981; Carberry, 2001] , that is, the actor is aware of the observers in the environment, and takes actions that either explicitly convey information or hide information from the observers. Then the observers can use the emitted observations to perform goal recognition. There are several prior works on goal/plan recognition [Ramırez and Geffner, 2009; Ramırez and Geffner, 2010; E-Martin et al., 2015; Sohrabi et al., 2016] . However, most of these recognition systems assume one-to-one mapping of observation symbols to actions or states, which complicates the goal recognition when the sensor model supports noisy many-to-one mapping of observations. In our framework, we assume the observer constructs a sequence of belief updates to derive a list of possible goals in the final belief. In the adversarial case, this list does not reveal information about the actor's true goal, whereas, in the cooperative case, this list is indeed what the actor wants to convey to the observer. There are several recent works that have explored planning in adversarial [Keren et al., 2016b; Keren et al., 2016a; Masters and Sardina, 2017; Shekhar and Brafman, 2018; Pozanco et al., 2018; Kulkarni et al., 2019] or cooperative environments [Keren et al., 2014; Zhang et al., 2017; Chakraborti et al., 2016; MacNally et al., 2018] . However, these works explore either entirely adversarial or entirely cooperative settings. There are a few frameworks [Keren et al., 2014; Kulkarni et al., 2019] that are general enough to address both adversarial and cooperative settings, although these works look at each setting in isolation. However, in this work, we not only accommodate both adversarial and cooperative entities but also tackle them simultaneously. We generalize the controlled observability planning problem introduced by Kulkarni et al. [2019] to accommodate both adversarial and cooperative observers.
Conclusion
In this work, we present the MO-COPP formulation which is a more general framework for controlled observability planning problem. MO-COPP can tackle both adversarial and cooperative observers simultaneously. We provide two solution approaches. In one approach, we formulate the problem as a constraint optimization problem which provides an optimal solution to MO-COPP by maximizing obfuscation while maximizing legibility. While in the other approach we provide a satisficing solution to MO-COPP using a heuristic-guided forward search algorithm. The MO-COPP formulation can be easily generalized to address multiple observers of adversarial type and cooperative type. Both the solution approaches are general enough to handle it. We evaluate both of our approaches using 6 domains in total to show the feasibility and utility of our algorithms.
