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It is well known that when two types of perturbations interact in cosmological perturbation theory,
the interaction may lead to the generation of a third type. In this article we discuss the generation
of magnetic fields from such interactions. We determine conditions under which the interaction of
a first-order magnetic field with a first-order scalar-or vector-, or tensor-perturbations would lead
to the generation of second order magnetic field. The analysis is done in a covariant-index-free
approach, but could be done in the standard covariant indexed-approach.
I. INTRODUCTION
Recent observations seem to show that magnetic fields
are ubiquitous in the universe. The extent of the exis-
tence of these fields ranges from the core regions to the
intra-cluster medium of galaxy clusters (See [1] and ac-
companying references). Results of studies of Lyman-α in
high red-shift absorption systems [2] suggests that mag-
netic fields, of considerable strengths, may be present
during the condensations period.This is an intriguing
possibility given that it is still unclear when magnetic
fields first appeared [3]or what role if any they played in
structure formation [5–7] or the evolution of structures.
The origin of such fields is still unresolved.
The study of magneto-genesis is partly driven by the
need to explain large-scale galactic fields. Spiral galaxies,
for example, may have magnetic fields of the order of a
few µG.These fields may have originated from a compar-
atively larger primordial seed fields (coming from phase
transition or Inflation in the early universe), which may
have subsequently been amplified by non linear interac-
tions associated with the collapse of the protogalaxy, or
from a weaker one that was then made stronger by the
galactic dynamo. However, there are problems with these
ways of generating magnetic fields from the early uni-
verse: phase-transition mechanism suffers from small cor-
relation length scales, in particular even if a large portion
of the energy density of the universe went into magnetic
fields, the averaged field would be insignificantly small
(unless helicity came into play [8, 9]). Although Inflation
may generate the required correlation length scales, one
needs a mechanism for breaking conformal invariance[10].
This means that the seeds fields would have to be ampli-
fied. Depending on the efficiency of the dynamo mecha-
nism, seeds ranging from 10−30G to 10−8G are required
[11].
Besides primordial mechanism, there other ways of
generating seed fields for example it is known that
thermal effects or the Biermann battery effects. For
such fields, it is proposed that there are five key stages
that the fields go through from the protogalactic stage,
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namely; Biermann battery, Kinematics dynamo, Magne-
tized dynamo, inverse cascading and compression, and
finally the galactic α−w dynamo [14], each stage requir-
ing a different threshold in order to operate.There is still
no way of determining whether the galactic and cluster
magnetic fields is from primordial or post-recombination
mechanism, given that such histories would be lost due
to strong amplification by some of the stages mentioned
above; in particular the magnetized dynamo stage which
is able to amplify a seed by a factor of 109 [14]. Our
interest in this article is on the generation of magnetic
fields by second order effects and conditions that govern
the generation of such fields. These fields may then
be amplified by mechanisms such as those referred to
above. We present our equation, and discussions in the
index-free notation introduced in [15].
II. IRREDUCIBLE PARTS AND INDEX-FREE
NOTATION
Following [15], we assume a background that has
FLRW geometry of curvature K, and upon which
all relations are defined. The following commutation
relationships will hold for objects of perturbative order
m, but curvature corrections have to be introduced for
objects of lower perturbative orders. It is also assumed
that c = 1 and 8piG = 1 and the existence of a 4-velocity
that will be denoted by ua. It the possible to define the
spatial metric hab = gab+uaub which projects orthogonal
to the 4-velocity. As in [15], all rank-1 and -2 tensors
are orthogonal to the 4-velocity, in addition all rank-2
tensors are symmetric and trace-free. Angle brackets on
indices are used to indicate this. The conformal spatial
covariant derivative acting on scalars or spatial tensors is
defined as ∇f = a(h bf ∇b) = a(Df ), where the coefficient
a is the scale factor and Df is the spatial derivative used
in the covariant approach. We use ∇f as it commutes
with uf∇f and is the covariant derivative normally
used in the metric approach to perturbation theory.
The irreducible parts of the spatial derivative of PSTF
tensors are the divergence (div Tb...c = ∇aTab...c), the
curl: (curl Tab...c = εde〈a∇dT eb...c〉 ), and the distortion:
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2(dis Tca...b = ∇〈cTa...b〉.) Note that the divergence de-
creases the rank of the tensor by one, the curl preserves
it, while the distortion increases it by one. Index free
notation may be used for any equations which are
irreducibly split, and all objects appearing are similarly
split. In this case we denote a 3-vector V a by V and,
more generally, a PSTF tensor Xa···b by X. We define
three products between vectors and PSTF tensors.
For this, let V ,W be rank-1, X,Y be rank-2 and Z
be rank-3 (rank-3 objects only commonly appear as
distortions of rank-2 tensors).
Dot products :(V aWa = V ·W , V bXab = V ·X, XabYab =
X · Y , ZabcXbc,X · Z, ZabcZabc,Z · Z, ZabcXbc,Z ·
X, ZabcV
c = Z · V )
Cross-products: (abcV
bW c = V × W , abcXbdY cd =
X × Y , abcZbefZcef = Z ×Z)
Circle products:(V〈aWb〉 = V ◦ W , X〈acYb〉c =
X ◦ Y , Zbc〈aZbcd〉 = Z ◦ Z) One can considerably
simplify the appearance of the covariant equations
by expressing any product using these index-free nota-
tion. We refer the reader to [15], for a detailed discussion.
III. SPLITTING IN THE COVARIANT
PERTURBATION THEORY.
Techniques used perturbation theory in cosmology are
based on the decomposition of perturbations into scalar,
vector and tensor parts, on a constant-curvature back-
ground. This split is but a generalization of Helmholtzs
theorem that has been extended to include tensors on
3-spaces; having constant curvature[17–19]. The split is
performed non-locally: either harmonically or by inte-
grating over Green’s function. This then requires the
specification of boundary conditions in order to provide
a definition of these non-local variables. We also need
to know a perturbation variable everywhere, for us to
be in a position to specify a scalar vector or tensor type
of perturbation anywhere. For Helmhotzs theorem in
3-dimensional flat space, any vector N can be written
in terms of a scalar S and vector V : N = ∇S + curlV ,
where ∇2S = divN , and ∇2V = −curlN , which comes
from the vector calculus identities div curlN = 0 and
curl curlN = −∇2N+∇divN (in Euclidean space). So-
lutions for S and V can be found if they tend to zero at
infinity, which means that both S and V are essentially
non-local, and require the knowledge of N everywhere
in order to be able to give it at a particular point. On
the other hand, we can think of divN as a pure scalar
degree of freedom which is dened locally whenever N is;
similarly, curlN is a pure vector degree of freedom. So,
given N we can isolate unique, scalar and vector degrees
of freedom which are locally defined. This will be of
use when considering perturbation modes that interact
with linear-order magnetic fields. Although, non trivial,
it is possible to recover non-local equivalent of the var-
ious degrees of freedom [15]. In particular dis curl div σ
and curl divN would yield the vector parts of rank-1 and
rank-2 tensors respectively
We will adopt the covariant theory (see [16] and the
references there in for a comprehensive review), subject
to the above splitting, our study. We take the following
as give: (1) there exists a vector field ua that is time
like ( uaua = −1), (2) based on the 4-velocity one can
define a projection tensors ha
b = δa
b + uau
b such that
ha
bub = 0, where δa
b is the tensor used in the metric ap-
proach. (3) With the help of the 4-velocity, tensor objects
may be split into their invariant temporal’ and spatial
parts. These parts are scalars, 3-vectors, and projected,
symmetric, trace-free (PSTF) tensors. (4) We focus on
perfect fluids, but note the analysis could be performed
for other fluids. (5) We also only consider a background
in which the 3R scalar vanishes( i.e. leading to µ = 13Θ
2),
again this is just to simplify the presentation and one can
consider a more general case.
IV. GAUGE-INVARIANCE
We want to study magnetic fields that are induced by
interactions at second order and will use a perturbative
scheme within the covariant theory. It is therefore nec-
essary to find away to separate the first order and the
second order fields in a gauge-invariant manner. To this
end, we are guided by the Stewart-Walker lemma [17].
A gauge invariant quantity at a particular order will be
that quantity that vanishes or is constant at all lower or-
ders. Since our background is FLRW, the magnetic fields
and all perturbations are first order or higher in our per-
turbative scheme. There are three ways of formulating a
gauge-invariant second order magnetic fields:
Method 1: We take the magnetic field as purely of first
order, the Maxwell equations represent the fields that are
induced when the first order fields interact with gravi-
tational perturbations. We can then use the notations
B(1) and B(2) for first and second order fields respec-
tively. This would be based on the splitting of the total
magnetic field as follows: B = B(1) +B(2), where B(2)
is taken to be a gauge-invariant second order term from
the interaction. A form of this splitting was found to be
inconsistent in [25], an inconsistency that emanated from
a commutation relation involving the time and thespatial
derivative (D) of a vector. In our case the time and the
spatial derivative involving ∇ commute and the inconsis-
tency does arise.
Method 2: One can define a second order term based
on an equation that vanishes at the first order. The
propagation equation for first order field is given as
B˙(1) +2HB(1) = 0, one can then define the second order
variable β = B˙(1) + 2HB(1) as was done in [24, 25].
Method 3: The third approach is to define a variable
related to the first order field, but which vanishes at first
order, for example β = curl∇divB vanishes first order
given that divB = 0. We have then constructed a second
order object by taking the gradient of the rank-0 tensor.
3The curl then eliminates the scalar part of this object
leaving only the vector part ( see [15] for an elaborate
discussion about how to construct vectors from scalars).
We are now at a point where we can discuss magnetic
induction. We only give detailed discussions of methods
1 and 3 (method 2 can be found in [24, 25])
V. MAXWELL’S EQUATIONS.
Assume that at first order the electric fields are small
compared to the magnetic fields (E2  B2). At linear-
order
B˙(1) + 2HB(1) = 0, (1)
with divB(1) = 0, where H = Θ/3. (2) The vorticity is
taken to be zero (a restriction which could be relaxed, but
vorticity is not easily generated see for example [4]). The
coupled Einstein-Maxwell equations up to second order
are then given by ([21],[16] and [22]).
B˙(2) + 2HB(2) = σ(1) ·B(1) − (∇
a
×E)(2) (2)
E˙(2) + 2HE(2) = (
∇
a
×B)(2), (3)
where superscript 1 denotes objects of perturbative O(1)
while superscript 2 denotes objects of perturbative order
O(2). The superscripts represent a conceptual separation
and not an actual physical separation of the orders. We
have dropped products of order O(3) and higher. We
have assumed that the vorticity vanishes (ω = 0) and
a quasi-neutrality approximation, i.e. the total charge
density satisfies ρ ≈ 0, which is a viable assumption when
electrons and ions follow the same motion.
In the covariant approach to perturbation theory, the
solutions of perturbed differential operators are never
sought. One can get around this by making sure that
the differential operators involved operate on quantities
of the corresponding perturbative order.
VI. MAGNETIC WAVE EQUATION BASED ON
METHOD 1
By taking the time derivative of equation (2) and using
equation (3), equation (1) and the time derivative for
the shear tensor up to first order, one finds induction
equation
B¨(2)+
1
a2
∇×∇×B(2) + 5HB˙(2) + [3(1− w)H2]B(2)
= σ˙ ·B(1) +Hσ(1) ·B(1), (4)
The source term is made up rank-1 tensor σ ·B = I and
its time derivative ( note that the first term σ˙ · B can
be written as I˙ + 2HI, thus the source is generated by
the quasi-vector term I. The time derivative would not
change the rank of the vector object. This object is no
longer a pure vector as it has both a scalar and a vector
part. As a consequence, the induced field is not a pure
magnetic field ( i.e. divB(2) 6= 0). In order to examine
magnetic fields at second order, we need to extract the
pure vector part for this equation. Pure vector part is
given by curl I (i.e. div curl I = 0), since the curl would
set the scalar part to zero [15]. The correct induction
equation for magnetic fields up to second order is then
given by
B¨ + 1
a2
∇×∇×B + 5HB˙ + [3(1− w)H2]B = S,(5)
where
S = curl (σ˙ ·B(1)) +H curl (σ(1) ·B(1)), (6)
where B = curlB(2). and S = curl S. We emphasize that
in order for one to study the fields that are induced when
linear order field interact with other linear order modes
of perturbation, one aught to examine conditions which
may lead to the to div (curl I) = 0. It is a requirement
that the induced B(2) field be a pure vector, for it to be
understood as pure magnetic field. This requirement is
at the heart of our analysis and deserves detailed consid-
eration. This requirement will be achieved if curl Ia is
divergence-free (note that I generates the source to the
induced field). We discover the restrictions on the shear
tensor which then forms the basis for all subsequent anal-
ysis. First note that in the standard covariant notations,
∇a curl Ia = ∇a curl (σabB(1)b ) which in the index-free
form is div curl (σ ·B(1)). It can be shown that
div curl (σ ·B(1)) = −1
2
div (σ · curlB(1)) + div (B · curlσ)
− div (σ × disB), (7)
curl (V ·X) = −1
2
X · curlV + V · curlX −X × disV ,
(8)
where we have used the identity derived in [15]. The
terms in equation (7) can separately be expanded to give:
div (B · curlσ) = curlσ · disB +B · div curlσ, (9)
−div (σ × disB) = σ · curl disB − disB · curlσ, (10)
−1
2
div (σ · curlB)) = −1
2
σ · dis curlB − 1
2
curlB · div σ,
(11)
where the following identities have been used
div (V ·X) = X · disV + V · divX, (12)
div (X × Y ) = −X · curlY + Y · curlX, (13)
where X and Y are tensors of rank 2, and V is a tensor
of rank 1. The first term on the RHS of equation (9)
will cancel the second term on the RHS of equation (10).
4Using the identity dis curl = 2curl dis [15] the first term
on the RHS of equation (11) takes a form similar to the
first term of equation (10) but with the opposite sign
and should therefore cancel. Only the second terms on
the RHS of equations (11) and (9) will be left:
B · div curlσ − 1
2
curlB · div σ.
Now consider the curl of the zero-rank tensor (..or a
scalar). It follows that
0 = curl (B · div σ) = curlB · div σ +B · curl div σ,
and hence − 12 curlB · div σ = 12B · curl div σ. This means
div curl I = 32 (B · curl div σ) = 3(B · div curlσ). The last
equality comes form the identity curl div = 2div curl [15].
It is clear that div div curl I = 3div (B · div curlσ) = 0,
since dot product yields a tensor object of rank 0. The
divergence os such an object does not exist. This implies
that if one were to apply the div operator on the wave
equation (4) both the side would vanish. This would not
prove anything other than the fact that we have demon-
strated that (0 = 0!). We have not discussed the com-
plete source term S = I˙ + 3HI for two reasons: (1) it
is generated by I and (2) the time derivative commutes
with the ∇ operator and hence the effects of the div and
curl are carried through time derivative.
We now examine conditions that will cause
div curl I = 0, but which do not lead to the van-
ishing of both sides of the wave equation.
VI.1. Vector-Tensor Interactions:
We note that 3(B · div curlσ) = 0 if div σ = 0 =
divH( pure tensors). It is known that a divergence free
magnetic part of the Weyl tensor is a condition for the
existence of gravitational waves in the covariant theory.
The implication here is that magnetic fields are induced
at second-order when linear order fields interact with first
order tensor perturbations (gravitational waves). Similar
fields were studied in [12, 25]
VI.2. Vector-Scalar Interactions:
The other possibility is 3(B ·div curlσ) = 0, if curlσ =
0. The implication is that only the scalar mode of shear
is excited, of course H = 0. This switches off the gravi-
tational waves. Therefore the condition required for the
analysis of fields induced by interaction with density per-
turbations is curlσ = 0. These fields have recently been
studied in [24].
VI.3. Vector-Vector Interactions:
vector-vector interaction is a tricky one and has not.
So how would we extract the fields that are induced by
interaction with vectors? If we consider a situation where
only vector modes are excited an linear order, then the
residual term would not vanish. This implies that when
the linear magnetic fields interact with linear order vec-
tors the resulting wave equation is not that of pure vector
and therefore a vector extraction needs to be performed.
Such an extractor was developed in [15].
VII. FOURIER DECOMPOSITION:
Inorder to solves the wave equation, one can define
the a scalar, vector and tensor harmonic basis in the
usual way; ∇2Q(S) = −k2Q(S), for vectors, ∇2Q(V )a =
−k2Q(V )a ( where we have two parities of orthogonal
harmonics, (k2 + 2K)1/2Q(V ) = curlQ(V ) ⇔ (k2 +
2K)1/2Q(V ) = curlQ(V )) and for tensors ∇2Q(T )a b =
−k2Q(T ) (the parities are related as follows (k2 +
3K)1/2Q(T ) = curl Q¯T ⇔ (k2 + 3K)1/2Q¯T = curlQ(T )
[20].)The wave equation can appropriately be decom-
posed and the desired field studied.
VIII. MAGNETIC WAVE EQUATION BASED
ON METHOD 3
We now consider the wave equation for β(≡ curl∇B).
First note that div β = div curl∇divB = 0 ( see[15] for
how to extract various kinds of perturbations and [26]
for how to construct gauge-invariant quantities in the
covariant theory). In order to simplify presentation, we
write β = L[B] = 0, where L ≡ curl∇div . It can be
shown that:
β˙ + 2Hβ = L[σ ·B − curlE]. (14)
taking the time derivative of this equation and making
use of the propagation equation for E, we get the wave
equation
β¨ +
1
a2
∇×∇× β + 5Hβ˙ + [3(1− w)H2]β = S,(15)
S = L[I˙] + 2HL[I], (16)
where I = σ ·B. This system is identical to the system
in method 1 and the findings in that system hold here as
well. The difference is that, in this approach, the second
order fields have been formulated in an explicit manner.
5IX. CONCLUSION:
We have examined the wave equation for the B in-
duced by the interactions of a linear order field with lin-
ear order of perturbations. We find that the appropriate
wave equation for this purpose is that of B(≡ curlB(2))
rather than the traditionalB(2). We have also considered
cases where specific types of perturbations are excited at
first order and have discovered the conditions, which if
placed on the shear tensor, would allow the study of var-
ious forms of interactions. We found a gauge -invariant
variable β = curl∇divB which encodes second order
magnetic fields. We have not discussed the era in which
the wave equation, together with the various conditions
on the shear, would applicable. This will be presented in
a future article.
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