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Abstract
Surgical instrument segmentation is extremely im-
portant for computer-assisted surgery. Different
from common object segmentation, it is more chal-
lenging due to the large illumination and scale vari-
ation caused by the special surgical scenes. In this
paper, we propose a novel bilinear attention net-
work with adaptive receptive field to solve these
two challenges. For the illumination variation, the
bilinear attention module can capture second-order
statistics to encode global contexts and semantic
dependencies between local pixels. With them, se-
mantic features in challenging areas can be inferred
from their neighbors and the distinction of vari-
ous semantics can be boosted. For the scale vari-
ation, our adaptive receptive field module aggre-
gates multi-scale features and automatically fuses
them with different weights. Specifically, it en-
codes the semantic relationship between channels
to emphasize feature maps with appropriate scales,
changing the receptive field of subsequent convolu-
tions. The proposed network achieves the best per-
formance 97.47% mean IOU on Cata7 and comes
first place on EndoVis 2017 by 10.10% IOU over-
taking second-ranking method.
1 Introduction
In recent years, there has been significant progress in mini-
mally invasive robotic surgery and computer-assisted micro-
surgery. Semantic segmentation of surgical instrument plays
a crucial role in assisted surgery. It can accurately locate the
surgical instrument and estimate its pose, which is essential
for surgical robot control [Allan et al., 2019]. Furthermore,
the mask generated by semantic segmentation offers numer-
ous solutions to assist surgery, such as real-time surgical re-
minder, objective assessment of surgical skills, surgical re-
port generation and surgical workflow optimization [Sarikaya
et al., 2017]. These applications can improve the safety of
surgery and reduce the workload of doctors.
Compared with common object segmentation, the com-
plex surgical scenes make accurate instrument segmentation
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Figure 1: Difficulties in semantic segmentation for surgical instru-
ments. Illumination variation changes the color and texture of instru-
ments. Scale variation changes the size and shape of instruments.
more challenging. The first difficulty is the large illumina-
tion variation caused by the different light angles and occlu-
sions. As shown in Figure 1 (a), surgical instruments tend to
be whiter under specular reflection while the shadow makes
instruments and background black. These problems seriously
affect the visual representation of surgical instruments such as
color and texture, impeding stably identifying the instrument.
The second difficulty is the large scale variation caused by
continuous movement and view changes. It leads to different
shapes and scales of the same instrument. For example, the
incision knife is in the shape of a triangle when the scale is
small and in the shape of a polygon when the scale is large in
Figure 1 (b). This issue makes the instrument segmentation
more challenging.
Recently, a series of methods have been proposed for the
semantic segmentation of surgical instruments. RAUNet [Ni
et al., 2019] designed an attention module to fuse multi-
level feature maps and emphasize the target region. A hybrid
CNN-RNN method [Attia et al., 2017] introduced Recurrent
Neural Network to capture global contexts and expand the
receptive field. MF-TAPNet [Jin et al., 2019] adopted opti-
cal flow as temporal prior to provide a reliable indication of
the instrument location and shape for accurate segmentation.
ToolNet-C combined with the kinematic pose information to
get the accurate silhouette mask [Qin et al., 2019]. However,
most of those work focuses on expanding the receptive field
and capturing shape prior while fail to address the scale vari-
ation and illumination variation issues.
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To address the issues mentioned above, we reconsider the
features affected by them. Illumination variation affects the
color and texture appearance, making identifying instruments
harder. Considering that a surgical instrument is spatially
continuous, we can infer the target region according to its
neighbor pixels based on semantic dependency and global
context. To this end, a bilinear attention module (BAM) is
proposed, which is based on bilinear pooling to model se-
mantic dependencies and aggregate global contexts. Bilinear
pooling can capture second-order feature statistics to encode
complex semantic dependencies, helping to improve feature
representations. Furthermore, attention features generated by
bilinear pooling are adaptively distributed to each location,
making every pixel feel global contexts. In this way, seman-
tic features in reflective or shaded areas can be inferred based
on semantic dependencies and global contexts, dealing with
the illumination variation.
Besides, the scale variation changes the shape and size of
surgical instruments. Thus, we propose an adaptive receptive
field module (ARF) to select and merge receptive fields of dif-
ferent scales adaptively. By doing so, we can cover various
scales and make predictions more reliable. Specifically, ARF
includes two branches. The former learns semantic relation-
ships among channels, and the latter aggregates multi-scale
features. Channel-wise semantic relationships are applied to
select feature maps with appropriate sizes. Since kernels with
the same size have different receptive fields on feature maps
with various sizes, this module can select appropriate recep-
tive fields for instruments at different scales by selecting spe-
cific feature maps, adapting to the scale variation. Moreover,
dense connections across scales are introduced to propagate
multi-scale features, which can cover a larger scale range.
Based on the above analysis, the bilinear attention network
with adaptive receptive field, named BARNet, is proposed.
The contributions of this work are as follows:
• We propose the bilinear attention module to model se-
mantic dependencies and aggregate global contexts for
inferring the semantic features in the challenging region.
• We design the adaptive receptive field module to select
the appropriate receptive field adaptively, adapting to the
scale variation of instruments.
• The proposed network achieves state-of-the-art perfor-
mance 97.47% mIOU on Cata7 and comes first place on
EndoVis 2017 by 10.10% IOU overtaking second place.
2 Related Work
2.1 Attention
Attention mechanisms are widely used in semantic segmen-
tation tasks. Some attention models extract attention features
based on first-order operations such as global average pool-
ing and convolution pooling. For instance, SENet [Hu et al.,
2018] applied global average pooling to capture global con-
texts and model semantic dependencies between channels.
AGRNet [Zhang et al., 2018] utilized convolution pooling
to generate attention features. Besides, some works applied
second-order models to encode complex semantic dependen-
cies [Chen et al., 2018b]. For example, A2Net [Chen et al.,
2018b] was based on bilinear pooling to capture second-order
statistics and model semantic dependencies. The bilinear at-
tention networks [Kim et al., 2018] learned bilinear attention
distributions, on the top of the low-rank bilinear pooling tech-
nique. These work suggested that bilinear models can capture
abundant semantic relationships to improve feature represen-
tation. Different from the above methods, we design a novel
encoder-decoder architecture to aggregate and distribute at-
tention features, which can achieve better results.
2.2 Adaptive Receptive Field and Pyramid
Features
Pyramid features play a critical role in the segmentation of
multi-scale targets. A range of methods improved feature
representation by aggregating multi-scale features. For ex-
ample, PSPNet [Zhao et al., 2017] adopted pyramid pool-
ing to extract multi-scale features. DeepLabV2 [Chen et al.,
2018a] made use of dilated convolutions with different di-
lation rates to achieve multi-scale features. Feature pyra-
mid network [Lin et al., 2017b] laterally propagated multi-
scale features for building feature maps with rich semantic
information at all scales. However, these methods only con-
catenate multi-scale features together while they fail to se-
lect appropriate scales for a specific task. SKNet utilized
different sized kernels to generate feature maps with differ-
ent receptive fields and filter them [Li et al., 2019], which
provided a solution for the adaptive selection of receptive
fields. Different from the above methods, we directly select
multi-scale features instead of different size kernels and do
not need to generate new features, reducing calculation costs.
Besides, multi-scale features are generated by dense connec-
tions across scales, which can cover more scale ranges and
boost the reuse of multi-scale features [Yang et al., 2018].
3 BARNet
3.1 Overview
Illumination variation leads to the change in color and tex-
ture of instruments. Scale variation varies the size and shape
of instruments. To address these issues, a bilinear attention
network with adaptive receptive field is proposed to capture
semantic dependencies and global contexts for inferring se-
mantic features in challenging areas and select receptive field
adaptively for adapting to the scale variation. The overall
network architecture is shown in Figure 2. The bilinear at-
tention module models semantic dependencies in small scale
feature maps and generates attention features. The adaptive
receptive field module aggregates multi-scale features and se-
lects appropriate receptive field for instruments at different
scales. Besides, cross-scale dense connections are introduced
to propagate multi-scale features, which can also improve in-
formation flow and boost the reuse of features. Since the input
of adaptive receptive field module should be multi-scale fea-
tures, we do not use this model when the feature map is small.
Residual Network pre-trained on the ImageNet is adopted as
the backbone network.
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Figure 2: The architecture of BARNet. It contains two critical mod-
ules, the bilinear attention module and the adaptive receptive field
module. Dense connections across scales are introduced to propa-
gate multi-scale features.
3.2 Bilinear Attention Module
Illumination variation leads to the change in color and tex-
ture of surgical instruments. The network cannot utilize these
features to identify surgical instruments, making it difficult
to segment them. To solve this issue, the bilinear attention
model is proposed to model semantic dependencies and cap-
tures global contexts. It is based on bilinear pooling to cap-
ture second-order statistics [Lin and Maji, 2017], which helps
to boost the distinction between different semantic features.
Thus, the bilinear attention module can encode more complex
dependencies. Besides, a decoder is designed to distribute
global contexts to each location adaptively. The bilinear at-
tention module is shown in Figure 3, including three parts:
encoding, normalization, and decoding.
Z = Fdecode (Fnorm(Fbp(X))) (1)
The first step is to model semantic dependencies and cap-
ture global contexts. Bilinear pooling is utilized to achieve
this goal. It calculates the outer product of the feature vector
pair (xij , yij) to capture second-order statistics and generate
attention map aij . Each attention map represents the features
of a pixel. These attention maps are concatenated together
to encode spatial semantic dependencies. Then, sum pooling
is performed to generate the global descriptor A ∈ RD×D,
as illustrated in Eq.(2). Semantic features in all locations are
encoded into each element of the global descriptor, making
each element feel global information. In this way, the bi-
linear attention module encodes semantic dependencies and
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Figure 3: The architecture of bilinear attention module. ⊗ denotes
matrix multiplication. ⊕ denotes matrix addition.
aggregates global contexts.
A = Fbp(X,Y ) = XY
T =
W∑
i=1
H∑
j=1
xijyij
T (2)
where P denotes the sum pooling. X ∈ RD×W×H and Y ∈
RD×W×H . In this work, we set X = Y .
Then, the global attention map A ∈ RD×D is normalized
to further improve its feature representation. The element-
wise signed square-root and `2 normalization are performed
to normalize it, which can improve performance in practice.
Also, these operations are piecewise differentiable, which can
be applied to end-to-end training [Lin and Maji, 2017].
A′ = Fnorm(A) =sign(A)
√
|A|
/∥∥∥sign(A)√|A|∥∥∥
2
(3)
The last step is to distribute attention features to each pixel
of the input feature map, making semantic features of each
pixel calibrated by global information. The input feature
map X is reshaped into X ∈ RD×WH . By applying ma-
trix multiplication, attention features are distributed to each
location of the input feature map. The attention feature map
Z ∈ RD×W×H is achieved, as shown in Eq.(4).
Z = Fdecode(A,X) = A
′ × X¯ +X (4)
The bilinear attention module allows each pixel of feature
maps to feel global contexts. Semantic features in reflective
or shaded areas can be inferred based on global contexts and
semantic dependencies, dealing with the illumination varia-
tion issue. Besides, it encodes semantic dependencies in the
form of second-order statistics, which boosts the distinction
between various semantics and improves feature representa-
tion. Furthermore, this module only performs matrix opera-
tions and does not add any parameters, which can be easily
inserted into other networks.
3.3 Adaptive Receptive Field Module
Since the surgical instrument is continually moving during
the surgery, its shape and scale are constantly changing.
Adaptive receptive fields can help the network adapt to scale
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Figure 4: The architecture of adaptive receptive field module. ⊗
denotes broadcast Hadamard product.
variation and learn more detailed features. Thus, the adaptive
receptive field module is proposed to aggregate multi-scale
features and select the appropriate receptive field for instru-
ments at different scales. The global average pooling is intro-
duced to model the semantic relationship between channels
and generate the weight vector. The weight vector can high-
light feature maps which have an appropriate scale. Since
kernels with the same size have different receptive fields on
feature maps with different scales, by selecting feature maps
in a specific size, the receptive field of subsequent convolu-
tions can be determined. In this way, the adaptive receptive
field module can select the receptive field adaptively accord-
ing to the semantic relationship between channels.
The adaptive receptive field module is illustrated in Fig-
ure 4. Take an input feature map with five scales as an exam-
ple. First, 1×1 convolution is performed on low-scale feature
maps to adjust the channel dimension toN , which contributes
to the aggregation of multi-scale features and reducing com-
putational costs. N can be selected according to the complex-
ity of the network. The maximum scale feature map does not
compress the channels to preserve semantic features as much
as possible. In this paper, we set N to 8. Then, multi-scale
features are fed into two branches, one of which models the
semantic relationship between channels and another one ag-
gregates multi-scale features.
Specifically, in the first branch, multi-scale features are fed
into global average pooling to generate vectors that encode
semantic dependencies [Hu et al., 2018]. These vectors are
concatenated together and go through two convolution layers
to further extract the semantic relationship. In this way, we
obtain the weight vector which represents the degree of se-
mantic responses for different feature maps. In the second
branch, multi-scale features are aggregated by upsampling
and concatenation, generating the pyramid feature. The pyra-
mid feature is multiplied by the weight vector to select the
feature map with a larger response. In this way, it can adjust
the receptive field of subsequent convolutions adaptively.
PS = S ⊗ P (5)
where ⊗ refers to broadcast Hadamard product, P represents
the pyramid feature and S denotes the attention vector.
P = H ([f2k(x0), f2k−1(x1), . . . , f21(xk−1)]) (6)
where xk represents the k-th low-scale feature map. f2k de-
notes the 1×1 convolution and the 2k× upsampling. H refers
to concatenation.
3.4 Loss Function
To address the class imbalance issue, we use a hybrid loss
consisting of cross-entropy and Dice [Ni et al., 2019]. Cross-
entropy is often used for classification tasks. However, it is
easily affected by the class imbalance issue, which leads to
poor training results. Thus, Dice loss is introduced to ad-
dress this problem. Dice evaluates the similarity between the
ground truth and the output, which has no relation to the ratio
of foreground pixels to background pixels. It is not affected
by the class imbalance issue. This hybrid loss merges cross-
entropy and Dice in a new way to effectively utilize their ex-
cellent characteristics, which is shown in Eq.(7).
Loss = (1− α)H − α ln(D), α ∈ [0, 1] (7)
where H refers to cross-entropy and D denotes Dice loss. α
is a weight used to balance cross-entropy and Dice loss. It is
set to 0.2 for best training results.
4 Experiments
4.1 Dataset
A cataract surgical instrument dataset, called Cata7, is used
to evaluate our network. This dataset contains seven cataract
surgery videos. To reduce redundancy, each video is down-
sampled from 30 fps to 1 fps. The resolution of the image is
1920×1080 pixels. The entire dataset contains 2500 images,
1800 of which are used for training and the others are used
for testing. There are 10 cataract surgical instruments in this
dataset.
EndoVis 2017 dataset is from 2017 MICCAI Endovis
Robotic Instrument Segmentation Challenge. This dataset is
based on endoscopic surgery. All videos are acquired by a
Vinci Xi robot. It contains 3000 images with a resolution
of 1280×1024, which contains 1800 images for training and
1200 images for the test. There are 7 types of surgical instru-
ments in EndoVis 2017.
4.2 Implementation Details
All experiments are implemented on two Nvidia Titan X. The
Residual Network pre-trained by ImageNet is used as the
encoder. Adam with batch size 8 is used to train our net-
work. The learning rate is dynamically adjusted during train-
ing. The initial learning rate on Cata7 dataset is 8×10−6 and
the initial learning rate on EndoVis 2017 dataset is 5× 10−5.
For every 30 iterations, the learning rate is multiplied by 0.8.
Due to limited computing resources, each image in the Cata7
is resized to 960×544 pixels, and images in EndoVis 2017
are resized to 640×512. Data augmentation is performed to
increase sample diversity. The selected samples are randomly
rotated, shifted and flipped. 800 images are obtained by data
augmentation. To objectively evaluate our model, Dice and
Intersection-over-Union(IoU) are selected as the evaluation
metric.
Viscoelastic cannula Phacoemulsifier Aspiration handpiece Lens hook
Figure 5: Visualization of attention feature maps. From top to bottom: original image, attention feature maps generated by bilinear attention
module, input feature map of bilinear attention module. Compared with input feature maps, attention features highlights the area where the
instrument is located, indicating that the bilinear attention module can effectively capture the semantic features of the target region.
4.3 Ablation Study Based on Cata7
Ablation Study for Bilinear Attention Module
Bilinear attention module (BAM) is introduced to capture the
second-order statistics and model long-range semantic depen-
dencies. To verify its performance, some experiments are per-
formed, as shown in Table 1.
Method ARF BAM mDice(%) mIOU(%) Param.
Basic 95.12 91.31 21.80M
Basic X 97.81 95.97 21.80M
Basic X 98.06 96.28 21.90M
Basic X X 98.68 97.47 21.90M
Table 1: Ablation experiments for Bilinear Attention Module and
Adaptive Receptive Field Module on Cata7.
BARNet without BAM and ARF is used as the basic net-
work. Compared with the basic network, the network us-
ing BAM has achieved an increase of 4.66% mean IOU and
2.69% mean Dice. When using ARF, employing BAM brings
a 1.19% increase on mean IOU and 0.62% increase on mean
Dice. It should be noted that BAM does not add any parame-
ters, as shown in Table 1. These experiments demonstrate that
BAM can significantly improve network performance with-
out adding any parameters.
To further analyze the performance of the bilinear attention
module, we visualize feature maps of its inputs and outputs
in Figure 5. Compared with input feature maps, output fea-
ture maps of the bilinear attention module highlight the re-
gion containing the instrument, proving that BAM effectively
models semantic dependencies and improves feature repre-
sentation. Also, we visualize segmentation results of the net-
work without BAM, which is shown in Figure 6 (e). There
is incomplete segmentation in these results, and part of the
surgical instrument is identified as background. The network
employing BAM achieves excellent results, whose masks are
relatively complete and the same as the ground truth.
Ablation Study for Adaptive Receptive Field Module
Adaptive Receptive Field Module (ARF) is designed to adap-
tively select the receptive field, adapting to the scale variation
of instruments. A range of experiments are set up to verify its
excellent performance.
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Figure 6: Visualization of segmentation results for different meth-
ods. (a) Image; (b) U-Net; (c) TernausNet; (d) LinkNet; (e) Without
BAM; (f) Without ARF; (g) BARNet (Ours); (h) Groud truth.
Method mDice mIOU Param.
U-Net [Ronneberger et al., 2015] 86.83 78.21 7.85M
RefineNet [Lin et al., 2017a] 93.53 88.41 25.75M
LinkNet [Chaurasia and Culurciello, 2017] 94.63 91.31 21.81M
TernausNet [Iglovikov and Shvets, 2018] 96.24 92.98 25.36M
RAUNet [Ni et al., 2019] 97.71 95.62 22.02M
BARNet(Ours) 98.68 97.47 21.90M
Table 2: Segmentation results of different methods on Cata7.
As shown in Table 1, the network using ARF achieves an
increase of 4.97% mean IOU and 2.94% mean Dice compared
to the basic network. When using BAM, employing ARF
brings a 1.50% increase on mean IOU and 0.87% increase on
mean Dice. Furthermore, ARF only adds 0.1M parameters
which only account for 0.46% of the basic network. To give
a more intuitive result, we visualize some results of the net-
work without ARF, which is shown in Figure 6 (f). The net-
work without ARF has poor segmentation performance than
BARNet, indicating the effectiveness of the ARF. The above
results suggest that ARF can significantly improve segmenta-
tion accuracy with very few parameters.
4.4 Comparison with state-of-the-art on Cata7
A series of comparative experiments are performed to eval-
uate the performance of BARNet. BARNet achieves state-
of-the-art performance 97.47% mean IOU and 98.68% mean
(a) U-Net (b) TernausNet (c) LinkNet (d) BARNet(Ours)
Figure 7: Pixel accuracy of each class. The X and Y-axis represent prediction and ground truth, respectively. The numbers on the diagonal
are the pixel accuracy of each class.
Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6 Dataset 7 Dataset 8 Dataset 9 Dataset 10 mIOU
TernausNet 0.177 0.766 0.611 0.871 0.649 0.593 0.305 0.833 0.357 0.609 0.542
ToolNet 0.073 0.481 0.496 0.204 0.301 0.246 0.071 0.109 0.272 0.583 0.337
SegNet 0.138 0.013 0.537 0.223 0.017 0.462 0.102 0.028 0.315 0.791 0.371
NCT 0.056 0.499 0.926 0.551 0.442 0.109 0.393 0.441 0.247 0.552 0.409
UB 0.111 0.722 0.864 0.68 0.443 0.371 0.416 0.384 0.106 0.709 0.453
UA 0.068 0.244 0.765 0.677 0.001 0.400 0.000 0.357 0.040 0.715 0.346
Ours 0.104 0.801 0.919 0.934 0.830 0.615 0.534 0.897 0.352 0.810 0.643
Table 3: Segmentation results on Endovis 2017 dataset. BARNet achieves 64.3% mean IOU and takes the first place. NCT, UB and UA are
the university abbreviation of the participating team. Since the number of samples in each data set is different, each dataset is given a weight
related to the number of samples when calculating the mean IOU.
Dice, exceeding the second-ranking method by 1.85% on
mean IOU and 0.97% on mean Dice. The performance of
other methods is much poorer than BARNet, which demon-
strates the excellent performance of BARNet.
To further evaluate the segmentation performance of the
proposed method for each type of surgical instrument, the
confusion matrix about pixel classification is shown in Fig-
ure 7. We find that our method achieves excellent perfor-
mance on every type of instrument. Especially, the proposed
method outperforms other methods by a significant margin on
primary incision knife (I1), lens hook (I6) and bonn forceps
(I10). The surface of these surgical instruments is prone to
specular reflections due to their special material, making it
more difficult to segment them. The bilinear attention mod-
ule can model complex semantic dependencies and infer the
semantic features in specular reflection and shadow regions,
addressing the illumination variation issue. Thus, our net-
work achieves better performance on these three instruments.
4.5 The Results on EndoVis 2017
To further verify the performance of BARNet, it is evaluated
on the Endovis 2017 dataset [Allan et al., 2019]. The test set
consists of 10 video sequences. Each sequence contains spe-
cific surgical instruments. Datasets 1-8 contain 75 images, re-
spectively. Dataset 9 contains 300 images, and the number of
images is the same in dataset 10. The test results are reported
in Table 3. TernausNet [Iglovikov and Shvets, 2018], Tool-
Net [Garcı´a-Peraza-Herrera et al., 2017] and SegNet [Badri-
narayanan et al., 2017] are evaluated on EndoVis 2017. The
test results of other methods are from the MICCAI EndoVis
challenge 2017 [Allan et al., 2019].
BARNet achieves 64.30% mean IOU, which outperforms
Figure 8: Visualization for segmentation results of BARNet. From
top to bottom: original images, segmentation results, ground truth.
existing methods. The second-ranking method, TernausNet,
achieves 54.20% mean IOU. Compare with this method, our
network achieves 10.10% gain on mean IOU. The perfor-
mance of other methods is much poorer than BARNet. Fur-
thermore, BARNet achieves the best results in 7 video se-
quences and takes second place in the other three video se-
quences. These results show that BARNet achieves state-of-
the-art performance on this dataset.
To give intuitive results, the segmentation results of BAR-
Net are visualized in Figure 8. We find multiple specular re-
flections and shadow areas in the figure. Besides, the scale
and shape of surgical instruments are significantly varied. De-
spite these challenges, BARNet can still accurately segment
surgical instruments, whose segmentation results are basi-
cally consistent with the ground truth.
5 Conclusion
In this paper, the bilinear attention network with adaptive re-
ceptive field (BARNet) is proposed for surgical instrument
segmentation. Bilinear attention module captures global con-
texts and second-order statistics to improve feature represen-
tation. Adaptive receptive field selects feature maps with spe-
cific sizes to choose appropriate receptive fields. A series of
ablation experiments prove that the bilinear attention module
and adaptive receptive field module contribute to improving
network performance. Moreover, BARNet achieves state-of-
the-art performance on both Cata7 and EndoVis 2017.
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