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Single-layer TiSe2 is a small-gap semiconductor of interest for two-dimensional 
electronic applications. This thesis reports synchrotron x-ray measurements of the Ti and 
Se atomic displacements as a function of temperature, with a high sensitivity of 0.001 Å. 
The results reveal a (2×2) CDW structure at temperatures below a critical temperature of 
TC1 = 233 K. The onset of atomic displacements at TC1 is abrupt with an infinite slope, 
and the overall temperature dependence follows a BCS-like second-order mean-field 
behavior. A bilayer TiSe2 film also exhibit a CDW transition of the same character at TC2 
= 229 K. A five-layer TiSe2 film is essentially bulk-like with a lower transition 
temperature of TC5 = 204 K. Our study demonstrate that, contrary to many existing 
models and theories, modulation of the electronic structure alone cannot fully account for 
the CDW transition. Lattice modulation is an integral part of the physics of CDWs. The 
CDW transition is emanated from a subtle interplay between the electronic and lattice 
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Chapter 1: Introduction 
1.1 Charge Density Waves 
A Charge density wave (CDW) is a periodic reorganization of the electrons in a 
chain compound or a crystal [4]. The variation in the charge density is accompanied by a 
modulation in the atomic positions forming a superlattice in the ground state with a new 
crystal periodicity [5]. A CDW is a standing wave of the electronic density distribution. It 
is analogous to the standing wave in a guitar string that can be viewed as the combination 
of two interfering, traveling waves moving in opposite directions [6]. CDWs have been 
studied extensively for decades because they provide a rich testing ground for basic 
concepts in electron-phonon coupling, electron correlation, and structural phase 
transitions [7]. Some of the CDW systems also undergo superconducting transitions that 
seem to be intimately connected to the CDW order [8,9]. 
 
 





While it is evident that electron-phonon coupling plays a key role in the CDW 
formation, the detailed physics in terms of the electronic band structure, lattice distortion, 
and soft modes remains an interesting issue. Specifically, there are yet no reliable ways to 
predict the CDW wave vectors, amplitude functions, commensurate vs. incommensurate 
phases, transition temperatures, etc. The standard model of Fermi surface nesting is often 
inadequate especially in cases involving multiple and incommensurate phases [10]. Our 
aim of this research is to clarify the basic physics of the CDW transition by exploring its 
variations in ultrathin films. A detailed understanding of how CDW properties vary as a 
function of film thickness and the interfacial structure is important. Furthermore, the 
knowledge gleaned from the research could be beneficial for electronic applications.  
 
1.2 Transition metal dichalcogenides and TiSe2 
CDWs are a common occurrence in layered transition metal dichalcogenides 
(TMDCs) with the formula MX2, where M is a transition metal (Mo, W, V, Nb, Ta, Ti, 
Zr, or Hf) and X is a chalcogen atom (Se, S, or Te). These materials form X-M-X 
molecular sheets that are weakly held together by van der Waals forces. The family of 
MX2 contains around 60 compounds. Depending in the stacking order and the 
coordination, these compounds can form many polytypes, most commonly in 2H, 3R, or 
1T varieties [11]. For the 1T polytype, the transition metal atoms are surrounded by the 
chalcogen atoms in an octahedron coordination, whereas for 2H or 3R they are 
distributed in a prismatic coordination. The 2H and 3R polytypes differ only in their 




layers in the 3R form [12]. These three polytypes are illustrated in Figure 1.2. From the 
view of electrical transport properties, the family of TMDCs covers a broad spectrum 
from, for example, semiconductor MoS2, semimetal WTe2, to metal VSe2 [5,13,14]. 
Some TMDCs become superconducting at a relatively high temperature; for example, 
NbSe2 becomes superconducting at 7.2 K and NbS2 at 7 K [13].  
 
Titanium Diselenide (TiSe2), exhibiting the 1T structure, is a prototypical member 
of the MX2 family. In the bulk form, it undergoes a CDW transition at around 205 K with 
a simple commensurate (2×2×2) superstructure. This transition is accompanied by the 
softening of a phonon mode at the zone boundary [7] and is marked by substantial 
changes in the transport properties [15]. The crystal structure of TiSe2 consists of trilayers 
(TLs) bonded together by van der Waals forces, where each TL is made of a hexagonal 
 




Ti atomic layer sandwiched in between two hexagonal Se atomic sheets. TiSe2 is one of 
the most extensively studied CDW systems because of its high transition temperature and 
simple superstructure in the CDW phase. Nevertheless, the underlying mechanism for 
this CDW transition remains puzzling after decades of research.  It does not seem to fit 
the standard textbook model based on Fermi surface nesting. Specifically, self-consistent 
calculations of the electronic structure show that its normal phase is semi-metallic with a 
small negative indirect gap across Γ and L, and there is no obvious nesting [10]. Alternate 
theoretical ideas have been proposed, including a band Jahn-Teller effect [10,16,17], 
exciton condensation [15,18-21], and a carrier-suppressed ferroelectric transition [10,22]. 
  
Here we mount a fresh effort by exploring the CDW properties in ultrathin films 
of TiSe2 with well-characterized CDW properties in bulk. Ultrathin film samples are 
prepared by molecular beam epitaxy in situ with precise film thickness control. Such 
 
Figure 1.3: (a) Atomic structure of single-layer TiSe2. Arrows indicate atomic 
displacements amplified by a factor of about 20 for the CDW phase at 0 K. (b) Bulk 





films with thickness ranging from 1, 2, 3, … to many molecular layers (bulk limit) 
provide a systematic testing ground for quantum confinement and boundary effects that 
constrain and modify the CDW. A thickness incompatible with the CDW structure might 
see a suppressed transition, a scenario to be explored. More generally, one can expect the 
CDW transition temperature and lattice distortion to depend on the thickness, and even 
new phases could emerge. An important consequence of quantum confinement is the 
discretization of the bulk bands, modification of the Fermi surface, and changes in 
electron-phonon coupling [10,15,23,24], all of which can influence the CDW transition. 
 
1.3 Thesis Overview 
The goal of this thesis is to provide both a review of the research performed 
during my graduate studies and a reference material for those interested in this field. This 
thesis is organized as follows: Chapter 2 contains some backgrounds materials on x-ray 
diffraction. Chapter 3 provides a brief introduction to the experimental techniques used in 
this thesis. The necessary theoretical background is covered in Chapter 4.  Chapter 5 
describes the results of the CDW phase transition of TiSe2 thin films. Finally, a summary 




Chapter 2: X-ray Diffraction 
2.1  Introduction 
 Solid-state physics is largely concerned with crystals and electrons in crystals. 
Following the discovery of x-ray diffraction by crystals, the study of solid-state physics 
began in the early years of last century with publications of calculations and successful 
predictions of the properties of crystals [25]. A crystal is a three-dimensional periodic 
array made of building blocks of atoms or group of atoms. Figure 2.1 shows that the 
forms of crystals develop as if the identical building blocks are added continuously.  
 
Typical interatomic distances in solids are on the order of an Angstrom, Å (10-10 
m). Therefore an electromagnetic probe of the microscopic structure of a solid must have 
a comparable wavelength, or at least in the same order of magnitude [26]. X-rays are 
electromagnetic waves with wavelength in the same region. The numerical relationship 













This chapter discusses how the distribution of x-ray scattered by a rigid and periodic 









Figure 2.2: A diagram of the electromagnetic spectrum, showing various properties 




2.2  Crystal and Reciprocal Lattice 
By definition, an ideal crystal is an ordered three-dimensional repetition of a 
certain identical configuration of atoms, ions, and/or molecules. The structure of all 
crystals can be described in terms of the Bravais lattice, with a group of atoms attached 
to every lattice point. The group of atoms is called the unit cell of the crystal structure, 
which forms the crystal structure when repeated in space [25]. 
The lattice is defined by three crystal axes a1, a2, and a3, in such a way that the 
crystal looks exactly the same in every aspect when viewed from the point r and r’, 
where their relationship is defined as 
𝐫′ = 𝐫 + 𝑢1𝐚1 + 𝑢2𝐚2 + 𝑢3𝐚3 
Here u1, u2, and u3 are arbitrary integers.  
Although there is no unique choice of the unit cell or crystal axes for a given 
crystal lattice, there are two special types of unit cells that attract particular attention [27]. 
The first one is called the primitive unit cell. The unit cell is said to be primitive if it 
contains the fewest number of atoms, while still can describe the crystal structure by 
itself. The definition of primitive means that there is no unit cell of smaller volume that 
can serve as a basic building block for the crystal structure. However, the primitive unit 
cell is not necessarily the most convenient way to work with. Sometimes it can be chosen 
to have a nice symmetric shape, e.g., a cubic or a hexagon, by using a larger cell with 
more atoms. This type is called the conventional unit cell. The physical volume of the 
conventional unit cell is an integer multiple of the primitive unit cell. From the point of 





The reciprocal lattice plays a fundamental role in most of the analytic studies of 
the periodic structures. Let us consider a set of lattice points R constituting a Bravais 
lattice, and a plane wave eik·r, where k is a general wave vector. For a particular choice of 
the wave vector, this plane wave will have the same periodicity of the Bravais lattice. The 
set of all wave vectors K that yield plane waves with the periodicity of a given Bravais 
lattice is known as the reciprocal lattice [26]. K belongs to the reciprocal lattice of a 
Bravais lattice of R if they satisfy the equation 
𝑒𝑖𝐊·(𝐫+𝐑) = 𝑒𝑖𝐊·𝐫 
for any r, and for all R in the Bravais lattice. The reciprocal lattice can be characterized 
as the set of wave vectors K satisfying    
 




𝑒𝑖𝐊·𝐑 = 1 
for all R in the Bravais lattice. Note that the reciprocal lattice is itself a Bravais lattice. 
The reciprocal lattice vectors can be generated by the three Bravais lattice vectors 
𝐛1 = 2π
𝐚2 × 𝐚3








𝐚3 · (𝐚1 × 𝐚2)
 
We can easily verify these three equations gives a set of unit vector for the reciprocal 
lattice because they satisfy  
𝐛i · 𝐚j = 2πδij 
where δij is the Kronecker delta symbol. 
 
 




For any Bravais lattice, a lattice plane is defined to be any plane containing at 
least three noncollinear lattice points. The correspondence between reciprocal lattice 
vectors in the reciprocal space and families of lattice planes in the real space provides a 
convenient way to specify the orientation of a lattice plane. It is common to define the 
orientation of a plane by a vector normal to the plane. For any families of lattice planes, 
one can always find some reciprocal lattice vectors that are normal to them. Therefore, it 
is natural to pick a reciprocal lattice vector to represent the lattice planes. Miller indices 
form a notation system consisted of three integers, h, k, and l that can make this selection 
unique. It is the coordinates of the shortest reciprocal lattice vector normal to that plane, 
with respect to a specified reciprocal lattice vectors. Thus a plane with Miller indices (h, 
k, l) is perpendicular the reciprocal lattice vector hb1+kb2+lb3. Vectors composed of 
combinations of the crystal axes can be used to denote different directions and atomic 
planes with respect to the crystal structure.  
 
2.3  Bragg’s Law 
X-ray diffraction relies on the wave-particle duality nature of the x-ray beam to 
obtain information about the structure of crystalline materials. The phenomenon arises 
from the coherent interaction of electromagnetic waves scattered from a periodic 
collection of molecules or a group of parallel planes in a crystal lattice. A primary use of 
the technique is the identification and characterization of compounds based on their 
diffraction pattern [25]. Among all the methods used for determining the atomic and 




diffraction is the most widely used one because the wavelength of the x-ray beam is 
comparable with the interatomic spacing or the lattice constant.  
When electromagnetic waves incident on a crystalline solid, the scattered waves 
include both elastic and inelastic part [27].  The inelastically scattered waves have 
different wavelength and thus contribute to a diffused incoherent background. Only the 
elastic scattered waves can interfere constructively because they all have the same 
wavelength as the incident wave. However, they may have different phases based upon 
the differences in path lengths between the scattering elements in the crystal. In order to 
have the scattered waves interact constructively, their phase differences have to be 
integer multiples of the wavelength.  
Consider parallel lattice planes spaced at distance d apart. The path difference for 
x-rays reflected from adjacent planes is 2dsinθ, where θ is defined as half of the 
scattering angle between the incident and scattered beam (see Figure 2.5). At some 
specific angles, the path differences between the scattered waves equal to integer 
multiples of the wavelength, thus the scattered waves can interfere constructively and 
produce a diffracted beam. This leads to Bragg’s law, which describes the condition on θ 
for the constructive interference to be at its maximum: 
2𝑑 sin 𝜃 = 𝑛𝜆 
Here n is a positive integer and λ is the wavelength. The angle θ, which is defined with 
respect to the crystal planes, is called Bragg angle [28]. 
The atomic planes shown in Figure 2.5 are not necessarily parallel to the surface 




each plane is assigned with a set of the Miller indices (h, k, l), from which the interplanar 
spacing can be calculated based on the crystallography. This thesis work is primarily 
concerned with TiSe2, which has a hexagonal structure. The value of distance d between 

















A useful way to visualize the diffraction in reciprocal space is provided by the 
Ewald sphere construction (Figure 2.6). An incoming beam labeled by k is originated at 
A and terminated at the origin of the reciprocal lattice O. A circle centered at A with 
radius |k| passes through the same origin. Please note that the position of A is arbitrary. 
 
Figure 2.5: According to the 2θ deviation, the phase shift causes constructive (left figure) 




The reflection condition is fulfilled when any reciprocal points fall on the circle, and a 





2.4  Scattering Intensity Calculations 
Discussions of the classical theory of x-ray scattering by matter usually begin 








Φ0 is the flux of the incident beam, which is simply the number of photons per unit area 
per second. The detector is placed at distance R away from the object and subtends a 
solid angle of ΔΩ, where the number of photons recorded by the detector is Isc. The 
differential cross section thus measures the efficiency of the scattering process with 
normalized incident beam flux and detector size.  
 





Scattering from single electron 
The simple case of scattering is the scattering of an x-ray by a single electron in 
free space, i.e., the Thomson scattering. In the classical description of the scattering 
event, the incident x-ray exerts a force on the electron, which then accelerates the 
electron and radiates out the scattered wave. The differential cross section, in this case, is 






This equation is called the Thompson scattering formula. Here Θ is the angle between 





r0 represent the classical radius of the particle; for electrons, 𝑟0 = 2.82 × 10
−5Å. This 
number is referred to as the classical electron radius [28].  
The Thompson formula is classically correct. However, in principle, it is subject 
to correction due to the quantum mechanical nature of the photon and the scattering 
process. The incident x-ray photon has a momentum of ħk, and an energy ħω. Energy can 
be transferred to the electron. Thus the scattered photon has a lower momentum relative 
to the incident one. This inelastic process is termed the Compton Effect, which is diffuse 
in nature and can be considered part of the background to be subtracted from the data 




electron may make a transition to a higher energy level of the atom due to the excitation 
of the incident photon. The corrections due to such effects are negligible as long as the 
incident x-ray energy is far from any absorption edges of the material. Therefore, for our 
purposes, the Thomson formula is an accurate reflection of the electromagnetic cross-
section of an electron [27]. 
 
Because the electron is not at the origin, a phase factor needs to be introduced 
[28]. The phase lag for the incoming wave, φin, is 2π times the ratio of the projection of r 
onto the direction of the incident wave, to the wavelength λ. Thus we can write φin=k·r. 
On the other hand, the wave scattered from the electron at distance r is ahead by an 
amount of φout=k’·r. The resulting phase difference is φ = φin-φout = (k-k’)·r = Q·r, which 
defines the scattering vector Q. The magnitude of Q is defined by 
|𝐐| = 2|𝐤| sin 𝜃 = (
4𝜋
𝜆
) sin 𝜃 
 
Figure 2.7: The geometry for scattering from a single electron. The scattered wave 
picks up a phase of (k-k’)·r relative to a wave scattered from the origin. The scattering 




Here θ is the half of the scattering angle between the incident and scattered wave. 
The amplitude of a photon scattered from an electron at position r with respect to 




Scattering from two and more electrons 
The incident wave with wave vector k arrives at the electron at distance r after it 
has scattered by the other electron at the origin. The elastically scattered radiation is 
observed along the direction of k’. The scattering amplitude for the two-electron system 
can be written as  
𝐴(𝐐) ∝ 1 + 𝑒𝑖𝐐·𝐫 
The idea can be extended to the scattering amplitude from a collection of electrons 
𝐴(𝐐) ∝ ∑ 𝑒𝑖𝐐·𝐫𝑗
𝑗
 
where rj denotes the position of j’th electron. For continuously distributed electrons, the 
summation can be replaced with an integral.  
 
Scattering from one atom 
The scattering from an atom with a total number of electrons Z is not simply from 




the nucleus with a charge density ρ(r), which is the quantum mechanical wave function 
of the electrons. Thus the scattering intensity must be generalized to an integral 
𝐴(𝐐) ∝ ∫ 𝜌(𝐫)𝑒𝑖𝐐·𝐫𝑑𝐫 
The integral in above equation is called the atomic form factor, the Fourier transform of 
the electron density of the atom. 
𝑓(𝐐) = ∫ 𝜌(𝐫)𝑒𝑖𝐐·𝐫𝑑𝐫 = {
𝑍 for 𝐐 → 0
  0 for 𝐐 → ∞
 
It is straightforward to infer that the limiting behavior of 𝑓(𝐐) when Q approaches 0 
because the phase factor approaches unity and the total number of electron is the integral 
of the charge density. In the other limit where the wavelength of the radiation is much 
smaller compare to the size of the atom, there is a destructive interference of the waves 
scattered from different electron of the atom. This is due to the fact that the phase factor 
for different electrons will oscillate rapidly around the unit cycle. Therefore the integral 
will tend to be zero even weighted on smooth charge distribution ρ(r).  
 
 
Scattering from a crystal 
In real space, the crystal structure can be described as the convolution of a basis 
and a lattice, as shown in Figure 2.8. Because the scattering amplitude is simply the 
Fourier transform of the crystal structure, the convolution theorem implies that this has to 




extend the scattering amplitude equation to the entire crystal. The scattering amplitude 
from all atoms in a crystal can be written in general as 





Here 𝑓𝑙(𝐐) is the atomic form factor of the atom at the position rl with respect to the 
crystal origin. 
 
For a crystalline material, rl can be decomposed as Rn+rj, where Rn denotes a 
lattice vector (the position of the n’th unit cell with respect to the crystal origin), and rj 
labels the position of j’th atom within the unit cell with respect to the cell origin. 
Rewriting the position vector in such way facilitates the breakdown of the scattering 
amplitude into the product of two summations: 









Figure 2.8: The construction of a two dimensional crystal lattice structure from the 




The second term is a sum over the unit cell and is termed as the structure factor, a 
description of the geometrical arrangements of the atoms in a unit cell.  





Just as the atomic scattering factor is the Fourier transform of the electron density of an 
atom, the structure factor is the Fourier transform of the electron density of a crystal's 
unit cell. Since the unit cell is the fundamental building block of a crystal, 𝐹(𝐐) is the 
primary quantity representing the atomic basis of the crystal structure. For this reason, the 
structure factor plays a prominent role in x-ray crystallography [28]. 
The first term is a sum over the entire lattice, which is nothing more than a 
geometric sum. The scattered amplitude from all unit cells in a crystal is  
𝐴(𝐐) ∝ 𝐹(𝑄)𝑆𝑁(𝐐 ∙ 𝐚) 
Here a is the lattice constant in real space. It is evident to see that 𝐑𝑛 = 𝑛𝐚 because 𝐑𝑛 is 
the lattice vector specified by a set of integers n. Here 𝑆𝑁(𝐐 ∙ 𝐚) is the geometric sum  








In a diffraction experiment, the measured intensity is proportional to the modulus squared 





2 𝐐 ∙ 𝑁𝐚)
sin2(
1





As shown in Figure 2.9, the above equation called N-slit interference function consists of 
𝑁 − 2 interference fringes between two adjacent major peaks whose heights scale as N2 
and widths scale as 2π/N [27]. In the limit of bulk crystal where 𝑁 → ∞, it reduces to a 
Dirac delta function which is zero everywhere except at positions where 
1
2
𝐐 ∙ 𝐚 = 𝑚𝜋 (m 
integer) is satisfied, or in other word, 𝐐 = 𝑚 (
2𝜋
𝐚
) = 𝐆, where G is the reciprocal lattice 
vector. So the above equation can be rewritten using the Dirac delta function in the form 
 






2 = 𝑁 |
2𝜋
𝐚
| ∑ 𝛿(𝐐 − 𝐆)
𝐆
 
For simplicity of the discussion, now let us assume that the crystal consists of a 
parallelepiped with N1, N2, and N3 unit cells in the direction of the three crystal axes a1, 
a2, and a3, respectively, despite that the arguments are valid regardless of the shape of the 
crystal. 




∗ ∑ 𝛿(𝐐 − 𝐆)
𝐆
 
where = ℎ𝐛1 + 𝑘𝐛2 + 𝑙𝐛3, 𝑁 = 𝑁1𝑁2𝑁3 is the total number of unit cells, and 𝑣𝑐
∗ is the 
volume of the unit cell in reciprocal space. 
 Generalized from the above results, it can be concluded that the diffraction pattern 
from a three-dimensional crystal is zero everywhere except at the discrete reciprocal 
lattice points, where the intensity is  









Scattering from thin films 
For two-dimensional thin films, the Dirac delta function character is maintained 
as long as the number of unit cells in the in-plane direction (N1N2) is huge. Assuming the 
thin film has N3 layers, the scattering intensity is written as  







where zj is the height of  j’th atomic layer in the thin film. Because N3 is finite, this term 
can be evaluated analytically. 
 
 
Debye-Waller Factor and Thermal Diffuse Scattering 
In the perfect circumstances, atoms in a crystal are assumed to be rigid because 
they occupy fixed positions within a lattice. However, thermal fluctuations in the atomic 
positions will be present at any finite temperature. Thus atoms arranged on a lattice can 
vibrate. Two effects arise from these thermal vibrations. 
The first one is named as the Debye-Waller factor of the form e-M, where 𝑀 =
1
2
〈𝐐 ∙ 𝐮〉2 and u is the displacement vector of the atom from its equilibrium position due 
to thermal vibrations. These displacement vectors are independent of temperatures. Since 
these vibrations occur even at the absolute zero of temperature, they are also known as 
the zero-point fluctuations[27]. The Debye-Waller factor is purely quantum mechanical 




material because atoms of different materials will respond differently to thermal 
excitations [28]. Although the theoretically derived Debye Waller factor are tabulated in 
[30], for thin films where the response of the atoms to thermal fluctuations is not 
necessarily the same as their bulk counterpart, this factor is usually left as a free fitting 
parameter determined from the experimental data. 
The second one is called thermal diffuse scattering (TDS). This phenomenon is 
resulted from the anisotropic vibrations of the atom due to different phonon modes in a 
crystal [27,28]. Its diffuse nature provides information on the low energy elastic waves in 
the lattice. TDS has an intensity that increases as the displacement increases, and has a 
width that is determined by the correlations between the displacements of atoms [31]. In 
the diffraction pattern, TDS gives rise to a series of broad diffused peaks in high 
symmetry directions from the Bragg peaks. Thus there is not much interference from the 





Chapter 3: Experimental Methods 
3.1  Introduction 
The small cross-section of thin film materials made the use of in-lab x-ray sources 
for detailed structural determination at the atomic level almost impossible. Synchrotron 
radiation has distinct advantages in surface studies as a photon source with a very bright 
and highly collimated beam; by using these characteristics, atomic sensitivity and 
selectivity can be obtained [28]. This is of fundamental importance to investigate the 
structural environment of atoms present only in a few angstrom thick thin films. The 
third-generation synchrotron radiation sources have allowed us to reach the limit of 
measuring a monolayer or a few layers of material. 
This chapter provides an overview of the methods and equipment that were used 
in this research. First, a brief introduction to the ultrahigh vacuum (UHV) chamber and a 
general description of the vacuum pumps are given because all the experiments are 
carried out under the UHV environment. All of the experimental data in this work were 
collected using monochromatic x-rays from an undulator source at a third-generation 
synchrotron storage ring. The synchrotron facility and a brief overview of how the x-ray 
beam is generated are described, along with a detailed explanation of the hutch, chamber, 
and experimental equipment. Next, the methods used to prepare graphene on top of the 
SiC substrates and grow TiSe2 films using Molecular Beam Epitaxy (MBE) are 
discussed. It has been proved that bilayer graphene on SiC surface provides a suitable 




deposition has a high atomic uniformity in thickness that enables monolayer-resolved x-
ray studies to be accomplished. 
 
3.2  Ultrahigh Vacuum 
 Ultrahigh Vacuum (UHV) is the vacuum regime characterized by pressure down 
to around 10-9 Torr range. For surface science experiment where the scope is focused on 
atomic scale systems, precise control of the cleanliness of the sample surface and keeping 
it free of contaminations are crucial. A surface, by definition, is exposed to the ambient 
environment. Thus it is always prone to various contaminations. Reactive gases may 
leave residual gas atoms chemically bond to the top layer atoms at the surface to form 
unwanted molecular compounds. Even inert gasses will have condensed layers of gas 
atoms or molecules adsorbed onto the surface. Herein lies the utility of a UHV chamber.   
A rough indication of the length of time a sensitive sample surface can be kept 
clean in a vacuum environment is the time it takes for a single layer of molecules to form 
on the surface assuming a unity probability for sticking. For a surface in contact with an 
ideal gas at pressure P and temperature T, the molecule flux per unit surface area per unit 





where m is the molecular mass and kB is the Boltzmann constant. For example, under a 
pressure of 10-6 Torr at room temperature, the surface will be completely covered by the 




surface will stick to it [32]. Keeping the sample in 10-9 Torr range will extend the sample 
surface’s lifetime to several hours or a few days. By removing a majority of the ambient 
gases in the chamber, a sample surface can be kept clean for a prolonged time during 
which it can be manipulated in a controllable and repeatable manner to study its physical 
properties. 
 In order to achieve and maintain UHV pressures, specialized pumps must be used 
to evacuate the chamber initially, and then to balance the gas load that is continually 
being produced by outgassing from exposed surfaces and diffusion into the chamber. In 
all cases, a single pump is only appropriate for a certain range of pressures; hence, a 
series of pumps must be used in sequence to attain very low pressures. A routine 
procedure for achieving UHV range is as follows: First of all, the chamber must be 
assembled leak-tight, particularly in the joints of flanges. In the startup process, a 
roughing pump is used to provide the minimum vacuum (typically < 10-1 Torr) required 
operating the turbomolecular pump. Once the turbomolecular pump takes over, the 
chamber pressure can achieve 10-8 Torr range within a few hours. Then an ion pump is 
used to further lower down the pressure. To obtain the UHV range, a bake-out of the 
chamber must be carried out, during which the chamber is heated to 150ºC for hours to 
days, depending on the system. In this process, a majority of the gas molecules that have 
been absorbed by the inner walls of the chamber are pumped out by the ion pump. After 
the bake-out, a titanium sublimation pump (TSP) is used periodically to deliver additional 











A roughing pump is any vacuum pumps used for bulk gas removal of the system 
in initial stages. The term “roughing” derives from the pressure range it operates in, 
above 10-3 Torr. Its pumping mechanisms are only valid in the regime where there is still 
a normal gas flow. There are two major types of roughing pumps, oil-sealed roughing 
pumps and dry roughing pumps. Essentially, all types of roughing pumps work in the 
same way: the volume of the system is expanded in the pump. Then the expanded volume 
in the pump is sealed off and the gas inside this volume is removed from the system. This 
process is repeated in cycles [33]. The roughing pump used in the experimental setup for 
this research was sealed with oil, which is a highly undesirable substance to get into a 
UHV chamber. Thus these pumps are never connected directly to the chamber but are 
rather used to “back" the outlet of another pump, usually a turbomolecular pump, as a 
final stage in a chain of pumping stations.  
 









A turbomolecular pump is a type of vacuum used to obtain and maintain pressure 
on the order of 10-8 Torr range [34]. It has very high pump speeds, low ultimate 
pressures, and operates cleanly and reliably with very little back streaming of oils into the 
chamber. A turbomolecular pump works on the principle that gas molecules can be given 
momentum in the desired direction by repeated collision with a moving solid surface 
[27]. In a turbomolecular pump, a rapidly spinning fan rotor consists of consists of a 
series of turbines that spin at 105 to 106 rpm. The rotor hits gas molecules from the inlet 
of the pump towards the exhaust in order to create or maintain a vacuum. The blades of 
turbines impart their momentum to the gas molecules most efficiently in the molecular 
flow regime. Therefore it is not suitable for exhausting directly to atmospheric pressure 
and must be backed by a roughing pump which is described above. In the UHV systems, 
 




a turbomolecular pump is often used to reduce the pressure low enough so that the ion 






An ion pump is a type of vacuum pumps capable of reaching pressure as low as 
10−11 Torr range. Its general principle of operation is to ionize any gas molecules that 
happen to wander into the body of the pump and then accelerate those ions through a 
high-voltage (typically 3–7 kV) electric field and capture them by a solid electrode and 
its residue. Collisions produce the ions with high energy electrons that are discharged 
from the cathode. The probability of creating a collision between the electrons and the 
gas molecules in the vacuum is increased by confining the electrons within the circular 
anode rings produced by strong permanent magnets outside the vacuum. The collision 
removes electrons from the gas molecule’s valence shell and changes the molecule into a 
positive ion. The positive ions are forced out of the anode tube by the high voltage field 
 




at a high velocity towards the cathode. The impact is called sputtering [35]. Cathode 
materials are ejected toward the anode tube, and the ions are chemically and physically 
react with the cathode material. The ion pump is especially preferable for UHV systems 
for it is clean (no oils), is dependable (no moving parts), has long service life (several 
decades if maintained properly), and has a very low ultimate pressure. Also, it pumps all 
kinds of gas molecules including inert gases such as Argon.  
 
Titanium sublimation pump 
 
The titanium sublimation pump (TSP) reduces the pressure inside the chamber not 
by moving the gas molecules from the inside to the outside, but it traps them by 
chemically bonding the gas molecules into solid compounds. This process is called 
gathering.  It consists of a titanium filament through which a high current (typically 
around 48 Amps) is passed through periodically [36]. This current causes the titanium 
filament to reach its sublimation temperature, and hence the surrounding chamber walls 
are coated with a thin film of clean titanium. The residual gas molecules in the chamber 
are likely to react with it and to form a stable, solid product (e.g., Titanium Oxide) 
 




because clean titanium is extremely reactive. Thus, the residual gas is removed and the 
gas pressure in the chamber is reduced. However, after some time, the titanium film is no 
longer clean, and hence the effectiveness of the pump is reduced. After a certain time, the 
titanium filament should be heated again, and a new film of titanium is re-deposited on 
the chamber wall [36]. Therefore the TSP usually only used at very low pressures. 
 
Bake-out 
The bake-out is a critical process for achieving low UHV pressures. Baking the 
system at temperatures above 100℃ for an extended period (a few days) can accelerate 
the process of removing multiple layers of material (mostly water vapor) that has been 
absorbed by the internal chamber wall. Following the bake-out, any samples, sources, 
crucibles, and filaments inside the chamber must be subsequently outgassed near their 
operating temperatures to avoid any contaminations of the vacuum system. Baking out 
the chamber is a crucial requirement for reaching low UHV pressures.  
 
3.3  Synchrotron X-ray and Beamline Components 
Synchrotron radiation, an extremely powerful source of x-rays, takes its name 
from a specific type of particle accelerator [28]. A breakthrough moment came when it 
was discovered that electrons circulated at a relativistic speed stored in the storage rings 
for high-energy physics experiments could be used to generate x-rays. Improvements in 
the flux, brilliance, focus, and the energy selections of synchrotron x-ray sources have 




The entire world of synchrotron science depends on one physical phenomenon: 
When a moving electron changes direction, it emits energy. When the electron is moving 
fast enough, the emitted energy is at the x-ray wavelength [37]. A synchrotron machine 
accelerates electrons to extremely high energy and then make them change direction 
periodically. The resulting x-rays are emitted as dozens of focused beams, each directed 
toward a beamline next to the accelerator [37]. The gigantic machine operates day and 
night, with periodic short and long shutdowns for maintenance. 
All of the experimental data was collected at Sector 33-ID-E, Surface Diffraction 
Station, Advanced Photon Source (APS), Argonne National Laboratory (ANL), located 
in the southwest suburb of Chicago, IL. Below is a brief overview of the synchrotron and 







Here, the electrons for the storage ring are produced in an electron gun, a device 
similar to the cathode ray tubes found in older televisions or computer screens [37]. 
These electrons are packed into “bunches” and then accelerated to 450 MeV [38], high 





Figure 3.5: An aerial view of the APS showing the approximate location of Sector 33 





Electrons are injected into the booster synchrotron, a racetrack-shaped ring of 
electromagnets, and accelerated from 450 MeV to 7 GeV in one second [38]. The 
electrons are now traveling at >99.999999% of the speed of light. The accelerating force 
is supplied by electrical fields in four radio frequency cavities. The booster synchrotron 
only works a few times a day for a few minutes, when the storage ring is refilled. Every 




The storage ring is a tube of 1104 meters in circumference where the electrons 
circle for hours close to the speed of light [37,38]. The tube is maintained at very low 
pressure (around 10-9 Torr). In order to maintain the orbital path of the electrons, different 
kinds of magnets need to be used to increase the electron field strength in synchronization 
with the radio frequency field. The synchrotron radiation is produced either by the 
bending magnets (BM) which keep the electrons in a closed orbit, or in insertion devices 










 X-ray can be easily produced by shooting an electron through a magnetic field 
because electrons traversing the periodic magnet structure are forced to undergo 
oscillations and thus to radiate energy out [39]. A much more intense source of x-rays can 
be constructed by putting a series of magnetic fields oriented in opposite directions 
together (Figure 3.6). Such a device is commonly referred to as an undulator, an insertion 
device that can produce very intense and concentrated in narrow energy bands in the 
spectrum [28,39]. It consists of periodic pairs of dipole magnets. The static magnetic field 
alternating along the length of the undulators and the spacing between the magnets are 
 
Figure 3.6: The alternating poles of an undulator create a series of small amplitude 
oscillations in a forward moving electron, which emits x-rays at each pole. A certain 
fundamental wavelength is selected by the path length traveled, which is determined 




tuned such that the radiation emitted from the electrons in one oscillation of its path is in 
phase with the radiation emitted from the other oscillations. Since the coherent sum of the 
amplitudes of the radiation from each oscillation is only valid for a very narrow band of 
energies, the undulator effectively compresses the energy spectrum of the emitted x-ray 
so that it is concentrated at certain energies.  The undulator used in Sector 33ID provides 




A monochromator is an optical device that transmits a narrow selectable band of 
wavelength of radiation chosen from a wider range of wavelength of radiation at the input 
 
Figure 3.7: A double-crystal monochromator. Polychromatic x-ray (white beam) light 
is incident on the first set of lattice planes. Essentially only one wavelength of this 
light fulfills the two successive Bragg conditions necessary to be well reflected from 




[28,40]. After an initial polychromatic beam (white beam) slit that is used to select the 
central cone from the undulator radiation, the energy selection is performed by using a 
double crystal Si(111) monochromator (DCM) located approximately 45 meters from the 
source. The first crystal is cooled by liquid nitrogen to disperse the large heat load of the 
intense white beam. This device depends on two successive application of Bragg’s Law 
for crystal diffraction. By choosing a particular lattice spacing of the first crystal 
presented to the beam, different wavelength of incident beam are reflected at separate 
outgoing angles. This spatially separated polychromatic beam then hit on the second 
crystal, where there is only one wavelength is at the correct incident angle to fulfill its 
Bragg condition. Thus by adjusting the angle of the incidence of the incoming x-ray with 
the crystal, the outgoing beam from the second crystal virtually achieves a 
monochromatic beam, as shown in Figure 3.7.  
 
3.4  APS 33-ID-E Beamline 
 The instrument used to collect the x-ray diffraction data was the surface x-ray 
diffraction station in Hutch E at Sector 33-ID (Figure 3.8). It consists of a six-circle 
diffractometer coupled with a standard MBE chamber including standard analysis tools 
[41]. The center of the chamber is located approximately 70 meters from the undulator 
source and 23 meters from the last focusing element (the first mirror) in the beamline 
[27].  The x-ray beam size is defined by a pair of slits at the front of the hutch with 
typical cross-sections being about 0.5 × 0.5 mm2. The scattering intensity is normalized 




The MBE chamber, which is operated under ultrahigh vacuum condition, is equipped 
with an ion pump, a Titanium sublimation pump, a turbomolecular pump, and a roughing 
pump. Under typical operating conditions, the base pressure is approximately 1×10-10 
Torr.  
 
The system is also equipped with a reflection high-energy electron diffraction 
(RHEED) gun to check the initial quality of the thin films and to observe different 
surface structures while preparing the sample. RHEED is a powerful technique for 
qualitative surface characterization of crystalline structures. It is faster and easier to setup 
than the x-ray diffraction, but does not provide quantitative structural characterization as 
 
Figure 3.8: The surface x-ray diffraction station at Sector 33ID-E. The MBE chamber 
was specially designed and built to be integrated with a six-circle diffractometer. 




the latter does [42]. RHEED only gathers information from the surface layers of the 
sample because the combination of grazing incidence and strong electron-substrate 
interactions reduces the penetration depth of incident electrons to a few monolayers [43].  
 
 
The entire chamber is sitting on top of a six-circle diffractometer. The design is 
implemented in a design allows accurate reciprocal space mappings over a wide range of 
momentum transfer with ease of use, alignment, and maintenance [41]. The six-circle 
configuration made the scanning in the incident and outgoing directions much easier. The 
sample is mounted vertically behind a large semi-cylindrical Beryllium window that 
allows the incident and exiting x-ray beams to pass into and out of the MBE chamber. 
 
Figure 3.9: Systematic setup of the electron gun, sample and detector components of a 
RHEED system. Electrons follow the path indicated by the arrow and approach the 
sample at grazing incidence. The sample surface diffracts electrons, and some of these 
diffracted electrons reach the detector and form the RHEED pattern. The reflected 




Two of the diffractometer angles are used to orient the surface normal of the sample such 
that it is horizontal and coincident with the φ axis of the diffractometer — φ and χ angles. 
χ is defined as the rotation about the incident beam, while the φ axis can be used to rotate 
the sample about its normal. The laser alignment is accomplished by reflecting a laser 
beam from the sample surface through a large window on the end of the UHV chamber 
and rotating φ and χ. When the reflected beam stays stationary through a full rotation, the 
sample normal is aligned with the φ axis of rotation. These two angles are then fixed for 
the rest of the experiment. The remaining three degrees of freedom of the diffractometer 
are μ, γ, and δ. μ is the rotation of the entire table about a vertical axis to select the 
incident angle α. γ and δ are the two perpendicular rotation axes for the detector: γ to 
select the exiting angle β and δ is an additional horizontal rotation axis coincident with 
the φ axis for measurements of large in-plane components of momentum transfer [41]. 
This mode of operation of the diffractometer is called the z-axis mode, and its 
configuration is described in detail in [44]. In Figure 3.8 the δ angle is set to around 40° 
so that the detector arm does not block the view. The detector is mounted behind a pair of 
slits located approximately 600 mm from the center of rotation of the diffractometer, 
which is the intersection of all rotation axes. The speed reducing gearboxes are used on 







3.5  Sample Pretreatment 
The 5 mm × 18 mm SiC(0001) substrates were cut from Silicon face terminated 
single side polished commercial 6H-SiC(0001) wafers from Princeton Scientific Corp. 
The sample was degreased using an ultrasonic cleaner while submerged in acetone, 
ethanol, and methanol bath successively, 15 min each, and then blow dried under dry 
nitrogen flow [45]. The primary purpose of cleaning is to assure a low outgassing rate of 
the sample under vacuum. Then the sample was mounted on the sample holder as shown 
in Figure 3.11, with various components labeled. The sample temperature was monitored 
by a pair of thermal couples attached to the tantalum clips. The sample was thermally 
 




anchored to an open-cycle liquid nitrogen cryostat built into the end of the sample arm 
via sapphire blocks under the sample. Due to sapphire’s good thermal conductivity at low 
temperatures, this setup allows for cooling of the sample to the base temperature of 
around 100 K within one hour while keeping the sample electrically isolated from the 
mounting arm. The sample can be heated either by passing a direct current through the 
sample itself, or via indirect heating from a tungsten coil positioned behind the sample. 
An infrared pyrometer was used to verify the sample temperature above 550 ℃. 
 
After being transferred into the chamber and pumped down, any residual 
contaminations on the sample were removed by prolonged heating at 650 ℃ for 3 to 12 
hours, by direct current heating. Figure 3.12 shows the RHEED pattern of the untreated 
SiC substrate with a (1×1) surface reconstruction [46]. 
 






The preparation of bilayer graphene by thermal decomposition of SiC has been 
proposed as a viable route for the synthesis of uniform, wafer size graphene layers for 
van der Waals type of thin film growth [46]. It has been shown that homogeneous 
monolayer graphene or multiple graphene layers could be obtained by annealing SiC 
substrates under argon atmosphere [47], or by multiple flash cycles in the UHV 
environment [48]. √3 × √3𝑅30° pattern begin to form at around 900 ℃ and will cover 
the entire surface with repeated heating under 1000 ℃ (Figure 3.13).  
 
 
Figure 3.12: RHEED pattern for SiC(0001) with (1×1) surface reconstruction. 
 




Further annealing from 1000 ℃ up to around 1200 ℃ lead to a surface 
reconstruction of 6√3 × 6√3𝑅30° and this pattern can persist all the way up to 1400 ℃. 
Its formation and the later graphitization of the surface are both gradual transitions and 
can co-exist within a wide range of temperature. The surface quality can be better 
controlled with some suppressing agent like argon [47], which can prevent the silicon 
atoms from leaving the surface too fast.  
 
To obtain large-scale uniform bilayer graphene, the flash annealing process 
involves annealing of the SiC substrates at 1300 ℃ for 30 seconds followed by quenching 
at 650 ℃ for a minute [48]. This cycle is repeated 80 times. Longer heat flash tends to 
generate the graphene layers faster, but the uniformity might be seriously compromised 
and the surface might be buckled. The formation of bilayer graphene is difficult to 
observe and confirm by RHEED. A more affirmative signature is the formation of 
graphene’s truncation rod using x-ray scans.  
 
 





3.6  Thin Film Growth by Molecular Beam Epitaxy 
The TiSe2 thin films studied in this research are grown by Molecular Beam 
Epitaxy (MBE), an epitaxy method for thin film deposition of single crystals in a UHV 
chamber. The most important advantage of MBE is that its deposition rate is generally 
slow (typically less than 3000 nm per hour), which allows the films to grow epitaxially 
[49]. The long mean free path in a UHV environment permit the existence of well-formed 
beams of atoms or molecule. The beam is produced by evaporation or sublimation of the 
source material from a crucible or source heated to high enough temperatures. Thus, the 
crucible itself must be made from materials with a high melting point, low vapor 
pressure, and low tendency to alloy or react with its content. The candidates are 
molybdenum, tungsten, or alumina. The crucible is brought up to the evaporation 
temperature through resistive heating. Given a fixed distance from the source to the 
substrate, the deposition rate is determined by the power supplied to the source. The 
uniform and stable temperature is accomplished by enclosing the crucible in multiple 
layers of thermal shield and using a temperature controller with feedback from a pair of 
thermal couples near the crucible. The opening at the end of the crucible is small which 
effectively collimated the molecular beam to direct towards the sample. 
A schematic diagram of the MBE setup is shown in Figure 3.15. The principle 
behind this method is simple: a substance such as Ti or Se is evaporated and the vapor 
deposited on a substrate such as SiC. The Titanium and Selenium sources are evaporated 
from a mini Ti-ball and a Knudson effusion cell, respectively. The high purity materials 
that are contained in the crucible evaporate and condensate onto the sample. The actual 




calibrates the deposition rate by measuring the change of the oscillation frequency of a 
quartz crystal, whose mass varies based on the deposition. The inaccuracy of XTM is 














Chapter 4: Theory of Charge Density Waves 
4.1  Peierls’ Instability 
The most basic model that illustrates the origin of a Charge Density Wave (CDW) 
phase transition is Peierls’ instability, a distortion of the periodic lattice of one-
dimensional crystal. An example of Peierls’ crystal is TaS3. This theory is best explained 
by considering an atomic chain of period a, with one electron at each site. The energy gap 
is half-filled with the Fermi wavevector kF at half of the Brillouin zone 𝜋/𝑎. Imaging a 
lattice distortion where every other atom moves closer to one neighbor and further away 
from the other one. Thus, the period is doubled from a to 2a, which will lead to a 
modulation of the electronic density called CDW, and a superstructure. The doubling of 
the unit cell also introduces new band gaps located at multiples of 𝑘 = ±𝜋/2𝑎.  
 
 
Figure 4.1: The lowest energy bands of a distorted one-dimensional lattice. Energy 
gaps appear in 𝑘 = ±𝜋/2𝑎 as a result of the Peierls' instability. Red and blue curves 




There are two competing energies involved in this phase transition: the elastic 
energy is gained because of the lattice distortion, and the electronic energy is reduced due 
to the reduction of the Brillouin zone, i.e., the lowering of energy for the occupied states 
at 𝑘 = ±𝜋/2𝑎 [25,50]. The deformation proceeds until limited by the increase of elastic, 
and the equilibrium deformation Δ is given by the root of  
𝑑
𝑑𝛥
(𝐸𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐) = 0 









Here C is the force constant of the atomic chain. Assume that the ion contribution to the 
lattice potential seen by a conduction electron is proportional to the deformation is 
𝑈(𝑥) = 2𝐴𝛥 cos 2𝑘𝐹𝑥, where A is a proportionality constant. It can also be interpreted as 
some kind of coupling constant between electrons and phonons. The electronic as a 
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The result is in the form of the energy gap equation in the BCS theory of 
superconductivity. The deformation Δ is a collective effect of all the electrons [25]. For 
small distortions, the energy penalty due to the lattice distortion is compensated by the 
reduction of electronic energy, and the total energy is lowered by distorting the lattice. 
Thus, the CDW phase develops and the one-dimensional lattice undergoes a distortion 
spontaneously [11].  
 
 
4.2  Fermi Surface Nesting 
The previous section showed that, for one-dimensional systems, the electronic 
energy could be lowered by opening up a gap in the CDW phase at a particular wave 
vector q. The phase transition is preceded by the softening of a phonon mode, until it 
freezes at TCDW, giving rise to a periodic lattice distortion with the same wave vector q. 




that there are two parallel fragments of a Fermi surface such that a single q vector can 
connect many pairs of electronic states. In other words, there is a large number of 
electron excitation possible at the Fermi surface, all of which take place from –kF to kF. 
This is called Umklapp scattering.  
A one-dimensional system automatically has perfect nesting because its Fermi 
surface consists of two points. One can be perfectly superimposed on the other by simple 
translation. The situation is more complicated for systems with higher dimensions. For a 
two-dimensional system, the Fermi surface is a cylinder and the overlap is reduced to a 
line on the cylindrical Fermi surface. For a three-dimensional system, there is only a 
single point on the Fermi sphere for electron-hole excitations of a particular vector 2kF 
[50]. As a disclaimer, not all CDW phase transitions are driven by nesting, and not all 





Figure 4.2: Fermi surface and nesting vectors of electron systems of various 





When some part of a Fermi surface can be superimposed onto another part of the 
Fermi surface by a translation of a particular wave vector q, it is said the Fermi surface is 
partially nested. An example of Chromium is shown in Figure 4.3. Chromium experience 
a transition from a paramagnetic state to spin density wave (SDW) state at 311 K [53]. It 
is body-centered cubic metal whose Fermi surface features many parallel boundaries 
between electron pockets (green) centered at Γ and holes pockets (blue) centered at H 
[54]. These parallel regions can be connected by a nesting vector q which is shown in 
red, resulting in an SDW state with real space periodicity being 2𝜋/|𝐪|. The formation of 




Figure 4.3: A sketch in k-space of a (001) section of the Fermi surface of Cr. The band 
structure of Cr yields an electron pocket (green) centered at Γ and a hole pocket (blue) 
centered at H. The surrounding black square indicates the boundary of the first Brillouin zone. 





4.3 Application to TiSe2 
TiSe2 is one of the simplest and most widely studied CDW systems with a bulk 
transition temperature of 𝑇𝐶 = 205 K. Surprisingly, the mechanism for this seemingly 
basic transition remains a puzzle after decades of research. It does not fit into the standard 
model on Fermi surface nesting because the topology of its Fermi surface does not show 
large parallel components. Self-consistent calculations of the electronic structure have 
found the normal phase to be semi-metallic with a small negative indirect gap across Γ 
and L, and there is no obvious nesting. Upon cooling to below TC, the occupied valence 
band is depressed in energy, giving rise to a larger gap and a depressing of the electronic 
energy. The minimum of the conduction band move to a new location that is significantly 
deviates from L. An excitonic mechanism and a novel indirect Jahn-Teller effect model 
are favored by most researches at present [10,55]. 
The context of a band Jahn-Teller mechanism for the CDW transition in TiSe2 has 
been initially proposed by Hughes et al. [16] in 1977 and defended by Rossnagel et al. 
[56,57]. This model has been verified by our angle-resolved photoemission spectroscopy 
(ARPES) measurements on bulk TiSe2 by Tidd et al. [10] in 2002 (Figure 4.4). The 
displacements of the Ti and Se atoms in the CDW phase indicate a structural phase 
transition from 1T octahedral to the 2H trigonal prismatic structure. The upper and lower 
Se octahedron are rotated in the opposite directions (Figure 1.3). The conduction band 
with a predicted Fermi crossing near the zone boundary is triply degenerate. The lattice 




Se 4p valence bands are pushed to lower energies [10,55]. The resulting direct p-d 
interaction is a fundamental element in the CWD transition. The lattice distortion is a 
structural phase transition driven by a strong electron-phonon coupling [56]. Another 
important ingredient of the CDW phase transition in TiSe2 is the electron-hole coupling, 
or an excitonic mechanism. An oppositely charged electron-hole pair may bind into an 
exciton. Within this model, the CDW instability arises from direct Coulomb interaction 
between the Γ holes and the L electrons. If its binding energy is bigger than the gap and 
the Coulomb screening is weak due to a low carrier density, the system becomes unstable 
in the formation of excitons at sufficiently low temperatures. The resulting excitonic 
insulator is a macroscopic condensate of electron-hole pairs characterized by a 
redistribution of the electronic charge, which gives rise to a CDW phase transition. The 
formal description of this macroscopic ground state of condensed excitons is very similar 
to the BCS theory of superconductivity. Knox et al. [18] first showed that if the exciton 
binding energy exceeds the magnitude of the bandgap, the system would be unstable 
towards exciton formation. Kohn et al. [19] later demonstrated that for bands with very 
different effective mass, multiple phases of exciton formation could be possible with an 
evolution of the band gap by some external parameter [10].  
The question here is whether the p-d interaction between the conduction and 
valence bands is phononic or excitonic. When the coupling occurs via phonons, the CDW 
transition can be seen as a (Peierls-like) Jahn-Teller band instability, and the lattice 
distortion is the driving force. On the other hand, if the interactions are coupled via direct 
Coulomb interactions, the CDW transition has an excitonic mechanism. The instability is 




finite electron-phonon coupling. It must be pointed out that, although the driving 
mechanism might be different, the outcome of Peierls or excitonic insulator instabilities 
is fundamentally the same: a novel ground state with broken translational symmetry 
exhibiting a CDW phase transition coupled with a structural phase transition. Moreover, 





Previous photoemission measurements [1,10,59,60] of the band structure of TiSe2 
revealed an unconventional CDW phase transition from a very small gap semiconductor 
in the normal phase, to another semiconductor with a larger gap in the CDW phase. The 
 
Figure 4.4 (a) Band structure of TiSe2 in the normal phase at 260 K. The symbols 
represent data and the curves are fits. (b) Same as (a) except T = 100 K. The dispersion 
direction for the valence bands (filled circles and solid curves) is along Γ-K (highly 
isotropic near Γ), with zero at Γ. The dispersion directions for the conduction bands 
are along L-H (solid curves and solid diamonds) and L-A (dashed curves and open 





gap remains indirect, although at different locations in its Brillouin zone. The analysis 
clarifies the nature of the CDW transition as one involving a combination of electron-
hole coupling and an indirect Jahn-Teller effect. The key feature of this mechanism is a 
small gap accentuating the electron-hole coupling. In the present case, the lattice 
distortion leads to a splitting of the degenerate conduction bands. This behavior is similar 
to the Jahn-Teller effect except that the splitting occurs in the unoccupied states, and 
there is no energy lowering for the system [10]. However, the bottom conduction band 
cannot overlap the valence band due to the electron-hole coupling, and the consequence 
is that the top of the valence band gets pushed down, resulting in a lowering of the system 
energy [10]. Thus, this mechanism is called an indirect Jahn-Teller effect, as the valence 
band itself does not split, but instead pushed down by the splitting of the conduction 
bands. The conduction band degeneracy and splitting turn out to be a critical feature for 





Chapter 5: Experimental Results 
5.1  Experiment Overview 
This research project is a study of the formation, structure, and properties of 
quasi-two-dimensional CDW systems in TiSe2, prepared by in situ molecular beam 
epitaxy [61]. X-ray diffraction measurements were performed at the surface x-ray 
scattering station, Sector 33-ID-E, Advanced Photon Source (APS), Argonne National 
Laboratory (ANL). The energy of the incident x-ray radiation was chosen to be 19.9 keV. 
The scattered radiation was detected using a Pilatus 100K area detector. A Si-terminated 
SiC(0001) wafer was used as the substrate. After degassing at 650 °C under ultrahigh 
vacuum for several hours, the substrate was flash annealed at 1300 °C briefly over 
multiple cycles to form a well-ordered bilayer graphene on the surface [48,62]. Samples 
of 1-, 2-, and 5-TL TiSe2 samples were prepared in situ by molecular beam epitaxy 
within the x-ray diffraction chamber [41]. These were grown on a substrate of bilayer-
graphene-terminated 6H-SiC(0001) by co-deposition of Ti and Se under a high Se 
overpressure to avoid Ti and Se agglomeration and to promote Ti-Se bond formation. The 
graphene termination leaves no dangling bonds on the surface [48]. The resulting 
overlayers were well ordered based on diffraction and showed an in-plane orientation 
parallel to that of the substrate, but the in-plane lattice constant is unstrained and 
incommensurate with respect to the substrate (the measured in-plane lattice constants for 
the graphene and TiSe2 are 2.461 and 3.538 Å, respectively). The interfacial bonding is 
expected to be of the van der Waals type and very weak because of the 
incommensuration. The substrate temperature during growth was maintained at ~220C. 




contact. The temperature of the sample assembly was measured by a thermocouple 
mounted on the sample holder. Liquid nitrogen was used to cool the sample holder block. 
The sample holder assembly, which is equipped with an open-cycle liquid nitrogen 
cryostat, allows cooling to 110 K within one hour, starting from the room temperature. 
The sample can also be heated up to the growth temperature by passing a current through 
the sample or by a filament heater underneath the sample. Detailed discussions are 
presented for 1-, 2-, and 5-TL samples. Measurements are performed as a function of 
temperature across the CDW phase transition to determine the transition temperature and 
atomic behaviors. Reciprocal spacing mapping is carried out including crystal truncation 
rods for a detailed characterization of the thin film and interfacial structure. The Se and 
Ti atomic displacements as a function of temperature, with a high sensitivity of 0.001 Å, 
show a (2×2) CDW structure below the transition temperature. The temperature 














5.2  X-ray Diffraction Results 
The structure calculation for single layer TiSe2 thin film implies that the (3/2, 3/2) 
peak is the most intense fractional order peak, and therefore it is chosen for the present 
analysis (Figure 5.1). Figure 5.2 shows normalized line scans along M   in 
reciprocal space for 1-, 2-, and 5- TL samples, respectively, at temperatures ranging from 
~140 to ~290 K as indicated. Here,   and M  are projections of  and M onto the basal 
plane [see Figure 1.3(b)]. Each scan took 300 sec. The momentum transfer is (q, q, 0.2), 
where q ranges from 1.25 to 1.75 for 1- and 5-TL and 1.45 to 1.55 for 2-TL, and the 
perpendicular momentum transfer 0.2 is chosen to be small for stronger intensity. The 2-
TL sample has a narrower FWHM because of a slightly better growth condition. The 
scans for each sample show a peak at q = 3/2 that emerges and intensifies below 
transition temperatures TC1, TC2 and TC5, respectively, for the three samples. This is a 
half-order peak corresponding to a (2×2) CDW phase. While the behavior appears similar 





For comparison, Figure 5.3 shows integral Bragg peaks at (1, 1, 0.2) for the 1-, 2-, 
and 5-TL samples, respectively. By sharp contrast, these peaks do not show any 
appreciable changes across the transition temperature. The intensity of the half-order 
peak is very weak, about 0.5% of that of the corresponding integral Bragg peak, 
indicating very small atomic displacements associated with the CDW. Careful shielding 
of stray scattering during the experiment was essential to the observation of the half-order 
peaks. The widths of the Bragg and CDW peaks can be attributed to a mosaic spread and 
modulation effects caused by the incommensurate interface. The measured widths 





Figure 5.1: Single layer TiSe2 structure factor calculation at T = 10 K, L = 0.1 in the 
HK plane. Area of bubble is proportional to cubic root of intensity. (1.5 1.5 0.1) is the 






















Figure 5.2: (a) Line scans in reciprocal space along M   for single-layer TiSe2. 
The momentum transfer q = (q, q, 0.2) is expressed in terms of reciprocal lattice units 
(r.l.u.). Data points are shown as squares and the curves are Gaussian representations. 
A fractional-order peak centered at q = 3/2 is seen at temperatures below the single-
layer transition temperature TC1 = 233 K. (b) Similar results for a 2-TL sample. The 
transition temperature TC2 = 228 K is close to the single-layer case. (c) Similar results 







Figure 5.3: Line scans in reciprocal space along M M  for 1-, 2-, and 5-TL TiSe2. 
The momentum transfer q = (q, q, 0.2) is expressed in terms of reciprocal lattice units 




Figure 5.4 presents for each sample the integrated (3/2, 3/2) peak intensity as a 
function of sample temperature obtained by direct data summation for q with the 
background removed. There is a sharp onset at TC1, TC2 or TC5 followed by a continuous 
rise at lower temperatures, as opposed to a jump in intensity; the behavior is indicative of 
a BCS-like second-order phase transition. The curves in Figure 5.4 are fits based on a 
mean-field theory to be described below. The fits yield TC1 = 232.6  0.8 K,  TC2 = 228.7 
 0.7 K and TC5 = 204.0  1.0 K. The errors are extracted from the data scattering only 
and do not include systematic errors. The sample temperature was determined during the 
experiment using a thermocouple; we estimate an absolute error of about 0.5 K in 
addition to the data statistical error. Near and below the transition temperature, the 
intensity rise is expected to be linear for a second-order mean-field-type transition. The 
purple lines in Figure 5.4 indicate the initial slopes and the linear power law near the 
onset. The measured TC5 is in close agreement with the known CDW transition 
temperature of bulk TiSe2, TCB = 205 K. The implication is that the CDW in a 5-layer 






Figure 5.4: Integrated intensity, indicated by squares, of the (3/2, 3/2, 0.2) peak as a 
function of temperature for a 1-, 2-, and 5-TL sample. The green curve is a BCS mean-
field fit. The blue dashed line indicates the transition temperature from the fit, and the 






5.3  Lattice Distortions 
Prior studies based on analytic modeling of the lattice dynamics [2,3,5,63] and 
first-principles calculations [1,59,60] have indicated a lattice instability in TiSe2 that 
involves a symmetric triple-q soft mode at the zone boundary with the lattice distortion 
pattern shown in Figure 1.3(a) and Figure 5.5, where the arrows indicate atomic 
displacements at T = 0 K, exaggerated by a factor of about 20. Each Ti (Se) atom is either 
stationary or displaces by Ti  ( Se ) along one of three symmetry-equivalent directions 
oriented at 120 apart. The atomic displacement pattern for the 2×2×2 soft mode in 1-TL 
TiSe2 is shown schematically in Figure 5.5. The soft mode corresponds to the lowest 
phone mode at the L point in the 1×1×1 Brillouin zone [7]. Atomic displacements in the 
immediate neighboring TLs have the same magnitude but point in opposite directions [3]. 
The plotted area in Figure 5.5 corresponds to a 2×2×1 unit cell. Each Ti (Se) atom is 
either stationary or displaces along one of three symmetry-equivalent directions separated 
by 120 within the xy plane. The pattern can be described in terms of two vortexes of 
atomic rotation, one about each stationary Se atom, as indicated by the two dashed circles 
in the figure. Each vortex is associated with counter rotations of 3 Ti and 3 Se atoms. The 
two vortexes within a 2×2 unit cell are related by mirror symmetry about a vertical line 
(y-axis) through the center of the 2×2 unit cell. The displacement field can be described 
in terms of superpositions of these vortexes, each characterized by a displacement 
amplitude of Ti/2 and Se. The factor of 2 comes about because the net displacement of 
each Ti atom involves a superposition of motions from two neighboring vortexes. There 
are two Se atomic layers, but just one Ti atomic layer, in a TL. For a normal mode, the 















This ratio is used in our data analysis. It is consistent with a value deduced from prior 
neutron studies (3.0 ± 0.9) [2] within the quoted errors.    
  
 
The Ti and Se atomic displacements as a function of temperature can be extracted 
as follows. The atomic positions for a (2×2×1) supercell of TiSe2 in its CDW phase with 
displacement amplitudes Se and Ti are summarized in the table below, with a basis of 
2a0×2a0×c0, where a0 and c0 are the lattice constants for a unit cell in its normal phase. 
 
Figure 5.5: Atomic displacement pattern in a 2×2 unit cell of TiSe2 for the soft mode 









Since adjacent cells rotate in opposite directions, one can easily extend this table for a 
(2×2×2) supercell by adding another layer on the top or bottom with same but opposite 
atomic displacements. 
A mean-field treatment of second-order phase transitions yields a universal 
functional form for the atomic displacements as a function of T. For the Ti atoms, its 
displacement is given by 




The Se atomic displacement is described by a similar equation. Such mean-field 
equations also describe BCS superconductivity and many other second-order phase 
transitions, but the parameter A is system-specific. By plugging above equation into the 
atomic positions, and the known atomic scattering factors of Ti and Se, one can 
straightforwardly compute the x-ray scattering intensities, including the Debye-Waller 
factor, for the fractional and integral order peaks, with 𝛿Ti(0)  and A as the fitting 
Ti (z = 0) Se (z = 0.255) Se (z = -0.255) 
(0 0 z) (2/6 1/6+Se z) (1/6+Se 2/6 z) 
(0 0.5+Ti z) (5/6+Se 4/6 z) (4/6 5/6+Se z) 
(0.5+Ti 0 z) (5/6-Se 1/6-Se z) (1/6-Se 5/6-Se z) 
(0.5-Ti 0.5-Ti z) (2/6 4/6 z) (4/6 2/6 z) 
 




parameters. The curves in Figure 5.4 are best fits to the data under the constraint of 
experimentally observed intensity ratios of the factional- and integral-order peaks. The 
results yield A = 1.18, and the amplitudes of the Ti and Se atomic displacements for the 
1- and 5-TL samples at temperatures T = 0 and 77 K deduced from fitting of our 
experimental data are listed in the table below. Also shown, for comparison, are 
theoretical values for the 1-TL case and experimental and theoretical values for the bulk.  
 
The atomic positions are extracted from the experimentally determined fractional-
order peak intensity using above equations, and the parameters from the best fit. The 
curves are analytic results based on the BCS-like second-order mean-field equations for 
the atomic displacements as a function of T. Near the onset but with T below TC, the 
atomic displacement varies as 
 𝛿Se (Å) 𝛿Ti (Å) 
 0 K 77 K 0 K 77 K 
1 TL (theory) [1] 0.03 N/A 0.09 N/A 
1 TL (expt) 0.027 0.025 0.090 0.082 
2 TL (expt) 0.028 0.026 0.090 0.083 
5 TL (expt) 0.027 0.025 0.089 0.083 
Bulk [2,3] 0.030 0.028 0.089 0.085 
 
Table 5.2: A summary of the atomic displacements of Ti and Se at 0 K and 77 K for 








The blue vertical dashed lines in Figure 5.6 mark the transitions at the transition 
temperatures and, furthermore, emphasize the infinite slope at the onset, which allows for 
a precise determination of the transition temperature. The vertical scales in Figure 5.6 and 





 Angle-resolved photoemission spectroscopy (ARPES) is another technique 
commonly employed to study CDWs. Prior work on ultrathin films of TiSe2 have 
concluded that such films are semiconducting with a gap that widens below TC, but the 
 
Figure 5.6: Left Panel: Atomic displacement amplitude of Ti atoms, Ti, in Å as a 
function of temperature for 1-, 2-, and 5-TL TiSe2 extracted from the measured 
fractional-order peak intensity (squares) and deduced from the BCS fit (curves). Blue 
dashed lines indicate the transition temperatures. The slopes of the curves just below 







gap and the transition temperature are thickness dependent [1,59]. Furthermore, the 
experimental TC based on ARPES converges to essentially the bulk limit already at a film 
thickness of 3 TLs [59]. Importantly, the values of TC1, TC2 and TC5 = TCB deduced from 
ARPES agree well with the present x-ray diffraction measurements (Figure 5.7). The gap 
variation based on ARPES also follows a second-order mean-field behavior. Because of 
the close correlation between the electronic structure and the atomic structure based on 
these experiments, we conclude that the CDW in TiSe2 involves a tightly coupled 
electron-lattice system. ARPES, while sensitive to the electronic structure, does not 
provide structural information. The present study establishes that the lattice distorts in 
concert with the renormalization of the electronic structure for the CDW transition.  
 In retrospect, there has been a long-raging debate in the literature about the 
origins of CDWs in various systems [9,64,65]. Traditional wisdom tends to emphasize 
the electronic structure as the driver for the transition [19,66]. In the present case, one 
could argue that a (2x2) lattice modulation in the single layer sets up a superlattice 
potential, which causes band folding and gap widening. The Se 4p valence band below 
the gap shifts down in energy, thus lowering the electronic energy, but this trend is 
counteracted by a rise in lattice strain energy. The net result is a (2x2) CDW, where the 
lattice and the electronic system evolve hand-in-hand to minimize the total free energy. 
The lower transition temperature for the five-layer film or the bulk material can be 
attributed to additional fluctuation effects associated with the third dimension that tend to 








Figure 5.7: Temperature dependence of band gaps and transition temperatures. The 
measured energy gap squared as a function of temperature for (a) 1 TL,5 (b) 2 TL, (c) 
3 TL, and (d) 6 TL. The energy gap is the difference between the valence band top at Γ̅ 
and the conduction band bottom at M̅, measured with 58 and 46 eV photons, 
respectively. The red curves are fits using a BCS-type gap equation. Two transition 





5.4  Dimensional Crossover of the CDW in TiSe2 
It is especially interesting to point out that at 2 TLs, the system exhibits a mixture 
of two CDW phase transitions with distinct TC’s, one bulk-like and the other one single-
layer-like [4]. Though being the most effective way of studying the electronic structure, 
ARPES is inadequate for accurate structural determination of the system. Our 
complementary ARPES measurements on bulk TiSe2 also reveal a previously undetected 
but crucial feature: a (2×2) CDW order in each layer sets in at ~232 K (single-layer-like) 
before the widely recognized three-dimensional structural order at ~204 K (bulk-like), as 
shown in Figure 5.8 [60]. This can be explained by the fact that the (2×2) stacking in 
each layer is a stronger effect.  The enhanced transition temperature for 1-TL TiSe2 
relative to the bulk indicates that the CDW phase in the single layer is more robust, which 
can be explained by the weak van der Waal type of coupling between layers in the bulk 
crystal. Presumably, the CDW order along z-direction melts at the temperature just above 
bulk TCB=204 K, but the individual TiSe2 molecular layers remain in the (2×2) phase in 
between TCB  and TC1. However, in this temperature regime, the layers are incoherent and 
are no longer phase locked, resulting in an overall (1×1×1) configuration on average 
[1,59,60]. The dimensional crossover, likely a generic feature of such layered materials, 








Figure 5.8: The data points represent square of the experimental energy gap between 
the conduction band bottom at L and the valence band top at (A) Γ, (B) A, and (C) A* 
as a function of temperature. The energy of each band at each k point is determined 
from fitting to the energy- or momentum-distribution curves. The error bar is deduced 
from the standard deviation of the fitting. The red curves are fits. (D–F) present 
corresponding detailed views near the onset. The transition temperatures TC1 and TC2 
deduced from fitting are indicated. The bulk transition at TC2 is indicated by a green 




Ideally, the high-resolution surface x-ray diffraction techniques at 33-ID-E can 
provide a perfect platform for a comprehensive analysis of the CDW peaks and the 
crystal truncation rods across the phase transition to clarify the CDW transition for 2-TL 
TiSe2. Our goal was to study how the CDW induced structural phase transition is 
established in the 2-TL thin film by tracking the evolution of the CDW order as a 
function of temperature. However, our x-ray measurements on 2-TL thin film did not 
exhibit a crossover from the single-layer-like to bulk-like behavior. This might because 
that a diffuse scattering peak intensity at L point narrows and intensifies as the 
temperature decrease, which is broad and weak near room temperature, as shown in 
Figure 5.9 [7]. As T decreases below the bulk TC, a resolution limited Bragg peak 
emerges in accordance with the prediction of a Landau theory for a normal-to-lock-in 
phase transition [67]. Simultaneously, the thermal diffuse peak reaches a maximum 
intensity at Tc, and diminishes at lower temperatures. It is highly possible that this 
thermal diffuse peak intensity is strong enough to dominate the overall scattering 
intensity, making it indistinguishable from half order peaks due to the formation of the 
superlattice in the CDW phase. The crossover from single-layer-like to bulk-like is a 
relatively weaker feature that might be buried under the thermal diffuse peak. Therefore, 










Figure 5.9: Linear scans of x-ray thermal diffuse scattering along an A-L-A line in 
reciprocal space. -𝑞2 = −
1
2
 corresponds to an L point. The sample temperature is 
indicated for each scan. The inset contains additional scans taken with a finer k 
resolution and displayed with a reduced vertical scale to show the emergence of a 




Chapter 6: Conclusions and Outlook 
This dissertation has presented a research on a fundamental understanding of 
CDW system under nanoscale effects.  We have grown high-quality TiSe2 thin films on a 
bilayer graphene terminated 6H-SiC(0001) surface. Our synchrotron x-ray studies of the 
atomic structure of 1-, 2-, and 5-TL TiSe2 thin films as a function of temperature reveal 
details of the atomic displacement in connection with the CDW transitions. The transition 
temperatures are substantially different for the three thicknesses, with TC1 = 233 K, TC2 = 
229 K, and TC5 = 204 K, respectively, but the characters of the transition are otherwise 
the same. We have also shown that the evolution of CDW towards bulk limit is rather fast 
because the transition temperature of 5-TL TiSe2 thin film is already bulk-like. For the 
reasons addressed herein, we conclude that, contrary to many existing models and 
theories, electronic effects alone cannot account for the CDW transition in TiSe2. Lattice 
modulation is an integral part of the physics of CDWs. Our results are rationalized in first 
principle calculations, symmetry breaking, and phonon entropy effect.  
As always, there are many more directions in which this research could continue. 
One of the possible research is to study a related but unusual CDW system, VSe2. VSe2 
undergoes a CDW transition at around 110 K accompanied by characteristic anomalies in 
transport and magnetic properties. Intriguingly, in contrast to most of the other TMDCs, 
the in-plane component of CDW wave vector is temperature independent, while the out-
of-plane component undergoes an abrupt change in the vicinity of 85 K.  Previous x-ray 
diffraction has found that, in the CDW phase, the periodic lattice distortion in the in-
plane direction is 0.25, while the out-plane component decrease from 0.314 above 85 K, 




under discussion although the CDW phase transition in bulk VSe2 has been found for 
decades. It would be especially interesting to know how the out-of-plane component of 
the CDW wave vector evolves as the VSe2 film thickness varies. For a film with just a 
few atomic layers, this incommensurate modulation in the out-of-plane direction may be 
altered. Studying how the bulk-like CDW order is established is crucial for unraveling the 
underlying mechanism and formation of CDW phase transition.   
We also plan to experiment with lateral quantization or lattice modulation within 
the substrate surface. It is known that an appropriate amount of In deposited on Si(111), 
after annealing, forms well organized atomic chains with an overall (4×1) symmetry. This 
structure has been investigated before by other means including STM and electron 
diffraction, and is known to exhibit highly uniform nanowire structures and a well-
defined Peierls transition [70-74]. The in-plane structural modulation may lead to 
quantum confinement thus limiting electron propagation in just one dimension. It would 
be interesting to study the effect of this modulation on the CDW properties in transition 
metal dichalcogenides system, such as CDW wave vector and transition temperature. 
TiSe2, for example, has a 2×2 distortion in each atomic sheet.  By growing TiSe2 thin 
film on the In quantum wires on top of Si(111) substrate, we would expect such ordering 
will be altered in some specific directions. We will employ the high-resolution surface x-
ray diffraction at 33-ID-E to study the CDW structure under the influence of this 1D 
atomic displacement. In-plane and out-of-plane scans will be carried out as a function of 
temperature across the transition. The results are essential for a basic understanding of the 
CDW state and its critical behavior. The interface structure obtained from the x-ray 




provide vital information for device application based on interfacial properties of CDW 
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