In 2003, Cohn and Umans introduced a group-theoretic approach to fast matrix multiplication. This involves finding large subsets of a group satisfying the Triple Product Property (TPP) as a means to bound the exponent of matrix multiplication. Recently, Hedtke and Murthy discussed several methods to find TPP triples. Because the search space for subset triples is too large, it is only possible to focus on subgroup triples. We present methods to upgrade a given TPP triple to a bigger TPP triple. If no upgrade is possible, we use reduction methods (based on random experiments and heuristics) to create a smaller TPP triple that can be used as input for the upgrade methods. If we apply the upgrade process for subset triples after one step with the upgrade method for subgroup triples for the known maximal subgroup TPP triples in groups of order up to 1,000, we achieve an enlargement of the triple size of 100% in the best case. Further, we test the upgrade process with all examples from the 2003 and 2005 papers from Cohn et al. and are able to increase the triple size by 595% in the best case (in the group D 5 6 ).
INTRODUCTION
A very short history of fast matrix multiplication. The naive algorithm for matrix multiplication is an O(n 3 ) algorithm. From Strassen [1969] , we know that there is an O(n 2.81 ) algorithm for this problem. One of the most famous results is an O(n 2.3755 ) algorithm from Coppersmith and Winograd [1990, Section 8] . Recently, there was a series of papers that extend the work of Coppersmith and Winograd by Stothers [2010] , Williams [2012] , and Le Gall [2014] ; the latter gives the current best result O(n 2.3728639 ). Furthermore, Ambainis et al. [2014] showed that analyzing higher and higher tensor powers as in this series cannot result in an algorithm with running time O(n 2.3078 ) or better.
In this article, we only focus on the complexity of fast matrix multiplication, meaning on nontrivial bounds for the exponent ω := inf {r ∈ R : M(n) = O(n r )} of matrix multiplication. Here, M(n) denotes the number of field operations in characteristic 0 required to multiply two (n × n) matrices. Details about the complexity of matrix multiplication and the exponent ω can be found in Bürgisser et al. [1997] . of index 2 in G, so the only possibilities for the character degrees of G are d 1 = 1 and d 2 = 2. We write n k for the number of characters with degree d k . The number n 1 + n 2 of character degrees equals the number 1 2 (n 6 + 3n 3 ) of conjugacy classes of G and furthermore n 1 d 2 1 + n 2 d 2 2 = n 1 + 4n 2 = |G| = 2n 6 . The solution for this system is n 1 = 2n 3 and n 2 = 1 2 (n 6 − n 3 ), and therefore, D ω (G) = 2n 3 1 ω + 1 2 (n 6 − n 3 )2 ω = 2 ω−1 (n 6 − n 3 ) + 2n 3 follows. We compute the solution of [8n 3 (n − 1) 3 ] ω/3 ≤ 2 ω−1 (n 6 − n 3 ) + 2n 3 with n as a parameter. The minimum occurs at n = 17 with ω ≤ 2.90878.
Fundamentals. We collect some facts about TPP triples, which we will use later. In the whole article, we only consider finite nonabelian groups, because we want to work with |G| and Cohn and Umans [2003, Lemma 3.1] proved that β(G) ≤ D 3 (G) if G is abelian.
FACT 1.7 [NEUMANN 2011, OBSERVATION 2.1] . Let G be a group. If (S, T , U ) is a TPP triple of G, then (dSa, dTb, dUc) is a TPP triple for all a, b, c, d ∈ G, too. It follows from Neumann's observation that every TPP triple (S, T , U ) can be translated into a TPP triple (S , T , U ) that fulfills 1 ∈ S ∩ T ∩ U . So it is sufficient to only consider so-called basic TPP triples:
Definition 1.8 (basic). According to Neumann, we call a TPP triple (S, T , U ) that fulfills 1 ∈ S ∩ T ∩ U a basic TPP triple.
Note that for a basic TPP triple, 1 = S ∩ T = S ∩ U = T ∩ U follows by Hedtke [2011, Theorem 1] .
FACT 1.9 [COHN AND UMANS 2003, LEMMA 2.1]. If G realizes n, p, m , then it does so for every permutation of n, p, and m. Therefore, it is sufficient to only consider TPP triples (S, T , U ) that fulfill |S| ≥ |T | ≥ |U |.
FACT 1.10 [HEDTKE 2011, THEOREM 5] . If (S, T , U ) is a TPP triple in G, then |Q(S)| + |Q(T )| + |Q(U )| ≤ |G| + 2.
FACT 1.11 [NEUMANN 2011, OBSERVATION 3.1] . If (S, T , U ) is a TPP triple in G, then |S|(|T | + |U | − 1) ≤ |G|.
The following fact is an equivalent to the TPP definition. It is useful for TPP tests in the following sections.
FACT 1.12 [HEDTKE AND MURTHY 2012, THEOREM 3.1] . Three sets form a basic TPP triple (S 1 , S 2 , S 3 ) if and only if 1 ∈ S 1 ∩S 2 ∩S 3 , Q(S π 2 )∩ Q(S π 3 ) = 1, and Q(S π 1 )∩ Q(S π 2 )Q(S π 3 ) = 1 hold for all π ∈ Sym(3).
Definition 1.13 (size). We define |S|·|T |·|U | as the size |(S, T , U )| of a triple (S, T , U ).
The aim of this work. To find new nontrivial bounds for ω, we want to calculate β for as many groups as possible. We can do that with a brute-force search for TPP triples. The search space consists of all triples of subsets of G with trivial intersection and has size O(4 |G| ). So it is way too big for large groups. Obviously, it is easier to search for TPP subgroup triples of maximal size. But in many cases, β g < β holds. Therefore, we use the known search methods from Hedtke and Murthy [2012] only to find subgroup TPP triples, and after this we try to upgrade these triples to TPP subset triples of a bigger size. This will give us a better lower bound for the TPP capacity with β g ≤ ≤ β.
In this article, we present methods to upgrade a given subgroup (or subset) TPP triple (e.g., found by a brute-force search) to a bigger subset TPP triple. If no upgrade is possible, we use a reduction method to create a smaller TPP triple that can be used as input for the upgrade methods. The ways of how to shrink a given TPP triple are based on random experiments and heuristics. The process is illustrated in Figure 1 .
UPGRADING OF TPP SUBGROUP TRIPLES
Consider a given maximal TPP triple (S, T , U ) of subgroups of a group G (e.g., found by a brute-force search), which means that there is no other TPP triple of subgroups in G with a bigger size. Because of β g (G) ≤ β(G), it is possible that there is a TPP triple (S,T ,Ũ ) of subsets of G with a bigger size. In this section, we describe a method to find all such bigger TPP triples with S ⊆S, T ⊆T , and U ⊆Ũ by upgrading the given triple (S, T , U ) with efficient procedures.
The Upgrade Step
If an upgrade of a given triple (S, T , U ) is possible (see the next subsection), we proceed as follows: We compute the set C := C G S,T ,U := G \ (S ∪ T ∪ U ) of all possible candidates for such an upgrade. If C = ∅, we pick a c ∈ C and check if withS := S∪{c},T := T ∪{c}, orŨ := U ∪ {c}, one of the triples (S, T , U ), (S,T , U ), or (S, T ,Ũ ) fulfills the TPP too. If this is the case, we start the upgrade step again for one of the previous triples, but this time the upgrade method for the subset triples. If none of the triples fulfills the TPP, we update C := C \ {c} and try it again. If C = ∅, there is no possibility to upgrade the given triple.
Is an Upgrade Possible?
We don't give a complete answer to this question (that means we will not give an "if and only if " answer), but we will indicate whether the upgrade process could yield to a new subset TPP triple, which leads to a speedup of the process. Of course, we can guarantee that all cases where the upgrade process will be successful will be preserved.
Let X be a subset of G and c ∈ G \ X. We compute the updated quotient set like
where we can use Q(X) = X and X −1 = X if X is a subgroup of G.
LEMMA 2.1. If X is a subgroup of G and c ∈ G \ X, then 2|X| ≤ |Q(X ∪ {c})| ≤ 3|X|.
PROOF. The right-hand side of the statement follows directly from Equation (1). We prove the left-hand side by showing that X ∩ cX = ∅. Assume that there is a common element y ∈ X ∩ cX. In this case, there is an x ∈ X with y = cx, and so c = yx −1 ∈ X because X is a group, a contradiction.
To speed up the process, we check whether an upgraded S (S = S ∪ {c}, the same for T and U ) again fulfills Facts 1.10 and 1.11. If so, we store them in the set I := I S,T ,U ⊆ {S, T , U }. If I S,T ,U = ∅, no upgrade of (S, T , U ) is possible. In the other case, we start the upgrade procedure. It immediately follows that
Checking All Possibilities
Finally, we check all possible upgrades C in the places I to compute the set U := U S,T ,U of all upgrades of the given subgroup TPP triple (S, T , U ). For this, we use an optimized TPP test (see next subsection). If U = ∅, there is no upgrade of the given triple. In this case, we can stop the process or we use the reduction method (described later) to reduce the given triple to a smaller subset TPP triple as an input for the upgrade process for subsets, which we also discuss later. If U = ∅, there are upgrades and we can compute the new lower bound for β or we use the upgraded TPP triple (which is no subgroup TPP triple anymore!) as input for the upgrade process for subsets. In this case, it is possible that we get an even better bound > .
We can think of two versions of this process. The first one computes the set of all upgrades. This could need a lot of time and space. Therefore, the second one only returns the biggest upgrade (that means an upgraded TPP triple T with |T| ≤ |T | for all T ∈ U). So the second one first tries to upgrade U , then T , and then S in a TPP triple (S, T , U ). To see that this is correct, we simply use |(S, T ,Ũ )| = |S| · |T | · (|U | + 1) = |(S, T , U )| + |S| · |T |, |(S,T , U )| = |(S, T , U )| + |S| · |U |, and |(S, T , U )| = |(S, T , U )| + |T | · |U | together with |S| ≥ |T | ≥ |U |.
Special TPP Tests
As we are in the process of upgrading subgroups, there are easy tests for the TPP. We use the equivalent to the TPP from Fact 1.12.
If we upgrade S toS = S ∪ {c}, we only need to check Q(S) ∩ TU = 1, because T and U are subgroups and we don't upgrade them and so the other equations in Fact 1.12 are fulfilled. We focus on this in detail. Using Equation (1), we have
It follows that Q(S) ∩ TU = 1 if and only if A = ∅ and B = ∅. (A = 1 would also be possible, but in that case it follows that c ∈ S, a contradiction. The same holds for B.)
From Fact 1.12 we know, that the TPP does not depend on the order of S, T and U . Thus we only have to check cT ∩ SU = T c −1 ∩ SU = ∅ if we upgrade T . The same holds for U . So we have constructed an optimized TPP test for upgraded TPP subgroup triples.
UPGRADING OF TPP SUBSET TRIPLES
In the case that the given initial basic TPP triple (S, T , U ) is a triple of subsets, where at least one of S, T , or U is no group, we have to change the upgrade procedure. It would be possible to use the method developed in this section also for subgroup TPP triples, but the method for subgroups is faster. Without loss of generality, we assume that in the given TPP triple (S, T , U ), all of S, T , and U are subsets. In this case, we define the set of upgrade candidates of S as
, and C(T ) and C(U ) in the same way. Again, we first focus on the update of Q(S) to Q(S ∪ {c}). Unfortunately, it is not possible to prove such a strong result as in Lemma 2.1. We only know the trivial fact that:
Because of this lemma, we are not able to speed up the upgrade process by identifying triples that cannot be upgraded (as in Section 2.2) as much as in the case of subgroups. But again, we want to indicate whether an upgrade could be successful. We define I S,T ,U as follows:
Now we construct an optimized TPP test for upgraded TPP subset triples. Let us assume that we upgrade S. Again, the only thing we have to check is
If we assume that A = 1, then c ∈ S, a contradiction. Therefore, A = ∅ must hold. B = ∅ holds too. Therefore, the resulting TPP test is similar to the test for the subgroup case, but in our current situation, we replace TU by Q(T )Q(U ) and take care of S −1 (instead of only S in the subgroup case).
The upgrade procedure in the subset case differs from the one in the subgroup case only in the possible upgrade places I S,T ,U , the candidates C G S,T ,U (. . .), and the optimized TPP test.
REDUCING TPP TRIPLES AS INPUT FOR THE UPGRADE PROCESS
In this section, we deal with the problem that I S,T ,U = ∅ or U S,T ,U = ∅ for a given TPP triple (S, T , U ) of subgroups or subsets of G. We try to find an element 1 = d ∈ S ∪ T ∪ U, through which we can delete and restart the upgrade process (for subsets). With X d ∈ {S, T , U }, we denote the source of d ∈ X d . We look at four strategies for building a TPP triple T(d) from a given TPP triple T by deleting d:
Here, N denotes a given subset N ⊂ S ∪ T ∪ U of elements that are not allowed to be deleted, for example, to make sure that no element of order 2 will be deleted or to systematically check all
If there are more than one such ds, pick a random one. This method deletes a d such that the reduced TPP triple T(d) is as big as possible.
That means we try to maximize the reduction of Q(S), Q(T ), or Q(U ). If there are more than one such ds, pick a random one.
Because we are only interested in matrix-matrix multiplication, we have to check that after the deletion of d, |X d | ≥ 2 still holds.
TESTS, EXPERIMENTS, AND RESULTS

Upgrading Groups
We start with the results from the upgrade process for subgroups. We use the results of the brute-force search from Hedtke and Murthy [2012] . 1 This means we try to upgrade more than 48,000 maximal subgroup TPP triples for groups of order up to 1,000. The results of one upgrade step can be found in Table I and Table II . The tables show the IdSmallGroup of the SmallGroups Library of GAP, the TPP subgroup capacity β g , the new lower bound for β found by the upgrade process, the new realized problem ñ,p,m , the quality of the new result measured by /β g , and the three-character capacity D 3 . There are circa 2,000 input TPP triples for the upgrade process (all nontrivial TPP subgroup triples in the tables of Hedtke and Murthy [2012] ). The upgrade process for subgroups results in new TPP triples for exactly 220 of these input triples. The upgraded part of the triple is printed in boldface in the table. In the best cases, we achieve /β g = 4/3, which means that we were able to increase the lower bound for β by 33%. None of the upgraded triples is of a size bigger than D 3 .
Upgrading Sets
Our second test is a combination of one upgrade step for subgroup triples and as many upgrade steps for subset triples as possible. In the first step, we compute all upgrades of subgroup triples for the groups listed in Table I and Table II . The output is a list of TPP subset triples. Now we compute all upgrades of these subset triples. And after this, we compute all upgrades of the upgraded triples, and so on. The results of this process are shown in Table III . The new lower bound is the result of the iterative upgrade process. In the best cases, we achieve /β g = 2, which means that we were able to increase the lower bound for β by 100%. None of the upgraded triples is of a size bigger than D 3 . The memory requirements of this process are very high. A star (*) in the table indicates that the iterative process aborted while using 31GB of RAM or after 30 days of computation. Note that Table III lists only 66 results. The process aborted while using 31GB of RAM without a better bound ( ≤ ) for 122 of the 220 groups. 2 For the remaining 32 groups not mentioned in the table or the footnote, there was no further upgrade possible ( = as in Table I and Table II ). 
Using the Reduction Step
Now we look at the case that no upgrade is possible (all nontrivial TPP subgroup triples from Hedtke and Murthy [2012] except the groups from Table I and Table II ). We reduce the given maximal triple with one of the methods described in the previous section and start two upgrade steps for subset triples (because only one upgrade step after one reduction step doesn't make sense). Because the reduction methods contains a random part, we repeat the test 25 times. The results are shown in Table IV . Here, X denotes the lower bound achieved after one reduction step with method X and two upgrade steps. In the best cases, we achieve X /β g = 4/3, which means that we were able to increase the lower bound for β by 33%. None of the upgraded triples is of a size bigger than D 3 . The reduction methods are based on different heuristics. Therefore, we also counted the successful upgrades after one step with the different reduction methods. With MAXQUOTIENTDELETE, we achieve the most successful upgrades (80 times), followed by the RANDOMDELETE method (75 times) and MAXTRIPLEDELETE (only 43 times). Thus, we recommend the reduction method MAXQUOTIENTDELETE. In this section, we discuss some examples from the papers of Cohn and Umans [2003] and Cohn et al. [2005] . Cohn and Umans introduced the pseudo-exponent α(G) = 3 log |G| log npm of a group G. We will use it in some of the examples. Furthermore, in some cases, it is more useful to work with the rank R(G) of C[G] instead of the three-character capacity D 3 (G).
Definition 5.1 (Rank) Bürgisser et al. [1997, Definition 14.7] . Let k be a field and U, V, W finite dimensional k-vector spaces. Let η : U × V → W be a k-bilinear map. For i ∈ {1, . . . , r}, let f i ∈ U * , g i ∈ V * (dual spaces of U and V , resp., over k) and w i ∈ W such that
Then ( f 1 , g 1 , w 1 ; . . . ; f r , g r , w r ) is called a k-bilinear algorithm of length r for η, or simply a bilinear algorithm when k is fixed. The minimal length of all bilinear algorithms for η is called the rank R(η) of η. Let A be a k-algebra. The rank R(A) of A is defined as the rank of its bilinear multiplication map [Pospelov 2011, Section 1] .
We write R(n, p, m) for the rank of the bilinear map n, p, m , and R(n) for R(n, n, n). If G realizes n, p, m , then n, p, m ≤ C[G] (see Cohn and Umans [2003, Theorem 2.3] ) and therefore R(n, p, m) ≤ R(C[G]) =: R(G). From Wedderburn's structure theorem it follows that R(G) ≤ i R(d i ), where the d i are the irreducible C-character degrees of G. The exact value of R(G) is known only in a few cases. So, usually we will work with the upper bound D 3 (G) ≥ i R(d i ), which follows from the rank d 3 of the naive matrix multiplication algorithm for d, d, d . Theorem 1.5 can be generalized as follows:
THEOREM 5. 2 [BÜRGISSER ET AL. 1997, PROPOSITION 15.5] . ω ≤ 3 log β(G) R(G).
In some cases, we know the exact value of R(G): G be a group and d 1 , . . . , d n its irreducible C-character degrees. If max d i ≤ 2, then R(G) = 2|G| − n. Cohn and Umans [2003] and Cohn et al. [2005] .
Now we consider nine examples from
Example 5.4. Consider the example from Cohn and Umans [2003, Proposition 5 .1]: SL 2 (F q ) realizes q, q, q via the subgroups
If we construct these groups and start our upgrade algorithm, we get no result (no upgrade is possible). But if we use a reduction step first, we are able to achieve the TPP triple sizes listed in Table V . Note that for SL 3 (F 3 ), the size of the upgraded TPP triple (| ñ,p,m | = 36) equals β(G) as one can see in Hedtke and Murthy [2012, Table 1 ]. The previous example is a family of groups with α < 3. Table V also shows the upper bound for the pseudo-exponent α achieved by Cohn and Umans and the better upper boundα from the upgraded TPP triple of type ñ,p,m .
Example 5.5. For the example from Cohn and Umans [2003, Proposition 5.2] , we could not achieve an upgrade, even after a reduction step: SL 2 (F p 2 ) realizes q 2 , q 2 , q 3 − q via the subgroups H 1 , H 2 (as earlier) and
where x →x denotes the Frobenius automorphism of F q 2 over F q .
Example 5.6. Let F := F q be of odd characteristic and x, y := x 1 y 1 − wx 2 y 2 a symmetric bilinear form on F 2 for some w ∈ F that is not a square. We define multiplication
The subgroups
satisfy the TPP [Cohn and Umans 2003, Correlation 7.3] . For q = 3, 5, 7, 3 2 , 11, no upgrade is possible, even after a reduction step.
Example 5.7. Let C ⊆ F × 16 be the unique subgroup of order 5. Consider its semidirect product G := C F 16 with the additive group of F 16 , where multiplication is defined by (α, β)(x, y) := (αβ, βx + y). The group G realizes 8, 5, 5 via
where Tr denotes the trace from F 16 to F 2 ; see Cohn and Umans [2003, Proposition 7.4 ]. The upgrade algorithm is not able to produce a larger TPP triple. Also, after one deletion step, no further upgrade was possible.
Example 5.8. We view G x := C 2x S x as the semidirect product S x C x 2x , and define
where u := (1, 2, . . . , x) and v := (x, x − 1, . . . , 1) . G x realizes x!, x!, x! via the three subgroups H i ; see Cohn and Umans [2003, Theorem 7.5 ]. This is an example where
Table VI shows the results of the upgrade process up to x = 5 (we use the same notation as in Example 5.4). Note that for x = 4, the size of the upgrades' TPP triple is more than 4.5 times the size of the given TPP triple.
Example 5.9. Let D m = x, y|y 2 = x m = 1, yxy = x −1 be the dihedral group. Every D m realizes 2 m/3 , 2, 2 via the subsets/subgroups S 1 := {x 3k , yx 3k+1 : 0 ≤ k < (m − 2)/3}, S 2 := yx 2 , and S 3 := y ; Table 1 ]. Therein, it is suggested that D m realizes 2m 3 , 2, 2 , but up to m = 1,000, the upgrade algorithm was only able to upgrade the given TPP triple in the case m = 5. So the TPP triple of size 4 2m 3 is in almost all cases not an upgrade of the earlier S i .
Example 5.10. From Cohn and Umans [2003, Proposition 7.7] , we know that if S ⊆ Z k m is a subset in which no two distinct vectors differ by an element of {0, 1} k , then D k m realizes 2 k , 2 k , |S| . For this, we identify Z m with the subgroup x ≤ D m (via i ↔ x i ), so that S ⊆ x k ⊆ D k m . Then y k , yx k , and S satisfy the TPP. As a concrete example, we assume that m − 1 divides k and take S to be the set of all vectors in Z k m with exactly k/(m − 1) occurrences of each element of {0, 1, . . . , m − 2}. Table VII lists the results of the upgrade process up to k = 6. We use the same notation as in Table V . Note that for k = 5 and m = 6, the size of the upgraded TPP triple is higher than 6.95 times the size of the given TPP triple. The increase of the size of 595% in this example is the highest in the whole article.
Example 5.11. Our Example 1.6 constructs the TPP triple (S 1 , S 2 , S 3 ) of size 8x 3 (x − 1) 3 in C 2 x C 2 . Each of the sets is of size |S i | = 2x(x − 1). After one upgrade step, we can increase the size of S 1 by 1. The upgraded TPP triple has size 8x 3 (x − 1) 3 + 4x 2 (x − 1) 2 . Table VIII shows the type ñ,p,m and size | ñ,p,m | of the upgraded TPP triples as well as the realized exponentω. Again, the minimum occurs at x = 17, but using the upgrade algorithms, we realize ω ≤ 2.90846 instead of ω ≤ 2.90878. Additional upgrades of the upgraded TPP triples are not possible.
As noted in Example 1.6, the maximum character degree of C 2 x C 2 equals 2 and the number of character degrees itself equals 1 2 (x 6 + 3x 3 ). Using Pospelov's result, we get R(C 2 x C 2 ) = 2 · 2x 6 − 1 2 (x 6 + 3x 3 ) = 1 2 (7x 6 − 3x 3 ). With our upgraded TPP triples and ω ≤ 3 log β(G) R(G), we achieve the bound ω ≤ 2.897 instead of ω ≤ 2.89738 at x = 15.
For our last example, we need some basics about (strong) uniquely solvable puzzles.
Definition 5.12 (USP,sUSP) [Cohn et al. 2005 , Section 3.1]. A USP of width k is a subset U ⊆ {1, 2, 3} k , where for all permutations π 1 , π 2 , π 3 ∈ Sym(U ), either π 1 = π 2 = π 3 or else there exist u ∈ U and i ∈ {1, . . . , k} such that at least two of (π 1 (u)) i = 1, (π 2 (u)) i = 2, and (π 3 (u)) i = 3 hold. An sUSP of width k is a subset U ⊆ {1, 2, 3} k , where for all permutations π 1 , π 2 , π 3 ∈ Sym(U ), either π 1 = π 2 = π 3 or else there exist u ∈ U and i ∈ {1, . . . , k} such that exactly two of (π 1 (u)) i = 1, (π 2 (u)) i = 2, and (π 3 (u)) i = 3 hold.
LEMMA 5 LEMMA 5.14. For each k ≥ 1, there exists an sUSP of size 2 k−1 (2 k + 1) and width 3k.
The construction given in Cohn et al. [2005, Proposition 3 .8] is as follows. Consider the triangle k = {(a, b, c) ∈ N 3 0 : a + b + c = 2 k − 1} and let H i be the subgroups of Sym( k ) preserving the ith coordinate. By Cohn et al. [2005, Theorem 1.7] , these subgroups satisfy the TPP. We choose a subset U ⊆ {1, 2, 3} 3k as follows. Among the first k coordinates only 1 and 2 will occur, among the second k only 2 and 3, and among the third k only 1 and 3. In each of these three blocks of k coordinates, there are 2 k possible patterns that can be made using the two available symbols. Number these patterns arbitrarily from 0 to 2 k − 1. The elements of U will correspond to the elements of k : the element of U corresponding to (a, b, c) ∈ k will have the ath pattern in the first k coordinates, the bth in the second k, and the cth in the third.
Example 5.15. For a given k, we construct the USP U corresponding to k as described in Lemma 5.14 and the TPP (H 1 , H 2 , H 3 ) in Sym(U ) as described in Lemma 5.3. For k = 1, no upgrade is possible as the given TPP is of maximal size. For k = 2, the algorithm is able to upgrade the given TPP triple of type 288, 288, 288 to a TPP triple of type 299, 299, 288 after 1 week of computation. Again, the size 299 · 299 · 288 = 25,747,488 of the TPP triple is far from D 3 (S 10 ) = 1,718,480,368.
CONCLUSIONS AND FUTURE WORK
The concept of TPP triples is a promising way for determining new nontrivial upper bounds for the exponent ω of matrix multiplication. The size of the search space for subset TPP triples is too large. At the moment, we only know efficient search methods for subgroup TPP triples. But subgroup triples are not as strong as subset triples. And some researchers believe that subgroup TPP triples will never realize a nontrivial upper bound for ω.
In this article, we presented a method to upgrade a given subgroup TPP triple to subset TPP triples of bigger size. Furthermore, we discussed the upgrade of these subset TPP triples to even more bigger-subset TPP triples. That means we can start an efficient search for subgroup TPP triples and append our upgrade methods to increase the size of the found TPP triples. Our upgrade methods make use of optimized TPP tests and various speedup techniques to indicate possible candidates for an upgrade. If no upgrade was possible, we used a reduction method based on heuristics and experiments to shrink the given triple to a smaller one and started the upgrade process for subset TPP triples for the new shrunken triple.
The upgrade methods for subgroup TPP triples were tested with approximately 48,000 TPP subgroup triples for groups of order up to 1,000. Approximately 2,200 of these subgroup TPP triples are of nontrivial size (bigger than |G|) and therefore possible candidates for an upgrade. The upgrade process itself was successful for exactly 220 of these groups. With this method, we were able to increase the size of the TPP triples up to 33%. With a combination of the upgrade process for subgroups and subsets, we were able to increase the size of the TPP triples up to 100%. Furthermore, this combination was able to increase the size of a subgroup TPP triple (given in Cohn and Umans [2003] ) by 595% in a group of order 248,832. The previous tests tell us that the presented upgrade and reduction methods are well suited to enlarge the output of the brute-force search for subgroup triples.
The memory requirements of the combination of the process for subgroups and subsets are very high. Most of the calculations aborted while using 31GB of RAM. The reason is that the implementation in GAP is based on a breadth-first search in the tree of all upgrades. An efficient depth-first search (maybe in a more appropriate language, like sage, Stein et al. [2012] ) together with a good management of the upgrades could lead to an enormous speedup of the process and will help with the memory issues. The next steps in the context of upgrading and reducing TPP triples could be to find a good strategy of how to combine the (one or more) reduction steps and iterative upgrading process.
We didn't find a new nontrivial upper bound for ω, but our new methods are very helpful in the search process for subset TPP triples. Maybe better heuristics, implementations, and an efficient parallelization will help to optimize our new approach.
