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ON SCHUR 2-GROUPS
MIKHAIL MUZYCHUK AND ILYA PONOMARENKO
Abstract. A finite group G is called a Schur group, if any Schur ring over G
is the transitivity module of a point stabilizer in a subgroup of Sym(G) that
contains all right translations. We complete a classification of abelian 2-groups
by proving that the group Z2 × Z2n is Schur. We also prove that any non-
abelian Schur 2-group of order larger than 32 is dihedral (the Schur 2-groups of
smaller orders are known). Finally, in the dihedral case, we study Schur rings
of rank at most 5, and show that the unique obstacle here is a hypothetical
S-ring of rank 5 associated with a divisible difference set.
1. Introduction
Following R.Po¨schel [26], a finite group G is called a Schur group, if any S-ring
over G is the transitivity module of a point stabilizer in a subgroup of Sym(G) that
contains all right translations (for the exact definitions, we refer to Section 2). He
proved there that if p ≥ 5 is a prime, then a finite p-group is Schur if and only if
it is cyclic. For p = 2 or 3, a cyclic p-group is still Schur, but Po¨schel’s theorem is
not true: a straightforward computation shows that an elementary abelian group
of order 4 or 9 is Schur. In this paper, we are interested in Schur 2-groups.
Recently in [11], it was proved that every finite abelian Schur group belongs to
one of several explicitly given families. In particular, from Lemma 5.1 of that paper
it follows that all abelian Schur 2-groups are known except for the groups Z2×Z2n ,
where n ≥ 5. We prove that all these groups are Schur (Theorem 10.1). As a
by-product we can complete the classification of abelian Schur 2-groups.
Theorem 1.1. An abelian 2-group G is Schur if and only if G is cyclic, or ele-
mentary abelian of order at most 32, or is isomorphic to Z2 ×Z2n for some n ≥ 1.
Non-abelian Schur groups have been studied in [25] where it was proved that
they are metabelian. In particular, from Theorem 4.2 of that paper it follows that
non-abelian Schur 2-groups are known except for dihedral groups and groups
(1) M2n = 〈a, b : a
2n−1 = b2 = 1, bab = a1+2
n−2
〉,
where n ≥ 4. In this paper we prove that the latter groups are not Schur (Theo-
rem 11.1). As a by-product we obtain the following statement.
Theorem 1.2. A non-abelian Schur 2-group of order at least 32 is dihedral.
We do not know whether or not a dihedral 2-group of order more than 32 is
Schur. A standard technique based on Wielandt’s paper [29] enables us to describe
S-rings of rank at most 5 as follows (see Subsection 12.2 for a connection between
S-rings and divisible difference sets).
The work of the second author was partially supported by the RFBR Grant 14-01-00156 .
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Theorem 1.3. Let be A an S-ring over a dihedral 2-group. Suppose that rk(A) ≤ 5.
Then one of the following statements is true:
(1) A is isomorphic to an S-ring over Z2 × Z2n ,
(2) A is a proper dot or wreath product,
(3) rk(A) = 5 and A is associated with a divisible difference set in Z2n .
S-rings in statement (1) of this theorem are schurian by Theorem 1.1. By in-
duction, this implies that all S-rings in statement (2) are also schurian. Thus, by
Theorem 12.4 we obtain the following corollary.
Corollary 1.4. Under the hypothesis of Theorem 1.3, the S-ring A is not schurian
only if A is associated with a divisible difference set in a cyclic 2-group.
In fact, we do not know whether there exists a non-trivial divisible difference set
in a cyclic 2-group that produces an S-ring A in part (3) of Theorem 1.3. If such a
set does exist, then the corresponding dihedral 2-group is not Schur. On the other
hand, in Subsection 12.2, we show that using a relative difference set (which is a
special case of a divisible one), one can construct an S-ring of rank 6 (over a dihedral
2-group). These difference sets, and, therefore, S-rings, do exist, but are relatively
rare. The only known example is the classical (q + 1, 2, q, (q − 1)/2)-difference set
where q is a Mersenne prime. Thus, the question whether a dihedral 2-group is
Schur, remains open.
The paper consists of fourteen sections. In Sections 2, 3 and 4, we give a back-
ground of S-rings, Cayley schemes1 and cite some basic facts on S-rings over cyclic
and dihedral groups. In Sections 5– 10, we develop a theory of S-rings over Z2×Z2n
that is culminated in Theorem 10.1 stating that this group is Schur. In Section 11,
we show that the group M2n is not Schur for all n ≥ 4 (Theorem 11.1). In Sec-
tions 12–14, we study S-rings over a dihedral 2-group: here, we start with con-
structions based on cyclic divisible difference sets, and then complete the proof of
Theorem 1.3.
Notation. As usual, by Z we denote the ring of rational integers.
The identity of a group D is denoted by e; the set of non-identity elements in D
is denoted by D#.
Let X ⊆ D. The subgroup of D generated by X is denoted by 〈X〉; we also set
rad(X) = {g ∈ D : gX = Xg = X}. The element
∑
x∈X x of the group ring ZD
is denoted by X . The set X is called regular if the order |x| of an element x ∈ X
does not depend on the choice of x.
For a group H E D, the quotient epimorphism from D onto D/H is denoted by
piD/H .
The group of all permutations of D is denoted by Sym(D). The set of orbits
of a group G ≤ Sym(D) is denoted by Orb(G) = Orb(G,D). We write G ≈2 G′
if the groups G,G′ ≤ Sym(D) are 2-equivalent, i.e. have the same orbits in the
coordinate-wise action on D ×D.
Given two subgroups L E U ≤ D, the quotient group U/L is called the section
of D. For a set ∆ ⊆ Sym(D) and a section S = U/L of D we set
∆S = {fS : f ∈ ∆, Sf = S},
1Here, we assume some knowledge of association scheme theory.
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where Sf = S means that f permutes the right L-cosets in U and fS denotes the
bijection of S induced by f .
The cyclic group of order n is denoted by Zn.
2. A background on S-ring theory
In what follows, we use the notation and terminology of [9].
Let D be a finite group. A subring A of the group ring ZD is called a Schur
ring (S-ring, for short) over D if there exists a partition S = S(A) of D such that
(S1) {e} ∈ S,
(S2) X ∈ S ⇒ X−1 ∈ S,
(S3) A = Span{X : X ∈ S}.
When S = Orb(K,D) where K ≤ Aut(D), the S-ring A is called cyclotomic and
denoted by Cyc(K,D). A group isomorphism f : D → D′ is called a Cayley
isomorphism from an S-ring A over D to an S-ring A′ over D′ if S(A)f = S(A′).
It follows from (S3) that given X,Y ∈ S(A) there exist non-negative integers
cZXY , Z ∈ S(A), such that
X Y =
∑
Z∈S(A)
cZXY Z.
One can see that cZXY equals the number of different representations z = xy with
(x, y) ∈ X × Y for a fixed (and hence for all) z ∈ Z. It is a well-known fact that
cZ
−1
Y −1X−1 = c
Z
XY and |Z|c
Z−1
XY = |X |c
X−1
Y Z = |Y |c
Y −1
ZX
for all X,Y, Z. A ring isomorphism ϕ : A → A′ is said to be algebraic if for any
X ∈ S(A) there exists X ′ ∈ S(A′) such that ϕ(X) = X ′.
The classes of the partition S and the number rk(A) = |S| are called the basic
sets and the rank of the S-ring A, respectively. Any union of basic sets is called
an A-subset of D or A-set. The set of all of them is closed with respect to taking
inverse and product. Given an A-set X , we denote by AX the submodule of A
spanned by the elements Y , where Y belongs to the set
S(A)X = {Y ∈ S(A) : Y ⊆ X}.
Any subgroup of D that is an A-set, is called an A-subgroup of D or A-group.
With each A-set X , one can naturally associate two A-groups, namely 〈X〉 and
rad(X) (see Notation). The following useful lemma was proved in [8, p.21].2
Lemma 2.1. Let A be an S-ring over a group D and H ≤ D an A-group. Then
given X ∈ S(A), the cardinality of the set X ∩ xH does not depend on x ∈ X.
A section S = U/L of the group D is called an A-section, if both U and L are
A-groups. In this case, the module
AS = Span{piS(X) : X ∈ S(A)U}
is an S-ring over the group S, the basic sets of which are exactly the sets piS(X)
from the right-hand side of the formula.
The S-ring A is called primitive if the only A-groups are e and D, otherwise this
ring is called imprimitive. One can see that if H is a minimal A-group, then the
2Apparently, for the first time this lemma was proved in [20, Proposition 4.5].
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S-ring AH is primitive. The classical results on primitive S-rings over abelian and
dihedral groups were obtained in papers [28, 16, 29]. A careful analysis of the proofs
shows that the schurity assumption there was superfluous. Therefore, in the first
part of the following statement, we formulate the corresponding results in slightly
more general form.
Theorem 2.2. Let D be a 2-group which is cyclic, dihedral, or isomorphic to the
group Z2 × Z2n . Then any primitive S-ring over D is of rank 2. In particular, if
A is an S-ring over D and H ≤ D is a minimal A-group, then H# is a basic set
of A.
Let S = U/L be an A-section of the group D. The S-ring A is called the
generalized S-wreath product 3 if the group L is normal in D and L ≤ rad(X) for
all basic sets X outside U ; in this case we write
(2) A = AU ≀S AD/L,
and omit S if U = L. When the explicit indication of S is not important, we use
the term generalized wreath product. The generalized S-wreath product is proper if
L 6= e and U 6= D. When U = L, the generalized S-wreath product coincides with
the ordinary wreath product.
Let D = D1D2, where D1 and D2 are trivially intersecting subgroups of D. If
A1 and A2 are S-rings over the groups D1 and D2 respectively, then the module
A = Span{X1 ·X2 : X1 ∈ S(A1), X2 ∈ S(A2)}
is an S-ring over the group D whenever A1 and A2 are commute with each other.
In this case, A is called the dot product of A1 and A2, and denoted by A1 · A2 [19].
When D = D1 ×D2, the dot product coincides with the tensor product A1 ⊗ A2.
The following statement was proved in [11].
Lemma 2.3. Let A be an S-ring over an abelian group D = D1 × D2. Suppose
that D1 and D2 are A-groups. Then A = AD1 ⊗ AD2 whenever AD1 = ZD1 or
AD2 = ZD2.
The following two important theorems go back to Schur and Wielandt (see [30,
Ch. IV]). The first of them is known as the Schur theorem on multipliers, see [8].
Theorem 2.4. Let A be an S-ring over an abelian group D. Then given an inte-
ger m coprime to |D|, the mapping X 7→ X(m), X ∈ S(A), where
(3) X(m) = {xm : x ∈ X},
is a bijection. Moreover, x 7→ xm, x ∈ D, is a Cayley automorphism of A.
Given a subset X of an abelian group D, denote by tr(X) the trace of X , i.e.
the union of all X(m) over the integers m coprime to |D|. We say that X is rational
if X = tr(X). When tr(X) = tr(Y ) for some Y ⊆ D, the sets X and Y are called
rationally conjugate. For an S-ring A over D, the module
tr(A) = Span{tr(X) : X ∈ S(A}
is also an S-ring; it is called the rational closure of A. Finally, the S-ring is rational
if it coincides with its rational closure, or equivalently, if each of its basic sets is
rational.
3In [19], the term wedge product was used.
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In general, Theorem 2.4 is not true when m is not coprime to the order of D.
However, the following weaker statement holds.
Theorem 2.5. Let A be an S-ring over an abelian group D. Then given a prime
divisor p of |D|, the mapping X 7→ X [p], X ∈ 2D, where
(4) X [p] = {xp : x ∈ X, |X ∩Hx| 6= 0 (mod p)}
with H = {g ∈ D : gp = 1}, takes an A-set to an A-set.
We complete the section by the theorem on separating subgroup that was proved
in [6].
Theorem 2.6. Let A be an S-ring over a group D. Suppose that X ∈ S(A) and
H ≤ D are such that
X ∩H 6= ∅ and X \H 6= ∅ and 〈X ∩H〉 ≤ rad(X \H).
Then X = 〈X〉 \ rad(X) and rad(X) ≤ H ≤ 〈X〉.
3. S-rings and Cayley schemes
In this section, we freely use the language of association scheme theory; in our
exposition, we follow [7, 21].
3.1. The 1-1 correspondence. For a group D, denote by R(D) the set of all
binary relations on D that are invariant with respect to the group Dright (consist-
ing of the permutations of the set D induced by the right multiplications in the
group D). Then the mapping
(5) 2D → R(D), X 7→ RD(X)
where RD(X) = {(g, xg) : g ∈ D, x ∈ X}, is a bijection. If A is an S-ring over the
group D, then the pair
(6) X = (D,S),
where S = RD(S(A)), is an association scheme. Moreover, it is a Cayley scheme
over D, i.e. Dright ≤ Aut(X ). Each basis relation s ∈ S of this scheme, is a Cayley
digraph over D the connection set of which is equal to es = {g ∈ D : (e, g) ∈ s}.
Conversely, given a Cayley scheme (6) the module
A = Span{es : s ∈ S}
is an S-ring over D.
Theorem 3.1. [15] The mappings A 7→ X , X 7→ A form a 1-1 correspondence
between the S-rings and Cayley schemes over the group D.
It should be mentioned that the above correspondence preserves the inclusion.
Moreover, the mapping (5) induces a ring isomorphism from A onto the adjacency
algebra of the Cayley scheme X associated with A. It follows that cZXY = c
t
rs for
all X,Y, Z ∈ S(A), where r = RD(X), s = RD(Y ) and t = RD(Z). In particular,
the number |X | is equal to the valency nr of the relation r, and the S-ring A is
commutative if and only if so is the Cayley scheme X .
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3.2. Isomorphisms and schurity. We say that S-rings A and A′ are (combina-
torial) isomorphic if the Cayley schemes associated with A and A′ are isomorphic.
Any isomorphism between these schemes is called the isomorphism of A and A′.
The group Iso(A) of all isomorphisms from A to itself has a normal subgroup
Aut(A) = {f ∈ Iso(A) : RD(X)
f = RD(X) for all X ∈ S(A)};
any such f is called a (combinatorial) automorphism of the S-ring A. In particular,
if A = ZD (resp. rk(A) = 2), then Aut(A) = Dright (resp. Aut(A) = Sym(D)).
The S-ring A is called schurian (resp. normal) if so is the Cayley scheme asso-
ciated with A. Thus, A is schurian if and only if S(A) = Orb(Aut(A)e, D), and
normal if and only if Dright E Aut(A).
From our definitions, it follows that A = A1 ≀A2 if and only if X = X1 ≀X2 where
X , X1 and X2 are the Cayley schemes associated with the S-rings A, A1 and A2
respectively. Similarly, A = A1 · A2 if and only if X = X1 ⊗ X2. On the other
hand, the tensor and wreath product of association schemes (and permutation
groups) are special cases of the crested product introduced and studied in [1].
Thus, Theorem 3.2 below immediately follows from Remark 23 of that paper and
Theorems 21 and 22 proved there.
Theorem 3.2. Let A = A1 ∗ A2, where ∗ ∈ {≀, ·}. Then A is schurian if and only
if so are A1 and A2. Moreover,
Aut(A1 ≀ A2) = Aut(A1) ≀Aut(A2) and Aut(A1 · A2) = Aut(A1)× Aut(A2).
The following simple statement is an obvious consequence of the definition of
wreath product and Theorem 3.2.
Corollary 3.3. Let A be an S-ring over a group D and H an A-group such that
rk(A) = rk(AH) + 1. Then A is isomorphic to the wreath product of AH by an
S-ring of rank 2 over the group Z[D:H]. Moreover, A is schurian if and only if so
is AH .
3.3. Quasi-thin S-rings. An S-ring A is called quasi-thin if any of its basic sets
consists of at most two elements. Thus, A is quasi-thin if and only if the Cayley
scheme associated with A is quasi-thin (the latter means that the valency of any
its basic relation is at most 2).
Lemma 3.4. Let A be an S-ring over an abelian group D. Suppose that X ∈ S(A)
is such that |X | = 2 and 〈X〉 = D. Then A is quasi-thin.
Proof. The Cayley scheme X associated with A is commutative, because the group
D is abelian. Moreover, the relation r = RD(X) corresponding to the set X , is
of valency |X | = 2. Thus, the equality 〈X〉 = D implies that X is a 2-cyclic
scheme generated by the tightly attached relation r in the sense of [12]. So, by
Proposition 3.11 of that paper, X is a quasi-thin scheme. Therefore, the S-ring A
is also quasi-thin.
Following the theory of quasi-thin schemes in [22], we say that a basic setX 6= {e}
of a quasi-thin S-ring A is an orthogonal if X ⊆ Y Y −1 for some Y ∈ S(A).
Lemma 3.5. Any commutative quasi-thin S-ring A is schurian. Moreover, if it
has at least two orthogonals, then the group Aut(A)e has a faithful regular orbit.
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Proof. The first statement immediately follows from [22, Theorem 1.2]. To prove
the second one, denote by X the Cayley scheme associated with the S-ring A.
Then from [22, Corollary 6.4] it follows that the group Aut(X )e,x is trivial for some
x ∈ D. This means that xAut(X )e is a faithful regular orbit of the group Aut(A)e.
4. S-rings over cyclic and dihedral groups
4.1. Cyclic groups. Let C be a cyclic group of order 2n, n ≥ 1. Then the group
Aut(C) consists of permutations σm : x 7→ xm, x ∈ C, where m is an odd integer.
In what follows, c1 denotes the unique involution in C.
Lemma 4.1. Let X ∈ Orb(K,C), where K ≤ Aut(C). Then
(1) rad(X) = e if and only if X is a singleton, or n ≥ 3 and X = {x, εx−1}
where x ∈ X and ε ∈ {e, c1},
(2) if K ≥ {σm : m = 1 (mod 2n−k)}, then 2k divides | rad(X)|.
Proof. Statement (1) follows from [5, Lemma 5.1], whereas statement (2) is straight-
forward.
Let A be an S-ring over the group C. By the Schur theorem on multipliers,
the group rad(X) does not depend on a set X ∈ S(A) that contains a generator
of C. This group is called the radical of A and denoted by rad(A). Since C is a
2-group, from [5, Lemma 6.4] it follows that if rad(A) = e, then either n ≥ 2 and
rk(A) = 2, or A = Cyc(K,C), where K ≤ Aut(C) is the group generated by the
automorphism taking a generator x of C to an element in {x, x−1, c1x−1} (see also
statement (1) of Lemma 4.1). In any case, A is, obviously, schurian. In fact, the
latter statement holds for any S-ring over a cyclic p-group [10].
For any basic set X of the S-ring A, one can form an A-section S = 〈X〉/ rad(X).
Then the radical of the S-ring AS is trivial. Since in our case, |S| is a 2-group, the
result in previous paragraph shows that either the S-ring AS is cyclotomic or |S|
is a composite number and rk(AS) = 2. In the former case, X is an orbit of an
automorphism group of C, whereas in the latter case, X = 〈X〉\rad(X). Thus, any
basic set of A is either regular or equals the set difference of two distinct A-groups.
Lemma 4.2. Let A be a cyclotomic S-ring over a cyclic 2-group. Suppose that
rad(A) = e. Then rad(AS) = e for any A-section S such that |S| 6= 4.
Proof. Follows from [10, Theorem 7.3].
The following auxiliary lemma will be used in Section 9.
Lemma 4.3. Let C be a cyclic 2-group, and let X and Y be orbits of some subgroups
of Aut(C). Suppose that 〈X〉 6= 〈Y 〉 and rad(X) = rad(Y ) = e. Then the product
X Y contains no coset of 〈c1〉.
Proof. Without loss of generality, we can assume that 〈Y 〉 is a proper subgroup
of 〈X〉. Then from statement (1) of Lemma 4.1, it follows that X = {x} or
{x, εx−1}, and Y = {y} or {y, ε′y−1} where |x| > |y|. Therefore, the required
statement trivially holds whenever X or Y is a singleton. Thus, we can assume
that |X | = |Y | = 2, and hence |x| > |y| ≥ 8. Furthermore,
X Y = {xy, ε′xy−1, εx−1y, ε′′x−1y−1},
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where ε′′ = εε′. Suppose on the contrary, that this product contains a coset of 〈c1〉.
Then, obviously, c1xy = ε
′xy−1 or c1εx
−1y = ε′′x−1y−1. In any case, y2 ∈ {e, c1}
and hence |y| ≤ 4. Contradiction.
4.2. Dihedral groups. Throughout this subsection, D is a dihedral group and C
is the cyclic subgroup of D such that all the elements in D \ C are involutions. A
set X ⊆ D is called mixed if the sets X0 = X∩C and X \X0 are not empty. For an
element s ∈ D\C, we denote byX1 = X1,s the subset of C for whichX = X0 ∪X1s.
The following statement (in the other notation) was proved in [29].
Lemma 4.4. Let A be an S-ring over the dihedral group D and X a mixed basic
set of A. Then
(1) the sets X0, X1s and X are symmetric, and X0 commutes with X1s,
(2) given an integer m coprime to |D|, there exists a unique Y ∈ S(A) such
that (X0)
(m) = Y0.
When it does not lead to confusion, the set Y from statement (2) of Lemma 4.4
will be also denoted by X(m); for X ⊆ C, this notation is consistent with (3). For
any A-set X such that X0 6= ∅, one can define its trace tr(X) to be the union of
sets X(m), where m runs over all integers coprime to |D|. The following statement
was also proved in [29].
Lemma 4.5. Let A be an S-ring over the dihedral group D. Suppose that X0 6= ∅
for all X ∈ S(A). Then given an integer m coprime to |D|, the mapping X 7→ X(m)
induces an algebraic isomorphism of A; in particular, |X(m)| = |X |.
The algebraic fusion of the S-ring A from Lemma 4.5 with respect to the group
of all algebraic isomorphisms defined in this lemma, is an S-ring any basic set of
which is of the form tr(X) where X ∈ S(A). This S-ring is called the rational
closure of A and denoted by tr(A). It should be stressed that this notation has
sense only if the hypothesis of Lemma 4.5 is satisfied.
5. S-rings over D = Z2 × Z2n : basic sets containing involutions
In what follows, C ≤ D is a cyclic group of order 2n and E is the Klein subgroup
of D. The non-identity elements of this subgroup are the involution c1 ∈ C and
the other two involutions s ∈ D \C and c1s. For an S-ring over D and an element
t ∈ E, we denote by Xt the basic set that contains t. Then by the Schur theorem
on multipliers (Theorem 2.4), this set is rational. In this section we completely
describe the sets Xt’s.
Theorem 5.1. Let A be an S-ring over the group D. Then the set H =
⋃
t∈EXt
is an A-group and for a suitable choice of s one of the following statements holds
with U = 〈Xc1〉:
(1) Xc1 = Xs = Xsc1 = U \ e,
(2) Xc1 = U \ e and Xs = Xsc1 = H \ U ,
(3) Xc1 = Xsc1 = U \ 〈s〉 and Xs = {s},
(4) Xc1 = U \ e, Xs = {s} and Xsc1 = sXc1 .
The proof of Theorem 5.1 will be given later. The following auxiliary statement
is, in fact, a consequence of the Schur theorem on multipliers. Below, we fix an
S-ring A over the group D.
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Lemma 5.2. Suppose that X ∈ S(A) contains two elements x and y such that
|x| > |y| ≥ 2. Then x{e, c1} ⊆ X.
Proof. Set m = 1+ |x|/2. Then by Schur’s theorem on multipliers, Y := X(m) is a
basic set of A. On the other hand, since |x| > |y|, we have ym = y. Thus, ym ∈ X .
This implies that X = Y , and hence xm ∈ X . Since |x| > 2 and xm = xc1, we
conclude that x{e, c1} ⊆ X as required.
In the following lemma, we keep the notation of Theorem 5.1.
Lemma 5.3. Either Xc1 = U \ e, or H is an A-group and statement (3) of Theo-
rem 5.1 holds.
Proof. The statement is trivial if the set X := Xc1 is contained in E. So, we
can assume that X contains at least one element of order greater than two. Then
x{e, c1} ⊆ X for each x ∈ X with |x| > 2 (Lemma 5.2). Thus, c1 ∈ rad(X \ E).
We observe that X ∩ E is equal to one of the following sets:
{c1} or {c1, s, sc1} or {c1, t},
where t ∈ {s, sc1}. In the first two cases, c1 ∈ rad(X \ {c1}). So by Theorem 2.6
with H = 〈c1〉, we conclude that X = 〈X〉 \ rad(X) and c1 6∈ rad(X). However, the
only non-trivial subgroups of D not containing c1, are 〈s〉 and 〈sc1〉. Since none of
them equals rad(X), we conclude that rad(X) = e and X = U \ e.
In the remaining case, X ∩ E = {c1, t}, and hence |c1X ∩X | = |X | − 2. Since
c1 ∈ X , this implies that the latter number equals cXXX (see Section 2). Therefore,
|x−1X ∩X | = |X |−2 for each x ∈ X . On the other hand, the set {c1, t}t = {c1t, e}
does not intersect X . Thus, t(X \ E) = X \ E, and hence
rad(X \ E) = E.
By Theorem 2.6 with H = E, we conclude that X = 〈X〉 \ rad(X) and E \ rad(X)
is contained in X . Therefore, rad(X) = 〈t′〉, where t′ is the element of {s, sc1}
other than t. Thus, X = U \ 〈t′〉, H = U is an A-group and we are done.
Proof of Theorem 5.1. By Lemma 5.3, we can assume that X := Xc1 = U \e.
If, in addition, X contains s or sc1, then H = U is an A-group and statement (1)
of the theorem holds. Thus, we can also assume that X 6= Xt for each t ∈ {s, sc1}.
Suppose first that Xs = Xsc1 ; denote this set by Y . Then Y ∩ E = {s, sc1}, and
hence c1 ∈ rad(Y ) (Lemma 5.2). Since X = U \ e, this implies that U ≤ rad(Y ).
Thus, H = 〈Y 〉 is an A-group, Xs = Xsc1 = Y = H \ U and statement (2) holds.
Let now Xs 6= Xsc1 and t ∈ {s, sc1}. Then Y ∩ E = {t} where Y = Xt. It
follows that |c1Y ∩ Y | = |Y | − 1, and hence
(7) Y 2 = |Y |e+ (|Y | − 1)X + · · · ,
where the omitted terms in the right-hand side contain neither e nor elements
of X with non-zero coefficients. However, |X |cXY Y = |Y |c
Y
YX because X = X
−1
and Y = Y −1. Since cXY Y = |Y | − 1, this implies that |X | is divided by |Y |. If,
in addition, |Y | = 1, then we have {Xs, Xsc1} = {{t}, tXc1} and H = U ∪ tU
is an A-group. So statement (4) holds. If |Y | 6= 1, equality (7) implies that
|Y | = |X | = |U | − 1 and Y 2 = |Y |e + (|Y | − 1)X. It follows that cYYX = |X | − 1.
Therefore,
|tU ∩ Y | = |X | − 1 = |U | − 2.
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This is true for t = c1 and t = sc1. On the other hand, sU = sc1U and the sets Xs
and Xsc1 are disjoint. Thus,
|U | = |tU | ≥ |sU ∩Xs|+ |sc1U ∩Xsc1 | = 2(|U | − 2).
It follows that |U | = 2 or |U | = 4. In the former case, H = E and statement (4)
trivially holds. In the latter one, |X | = |Xs| = 3 and |sU ∩ Y | = 2. Therefore,
there exists a unique x ∈ Xs outside sU . It follows that |xU ∩ Xs| = 1 which is
impossible by Lemma 2.1.
6. S-rings over D = Z2 × Z2n : non-regular case
A set X ⊆ D is said to be highest (in D) if it contains an element of order 2n.
Given an S-ring A over D, denote by rad(A) the group generated by the groups
rad(X), where X runs over the highest basic sets of A. Clearly, rad(A) is an A-
group, and it is equal to e if and only if each highest basic set of A has trivial
radical. In what follows, we say that A is regular, if each highest basic set of A is
regular. Now, the main result of this section can be formulated as follows.
Theorem 6.1. Let A be an S-ring over the group D. Suppose that rad(A) = e.
Then A is either regular or rational. Moreover, in the latter case, A = AH ⊗AL,
where rk(AH) = 2 and |L| ≤ 2 ≤ |H |; in particular, A is schurian.
The proof of Theorem 6.1 will be given in the end of the section. The key point
of the proof is the following statement.
Theorem 6.2. Let A be an S-ring over the group D. Then any non-regular basic
set of A either intersects E, or has a non-trivial radical.
Proof. Let X be a non-regular basic set of A that does not intersect E. Then the
minimal order of an element in X equals 2m for some m ≥ 2. Denote by Xm the
set of all elements in X of order 2m. Clearly, each of the sets X \Xm and Xm is
non-empty. Suppose, towards a contradiction, that rad(X) = e. Then c1 6∈ rad(X),
and c1 ∈ rad(X \Xm) (Lemma 5.2). It follows that
(8) c1 6∈ A,
because otherwise c1X is a basic set other than X that intersects X .
Denote by K the setwise stabilizer of X in the groupG ∼= Z∗2n of all permutations
x 7→ xm, x ∈ D, wherem is an odd integer. Then by Schur’s theorem on multipliers,
Xm is the union of at most two K-orbits (one inside C and the other outside). The
radicals of these orbits must be trivial, because rad(X) = e and c1 ∈ rad(X \Xm).
Thus, by statement (1) of Lemma 4.1, we have
(9) Xm = {x} or {x, x
−1ε} or {x, ys} or {x, x−1ε, ys, y−1εs},
where x, y ∈ Xm are such that 〈x〉 = 〈y〉, and ε ∈ {e, c1}. It should be mentioned
that x 6= εy, for otherwise εs ∈ rad(X).
Let us define A-groups U and H as in Theorem 5.1. Then X ⊆ D\H , because X
does not intersect E. By the definition of H , this implies that it does not contain
elements of order 2m. Since U ≤ H , we conclude that xU ∩ X ⊆ Xm for each
x ∈ Xm. Therefore, Xm is a disjoint union of some sets xU ∩ X with such x.
However, by Lemma 2.1 the number λ := |xU ∩X | doesn’t depend on a choice of
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x ∈ X . Thus, λ divides |Xm|. By (9) this implies that λ ∈ {1, 2, 4}. Moreover,
setting Y to be the basic set containing c1, we have
(10) cXXY = λ− 1,
because U = Y \ e or U = Y \ 〈εs〉, and x 6= εy.
Denote by α the number of z ∈ Xm for which c1z 6∈ Xm. If α = 1, then from
Theorem 2.5, it follows that S(A) contains X [2] = {z2} for an appropriate z ∈ Xm.
Since z 6∈ E, this implies that c1 ∈ A in contrast to (8). Thus, α 6= 1. Therefore, α
is an even number less or equal than |Xm| ≤ 4 (see (9)). Moreover, it is not zero,
because otherwise c1 ∈ rad(X). Besides, from (10) it follows that
(11) |X | (λ− 1) = |X |cXXY = |Y | c
Y
XX−1 = |Y | |c1X ∩X | = |Y | (|X | − α).
Since |X | > |Xm| ≥ α, this implies that the right-hand side of the equality is not
zero. Thus, λ 6= 1, and finally
(12) λ, α ∈ {2, 4}.
Lemma 6.3. In the above notation |X | ≥ 2|Xm|, and the equality holds only if
(1) Xm is a union of two K-orbits and X \Xm is a K-orbit,
(2) any element in X \Xm is of order 2m+1.
Proof. By the Schur theorem on multipliers, the stabilizers of an element x ∈ X
in the groups K and G, coincide. However, the stabilizer in G consists of raising to
power 1+ i|x|, where i = 0, 1, . . . , 2n/|x|−1. Therefore, |Kx| = 2n/|x|. For x ∈ Xm
and y ∈ X \Xm, this implies that |Kx| ≥ 2|Ky|, and hence
|xK | =
|G|
|Kx|
≤
|G|
2|Ky|
=
|yK |
2
.
Taking into account that Xm is a disjoint union of at most two K-orbits, we obtain
that
|X | − |Xm| ≥ |y
K | ≥ 2|xK | ≥ |Xm|
as required. Since the equality holds only if the second and third inequalities in the
above formula are equalities, we are done.
We observe that |Y | 6= λ − 1: indeed, for λ = 2, this follows from (8) whereas
for λ = 4, the assumption |Y | = λ − 1 implies by (11) an impossible equality
|X | = |X | − α. Thus, by (11) and Lemma 6.3 we have
α |Y |
|Y | − (λ− 1)
= |X | ≥ 2|Xm| ≥ 2α.
Furthermore, if λ = 2, then |Y | = 2 and |X | = 2α. On the other hand, if λ = 4,
then λ− 1 < |Y | ≤ 6 and |Y | ∈ {2a− 1, 2a− 2} for some a (Theorem 5.1); but then
|Y | = 6 and |T | = 2α. Thus, by (12) there are exactly four possibilities:
(1) α = 2, λ = 2, |Y | = 2, |X | = 4, |Xm| = 2,
(2) α = 4, λ = 2, |Y | = 2, |X | = 8, |Xm| = 4,
(3) α = 2, λ = 4, |Y | = 6, |X | = 4, |Xm| = 2,
(4) α = 4, λ = 4, |Y | = 6, |X | = 8, |Xm| = 4.
12 MIKHAIL MUZYCHUK AND ILYA PONOMARENKO
In all cases, |X | = 2|Xm|. Therefore, by Lemma 6.3 and (9), we conclude that
Xm = {x, ys} in cases (1) and (3), and Xm = {x, x−1ε, sy, sy−1ε} in cases (2)
and (4). Moreover, since the number |Y | is even, U \ Y is a group of order two.
Without loss of generality, we assume that it is 〈s〉.
Let pi be the quotient epimorphism from D to D′ = D/U . Then the group D′ is
cyclic, the S-ring A′ = AD′ is circulant
4 and X ′ = pi(X) is a non-regular basic set
of it (the elements in X ′m = pi(Xm) and in X
′ \X ′m have different orders). However,
any non-regular basic set of a circulant S-ring over a 2-group is a set difference of
two its subgroups (see Subsection 4.1). Therefore,
X ′ = 〈X ′〉 \ rad(X ′).
Since X ′ 6= X ′m, this implies that |X
′| ≥ 3. On the other hand, |X ′| = |X |/λ by
the definition of λ. Thus, we can exclude cases (1), (3) and (4). In case (2) let
| rad(X ′)| = 2i for some i ≥ 0. Then 4 = |X ′| = 2i+2 − 2i = 3 2i. Contradiction.
Any basic set X of an S-ring A over D that intersects the group E, must contain
an involution. Therefore, such X is rational. By Theorem 6.2, this proves the
following statement.
Corollary 6.4. Let X be a basic set of an S-ring over D. Suppose that rad(X) = e.
Then X is either regular or rational.
Proof of Theorem 6.1. Suppose that A is not regular. Then there exists
a highest set X ∈ S(A) that is not regular. Since rad(X) = e, we conclude by
Theorem 6.2 that the set X ∩ E is not empty. Therefore, X is contained in the
A-group H ≥ E defined in Theorem 5.1. But then H = D, because the set X is
highest. Now, the first statement follows, because the S-ring AH = A is, obviously,
rational. Moreover, statements (2) and (3) of Theorem 5.1 do not hold, because
rad(AH) = rad(A) = e. Thus, the second statement of our theorem is true for
L = e (resp. L = 〈s〉) if statement (1) (resp. statement (4)) of Theorem 5.1 holds.
From the proof of Theorem 6.1, it follows that if one of the highest basic sets of
A is not regular, then all highest basic sets are rational. This implies the following
statement.
Corollary 6.5. Let A be an S-ring over the group D. Suppose that rad(A) = e.
Then either every highest basic set of A is regular, or every highest basic set of A
is rational.
7. S-rings over D = Z2 × Z2n : regular case
Throughout this section, C = Cn is a cyclic subgroup of D = Dn that is isomor-
phic to Z2n . We denote by c1, c2 and s, respectively, the unique involution in C,
one of the two elements of C of order 4, one of the two involutions in D \ C. The
main result is given by the following theorem.
Theorem 7.1. Let A be a regular S-ring over the group D. Suppose that rad(A) =
e. Then A is a cyclotomic S-ring. More precisely, A = Cyc(K,D), where K ≤
Aut(D) is one of the groups listed in Table 1.
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K generators |K| n comment
K1 (x, s) 7→ (x, s) 1 n ≥ 2 X1 = ∅
K2 (x, s) 7→ (x−1, s) 2 n ≥ 3 X1 = ∅
K3 (x, s) 7→ (c1x−1, s) 2 n ≥ 3 X1 = ∅
K4 (x, s) 7→ (x−1, sc1) 2 n ≥ 3 X1 = ∅
K5 (x, s) 7→ (c1x−1, sc1) 2 n ≥ 3 X1 = ∅
K6 (x, s) 7→ (sc2x, sc1), (x, s) 7→ (x−1, s) 4 n ≥ 4 Xa 6= ∅
K7 (x, s) 7→ (sc2x, sc1), (x, s) 7→ (c1x−1, s) 4 n ≥ 4 Xa 6= ∅
K8 (x, s) 7→ (sx−1, s) 2 n ≥ 4 Xa 6= ∅
K9 (x, s) 7→ (sc1x−1, s) 2 n ≥ 4 Xa 6= ∅
K10 (x, s) 7→ (sc2x, sc1) 2 n ≥ 3 Xa 6= ∅
K11 (x, s) 7→ (sc2x
−1, sc1) 2 n ≥ 4 Xa 6= ∅
Table 1. The groups of cyclotomic rings with trivial radical
Corollary 7.2. Under the assumptions of Theorem 7.1, let K = Ki, where i =
1, . . . , 11. Then the following statements hold:
(1) 〈c1〉 is an A-group,
(2) C is an A-group if and only if i ≤ 5,
(3) 〈εs〉 with ε ∈ {e, c1}, is an A-group if and only if i ∈ {1, 2, 3, 8, 9}.
In what follows, given a basic set X ∈ S(A), we denote by X0 and X1 the
uniquely determined subsets of C for which X = X0 ∪ sX1.
Proof of Theorem 7.1. Let X be a highest basic set of the S-ring A. Then
it is regular by the theorem hypothesis. By the Schur theorem on multipliers, this
implies that if the set Xa is not empty for some a ∈ {0, 1}, then Xa is an orbit
of the group Aut(C){Xa}. Therefore, Xa is of the form given in statement (1) of
Lemma 4.1. The rest of the proof consists of Lemmas 7.3, 7.4 and 7.6 below: in the
first one, X0 or X1 is empty, and in the other two, both X0 and X1 are not empty
and |X0| = 2 or 1, respectively.
Lemma 7.3. Let X0 = ∅ or X1 = ∅. Then A = Cyc(Ki, D) with i ∈ {1, 2, 3, 4, 5}.
Proof. Without loss of generality, we can assume that n ≥ 3 and X1 = ∅. Then
X = X0 generates C. Therefore, C is an A-group and X is a highest basic set
of a circulant S-ring AC . Since rad(X) = e, this implies that rad(AC) = e. If,
in addition, 〈s〉 is an A-group, then A = AC ⊗ A〈s〉 by Lemma 2.3, and hence
A = Cyc(Ki, D) with i = 1, 2, 3. Thus, we can assume that
(13) s 6∈ A.
Let us prove by induction on n that A = Cyc(Ki, D) with i = 4 or 5. For n = 3
this statement can be verified by a computer computation. Let n > 3. Denote by
X ′ the basic set of A that contains x′ = xs, where x ∈ X is a generator of C. Then
by the theorem hypothesis, X ′ is a regular set with trivial radical. It follows that
C′ = 〈X ′〉 is the order 2n cyclic subgroup of D other than C. In particular,
rad(AC′) = rad(X
′) = e.
4Any S-ring over a cyclic group is called a circulant one.
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Besides, since C2 = (C′)2, the S-rings AC and AC′ have the same basic sets
inside the group C2; in particular, |X | = |X ′|. Moreover, these S-rings are not
Cayley isomorphic. Indeed, otherwise X ′ = sY , where Y = X(m) for some odd m.
Then s is the only element that appears in the product Y −1X ′ with multiplicity |X |.
However, in this case s ∈ A, contrary to (13). Thus,
(14) X = {x, εx−1} and X ′ = {sx, sc1εx
−1}.
Set i = 4 or 5 depending on ε = e or c1, respectively. Then from (14) and the Schur
theorem on multipliers, it follows that the S-rings A and Cyc(Ki, D) have the same
highest basic sets. We also observe that Dn−1 is an A-group.
Since the S-ring AC is cyclotomic, it follows from (14) that Y = {x2, x−2} is a
basic set of A. Denote by Y ′ the basic set containing sx2. Then, obviously,
Y ′ ⊆ XX ′ = {sx2, sc1x
−2, s, sc1}.
However, |sx2| ≥ 8, because n ≥ 4. Thus, Y ′ ⊆ {sx2, sc1x−2}: otherwise Y ∩ E is
not empty and from Theorem 5.1 it follows that |Y ′| > 4. Therefore, Y ′ is regular
and rad(Y ′) = e. Since also rad(Y ) = e and Y, Y ′ are highest basic sets of the
S-ring ADn−1 , the latter satisfies the hypothesis of Lemma 7.3. By the induction,
we conclude that ADn−1 = Cyc(K4, Dn−1). Thus, A = Cyc(Ki, D) as required.
Lemma 7.4. Let |X0| = 2 and X1 6= ∅. Then A = Cyc(Ki, D) with i ∈ {6, 7}.
Proof. By statement (1) of Lemma 4.1, we have X0 = {x, εx−1}. Since X is
regular, this implies that
(15) X = {x, εx−1, sy, sεy−1}
for some generator y of the group C. For n = 3, we tested in the computer that
no S-ring over D has a highest basic set X such that X0 = {x, εx
−1} and X1 6= ∅.
Suppose that n ≥ 4. Let us prove that the lemma statement holds for i = 6 or i = 7
depending on ε = e or ε = c1, respectively. For n = 4, we tested this statement in
the computer. Thus, in what follows, we can assume that n ≥ 5.
Lemma 7.5. In the above notations, the following statements hold:
(1) Cn−1 is an A-group whereas 〈s〉 and 〈sc1〉 are not,
(2) Yx = {x±2, c1x±2} and Zx = {sx±2} are A-sets,
(3) y = xc2 for a suitable choice of y and c2.
5
Proof. Since n ≥ 5, we have x2 6= x−2 and y2 6= y−2. Besides, since neither s nor
sc1 belongs to rad(X), we have x
2 6= y±2 6= x−2. Thus,
(16) |{x2, x−2, y2, y−2}| = 4.
However, X [2] = {x2, x−2, y2, y−2} and X [2] is an A-set by Theorem 2.5. Thus, the
first part of statement (1) holds, because Cn−1 = 〈X [2]〉. To prove the second part
of statement (1), suppose on the contrary that L := 〈sε′〉 is an A-group for some
ε′ ∈ {e, c1}. Then the circulant S-ring AD/L has a basic set
pi(X) = {pi(x), pi(εx−1), pi(y), pi(εy−1)},
where pi : D → D/L is the quotient epimorphism. However, from (16) it eas-
ily follows that | rad(pi(X))| ≥ 2. Therefore, one of the quotients pi(x)/pi(εx−1),
5One can interchange y and y−1, and c2 and c
−1
2
.
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pi(x)/pi(y) or pi(x)/pi(εy−1) has order 2. This implies, respectively, that the order
of pi(x) is 8, pi(x) = pi(c1)pi(y), and pi(x) = pi(c1)pi(εy
−1). The former case is impos-
sible, because n ≥ 5, whereas in the other two, we have x ∈ c1yL and x ∈ c1εy−1L
which is impossible due to (16).
To prove the second part of statement (2), we observe that Cn−1 ∪ tr(X) is an
A-set. But the complement to it in D coincides with sCn−1. Thus, it is also an
A-set. Besides,
(17) X2 ◦ sCn−1 = 2 sX
′,
where X ′ = {(xy)±1, ε(xy−1)±1}. Therefore, sX ′ is an A-set. However, it is easily
seen that |xy| 6= |εxy−1|. Moreover, |xy| = 2n−1 or |εxy−1| = 2n−1, because x and
y are generators of the group C and n ≥ 3. Thus, the elements sxy and sεxy−1
can not belong to the same basic set of A. Indeed, otherwise assuming |xy| = 2n−1,
we conclude by Lemma 5.2 that this basic set contains sxyc1. Then xyc1 ∈ X ′,
and hence xyc1 ∈ {(xy)−1, εx−1y}. Consequently, (xy)2 = c1 or x2 = c1ε. In any
case, n− 1 ≤ 2. Contradiction. A similar argument leads to a contradiction when
|εxy−1| = 2n−1. In the same way, one can verify that no two elements, one in
{s(xy)±1} and the other one in {sε(xy−1)±1}, cannot belong to the same basic set
of A. Thus, sX ′ is a disjoint union of two A-sets of the form {sz±1} with z ∈ C,
and one of them consists of elements of order 2n−1. This implies that Zx is an
A-set, as required.
To prove statement (3), suppose on the contrary that x4 6= y±4. Then since
Y := X [2], Zx, and Zy are A-sets, the S-ring A contains the element
(Y Zx) ◦ (Y Zy) = 2s(2e+ x
±2y±2).
Since n ≥ 3, this implies that only s appears in the right-hand side with multi-
plicity 4. By the Schur-Wielandt principle, this implies that s ∈ A. However, this
contradicts the second part of statement (1).
To complete the proof, we note that by statement (3), we have Yx = X
[2]. Since
X [2] is an A-set, the first part of statement (2) follows.
Let us continue the proof of Lemma 7.4. Denote by Ai the minimal S-ring over
D that contains X as a basic set; we recall that i = 6 or i = 7 depending on ε = e
or ε = c1. We claim that
(18) Ai = Cyc(Ki, D).
Indeed, from statements (2) and (3) of Lemma 7.5, it follows that the sets X , Yx,
and Zx are orbits of the group Ki (see Table 2, where the generic orbits of the
group Ki contained inside Cn−1 and sCn−1 are given). Therefore, by the Schur
theorem on multipliers, we have
(19) (Ai)D\Dn−2 = Cyc(Ki, D)D\Dn−2 .
Next, C′ := 〈Zx〉 is a cyclic A-group of order 2n−1 other than Cn−1. Moreover,
Zx is a highest basic set of the circulant S-ring (Ai)C′ . Therefore, this S-ring has
trivial radical. From the results discussed just after Lemma 4.1, it follows that it is
the cyclotomic S-ring Cyc(K ′, C′), where K ′ is the subgroup of Aut(C′) that has
Zx as an orbit. Since Orb(Ki, C
′) = Orb(K ′, C′), we conclude that
(20) (Ai)Cn−2 = Cyc(Ki, D)Cn−2.
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Cn−1 sCn−1
x±2, c1x
±2 sεx±2
x4, x−4 sx±4, sc1x
±4
· · · · · ·
c2, c
−1
2 sc2, sc
−1
2
c1 s, sc1
e
Table 2. The orbits of K6 and K7
Let us complete the proof of (18). To do this, taking into account that ε(e+ c1) =
e+ c1, we find that
(21) Yx Zx = sx
±4(e+ c1) + 2s(e+ c1).
Moreover, since n ≥ 5, the elements x±4, sx±4c1 appear in the right-hand side with
coefficient 1. By the Schur-Wielandt principle, this implies that {s, sc1}x
±4 and
{s, sc1} are A-sets. Thus,
(22) (Ai)sCm\sCm−1 = Cyc(Ki, D)sCm\sCm−1 and (Ai)sC1 = Cyc(Ki, D)sC1 ,
where m = n− 2. For all m = n− 3, . . . , 2 the first equality is proved in a similar
way by the induction on m; the sets Yx and Zx in equation (21) are replaced by
the A-sets {x±2
m+1
} and (e + c1){x±2
m+1
}, respectively. Thus, the claim follows
from (19), (20) and (22).
Let us continue the proof of Lemma 7.4. Now, since, obviously, A ≥ Ai, we
conclude by (18) that A ≥ Cyc(Ki, D). To verify the converse inclusion, we have
to prove that every Ki-orbit Z
′ belongs to S(A). Suppose on the contrary that
some Z ′ properly contains a set Z ∈ S(A). Then
(23) Z ⊆ Dn−1 \D1.
Indeed, from (15) and statement (3) of Lemma 7.5, it follows that the Ki-orbits
outside Dn−1 are the basic sets of A. Besides, the orbits {e} and {c1} are also basic
sets, because A ≥ Cyc(Ki, D). Finally, the orbit {s, c1s} belongs to S(A) by the
second part of statement (1) of Lemma 7.5.
From (23) and the first part of statement (1) of Lemma 7.5, it follows that the set
Z is regular. So it is an orbit of an automorphism group of C. This implies that Z
has cardinality 1, 2, or 4. The latter case is impossible, because otherwise Z = Z ′.
We claim that the first case is also impossible. Indeed, otherwise Z = {z} for some
z ∈ Dn−1\D1. Then zX is a highest basic set ofA. However, (zX)0 = {zx, zεx−1}.
Therefore, ε(zx)−1 = zεx−1, and hence z = z−1. Thus, z ∈ D1. Contradiction.
To complete the proof of Lemma 7.4, let |Z| = 2. Without loss of generality, we
can assume that the order of an element in Z is minimal possible. Clearly, |Z ′| = 4,
and hence
Z ′ = {z±1, c1z
±1},
where either z = x2, or z = sx2
m
with m ∈ {3, . . . , n − 3} (see Table 2). Choose
z ∈ Z so that
Z = {z, c1z} or Z = {z, ε
′z−1},
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where ε′ ∈ {e, c1}. In the first case, the singleton Z2 = {z2} is a basic set of A. By
the above argument, this implies that z2 ∈ D1. Thus, z ∈ D2. Contradiction. In
the second case, A contains the element
(sz + sz−1)(z + ε′z−1) = sz2 + sε′z−2 + s+ sε′.
Since s 6∈ A, this implies that ε′ = c1. Therefore, {sz2, sε′z−2} cannot be a
basic set of A, and hence m 6= 3. But then, the minimality of |z| implies that
{sz2, sε′z−2, s, sε′} ∈ S(A) that is impossible, because s+ sc1 ∈ A.
Lemma 7.6. Let |X0| = 1 and X1 6= ∅. Then A = Cyc(Ki, D) with i ∈
{8, 9, 10, 11}.
Proof. In this case X = {x, ys}, where 〈y〉 = C. It follows that X generates D.
Moreover, n ≥ 3, because c1 6∈ rad(X). Therefore, there are two orthogonals in
the S-ring A: one of them is in (X X−1)∩Cs, and another one is in (XX−1)∩C.
Thus, A is quasi-thin by Lemma 3.4, and hence schurian by Lemma 3.5. The
latter implies also that the stabilizer K of the point e in the group Aut(A), has
a faithful regular orbit. Therefore, the index of D in Aut(A) is equal to 2. But
then D E Aut(A), and hence K ≤ Aut(D). Consequently, A = Cyc(K,D) and the
group K is generated by an involution σ ∈ Aut(D). This involution interchanges
x and ys. Therefore, the automorphism σ is uniquely determined. We leave the
reader to verify that σ is one of automorphisms that are listed in the rows 8, 9, 10,
11 of Table 1.
8. S-rings over D = Z2 × Z2n : automorphism groups in regular case
In this section we find the automorphism group of a regular S-ring over D with
trivial radical. For this purpose, we need the following concept introduced in [14]:
a permutation group is called 2-isolated if no other group is 2-equivalent to it. The
following statement is the main result of this section; it shows, in particular, that
a regular S-ring over D with trivial radical is normal.
Theorem 8.1. Let A be a regular S-ring over the group D. Suppose that rad(A) =
e. Then for any A-group L of order at most 2, the group Aut(AD/L) is 2-isolated.
In particular, if A = Cyc(K,D) for some K ≤ Aut(D), then Aut(A) = DK.
The proof will be given in the end of the section. The following statement
provides a sufficient condition for a permutation group to be 2-isolated.
Lemma 8.2. Let A be an S-ring and G = Aut(A). Suppose that the point stabilizer
of G has a faithful regular orbit. Then the group G is 2-isolated.
Proof. It was proved in [14, Theorem 3.5′] that G is 2-isolated whenever it is 2-
closed and a two-point stabilizer of G is trivial. However, the latter exactly means
that a point stabilizer of G has a faithful regular orbit.
To apply Lemma 8.2, we need the following auxiliary statement giving a sufficient
condition providing the existence of a faithful regular orbit of a point stabilizer in
the automorphism group of an S-ring.
Lemma 8.3. Let A be an S-ring over an abelian group H. Suppose that a set
X ∈ S(A) satisfies the following conditions:
(1) 〈tr(X)〉 = H,
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(2) cZXY = 1 for each Z ∈ S(A)tr(X) and some Y ∈ S(A),
(3) cXXY = 1 for each Y ∈ S(A)XX−1 .
Then X contains a faithful regular orbit of the group Aut(A)e.
Proof. Denote by X the Cayley scheme over H associated with the S-ring A.
Then the relation r = RH(tr(X)) is a union of basic relations of X . Clearly, r is
symmetric, and connected (condition (1)). Moreover, conditions (2) and (3) imply
that the coherent configuration (Xe)er is semiregular. Thus, by [24, Theorem 3.3]
given x ∈ X , the two-element set {e, x} is a base of the scheme X , and hence of the
group Aut(X ). This implies that {x} is a base of the group K = Aut(X )e. Thus,
xK ⊆ X is a faithful regular orbit of K.
Proof of Theorem 8.1. From Theorem 7.1, it follows that A = Cyc(K,D),
where K = Ki is one of the groups listed in Table 1, 1 ≤ i ≤ 11. Therefore, taking
into account that the groups DK and Aut(A) are 2-equivalent, we conclude that
the second part of the theorem statement immediately follows from the first one.
To prove the latter, without loss of generality, we assume that i ≥ 2 and n ≥ 4.
Let L ≤ D be an A-group. In what follows, we set H = D/L and pi = piL.
To prove that the group Aut(AH) is 2-isolated, it suffices to verify that its point
stabilizer has a faithful regular orbit (Lemma 8.2). The remaining part of the proof
is divided into three cases.
Case 1: L = 〈εs〉, where ε ∈ {e, c1}. Here, H is a cyclic group and the S-ring
AH = Cyc(pi(K), H) is cyclotomic. Moreover, i ∈ {2, 3, 8, 9} by statement (3) of
Corollary 7.2. Therefore, the order of the group pi(K) ≤ Aut(H) is at most 2. By
the implication (3)⇒ (2) of [5, Theorem 6.1], this implies that the group Aut(AH)e
has a faithful regular orbit. Thus, the group Aut(AH) is 2-isolated by Lemma 8.2.
Case 2: e ≤ L ≤ 〈c1〉 and |K| = 2. Here, i 6∈ {1, 6, 7} and each basic set of
A is of cardinality at most 2. Since A is commutative, the latter is also true for
the basic sets of AH . Therefore, this S-ring is quasi-thin. So by the second part of
Lemma 3.5 it suffices to prove that AH has at least two orthogonals. To do this
let X be a basic set of A that contains a generator of C. Since the S-ring A is
cyclotomic, pi(X(2)) and pi(X(4)) are basic sets of AH . Moreover, they are distinct,
because n ≥ 4. Finally, they are orthogonals, because pi(X(2)) ⊆ pi(X)pi(X−1) and
pi(X)(4) ⊆ pi(X(2))pi(X(−2)).
Case 3: e ≤ L ≤ 〈c1〉 and |K| = 4. Here i = 6 or 7. It suffices to verify that
the hypothesis of Lemma 8.3 is satisfied for a highest basic set X of the S-ring AH .
To do this we first observe that the sets X0 and X1 are not empty. Therefore,
tr(X) = D \Dn−1, and condition (1) is, obviously, satisfied.
To verify conditions (2) and (3), suppose first that L = e. Then for x ∈ X0, we
have
X = {x, εx−1, sc2x, sc
−1
2 εx
−1},
where ε ∈ {e, c1}. Since n ≥ 4, the elements xy
−1 with y ∈ X belong to distinct
K-orbits of cardinalities 1, 2, 2 and 4. A straightforward check shows that if Y is
one of these orbits, then
|Y |cYXX−1 = 4.
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Therefore, 4 = |Y |cYXX−1 = |X |c
X
XY −1 , and condition (3) is satisfied, because |X | =
4. Let now Z ∈ S(A)tr(X). Then
Z = {xy, ε(xy)−1, sc2xy, sc
−1
2 ε(xy)
−1}
for some y ∈ Cn−1. Let Y be the set {y±1, c1y±1} , {y±1}, or {y} depending on
whether y belongs to Cn−1 \ Cn−2, Cn−2 \ C1, or C1, respectively. Then Y is a
basic set of A. Moreover, a straightforward computation shows that in any case,
cXY Z = 1. Since c
Z
XY = c
X−1
Y −1Z−1 = c
X
Y Z , condition (2) is also satisfied.
Let now L = 〈c1〉. To simplify notations, we identify the group H = D/L with
Dn−1, write A instead of AH ,
6 and use the notation x and s for the pi-images of x
and sc1, respectively. Thus, A is a cyclotomic S-ring over Dn−1 and
X = {x, x−1, sx, sx−1}
is a highest basic set of A. It follows that Cn−2 is an A-group and any basic set
inside Cn−2 is of the form {z±1} for a suitable z ∈ Cn−2. Since sCn−2 is an A-set,
the elements xy−1 with y ∈ X belong to distinct basic sets of A. Therefore, the set
X X−1 consists of basic sets Y for which cXXY = 1. Thus, condition (3) is satisfied.
Let now Z ∈ S(A)tr(X). Then
Z = {xy, (xy)−1, sxy, s(xy)−1}
for some y ∈ Cn−2. Taking Y to be the basic set {y±1}, we find that cXY Z = 1.
Thus, condition (2) is also satisfied, and we are done.
9. S-rings over D = Z2 × Z2n : non-trivial radical case
In Theorems 6.1 and 7.1, we completely described the structure of an S-ring
over D that has trivial radical. In this section, we study the remaining S-rings.
Theorem 9.1. Let A be an S-ring over a group D. Suppose that rad(A) 6= e. Then
A is a proper generalized S-wreath product, where the section S = U/L is such that
(24) AS = ZS or |S| = 4 or rad(AU ) = e and |L| = 2.
Proof. Denote by U the subgroup of D that is generated by all X ∈ S(A) such
that rad(X) = e.
Lemma 9.2. U is an A-group and rad(AU ) = e.
Proof. The first statement is clear. To prove the second one, without loss of
generality, we can assume that U = D. Then there exists a highest set X ∈ S(A)
such that rad(X) = e. Suppose first that X is not regular. Then X ∩ E 6= ∅ by
Theorem 6.2. Therefore, X is one of basic sets Xc1 , Xs, or Xsc1 from Theorem 5.1.
Since rad(X) = e, we have X = Xc1 and X = Xs in statements (2) and (3) of this
theorem, respectively. Moreover, since X is highest, D = 〈X〉 in statements (1),
(2), (3). Therefore, in these three cases rk(A) = 2, and hence rad(A) = e. In
the remaining case (statement (4) of Theorem 5.1), we have D = H , and hence
A = AU ⊗ A〈s〉. Since each of the factors is of rank 2, this implies that again
rad(A) = e.
From now on, we can assume that any highest basic set of A with trivial radical,
is regular (Corollary 6.4). Moreover, if X is one of them and both X0 and X1 are
6In our case, the S-ring AH does not depend on the choice of i ∈ {5, 6}.
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not empty, then all highest basic sets are pairwise rationally conjugate and, hence
rad(A) = rad(X) = e. Thus, we can also assume that 〈X〉 is a cyclic group C of
order at least 4 that has index 2 in D.
Since rad(AC) = rad(X) = e, the circulant S-ring AC is cyclotomic (see Sub-
section 4.1). Together with |C| ≥ 4, this shows that c1 ∈ A. We claim that any
Y ∈ S(A) such that rad(Y ) = e and D = 〈X,Y 〉, is regular. Indeed, otherwise by
Theorem 6.2, we have Y = Xh, where h is a non-identity element of the group E.
However, h 6= c1: otherwise Y = {c1} by above, and 〈X,Y 〉 = C, in contrast to the
assumption. Since Xc1 = {c1} and rad(Y ) = e, only statement (4) of Theorem 5.1
can hold. But then, Y is a singleton in E, and hence it is regular. Contradiction.
To complete the proof, let Y be a regular basic set with trivial radical. We can
assume that Y ⊆ D \ C, for otherwise D = C and rad(A) = rad(X) = e. If Y is
not highest, then any basic set Z ⊆ XY is highest, and 〈X,Z〉 = D. Moreover,
rad(Z) = e by Lemma 4.3. Thus, we can also assume that Y is highest. Then any
highest basic set of A is rationally conjugate to either X or Y . Thus, rad(A) = e,
as required.
By the theorem hypothesis and Lemma 9.2, we have U 6= D. We observe also
that by Theorem 2.2, the group U contains every minimal A-group.
Lemma 9.3. Suppose that there is a unique minimal A-group, or c1 ∈ rad(X) for
all X ∈ S(A)D\U . Then the statement of Theorem 9.1 holds.
Proof. Let L be a unique minimal A-group. Then the definition of U implies
that A is a proper generalized S-wreath product, where S = U/L. If, in addition,
|L| ≤ 2, then the third statement in (24) follows from Lemma 9.2 and we are done.
Let now |L| > 2. Then 〈c1〉 is not an A-group. By statement (1) of Corollary 7.2,
this implies that the S-ring AU is not regular. So, by the first part of Theorem 6.1,
it is rational. Now, by the second part of this theorem, the uniqueness of L implies
that U = L. Thus, |S| = 1 and the first statement in (24) holds.
To complete the proof, suppose that there are at least two minimal A-groups.
Then, obviously, one of them, say H , contains c1. Therefore, c1 ∈ H ≤ U . On the
other hand, by the lemma hypothesis, c1 ∈ rad(X) for all X ∈ S(A)D\U . Thus,
A is a proper generalized S-wreath product, where S = U/H . Without loss of
generality, we can assume that |H | > 2. If the S-ring AU is rational, then from the
second part of Theorem 6.1, it follows that there is another minimal A-group L of
order 2 and such that
AU = AH ⊗AL.
Thus, |S| = |L| = 2, and the first statement in (24) holds. In the remaining
case, AU is a regular S-ring by the first part of Theorem 6.1. By statement (1) of
Corollary 7.2, this implies that H = 〈c1〉. Thus, |H | = 2, and the third statement
in (24) holds.
Denote by V the union of all setsX ∈ S(A) such that rad(X) = e or c1 ∈ rad(X).
Then, obviously, U ⊆ V and V is an A-set. By Lemma 9.3, we can assume that
V 6= D, and that U contains two distinct minimal A-groups. It is easily seen that
in this case E ⊆ V .
Lemma 9.4. In the above assumptions let X ∈ S(A)D\V . Then
(1) rad(X) = 〈s〉 or 〈sc1〉,
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(2) X is a regular set such that both X0 and X1 are not empty.
Proof. Since X 6⊆ U , we have rad(X) 6= e. Besides, c1 6∈ rad(X) by the definition
of V . Thus, statement (1) holds, because 〈s〉 and 〈sc1〉 are the only subgroups of
D that do not contain c1. To prove statement (2), set
L = rad(X) and pi = piD/L.
Then rad(pi(X)) = e. However, D/L is a cyclic 2-group by statement (1). There-
fore, pi(X) is the basic set of a circulant S-ring AD/L. From the description of basic
sets of such an S-ring given in Subsection 4.1, it follows that pi(X) is regular or is
of the form
pi(X) = pi(H)#
for some A-group H ≥ D1 such that |H/L| ≥ 4. In the latter case, X = H \L, and
hence L is a unique minimal A-group in contrast to our assumption on U . Thus,
the set pi(X) is regular. This implies that the set X is also regular. Finally, the
fact that X0 and X1 are not empty, immediately follows from statement (1).
By statement (2) of Lemma 9.4, the union of tr(X), where X runs over the set
S(A)D\V , is of the form D \Dk for some k ≥ 1. However, the set V coincides with
the complement to this union. Thus, V = Dk is an A-group. A similar argument
shows that Dm is an A-group for all m ≥ k.
Lemma 9.5. Let m = max{2, k}. Then the group L := rad(X) does not depend
on the choice of X ∈ S(A)D\Dm .
Proof. Suppose on the contrary that there exist basic sets X and Y outside Dm
such that 〈Y 〉 ( 〈X〉 and rad(X) 6= rad(Y ). Then by statement (1) of Lemma 9.4,
without loss of generality, we can assume that
(25) rad(X) = 〈s〉 and rad(Y ) = 〈sc1〉.
By statement (2) of that lemma, X0 is a regular non-empty set. Therefore, it is an
orbit of a subgroup of Aut(C). Moreover, from the first equality in (25), it follows
that rad(X0) = e. Let now pi : D → D/〈s〉 be the quotient epimorphism. Then
pi(X) = X0 is a basic set of a circulant S-ring A′ = pi(A). It follows that A′〈X0〉 is
a cyclotomic S-ring with trivial radical. Moreover, Y ′ = pi(Y ) is a basic set of this
S-ring and |〈Y ′〉| ≥ 2m+1 ≥ 8. Therefore, by Lemma 4.2 applied for A = A′〈X0〉
and S = 〈Y ′〉/e, we obtain that
rad(A′〈Y ′〉) = e.
This implies that rad(Y ′) = e. On the other hand, by the second equality in (25),
we have rad(Y ′) = 〈c1〉 6= e. Contradiction.
By Lemma 9.5, the S-ring A is the generalized S-wreath product, where S =
D2/L if k = 1, and S = V/L if k ≥ 2. The only case when this generalized product
is not proper, is D = D2 and k = 1. However, in this case A is, obviously, a proper
E/L-wreath product and |E/L| = 2. Thus, if k ≤ 2, then the first or the second
statement in (24) holds, and we are done. To complete the proof of Theorem 9.1,
it suffices to verify that the third statement in (24) holds whenever k ≥ 3. But this
immediately follows from the lemma below.
Lemma 9.6. If k ≥ 3, then rad(AV ) = e. In particular, V = U .
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Proof. The second statement follows from the first one and statement (1) of
Lemma 9.4. To prove that rad(AV ) = e, let X be a highest basic set of the S-
ring AV . Since V 6= D, there exists a set Y ∈ S(A)D\V such that X ⊆ Y
2.
By Lemma 9.4, we have Y = LY0, where Y0 is an orbit of a subgroup of Aut(C)
such that rad(Y0) = e. However, Y0 = {y} or Y0 = {y, εy−1}, where ε ∈ {e, c1}
(statement (1) of Lemma 4.1). Therefore,
(26) Y 2 = LY 20 = L×
{
{y2}, if Y0 = {y},
{ε, y±2}, if Y0 = {y, εy−1}.
On the other hand, since X ⊂ V , the definition of V implies that rad(X) = e or
c1 ∈ rad(X). In the former case, rad(AV ) = e, and we are done. Suppose that
c1X = X . Then the set Y
2 contains a 〈c1〉-coset {x, c1x} for all x ∈ X . By (26),
this implies that
{x, c1x} ⊂ {ε, y
±2}
which is impossible, because |x| = 2k ≥ 8.
10. S-rings over D = Z2 × Z2n : schurity
In this section, based on the results obtained in Sections 6–9, we prove the
following main theorem.
Theorem 10.1. For any integer n ≥ 1, every S-ring over the group D = Z2×Z2n
is schurian. In particular, D is a Schur group.
Proof. The induction on n. An exhaustive computer search of all S-rings over small
groups shows that D is a Schur group for n ≤ 4. Let n ≥ 5. We have to verify
that any S-ring A over D is schurian. However, if rad(A) = e, then this is true
by Theorems 6.1 and 7.1. For the rest of the proof, we need the following result
from [9] giving a sufficient condition for a generalized wreath product of S-rings to
be schurian.
Theorem 10.2. [9, Corollary 5.7] Let A be an S-ring over an abelian group D.
Suppose that A is the generalized S-wreath product of schurian S-rings AD/L and
AU , where S = U/L. Then A is schurian if and only if there exist two groups
∆0 ≥ (D/L)right and ∆1 ≥ Uright, such that
(27) ∆0 ≈2 Aut(AD/L) and ∆1 ≈2 Aut(AU ) and (∆0)
U/L = (∆1)
U/L.
Corollary 10.3. Under the hypothesis of Theorem 10.2, the S-ring A is schurian
whenever the group Aut(AS) is 2-isolated.
Proof. Set ∆0 = Aut(AD/L) and ∆1 = Aut(AU ). Then the first two equalities
in (27) hold, because the S-rings AD/L and AU are schurian. Since the group
Aut(AS) is 2-isolated, we have (∆0)S = Aut(AS) = (∆1)S , which proves the third
equality in (27). Thus, A is schurian by Theorem 10.2.
Let us turn to the proof of Theorem 10.1. Now, we can assume that rad(A) 6= e.
Then by Theorem 9.1, the S-ring A is a proper generalized S-wreath product,
where the section S = U/L is such that formula (24) holds. Besides, by induction,
the S-rings AD/L and AU are schurian. Suppose that AS = ZS, or |S| = 4, or
|L| = 2 and AU is a regular S-ring with trivial radical. Then the group Aut(AS)
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is 2-isolated: this is obvious in the first two cases and follows from Theorem 8.1
(applied for A = AU ) in the third one. Thus, A is schurian by Corollary 10.3.
To complete the proof, we can assume that |S| = |2m|, where m ≥ 3, and that
AU is a non-regular S-ring with trivial radical. Then AU = AH⊗AL, where |H | ≥ 4
and rk(AH) = 2 (Theorem 6.1). Therefore,
(28) Aut(AU )
S = (Sym(H)× Sym(L))U/L = Sym(S).
On the other hand, L = 〈s〉 or L = 〈sc1〉, because c1 ∈ H . Therefore, the S-
ring AD/L is circulant. Besides, S is an AD/L-section of composite order. By [9,
Theorem 4.6], this implies that
(29) Aut(AD/L)
S = Sym(S).
By (28) and (29), relations (27) are true for the groups ∆0 := Aut(AD/L) and
∆1 := Aut(AU ). Thus, the S-ring A is schurian by Theorem 10.2.
11. A non-schurian S-ring over M2n
The main result of this section is the following theorem in the proof of which we
construct a non-schurian S-ring over the group M2n defined in (1).
Theorem 11.1. For any n ≥ 4, the group M2n is not Schur.
Proof. The group M16 is not Schur [25, Lemma 3.1]. Suppose that n ≥ 5. Denote
by e the identity of the group G =M2n , and by H the normal subgroup of G that
is generated by the elements c = a2
n−3
and b. Then H ≃ Z4 × Z2 and
(30) H = Z0 ∪ Z1 ∪ Z2,
where the sets Z0 = {e}, Z1 = {c
2}, and Z2 = H \ 〈c
2〉 are mutually disjoint. Next,
let us fix two other decompositions of H into a disjoint union of subsets:
H = B ∪ Bc3︸ ︷︷ ︸
X1
∪ Bc2 ∪ Bc︸ ︷︷ ︸
Y1
= B′ ∪ B′c︸ ︷︷ ︸
X2
∪ B′c2 ∪ B′c3︸ ︷︷ ︸
Y2
,
where B and B′ are the groups of order 2 generated by the involutions b and
b′ := c2b. Then a straightforward computation shows that
(31) Ha ∪Ha−1 = X1a ∪X2a
−1︸ ︷︷ ︸
Z3
∪ Y1a ∪ Y2a
−1︸ ︷︷ ︸
Z4
,
in particular, the sets Z3 and Z4 are disjoint. Moreover, Z3c
2 = Z4, because
Y1 = X1c
2 and Y2 = X2c
2. Finally, there are exactly m′ = 2n−3 − 3 cosets of H in
G, other than H , Ha, and Ha−1. Let us combine them in pairs as follows
(32) Zi+3 := Ha
i ∪Ha−i, i = 2, 3, . . .m,
where m = (m′ − 1)/2 + 1 and Zm+1 = Ha2
n−2
. Then the sets Z0, Z1, . . . , Zr−1
with r = m+5 form a partition of the group G; denote it by S. The submodule of
ZG spanned by the elements Zi, i = 0, . . . , r − 1, is denoted by A.
Lemma 11.2. The module A is an S-ring over G. Moreover, S(A) = S.
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Proof. From the above definitions, it follows that Z−1i = Zi for all i. Thus, it
suffices to verify that given i and j, the product Zi Zj is a linear combination of
Zk, k = 0, . . . , r − 1. However, it is easily seen that
HaiHaj = HajHai = Hai+j = ai+jH
for all i, j, k. Therefore, the required statement holds whenever i, j 6∈ {3, 4}. To
complete the proof, assume that i = 3 (the case i = 4 is considered analogously).
Then a straightforward check shows that
• Z3 Z1 = Z4, Z3Z2 = Z4, Z3 Zr−1 = 4Zr−2,
• Z3 Z3 = 8Z0 + 2Z5 + 4Z2,
• Z3 Z4 = 8Z1 + 2Z5 + 4Z2,
• Z3 Z5 = 4Z3 + 4Z4 + 4Z6,
• Z3 Zi = 4Zi−1 + 4Zi+1, i = 6, . . . r − 2.
Since Z3 commutes with Zj for all j, we are done.
By Lemma 11.2, the statement of Theorem 11.1 immediately follows from the
lemma below.
Lemma 11.3. The S-ring A is not schurian.
Proof. Suppose on the contrary that A is schurian. Then it is the S-ring associated
with the group Γ = Aut(A). It follows that the basic set Z2 is an orbit of the one-
point stabilizer of Γ. Since |Z2| = 6, there exists an element γ ∈ Γ such that
(33) |γZ2 | = 3.
On the other hand, due to (31), the quotient S-ring AG/H is isomorphic to the
S-ring associated with the dihedral group of order 2n−2 in its natural permutation
representation of degree 2n−3. Therefore, Aut(AG/H ) is a 2-group. It contains a
subgroup ΓG/H , and hence the element γG/H . So by (33), the permutation γ leaves
each H-coset fixed (as a set). Therefore,
(34) γH∪Ha ∈ Aut(C),
where C is the bipartite graph with vertex set H ∪ Ha and the edges (h, hax)
with x ∈ X1. However, the graph C is isomorphic to the lexicographic product of
the empty graph with 2 vertices and the undirected cycle of length 8. Therefore,
Aut(C) is a 2-group. By (34), this implies that |γH | is a power of 2. But this
contradicts to (33), because Z2 ⊂ H .
12. S-rings over D = D2n: divisible difference sets
12.1. Preliminaries. In the rest of the paper, we deal with S-rings over a dihe-
dral 2-group D = D2n of order 2n. Interesting examples of such rings arise from
difference sets. To construct them, let us recall some definitions from [27].
Let T be a k-subset of a group G of order mn such that every element outside
a subgroup N of order n has exactly λ2 representations as a quotient gh
−1 with
elements g, h ∈ G, and elements in N different from the identity have exactly λ1
such representations,
(35) T · T−1 = k · e+ λ1N \ e+ λ2G \N.
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Then T is called an (m,n, k, λ1, λ2)-divisible difference set in G relative to N . If
λ1 = 0 (resp. n = 1), then we say that T is a relative difference set or relative
(m,n, k, λ2)-difference set (resp. difference set). A difference set T is trivial if it
equals G, {x} or G \ {x}, where x ∈ G.
Theorem 12.1. Let C be a cyclic 2-group. Then
(1) any difference set in C is trivial,
(2) there is no relative (2a, 2, 2a, 2a−1)-difference set in C.
Proof. Statement (1) follows from [2, Theorem II.3.17] and [4, Theorem 1.2]. State-
ment (2) follows from [27, Theorems 4.1.4,4.1.5].
12.2. Constructions. Let D be a dihedral group of order 2n, C the cyclic sub-
group of D of order n and H a subgroup of C. Let T be a non-empty subset
of C such that |T ∩ xH | does not depend on x ∈ T (the intersection condition, cf.
Lemma 2.1). Set
S := {e, H \ e, C \H, Ts, T ′s},
where T ′ = C \T . Clearly, S is a partition of D such that condition (S1) is satisfied.
Since all the elements of S are symmetric, condition (S2) is also satisfied. Set
(36) A := A(T,C) = Span{X : X ∈ S}.
Theorem 12.2. In the above notation, A is an S-ring over D with S(A) = S if
and only if T is a divisible difference set in C relative to H.
Proof. To prove the “only if” part, suppose that A is an S-ring with S(A) = S.
Then Ts is a basic set of A and Ts Ts = T T−1 is a subset of C. Therefore,
(37) T · T−1 = Ts2 = |T |e+ λ1H \ e+ λ2 C \H,
where λ1 = c
H\e
Ts Ts and λ2 = c
C\H
TsTs. Thus, T is a divisible difference set in C relative
to H .
To prove the “if” part, suppose that T is a divisible difference set in C relative
to H . It suffices to verify that A · A ⊆ A. To do this, denote by A′ the module
spanned by e, H, C, and D. Then, obviously, A′ · A′ ⊆ A′ and A = Span{A′, sT}.
Thus, we have to check that
sT 2 ∈ A and A′ · sT ⊆ A.
The first inclusion follows from (35), because T is a divisible difference set. Routine
calculations show that the second inclusion is equivalent to the inclusion T ·H ∈ A.
However, this easily follows from the intersection condition.
We do not know any divisible difference set over a cyclic 2-group that satisfies the
intersection condition. However, we can slightly modify the construction by taking
the set T to satisfy the intersection condition, but this time inside C \ H . Then
using the same argument, one can construct an S-ring of rank 6 that coincides with
A on C and has three basic sets outside C: Ts, T ′s, andHs, where T ′ = C\(T∪H).
The S-rings of this form do exist. It suffices to take a classical relative (q +
1, 2, q, (q−1)/2)-difference set T defined as follows (see [27, Theorem 2.2.13]). Take
an affine line L in a 2-dimensional linear space over finite field Fq that does not
contain the origin. Then L is a relative (q + 1, q − 1, q, 1)-difference set in the
multiplicative group of Fq2 . Let pi be a quotient epimorphism from this group onto
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C such that | ker(pi)| = m for some divisor m of q−1. Then pi(L) is a cyclic relative
(q+1, (q− 1)/m, q,m)-difference set in C. When C is a 2-group, the number q+1
is a 2-power, and so, q is a Mersenne number. If, in addition, m = (q − 1)/2, then
we come to the required set T .
Corollary 12.3. Let A be an S-ring over a dihedral 2-group D. Suppose that C is
an A-group. Then
(1) if rk(AC) = 2, then A ∼= AC ∗ B, where ∗ ∈ {≀, ·} and B = ZZ2,
(2) if rk(AC) = 3 and rk(A) = 5, then A = A(T,C), where T is a divisible
difference set in C.
Proof. To prove statement (1), suppose that rk(AC) = 2. Let X be a basic set
outside C. Then X = Ts for some set T ⊆ C. From (37) with H = e, it follows
that T is a difference set in C. By statement (1) of Theorem 12.1, this implies that
either T = C, or T or C \ T is a singleton. It is easily seen, that A is isomorphic
to AC ≀ B in the former case, and to AC ⊗ B in the other two.
To prove statement (2), suppose that rk(AC) = 3 and rk(A) = 5. Then
AC = Span{e,H,C}
for some A-group H < C. Besides, any X ∈ S(A)D\C is of the form X = Ts
for some set T ⊆ C satisfying the intersection condition (Lemma 2.1). Thus,
A = A(T,C). So, T is a divisible difference set in C by Theorem 12.2.
12.3. Schurity. The main goal of this subsection is to prove the following theo-
rem showing that the first construction given in the previous subsection, produces
mainly non-schurian S-rings.
Theorem 12.4. Let T be a divisible difference set in a cyclic 2-group C relative to
a group H ≤ C. Suppose that the intersection condition holds and HT 6= T . Then
the S-ring A(T,C) defined in (36) is not schurian.
We will deduce this theorem in the end of this subsection from a general state-
ment on schurian S-rings over a dihedral 2-group. This statement shows that if T
is a divisible difference set in a cyclic 2-group relative to a subgroup H , and the
S-ring of rank 6 associated with T , is schurian but not a proper generalized wreath
product, then H is of order 2.
Theorem 12.5. Let A be a schurian S-ring over a dihedral 2-group D and H < C
a minimal A-group. Suppose that A is not a proper generalized wreath product.
Then |H | = 2.
Proof. By the hypothesis, S(A) = Orb(Ge, D) for some group G ≤ Sym(D) con-
taining Dright. Since H is an A-group, the partition D/H of the group D into the
right H-cosets, forms an imprimitivity system for G. Denote by N the stabilizer of
this partition in G,
N = {g ∈ G : (Hx)g = Hx for all x ∈ D}.
Since Hright ≤ N , the group NX is transitive for each block X ∈ D/H . The
following statement can also be deduced from [17, Lemma 2.1].
Lemma 12.6. For each block X ∈ D/H, the group NX is 2-transitive.
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Proof. Let X ∈ D/H . Then the group GX is 2-transitive, because rk(AH) = 2.
Moreover, it contains a regular cyclic subgroup isomorphic to Hright. Since H is a
2-group, the classification of primitive groups having a regular cyclic subgroup [13],
implies that GX contains a unique minimal normal subgroup K that is also 2-
transitive. However, NX is a non-trivial normal subgroup of GX . Therefore, NX
contains K, and hence is 2-transitive.
Let us define an equivalence relation ∼ on the H-cosets by setting X ∼ Y if and
only if the actions of N on X and Y have the same permutation character. Then by
Lemma 12.6 and a remark in [3, p.2], the group Ne acts transitively on each X not
equivalent to H . Denote by U the class of ∼ that containsH . Then each orbit of Ge
outside U is a union of N -orbits. Thus, A is the generalized U/H-wreath product.
By the theorem hypothesis, this implies that U = D. Therefore, all classes of the
equivalence relation ∼ are singletons. So by Lemma 12.6, we have
|Orb(N,X × Y )| = 2 for all X,Y ∈ D/H.
This yields us two symmetric block-designs between X and Y which are comple-
mentary to each other. Since N contains a cyclic subgroup H which acts regularly
on X and Y , these block-designs are circulant, and so correspond to cyclic differ-
ence sets. By statement (1) of Lemma 12.1, they are trivial. Thus, the group Nx
with x ∈ X , has two orbits on Y of cardinalities 1 and |Y | − 1.
To complete the proof, suppose on the contrary that |H | > 2. Then, obviously,
|Y | > 2. Therefore, the group Ne fixes exactly one point in each H-coset Y . This
implies that the set F of all fixed points of Ne, is of cardinality [D : H ]. On the
other hand, by [17, Proposition 5.2], the set F is a block of G. Therefore, F is a
subgroup of D. Moreover, since F ∩H = e, it is a complement for H in D. Thus,
H = C. Contradiction.
Proof of Theorem 12.4. Suppose on the contrary that the S-ring A = A(T,C)
is schurian. Then the hypothesis of Theorem 12.5 is satisfied, because H is a
minimal A-group and HT 6= T . Thus, |H | = 2. Denote by x the element of order
2 in H . Then x ∈ A, and hence x(Ts) = T ′s. This implies that |Ts| = |T ′s| = m,
where m = |C|/2, and that x appears neither in Ts2, nor in T ′s2. Therefore, T has
parameters (m, 2,m, 0,m/2). It follows that T is a relative (m, 2,m,m/2)-difference
set in C. However, this contradicts part (2) of Theorem 12.1.
13. S-rings over D = D2n+1: a unique minimal A-group not in C
In this section we deal with S-rings over a dihedral group D = D2n+1 of order
2n+1 and keep the notation of Subsection 4.2. The main result here is given by the
following statement.
Theorem 13.1. Let A be an S-ring over the dihedral group D. Suppose that there
is a unique minimal A-group H, and that H 6≤ C. Then A is isomorphic to an
S-ring over Z2 × Z2n .
Proof. The hypothesis on H implies that every basic set X outside H is mixed, for
otherwise 〈X〉 contains a non-identity A-subgroup of C. Moreover, either H = 〈s〉
for some s ∈ D \ C, or H is a dihedral group. Let us consider these two cases
separately.
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Case 1: H = 〈s〉 for some s. In this case, all basic sets except for {e} and {s}
are mixed. By statement (1) of Lemma 4.4, this implies that X−10 = X0 for all
X ∈ S(A). Besides, Xs ∈ S(A), because s ∈ A, and (Xs)0 = X1 and (Xs)1 = X0.
Thus, X−11 = X1 also for all X .
Denote by σ the automorphism of D that takes (c, s) to (c−1, s), where c is a
generator of C. Then by the above paragraph, we have
Xσ = (X0 ∪ X1s)
σ = X−10 ∪ X
−1
1 = X0 ∪ X1s = X
for all X ∈ S(A). Therefore, the semidirect product D ⋊ 〈σ〉 ≤ Sym(D) is an
automorphism group of A. The element sσ of this group has order two and com-
mutes with c. Therefore, the group D′ = 〈sσ, c〉 is isomorphic to Z2 ×Z2n . On the
other hand, D′ is a regular subgroup in Sym(D). Thus, the Cayley scheme over D
associated with A is isomorphic to a Cayley scheme over D′. Consequently, A is
isomorphic to an S-ring over Z2 × Z2n .
Case 2: H is dihedral. In this case all basic sets of A other than {e} are
mixed. Moreover, the S-ring AH is primitive by the minimality of H . Therefore,
rk(AH) = 2 by Theorem 2.2. In particular, Aut(AH) = Sym(H). Below, we will
prove that
(38) H ≤ rad(X) for all X ∈ S(A)D\H .
Then the Cayley scheme associated with A is isomorphic to the wreath product
of the scheme associated with AH and a circulant scheme on the right H-cosets.
Therefore, the group Aut(A) contains a subgroup isomorphic to Sym(H) ≀ Zm,
where m = [D : H ]. Since the latter group contains a regular subgroup isomorphic
to Z2 × Z2n , we are done.
To complete the proof, we will check statement (38) in two steps: first for rational
S-rings, and then in general.
Lemma 13.2. Statement (38) holds whenever the S-ring A is rational.
Proof. The rationality of A implies that it is symmetric, and hence commutative.
Toward to a contradiction, suppose that HX 6= X for some basic set X contained
in D \H . Then the product HX is a union of m > 1 basic sets X,Y, . . .. Without
loss of generality, we may assume that |X | ≤ |Y | ≤ · · · .
Since H is an A-group, it follows from Lemma 2.1 that the number λ = |X∩xH |
does not depend on the choice of x ∈ X . Therefore, each x appears λ times in the
product HX, i.e.
(39) HX = λ(X + Y + · · · ).
By the minimality of X , this implies that |H | |X | ≥ λm|X |, and hence |H | ≥ λm.
On the other hand, (H∩C)X0 = X0 by the rationality of X . Therefore, the element
X appears in the product H X at least |H ∩ C| = |H |/2 times. Thus, λ ≥ |H |/2,
and
|H | ≥ λm ≥ m|H |/2.
Due to m > 1, we have m = 2 and λ = |H |/2. Consequently, H0 = H1 = H ∩ C,
because the group H is dihedral. Therefore,
HX = H0(e + s)(X0 + sX1) =
H0X0 +H0 sX0 +H0X1 +H0 sX1 = |H0|X0 +H0X1 + · · ·
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By (39), all coefficients in the last expression are equal to λ = |H0|. Therefore,
the set H0X1 ∩X0 must be empty. It follows that H0X1 = |H0|H0X1. However,
this means that H0 ≤ rad(X1). Since also H0 ≤ rad(X0), we conclude that H0 ≤
rad(X). But H0 6= e, because H is dihedral. Thus, rad(X) is non-trivial, and so
contains the minimal A-group H . But then, HX = X . Contradiction.
To complete the proof of (38), take a basic set X outside H . Then Y := tr(X)
is also outside H . So by Lemma 13.2, we have
Y0 + sY1 =
1
|H |
H Y =
1
|H |
(e + s) (H0Y0 +H0Y1).
Therefore, |Y0| = |Y1|. On the other hand, for every integer m coprime to |D|, we
have |(X(m))0| = |X0|. By Lemma 4.5, this implies that |(X(m))1| = |X1|. Thus,
k|X0| = |Y0| = |Y1| = k|X1|,
where k is the number of all distinct sets X(m)’s. It follows that |X0| = |X1| for
each basic set X outside H .
Denote by ρ the restriction to A of the one-dimensional representation of D that
takes s and c to −1 and 1, respectively. Then ρ is an irreducible representation
of A such that ρ(e) = 1 and ρ(H#) = −1. Moreover, for any basic set X outside
H , we obtain by above that ρ(X) = −|X1|+ |X0| = 0. In particular, ρ(X−1) = 0.
Therefore,
0 = ρ(X X−1) =
∑
Y ∈S(A)
cYXX−1ρ(Y ) =
ceXX−1ρ(e) + c
H#
XX−1ρ(H
#) = ceXX−1 − c
H#
XX−1 .
It follows that |X | = ceXX−1 = c
H#
XX−1 . Therefore, HX = X for all basis sets
outside H , and we are done.
14. Proof of Theorem 1.3
Let D be a dihedral 2-group and C its cyclic subgroup of index 2. Let A be an
S-ring over the group D. Suppose that r := rk(A) is at most 5. For r = 2, part (1)
of Theorem 1.3 holds trivially. Let r ≥ 3. Then from Theorem 2.2, it follows that
the S-ring A is imprimitive; denote by H a minimal non-trivial A-group. Then
rk(AH) = 2. Now, if r = 3, then A is a proper wreath product by Corollary 3.3.
Thus, we can assume that r = 4 or r = 5.
Lemma 14.1. If there is a minimal A-group L 6= H, then statement (2) holds.
Proof. By the minimality of the groups H and L, we have H ∩ L = e. Therefore,
at least one of them intersects C trivially. Moreover, if H ∩ C = L ∩ C = e, then
〈HL〉 is an A-group contained in C, and we replace H by a minimal A-subgroup
in 〈HL〉. Thus, without loss of generality, we can assume that
H ∩ C 6= e and L ∩ C = e.
Then L = 〈s〉 for some involution s ∈ D\C. Moreover, sHs = H by the minimality
of H . Thus, HL is an A-group and the set S(AHL) contains 4 elements: {e}, H
#,
{s}, and sH#. Therefore,
AHL = AH · AL.
This implies the required statement for r = 4, and by Corollary 3.3 also for r = 5.
30 MIKHAIL MUZYCHUK AND ILYA PONOMARENKO
By Lemma 14.1, we can assume that H is a unique minimal A-group. If it is
not contained in C, then statement (1) holds by Theorem 13.1. Thus, from now,
on we also assume that H ≤ C. Denote by F the union of all basic sets of A that
are not C-mixed. Clearly, H ⊆ F .
Lemma 14.2. F is an A-group. Moreover, if r = r(AF ) + 1, then A is a proper
wreath product.
Proof. The second part of our statement follows from the first one and Corol-
lary 3.3. To prove the first statement, denote by U and V the unions of all basic
sets of A contained in C and D \ C, respectively. We have to prove that U ∪ V
is a group. Since U is, obviously, an A-group, without loss of generality, we may
assume that V is not empty. Then V = U ′s, where s ∈ D \ C is such that U ∩ Us
is a subgroup of D. It follows that
UU ′ ⊆ U ′ and U ′U ′ ⊆ U.
Since also U ′ ⊆ UU ′, the first inclusion implies that U ′ = UU ′. Therefore, U ′ is a
union of some U -cosets contained in C. Since the group C is a cyclic 2-group, this
together with the second inclusion implies U ′ = U . Thus, the set U ∪ V = U ∪ Us
is a group.
Suppose first that F0 = C. Then from the definition of F , it follows that C is an
A-group. By Corollary 3.3, we can assume that rC = rk(AC) is not equal to r− 1.
Since, obviously, rC ≥ 2, we have
(r, rC) = (4, 2), (5, 2) or (5, 3).
In the former two cases, we are done by statement (1) of Corollary 12.3, whereas
in the third one by statement (2). Thus, in what follows, we can assume that
F0 < C and H = F or rF = 3,
where rF = rk(AF ). In particular, there are two or three basic sets outside F
(notice, that they are C-mixed).
Lemma 14.3. Let X ∈ S(A)D\F . Suppose that X is rational or [V : H ] ≥ 4,
where V = 〈X0〉. Then H ≤ rad(X).
Proof. It suffices to verify that H ≤ rad(X0). Indeed, then the coefficient at X in
HX is at least |H |. Since it can not be larger than |H |, we are done.
Suppose first that X is rational. Then by statement (2) of Lemma 4.4 the set
X0 is rational. Since X0 ⊆ C \H , we conclude that H ≤ rad(X0), as required.
Let now [V : H ] ≥ 4. Then V ∼= Z2k for some k ≥ 2. Since r ≤ 5, there are
at most two basic rationally conjugate to X . Therefore, the stabilizer of X0 in the
group (Z2k)
∗, has index at most 2 in it. It follows that this stabilizer contains the
subgroup of all elements x 7→ x1+4m, x ∈ Z2k , with m ∈ Z2k . By statement (2) of
Lemma 4.1, this implies that rad(X0) ≥ V 4 ≥ H .
From Lemma 14.3, it follows that if all basic sets outside F are rational, then
A is a proper wreath product. Indeed, this is obvious when H = F . If H 6= F ,
this is also true, because then F \H is a basic set, the radical of which equals H .
Thus, we can assume that two of basic sets outside F , say X and Y , are rationally
conjugate, and the third one (if exists) is rational. The rest of the proof is divided
into four cases below.
ON SCHUR 2-GROUPS 31
Case 1: F = H and r = 4. Using the computer package COCO, [23] we found
exactly five and three S-rings of rank 4 over the groups D8 and D16, respectively.
In both cases, only two of them have a unique minimal A-group contained in C and
they are proper wreath products. Thus, in what follows, we assume that |D| ≥ 32.
In our case, the non-trivial basic sets of A are X , Y and Z = H#. It is easily
seen that the hypothesis of Lemma 4.5 is satisfied. Since X and Y are rationally
conjugate, there is an algebraic isomorphism of A that takes X to Y , and Y to X .
Therefore,
(40) HX = a(X + Y ),
where a = |H |/2. Consequently, cXZX = a− 1. On the other hand, since X and Z
are symmetric, we have CZXX =
|X|
|Z|C
X
ZX . It follows that |Z| = 2a− 1 divides
|X |cXZX =
(d− 2a)(a− 1)
2
,
where d = |D|. However, by Lemma 14.3, without loss of generality, we can assume
that |C : H | = 2. Therefore, 2a = |H | = d/4. It follows that 2a − 1 divides
3a(a − 1). But a being a power of 2, must be coprime to 2a − 1. Consequently,
2a− 1 divides 3a− 3. Since this is possible only for a ≤ 2, i.e. when d ≤ 16, we are
done.
Case 2: F = H and r = 5. Denote by Z the basic set in S(A)D\H other than
X and Y . It is easily seen that the hypothesis of Lemma 4.5 is satisfied. Since X
and Y are rationally conjugate, there is an algebraic isomorphism of A that takes
X to Y , Y to X and leaves Z fixed. Therefore, the rational closure of A is of
rank 4. So by Lemma 14.3, it is the wreath product AH ≀ B, where B is isomorphic
to the rational closure of AD/H . Therefore, rk(B) = 3, and hence there exists a
non-trivial B-group. Denote by U its preimage in A. Then, obviously, H < U < D.
Since X and Y are rationally conjugate, we have X ∪ Y ⊆ U or X ∪ Y ⊆ D \U .
However, rk(A) = r = 5. Therefore, Z = D \U in the former case, and Z = U \H
in the latter one. In any case, H ≤ radZ. By Lemma 14.3, this implies that if
Z = U \H , then
(41) rad(X) = rad(Y ) ≥ H,
and A is a proper wreath product. Let now, Z = D\U . Then rk(AU ) = 4, and AU
is the wreath product AH ≀ AU/H . Therefore, again (41) holds, and A is a proper
wreath product.
Case 3: C 6≥ F > H. In this case, F = H ∪ Hs. So by Lemma 14.3, the
sets X0 and Y0 are orbits of an index 2 subgroup of Aut(C), unless A is a proper
wreath product. This implies that the group rad(X0) = rad(Y0) has index 2 in H .
Therefore, equality (40) holds with a = |H |/2. Exactly as in Case 2, we conclude
that 2a− 1 divides
|X |cXZX =
(d− 4a)(a− 1)
2
,
where Z = H# and d = |D| = 4|H | = 8a. Thus, 2a − 1 divides 2a(a − 1).
Contradiction.
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Case 4: C ≥ F > H. In this case, F = F0 < C by the above assumption.
Therefore, X0 (and also Y0) contains a generator of C. It follows that
[〈X0〉 : H ] = [C : H ] ≥ [C : F ][F : H ] ≥ 4.
By Lemma 14.3, this implies that (41) holds. Since also F \ H is the basic set
and H = rad(F \ H), the group H is contained in the radical of every basic set
outside H . Thus, A is a proper wreath product.
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