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REINFORCEMENT LEARNING WITH LINEAR FUNCTION
APPROXIMATION AND LQ CONTROL CONVERGES*
ISTVA´N SZITA AND ANDRA´S LO˝RINCZ
Abstract. Reinforcement learning is commonly used with function approxi-
mation. However, very few positive results are known about the convergence
of function approximation based RL control algorithms. In this paper we
show that TD(0) and Sarsa(0) with linear function approximation is conver-
gent for a simple class of problems, where the system is linear and the costs are
quadratic (the LQ control problem). Furthermore, we show that for systems
with Gaussian noise and non-completely observable states (the LQG problem),
the mentioned RL algorithms are still convergent, if they are combined with
Kalman filtering.
1. Introduction
Reinforcement learning is commonly used with function approximation. How-
ever, the technique has little theoretical performance guarantees: for example, it
has been shown that even linear function approximators (LFA) can diverge with
such often used algorithms as Q-learning or value iteration [1, 8]. There are positive
results as well: it has been shown [10, 7, 9] that TD(λ), Sarsa, importance-sampled
Q-learning are convergent with LFA, if the policy remains constant (policy eval-
uation). However, to the best of our knowledge, the only result about the con-
trol problem (when we try to find the optimal policy) is the one of Gordon’s [4],
who proved that TD(0) and Sarsa(0) can not diverge (although they may oscillate
around the optimum, as shown in [3])1.
In this paper, we show that RL control with linear function approximation can
be convergent when it is applied to a linear system, with quadratic cost functions
(known as the LQ control problem). Using the techniques of Gordon [4], we were
prove that under appropriate conditions, TD(0) and Sarsa(0) converge to the opti-
mal value function. As a consequence, Kalman filtering with RL is convergent for
observable systems, too.
Although the LQ control task may seem simple, and there are numerous other
methods solving it, we think that this Technical Report has some significance: (i)
To our best knowledge, this is the first paper showing the convergence of an RL
control algorithm using LFA. (ii) Many problems can be translated into LQ form
[2].
∗Last updated: 22 October 2006.
1These are results for policy iteration (e.g. [5]). However, by construction, policy iteration
could be very slow in practice.
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2. the LQ control problem
Consider a linear dynamical system with state xt ∈ Rn, control ut ∈ Rm, in
discrete time t:
xt+1 = Fxt +Gut.(1)
Executing control step ut in xt costs
(2) c(xt,ut) := x
T
t Qxt + u
T
t Rut,
and after the N th step the controller halts and receives a final cost of xTNQNxN .
The task is to find a control sequence with minimum total cost.
First of all, we slightly modify the problem: the run time of the controller
will not be a fixed number N . Instead, after each time step, the process will be
stopped with some fixed probability p (and then the controller incurs the final cost
cf (xf ) := x
T
fQ
fxf ). This modification is commonly used in the RL literature; it
makes the problem more amenable to mathematical treatments.
2.1. The cost-to-go function. Let V ∗t (x) be the optimal cost-to-go function at
time step t, i.e.
(3) V ∗t (x) := inf
ut,ut+1,...
E
[
c(xt,ut) + c(xt+1,ut+1) + . . .+ cf (xf )
∣∣xt = x].
Considering that the controller is stopped with probability p, Eq. 3 assumes the
following form
(4) V ∗t (x) = p · cf (x) + (1 − p) inf
u
(
c(x,u) + V ∗t+1(Fx+Gu)
)
for any state x. It is an easy matter to show that the optimal cost-to-go function is
time-independent and it is a quadratic function of x. That is, the optimal cost-to-go
action-value function assumes the form
(5) V ∗(x) = xTΠ∗x.
Our task is to estimate the optimal value functions (i.e., parameter matrix Π∗)
on-line. This can be done by the method of temporal differences.
We start with an arbitrary initial cost-to-go function V0(x) = x
TΠ0x. After
this,
(1) control actions are selected according to the current value function estimate
(2) the value function is updated according to the experience, and
(3) these two steps are iterated.
The tth estimate of V ∗ is Vt(x) = x
TΠtx. The greedy control action according
to this is given by
ut = argmin
u
(
c(xt,u) + Vt(Fxt +Gu)
)
(6)
= argmin
u
(
uTRu+ (Fxt +Gu)
TΠt(Fxt +Gu)
)
= −(R+GTΠtG)−1(GTΠtF )xt.
The 1-step TD error is
(7) δt =
{
cf (xt)− Vt(xt) if t = tSTOP ,(
c(xt,ut) + Vt(xt+1)
)− Vt(xt), otherwise.
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Initialize x0, u0, Π0
repeat
xt+1 = Fxt +Gut
νt+1 := random noise
ut+1 = −(R+GTΠt+1G)−1(GTΠt+1F )xt+1 + νt+1
with probability p,
δt = x
T
t Q
fxt − xTt Πtxt
STOP
else
δt = u
T
t Rut + x
T
t+1Πtxt+1 − xTt Πtxt
Πt+1 = Πt + αtδtxtx
T
t
t = t+ 1
end
Figure 1. TD(0) with linear function approximation for LQ control
and the update rule for the parameter matrix Πt is
Πt+1 = Πt + αt · δt · ∇ΠtVt(xt)(8)
= Πt + αt · δt · xtxTt ,
where αt is the learning rate.
The algorithm is summarized in Fig. 1.
2.2. Sarsa. The cost-to-go function is used to select control actions, so the action-
value function Q∗t (x,u) is more appropriate for this purpose. The action-value
function is defined as
Q∗t (x,u) := inf
ut+1,ut+2,...
E
[
c(xt,ut) + c(xt+1,ut+1) + . . .+ cf (xf )
∣∣xt = x,ut = u],
and analogously to V ∗t , it can be shown that it is time independent and can be
written in the form
(9) Q∗(x,u) =
(
xT uT
)(Θ∗11 Θ∗12
Θ∗21 Θ
∗
22
)(
x
u
)
=
(
xT uT
)
Θ∗
(
x
u
)
.
Note that Π∗ can be expressed by Θ∗ using the relationship V (x) = minuQ(x,u):
(10) Π∗ = Θ∗11 −Θ∗12(Θ∗22)−1Θ∗21
If the tth estimate of Q∗ is Qt(x,u) = [x
T ,uT ]TΘt[x
T ,uT ], then the greedy control
action is given as
ut = argmin
u
Qt(x,u) = −Θ−122
ΘT21 +Θ21
2
xt = −Θ−122 Θ21xt,(11)
where subscript t of Θ has been omitted to improve readability.
The estimation error and the weight update are similar to the state-value case:
(12) δt =
{
cf (xt)−Qt(xt,ut) if t = tSTOP ,(
c(xt,ut) +Qt(xt+1,ut+1)
)−Qt(xt,ut), otherwise,
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Initialize x0, u0, Θ0
z0 = (x
T
0 u
T
0 )
T
repeat
xt+1 = Fxt +Gut
νt+1 := random noise
ut+1 = −(Θt)22(Θt)21xt+1 + νt+1
zt+1 = (x
T
t+1u
T
t+1)
T
with probability p,
δt = x
T
t Q
fxt − zTt Θtzt
STOP
else
δt = u
T
t Rut + z
T
t+1Θtzt+1 − zTt Θtzt
Θt+1 = Θt + αtδtztz
T
t
t = t+ 1
end
Figure 2. Sarsa(0) with linear function approximation for LQ control
Θt+1 = Θt + αt · δt · ∇ΘtQt(xt,ut)(13)
= Θt + αt · δt ·
(
xt
ut
)(
xt
ut
)T
.
The algorithm is summarized in Fig. 2.
3. Convergence
Theorem 3.1. If Π0 ≥ Π∗, there exists an L such that ‖F +GL‖ ≤ 1/
√
1− p,
then there exists a series of learning rates αt such that 0 < αt ≤ 1/ ‖xt‖4,
∑
t αt =
∞, ∑t α2t <∞, and it can be computed online. For all sequences of learning rates
satisfying these requirements, Algorithm 1 converges to the optimal policy.
The proof of the theorem can be found in Appendix B.
The same line of thought can be carried over for the action-value function
Q(x,u) = (xTuT )TΘ(xTuT ), which we do not detail here, giving only the result:
Theorem 3.2. If Θ0 ≥ Θ∗, there exists an L such that ‖F +GL‖ ≤ 1/
√
1− p,
then there exists a series of learning rates αt such that 0 < αt ≤ 1/ ‖xt‖4,
∑
t αt =
∞, ∑t α2t <∞, and it can be computed online. For all sequences of learning rates
satisfying these requirements, Sarsa(0) with LFA (Fig. 2) converges to the optimal
policy.
4. Kalman filter LQ control
Now let us examine the case when we do not know the exact states, but we have
to estimate them from noisy observations. Consider a linear dynamical system with
state xt ∈ Rn, control ut ∈ Rm, observation yt ∈ Rk, noises ξt ∈ Rn and ζt ∈ Rk
(which are assumed to be uncorrelated Gaussians with covariance matrix Ωξ and
RL WITH LFA AND LQ CONTROL CONVERGES 5
Ωζ , respectively), in discrete time t:
xt+1 = Fxt +Gut + ξt(14)
yt = Hxt + ζt.(15)
Assume that the initial state has mean xˆ1, and covariance Σ1. Furthermore, assume
that executing control step ut in xt costs
(16) c(xt,ut) := x
T
t Qxt + u
T
t Rut,
After each time step, the process will be stopped with some fixed probability p, and
then the controller incurs the final cost cf (xf ) := x
T
f Q
fxf .
We will show that the separation principle holds for our problem, i.e. the control
law and the state filtering can be computed independently from each other. On one
hand, state estimation is independent of the control selection method (in fact, the
control could be anything, because it does not affect the estimation error), i.e. we
can estimate the state of the system by the standard Kalman filtering equations:
xˆt+1 = F xˆt +Gut +Kt(yt −Hxˆt)(17)
Kt = FΣtH
T (HΣtH
T +Ωe)−1(18)
Σt+1 = Ω
w + FΣtF
T −KtHΣtFT .(19)
On the other hand, it is easy to show that the optimal control can be expressed
as the function of xˆt. The proof (similarly to the proof of the original separation
principle) is based on the fact that the noise and error terms appearing in the
expressions are either linear and have zero mean or quadratic and independent of
u. In both cases they can be omitted. More precisely, let Wt denote the sequence
y1, . . . ,yt,u1, . . . ,ut−1, and let et = xt − xˆt. Equation (6) for the filtered case can
be formulated as
ut = argmin
u
E
(
c(xt,u) + Vt(Fxt +Gu+ ξt)
∣∣∣Wt)(20)
= argmin
u
E
(
xTt Qxt + u
TRu+
(Fxt +Gu+ ξt)
TΠt(Fxt +Gu+ ξt)
∣∣∣Wt).
Using the fact that E(xTt Qxt|Wt) and E(ξTt Πtξt|Wt) are independent of u and that
E((Fxt +Gu)
TΠtξt|Wt) = 0, furthermore that xt = xˆt + et, we get
ut = argmin
u
E
(
uTRu+ (F xˆt + Fet +Gu)
TΠt(F xˆt + Fet +Gu)
∣∣∣Wt)
Finally, we know that E(et|Wt) = 0, because the Kalman filter is an unbiased
estimator, furthermore E(eTt Πtet|Wt) is independent of u, which yields
ut = argmin
u
E
(
uTRu+ (F xˆt +Gu)
TΠt(F xˆt +Gu)
∣∣∣Wt)
= −(R+GTΠtG)−1(GTΠtF )xˆt,
i.e. for the computation of the greedy control action according to Vt we can use
the estimated state instead of the exact one. The proof of the separation principle
for SARSA(0) is quite similar and therefore is omitted here.
The resulting algorithm using TD(0) is summarized in Fig. 3. The algorithm
using Sarsa can be derived in a similar manner.
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Initialize x0, xˆ0, u0, Π0, Σ0
repeat
xt+1 = Fxt +Gut + ξt
yt = Hxt + ζt
Σt+1 = Ω
ξ + FΣtF
T −KtHΣtFT
Kt = FΣtH
T (HΣtH
T +Ωζ)−1
xˆt+1 = F xˆt +Gut +Kt(yt −Hxˆt)
νt+1 := random noise
ut+1 = −(R+GTΠt+1G)−1(GTΠt+1F )xˆt+1 + νt+1
with probability p,
δt = xˆ
T
t Q
f xˆt − xˆTt Πtxˆt
STOP
else
δt = u
T
t Rut + xˆ
T
t+1Πtxˆt+1 − xˆTt Πtxˆt
Πt+1 = Πt + αtδtxˆtxˆ
T
t
t = t+ 1
end
Figure 3. Kalman filtering with TD control
5. Acknowledgments
This work was supported by the Hungarian National Science Foundation (Grant
No. T-32487). We would like to thank La´szlo´ Gerencse´r for calling our attention
to a mistake in the previous version of the convergence proof.
Appendix A. The boundedness of ‖xt‖
We need several technical lemmas to show that ‖xt‖ remains bounded for the
linear-quadratic case, and also, E(‖xt‖) remains bounded for the Kalman filter
case. The latter result implies that for the KF case, ‖xt‖ remains bounded with
high probability.
For any positive semidefinite matrix Π and any state x, we can define the action
vector which minimizes the one-step-ahead value function:
ugreedy := argmin
u
(
uTRu+ (Fx+Gu)TΠ(Fx+Gu)
)
= −(R+GTΠG)−1(GTΠF )x.
Let
LΠ := −(R+GTΠG)−1(GTΠF )
denote the greedy control for matrix Π, and let
L∗ = −(R+GTΠ∗G)−1(GTΠ∗F )
be the optimal policy, furthermore, let q := 1/
√
1− p.
Lemma A.1. If there exists an L such that ‖F +GL‖ < q, then ‖F +GL∗‖ < q
as well.
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Proof. Indirectly, suppose that ‖F +GL∗‖ ≥ q. Then for a fixed x0, let xt be the
optimal trajectory
xt+1 = (F +GL
∗)xt.
Then
V ∗(x0) = p cf (x0) +(1− p)c(x0, L∗x0)
+ (1− p)p cf (x1) +(1− p)2c(x1, L∗x1)
+ (1− p)2p cf (x2) +(1− p)3c(x2, L∗x2)
+ . . . ,
V ∗(x0) ≥ p
(
cf (x0) + (1− p)cf (x1) + (1− p)2cf (x2) + . . .
)
= p
∑
(1− p)kxT0 (F +GL∗)k
T
Qf (F +GL∗)kx0.
We know that Qf is positive definite, so there exists an ǫ such that xTQfx ≥ ǫ ‖x‖2,
therefore
V ∗(x0) ≥ ǫp
∑
(1− p)k
∥∥(F +GL∗)kx0∥∥2 .
If x0 is the eigenvector corresponding to the maximal eigenvalue of F +GL
∗, then
(F + GL∗)x0 = ‖F +GL∗‖x0, and so (F + GL∗)kx0 = ‖F +GL∗‖k x0. Conse-
quently,
V ∗(x0) ≥ ǫp
∑
(1− p)k ‖F +GL∗‖2k ‖x0‖2
≥ ǫp
∑
(1− p)k 1
(1 − p)k ‖x0‖
2
=∞.
On the other hand, because of ‖F +GL‖ < q, it is easy to see that the value of
following the control law L from x0 is finite, therefore we get V
L(x0) < V
∗(x0),
which is a contradiction. 
Lemma A.2. For positive definite matrices A and B, if A ≥ B then
∥∥A−1B∥∥ ≤ 1.
Proof. Indirectly, suppose that
∥∥A−1B∥∥ > 1. Let λmax be the maximal eigenvalue
of A−1B, and v be a corresponding eigenvector.
A−1Bv = λmaxv,
and according to the indirect assumption,
λmax =
∥∥A−1B∥∥ > 1.
A ≥ B means that for each x, xTAx ≥ xTBx, so this holds specifically for x =
A−1Bv = λmaxv, too. So, on one hand,
(λmaxv)
TB(λmaxv) = λ
2
maxv
TBv > vTBv,
and on the other hand,
(λmaxv)
TA(λmaxv) = (A
−1Bv)TA(A−1Bv) = vT (BA−1B)v,
so,
vT (BA−1B)v > vTBv,
However, from A ≥ B, A−1 ≤ B−1. Multiplying this with B from both sides,
we get BA−1B ≤ B, which is a contradiction. 
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Lemma A.3. If there exists an L such that ‖F +GL‖ < q then for any Π such
that Π ≥ Π∗, ‖F +GLΠ‖ < q, too.
Proof. We will apply the Woodbury identity [6], stating that for positive definite
matrices R and Π,
(R +GTΠG)−1GTΠ = R−1GT (GR−1GT +Π−1)−1
Consequently,
F +GLΠ = F −G(R+GTΠG)−1(GTΠF )
= F −
(
GR−1GT
)(
(GR−1GT + Π−1)−1
)
F.
Let
UΠ := I −
(
GR−1GT
)(
GR−1GT +Π−1
)−1
= Π−1
(
GR−1GT +Π−1
)−1
and
U∗ := I −
(
GR−1GT
)(
GR−1GT + (Π∗)−1
)−1
= (Π∗)−1
(
GR−1GT + (Π∗)−1
)−1
Both matrices are positive definite, because they are the product of positive definite
matrices. With these notations, F +GLΠ = UΠF and F +GL
∗ = U∗F .
It is easy to show that UΠ ≤ U∗ exploiting the fact that Π ≥ Π∗ and several well-
known properties of matrix inequalities: if A ≥ B and C is positive semidefinite,
then −A ≤ −B, A−1 ≤ B−1, A+ C ≥ B + C, A · C ≥ B · C.
From Lemma A.1 we know that ‖U∗F‖ = ‖F +GL∗‖ < q, and from the previous
lemma we know that
∥∥Upi(U∗)−1∥∥ ≤ 1, so
‖F +GLΠ‖ = ‖UΠF‖ =
∥∥UΠ(U∗)−1U∗F∥∥ ≤ ∥∥UΠ(U∗)−1∥∥ ‖U∗F‖ ≤ 1 · q

Corollary A.4. If there exists an L such that ‖F +GL‖ ≤ q, then the state
sequence generated by the noise-free LQ equations is bounded, i.e., there exists M ∈
R such that ‖xt‖ ≤M .
Proof. This is a simple corollary of the previous lemma: in each step we use a
greedy control law Lt, so
‖xt+1‖ = ‖(F +GLt)xt‖ ≤ q ‖xt‖

Corollary A.5. If there exists an L such that ‖F +GL‖ ≤ q, then the state
sequence generated by the Kalman-filter equations is bounded with high probability,
i.e., for any e > 0, there exists M ∈ R such that ‖xt‖ ≤M with probability 1− ǫ.
Proof.
E ‖xt+1‖ = E ‖(F +GLt)xt + ξt‖ ≤
√
E ‖(F +GLt)xt‖+Ωξ
≤
√
qE ‖xt‖+Ωξ,
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so there exists a bound M ′ such that E ‖xt‖ ≤M ′. From Markov’s inequality,
Pr(‖xt‖ > M ′/e) < e,
therefore, M =M ′/e satisfies our requirements. 
Appendix B. The proof of the main theorem
We will use the following lemma:
Lemma B.1. Let J be a differentiable function, bounded from below by J∗, and let
∇J be Lipschitz-continuous. Suppose the weight sequence wt satisfies
wt+1 = wt + αtbt
for random vectors bt independent of wt+1, wt+2, . . ., and bt is a descent direction
for J , i.e. E(bt|wt)T∇J(wt) ≤ −δ(ǫ) < 0 whenever J(wt) > J∗ + ǫ. Suppose also
that
E(‖bt‖2|wt) ≤ K1J(wt) +K2E(bt|wt)T∇J(wt) +K3
and finally that the constants αt satisfy αt > 0,
∑
t αt = ∞,
∑
t α
2
t < ∞. Then
J(wt)→ J∗ with probability 1.
In our case, the weight vectors are n × n dimensional, with wn·i+j := Πij .
For the sake of simplicity, we denote this by w(ij). Let w
∗ be the weight vector
corresponding to the optimal value function, and let
J(w) =
1
2
‖w − w∗‖2 .
Theorem B.2 (Theorem 3.1). If Π0 ≥ Π∗, there exists an L such that ‖F +GL‖ ≤
q, then there exists a series of learning rates αt such that 0 < αt ≤ 1/ ‖xt‖4,∑
t αt = ∞,
∑
t α
2
t < ∞, and it can be computed online. For all sequences of
learning rates satisfying these requirements, Algorithm 1 converges to the optimal
policy.
Proof. First of all, we prove the existence of a suitable learning rate sequence. Let
α′t be a sequence of learning rates that satisfy two of the requirements,
∑
t αt =∞
and
∑
t α
2
t <∞. Fix a probability 0 < e < 1. By the previous lemma, there exists
a bound M such that ‖xt‖ ≤M with probability 1− e. The learning rates
αt := min{α′t, 1/ ‖xt‖4}
will be satisfactory, and can be computed on the fly. The first and third require-
ments are trivially satisfied, so we only have to show that
∑
t αt = ∞. Consider
the index set H = {t : α′t ≤ 1/M4} ∪ {t : α′t ≤ 1/ ‖xt‖4}. By the first condition
only finitely many indices are excluded. The second condition excludes indices with
1/M4 < α′t < 1/ ‖xt‖4, which happens at most with probability e. However,∑
t
αt ≥
∑
t∈H
αt =
∑
t∈H
α′t =∞.
The last equality holds, because if we take a divergent sum of nonnegative terms,
and exclude finitely many terms or an index set with density less than 1, then the
remaining subseries will remain divergent.
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An update step of the algorithm is αtδtxtx
T
t . To make the proof simpler, we
decompose this into a step size α′t and a direction vector (αt/α
′
t)δtxtx
T
t . Denote
the scaling factor by
At := αt/α
′
t = min{1, 1/(α′t ‖xt‖4)}
Clearly, At ≤ 1. In fact, it will be one most of the time, and will damp only the
samples that are too big.
We will show that
bt = Atδtxtx
T
t
is a descent direction for every t.
E(bt|wt)T∇J(wt) = AtE(δt|wt)xtxTt (wt − w∗)
= AtE(δt|wt)xTt (Πt −Π∗)xt
= AtE(δt|wt)(Vt(xt)− V ∗(xt)).
For the sake of simplicity, from now on we do not note the dependence on wt
explicitly.
We will show that for all t, E(Πt) > 0, E(Πt−1) > E(Πt) and E(δt) ≤ −pxTt (Πt−
Π∗)xt. We proceed by induction.
• t = 0. Π0 > Π∗ holds by assumption.
• Induction step part 1: E(δt) ≤ −p xTt (Πt −Π∗)xt.
Recall that
ut = argmin
u
(
c(xt,u) + Vt(Fxt +Gu)
)
(21)
= Ltxt,
where
Lt = −(R+GTΠtG)−1(GTΠtF )
is the greedy control law with respect to Vt. Clearly, by the definition of Lt,
c(xt, Ltxt) + Vt(Fxt +GLtxt) ≤ c(xt, L∗xt) + Vt(Fxt +GL∗xt).
This yields
E(δt) = p cf (xt) + (1− p)
(
c(xt, Ltxt) + Vt(Fxt +GLtxt)
)− Vt(xt)(22)
≤ p cf (xt) + (1− p)
(
c(xt, L
∗xt) + Vt(Fxt +GL
∗xt)
)− Vt(xt).
We know that the optimal value function satisfies the fixed-point equation
(23) 0 =
(
p cf (xt) + (1 − p)
(
c(xt, L
∗xt) + V
∗(Fxt +GL
∗xt)
))− V ∗(xt).
Subtracting this from Eq. (22), we get
E(δt) ≤ (1− p)
(
Vt(Fxt +GL
∗xt)− V ∗(Fxt +GL∗xt)
)
(24)
−(Vt(xt)− V ∗(xt)).
= (1− p)xTt (F +GL∗)T (Πt −Π∗)(F +GL∗)xt(25)
−xTt (Πt −Π∗)xt.(26)
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Let ǫ1 = ǫ1(p) := 1/(1− p)− ‖F +GL∗‖2 > 0. Inequality (24) implies
E(δt) ≤ (1− p)( 1
1 − p − ǫ1(p))x
T
t (Πt −Π∗)xt − xTt (Πt −Π∗)xt(27)
= −(1− p)ǫ1(p)xTt (Πt −Π∗)xt.(28)
= −ǫ2(p)xTt (Πt −Π∗)xt,(29)
where we defined ǫ2(p) = (1− p)ǫ1(p)
• Induction step part 2: E(Πt+1) > Π∗.
E(δt) = p cf (xt) + (1− p)
(
c(xt, Ltxt) + Vt(Fxt +GLtxt)
)− Vt(xt)(30)
≥ p cf (xt) + (1− p)
(
c(xt, Ltxt) + V
∗(Fxt +GLtxt)
)− Vt(xt).
Subtracting eq. 23, we get
E(δt) ≥ (1− p)
((
c(xt, Ltxt) + V
∗(Fxt +GLtxt)
)
(31)
−(c(xt, L∗xt) + V ∗(Fxt +GL∗xt)))+ V ∗(xt)− Vt(xt)
≥ V ∗(xt)− Vt(xt) ≥ −‖Πt −Π∗‖ ‖xt‖2 .
Therefore
E(Πt+1)−Π∗ ≥ Πt + α′tAtE(δt)xtxTt −Π∗(32)
≥ (Πt −Π∗)− αt ‖xt‖4 ‖Πt −Π∗‖ I(33)
≥ (Πt −Π∗)− ‖Πt −Π∗‖ I > 0.(34)
• Induction step part 3: Πt > E(Πt+1).
Πt − E(Πt+1) = −α′tAtE(δt)xtxTt ≥ αtǫ2(p)xTt (Πt −Π∗)xt · xtxTt ,(35)
but α′tǫ2(p) > 0, x
T
t (Πt − Π∗)xt > 0 and xtxTt > 0, so their product is positive as
well.
The induction is therefore complete.
We finish the proof by showing that the assumptions of Lemma B.1 hold:
bt is a descent direction. Clearly, if J(wt) ≥ ǫ, then ‖Πt −Π∗‖ ≥ ǫ3(ǫ), but
Πt −Π∗ is positive definite, so Πt −Π∗ ≥ ǫ3(ǫ)I.
E(bt|wt)T∇J(wt) = AtE(δt|wt)(Vt(xt)− V ∗(xt))
≤ −ǫ2(p)AtxTt (Πt −Π∗)xt · xTt (Πt −Π∗)xt
≤ −ǫ2ǫ23At ‖xt‖4
≤ −ǫ2ǫ23min{‖xt‖4 , 1/α′t}
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E(‖bt‖2 |wt) is bounded. |E(δt)| ≤ |xTt (Πt −Π∗)xt|. Therefore
E(‖bt‖2 |wt) ≤ |At|2|E(δt)|2 ‖xt‖2
≤ ‖Πt −Π∗‖2 ·min{1, 1/(α′2t ‖xt‖8)} · ‖xt‖6
≤ ‖Πt −Π∗‖2 ·min{‖xt‖6 , 1/(α′2t ‖xt‖2)}
≤ K · J(wt).
Consequently, The assumptions of lemma B.1 hold, so the algorithm converges
to the optimal value function with probability 1. 
References
1. Leemon C. Baird, Residual algorithms: Reinforcement learning with function approximation,
International Conference on Machine Learning, 1995, pp. 30–37.
2. S. J. Bradtke, Reinforcement learning applied to linear quadratic regulation, Advances in
Neural Information Processing Systems 5, Proceedings of the IEEE Conference in Denver
(to appear) (San Mateo, CA) (C. L. Giles, S. J. Hanson, and J. D. Cowan, eds.), Morgan
Kaufmann, 1993.
3. Geoffrey J. Gordon, Chattering in sarsa(lambda) - a CMU learning lab internal report, 1996.
4. , Reinforcement learning with function approximation converges to a region, Advances
in Neural Information Processing Systems 13 (Todd K. Leen, Thomas G. Dietterich, and
Volker Tresp, eds.), MIT Press, 2001, pp. 1040–1046.
5. T. J. Perkins and D. Precup, A convergent form of approximate policy itera-
tion, http://www.mcb.mcgill.ca/∼perkins/publications/PerPreNIPS02.ps, 2002, Accepted to
NIPS-02.
6. K. B. Petersen and M. S. Pedersen, The matrix cookbook, 2005, Version 20051003.
7. Doina Precup, Richard S. Sutton, and Sanjoy Dasgupta, Off-policy temporal-difference learn-
ing with function approximation, Proc. 18th International Conf. on Machine Learning, Morgan
Kaufmann, San Francisco, CA, 2001, pp. 417–424.
8. R. Sutton and A. G. Barto, Reinforcement Learning: An Introduction, MIT Press, Cambridge,
1998.
9. V. Tadic, On the convergence of temporal-difference learning with linear function approxima-
tion, Machine Learning 42 (2001), 241–267.
10. John N. Tsitsiklis and Benjamin Van Roy, An analysis of temporal-difference learning with
function approximation, Tech. Report LIDS-P-2322, 1996.
Department of Information Systems
Eo¨tvo¨s Lora´nd University of Sciences
Pa´zma´ny Pe´ter se´ta´ny 1/C
1117 Budapest, Hungary
Emails:
Istva´n Szita: szityu@stella.eotvos.elte.hu
Andra´s Lo˝rincz: lorincz@inf.elte.hu
WWW:
http://nipg.inf.elte.hu
http://people.inf.elte.hu/lorincz
