We derive a recursion relation for loop-level scattering amplitudes of Lagrangian field theories that generalises the tree-level Berends-Giele recursion relation in Yang-Mills theory. The origin of this recursion relation is the homological perturbation lemma, which allows us to compute scattering amplitudes from minimal models of quantum homotopy algebras in a recursive way. As an application of our techniques, we give an alternative proof of the relation between non-planar and planar colour-stripped scattering amplitudes.
INTRODUCTION
Batalin-Vilkovisky (BV) quantisation [1, 2] does not only help in gauge fixing and quantising complicated quantum field theories, but it also provides a link between classical and quantum field theories and homotopy algebras. At the classical level, the BV formalism associates to every Lagrangian field theory an L ∞ -algebra which captures both the kinematics and the dynamics of the field theory [3, 4] (see also [5] for a partial, earlier account).
The action of the classical field theory translates to the homotopy Maurer-Cartan action of its L ∞ -algebra, having the same set of fields, symmetries, equations of motions and Noether currents. Physically equivalent classical field theories have quasi-isomorphic L ∞ -algebras, which is the appropriate notion of equivalence from a mathematical perspective.
The tree-level scattering amplitudes of a quantum field theory are encoded in the minimal models (i.e. smallest quasi-isomorphic forms) of its L ∞ -algebra. Recently, it was shown that the quasi-isomorphism between both induces recursion relations for these amplitudes [6] (see also [7] for related discussions of the S-matrix in the L ∞ -language, [8] for the tree-level perturbiner expansion, and [9, 10] for an L ∞ -interpretation of tree-level on-shell recursion relations). In the context of Yang-Mills (YM) theory, this recursion relation is known as the Berends-Giele recursion relation [11] .
In this article, we generalise the results of [6] to looplevel scattering amplitudes. We describe our theory by a quantum homotopy algebra, and computing its minimal model via the homological perturbation lemma [12, 13] , we find a recursion relation for the loop-level scattering amplitudes. We apply our formalism to both scalar field theory and YM theory, and use it to analyse the 1-loop n-gluon scattering amplitudes of [14, 15] .
SCALAR FIELD THEORY

Homotopy algebras
As a transparent example of our formalism, we first consider the action of a scalar field ϕ with cubic and quartic interaction on four-dimensional Minkowski space R 1,3 with metric η,
where := η µν ∂ µ ∂ ν and κ, λ ∈ R. The BV formalism assigns to every classical action an L ∞ -algebra, cf. [3, 4] and references therein. It is possible and convenient to generalise this picture to another class of homotopy algebras known as A ∞ -algebras. These give rise to L ∞ -algebras just as the commutator on a matrix algebras induces a Lie algebra structure. Importantly, the action (1) can be identified with the homotopy Maurer-Cartan action of an A ∞ -algebra a ∼ = a 1 ⊕ a 2 , cf. [16, 17] ,
where the fields ϕ take values in the vector space a 1 and the multi-linear maps m i : a 1 × · · · × a 1 → a 2 are called higher products. The vector space a 2 , containing the antifields ϕ + , is isomorphic to a 1 [−1] where the square brackets indicates the ghost number, and the inner product −, − : a × a → R reads as
An obvious choice for the m i is
with all other higher products vanishing. To rigorously define the field space a 1 in a, we can follow [6] . Using intuition from scattering theory, we decompose a 1 into free quantum fields and interacting or propagating ones. The former are elements of C ∞ (R 1,3 ) in the kernel of m 1 with compact support on each Cauchy surface and the latter are given by the Schwartz functions S (R 1,3 ). This decomposition requires regularising the products (4) as done in [6] but we shall suppress these issues in the following.
It is now helpful to switch to the coalgebra picture of a which means considering the tensor algebra
and extending the higher products m i as coderivations M i from a to T • (a). For instance, for ϕ 1,...,4 ∈ a 1 we set
and M 1 (R) = 0, M 2 (ϕ 1 ) = 0, etc. These coderivations combine into a linear map D : T • (a) → T • (a),
which is a codifferential. In fact, an A ∞ -algebra can be defined to be a Z-graded vector space with a codifferential on its tensor algebra.
Tree-level scattering amplitudes
For every A ∞ -algebra a, the product m 1 is a differential on a. Consequently, one can study the cohomology H • m1 (a) with respect to m 1 , and, for instance, H 1 m1 (a) contains all free on-shell fields. This cohomology extends to an A ∞ -algebra (a • := H • m1 (a), m • i ) with m • 1 = 0, called the minimal model, which encodes the n-point tree-level scattering amplitudes, cf. [6] (see also [16, 17] ),
where the ϕ i ∈ H 1 m1 (a) are free fields. The relation between a • and a itself is best depicted by the diagram
where p is the obvious projection, e is a choice of embedding, and h is the propagator, i.e. the inverse of m 1 on the Schwartz functions S (R 1,3 ) trivially continued to a 2 such that its kernel is the cokernel e(a • 2 ) of m 1 . The maps e and h can be chosen such that
Mathematically, this is known as an abstract Hodge-Kodaira decomposition. 1 The higher products of the minimal model m • i are again encoded in a codifferential D • on T • (a • ). This follows from the homological perturbation lemma [12, 13] , which also gives an prescription of how to compute D • .
We can extend both p and e trivially to corresponding maps P 0 and E 0 between T • (a) and T • (a • ),
The propagator h is extended to a map H 0 : T • (a) → T • (a) via the tensor trick,
Splitting D into the 'free' part D 0 := M 1 and the 'interaction' part D int := M 2 + M 3 , we recover (9) with the maps m 1 , p, e, and h replaced by M 1 , P 0 , E 0 , and H 0 . The homological perturbation lemma allows us to deform M 1 to the codifferential D, regarding D int as a perturbation, which induces a codifferential D • on T • (a • ),
(11) We have again diagram (9a) and relations (9b) with the maps m 1 , p, e, and h replaced by D, P, E, and H. Moreover, E and P satisfy the evident relations
The equations for E and H in (11) imply
Substituting (13b) back into itself yields a recursion relation in the powers of the coupling constants since D int adds one power of either κ or λ. Equation (13a) then allows us to construct D • = ∞ i=2 M • i and hence, the products m • i entering the amplitude (8) . By construction, M • 1 = 0 and so m • 1 = 0. If we restrict the action of E to T n (a • ) and project the result onto a = T 1 (a) ⊆ T • (a), we recover the tree-level n-point Berends-Giele current for scalar field theory [6] .
Loop-level scattering amplitudes
The BV formalism gives a clear indication as how to generalise the above to the quantum case: the codifferential D of the previous section is the dual of the classical BV differential. In the quantum case, the term −i ∆ is added to this differential, where ∆ is the usual BV Laplacian featuring in the quantum master equation [1, 2] . In the coalgebra picture, this amounts to adding −i ∆ * which inserts a complete set of fields and antifields in any possible way into the tensor product, preserving the order of the original factors. For ϕ 1,2 ∈ a, for example,
where ψ(k) is a (momentum space) basis of the field space a 1 and ψ + (k) of the antifield space a 2 .
To compute the loop-level scattering amplitudes, we replace the perturbation,
in the homological perturbation lemma (see also [22, 23] ). This generalises (13) to
Contrary to the tree-level case, P and E are no longer coalgebra morphisms but only morphisms of graded vector spaces. Importantly, the substitution (15) is justified for any theory whose classical BV action also satisfies the quantum master equation. This includes scalar field theory, Chern-Simons theory, and also Yang-Mills theory. As before, (16) yields a recursion relation, now in the powers of both the coupling constants and . The former counts the number of interaction vertices while the latter counts the number of loops. 2 The map E encodes all currents, and we introduce the restrictions to j factors in the input and i factors in the output tensor product,
2 When a classical BV action does not satisfy the quantum master equation, one first has to construct the quantum BV action which is given as a series expansion in powers of . In this case, the parameter ℓ in (18) is no longer the loop expansion parameter.
If we further restrict to currents with ℓ loops and v vertices, (16) becomes the recursion relation
for scalar field theory with E i,j −1,v = 0. Since ℓ ≥ 0 and v ≥ 0, this recursion relation terminates for each finite number of ℓ and v.
Just as the currents E, we can also decompose the higher products according to their loop order,
Mathematically, (a
YANG-MILLS THEORY
Homotopy algebras
Consider again four-dimensional Minkowski space R 1,3 with metric η. Let Ω • := Ω • (R 1,3 ) be the differential forms on R 1,3 , d the exterior derivative, and ⋆ the Hodge star operator with respect to η. We also set d † := ⋆d⋆. The BV formalism of U(N ) YM theory has a gauge potential 
where ∇ := d + κ[A, −], 'tr' is the matrix trace, and ξ ∈ R.
As often convenient in the BV formalism, we regard all fields, ghosts, trivial pairs, antifields, etc. as forming a superfield a generating the vector space 3 a 1 , cf. [3, 4] . Working with A ∞ -algebras amounts to working in the 'color flow' formalism or using double line Feynman diagrams. This implies that the fields take values in a matrix algebra and thus, we have to extend the gauge algebra from u(n) to gl(n, C). Similarly to scalar field theory, we add an isomorphic space of additional antifields a 2 ∼ = a 1 [−1]. Our A ∞ -algebra has then the underlying vector space 4 a ∼ = a 1 ⊕ a 2 and is endowed with a cyclic structure defined by
Expanding all Lie brackets in the action as matrix commutators and considering all cyclic orderings of all terms with equal weight, we can directly read off the higher products which reproduce the action (20) from the homotopy Maurer-Cartan action
where a := c 1 + A 1 + · · · +c 1 + c + 1 ∈ a 1 . The non-trivial ones are
3 On a technical note, the vector space a 1 should again be decomposed into free (i.e. compactly supported on Cauchy surfaces) and interacting (i.e. Schwartz type) fields as before for scalar field theory. We shall suppress this issue in the following. 4 The L∞-algebra underlying YM theory was explained in [24] [25] [26] [27] , see also [3, 4, 6] . Our A∞-algebra a arises from an A∞-algebra extension of this L∞-algebra.
and
(23c) Altogether, (a, m i , −, − ) is a cyclic A ∞ -algebra and its homotopy Maurer-Cartan action (22) reproduces the gauge-fixed BV action (20) .
As before, scattering amplitudes are encoded in the corresponding minimal model and given by formulas of the form (8) and (19) with ϕ replaced by a. To determine these from the homological perturbation lemma, we note that the relevant propagator h, which also gives rise to H 0 via (10b), acts as
where P (−) is the projection onto im(−) and G F the Feynman-Green operator for := d † d + dd † on functions. We have again a diagram (9a) and maps satisfying relations (9b). The homological perturbation lemma then yields recursion relations of a similar form as (18) since we again have 3-and 4-point vertices.
Colour structure of scattering amplitudes
To demonstrate the power of our formalism, we examine the colour structure of scattering amplitudes in YM theory. This is facilitated by our generalisation from the L ∞ -algebras from the BV formalism to A ∞ -algebras.
Consider plane waves
where k i is the on-shell momentum, ε(k i ) is the polarisation in Lorenz gauge k i · ε(k i ) = 0, and X i ∈ u(N ) is the colour part. The scattering amplitude then is
where
and with E satisfying again the recursion relation (16b). The interaction vertices m i in D int , as given in (23), lead to products of the colour parts and kinematic functions. Given (composite) fields Φ i = φ i X i ∈ a 1 , we can define colour-stripped interactions m i by
and D int acts on tensor products as in (6), e.g.
Moreover, ∆ * acts similarly as in (14) on the components φ i of Φ i by inserting in all possible places of the tensor product of the Φ i s a complete pair of field and antifield components,
where |a)(b| is the (N × N )-matrix with the only nonvanishing entry 1 at position (a, b) and Θ are multiindices including particle species (labelled by θ), momenta (labelled by k), polarisations (labelled by ε), and colours (labelled by a and b). Contractions of Θ thus imply sums and integrals. If ∆ * is applied once in the recursion, the colour factor of the amplitude contains terms of the form N a,b=1 X 1 ⊗ · · · ⊗ X j ⊗ |a)(b| ⊗ |b)(a| ⊗ X j+1 ⊗ · · · ⊗ X i (29a) and N a,b=1 X 1 ⊗ · · · ⊗ X j ⊗ |a)(b| ⊗ X j+1 ⊗ · · · ⊗ X k ⊗ |b)(a| ⊗ X k+1 ⊗ · · · ⊗ X i .
(29b)
Contributing to the amplitude (25a) are exactly those expressions in which all the tensor products in the colour factors have been turned into matrix products by the D int . The terms (29a), with neighbouring insertion points, enter into planar Feynman diagrams and they come with an additional factor of N . The terms (29b) enter into non-planar Feynman diagrams.
More generally, it is clear that the ℓ-loop n-point amplitude has maximally t = max{ℓ, n} traces in its colour factor and that contributions with t traces come with a factor N ℓ−t+1 . Thus, as well-known, planar Feynman diagrams dominate in the large-N limit.
One-loop structure
Let us look at the structure of one-loop scattering amplitudes in more detail. Upon iterating (16b), we find
) see also (11) . The form of the interaction vertices and our above considerations directly yields
with k ij := k i +· · ·+k j for i ≤ j. The currents J i,1 , K j i,1 ∈ Ω 1 contain all the kinematical information and eventually form the 1-loop generalisation of the tree-level Berends-Giele current [11] after symmetrisation.
The general form of the 1-loop amplitude thus is A n,1 (A 1 , . . . , A n ) = N σ∈Sn/Zn α 0 n,1 (σ(1), . . . , σ(n)) tr(X σ(1) · · · X σ(n) ) + n−1 m=1 σ∈Sn/(Zm×Zn−m) α m n,1 (σ(1), . . . , σ(n)) × tr(X σ(1) · · · X σ(m) )tr(X σ(m+1) · · · X σ(n) ),
where α 0 n,1 is a linear combination of (the components of) J n−1,1 and the α m n,1 of K m−1 n−1,1 . The result (32) was first derived in [14] using different methods.
In [15] it was shown that the α m n,1 are linear combinations of the α 0 n,1 so that the full scattering amplitude can be constructed from its planar part. Explicitly, α m n,1 (1, . . . , n) = (−1) m σ∈COPm,n α 0 n,1 (σ(1), . . . , σ(n)),
where COP m,n are all permutations of (1, . . . , n) which preserve the position of n as well as the cyclic orders of (1, . . . , m) and (m + 1, . . . , n).
The relation (33) can be derived from our recursion relation, but the derivation simplifies significantly if we use the strictification theorem for homotopy algebras (see e.g. [28] ): any A ∞ -algebra is quasi-isomorphic (read: equivalent for all physical purposes, cf. [3, 6] ) to a strict A ∞ -algebra, which is an A ∞ -algebra with m i = 0 for i ≥ 3. YM theory admits a first-order formulation which constitutes a strictification, see [3, 6, [29] [30] [31] [32] for the L ∞algebra description and the quasi-isomorphism, and we readily apply our formalism. Specifically, we compute again scattering amplitudes using formulas (25) , but now m 3 = 0, which simplifies the discussion, and the plane waves have to be replaced by their pre-image under the (strict!) isomorphism that links the minimal models of the original A ∞ -algebra and of its minimal model.
As in the ordinary case, m 2 is anti-symmetric also in the strict case. Moreover, m • 2 cannot change the order of the colour parts X i , and so, α m n,1 arises from the terms
where D tree := D int • (H • D int ) n−1 produces a formal sum of full binary trees with n + 1 leaves corresponding to the n + 1 arguments and nodes corresponding to the map m 2 applied to their children. We call these trees non-planar trees and the leaves corresponding to the A 1 , . . . , A m inner leaves, while all other leaves are outer leaves. For any tree, the sequence of arguments corresponding to the leaves of the tree will be called its leaf sequence.
Similarly, the planar trees relevant in the planar contributions arise from expressions n−1 k=0 σ∈COPm,n e(A n ), M(D tree (A σ(1) ⊗ · · · ⊗ A σ(k)
For both the non-planar and planar trees, the linear function M assigns a combinatorial factor to each tree, arising from the various sequences of the operations H • D int and H • ∆ * in the recursion relation (16b).
Upon stripping off the colour factor in each tree, tr(X 1 · · · X m )tr(X m+1 · · · X n ), we obtain two formal sums of binary trees with nodes corresponding to m 2 and leaf sequences consisting of a i , ψ θ (k, ε) and h(ψ + θ (k, ε)). There is now a one-to-one correspondence between the two sets of full binary trees with leaf sequence A 1 , . . . , A k and with leaf sequence A k , . . . , A 1 , by inverting the order of children in each of the k−1 nodes ('flipping the nodes'), which gives rise to a factor of (−1) k−1 .
In each non-planar binary tree with inner leaves, we can now flip common ancestor of a ψ, turning inner leaves into outer leaves. We start from common ancestors closest to the leaves. In each flip, k inner leaves are turned into outer leaves, and together with the initial flip, fully reversing their ordering leads to a relative factor of (−1) k . We stop this process when all m inner leaves have become outer leaves, with a relative factor of (−1) m .
This map from non-planar to planar trees is clearly invertible. It is, however, not surjective since its image does not contain planar trees which have vertices who have a ψ and a root of a subtree containing both inner and outer leaves as descendants. These, however, cancel pairwise: pick any outer leaf, and flip the first common ancestor with an inner leaf. This leads to a negative contribution from another tree, which is included in (35) due to the sum over the COP permutations.
It remains to compare the multiplicities M for nonplanar and planar trees. Flipping a node does not change the combinatorial factor for applying H • D int in different ways. It can, however, affect the multiplicity arising from applying H • ∆ * at different positions since in the planar trees, inner and outer leaves can be joined to subtrees before applying H•∆ * , which was not possible in the nonplanar case. These subtrees are of the type discussed in the previous paragraph and they cancel again pairwise.
CONCLUSIONS
We showed that full quantum scattering amplitudes of quantum field theories can be conveniently described in terms of minimal models of cyclic quantum A ∞ -algebras. This description allows for recursion relations for currents, which reproduce and generalise known recursion relations. As an application, we re-derived known results for 1-loop YM scattering amplitudes using our formalism. We conclude that the homotopy algebraic perspective is very useful for understanding the structure of scattering amplitudes. In future work [33] , we will explain the homotopy algebra structures we used in much greater detail (we were able to suppress many technicalities here) and apply our formalism to a number of other problems.
