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ABSTRACT 
Malnutrition is a disease with a growing number of sufferers every year in Indonesia. The percentage of 
malnutrition in Indonesia is around 3.4%. The characteristics of malnutrition indicate that growth is not 
optimal, intellectual development is not optimal, the appearance of visual impairment, fatigue, lack of 
appetite, abnormal bone shape, easy pain. The limited number of medical personnel can be assisted by the 
application of an expert system without intending to replace the Expert. Expert system is a system 
(knowledge machine) that is able to replace the function of expertise. This study aims to detect malnutrition 
at the age of 1-3 years (toddlers). using the Naïve Bayes Clasifier algorithm. In this study known 3 types of 
diseases based on symptoms, namely Kwarshiorkor (P1), Marasmik-Kwarshiorkor (P2), Marasmus (P3) 
with 24 symptoms of malnutrition. The results showed the highest multiplication results from the naive 
bayes classification were a type of malnutrition suffered by patients. Detection results can be used as initial 
information on the detection of malnutrition. 
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ABSTRAK 
Penyakit gizi buruk merupakan penyakit dengan jumlah penderita yang terus meningkat tiap tahunnya di 
Indonesia. Presentasi angka gizi buruk yang ada di Indonesia berkisar 3,4%. Ciri-ciri gizi buruk 
menunjukkan pertumbuhan yang tidak maksimal, perkembangan intelektual tidak maksimal, munculnya 
gangguan penglihatan, mudah lelah, tidak memiliki nafsu makan, bentuk tulang yang tidak normal, mudah 
sakit. Terbatasnya jumlah tenaga medis dapat dibantu dengan aplikasi sistem pakar tanpa bermaksud 
menggantikan Pakar. Sistem pakar yaitu sistem (mesin pengetahuan) yang mampu menggantikan fungsi 
kepakaran. Penelitian ini bertujuan mendeteksi penyakit gizi buruk pada usia 1-3 tahun (balita). 
menggunakan algoritma Naïve Bayes Clasifier. Dalam penelitian ini diketahui 3 jenis penyakit berdasarkan 
gejalanya yaitu Kwarshiorkor (P1), Marasmik-Kwarshiorkor (P2), Marasmus (P3) dengan 24 gejala gizi 
buruk. Hasil penelitian menunjukkan hasil perkalian tertinggi dari klasifikasi naive bayes merupakan jenis 
penyakit gizi buruk yang diderita pasien. Hasil deteksi dapat dimanfaatkan sebagai informasi awal deteksi 
gizi buruk.  
Kata Kunci : Gizi Buruk, Balita, Sistem Pakar, Naive Bayes Classifier  
 
1. PENDAHULUAN 
Gizi buruk umumnya terjadi di kawasan negara-negara berkembang dan menyerang anak-anak. Lebih 
dari 54 persen balita meninggal dunia akibat gizi buruk berdasarkan Badan Kesehatan Dunia (WHO). 
Risiko kematian anak dengan gizi buruk 13 kali lebih besar dibandingkan dengan anak normal. 
Penyebab utama dari gizi buruk adalah kurangnya balita atau anak-anak dalam memperoleh makanan 
dengan kandungan energi dan protein yang cukup. Hal ini dikaitkan dengan tingkat ekonomi 
masyarakat. Selain itu kurangnya pengetahuan orang tua akan pentingnya nutrisi bagi tumbuh 
kembang anak. Gizi buruk tidak terjadi secara langsung, kondisi ini berlangsung secara bertahap [1]. 
Dalam dunia medis, gizi buruk dikenal dengan sebutan kwashiorkor, salah satu bentuk malnutrisi. 
Malnutrisi adalah kesalahan dalam pemberian nutrisi baik berupa kekurangan maupun kelebihan 
nutrisi itu sendiri. Pada tahap awal harus diberikan asupan kalori untuk memenuhi kebutuhan 
energinya tanpa melibatkan asupan protein terlebih dahulu. Jika kebutuhan kalori sudah tercukupi, 
barulah asupan protein bisa mulai diberikan. Pemberian protein dapat dilakukan dari kadar yang 
rendah yang secara bertahap terus ditambah. Penanganan dirumah bisa dilakukan dengan 
mencukupkan kebutuhan gizi seimbang bagi anak. Makanan yang dikonsumsi harus lengkap 
mengandung karbohidrat, lemak, protein, vitamin dan mineral. Pentingnya pola gizi seimbang pada 
balita, sangat berpengaruh pada pertumbuhan dan perkembangan serta kecerdasan balita. orang tua 
beranggapan bahwa gizi pada anak  tanpa memeriksa kepada ahlinya sehingga balita mengalami gizi 
Jurnal Inkofar * Volume 1 No. 2 Desember 2019 * ISSN: 2615-3645 (Print) / 2581-2920 (Online) 
Tersedia secara online di: http://www.politeknikmeta.ac.id/meta/ojs/ 
© 2019, Jurnal InkofarAll Rights Reserved  55 
 
buruk dan keterlambatan penanganan [2]. Sistem pakar adalah kumpulan sistem yang membentuk 
perangkat lunak atau software dalam komputer, yang dirancang dari pengolahan fakta, teknik, dan 
ilmu dalam pengambilan keputusan atas masalah yang muncul, hanya bisa disempurnakan oleh ahli 
atau pakar dalam bidangnya. Pemanfaatan sistem pakar pada ilmu kesehatan sangat penting untuk 
memberikan informasi secepat mungkin bagi penderita sakit penyakit yang kronis maupun sekedar 
untuk diagnosa [3]. Algoritma Naive Bayes merupakan sebuah metoda klasifikasi menggunakan 
metode probabilitas dan statistik. Semua algoritma klasifikasi berusaha membentuk model yang 
mempunyai akurasi tinggi atau (laju error yang rendah). Umumnya, model yang dibangun 
memprediksi dengan benar pada semua data yang menjadi data latihnya, tetapi ketika model 
berhadapan dengan data uji, barulah kinerja model dari sebuah algoritma klasifikasi ditentukan. 
Algoritma pelatihan yang sudah dikembangkan oleh para peneliti, seperti K-Nearest Neighbor, 
Artificial Neural Network, Support Vector Machine dan sebagainya. Gejala-gejala apa saja yang 
menunjukkan seseorang menderita gizi buruk pada usia balita menjadi pokok permasalahan dalam 
penelitian ini. Setiap algoritma mempunyai kelebihan dan kekurangan, tetapi semua algoritma 
berprinsip sama, yaitu melakukan suatu pelatihan sehingga di akhir pelatihan, model dapat 
memetakan (memprediksi) setiap vektor masukan ke label kelas keluaran dengan benar. Diasumsikan 
sebagai variabel independent, maka hanya varians dari suatu variabel dalam sebuah kelas yang 
dibutuhkan untuk menentukan klasifikasi, bukan keseluruhan dari matriks kovarians [4]. Deteksi gizi 
buruk berdasarkan klasifikasi menjadi point utama dalam pendeteksian gejala penyakit buruk 
penelitian ini. Penelitian (Yuliana, 2019), Sistem Pakar Diagnosa Penyakit Gigi Menggunakan 
Metode Naive Bayes, pakar sebagai sumber data basis pengetahuan diwakilkan komputer 
mendiagnosa penyakit. Menurut pakar gigi ada 7 jenis penyakit dan 37 gejala (dikodekan sesuai 
kriteria). Dalam Naïve Bayes, pengklasifikasian menggunakan metode probabilitas dan statistik [5].        
 
2. LANDASAN TEORI 
2.1 Sistem Pakar 
Sistem pakar adalah kumpulan sistem yang membentuk perangkat lunak atau software dalam 
komputer yang telah dirancang untuk menggunakan fakta, teknik, dan ilmu dalam pengambilan 
keputusan dari sebuah masalah yang hanya bisa diselesaikan oleh  ahlinya atau pakar dalam 
bidangnya [6]. 
2.2 Bayes 
Naïve Bayes didasarkan pada asumsi penyederhanaan bahwa nilai atribut secara kondisional saling 
bebas jika diberikan nilai output. Dengan kata lain, diberikan nilai output, probabilitas mengamati 
secara bersama adalah produk dari probabilitas individu [7]. Keuntungan penggunaan Naive Bayes 
adalah bahwa metode ini hanya membutuhkan jumlah data pelatihan (Training Data) yang kecil untuk 
menentukan estimasi paremeter yang diperlukan dalam proses pengklasifikasian. Naive Bayes sering 
bekerja jauh lebih baik dalam kebanyakan situasi dunia nyata yang kompleks dari pada yang 
diharapkan. Naive Bayes merupakan sebuah metoda klasifikasi menggunakan metode probabilitas dan 
statistik yang dikemukakan oleh ilmuwan Inggris Thomas Bayes. Algoritma Naive Bayes 
memprediksi peluang masa depan berdasarkan pengalaman masa sebelumnya sehingga dikenal 
sebagai Teorema Bayes. Ciri utama dari Naïve Bayes Classifier ini adalah asumsi independensi dari 
masing-masing kondisi / kejadian [8]. 
2.3 Naive Bayes Classifier  
Naive Bayes Classifier merupakan, pengklasifikasi probabilitas sederhana berdasarkan pada Teorema 
Bayes. Teorema Bayes akan dikombinasikan dengan “Naïve” yang artinya pada  setiap atribut/variabel 
bersifat bebas (independent). Naïve Bayes Classifier dapat dilatih dengan efisien dalam pembelajaran 
terawasi (supervised learning) [9], [10]. 
P(X)
P(X/H)  P(H/X)
 = X)|P(H

........................................1 
X : Data dengan class yang belum diketahui 
H : Hipotesis data merupakan suatu class spesifik 
P(H/X) : Probabilitas hipotesis H berdasar kondisi X (posteriori probabilitas) 
P(H) : Probabilitas hipotesis H (prior probabilitas) 
P(X/H) : Probabilitas X berdasarkan kondisi pada hipotesis H 
P(X) : Probabilitas X 
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Karakeristik Naive Bayes Classifier [1], [12] : 
Metode Naïve Bayes bekerja teguh (robust) terhadap data-data yang terisolasi yang biasanya 
merupakan data dengan karakteristik berbeda (outliner). Naïve Bayes juga bisa menangani nilai 
atribut yang salah dengan mengabaikan data latih selama proses pembangunan model dan prediksi. 
1. Tangguh menghadapi atribut yang tidak relevan. 
2. Atribut yang mempunyai korelasi bisa mendegradasi kinerja klasifikasi 
3. Naïve Bayes karena asumsi independensi atribut tersebut sudah tidak ada.   
Perhitungan Naïve bayes classifier:   (  |  (   ) =  
      . 
     
.......................2 
   = jumlah record pada data learning yang v =    dan a =    ;p = 1/ banyaknya jenis class / penyakit. 
m = jumlah parameter / gejala ; n = jumlah record pada data learning. Persamaan 2 diselesaikan [13]:   
1. Menentukan nilai   untuk setiap class. 
2. Kemudian menghitung nilai P (   |  ) dan menghitung nilai P (  ) 
    =  argmax    ∈ V P (  )    P (   |   )..................................................3 
  (  |  (   ) =  
      . 
     
 
3. Menghitung P (   |   ) x P (  ) untuk tiap v 
4. Menentukan hasil klasifikasi yaitu v yang memiliki hasil perkalian yang terbesar. 
 
3.  HASIL  
Analisis kebutuhan sistem merupakan penguraian dari sebuah  komponen informasi ke dalam 
beberapa komponen-komponen dengan tujuan mengidentifikasi dan mengevaluasi permasalahan dan 
kebutuhan-kebutuhan yang diperlukan dalam penelitian. Untuk menerapkan metode Naïve Bayes 
Classifier ke dalam sistem pakar, diperlukan data yang nantinya akan input kedalam sistem, diolah 
dan menampilkan hasil diagnosa gizi buruk. Input: data jenis penyakit gizi buruk serta data gejala 
penyakit. Process, melakukan analisis dan perhitungan  untuk mendapatkan hasil diagnosa dengan 
metode  Naïve Bayes Classifier. Output, informasi hasil diagnosa penyakit gizi buruk dan persentase 
nilai probabilitas terhadap hasil diagnosa tersebut sesuai dengan Naïve Bayes Classifier. 
 
Gambar 1. Alur Metode Naive Bayes Classifier 
 
Untuk mendeteksi suatu penyakit gizi buruk diperlukan informasi tentang gejala yang dirasakan oleh 
balita sebagai masukan untuk sistem dan adanya kebutuhan data. Kebutuhan data dalam mendeteksi 
gizi buruk pada balita pada RSU Siti Hajar Medan, pertama, akuisi pengetahuan yang merupakan 
suatu proses dalam mengumpulkan data pengetahuan suatu masalah dari pakar (dari buku, wawancara 
dokter, internet dan artikel). Data yang digunakan dalam menentukan gizi buruk pada balita adalah 
data penyakit yaitu ada 3 jenis penyakit, data gejala yaitu ada 24 jenis gejala. Adapun untuk 
menentukan jenis penyakit, dalam hal ini penyakit gizi buruk perlu diketahui ada 3 jenis penyakit 
berdasarkan gejalanya yaitu Penyakit 1 (P1) : Kwarshiorkor, Penyakit 2 (P2) : Marasmik-
Kwarshiorkor, Penyakit 3 (P3) : Marasmus. Dari 3 jenis penyakit gizi buruk tersebut diperoleh 24 
jenis gejala yang telah dikodekan, adapun kode gejala dari  jenis penyakit gizi buruk, Tabel 1. 
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Tabel 1. Gejala Gizi Buruk 
 
Kode Gejala Kode Gejala 
G1 Perut mencekung dan otot 
mengecil 
G13 Cenggeng dan mudah bawel 
G2 Rambut terlihat tipis dan 
mudah dicabut 
G14 Pengurangan lemak bawah kulit 
seperti marasmus 
G3 Wajah membulat dan sembab G15 Susah buang air besar 
G4 Berat badan hanya sekitar 60 
% dari seharusnya 
G16 Usus tampak membulat 
G5 Susah makan G17 Bentuk fisik berubah  
G6 Otot mengecil G18 Sangat kurus dan wajah 
membulat 
G7 Kelainan kulit  G19 Wajah seperti orang tua 
G8  Mata sayu G20 Perut cekung  
G9 Anemia G21  Kulit kering 
G10 Mudah terjangkit penyakit G22 Kulit keriput terjadi kelainan 
kulit  
G11 Sangat kurus G23 Bagian daerah pantat tampak 
seperti memakai celana longgar 
G12 Bengkak seluruh tubuh 
terutama kaki 
G24 Pembesaran hati . 
 
Uji coba dilakukan dengan pengolahan dan analisa data dengan kasus data gelaja 3 penderita penyakit 
gizi buruk. Data gejala penderita dibandingkan dengan data gejala yang menimbulkan penyakit gizi 
buruk tertentu.  
Basis Aturan : 
Kwarshiorkor (P1) G12, G2 ,G3, G24, G5, G6, G7, G9, G8, G13 
Marasmik-Kwarshiorkor (P2) G16, G18, G1, G22, G14  
Marasmus (P3) G2, G15, G10, G17, G11, G19, G20, G21, G13, G23, G4, G6  
Contoh perhitungan dengan menggunakan klasifikasi naive bayes dapat diterapkan pada pasien ke-1 
mengalami gejala nomor G3,  G6, G12, G13. G3 = Wajah membulat dan sembab dengan gejala 1. G6 
= Otot mengecil 2. G12= Bengkak seluruh tubuh terutama kaki 3. G13= Cenggeng dan mudah bawel 
4.G14 = Pengurangan bawah lemak kulit seperti marasmus.  
Pengklasifikasi probabilitas sederhana berdasarkan pada theorema Bayes. Theorema Bayes 
dikombinasikan dengan “Naïve” yang berarti setiap atribut/variabel bersifat bebas (independent). 
Naïve Bayes Classifier dapat dilatih dengan efisien dalam pembelajaran terawasi(supervised 
learning). Keuntungan dari klasifikasi adalah bahwa ia hanya membutuhkan sejumlah kecil data 
pelatihan untuk memperkirakan parameter (sarana dan varians dari variabel) yang diperlukan untuk 
klasifikasi. Tahapan dari proses metode Naive Bayes : 
1. Menghitung jumlah kelas / label. 
2. Menghitung Jumlah Kasus Per Kelas 
3. Kalikan Semua Variable Kelas 
4. Bandingkan Hasil Per Kelas 
Langkah-langkah perhitungan Naive Bayest: 
1. Menentukan nilai nc untuk setiap class 
P1(Kwarshiorkor) 
N = 1 ; P = 1/3 = 0.3333333 ; M = 24; G3. nc = 1,  G6.nc = 1,  G12.nc = 1,  G6.nc = 
13, G14.nc = 0 
P2(Marasmik-Kwarshiorkor) 
N = 1 ; P = 1/3 = 0.3333333 ; M = 24; G3. nc = 1,  G6.nc = 1,  G12.nc = 1,  G6.nc = 
13, G14.nc = 1 
P3 (Marasmus) 
N = 1 ; P = 1/3 = 0.333333; M = 24; G3. nc = 1,  G6.nc = 1,  G12.nc = 1,  G6.nc = 
13, G14.nc = 0 
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2. Mementukan nilai P(ai|vj) dan menghitung nilai P(vj) 
Penyakit gizi buruk ke-1  
Kwarshiorkor (P1) 
P(G3| Kwarshiorkor) = 0.333333 
P(G6|Kwarshiorkor)  =  0.333333 
P(G12|Kwarshiorkor) =  0.333333 
P(G13|Kwarshiorkor)  = 0.333333 
P(G14|Kwarshiorkor) = 0.319999 
Penyakit gizi buruk ke-3:  
Marasmus (P3) 
P(G3| Marasmus) =  0.319999 
P(G6| Marasmus) = 0.319999 
P(G12| Marasmus) =  0.319999 
P(G13| Marasmus) = 0.333333 
P(G14| Marasmus) = 0.319999 
Penyakit gizi buruk ke-2 
Marasmik-Kwarshiorkor (P2) 
P(G3| Marasmik-Kwarshiorkor) = 
0.319999 
 P(G6| Marasmik-Kwarshiorkor)  =  
0.319999 
P(G12| Marasmik-Kwarshiorkor) = 
0.319999 
P(G13|Marasmik-Kwarshiorkor)  =  
0.319999 
P(G14|Marasmik-Kwarshiorkor)  =  
0.333333 
 
 
 
3. Menghitung P(ai|vj) x P(vj) untuk tiap v 
Penyakit gizi buruk ke-1: Kwarshiorkor (P1) 
P(K) x{P(G3|K) x P(G6|K) x P(G12|K) x P(G13|K)} = 0.0013168617 
Penyakit gizi buruk ke-2: Marasmik-Kwarshiorkor (P2) 
P(MK) x {P(G3|MK) x P(G6|MK) x P(G12|MK) x P(G13|MK)} = 0.0011650675 
Penyakit gizi buruk ke-3: Marasmus (P3) 
P(M) x {P(G3|M) x P(G6|M) x P(G12|M) x P(G13|M)} =  0.0011650676 
4. Menentukan hasil klasifikasi yang memiliki perkalian terbesar. 
hasil klasifikasi perkalian tertinggi yaitu Nilai 0.0013168617 yaitu Kwarshiorkor. 
 
Use-case diagram digunakan adalah untuk mendeskripsikan dan menganalisa interaksi yang terjadi 
antara user dan sistem sehingga dapat dipahami dengan lebih mudah, Gambar 2. Squence Diagram 
adalah diagrams yang menggambarkan kelakuan objek dalam use case dengan mendiskripsikan waktu 
hidup objek dan pesan yang akan dikirimkan dan yang akan diterima antar objek,Gambar 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Use Case Diagram               Gambar 3. Squense Diagram 
 
Analisa sistem diawali dengan identifikasi pengguna yang terlibat dalam sistem pakar, penjabaran 
kebutuhan masukan, proses dan keluaran. Pengguna sistem merupakan pengguna yang bertindak 
sebagai pakar atau admin yang dapat memanipulasi data seperti data gejala penyakit, serta dapat 
mengubah data hasil deteksi penyakit gizi buruk pada balita. Fitur yang dimiliki oleh sistem pakar 
deteksi gizi buruk pada balita: 
1. Sistem mampu mengelola data user/petani dari seorang admin 
2. Sistem mampu menerima perubahan terhadap data gejala gizi buruk yang dilakukan oleh 
admin. 
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3. Sistem mampu menerima perubahan terhadap data hasil deteksi gizi buruk yang dilakukan oleh 
admin. 
4. Sistem dapat dimanfaatkan sebagai asisten untuk pakar, karena kecepatan yang dimiliki dari 
sistem pakar dalam memecahkan permasalahan dapat melebihi seorang pakar. 
5. Sistem mampu melakukan deteksi gizi buruk dan menampilkan hasil deteksi berupa jenis 
penyakit gizi buruk serta solusi penanganan berdasarkan gejala penyakit yang diinput oleh 
pengguna umum.  
Sistem dibangun dengan user friendly, pengguna dengan   mudah   mengoperasikan  aplikasi yang 
dirancang. Rancangan masukan merupakan uraian tentang variabel atau field yang terdapat pada 
tabel-tabel database yang digunakan untuk menangkap data. Rancangan masukan sangat memegang 
peranan penting, karena seluruh data yang disimpan dalam tabel database terlebih dahulu dientry pada 
bagian ini. Form menu utama berfungsi untuk pilihan proses yang akan dilakukan, menu utama terdiri 
menu file dan menu keluar, didalam menu file terdapat sub menu data pasien, data gejala, data 
penyakit, basis aturan dan diagnosa. 
 
 
Gambar 4. Form Perhitungan Naive Bayes Classifier 
 
4. KESIMPULAN 
Kesimpulan dari penerapan Naive Bayes Classifier: 
1. Pada sistem yang dibangun, diagnosa metode Naive Bayes Classifier diperoleh setelah 
melakukan menginput data gejala gizi buruk, menginput data pengetahuan, memilih gejala 
yang muncul selanjutnya tindakan diagnosa sehingga dapat disimpulkan jenis penyakit gejala 
buruk pasien. 
2. Hasil diagnosa dipengaruhi gejala-gejala gizi buruk yang muncul. Dari kasus yang telah 
dibahas, perhitungan Naive Bayes Classifier pada diagnosa penderita gizi buruk dengan 3 jenis 
penyakit, memiliki gejala nomor G3,  G6, G12, G13 diperoleh   klasifikasi perkalian tertinggi 
yaitu Nilai 0.0013168617, jenis penyakit Kwarshiorkor. 
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