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ABSTRACT
One of the most essential parts of any recommender system is
personalization– how acceptable the recommendations are from
the user’s perspective. However, in many real-world applications,
there are other stakeholders whose needs and interests should be
taken into account. In this work, we define the problem of multi-
stakeholder recommendation and we focus on finding algorithms
for a special case where the recommender system itself is also a
stakeholder. In addition, we will explore the idea of incremental
incorporation of system-level objectives into recommender sys-
tems over time to tackle the existing problems in the optimization
techniques which only look for optimizing the individual users’
lists.
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1 PROBLEM
Recommender systems provide personalized information access,
supporting e-commerce, social media, news, and other applications
where the volume of content would otherwise be overwhelming.
They have become indispensable features of the Internet age, found
in systems of many kinds. Even search engines, the most funda-
mental web applications, have become increasingly personalized
in their provision of results, to the extent that they can also be
considered recommender systems.
One of the defining characteristics of recommender systems is
personalization. Recommender systems are typically evaluated on
their ability to provide items that satisfy the needs and interests of
the end user. Such focus is entirely appropriate–Users would not
make use of recommender systems if they believed such systems
were not providing items that matched their interests. Still, it is
also clear that, in many recommendation domains, the user for
whom recommendations are generated is not the only stakeholder
in the recommendation outcome. Other users, the providers of
products, and even the system’s own objectives may need to be
considered. Fairness and balance are important examples of system-
level objectives, and these social-welfare oriented goals may at
times run counter to individual preferences. Sole focus on the end
user hampers developers’ ability to incorporate such objectives into
recommendation algorithms and system designs.
The integration of the perspectives of multiple parties into rec-
ommendation generation and evaluation is the underlying goal of
the new sub-field of multistakeholder recommendation [4, 7, 8, 12].
The goal of a recommender system in a multistakeholder envi-
ronment is, therefore, to generate recommendations taking all the
stakeholder’s needs and preferences into account.
1.1 Multistakeholder Recommendation
In many recommender systems, there could exist a variety of dif-
ferent stakeholders. However, we can usually see three main stake-
holders [2]:
Consumers C: The consumers are those who receive the rec-
ommendations. They are the individuals whose choice or
search problems bring them to the platform, and who expect
recommendations to satisfy those needs.
Providers P: The providers are those entities that supply or
otherwise stand behind the recommended objects and possi-
bly gain utility from the consumer’s choice.
System S: The final category is the platform itself, which has
created the recommender system in order to match con-
sumers with providers and has some means of gaining bene-
fit from successfully doing so. The platform may be a retailer,
e-commerce site, broker, or other venue where consumers
seek recommendations.
Typically, the system will attempt to satisfy the needs of at least
one type of stakeholder by offering recommendations tailored (at
least in part) to their preferences. When the stakeholder is the
consumer, this is the most common personalized recommendation
scenario. When there is personalization for both the consumer and
the provider, we have a reciprocal recommendation.
In many real-world contexts, the system may gain some utility
when recommending items, which could be in the form of a simple
aggregate of the other stakeholders’ utilities. In many e-commerce
settings, the system will get a commission for each sale, and such
benefits can be considered together with personalization [12].
Alternatively, the system may seek to tailor outcomes specifi-
cally to achieve particular objectives. For example, an educational
site may view the recommendation of learning activities as a curric-
ular decision and seek to have its recommendations fit a model of
student growth and development. Its utility may, therefore, be more
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complex than a simple aggregation of those of the other stakehold-
ers. One way to think about a multistakeholder recommendation is
to look at it as a two-stakeholder system: the user and the system.
In other words, in many applications, it is possible to aggregate
the utilities of other stakeholders within the system utility and
therefore optimizing for the system utility would, indirectly, opti-
mize for their utility as well. Therefore, in this work, we focus on a
scenario where we have two main stakeholders, the end-user and
the system.
In contrast to a single-stakeholder perspective which has been
the case, for the most part, in recommender systems research, in
this work we are interested in finding algorithms and mechanisms
to incorporate system-level objectives into the recommendations.
That being said, there are several challenges that need to be
investigated:
• How can the system-level preferences be incorporated into
the recommendation generation?
• What are the different types of system-level preferences and
how does the solution for incorporating each of them differs
from the others?
• What is the right balance or trade-off between user pref-
erences and system preferences? Does this balance vary
depending on the domain?
• How can the system learn from the optimization in previous
steps to do a better job at a particular time?
2 STATE OF THE ART
There is a large body of recent work on incorporating diversity,
novelty, long tail promotion and other metrics as additional ob-
jectives for recommendation generation and evaluation. See, for
example, [3, 16]. There is also a growing body of work on combin-
ing multiple objectives using constraint optimization techniques,
including linear programming. See, for example, [9? , 10]. These
techniques provide a way to limit the expected loss on one metric
(typically accuracy) while optimizing for another, such as diver-
sity. The complexity of these approaches increases exponentially as
more constraints are considered, making them a poor fit for the gen-
eral multistakeholder case. Also, for the most part, multiobjective
recommendation research concentrates on maximizing multiple
objectives for a single stakeholder, the end user.
3 PROPOSED APPROACH
In this work, we will focus on one specific case of multistakeholder
recommendation which is considering users and the system as two
different stakeholders. That being said, we realized there is a sub-
stantial amount of work on using different types of non-accuracy
metrics in recommender systems each of which used a different
method to do the recommendation generation. For example, most
of the work on recommendation list diversification, price optimiza-
tion, fairness aware recommendation and so on use different al-
gorithms to achieve the desired set of recommendation based on
what evaluation metrics they use. In other words, there is a lack of
understanding of what all these different problems have in common
or from what aspects they differ. What is missing is the need for a
general way of looking at extra objectives (i.e. system objectives)
in recommender systems and to define all different types of such
objectives and develop algorithms which can be used in problems
with a similar type of objectives. What we propose is to have a
standard framework that could be the home for all these different
problems. To start, we need to categorize different types of system-
level objectives. One main categorization in terms of the type of
optimization that could be used to solve such problems is based
on the scope of the system objective. Therefore, we divide every
system-level objective into two main groups:
Local objectives: in this group we have objectives that could
be optimized within each user’s recommendation list. In
other words, there is no need to look at the entire user popu-
lation in order to do the optimization. List diversification and
novelty (from the user’s perspective) belongs to this group.
Global objectives: The second group is the type of objectives
that need to be taken care of not only based on the recom-
mendations within each user’s list but also the recommen-
dation lists of other users as well. Objectives like long-tail
promotion and fair exposure belong to this category.
In addition to this two classes of objectives, we can also define
several other types of objectives based on whether the system’s
focus is on 1) items, 2) users or maybe 3) both at the same time. We
define different types of system objectives with respect to which
entity the system is focusing on as follow:
User-item related: The system could have a certain goal re-
garding which user should get what recommendation. This
is more like a parental control which means, in addition to
what users like, the system also has to decide whether that
item suits the user or not. An example would be in educa-
tional recommendation where the system might not want
to recommend a program to a user even though she likes it
or, recommend a certain program even though she may not
like it the most compared to other programs.
user related: When the system wants the users who receive a
certain item (items) as the recommendation to have certain
properties. For example, in an educational recommender
system, the goal might be to make sure the users who receive
the recommendation are %50 male and %50 female. Many
of the fairness-aware recommendation problems fall in this
category.
item related: This is when the system has a certain goal re-
garding a certain group of items. For example, long-tail rec-
ommendation, which is a well-known problem, is when the
system wants to promote long-tail items more often.
4 RESULTS AND THE PROGRESS SO FAR
As a very specific case of system-level objective, we have worked on
the problem of long-tail promotion (i.e. controlling popularity bias)
in recommender systems. Popularity bias refers to the situation
in which there is an over-concentration of the recommendations
of certain items, the popular ones. Controlling popularity bias is
important for many recommender systems as it affects the fairness
of the platform and it also improves the novelty of the recommen-
dations. For more information on popularity bias see [1, 3]main.
We wanted to go a bit deep in this problem and find different types
of solutions for it to make a better sense of this type of objective and
to be able to generalize for similar problems. Our aim is, however, to
find a general class of solutions for other types of system objectives
for the next steps of this research.
In order to control the effect of popularity bias in recommender
systems we have used two approaches: One way is to modify the
underlying recommendation algorithm such that we take the pop-
ularity of items into account in addition to the relevance of those
items for generating the predicted ratings. Therefore, the final list
is both personalized and also controlled for popularity bias.
Another approach is to keep the existing algorithm untouched
but add an extra level of item filtering on the predicted ratings. In
this method, the algorithm tries to re-rank the items based on both
their accuracy (predicted rating) and popularity.
4.1 Technique 1: Model based Approach:
Fairness-aware Regularization
In this approach, we have explored the use of regularization to
control the popularity bias of a recommender system. We start with
an optimization objective of the form:
min
P,Q
acc(P ,Q) + λreд(P ,Q) (1)
where acc(.) is the accuracy objective, reд(.) is a regularization term,
and λ is a coefficient for controlling the effect of regularizer.
Our goal, therefore, is to identify a regularization component of
the objective function that will be minimized when the distribution
of recommendations is fair in terms of popular and non-popular
items.
We define two sets of items (Γ′) and (Γ) corresponding to the
popular and non-popular items, and define a co-membership matrix
D, over these sets. For any pair of items i and j, d(i, j) = 1 if i and
j are in the same set and 0 otherwise. We define intra-list binary
unfairness (ILBU) as the average value of d(i, j) across all pairs of
items i, j.
ILBU (Lu ) =
1
N (N − 1)
∑
i, j ∈Lu
d(i, j) (2)
where N is the number of items in the recommendation list. The
fairest list is one that contains equal numbers of items from each
set, which can be easily seen.
For more details on how the optimization is solved please refer
to [3].
4.2 Technique 2: Post processing Re-ranking
4.2.1 xQuAD. For the second approach, we used a post-processing
re-ranking technique to diversify the recommendation lists in terms
of popular and unpopular items. We have used EXplicit Query As-
pect Diversification (xQuAD) [13] which explicitly accounts for
the various aspects associated with an under-specified query. In
the context of search engines, items are selected iteratively by esti-
mating how well a given document satisfies an uncovered aspect.
We build on the xQuAD model to control popularity bias in rec-
ommendation algorithms. We assume that for a given user u, a
ranked recommendation list R has already been generated by a
base recommendation algorithm. The task of the modified xQuAD
method is to produce a new re-ranked list S (|S |< |R |) that manages
popularity bias while still being accurate.
The new list is built iteratively according to the following crite-
rion:
P (v |u) + λP (v, S ′ |u) (3)
where P (v |u) is the likelihood of user u ∈ U being interested in
item v ∈ V , independent of the items on the list so far as predicted
by the base recommender. The second term P (v, S ′ |u) denotes the
likelihood of user u being interested in an item v as an item not in
the currently generated list S .
Intuitively, the first term incorporates accuracy while the second
term promotes diversity between two different categories of items
(i.e. short head and long tail). The parameter λ controls how strongly
controlling popularity bias is weighted in general. The item that
scores most highly under the equation 3 is added to the output list S
and the process is repeated until S has achieved the desired length.
For more details on these two techniques refer to [3] and [5].
we tested our proposed algorithms on two public datasets. We
show the result for one dataset due to lack of space but a, more
or less, a similar result could be seen for the other dataset. The
dataset for which you can see the result in figure 1, is the Epinions
dataset which is gathered from a consumers opinion site where
users can review items [11]. This dataset has the total number of
664,824 ratings given by 40,163 users to 139,736 items. We split the
items in both datasets into two categories: long-tail (Γ) and short
head (Γ’)in a way that short head items correspond to %80 of the
ratings while long-tail items have the rest of the %20 of the ratings.
4.3 Evaluation
The experiments compare four algorithms. Since we are concerned
with ranking performance, we chose as our baseline algorithm
RankALS, a pair-wise learning-to-rank algorithm. We used the out-
put from RankALS as input for the re-ranking technique described
above. Note that, we developed two versions of the re-ranking al-
gorithm: Binary xQuAD and Smooth xQuAD, marked Binary and
Smooth in the figures. The difference between the two as you can
read in more details in [5] is in how they check for whether an item
category (popular or non-popular) is already covered by the list or
not. The binary version only returns 0 (not covered) or 1 (covered)
while the smooth version returns what percentage of the list is cov-
ered with each item category. Also, the model-based approach is
shown by LT_Reg in the figure. We compute lists of length 100 from
RankALS and pass these to the re-ranking algorithms to compute
the final list of 10 recommendations for each user. In order to eval-
uate the effectiveness of algorithms in mitigating popularity bias,
we used four different metrics each of which measures a certain
aspect of long-tail promotion.
Average Recommendation Popularity (ARP): This measure
from [15] calculates the average popularity of the recommended
items in each list. For any given recommended item in the list,
we measure the average number of ratings for those items. More
formally:
ARP = 1|Ut |
∑
u ∈Ut
∑
i ∈Lu ϕ(i)
|Lu | (4)
where ϕ(i) is the number of times item i has been rated in the
training set. Lu is the recommended list of items for user u and |Ut |
is the number of users in the test set.
Average Percentage of Long Tail Items (APLT): As used in
[3], this metric measures the average percentage of long tail items
in the recommended lists and it is defined as follows:
APLT = 1|Ut |
∑
u ∈Ut
|{i, i ∈ (Lu ∩ Γ)}|
|Lu | (5)
This measure gives us the average percentage of items in users’
recommendation lists that belong to the long tail set.
Average Coverage of Long Tail items (ACLT): This is the
metric we introduced in [5] which measures how much exposure
long-tail items get in the entire recommendations. One problem
with APLT is that it could be high even if all users get the same
set of long tail items. ACLT measures what fraction of the long-tail
items the recommender has covered:
ACLT = 1|Ut |
∑
u ∈Ut
∑
i ∈Lu
1(i ∈ Γ) (6)
where 1(i ∈ Γ) is an indicator function and it equals to 1 when i is
in Γ. This function is related to the Aggregate Diversity metric of
[6] but it looks only at the long-tail part of the item catalog.
In addition to the aforementioned long tail diversity metrics,
we also evaluate the accuracy of the ranking algorithms in order
to examine the diversity-accuracy trade-offs. For this purpose we
use the standard Normalized Discounted cumulative Gain (NDCG)
measure of ranking accuracy.
Figure 2 shows the results for the Epinions dataset across the
different algorithms using a range of values for λ. (Note that the
LT-Reg algorithm uses the parameter λ to control the weight placed
on the long-tail regularization term.) All results are averages from
five-fold cross-validation using a %80 -%20 split for train and test,
respectively. As expected, the diversity scores improve for all algo-
rithms, with some loss of ranking accuracy. Differences between
the algorithms are evident, however. The exposure metric (ACLT)
plot shows that the two re-ranking algorithms, and especially the
Smooth version, are doing a much better job of exposing items
across the long-tail inventory than the regularization method. The
ranking accuracy shows that, as expected, the Binary version does
slightly better as it performs minimal adjustment to the ranked
lists. LT-Reg is not as effective at promoting long-tail items, either
by the list-wise APLT measure or by the catalog-wise ACLT.
5 CONCLUSIONS AND FUTUREWORK
Working on tackling popularity bias as an example of system-level
objective, we learned that the system objective could be incor-
porated in three different ways which we only explored two of
them: 1) Model-based multi-objective optimization, 2) re-ranking
approach, and 3) data manipulation which we have not yet worked
on. The work we have done so far, might not be, just by itself, a
great contribution to the field as there are similar approaches for
tackling popularity bias but it inspired us to look at the problem in
a more general way as popularity bias is not the only objective that
a system could have. For example, user-level list diversity, aggregate
diversity, profit maximization, fairness-aware recommendation, to
name just a few, all could be considered as system-level objectives
which should be incorporated into the recommendation process. So
one future work is to find a general framework by which we can in-
corporate any type of system-level objectives into the recommender
systems.
Another important observation we made which is also a pos-
sibility for future work is that almost all the works on long-tail
promotion have done the optimization on individual’s recommen-
dation lists hoping this will lead to an overall optimization within
the entire user base. However, as we saw in our experiments (ACLT
vs ARP), a system could have a low overall sum of popularity for the
recommendations but might not have done a good job of promoting
enough long-tail items. The reason is optimizing the individual’s
recommendation list (local optimization) does not guaranty an
overall optimization (global optimization) and, therefore, a more
dynamic and temporal optimization technique is needed. Figure 2
shows a simple scenario where two systems have generated recom-
mendations for two users. The popularity values for each item is
shown on the top of each recommended item. A popularity value
of 0.01 means the item has been rated by %1 of the users. As you
can see, both systems have the same sum of popularity but one has
covered 10 items while the other has only covered 5. This exam-
ple emphasizes the need for better incorporation of system-level
objectives into recommendations. One possibility to address this
problem is to use incremental optimization [14] over time to bal-
ance system and user-level objectives. Figure 3 shows a schematic
view of how the optimization could be done over time such that, at
any given time T, the recommender system optimizes the objective
function by also looking at what the outcome for optimization was
at previous times.
Figure 3: Dynamic optimization of the recommendations
over time
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