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We explore universal critical behavior in models with two competing order parameters, and an
O(N) ⊕ O(M) symmetry for dimensions d ≤ 3. In d = 3, there is always exactly one stable
Renormalization Group fixed point, corresponding to bicritical or tetracritical behavior. Employing
novel, pseudo-spectral techniques to solve functional Renormalization Group equations in a two-
dimensional field space, we uncover a more intricate structure of fixed points in d < 3, where two
additional bicritical fixed points play a role. Towards d = 2, we discover ranges of N = M with
several simultaneously stable fixed points, indicating the coexistence of several universality classes.
I. INTRODUCTION
Two competing order parameters, parameterized by an
O(N) and O(M) symmetry, respectively, feature multi-
critical points in their phase diagram [1–3]: As a function
of two external parameters, the separate symmetries are
spontaneously broken across second-order phase transi-
tion lines. These lines meet at a multicritical point. If
it is bicritical, there are three phases adjacent to it - the
two broken phases and a phase of unbroken symmetry.
For a tetracritical point, an additional mixed phase with
two spontaneously broken symmetries exists. The uni-
versality class of the multicritical point is encoded in an
infrared (IR) Renormalization Group (RG) fixed point of
the O(N) ⊕ O(M) model [4].
Examples of systems with two competing order param-
eters include, e.g., anisotropic antiferromagnets in an ex-
ternal magnetic field, with N = 1, M = 2 [5–12]. Mod-
els of high-Tc superconductors could also fall into this
category [13], as well as certain properties of graphene
[14–16]. These systems have been explored theoretically
in great detail in d = 3 dimensions [17–28]. Two di-
mensions are a special case for continuous phase transi-
tions. O(N) models with N > 2 cannot exhibit univer-
sal critical behavior due to the Mermin Wagner theorem
[29]. N = 2 features a Kosterlitz-Thouless (BKT) phase
transition with algebraic order [30]. Experimentally, this
was observed, e.g., in liquid-helium films [31, 32] and
atomic gases [33–36]. Hence, the universal critical be-
havior in d = 2 in the vicinity of the multicritical point
for N = M = 1, corresponding to two coupling Ising
models could be determined by the Onsager solution for
the simple Ising model. In this case, the pertinent RG
fixed point encoding the universal behavior would be the
decoupled fixed point (DFP), at which all mixed inter-
actions between the O(N) and the O(M) sector vanish.
On the other hand, multicritical models also feature fixed
points exhibiting an enhanced O(N +M) symmetry. For
two coupled Ising models, this would suggest BKT type
physics as d approaches 2. Besides, the model also fea-
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tures an additional, biconical fixed point which could pro-
vide another candidate for a universality class in d = 2
for N = M = 1. Finally, additional fixed points may
exist below d = 3, which could become relevant for the
physics of two coupled Ising models in d = 2.
To investigate the physics of coupled order parameters
in d = 2, we employ the functional RG. It has previously
been shown to give reliable results for the physics of cou-
pled order parameters in d = 3 [25–28], and for O(N)
models in 2 ≤ d ≤ 3 dimensions, see, e.g., [37–43], in-
cluding the BKT phase transition. It can be efficiently
captured with the help of the functional RG, formulated
in terms of the O(2) scalar field, without introducing any
explicit notion of vortex-antivortex pairs [44–47].
On the technical side, we advance the recently intro-
duced pseudospectral tool [48, 49] to solve functional RG
flows. We show that this method is applicable to sys-
tems with more than one field, where global informa-
tion on the potential is required, including examples from
high-energy physics, such as, e.g., stability-properties of
the Higgs potential [50–53] to cases with additional fields
[54].
Our main results lie in the derivation of a “phase di-
agram” for the system, which shows which of the var-
ious O(N) ⊕ O(M) fixed points is the stable one as a
function of N = M and d. In particular, we discover
within truncated RG flows that several simultaneously
stable fixed points underlie different possibilities for the
universal critical behavior of the system. We find that
besides the long-range degrees of freedom, symmetries
and dimensionality of the system, additional information
is required to determine which of the possible universality
classes is realized in the IR.
II. COMPETING ORDERS IN d ≤ 3
DIMENSIONS
The model is given by an O(N) vector φI , I = 1, ..., N
and an O(M) vector χJ , J = 1, ...,M describing order
parameters of the separate O(N) and O(M) symmetry:
If φI assumes a nonvanishing vacuum expectation value,
the O(N) symmetry is broken spontaneously to an O(N−
1) symmetry, and similarly for χ. The effective potential
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2for the model depends on the invariants
ρ¯φ =
∑N
I=1 φ
IφI
2
, ρ¯χ =
∑M
J=1 χ
JχJ
2
, (1)
and can be expanded as
U(ρ¯φ, ρ¯χ) =
∑
i,j
λ¯i,j
i!j!
(ρ¯φ − κ¯φ)i (ρ¯χ − κ¯χ)j . (2)
For the symmetry-broken regime, it is advantageous
to choose the expansion points κ¯φ/χ as the non trivial
minima. In the main part of this work, we consider the
full potential as a general functional of the two fields.
Universal critical behavior is encoded in potentials
which are fixed points of the RG flow. In d = 3, these
can be studied within the  expansion around d = 4 di-
mensions, however, this becomes challenging already for
the O(N) model in d = 2, see, e.g., [55], as well as for
two coupled order parameters [56]. Thus, we focus on the
nonperturbative, functional RG approach, which allow us
to evaluate the RG flow with respect to the momentum-
scale k in general dimensions d.
III. FIXED-POINT PROPERTIES
A. Stability of fixed points and nature of the
multicritical point
This section provides an overview of the fixed-point
content of the model for dimensions 2 ≤ d ≤ 3. We are
interested in the stable fixed point, which features not
more than two relevant directions1. These correspond to
parameters that require tuning in a given experimental
situation, in order to observe the universal scaling be-
havior associated to the fixed-point solution. Typically,
there is one tunable parameter for each of the order pa-
rameters, e.g., the temperature and the magnetic field
for an anisotropic antiferromagnet.
The critical exponents are derived from the beta func-
tions, for details see Sec. V,
βλi,j := k ∂k λi,j(k), (3)
of the dimensionless couplings
λi,j = k
−dλ¯i,j λ¯i,j , (4)
where k is the RG scale and [λ¯i,j ] = dλ¯i,j the canonical
dimensionality of the couplings λ¯i,j . The critical expo-
nents are minus the eigenvalues of the stability matrix
θ = −eigMn,p. (5)
1 Note that stability of the fixed-point potential is an unrelated
question. As fixed-point potentials which are not stable, i.e., un-
bounded from below, do not define viable quantum field theories,
we do not consider such solutions here, and exclusively focus on
potentials which are bounded from below.
The stability matrix is defined as follows
Mn,p = −∂βλn
∂λp
∣∣∣
λi,j=λ∗i,j
, (6)
where λ∗i,j are the fixed-point values. Here, we have sum-
marized the two indices i, j in one, such that λp, p = 1, ...
runs through all couplings λi,j . A positive critical expo-
nent is associated to a relevant direction. As each of the
two fields φI and χJ comes with a mass-like parameter,
we always have θ1,2 > 0. Thus the third critical expo-
nent, θ3, determines the stability of a fixed point.
An important property of the fixed point is encoded
in the field-dependent parameter ∆, which is related to
the determinant of the matrix consisting of the second
derivatives of the potential, [25]. The general definition
is given by
∆ = u(2,0)u(0,2) −
(
u(1,1)
)2
, (7)
where we have introduced the dimensionless potential
u = k−dU (ρ¯φ(ρφ), ρ¯χ(ρχ)) (8)
and the dimensionless, renormalized field variables
ρφ = Zφ
∑
I φ
IφI
2 kd−2
, ρχ = Zχ
∑
J χ
JχJ
2 kd−2
(9)
with the wave function renormalizations Zφ and Zχ. We
denote derivatives by the shorthand
δn1
δρn1φ
δn2
ρn2χ
u[ρφ, ρχ] = u
(n1,n2)[ρφ, ρχ]. (10)
If we choose an expansion point for the effective potential,
as in (2), and evaluate ∆ at that point
∆ = λ2,0λ0,2 − λ21,1. (11)
If the first derivatives of u vanish at the expansion point,
the expansion point corresponds to a saddle point for
∆ ≤ 0, whereas it corresponds to a minimum for ∆ > 0.
Thus, for ∆ > 0, the minimum of the fixed-point po-
tential lies at nonvanishing expectation values for both
order-parameter fields. The fixed point is called tetracrit-
ical, as a mean-field analysis relates it to a multicritical
point which is bordered by a mixed phase [3]. On the
other hand, for ∆ < 0, there is no mixed phase, and the
minimum of the bicritical fixed-point potential lies on one
of the axes. As the sign of ∆ for the fixed-point solutions
we consider does not depend on whether it is evaluated
at the extremum/saddle point or the origin in field space,
we typically extract ∆ at the origin in field-space.
If ∆ = 0 at every point in field space, the symmetry
is enhanced to an O(N + M) symmetry. An enhanced
O(N + M) symmetry requires that the potential has a
flat direction everywhere in field space, i.e., the Hessian
must have vanishing determinant. Hence, the RG flow
cannot cross the hypersurface defined by ∆ = 0 as a
3FIG. 1. We show the 3-dimensional theory space spanned
by the quartic couplings. The orange surface is defined by
∆ = 0, and blue arrows show the RG flow towards the IR.
Blue dots denote different fixed points that lie in this surface.
global criterion. That hypersurface also contains several
separatrices between fixed points, cf. Fig. 1. Note that
this does not necessarily imply that ∆ = 0, if it is im-
posed only locally in field space, is preserved during the
flow. Within a local expansion up to fourth order in
the fields, one can show that the flow of ∆ is propor-
tional to ∆, using scale-dependent redefinitions of the
field. These correspond to deforming “elliptical” poten-
tials such that the symmetry- enhancement is obvious.
We assume in the following that the sign of ∆ evaluated
at the extremum/saddle point κφ = κχ 6= 0 of the poten-
tial does not change under the flow, if that flow ends at
a fixed point in the IR. In particular, it might be possi-
ble that additional separatrices outside the global surface
∆ = 0 connect these fixed points, if they have appropri-
ate attractive directions perpendicular to that surface.
These separatrices would serve to separate the theory
space. To comprehensively uncover the structure of the
theory space and its separate regions, global flows have
to be considered that do not rely on a choice of expansion
point.
B. Fixed-point content
Besides the trivial scaling solution, the Gaussian fixed
point (GFP), with canonical critical exponents ([λ¯n,m] =
d − (n + m)(d − 2)) and thus infinitely many relevant
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FIG. 2. Fixed-point potential at the DFP (left panel) and
IFP (right panel) in d = 3 and N = M = 1. The decoupled
fixed point is clearly tetracritical, i.e., ∆ > 0, as the minima
lie between the axes. The isotropic fixed point features a
symmetry enhancement to an O(2) rotational symmetry.
couplings in d = 2, there exist fixed points which are
candidates for the stable fixed point.
1. Decoupled fixed point
At the decoupled fixed point (DFP), the fixed-point
potential in (2) decouples into two independent O(N)
and O(M) Wilson-Fisher fixed points, if the mixed cou-
plings vanish, λ¯n,m = 0 for n,m > 0. Thus ∆ > 0,
i.e., the fixed point corresponds to tetracritical behav-
ior, cf. Fig. 2. In addition to one relevant direction from
each Wilson-Fisher solution, the vanishing mixed cou-
plings λ¯n,m are associated to non trivial critical expo-
nents. Hence, the fixed point can be stable, i.e., fea-
ture two relevant directions, depending on the values of
those exponents. The third critical exponent is related
to the inverse Wilson-Fisher correlation length critical
exponents, θI =
1
νI
by Aharony’s scaling relation [17–20]
θ3 = θ1 + θ2 − d. (12)
The scaling relation (12) is satisfied to any order in the
-expansion [21] and thus expected to be exact.
Additionally, there are two fixed points at which one
sector is trivial and the other assumes a Wilson-Fisher
fixed point, the decoupled Gaussian fixed points (DGFP).
The separatrices between those fixed points and the GFP
lie in the hypersurface ∆ = 0, cf. Fig. 1. These fixed
points, however, do not play any role for the stability
trading.
2. Fixed point with symmetry enhancement
There is a solution with λn,m = λc,0 = λ0,c with
n + m = c, which corresponds to an enhancement of
the O(N) ⊕ O(M) symmetry to an O(N + M) symme-
try. This symmetry-enhanced fixed point features the
coordinates of the single-field O(N + M) Wilson-Fisher
fixed point. We call it the isotropic fixed point (IFP),
cf. Fig. 2.
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FIG. 3. Fixed-point potential at the BFP in d = 3 and N =
M = 1.2 (left panel) within a local potential approximation
(LPA). The fixed point features global minima between the
axes, i.e., ∆ > 0 and corresponds to tetracritical behavior.
For N = M = 1 (right panel) the minima lie on the axes, and
accordingly ∆ < 0.
3. Biconical fixed point
There is one scaling solution for which both sectors
are coupled non trivially, i.e., λi,j 6= 0, without continu-
ous symmetry-enhancement2. This biconical fixed point
(BFP) occurs in a tetracritical or bicritical form for dif-
ferent values of N , cf. Fig. 3.
4. Bicritical fixed points
At N = M = 1, the fixed-point equation has an ac-
cidental exchange symmetry under φ ↔ χ. Then, addi-
tional solutions can be deduced from fixed-point solutions
that preserve that symmetry. For instance, the DGFPs
do not, but the DFP does. A solution u(φ, χ)∗ (expressed
in dimensionless variables) to the fixed-point equation in
φ, χ, also solves the fixed-point equation in φ′, χ′, where
φ =
1√
2
(φ′ + χ′) , χ =
1√
2
(−φ′ + χ′) , (13)
see App. A for details. This property is, e.g., present in
the  expansion to O() [2, 24]
βλ2,0 = −λ2,0 + (64 + 8N)λ22,0 + 8Mλ21,1, (14)
βλ0,2 = −λ0,2 + (64 + 8M)λ20,2 + 8Nλ21,1, (15)
βλ1,1 = −λ1,1 + 32λ21,1 + (16 + 8N)λ2,0 λ1,1
+(16 + 8M)λ0,2λ1,1. (16)
Here, we have adopted a convenient redefinition of the
couplings, corresponding to a potential of the form
u[φ, χ] = λ2,0φ
4 + 2λ1,1φ
2χ2 + λ0,2χ
4, (17)
2 The existence of new fixed points from non trivial interactions
occurs more generally in models of several coupled sectors [26,
28], as well as for coupled gauge theories [57], and provides a
template for the possible fixed-point structure of asymptotically
safe gravity and matter, see, e.g., [58, 59].
θ1 θ2 θ3 θ4 θ5 θ6
d = 2.8
DFP 1.408 1.408 0.0165 -0.753 -0.753 -2.145
RDFP 2 1.408 0.0165 0 -0.753 -2
BFP 1.498 1.329 -0.0098 -0.734 -0.759 -2.126
RBFP 1.944 1.329 -0.0098 -0.154 -0.759 -2.077
d = 2.7
DFP 1.334 1.334 -0.033 -0.800 -0.800 -2.166
RDFP 2 1.334 0 -0.033 -0.800 -2
TABLE I. We show the five largest critical exponents of
the DFP and BFP and the rotated counterparts in LPA (see
Sec. V) for N = M = 1. The dimension d = 2.8 is chosen as a
representative. For the RDFP we additionally give the values
for d = 2.7 to clarify that −2, 0, 2, . . . are always present in
the spectrum at N = 1, independent of the dimension.
where we have specialized to the case N = M = 1. We
now implement the rotation (13), which leaves us with
u =
φ′4 + χ′4
4
(λ2,0 + λ0,2 + 2λ1,1)
+
(
φ′3 χ′ + φ′ χ′3
)
(λ2,0 − λ0,2)
+
φ′2 χ′2
2
(3(λ2,0 + λ0,2)− 2λ1,1) . (18)
For this to be a viable fixed-point potential, we demand
0 = λ2,0 − λ0,2, λ′2,0 =
λ2,0
2
+
λ1,1
2
,
λ′1,1 =
3
2
λ2,0 − λ1,1
2
. (19)
The first requirement corresponds to an exchange sym-
metry φ ↔ χ. The DFP fulfills this requirement. Its
coordinates are λ2,0 = λ0,2 =
1
72 . Upon the rotation
(13), this gives a fixed-point potential with coordinates
λ2,0 = λ0,2 =
1
144 and λ1,1 =
1
48 . The rotated coun-
terpart of the DFP, called SFP in [25], see also [60–62],
must be bicritical. We refer to it as the RDFP. In d = 3,
the BFP equals the rotated DFP at N = 1, which is
also visible by comparing the left panel in Fig. 2 and the
right panel in Fig. 3. Below d = 3, that degeneracy is
lifted, and the BFP exists independently of the RDFP at
N = 1. When the BFP is tetracritical at N = 1, it im-
plies the existence of another bicritical scaling solution,
which we call the RBFP.
Some of the eigenperturbations of the rotated fixed-
point solutions are related to their unrotated counter-
parts, for details see App. A. For instance, the instability
of the DFP implies instability of the RDFP, cf. Tab. I. By
contrast, if the DFP is stable, the RDFP features an ad-
ditional marginal direction, as we obtain θi = 2, 0,−2, ...
as additional critical exponents3, independent of d, at
3 Note that θ3 = 0 presumably implies the existence of another
fixed point which the RDFP collides with at that point. In this
work, we do not search for such a fixed-point solution.
5least within the approximation without anomalous di-
mensions.
IV. SYNOPSIS: KEY RESULTS
Here, we present the main results of our study, be-
fore discussing more details in Sec. VI. We reproduce the
well-known picture in d = 3, where the IFP is stable
at low N = M , and the DFP is stable at large N . In-
between, the BFP is the stable fixed point. These three
fixed points trade stability in fixed-point collisions, which
entails that only one of them can be stable at any given
value of N = M . This reflects the usual expectation that
the universality class is determined solely by the dimen-
sionality, symmetries and long-range degrees of freedom.
Towards lower d, a new, stable, bicritical fixed point ap-
pears, cf. Fig. 4. It trades stability with the IFP. Due
to its bicritical nature, it cannot trade stability with the
DFP whose stability trading partner is still the BFP. We
obtain regions of two simultaneously stable fixed points
with different signs of ∆. This tweaks the usual expec-
tation of universality in bosonic models. We conjecture
that the sign of ∆ in the microscopic potential decides
about which universality class is realized.
Towards d = 2, the stability regions of the DFP and
the IFP begin to overlap. Comparing our results with
the stability region of the DFP as inferred from the scal-
ing solution and the Onsager solution, this overlapping
stability region should be shifted to N = M ≈ 1. This
would open the interesting possibility, that the univer-
sality class of two coupled Ising models might exhibit
either a tetracritical, decoupled fixed point, or instead
be a BKT-type phase transitions.
V. FUNCTIONAL RENORMALIZATION
GROUP TOOLS
To evaluate the beta functions in 2 ≤ d ≤ 3, we employ
the nonperturbative functional RG, for reviews see [39,
63–67]. Readers familiar with the FRG can skip this
section.
A. Functional Renormalization Group equation
The central object of the functional RG is a scale-
dependent effective action, or free-energy functional, that
is obtained from the generating functional (defined with
a UV cutoff Λ) by imposing an infrared cutoff at the mo-
mentum scale k, and taking a modified Legendre trans-
form. For a single scalar field ϕ with expectation value
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FIG. 4. Stability regions of the DFP (blue circles), IFP
(orange squares), BFP (green triangles) and the R(B/D)FP
(mauve rectangles) as a function of N = M and the dimen-
sion. The DFP is stable in the blue region (between blue line
and large N = M), the IFP in the light-orange region (be-
tween orange line and small N = M), the BFP in the light
green region (between green and blue line) and the R(B/D)FP
in the mauve region (between the mauve lines). The upper
panel is for LPA, the lower for LPA’ (see Sec. V). In LPA’,
we can only give an estimate for the upper stability bound
of the R(B/D)FP (dashed line). In fact, it extends to d = 2,
which is not depicted here. The lower bound continues on the
orange line.
6φ, the definition reads [68]
Γk[φ] = sup
J
(∫
ddxJ(x)φ(x)
−ln
∫
Λ
Dϕe−S[ϕ]−
1
2
∫ ddp
(2pi)d
ϕ(−p)Rk(p2)ϕ(p)
)
−1
2
∫
ddp
(2pi)d
φ(−p)Rk(p2)φ(p), (20)
and generalizes appropriately to the case of several fields.
Herein, the regulator function Rk(p
2) depends on the
cutoff scale k and on the momenta of the fluctuating
fields in such a way that it suppresses low-momentum
modes with p2 < k2 in the path integral. By contrast,
high-momentum modes are integrated out, Rk(p
2) = 0
for p2 > k2. This implements the Wilsonian idea of
momentum-shell-wise integration of the path integral
[69–72]. This procedure generates all interactions that
are compatible with the symmetries of the model. The
effective action can then be expanded in a derivative ex-
pansion, see, e.g., [73–76], where all terms with a given
number of derivatives, but arbitrary powers of the field
are grouped into the same order. In particular in the
vicinity of d = 2, this is advantageous, as all interaction
terms with zero derivatives have canonical dimensionality
2, i.e., they are canonically relevant. We thus expand
Γk =
Zφ(k)
2
∫
ddx∂µφ
I∂µφ
I +
Zχ(k)
2
∫
ddx∂µχ
J∂µχ
J
+
∫
ddxU(ρ¯φ, ρ¯χ), (21)
where we have neglected that radial modes and Gold-
stone modes in φI can have different wave-function renor-
malizations. (21) is known as the local potential approxi-
mation (LPA) if Zφ = Zχ = 1, and as LPA’ if the anoma-
lous dimensions
ηφ = −∂t lnZφ and ηχ = −∂t lnZχ, (22)
with ∂t = k ∂k are taken into account.
The effective action obeys an RG flow equation that is
exact at the formal level, but becomes approximate once
we introduce a truncation as in (21). It reads [68]
∂tΓk =
1
2
Tr
(
Γ
(2)
k +Rk
)−1
∂tRk, (23)
see also [77, 78]. By the superscript (2) we denote the
second functional derivative with respect to the fields,
cf. (10). Thus, (Γ
(2)
k +Rk) is a matrix in field space. The
trace is over all terms on the right-hand-side and is a trace
over the eigenmodes of the generalized, field-dependent
propagator (Γ
(2)
k + Rk)
−1. In our case it translates into
a momentum integration and a trace in field space. To
exemplify the structure, we show the case of a field φ with
one component, where the trace in field space is absent.
We further set φ = const, after taking the derivative in
Γ
(2)
k :
∂tΓk =
1
2
∫
ddp
(2pi)d
(
Zφp
2 + U (2) +Rk(p
2)
)−1
∂tRk(p
2).
(24)
The momentum integral is IR finite due to the presence
of the mass-like regulator Rk(p
2), and UV finite due to
the presence of ∂t(Rk) → 0 for p2 > k2, as required for
the regulator.
For the regulator function, we choose a form that sat-
isfies optimization criteria [79, 80] within the LPA
Rk(p
2) = Zφ,χ(k
2 − p2)θ(k2 − p2). (25)
B. Truncation and flow of the effective potential
The flow equation for the dimensionless effective po-
tential expressed in dimensionless field variables reads
∂tu = −du+(d− 2 + ηφ)ρφu(1,0) +(d− 2 + ηχ)ρχu(0,1)
+IdR,φ(ωχ, ωφ, ωφχ) + (N − 1)IdG,φ(u(1,0))
+IdR,χ(ωφ, ωχ, ωφχ) + (M − 1)IdG,χ(u(0,1)) . (26)
The contributions in the first line are the canonical and
anomalous scaling of the fields and the potential. The
second and third line in (26) arise from non-perturbative
loop contributions of the massive radial and the Gold-
stone modes with factors (N − 1) and (M − 1). We use
the threshold functions,
IdR,i(x, y, z) =
4vd
d
(
1− ηi
d+ 2
)
1 + x
(1 + x)(1 + y)− z ,
IdG,i(x) =
4vd
d
(
1− ηi
d+ 2
)
1
(1 + x)
, (27)
with the volume factor v−1d = 2
d+1pid/2Γ(d2 ). The argu-
ments in the flow equation (26) read
ωφ = u
(1,0) + 2ρφu
(2,0), (28)
ωχ = u
(0,1) + 2ρχu
(0,2), (29)
ωφχ = 4ρφρχ
(
u(1,1)
)2
. (30)
From (26), the beta functions of the couplings λi,j can
be inferred. However, we mostly solve (26) without fur-
ther approximations. From the fixed-point equation (26),
a linearized equation for small perturbations around the
fixed point can be derived, cf. (A4), which corresponds
to the functional form of the eigenvalue problem (5) and
provides the critical exponents.
7The equations for the anomalous dimensions read
ηφ =
16vd
d
[(
u(2,0)
)2
κφ
(
1 + 2u(0,2)κχ
)2
−4u(2,0)(u(1,1))2κχκφ(1 + 2u(0,2)κχ) (31)
+
(
u(1,1)
)2
κχ
(
1 + 4
(
u(1,1)
)2
κχκφ
)]
/[(
1 + 2u(0,2)κχ
)(
1 + 2u(2,0)κφ
)− 4(u(1,1))2κφκχ]2,
ηχ = ηφ
{
φ↔ χ, u(i,j) ↔ u(j,i)}, (32)
which are projected onto the non trivial minimum
(κφ, κχ) for tetracritical fixed points. For bicritical fixed
points, we evaluate ηφ at (κφ, 0) and ηχ at (0, κχ), which
corresponds to the minima of the potential.
The LPA’ gives rise to an ambiguity for the third crit-
ical exponent of the DFP, see [27]: Whereas the scaling
relation (12) is fulfilled within the LPA, in LPA’ it is only
satisfied if the anomalous dimensions are held fixed in the
computation of the critical exponents. This ambiguity
might be resolved in a further extension of the trunca-
tion beyond LPA’. In order for the value of Ncrit,DFP to
correspond to the value where the BFP loses stability
in our truncation, we compute the critical exponents by
taking the variations of the anomalous dimensions into
account if not stated differently.
A second major difference between the LPA and the
LPA’ lies in the relation of the RD(B)FP to the D(B)FP:
Whereas the rotation (13) is exact in the LPA, it is only
approximate in the LPA’. Thus, rotating the D(B)FP at
N = M = 1 by pi/4 in field space results in a potential
that is close, but not exactly equal to, the RD(B)FP.
In this paper, we focus on the case N = M . Moreover,
we concentrate on fixed points with an explicit φ↔ χ ex-
change symmetry and do not explore possible fixed points
which do not share that symmetry.
C. Pseudo-spectral methods
In d < 3, an increasing number of couplings (within
the Taylor expansion) is needed to obtain reliable results,
cf. App. B. Hence, a more efficient method resolving the
potential on a whole interval or even globally is required.
In the present case, we have to deal with a partial differ-
ential equation (PDE) (26) for the potential and two al-
gebraic equations (31) and (32) for the anomalous dimen-
sions. We solve this system via pseudo-spectral methods.
The potential u is represented as a non-local expan-
sion of a set of orthogonal basis functions [81]. Different
choices for this set of functions include Hermite or La-
guerre polynomials defined on [0,∞), Legendre or Cheby-
shev polynomials defined on [−1, 1]. Laguerre or Hermite
polynomials are not suitable for our problem since the
asymptotic behavior of the potential would depend on
the order of expansion. In particular, questions of global
stability would be difficult to decide in this way. As they
show the best convergence properties for the expansion
coefficients aij , we employ Chebyshev polynomials Ti(x).
For the expansion in both field directions on the domain
[0, ρmaxφ ]× [0, ρmaxχ ], we use
u(ρφ, ρχ) =
nmaxφ∑
i=0
nmaxχ∑
j=0
aijTi
(
2
ρφ
ρmaxφ
− 1
)
Tj
(
2
ρχ
ρmaxχ
− 1
)
,
(33)
where nmaxφ and n
max
χ denote the maximum order in each
field direction. We expand the potential on a finite do-
main, and do not observe any significant influence of the
choice of ρmaxφ and ρ
max
χ on the results. However, a global
resolution in each field direction is possible as shown in
[48, 49] for one field invariant.
The values of the function and its derivatives every-
where in field space are easily accessible via efficient, re-
cursive algorithms. Because of the fast convergence, only
a small number of the coefficients aij is needed to obtain
highly accurate results. As a fast convergence implies
that high-order coefficients approach zero very quickly,
the last coefficients of the expansion provide an error es-
timate
err =
nmaxφ∑
i=0
|ainmaxχ |+
nmaxχ∑
i=0
|anmaxφ i|, (34)
for the accuracy of that approximation.
More specifically, we divide the whole domain
(ρφ, ρχ) ∈ [0, ρmaxφ ] × [0, ρmaxχ ] into subdomains and em-
ploy the expansion (33) on each patch. This results in a
more efficient solver algorithm and a higher resolution in
the physically interesting regions of small values of the
field. In particular, this allows us to only use a high res-
olution in regions of field space where it is required to re-
solve the details. We insert (33) into the PDE and evalu-
ate it at a set of collocation points4 (collocation method).
The multiple domains are connected by additionally de-
manding smoothness of u and its first derivatives across
the boundaries of the domains. The resulting algebraic,
non-linear system of equations is solved by a Newton-
Raphson iteration.
The application of this method to the functional RG
flow and fixed-point equations has recently been put for-
ward [48, 49, 82–86]. For more details on pseudo-spectral
methods and the particular implementation used here, we
refer to [81] and [48, 49], respectively.
4 These collocation points correspond to a special choice of a non-
equidistant grid in field space. This important property supports
the fast convergence of the aij calculated from the values of the
function at these points.
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FIG. 5. The third critical exponent of the DFP (blue dots),
IFP (orange squares), BFP (green triangles/red inverted tri-
angles) as a function of N for d = 3.
VI. INTERPLAY OF FIXED POINTS AND
PHASE STRUCTURE IN d ≤ 3
A. Stability trading and allowed fixed-point
collisions
Fixed points trade their stability in collisions in the
space of couplings that occur at particular values of
N , see, e.g., [26], where one critical exponent vanishes.
These are distinct from fixed-point annihilations in which
the two fixed points collide and then disappear into the
complex plane, and cease to be physically relevant. In
a stability-trading collision, both fixed points continue
to exist after the collision, and simply “pass through”
each other on the real line. As stability trading must
involve fixed-point collisions, a fixed point can only be-
come (un)stable, if it approaches another fixed point. At
the collision point, the fixed-point action of both fixed
points is the same. Therefore, collisions between spe-
cific classes of fixed points cannot occur. In particular,
tetracritical (∆ > 0) and bicritical (∆ < 0) fixed points
cannot collide with each other due to the different loca-
tion of the minima of the potential. Both types of fixed
points can however collide with the IFP. In that collision,
they pass through the surface ∆ = 0 and thereby change
their nature from bi- to tetracritical and vice-versa. Note
that it is not a contradiction that the RG flow for a given
theory, at fixed N,M cannot pass through the symmetry-
enhanced surface ∆ = 0, while the location of fixed points
under variations of N,M , i.e., for different theories, can,
of course, pass through that surface.
1. Review of stability trading in d = 3
The case of d = 3 has been explored extensively [17,
21, 24, 87, 88], also with functional RG methods [25, 27,
89], where stability-trading was discussed in detail [26].
Here, we briefly review the mechanism, and benchmark
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FIG. 6. We plot ∆ as a function of N = M for the IFP
(orange squares), which divides the bicritical region (∆ <
0) from the tetracritical region (∆ > 0). The BFP (green
triangles/red inverted triangles) collides with the DFP (blue
dots) at N = Ncrit,DFP = 1.38 and with the IFP at N =
Ncrit, IFP = 1.15.
our method by comparing our LPA’ results to previous
results.
The DFP is stable at large N , and loses its stability in
a collision with the tetracritical BFP at N = Ncrit,DFP =
1.4, cf. Fig. 5. This lies at a slightly higher value than
that obtained by perturbative methods, cf. [24]. To-
wards smaller N , the BFP approaches the IFP, as its
mixed couplings λi,j , i, j 6= 0, grow. It collides with the
IFP at N = Ncrit, IFP = 1.15. Again, this estimate is
slightly above that obtained in [24], and agrees – as it
should – with the functional RG result in [27] that em-
ployed the shooting method. “Tunneling” through the
IFP, cf. Fig. 6, the BFP becomes bicritical, as its mixed
couplings continue to grow. At N = 1, the BFP is a bi-
critical fixed point, with the minima of the potential lying
along the axes in field space. Rotating this fixed point
by pi/4 in field space reproduces the DFP at N = 1. In
fact, as discussed in App. A, this exact symmetry is only
true in the LPA. However, within the LPA’ the rotation
of the BFP by pi/4 in field space features a vanishing
mixed coupling λ1,1 = 0 at N = 1, which is the defining
property of the DFP. Thus, we conclude that the BFP
and RDFP are degenerate in d = 3. In particular, they
remain degenerate away from N = 1, i.e., the existence
of the BFP can be viewed as arising from the existence of
the single-field Wilson-Fisher fixed point, combined with
the rotational symmetry of the fixed-point equation.
This picture of stability trading and the degeneracy of
the RDFP and the BFP persist down to d ≈ 2.8, where
additional fixed points appear.
2. Appearence of new fixed points for d < 3
A pair of new fixed points appears below d = 3: Its
influence can already be detected in the upper panel
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FIG. 7. We show the third critical exponent of the IFP (or-
ange squares) and the BFP/RDFP (green/red triangles) in
d = 2.88 within the LPA (upper panel) and d = 2.87 (lower
panel), where two additional bicritical fixed points (red in-
verted triangles and purple diamonds) exist. The second bi-
critical fixed point, indicated by red inverted triangles corre-
sponds to the rotation of the DFP at N = 1. In d = 2.88, the
BFP and RDFP are still degenerate.
of Fig. 7: There, the third critical exponent of the
BFP/RDFP exhibits a slight kink near N ≈ 1.024 <
Ncrit, IFP. That kink is due to a pair of fixed points that
still lies within the complex plane at that value of d,
but already starts to approach the BFP. At a slightly
lower value of d, that pair emerges from the complex
plane at N = Nem, cf. lower panel of Fig. 7. As soon
as these new bicritical fixed points appear, the degen-
eracy between the BFP and the RDFP is lifted. As
Ncrit, IFP > Nem, the BFP is bicritical in that region
as well, allowing it to collide with one of the new fixed
points. At that collision point, they move off into the
complex plane. Thus, one of the newly appearing fixed
points has a rather short “lifespan”, emerging from the
complex plane at Nem = 1.01925, and disappearing at
Nann = 1.0191 (in LPA). It serves as the annihilation
partner of the BFP. In that process, the second new bi-
critical fixed point is left behind and continues to exist
at lower N . At N = 1, it can be rotated by pi/4 in the
space of fields, where it maps onto the DFP. Continuing
to lower d, the new fixed points play a more important
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FIG. 8. The third critical exponent of the DFP (blue dots),
IFP (orange squares), BFP (green triangles), RBFP (purple
diamonds) and RDFP (red triangles) as a function of N for
d = 2.7. The stability trading occurs between IFP and RBFP,
as well as BFP and DFP, cf. Fig. 10.
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FIG. 9. We plot ∆ in d = 2.87 (within the LPA) as a function
of N for the IFP (orange squares), the BFP (green triangles),
the RDFP (red inverted triangles) and the RBFP (purple
diamonds). The IFP divides the bicritical region (∆ < 0)
from the tetracritical region (∆ > 0).
role, as they take part in stability-trading mechanisms.
3. Separation of stability-trading mechanisms in d ≈ 2.7
At Ncrit,DFP, the tetracritical BFP trades stability
with the DFP for all d ≤ 3. However, it ceases to trade
stability with the IFP, which instead finds a new trading
partner. Hence, the stability trading of IFP and DFP be-
comes disconnected, i.e., the stability is no longer trans-
mitted between the two by a single fixed point, cf. Fig. 8.
Instead, the trading partner of the IFP never approaches
the DFP.
Towards lower d, Ncrit, IFP decreases. The major
change in the stability-trading mechanism occurs when
Ncrit, IFP . 1, where the IFP finds a new trading partner.
The dynamics underlying this change of stability-trading
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FIG. 10. We plot ∆ in d = 2.7 as a function of N for
the IFP (orange squares), which divides the bicritical region
(∆ < 0) from the tetracritical region (∆ > 0). The BFP
(green triangles) collides with the DFP (blue dots) at N =
Ncrit,DFP = 1.06. The IFP collides with the RBFP (purple
diamonds) at N = Ncrit,IFP = 0.98.
is clearly visible by comparing Figs. 9 and 10: When
the new bicritical fixed point first appears, it annihilates
with the BFP at Nann at a point in the space of cou-
plings, where ∆ < 0. Towards lower d, we observe that
∆(Nann) increases, i.e., the annihilation of the BFP oc-
curs at larger values of ∆. Thus the annihilation point of
the BFP starts to move closer to its collision point with
the IFP. Finally, ∆(Nann) > 0, and therefore the BFP
remains tetracritical over its entire lifespan. As soon as
∆ > 0 at Nann, the collision partner of the IFP must
change. Hence, the new bicritical fixed point collides
with the IFP, trades stability, thereby becoming tetra-
critical, and can then annihilate the BFP at Nann, where
∆ > 0. For N = 1, these two annihilation partners can
actually be related by an (approximate) pi/4 rotation in
field space, i.e., the new collision partner of the IFP is
the RBFP.
Note that within the LPA’, additional fixed points ap-
pear for tiny ranges of N , close to the collision points
of the other fixed points. These are not present within
the LPA. We thus tentatively discard them as truncation
artifacts, and discuss the mechanisms that we observe
within the LPA, even when referring to numerical values
for Ncrit etc. from the LPA’.
4. Coexisting universality classes
In d = 2.7, we first observe the new property of co-
existing universality classes: Usually, one might expect
that bosonic universality classes only depend on the long-
range degrees of freedom, the symmetries and the dimen-
sionality. Here, there are two fixed points that are simul-
taneously stable for 0.98 < N = M . 1, and underly
possible continuous phase transitions. These two are the
BFP, and the newly generated bicritical fixed point, the
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FIG. 11. We plot ∆ in d = 2.5 as a function of N for
the IFP (orange squares), which divides the bicritical re-
gion (∆ < 0) from the tetracritical region (∆ > 0). The
BFP (green triangles) collides with the DFP (blue dots) at
N = Ncrit,DFP = 0.89. The IFP collides with the RDFP (red
inverted triangles) at N = Ncrit,IFP = 0.87.
RBFP, cf. Fig. 8.
These two imply very distinct phase diagrams in the
vicinity of the multicritical point: The tetracritical BFP
implies the existence of a fourth, mixed phase, however
the other fixed point is bicricitcal, preventing the forma-
tion of a mixed phase. To decide which of the two stable
fixed points is dominant for low-energy physics, we con-
jecture that the sign of ∆ at the extremum/saddle point
is all the additional information that is required in this
case. We assume that microscopic models with ∆ > 0
most likely flow towards the BFP, and exhibit tetracriti-
cal behavior. Microscopic models with ∆ < 0 conversely
flow towards the RBFP and exhibit bicritical behavior.
It would be interesting to understand whether ∆ corre-
sponds to a microscopic parameter in realistic models, or
whether it can be related to a macroscopic parameter,
just as the mass-like couplings in these models can be
related to the temperature or magnetic field.
A related property, namely that universality classes
can depend on the presence of unbroken “spectator sym-
metries” has been discussed in [90]. In fermionic sys-
tem, coexisting universality classes are a common phe-
nomenon, see, e.g., [57, 91–93]. In these cases, there is
one unique fixed point with the smallest number of rele-
vant directions, but there exist several fixed points with
one relevant direction. To our best knowledge, ours is the
first example of coexisting universality classes in bosonic
systems. Moreover, the coexisting universality classes are
stable fixed points.
5. Stability trading in d = 2.5
The only change between d ≈ 2.7 and d . 2.5 lies in
the properties of the IFP’s collision partner: At N =
1, the collision partner of the IFP is always bicritical,
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FIG. 12. The coupling λ1,1 of the IFP (orange squares), BFP
(green triangles), RBFP (purple diamonds) and RDFP (red
triangles) as a function of d for N = 1 (within the LPA).
The dashed line shows the point at which the two bicritical
fixed points become complex. The plot summarizes the main
changes in the stability trading: As Nann = Ncrit, IFP = 1, the
stability-trading-partner of the IFP changes from the BFP to
the RBFP. When the RBFP and the RDFP become degener-
ate, the IFP again changes the stability-trading partner from
the RBFP to the RDFP.
cf. Fig. 11, and can thus be related to one of the two
tetracritical fixed points, the DFP or the BFP, by an
(approximate) pi/4 rotation in field space. In d ≈ 2.7,
that relation is with the BFP, i.e., the collision partner
of the IFP is the RBFP. Towards d ≈ 2.5, Ncrit,DFP
approaches 1, i.e., the BFP and the DFP become more
similar to each other at N = 1. Accordingly, so do their
rotated counterparts, the RBFP and the RDFP. For d =
2.63 (within the LPA’), Ncrit,DFP = 1, i.e., the DFP and
BFP lie on top of each other. At that point, the rotated
counterparts must be degenerate as well5. Thus, at lower
d, the bicritical stability-trading partner of the IFP is the
RDFP, cf. Fig. 12.
There is a significant region in which more than one
fixed point is stable, cf. Fig. 13. In particular, there are
ranges of N for which the DFP is stable simultaneously
with the RDFP. Moreover, the IFP is stable simultane-
ously with the BFP. Again, there is never more than one
stable fixed point in each of the three separate regions of
the theory space, ∆ > 0, ∆ = 0 and ∆ < 0 (imposed as
global conditions). In the case of the IFP being stable,
more information is required than only the sign of ∆ to
determine which of the possible universality classes dom-
inates low-energy physics since the hypersurface ∆ = 0
may be attractive also for theories starting at ∆ ≷ 0.
The coexistence of two universality classes, that we have
first observed in d ≈ 2.7, continues to the case d = 2.5.
In particular, it now includes the region N = M = 1, at
least in our approximation.
5 Actually, this happens slightly before Ncrit,DFP = 1 at d ≈ 2.69
in LPA’, since the rotation in field space is not exact.
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FIG. 13. The third critical exponent of the DFP (blue dots),
IFP (orange squares), BFP (green triangles) and RDFP (red
inverted triangles) as a function of N for d = 2.5.
6. Stability trading towards d = 2: Overlapping stability
regions of the DFP and the IFP
Towards lower d, Ncrit, IFP and Ncrit,DFP approach
each other, cf. Fig. 4. Finally, both stability regions touch
and then start to overlap. Note that the DFP and the
IFP can never be degenerate. Whereas the IFP still lies
in the plane of enhanced symmetry ∆ = 0, the DFP must
stay tetracritical ∆ > 0. Thus, collisions between them
are excluded. This also holds for the case, where both
scaling solutions change stability at the same value of
N . Viewed in the space of couplings, the two stability-
trading fixed-point collisions occur at rather different po-
sitions, similar to the case shown in Fig. 14, even if they
accidentally occur at the same value of N .
The collision partners of the IFP and DFP are the
RDFP and BFP, respectively. Fig. 15 depicts the situ-
ation where both stability regions overlap Ncrit,DFP <
Ncrit, IFP < 1 at d = 2.2. Thus, the IFP and the DFP
feature an overlapping region of stability, cf. Fig. 4, which
is another instance of two coexisting universality classes.
Note that our estimates for Ncrit, I/DFP are not yet quan-
titatively exact, cf. Sec. VI B.
Fig. 4 summarizes the stability regions of the IFP, DFP
and BFP in LPA and LPA’. Where it exists, the stability
region of the new, stable, bicritical fixed point is depicted
as well. Note that this bicritical fixed point is called
RBFP at first, and later RDFP, as it corresponds to a
rotation of the BFP, or DFP at N = 1, respectively.
For Ncrit, IFP > 1, the stabilization of the IFP and the
destabilization of the BFP occur simultaneously. Close
to Ncrit, IFP = 1, the degeneracy of the BFP and RDFP
is lifted (appearence of mauve region), and regions of
simultaneously stable fixed points appear. For even lower
d, the BFP does not interact with the IFP anymore, thus
the two lines separate.
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FIG. 14. We plot ∆ in d = 2.2 as a function of N for
the IFP (orange squares), which divides the bicritical re-
gion (∆ < 0) from the tetracritical region (∆ > 0). The
BFP (green triangles) collides with the DFP (blue dots) at
N = Ncrit,DFP = 0.68. The IFP collides with the RDFP (red
inverted triangles) at N = Ncrit,IFP = 0.71.
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FIG. 15. The third critical exponent of the DFP (blue dots),
IFP (orange squares), BFP (green triangles), and RDFP (red
inverted triangles) as a function of N for d = 2.2.
B. Testing the quantitative reliability of our results
The LPA and LPA’, combined with a Taylor expansion,
give rather good results in d = 3, [25], in comparison
to high orders of the loop expansion [21, 24], at a very
manageable computational complexity. Towards d = 2,
the Taylor expansion breaks down and we therefore resort
to global methods. Moreover, momentum-dependence is
becoming more important, indicated, e.g., by the growth
of the anomalous dimension. Thus, we expect that our
estimates for Ncrit, IFP and Ncrit,DFP are not accurate in
the limit d→ 2.
Comparing LPA and LPA’ in Fig. 4, the stability
boundaries are shifted to lower values of d in LPA’. The
point where the DFP and IFP stability lines intersect lies
at a different value of d, but at a similar value of N . Tak-
ing these observations into account, it is an interesting
question, how far the stability lines are shifted to lower
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FIG. 16. The third largest critical exponent of the DFP for
N = M = 1 as a function of d is depicted. The symbols (col-
ors) indicate different truncations: The blue dots correspond
to LPA, the orange squares to LPA’ and the green triangles
to LPA’ but employing the scaling relation (12).
dimensions when the order of the derivative expansion is
increased.
To judge the quantitative reliability of our results, we
use the Onsager solution for the Ising model in d = 2.
We can combine the scaling relation (12) for the DFP
with the Onsager solution in d = 2 [94]
νOnsager = 1, (35)
to obtain
θ3(d = 2) = 1 + 1− 2 = 0. (36)
Thus, the DFP is on the verge of stability for the Z2 +Z2
model in d = 2. As θ3 > 0 for the DFP in d = 3, and θ3 =
0 in d = 2, a monotonic dependence on d would suggest
that θ3 > 0 for 2 < d < 3. In our approximation, θ3
changes sign above d = 2, cf. Fig. 16. As we improve the
approximation from LPA to LPA’ and employ the scaling
relation, dcrit decreases, as expected. We find dcrit ≈
2.45 and θ3 ≈ 0.5 at d = 2, implying that our results
are not yet quantitatively precise. Extended truncations
with momentum-dependent interactions are expected to
improve these results.
C. The η conjecture
The η conjecture has been put forward in [95]: It states
that there is always exactly one stable fixed point, which
is the one with the largest value of the anomalous dimen-
sion. The following argument supports the conjecture:
The beta function of a coupling λi,j is of the form
βλi,j = dλ¯i,j + (i ηφ + j ηχ)λi,j + ... . (37)
Additional terms in (37) arise from the evaluation of the
flow equation and encode the effect of fluctuations at an
13
d N fixed point sign(∆) θ3 ηφ/χ
3 1 BFP(RDFP) - 0.0853 0.0243
3 1 DFP + 0.1407 (0.0897) 0.0443
3 1 IFP 0 -0.0418 0.0437
3 1.5 DFP + 0.0233 (-0.0259) 0.0444
3 1.5 IFP 0 0.0864 0.0409
3 1.5 BFP + 0.0324 0.0460
2.7 1 DFP + 0.0960 (0.0232) 0.0841
2.7 1 BFP + -0.0108 0.0789
2.7 1 RBFP - -0.00138 0.0491
2.7 1 RDFP - 0.00147 0.0480
2.7 1 IFP 0 0.00748 0.0801
2.5 0.88 DFP + 0.0906 (0.00546) 0.119
2.5 0.88 BFP + -0.00483 0.118
2.5 0.88 RDFP - -0.00583 0.108
2.5 0.88 IFP 0 0.00459 0.113
TABLE II. We show the value of θ3 and η at selected values
of N for the fixed points in different dimensions. For the DFP,
we give θ3 derived from the scaling relation (12) and by taking
the variation of η into account (value in brackets).
interacting fixed point. While these terms are necessary
for the existence of the fixed point, we concentrate on
understanding the effect of the anomalous dimensions on
the critical exponents. Ignoring that eigendirections of
the stability matrix can be superpositions of couplings,
the contribution of the anomalous dimensions to the crit-
ical exponent associated to λi,j would be
θλi,j
∣∣∣
η
= −(i ηφ + j ηχ) + ... . (38)
Clearly, increasing ηφ/χ lowers the value of θλi,j , making
it more likely that θλi,j < 0, and thus, indeed rendering
the fixed point more likely to be stable.
In d = 3 dimensions, the existence of maximally one
stable fixed point is true both for systems with two, as
well as three or four order parameters. In fact, we observe
that our results mostly support the η conjecture in d =
3. For instance, the IFP is stable at N = 1, where it
has a larger anomalous dimension than the BFP(RDFP),
cf. Tab. II. Comparing our results for the ηs to those
from Monte-Carlo simulations for the Wilson-Fisher fixed
point, we observe deviations of about 25 %. Thus, the
difference between the value of η for the IFP and the
DFP in d = 3 at N = 1 is well within this systematic
error.
For d < 3, regions with more than one stable fixed
point appear. Therefore, the η conjecture can no longer
hold in its simple form. On the other hand, in each sub-
space of the theory space defined by the sign of ∆, i.e.,
in the region ∆ > 0, ∆ < 0 and ∆ = 0, there is never
more than one stable fixed point. Within our current
truncation, we do not expect a sufficiently precise deter-
mination of the anomalous dimension. We thus leave the
conjecture that each subspace of the theory space fea-
tures never more than one stable fixed point, and that it
is the one with the largest anomalous dimension, to be
tested by future work.
VII. CONCLUSIONS
A. Summary
We have shown that functional RG methods, that al-
low to access fixed points in models with several interact-
ing scalars with O(N) ⊕ O(M)-symmetry in d ≥ 3, can
also be extended to d < 3 dimensions. Here, the anoma-
lous dimension becomes more important, and truncations
at finite order in the effective potential are unreliable.
This necessitates more advanced techniques, and we ap-
ply pseudo-spectral methods to control the full effective
potential. As both d and N = M can be treated as
continuous parameters in the functional RG, we explore
2 < d ≤ 3 and N = M in the vicinity of N = M ≈ 1.
The system is dominated by an interplay of several
fixed points, which trade stability (and thus, physical rel-
evance for the critical behavior of different systems) at
fixed-point collisions. Within our functional RG formu-
lation, we find a major difference between d = 3 and
d = 2: Whereas in d = 3 the destabilization of the
isotropic, symmetry-enhanced IFP and the stabilization
of the decoupled, tetracritical DFP occur in collisions
with the same fixed point, the BFP, there are several
fixed points involved in d . 2.7: While the stabilization
of the DFP still occurs in a collision with the tetracrit-
ical BFP, the IFP is destabilized by a collision with the
bicritical RDFP. As these two collisions are independent,
the stability regions of IFP and DFP can shift towards
each other. We observe regions of simultaneously stable
fixed-point solutions, i.e., coexisting universality classes.
For instance, in d < 2.4, we find overlapping stability
regions of the DFP and IFP. Interestingly, there is al-
ways only one stable fixed point in each of the separate
regions of the theory space, defined by the sign of ∆. To
explore, whether the sign of ∆ in the UV is sufficient
to determine which of the different possible universality
classes is realized in the IR, studies of RG trajectories
are necessary. This is technically more involved than the
search for fixed-point solutions that we have conducted
here, and is thus left for future work.
Our main results are shown in Fig. 4, where the DFP
is stable at N = M = 1, suggesting tetracritical behavior
and the existence of a mixed phase for two coupled Ising
models. Comparing our results with the stability region
for the DFP as implied by the exact Onsager solution
for the Ising model and Aharony’s scaling relation, we
observe that our estimate for Ncrit,DFP, where the DFP
is stabilized, is off by about 0.45. Thus, our truncation
is insufficient to obtain quantitative precision. On the
other hand, we conjecture that the mechanisms that we
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observe here might only be shifted to lower d, however,
the coexisting universality classes could remain. The re-
gion of overlapping stability of the IFP and the DFP,
located at 0.55 < N = M < 0.6 in our case, might also
persist but be shifted to N = M ≈ 1. Alternatively,
the stability regions could be shifted independently, and
the overlapping stability of IFP and DFP might not per-
sist. In the former case, the system of two coupled Ising
models in two dimensions might either exhibit a tetracrit-
ical phase diagram with a mixed phase, or a multicriti-
cal point associated to a Kosterlitz-Thouless type phase
transition. Note that exactly in d = 2, the description
of BKT-like behavior within the functional RG is pos-
sible, but requires some care [44–47]. For the DFP, as
θ3 = 0, generically a third parameter would have to be
tuned in order to approach criticality. If the coexistence
of several universality classes persists, the RDFP or the
RBFP might potentially provide further candidates for
stable fixed points.
Our conjecture could be tested employing, e.g., lattice
simulations.
B. Outlook
To reach quantitative precision, momentum-dependent
interactions should be taken into account. As a first step,
the next order in a derivative expansion, O(∂2) should
be added, resulting in two coupled differential equations
for the potential u(ρφ, ρχ) and the momentum-dependent
interaction, y(ρφ, ρχ).
We have established that the functional RG can be
used to probe the physics of coupled order parameters in
d = 2. Thus, the case N = 1,M = 2, corresponding to
anisotropic antiferromagnets, can now be studied with
this method, and the nature of the multicritical point,
explored in [56, 96], see also references therein, can be
further clarified, and connected to experimental results
in quasi-two-dimensional systems [97–103].
For d < 3, the single-sector O(N) models feature multi-
critical, i.e., unstable points which can be discovered with
the functional RG, see [37] as well as [41, 42, 48, 104]. The
ith multicritical point appears in d = dc,i. Within the
two-field models in d < 3, these scaling solutions can be
combined to give decoupled fixed points, where at least
one of the two separate sectors approaches one of the
multicritical single-field fixed points. Moreover, a “mul-
ticritical” generalization of the isotropic fixed point also
exists. In particular, we anticipate that there are new
fixed points, such as generalizations of the BFP, which
are unique to two-sector models. Thus, stability-trading
mechanisms as the ones that we have discussed here,
could also be relevant for each of the multicritical sec-
tors. It would be interesting to explore this conjecture
further, and it is technically possible with the method
that we have further developed here.
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Appendix A: pi/4 rotational symmetry of the
fixed-point equation for N = M = 1 for the LPA
In this section, we discuss the pi/4 rotational symmetry
for the functional RG fixed-point equation (26). For N =
M , it gives rise to an exchange symmetry under φ↔ χ.
We find solutions exhibiting this symmetry as well as
solutions which do not, e.g., the DGFPs. Such solutions
emerge in pairs which transform into each other under
φ ↔ χ. Thus, the complete spectrum of solutions is
invariant under the exchange symmetry.
Now, we set ηφ, ηχ = 0 and specialize to N = M =
1. Let us assume that u(ρφ, ρχ)∗ is a solution of (26).
Inserting the pi/4-rotation (13) of u(ρφ, ρχ)∗,
u˜(ρφ, ρχ)∗ = u
(
ρφ + ρχ + 2
√
ρφρχ
2
,
ρφ + ρχ − 2√ρφρχ
2
)
∗
,
(A1)
into (26), it becomes clear that u˜(ρφ, ρχ)∗ also satisfies
the fixed-point equation. As the IFP is invariant un-
der such a transformation, it is rotated into itself. For
the BFP and the DFP the transformation (13) turns a
tetracritical fixed point with ∆ > 0 into a bicritical one
resulting in two distinct solutions.
Let us take a closer look at those solutions which
do not respect the exchange symmetry, u(ρφ, ρχ)∗ 6=
u(ρχ, ρφ)∗. Here, u˜(ρφ, ρχ)∗ denotes the formal rotation
of u(ρφ, ρχ)∗. For any solution of (26), the first deriva-
tives ∂φu(ρφ, ρχ)∗ and ∂χu(ρφ, ρχ)∗ have to vanish at the
boundaries φ = 0 and χ = 0. This is required by the Z2
reflection symmetry in φ and χ, respectively: For any
smooth solution that is symmetric under a reflection in
φ, the derivative must vanish at φ=0. Rotations of so-
lutions which do not respect the φ ↔ χ exchange sym-
metry violate that boundary condition: For the rotated
function u˜, the boundary condition, using (A1), becomes
∂φu˜(ρφ, ρχ)|ρφ=0 =
√
ρχ
2
(
∂xu(x, y)
−∂yu(x, y)
)|x=ρχ/2,y=ρχ/2
!
= 0. (A2)
The exchange symmetry of u(ρφ, ρχ)∗ would imply that
∂ρφu(ρφ, ρχ)∗|ρφ=ρχ = ∂ρχu(ρφ, ρχ)∗|ρφ=ρχ . Using this
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ηφ,χ θ1 θ2 θ3 θ4 θ5 θ6
d = 2.7
DFP 0.0841 1.398 1.398 0.0232 -0.916 -0.916 -2.051
RDFP 0.0480 1.952 1.371 0.0015 -0.102 -0.864 -1.952
BFP 0.0789 1.522 1.296 -0.0108 -0.877 -0.915 -2.035
RBFP 0.0491 1.945 1.362 -0.0014 -0.123 -0.866 -1.963
d = 2.5
DFP 0.119 1.264 1.264 -0.0549 -1.038 -1.038 -2.048
RDFP 0.0694 1.931 1.221 -0.104 -0.134 -0.973 -1.931
TABLE III. Anomalous dimensions and first critical expo-
nents of the DFP and BFP and the rotated counterparts in
LPA’, where the symmetry (13) is slightly broken. The di-
mensions d = 2.7 is chosen as a representative. For the DFP
we additionally give the values for d = 2.5 to show that we
do not obtain d-independent critical exponents anymore.
condition in (A2) allows us to conclude that
∂φu˜(ρφ, ρχ) = 0, (A3)
if and only if u preserves the exchange symmetry. Thus,
u˜(ρφ, ρχ)∗ cannot be a solution of (26), unless the orig-
inal solution u(ρφ, ρχ) satisfies the exchange symmetry.
By contrast, rotating the linear combination u(ρφ, ρχ)∗+
u(ρχ, ρφ)∗ gives a solution.
Now, let us assume that u(ρφ, ρχ)∗ is invariant under
φ ↔ χ. From the considerations above, one can infer
that the eigenvalue spectra of u(ρφ, ρχ)∗ and its rotated
counterpart u˜(ρφ, ρχ)∗ are related to each other. The lin-
earized equation describing small perturbations around
the fixed point reads
− θ δu =
∑
i,j=0
∂(∂tu)
∂u(i,j)
∣∣∣∣
u=u∗
δu(i,j), (A4)
where δu is the eigenperturbation and θ the critical expo-
nent. As (26) preserves the pi/4 rotational symmetry and
(A4) is linear in δu, it preserves that symmetry as well.
According to the line of argument for the fixed point so-
lutions, only those eigenperturbations δu that preserve
the φ ↔ χ symmetry are also eigenperturbations of the
rotated solution u˜, cf. table I. The rotation of an eigen-
perturbation not exhibiting φ ↔ χ exchange symmetry
are not a solution of (A4).
We emphasize that the decoupled fixed points are an
exceptional case. For the decoupled solutions, some of
the eigenvalues are degenerate. The corresponding eigen-
perturbations separately break the exchange symmetry.
However, the linear combination of both eigendirections
results in a φ ↔ χ invariant perturbation. Thus, the
corresponding critical exponent is also contained in the
spectrum of the rotated fixed points, cf. table I.
Let us now take the anomalous dimensions (31) and
(32) into account. They are evaluated at the global min-
imum of the fixed-point potential. For bicritical fixed
points, ηφ is evaluated at the minimum in field direc-
tion ρφ and ηχ in field direction ρχ. Thus, we evaluate
ηφ at the point (κφ 6= 0, κχ = 0), and conversely, ηχ at
the point (κφ = 0, κχ 6= 0). Table III shows that the
anomalous dimensions are not invariant under (13). In
fact, the difference between the anomalous dimensions
of u(ρφ, ρχ)∗ and u˜(ρφ, ρχ)∗ may be large. Thus, the
pi/4 rotational symmetry is broken in LPA’. Note that
this could change in a more extensive truncation, where
a field-dependent wave function renormalization is taken
into account. However, that does not affect the existence
of u˜(ρφ, ρχ)∗. Moreover, those critical exponents that are
exactly equal for the solution u and its rotation u˜ in the
LPA, are still close to each other in the LPA’, cf Tab. III.
Now, we consider general values of N = M . Besides
the radial mode, the Goldstone modes additionally con-
tribute to the flow (26). It can be easily seen that they
violate the pi/4-rotational symmetry
1
1 + u˜
(1,0)
∗
+
1
1 + u˜
(0,1)
∗
→ 2ρ˜φ(1 + u
(1,0)
∗ )− 2ρ˜χ(1 + u(0,1)∗ )
ρ˜φ(1 + u
(1,0)
∗ )2 − ρ˜χ(1 + u(0,1)∗ )2
,
where ρ˜φ = (ρφ + ρχ + 2
√
ρφρχ)/2, ρ˜χ = (ρφ + ρχ +
−2√ρφρχ)/2. This is already clear since the radial part
contains derivatives with respect to both fields whereas
the Goldstone terms are fully decoupled. The transfor-
mation (13) may generally couple both sectors. Similar to
the LPA’ case, for small deviations from N = M = 1, the
symmetry is only broken slightly. Hence, we observe that
u˜(ρφ, ρχ)∗ may still exist for larger and smaller N = M .
Moreover, for N = M far away from N = M = 1 we
still may find u˜(ρφ, ρχ)∗, which becomes fully indepen-
dent from u(ρφ, ρχ)∗.
Appendix B: Breakdown of local expansions
Here, we review the convergence properties of the LPA’
in a local expansion. We focus on the DFP as a simple
example, cf. Tab. IV. The breakdown of convergence to-
wards d = 2 is related to the canonical dimensionality of
the couplings: As the dimensionality of the fields vanishes
in d = 2, all couplings λi,j have the same dimensional-
ity [λi,j ] = 2 in d = 2 dimensions. Our results clearly
confirm the necessity to go beyond local expansions, and
instead use a method that allows us to solve the complete
fixed-point potential.
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