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Introduction The mass function was defined by Salpeter
(1955) to be ξ(log10(m)) =
dn
d log
10
(m) . Its form and variation
are still hot topics in astrophysics. The original Salpeter
(1955) paper built on the work of Luyten (1941) and
Van Rhijn (1936) to produce a luminosity function. This
was converted into a mass function fitted by a power law
(ξ(log10(m)) = m
−α) with an exponent of 1.35. This was
applicable over a range from 0.4 to 10 solar masses. Since
the late 1970s studies have begun to identify a a shal-
lowing and even a turnover in the mass function at lower
masses (see Miller & Scalo (1979)). Reid et al. (2002) used
Hipparcos data and their own discoveries to produce a vol-
ume limited sample down toMV = 15.5. Using this V band
luminosity function they fitted a power law with the expo-
nent α = 1.35 ± 0.2 in the region 0.1M⊙ < m < 1.0M⊙.
They also produced a volume limited 8pc sample with a
value of α of 1.15± 0.2 in the same region. Kroupa (2001)
took the luminosity function approach as well as examin-
ing underlying problems such as binarity. He fitted a four
segment power law such that for 0.01M⊙ < m < 0.08M⊙
being fitted by α = −0.7 ± 0.7, 0.08M⊙ < m < 0.5M⊙
by α = 0.3 ± 0.5, 0.5M⊙ < m < 1.0M⊙ by α = 1.7 ± 0.3
and 1.0M⊙ < m by α = 1.3 ± 0.7. Allen et al. (2005)
used a series of assumptions about the birthrate and a
Bayesian method to yield a value of −0.7 in the range
0.04M⊙ < m < 0.1M⊙. Chabrier (2001) used both V andK
band volume limited 5pc Luminosity Functions to produce
a Mass Function well fitted by a lognormal form (a parabola
in log-log space) peaking at 0.08 solar masses. This work
was superceded by Chabrier (2005) where a re-evaluation
of the local Luminosity Function indicated a mass func-
tion peaking at 0.2M⊙. Zheng et al. (2001) use HST data
along with a model of metallicity vs. scale height to esti-
mate α = −0.1 in the region 0.5 - 0.1 solar masses with
no binary correction, becoming α = −0.45 after binary
sorrection. Tinney (1993) reports that the mass function
peaks and declines below 0.2 M⊙. However he also reports
a rise towards the hydrogen burning limit, something not
reported in recent studies. Martini & Osmer (1998) fit a vir-
tually flat (α = 0.32± 0.15) mass function between 0.6 and
0.1 solar masses. Uniquely among recent studies Schultheis
et al.’s study using CHFT data gives a mass function below
0.2M⊙ that has a slope more steeply increasing (α = 2.0)
than Salpeter’s.
Inferrring the form of the mass function from the lumi-
nosity function is relatively easy in single age populations
such as open clusters. This is simply a conversion using a
mass-luminosity relation. However when dealing with the
field population - where the ages of stars are spread over
the whole history of the Galaxy - this becomes more diffi-
cult. Hence we must also consider the birthrate b(t) = dndt .
Schmidt (1959) predicted a declining birthrate based on the
assumption that it is related to the density of interstellar
gas. However, as noted by Miller & Scalo (1979), because
his work came before the widespread acceptance of a hot
Big Bang (and hence primordial nucleosynthesis) he uses
an initial helium abundance of zero. Clearly this is not cor-
rect. Miller & Scalo (1979) went on to use a continuity
constraint, that the mass function should be smooth to de-
rive the birthrate. They rejected Schmidt’s declining form
instead preferring a roughly constant birthrate. Some stud-
ies claim the birthrate is not smoothly varying, for example
Rocha-Pinto et al. (2000) used the chromospheric activity
of stars to derive their ages. From this age distribution they
yield a birthrate that shows a series of three or four bursts
of star formation in the last 10Gyrs. They note some of the
bursts may be linked to close encounters with the Large
Magellenic Cloud.
Finally any study using only surveys must include a cor-
rection for unresolved binarity (which will both alter the
colours of objects and hide cool, dim companions). The bi-
nary fraction of higher mass stars is fairly high. G dwarfs for
example have a binary frequency of 57 ± 7% (Duquennoy &
Mayor, 1991). For low mass stars the fraction may be lower.
Fisher & Marcy (1992) found 42 ± 9% for M0-M4 dwarfs
and Maxted & Jeffries (2005) founnd a binary fraction of
32-45% for stars below about 0.15M⊙.
In this paper we model the SIPS-II survey (Deacon &
Hambly, 2007). This is a proper motion survey combining
SuperCOSMOS scans of UKST I plates (Hambly et al.,
2001) and data from the 2MASS survey (Skrutskie et al.,
2006). This produced a sample of roughly 7000 low mass
stars with proper motions between a tenth and half an arc-
second per year. We will outline how we modelled this sur-
vey and how these models can be used to constrain the
underlying mass function and birthrate.
1. Simulation Method
The method used here is based on the simulations used
for Deacon & Hambly (2006). These are similar in prin-
ciple to those of Burgasser (2004). A short overview of
the techniques used in Deacon & Hambly (2006) follows.
Individual objects are assigned masses and ages drawn from
a mass function (with masses between 0.5 and 0.03 solar
masses) and a birthrate (with ages up to 10Gyr). These are
then used to derive the apparent magnitudes, space posi-
tions and space velocities of each object. These can be used
to calculate observable parameters such as proper motion,
sky position and apparent magnitude. These parameters
are then passed through a survey selection mechanism to
yield the results of the simulated survey. By varying the
input parameters of the simulated survey the results will
also vary. These can then be compared with the actual re-
sults to constrain those input parameters. Below we outline
the calibrations to produce the photometric and astromet-
ric parameters of each simulated object and the selection
mechanism imposed on them. Additionally how the input
parameters are constrained is also outlined.
1.1. Photometric Simulation
Once the masses and ages for a set of objects have been as-
signed their photometric characteristics can be calculated.
Effective temperatures and bolometric magnitudes for these
objects are found from evolutionary models (from Baraffe
et al., 2003 for objects below 0.1M⊙ and from Baraffe et al.,
1998 for objects in the range 0.1M⊙ < M < 0.5M⊙). In or-
der to ground our simulations in observational data as well
as theoretical models an empirical photometric model was
used. An effective temperature vs Ks bolometric correction
relation was derived from the data contained in Golimowski
et al. (2004) and Berriman & Reid (1987) with the photom-
etry converted to the 2MASS system using the conversions
2Table 1. The polynomial fit used in the model. The fits take the form MX =
∑
i aiM
i
K . As in the SIPSII survey the R
is R59, the I band IN and the J , H , and Ks bands are on the 2MASS system. Objects in the fit in different photometric
systems had their magnitudes converted using Bessell (1986) for the optical data and Carpenter (2001) for the infrared.
a0 a1 a2 a3 a4 a5 a6 RMS error
MR 1.063e+01 -1.265e+01 6.343e+00 -1.333e+00 1.438e-01 -7.656e-03 1.591e-04 0.433
MI 8.075e+00 -9.450e+00 4.890e+00 -1.031e+00 1.102e-01 -5.768e-03 1.175e-04 0.315
MJ 1.064e+00 -5.835e-01 8.581e-01 -1.886e-01 2.033e-02 -1.063e-03 2.160e-05 0.076
MH 1.202e-01 8.509e-01 7.639e-02 -1.412e-02 1.294e-03 -5.493e-05 8.356e-07 0.039
Fig. 1. The Ks band bolometric correction vs effective
temperature relation. The dots represent data points from
Golimowski et al. (2004) and the stars symbols plot data
from Berriman & Reid (1987). Halo objects and objects in
binaries have been excluded from the sample. The line is a
polynomial fit to the data. Note the scatter on these data
points, this is probably due to measurement errors both in
the determination of apparent magnitudes but more impor-
tantly to the errors in the trigonometric parallaxes of the
objects. In the Baraffe et al. (1998) models a 0.5 solar mass
star would have a temperature of 3650K and a 0.1 solar
mass star a temperature of around 2900K.
in Carpenter (2001) 1. The polynomial fit for the effective
temperature - Ks bolometric correction relation is shown in
Figure 1. The Ks absolute magnitudes could then be calcu-
lated from the objects’ bolometric magnitudes. To test that
1 Note here we ignore the T dwarf population as none appear
in the SIPS-II sample.
Fig. 2. The relation between absolute Ks magnitude and
the absolute magnitudes in other passbands. The dots are
taken from Reid et al (2002)’s 8pc sample, the squares are
from Dahn et al (2002) and the stars are a subset of Cruz
et al (2007)’s sample. In each case there is a polynomial
fit to the data plotted. Note the larger scatter (much of it
intrinsic) on both the R and the I data.
this method of obtaining Ks was not flawed we plottedMK
vs. mass for our model at 5Gyrs and the models of Baraffe
(1998) and Chabrier (2003) against the empirically mea-
sured masses and MKs from Delfosse et al. (2000). Clearly
there is no significant offset. We had decided against using
the Delfosse data in our models as it would not allow us to
take into account the luminosity evolution of objects. These
Ks band absolute magnitudes are then converted to R, I,
J and H magnitudes using a relation between these mag-
nitudes and the Ks magnitude. This was found by taking
data from Reid et al. (2002)’s eight parsec sample, Cruz et
3Fig. 3. A plot showing the points of binary data from
Delfosse et al. (2000). Along with these is our model for
a 5Gyr old population (solid line), a fit to the Delfosse
data points (dashed line) and the raw Baraffe (1998) and
Chabrier (2003) models (dot-dash line) also for a 5Gyr old
population. There is no glaring discrepancy. Note the fit
to the Delfosse points is not extrapolated below 0.1M⊙ as
there is no data below this point
al. (2007) and Dahn et al. (2002) and fitting polynomials
to these data. The Ks to other passband fits are shown in
Figure 2 and their coefficients are given in Table 1. Finally
each object was given a small offset in R (0.25 magnitudes)
and I (0.12 magnitudes) magnitude to simulate the scatter
in these passbands on the HR diagram. These values were
calculated by allowing the offsets to vary as free parameters
and selecting those that gave the best fit. The offset values
are also comparable with the scatter around our R and I to
Ks relations once measurement errors in the sample used to
produce the photometric model are taken into account. By
doing this we can take into account the effect the intrinsic
scatter has on our magnitude limited sample. However we
do not model a scatter that is metallicity dependent and
hence we may miss some age/metallicity dependence.
1.2. Astrometric Simulation
There are two distinct parts to the astrometric simulation,
the velocity simulation and the space positions simulations.
The velocity simulations use a simple thin disk model (we
see no prominent seperate thick disk population in our
sample). These had velocity dispersions (σU , σV , σW ) =
(32.6, 20.0, 15.1) (Seabroke & Gilmore, 2007) which are
typical values for a thin disk model. These are assigned
randomly and are not related to space positions. A so-
lar reflex velocity was also added with values (U, V,W ) =
(10.5, 18.5, 7.3) (Makarov & Murphy, 2007). The positons
are also based on a simple thin disk model with a scale
height of 300pc, in the small region of the Galaxy our sur-
vey covers (d<300pc) we neglect the scale length of the disk
which is typically 3500pc (de Vaucouleurs & Pence, 1978).
Hence we assign random x and y positions in the Galactic
plane drawn from a flat distributions and a z position out of
the plane drawn from a declining exponential with a scale
height of 300pc 2.
1.3. Selection Mechanism
Once the basic physical properties of the simulated star are
calculated it can then be passed through a survey selec-
tion mechanism. Before this can be done the observational
characteristics of each object (sky position, apparent mag-
nitude, proper motion) are calculated. Also errors are added
to simulate the real survey. These add an error to the pho-
tometry and an error to the position which will affect the
proper motion. Each of these errors is proportional to the
stars brightness and is derived from the errors quoted for
both the UKST and 2MASS surveys (Hambly et al., 2001
and Skrutskie et al., 2006), at best 0.1 magnitudes in the
UKST data and 0.02 in 2MASS.
The photometric selection consisted of two parts, simple
magnitude and colour cuts and a simulation of the gradual
drop-off in detectability near the detection limits. The sim-
ple magnitude cut takes the apparent magnitude and colour
selections used in the reduction of the SIPS sample and ap-
plies them to the simulated stars3. The gradual drop-off
is more complicated. A histogram of the logarithm of the
number of objects vs. magnitude is created for each pass-
band. In each histogram a straight line in this logarthimic
space (ie a power law) is fitted to the section where the sur-
vey is believed to be complete. The shortfall from this line
is taken as a measure of the detection incompleteness. The
number counts and fits for all five pass bands are shown
in Figure 4. Inspection of the 2MASS colour-magnitude
diagram for the 2MASS file used for the calculation sug-
gests the scale height is not a significant contribution to
this drop-off. The detection incompleteness is then used as
a probability that a simulated star will not be detected in
a particular passband. Simulated stars are then said to be
detected or not detected in a particular passband based on
this probability. A non-detection in the R band will not ex-
clude an object as there is no requirement for anR detection
2 Tests using an age dependent Galactic model did not pro-
duce substantially different results.
3 In the case of the R − I cut, some objects may have moved
a suffient distance between the R and I so they are no longer
paired in the SuperCOMOS software. Hence as they would not
have an R−I colour in our original SIPS sample and are treated
accordingly.
4in the original survey. It will however affect the R−I colour
cut, objects with no R − I colour automatically pass this
cut. A non detection in any other passbands will exclude
the star from the sample.
The astrometric selection fell into two categories, selec-
tion by proper motion and selection based on sky position.
The proper motion selection seems simple enough, we just
selected on the proper motion of the object after a posi-
tional offset had been converted into a proper motion off-
set using the epoch difference for the particular sky area
the object fell into. For selection based on sky position we
not only included the survey area (roughly 20,000 sq. deg.)
(based both on the area covered by the UKST plates and
the |b| > 15◦ Galactic latitude cut) but on area excluded
by crowding. The crowding estimate (including the area ob-
scured by bright stars) used the calculations from Deacon,
Hambly and Cooke (2005). This calculates a probability an
object in a particular area will be obscured by a bright star
or by crowding. This probability is then used to include or
exclude simulated stars from the selected sample.
1.4. Deriving underlying parameters
While simulating the results of surveys is an interesting
task for predicting the potential results the real goal is to
establish what surveys actually tell us. As stated earlier, the
birthrate and the mass function will affect the results of a
survey. By varying these parameters and then comparing
them to data we can constrain these underlying distribu-
tions.
Say we take a mass function with a particular value of
α and we define a birthrate parameter β such that,
b(t) ∝ e−βt (1)
We then produce a series of simulations over a range of α
and β (steps of 0.08 in α between -2.0 and 2.0 and 0.008
in β between -0.2 and 0.2.) values. We then compare these
to our data using simple χ2 calculations and a range of
space densities in the region 0.09-0.1M⊙ (this anchoring
mass range is chosen to be the same as that in Burgasser,
2004) which we will call γ. This produces a datacube of χ2
values. The values in the datacube can then be converted
into a probability surface over α and β by converting the
χ2 values to probabilities (yielding a probability datacube)
and marginalising over γ and normalising to the total prob-
ability in the grid,
p(α, β) =
∫
e−χ
2/2dγ
∫ ∫ ∫
e−χ
2/2dγdαdβ
. (2)
Hence we can now marginalise further to gain information
solely on α and β. Additionally if we know the density nor-
malisation of the original simulations we can extract infor-
mation on the density of stars by analysing the probability
distribution in γ (simply derived by marginalising the prob-
ability datacube over α and β).
2. Results
The grid of simulations was produced as detailed above
with the survey results being represented by an I − J his-
togram. This was originally chosen as I−J colour increases
into the T dwarf regime unlike other IR colours. The grid of
histograms was then compared to the observed histogram
to produce a datacube of χ2 values and hence probabilities.
This allowed us to produce constraints on the parameters
α, β and γ. The derived value for α is −0.87± 0.06 and the
value for the space density of stars in the range 0.09-0.1M⊙
(γ) is found to be 0.0024± 0.0009pc−3. Clearly we cannot
claim an accuracy on the value of α which is smaller than
our grid’s resolution (step size). Hence the value of the er-
ror in α must be set to 0.08. The probability distribution
for β is too noisy to produce any sensible constraint. This is
most likely due to the low number of L dwarfs in the SIPS-
II sample (fourteen in total) as the characteristics of the
mainly Hydrogen burning M dwarfs which dominate this
sample do not change rapidly over time, unlike the mostly
substellar L dwarfs. The results for α and γ assume no er-
rors in the model beyond simple counting errors and do not
include binarity. Hence they should be assumed to apply to
the system mass function (a mass function with calculated
from a luminosity function with no binary correction ap-
plies, see Chabrier, 2002). The best fit has a χ2 per degree
of freedom of 1.64 and is shown in Figure 5. Additionally
various colours of the individual objects in the SIPS-II sam-
ple and in the best fit simulation are plotted in Figure 6
while histograms for various colours, apparent magnitudes
and the proper motion are shown in Figure 7.
2.1. Potential photometric errors in the model
Clearly we cannot assume that our model is perfect. The
most likely source of potential errors is the photometric
model. To attempt to quantify this we examined the effects
of a simple offset in the I − J colour. We did this for two
reasons, firstly I − J is the colour used in the histogram
for comparing results to surveys and secondly the I mag-
nitude fit has much more scatter than the J or H fits (see
Figure 2). Note we do not examine the R band fit as, while
it is as noisy as the I band fit, it is not used as a cut for all
stars (as some will not have a paired R magnitude due to
photometric incompleteness and stars moving beyond the
SuperCOSMOS pairing radius of 6 arcseconds).
A series of simulations with the best fit value of α and
a range of I − J offset between -0.1 and 0.1 magnitudes
were produced. These were then compared with the simu-
lated grid and the probability distributions in α produced
by this process were added. The standard deviation of this
combined distribution was then measured to determine the
error due to the offsets. This was found to be 0.21. Hence we
find that our value for α (αsys)for the system mass function
to be 0.87±0.22. Additionally our density normalisation pa-
rameter γ has an error of 0.0008 from potential photometric
offsets.
2.2. Correction for binarity
As stated above the mass function is strongly affected by
the inclusion of unresolved binary systems. In order to re-
move this effect and to find the form of the individual object
mass function we undertook a series of simulations. In each
a proportion of the sample (the binary fraction fbin) was
assigned an unresolved binary companion. These had their
masses drawn from the same mass function as the primary
objects. In each passband the luminosities of the objects
were added and then converted to magnitudes. This allows
5Fig. 6. The colours of stars in the sample (left hand panels) and of simulated objects in the best fit model (right hand
panels). The comparison appears good with the exception of a slightly higher scatter in H −K colours in the models.
us to include both the brightening due to the luminosity
of the unresolved companion and the effect on the colour
of the unresolved object. In each of these simulations both
primary and secondary objects counted towards our den-
sity normalisation factor γ. After initial test runs a value
of α = −0.5 was selected to give a result after the effects of
binarity to the measured value of α = −0.85 for the system
mass function.
Once these simulations were carried out they were com-
pared to the grid of simulations with zero binarity. The
value of alpha measured then had the input value of α sub-
tracted to yield the change in α which we shall call ∆α. Also
the correction factor for the normalisation factor γ was also
calculated for each different value of fbin. Figure 8 shows
the effect on both parameters for a range of values of fbin.
Note that we assume a value of fbin that does not change
with distance. Clearly this is not correct as nearby objects
will be more likely to be resolved. As the lower mass objects
in our sample tend to be nearer by this may introduce a
bias into the measurement.
6In order to make the correction to yield the individ-
ual object mass function we take the binarity estimate of
Maxted & Jeffries (2005). As our survey uses 2MASS data
and photographic plates which have fairly low resolution we
shall assume that all binaries are unresolved. The Maxted
& Jeffries (2005) estimate of 32-45% varies due to different
underlying distributions such as the distribution of separa-
tions. For our correction we shall take the middle of this
range to be our binary estimate and use the extremities of
it as the one σ error. Hence we use fbin = 0.385 ± 0.065.
Interpolating between points we get a value for ∆α of
−0.25 ± 0.1. The uncertainty in the value of fbin adds an
additional error of 0.09 to the determination of ∆α. Hence
∆α = −0.25± 0.13. Applying this correction to the system
value of α (αsys) we find the value of the exponent for the
individual object mass function (αind) to be −0.62± 0.26.
Using the assumed value of fbin above we can also find
the density of individual objects with masses between 0.1
and 0.09 solar masses (γind). We find that
γsys
γind
= 0.63 ±
0.06. This gives γind = 0.0038± 0.0013pc
−3.
2.3. The region of mass function applicability
Now we have an estimate for the value of α we must es-
timate over what range of masses it is valid. As we have
very few L dwarfs we cannot claim we are probing the sub-
stellar regime. Hence a lower limit of 0.075M⊙ seems sen-
sible. As for an upper limit, excluding photometric errors
the I − J histogram cuts out at around 1.5. This equates
to MK ∼ 7.5. Using the mass-luminosity relations from
Delfosse et al (2000) this gives us an upper limit of 0.2M⊙.
Additionally we can use our simulations to estimate the re-
gion of mass function applicability. Examining the range of
masses passing through the simulation (see Figure 9) we
find a sharp drop below the hydrogen burning limit, a peak
at around 0.1 solar masses followed by a steady decline to-
wards higher masses.
3. Discussion
In order to compare our calculated value of α with those
of other studies an α plot was produced. This is shown in
Figure 10. This value of α differs just outside the quoted
errors from those of Kroupa (2001) at the high end and mid-
dle of our mass range. However it agrees with Allen et al.
(2005) at the low end and is in good agreement with Zheng
et al. (2001). In the middle of the mass range the gradi-
ent of the Chabrier (2005) lognormal form differs from ours
just outside the error bounds. However assuming that the
errors on his parameters are of similar magnitude to those
in Chabrier (2001) the two determinations agree within one
sigma. We differ significantly from the studies of Reid et al.
(2002) and Martini & Osmer, these studies however cover
a much larger (and mostly higher) mass range than our
sample.
Burgasser (2004) uses the studies of Reid et al. (2002)
and Chabrier (2001) to derive a value for the number den-
sity in the region 0.1 to 0.09 solar masses. He estimates this
to be 0.0055±0.0018. Our estimate of 0.0038±0.0013 agrees
with this within one sigma. The mass function calculated
by Chabrier (2005) gives a value for the number density
in this region of 0.0036. While no errors are quoted on the
parameters of this mass function it is clear that this value
agrees well with that calculated in this work.
4. Conclusions
We have used simulations of the low mass star popula-
tion to attempt to constrain the birthrate and mass func-
tion. Unfortunately no clear constraint could be set on the
birthrate. However after a correction for binarity and tak-
ing into account the potential errors in our model we found
a value of -0.62±0.26 for the exponent of the mass func-
tion power law (α). Additionally we find a constraint on
the number density of stars with masses in the region 0.1-
0.09 solar masses of 0.0038±0.0013. Both these results are
consistent with some studies in the field.
The obvious next step for such work is to extend it to
cover other surveys for low mass stars and brown dwarfs
such as the UKIDSS Large Area Survey (Lawrence et al.,
2006). This survey has substantially more accurate pho-
tometry compared to the UKST I data used in this study.
Additionally the scope of the simulations could be extended
to include different stellar populations such as low metal-
licity halo objects, allowing a more accurate model of the
local low mass population.
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Fig. 4. The completeness estimates for the five passbands
in the survey. The histogram represents the number of ob-
jects in the actual survey and the straight line is a fit to
the trend in the area where the survey is complete. The
drop-off from this line is the incompleteness estimate used
in the survey. The two dashed lines represent the I and J
band limits of the SIPS survey.
8Fig. 5. A simulation (dashed line) using the best fit param-
eters is shown along with the actual observed data (solid
line).
Fig. 8. The effects on the mass function exponent α and
the normalisation factor γ from the inclusion of different
binary fractions (fbin) in the simulations. Note the values
of δα¿0, this is due to noise in the simulations.
9Fig. 9. A plot showing the number of objects of different
masses passing through the survey selection mechanism in
the best fit simulations. The dashed line represents the best
fit model after binary correction and the dotted line the best
fit model with no binary correction. The solid line shows
the best fit mass spectrum (a power law with an index (-
1-α). The change in shape between the mass spectrum and
the range of detected masses represents the incompleteness.
Fig. 10. A plot showing the different values of α found by
this and other studies. The vertical error bars represent
errors in α while the horizontal error bars represent the
range of masses over which the value of α is valid.
10
Fig. 7. Histograms for the data (left hand side) and simulation results (right hand side). Note the slightly different
brightness distributions and the higher spread in H −Ks colours in the simulations.
