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Abstract We introduce novel high order well-balanced finite volume methods for the full compress-
ible Euler system with gravity source term. They require no a` priori knowledge of the hydrostatic
solution which is to be well-balanced and are not restricted to certain classes of hydrostatic solu-
tions. In one spatial dimension and under the assumption of an ideal gas law we construct a method
that exactly balances a high order discretization of any hydrostatic state. The method is extended
to general equations of state and two spatial dimensions using a local high order approximation of
any hydrostatic state in each cell. The proposed methods are simple, flexible, and robust. Numer-
ical tests verify that the well-balanced method improves the capability to accurately resolve small
perturbations on hydrostatic states.
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1 Introduction
Compressible Euler equations arise as a model for flow of inviscid compressible fluids such as air
in many applications. Finite volume methods are commonly utilized to numerically approximate
solutions of this system since they are conservative and capable of resolving shocks by construction.
Fluid dynamics in atmospheres can be modeled by adding a gravity source term to the Euler system.
This gives rise to a new class of non-trivial static solutions, the hydrostatic solutions. They are
described by the hydrostatic equation
∇p = −ρg (1)
which models the balance between the gravity −ρg, where ρ is the gas density and g is the grav-
itational acceleration, and the pressure gradient ∇p, where p is the gas pressure. Additionally, the
solution must satisfy the constitutive relation between pressure, density, and internal energy density
ε. This relation is called equation of state (EoS) and it has to be added to the Euler system to close
it. The EoS accounts for fluid properties such as e.g. molecular structure and internal attractive or
repulsive forces. In many simulations dynamics are considered which are close to a hydrostatic state.
Standard finite volume methods usually introduce truncation errors to hydrostatic states, which
can be larger than the actual perturbations related to the simulated dynamical process. Hence, the
small-scale dynamics can only be resolved on very fine grids, which leads to high computational cost.
This creates the demand for so-called well-balanced methods which are constructed to be free of a
truncation error at hydrostatic states.
The idea of well-balanced methods is very common especially for the shallow water equations
with bottom topography. The hydrostatic solution for the shallow water equations, the so called
lake-at-rest solution, can be given in the form of an algebraic relation. The lake-at-rest solutions for
a certain bottom topography are unique up to an additional constant. This favors the construction
of well-balanced methods since the algebraic relation can be used to perform a local hydrostatic
reconstruction, which is the main tool to construct well-balanced methods. Examples can be found
in [7,36,1,43,44,58,11] and references therein. Also, for the Ripa model, which is closely related to
shallow water, there are well-balanced methods (e.g. [52,21] and references therein).
For the compressible Euler equations with gravity source term the situation is more complicated,
since the hydrostatic states are not given by an algebraic relation but by a differential equation
(Eq. (1)) together with an EoS. Especially complicated EoS can increase the difficulty of performing
a local hydrostatic reconstruction. The result is that there do not exist methods which are well-
balanced for all EoS and all types of hydrostatic solutions, and all existing methods so far known for
Euler equations with gravity bear some restriction. In one approach, methods are developed to well-
balance certain classes of hydrostatic solutions. Other hydrostatic states still lead to truncation errors.
Examples are given in [9,35,38,19,29,15,20,22,53,16] and there are also higher order methods [57,
23]. The restriction to certain classes of hydrostatic solutions usually also manifests in a restriction
to the EoS, which is in most cases the ideal gas EoS.
A second approach assumes a` priori knowledge of the hydrostatic state which is to be well-
balanced. This allows the methods to be more general, such that they can balance arbitrary hydro-
static states to arbitrary EoS (e.g.[3,49,5,28]). High order methods of this type are given in [10] for
one spatial dimension and in [31] for two spatial dimensions. The most general well-balanced method
of this type is presented in [4]. It can be applied to balance any stationary solution and follow any
time-dependent solution exactly in a high order method. It can be utilized for any multi-dimensional
hyperbolic balance law. In many applications the hydrostatic solution which is of interest is known
a` priori, either analytically or as discrete data.
However, there are also situations, in which this is not the case. If the relevant hydrostatic state
is not known and can not be expected to be of one of the classes balanced in the first type of methods
(for example because a complicated non-ideal gas EoS is used), a method following the third approach
can be useful. These methods are based on balancing some approximation to any hydrostatic state.
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The second order methods introduced in [30,56], for example, are exactly well-balanced for certain
classes of hydrostatic states; otherwise they balance a second order discretization to any hydrostatic
state. To our knowledge, there is not yet a high order method of this type in literature.
Note that this classification into three different approaches is not strict. Many methods of the
third type, for example, can also be seen to be from the first type, since they also might balance
certain classes of solutions exactly (e.g. [29,56]).
In the present article, we develop a method following the third approach. A high order accurate
discrete approximation to a hydrostatic state is constructed based on the density and gravitational
acceleration. Well-balancing is then, following e.g. [23,4], achieved using hydrostatic reconstruction
in the manner of [1] and a suitable source term discretization. For one spatial dimension and an
ideal gas EoS, it can be shown that a global high order discretization of any hydrostatic state can
be well-balanced exactly. The method is extended to general EoS and two spatial dimensions using
a local approximation to the hydrostatic state in each cell. Numerical tests validate a significant
increase of accuracy on small perturbations to hydrostatic states. An increased order of accuracy in
the convergence to exact hydrostatic states is observed in one and two spatial dimensions.
The rest of the article is structured as follows: In Section 2.1 the one-dimensional compressible
Euler equations with gravity source term are introduced. A standard high order finite volume method
for these is revised in Section 2.2. In Section 2.3 we develop the discretely well-balanced method
(DWB) which can be applied for ideal gas. The well-balanced property and high order accuracy are
stated in Theorem 2.1. The method is modified in Section 2.4 to reduce the stencil and the local
approximation method (LA) is obtained. An algorithm for arbitrary EoS is added in Section 2.4.3.
In Section 3, numerical experiments in one spatial dimension are conducted. It is verified numerically
that the DWB method is exactly well-balanced on the discrete approximation to a hydrostatic state
and DWB and LA methods are numerically shown to converge towards exact hydrostatic states
with an increased order of convergence (Section 3.1). The capability of the methods to accurately
resolve small perturbations on hydrostatic states is illustrated in Section 3.2. Tests with an non-
ideal gas EoS are presented in Section 3.3. In Section 3.4 we verify the robustness of the methods in
the presence of discontinuities. Section 4 is dedicated to the extension to two spatial dimensions. In
Section 4.1 we introduce the two-dimensional Euler equations with gravity source term. Subsequently,
the LA method is extended to two spatial dimensions (Section 4.3). In Section 5, numerical tests
of the LA method in two spatial dimensions are presented. On a two-dimensional polytrope, which
is a hydrostatic state, the increased order of accuracy is observed also for two spatial dimensions
(Section 5.1). A perturbation is added to the polytrope in Section 5.2. Rayleigh–Taylor instabilities
on a radial setup are simulated in Section 5.3 and the increased accuracy of the LA method is shown.
In Section 6 we close the article with some conclusions and an outlook.
2 One-dimensional finite volume methods
2.1 One-dimensional compressible Euler equations with gravity
We consider the one-dimensional compressible Euler equations with gravitation in Cartesian coordi-
nates and write them in the following compact form
∂tq + ∂xf = s, (2)
where
q =
 ρρu
E
 , f(q) =
 ρuρu2 + p
u(E + p)
 and s(q, g) = −
 0ρg
ρug
 (3)
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are the vectors of conserved variables, fluxes and source terms, respectively. Moreover, we denote
the primitive variables by w = [ρ, u, p]T . The equation of state (EoS) closes the system by relating
the pressure p to the density ρ and internal energy density ε, i.e. p = pEoS(ρ, ε). A simple EoS is
provided by the ideal gas law
p = (γ − 1)ε, (4)
where γ is the ratio of specific heats. However, we stress that the well-balanced schemes elabo-
rated below are not restricted to any particular EoS, which is important especially in astrophysical
applications.
Next, we shortly outline a standard high-order finite volume scheme in order to fix the notation
and set the stage for the detailed presentation of our novel well-balanced schemes.
2.2 Standard high-order finite volume methods
The spatial domain of interest Ω is discretized into a finite number N of cells or finite volumes
Ωi =
[
xi− 1
2
, xi+ 1
2
]
, i = 1, . . . , N . The xi∓ 1
2
denote the left/right cell interfaces and the point
xi =
(
xi− 1
2
+ xi+ 1
2
)
/2 is the cell center.
A semi-discrete finite volume scheme is then obtained by integrating Eq. (2) over a cell Ωi
∂tQˆi(t) = L
(
Qˆi
)
= − 1
∆x
[
Fi+ 1
2
− Fi− 1
2
]
+ Sˆi. (5)
Here Qˆi denotes the approximate cell average of the conserved variables in cell Ωi at time t
Qˆi(t) ≈ qˆi(t) = 1
∆x
∫
Ωi
q(x, t) dx, (6)
where qˆi(t) denotes the cell average of the exact solution q(x, t). In the following, a quantity with a
hat ·ˆ indicates a cell average and one without a hat indicates a point value. Note that this distinction
is essential for higher-order methods of order greater than two. Likewise, Sˆi denotes the approximate
cell average of the source terms at time t
Sˆi(t) ≈ sˆi(t) = 1
∆x
∫
Ωi
s (q(x, t), g(x)) dx, (7)
where sˆi(t) denotes the cell average of the exact source terms s(q, g).
Reconstruction As the basic unknowns in the finite volume method are cell average values, we need
some reconstruction procedure to recover the detailed spatial variation of the solution in order to
obtain high order accuracy. The reconstruction procedure R computes accurate point values of the
approximate solution Qi(x, t) within cell Ωi from the cell averages Qˆi−k, . . . , Qˆi, . . . , Qˆi+k (k > 0)
from a set of neigbouring cells, where the value of k depends on the desired order of accuracy. We
denote a reconstruction procedure that recovers an m-th order accurate point value of the conserved
variables at location x within cell Ωi from the cell averages by
Qreci (x) = R
(
x;
{
Qˆj
}
j∈Si
)
. (8)
where Si = {i− k, . . . , i, . . . , i+ k} is the stencil of the reconstruction. The m-th order accuracy
means that the error in the reconstructed value is of O(∆xm), or equivalently, the method can
exactly reconstruct any polynomial of degree at most m− 1.
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Many such reconstruction procedures have been developed in the literature, and a non-exhaustive
list includes the Total Variation Diminishing (TVD) and the Monotonic Upwind Scheme for Con-
servation Laws (MUSCL) methods (see e.g. [55,25,48,34,37,50]), the Piecewise Parabolic Method
(PPM) [17], the Essentially Non-Oscillatory (ENO) (see e.g. [24]), Weighted ENO (WENO) (see
e.g. [47] and references therein) and Central WENO (CWENO) methods (see e.g. [18]).
In this paper, we will use the m-th order CWENO reconstructions [18] with m odd. A distinctive
feature of CWENO reconstruction is that it provides an analytic expression for the reconstruction
polynomial and not just a value at some particular point within the cell. In particular, for the
numerical tests, we will use the third-order accurate CWENO3 from [32] and the fifth-order accurate
CWENO5 from [8]. However, the schemes developed in this paper are not restricted to this choice
of reconstruction schemes.
Numerical flux At each cell face, we have obtained two solution values from the reconstructions in
the two surrounding cells. The flux
Fi+ 1
2
= F
(
Qreci
(
xi+ 1
2
)
,Qreci+1
(
xi+ 1
2
))
(9)
across the i + 12 face is obtained from a numerical flux formula F , which is usually based on (ap-
proximately) solving Riemann problems at cell interfaces. The numerical flux function F is required
to be consistent, i.e. F(Q,Q) = f(Q) and Lipschitz continuous. Moreover, we will require that it
satisfies the contact property :
Definition 1 (Contact property) Let ρL (ρR) be the density on the left (right) side of a contact
discontinuity and p the constant pressure. A numerical flux function F for the one-dimensional Euler
equations that satisfies the condition
F (Q(ρL, 0, p),Q(ρR, 0, p)) = [0, p, 0]T (10)
is said to have the contact property. Here, Q = Q(ρ, u, p) denotes the transformation from primitive
to conserved variables.
This property ensures the ability of a numerical flux to exactly capture stationary contact disconti-
nuities of the Euler equations. In our tests below, we will use the well-known approximate Riemann
solver by Roe [46]. Another well-known flux with the contact property is the HLLC flux [51]. The
Rusanov flux is not able to capture contact discontinuities since it does not satisfy Definition 1. Note,
that the contact property is -besides consistency- the only requirement for a numerical flux to use
with the well-balanced methods proposed in this article. This gives a lot of freedom, since there are
many contact property satisfying numerical fluxes with different properties available in literature.
This includes for example entropy stable fluxes (e.g. [27,14,6]) and numerical fluxes suitable for the
simulation of low Mach number flows (e.g. [54,40,41,42,2,6])
Source terms discretization An accurate approximation of the cell average of the source terms is
obtained by (numerical) integration:
Sˆi(t) =
1
∆x
∫
Ωi
s (Qreci (x, t), g(x)) dx ≈ 1
∆x
Qi (s(Qreci , g)) = 1
∆x
Nq∑
α=1
ωα s (Q
rec
i (xi,α, t), g(xi,α)) ,
(11)
where the xi,α ∈ Ωi and ωα denote the Nq nodes and weights of a q-th order accurate quadrature
rule Qi, respectively. The point values of the conserved variables are obtained from the reconstruc-
tion procedure Eq. (8). We assume here that the gravitational acceleration g(x) is either known
analytically or obtained from a suitably accurate interpolation if it is only known discretely. In prac-
tice, we can choose the quadrature rule so that it can exactly integrate any polynomial of degree
6 Jonas P. Berberich et al.
at most m− 1, where m is the order of the reconstruction scheme. If the gravitational acceleration
is approximated e.g. using an m-th order accurate CWENO interpolation, we evaluate the integral
Eq. (11) analytically. This is computationally less expensive than using a quadrature rule.
Time-stepping For the temporal integration, the time domain of interest [0, T ] is discretized into
time steps ∆t = tn+1 − tn, where the superscripts label the different time levels. The semi-discrete
scheme Eq. (5) is evolved in time using some ODE integrator. For this purpose, we apply explicit
Runge–Kutta methods. To achieve third-order accuracy in time, we use a third-order accurate, four
stage explicit Runge–Kutta method [33]. To achieve fifth-order accuracy in time, we apply a fifth-
order accurate Runge–Kutta method (the standard-method from [45]). Furthermore, the time step
∆t is required to fulfill a CFL condition for stability. We emphasize that implicit time integrators
could also be used. Though, for our convenience, we only present results computed with the above
explicit time integrators.
This concludes the description of a standard high-order accurate finite volume scheme. We refer to
the many excellent available textbooks for further information and detailed derivation, see e.g.[34,37,
26,50]. However, a standard finite volume method is in general not able to exactly balance hydrostatic
equilibrium solutions. Next, we present the necessary modifications to the reconstruction procedure,
which render this precise balance possible and result in a family of high-order well-balanced schemes.
2.3 The discretely well-balanced method
2.3.1 Source term discretization
Let us define the source term approximation for the momentum and energy equations by
sih(x) = −ρreci (x)ginti (x) and (us)ih(x) = −(ρu)reci (x)ginti (x)
for each cell and set
sh(x) = s
i
h(x) and (us)h(x) = (us)
i
h(x) for x ∈ [xi− 1
2
, xi+ 1
2
],
where ρreci and (ρu)
rec
i are the m-th order accurate CWENO reconstruction polynomials in the i-th
cell. ginti has been interpolated from cell-centered point values using m-th order accurate polynomial
interpolation. In that way, the source term sih and (us)
i
h is uniquely defined on the whole domain.
Note that source term integrals can be computed explicitly, since sh and (us)h are piecewise products
of polynomials.
With these approximations, the cell-averaged source term used in the finite volume method in
the i-th cell is computed from
si :=
 0sh(x)
(us)h(x)

as described in Eq. (11) using the exact integration.
Remark 1 Note that any other high order source term approximation can be used in our algorithm,
as long as it provides a function which is defined in the whole cell and that can be consistently
extrapolated to neighboring cells.
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2.3.2 Local hydrostatic reconstruction
The basic idea of the local hydrostatic reconstruction is to reconstruct deviations to a high order
accurate local equilibrium profile Qeqi (x) consistent with the cell-averaged conserved variables. To
find a cell’s equilibrium profile the source term is integrated to neighboring cells. This procedure will
now be described in technical detail.
Step 1 We begin by the construction of the high-order local equilibrium profile. A one-dimensional
hydrostatic equilibrium is by definition given by the solution of the hydrostatic equation
dpeq
dx
= −ρ(x)g(x). (12)
Note that the above equation only describes a mechanical equilibrium and no thermal equilibrium
is explicitly implied. We build the local pressure equilibrium profile peqi (x) within the i-th cell by
simply integrating Eq. (12)
peqi (x) = p0,i +
∫ x
xi
sh(ξ) dξ, (13)
where p0,i is the point value of the pressure at cell center xi, and ρ
eq
i (x) the equilibrium density
profile within cell Ωi.
The equilibrium internal energy density εeqi (x) profile can be computed through the EoS:
εeqi (x) = ε (ρ
eq
i (x), p
eq
i (x)) . (14)
For the equilibrium discretization we choose ρeq = ρrec. The computational cost of this computation
depends strongly on the functional form of the EoS. In the ideal gas case, the computation is trivial
and can be performed explicitly
εeqi (x) =
peqi (x)
γ − 1 . (15)
The cell center pressure p0,i, which anchors the equilibrium pressure profile Eq. (13) at cell center,
is fixed by demanding that the equilibrium internal density profile is consistent up to the desired
order of accuracy with the cell average of internal energy density εˆi within cell Ωi:
εˆi =
1
∆x
∫ x
i+1
2
x
i− 1
2
εeqi (x) dx. (16)
Here, εˆi is an estimate of the cell-averaged internal energy density in cell Ωi. The latter is, following
[23], estimated from the conserved variables as
εˆi = Eˆi − 1
2
ρˆu2i
ρˆi
, (17)
which is exact at equilibrium (u = 0).
For general EoS, Eq. (16) is a scalar nonlinear equation for the cell center pressure p0,i. The
general case is discussed in Section 2.4.3.
In the ideal gas case, Eq. (16) is linear and can be solved explicitly to yield
p0,i = (γ − 1)εˆi + 1
∆x
∫ x
i+1
2
x
i− 1
2
∫ x
xi
sh(ξ) dξdx. (18)
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Now that the pressure at cell center p0,i is fixed, we have fully specified the high-order accurate
representation of the equilibrium conserved variables in cell Ωi:
Qeqi (x) =
ρeqi (x)0
εeqi (x)
 . (19)
Similarly, the equilibrium reconstruction of the primitive variables are given by
Weqi (x) =
ρeqi (x)0
peqi (x)
 . (20)
We stress here that the equilibrium density reconstruction is simply the result provided by the
standard reconstruction procedure R, i.e. ρeqi (x) = ρreci (x).
Step 2 Next, we develop the high-order equilibrium preserving reconstruction procedure. To this
end, we follow e.g. [23,4] and decompose in every cell the solution into an equilibrium and a (not
necessarily small) perturbation part. The equilibrium part in cell Ωi is simply given by Q
eq
i (x) of Eq.
(19). The perturbation part in cell Ωi is obtained by applying the standard reconstruction procedure
R to the cell-averaged equilibrium perturbation
δQreci (x) = R
(
x;
{
δQˆk
}
k∈Si
)
, δQˆk = Qˆk − 1
∆x
∫ x
k+1
2
x
k− 1
2
Qeqi (ξ) dξ (21)
We note that the cell average of the equilibrium perturbation in cell Ωk is obtained by taking the
difference between the cell average Qˆk and the cell average Qˆ
eq
i of the equilibrium in cell Ωk. The
latter is obtained by integrating the equilibrium profile Qeqi of cell Ωi over Ωk. It is clear, that this
construction results in a min(q, r)-th order accurate representation of the equilibrium perturbation
in cell Ωi.
Step 3 The complete equilibrium preserving reconstruction W is obtained by the sum of the equi-
librium and perturbation reconstruction
Qreci (x) =W
(
x; {Qˆk}k∈Si
)
= Qeqi (x) + δQ
rec
i (x). (22)
This concludes the description of the equilibrium preserving reconstruction procedure. Replacing
only this component in a finite volume method renders it well-balanced for arbitrary hydrostatic
equilibria, i.e., only a mechanical equilibrium and no thermal equilibrium needs to be explicitly
assumed. In the rest of the article, we will refer to the method introduced in this section as discretly
well-balanced (DWB) method.
2.3.3 Well-balanced property of the discretely well-balanced method
We summarize the well-balancing property of the DWB method in the following theorem.
Theorem 2.1 Consider the scheme (5) with a consistent, Lipschitz continuous, and contact property
fulfilling (Definition 1) numerical flux F , an m-th order accurate spatial reconstruction procedure R,
the hydrostatic reconstruction W (Eq. (22)) and the gravitational source term (11).
This scheme has the following properties:
(i) The scheme is at least min(q,m)-th order accurate in space (for smooth solutions).
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(ii) For ideal gas, the scheme is well-balanced in the sense that it preserves the discrete hydrostatic
equilibrium defined by
p0,i+1 − p0,i =
∫ xi+1
xi
sh(ξ) dξ, ui = 0, ∀ i, (23)
where p0,i+1 and p0,i are computed as described in Eq. (18).
Proof (i) The overall accuracy of the scheme is determined by the accuracy of reconstruction (m)
and source term integration (q), which is min(q,m).
(ii) Due to ˆ(ρu)i = 0 and Eq. (17) we have Eˆi = εˆi. Consistency of the reconstruction in Eqs. (21)
and (22) ensures δEi(x) = 0 for all i. Using Eq. (23) we have
peqi+1(xi+ 1
2
) = p0,i+1+
∫ x
i+1
2
xi+1
sh(ξ) dξ = p0,i+
∫ xi+1
xi
sh(ξ) dξ+
∫ x
i+1
2
xi+1
sh(ξ) dξ = p0,i+
∫ x
xi
sh(ξ) dξ
= peqi (xi+ 1
2
).
For an ideal gas this involves
Ereci+1(xi+ 1
2
) = δEi+1(xi+ 1
2
) +
peqi+1(xi+ 1
2
)
γ − 1 = δEi(xi+ 12 ) +
peqi (xi+ 1
2
)
γ − 1 = E
rec
i (xi+ 1
2
).
For an ideal gas, hence also the interface pressure values coincide and take the value p
L/R
i+ 1
2
=
peqi
(
xi+ 1
2
)
. Due to the contact property of the numerical flux we have
1
∆x
((
Fi+ 1
2
)
ρu
−
(
Fi− 1
2
)
ρu
)
=
1
∆x
(
peqi
(
xi+ 1
2
)
− peqi
(
xi+ 1
2
))
=
1
∆x
∫ x
i+1
2
x
i− 1
2
sh(x) dx =
(
Sˆi
)
ρu
in the momentum equation. Also, since the contact property holds and the corresponding conditions
are met (same pressure on both interfaces, no velocity), the density and energy fluxes vanish following
Definition 1.
2.3.4 Stencil of the discretely well-balanced method
As in the whole article, we will assume that the order of reconstruction m to be odd. To update the
cell-average values Qˆi, a standard m-th order method requires Qˆi−m+1
2
, . . . , Qˆi+m+1
2
. This includes
m−1
2 cells in each direction for the reconstruction and one for the flux computations from the
reconstructed values in the i− 1, i, and i+ 1 cell.
The DWB increases the stencil in the following way: The transformation to local hydrostatic
variables requires the values of sh in each cell in the reconstruction stencil. This adds
m−1
2 cells in
each direction to the stencil. In total, to update the cell-average values Qˆi, the methods require the
values Qˆi−m, . . . , Qˆi+m.
Depending on the application (especially in parallel computing using a domain decomposition),
this increased stencil can lead to a considerable increase in computation time and memory. As a
possible solution to this problem, we propose a modified method in the next section. This method
only uses the stencil of the standard method.
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2.4 The local approximation method
The reason for the increased stencil in the previous methods is that the source term has to be dis-
cretized in each cell of the CWENO stencil. To avoid this, we will now do the following: To compute
the hydrostatic pressure with respect to the i-th cell, we only use the source term discretization from
the i-th cell. This definition is extended to the whole domain in the trivial way without using addi-
tional information. Consequently, there is no unique source term discretization. Instead it depends
on the cell in which we aim to reconstruct.
To achieve this, we only have to modify Eq. (13) in the well-balanced method by using sih instead
of sh; the local hydrostatic reconstruction of the pressure is given by
peq,i(x) = p0,i −
∫ x
xi
sih(ξ) dξ. (24)
Thus, instead of using the globally defined source term approximation sh, we extrapolate the source
term polynomial from the i-th cell to the neighboring cells. This only effects the reconstruction of
the energy deviations. The rest of the method remains unmodified. In the rest of the article, we refer
to this modified method as local approximation (LA) method.
2.4.1 Stencil of the local approximation method
In the modified method, the reconstruction routine only requires the local hydrostatic pressure
polynomial from the i-th cell. The stencil of the method is now the same as the stencil of the
standard method of the same formal order of accuracy.
2.4.2 Well-balanced property of the local approximation method
For the LA method defined in Section 2.4, there is no globally defined hydrostatic pressure function.
Consequently, in general there is no well-defined cell-to-cell relation like Eq. (23), which is balanced
to machine precision. The relation only holds if the hydrostatic pressure polynomials in different
cells can be described as one global polynomial.
Whether the LA methods actually succeeds in significantly reducing the discretization error at
hydrostatic solutions has to be tested in numerical experiments.
2.4.3 The local approximation method for arbitrary EoS
In this section we extend our well-balanced methods to arbitrary EoS. In the description of our
well-balanced methods we used the assumption of an ideal gas law. It is used in all places, in
which there is an conversion between pressure and internal energy, i.e. in Eqs. (16) and (18). If a
different EoS, which may not be explicitly solvable and highly nonlinear, is used, the cell averages
of εeq have to be computed using a sufficiently accurate quadrature rule. Equation (16) can not be
solved explicitly anymore to find p0. Instead, p0 can be computed numerically, e.g. using Newton’s
method on Eq. (16). These methods will be referred to as discretely well-balanced method (iterative
computation of p0) (DWB-EoS) and local approximation method (iterative computation of p0) (LA-
EoS). However, since in each step of Newton’s method a quadrature rule is applied we expect this
approach to determine p0 to be computationally very expensive.
We propose the following simplification: Choose
ε0,i := E
rec
i (xi)− 1
2
((ρu)reci (xi))
2
ρreci (xi)
,
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which is the cell-centered internal energy computed from the CWENO reconstruction polynomials.
Then apply the EoS to compute
p0,i := pEoS (ρ
rec
i (xi), ε0,i) .
The resulting methods will be referred to as discretely well-balanced method (fast computation of
p0) (DWB-EoSF) and local approximation method (fast computation of p0) (LA-EoSF).
The methods DWB-EoS, DWB-EoSF, LA-EoS, and LA-EoSF can not satisfy a theorem like The-
orem 2.1, however, we expect them to significantly improve the quality of numerical simulations close
to hydrostatic states. The methods for general EoS will be applied in numerical tests in Sections 3.3.1
and 3.3.2.
3 Numerical experiments in one spatial dimension
In all numerical experiments in this section we use the standard Roe flux [46]. For the third order
methods we use the third order accurate CWENO3 reconstruction proposed in [32] and the third-
order accurate, four stage explicit Runge–Kutta method from [33]. For the fifth order accurate
methods we use the fifth order accurate CWENO5 reconstruction proposed in [8] and the fifth order
accurate standard Runge–Kutta method from [45].
3.1 Isothermal hydrostatic solution
We consider an isothermal hydrostatic solution of the 1-d compressible Euler equations with gravi-
tational source term and the ideal gas equation of state (we choose γ = 1.4) given by
ρ˜(x) = p˜(x) = exp(−φ(x)), u˜ ≡ 0. (25)
We set these initial conditions in the domain Ω = [0, 1] for φ(x) = −10x with Dirichlet boundary
conditions and φ(x) = sin(2pix) with periodic boundary conditions. Dirichlet boundary conditions
are realized via constant-in-time ghost-cells, which are initialized with the exact solution (i.e. Eq. (25)
in this case). For this isothermal solution the speed of sound is c =
√
γp/ρ =
√
γ. The sound crossing
time is defined as
τ :=
∫
Ω
1
c
dx (26)
which yields τ =
√
1/γ. We run the test test up to final time t = 2τ ≈ 1.7. Convergence rates
for the standard method and the proposed well-balanced methods can be seen in Tables 1 and 2.
The standard method shows convergence rates as expected. The well-balanced methods are not
only more accurate than the standard method, they also show better convergence. Using the DWB
method increases the order of accuracy by one order, using the LA method increases it by two orders.
The initial condition does not satisfy the discrete hydrostatic conditions in the theorem, so the
errors are not zero. We now apply the DWB method to a slightly modified setup; we use the density
given in Eq. (25) and integrate the internal energy such that it satisfies Eq. (23). This initial data
are a third or fifth order accurate discretization of Eq. (25) respectively. The errors can be seen in
Table 3. The DWB method maintains the discretized hydrostatic solution to machine precision. This
is valid for the third as well as the fifth order methods.
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Table 1: L1-errors for an isothermal hydrostatic solution of the Euler equations after two sound cross-
ing times computed using different methods. The setup is described in Section 3.1, the gravitational
potential is φ(x) = −10x.
third order methods, φ(x) = −10x
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.28e-05 – 5.25e-06 – 1.07e-04 –
256 2.82e-06 3.0 6.54e-07 3.0 1.29e-05 3.0
512 3.52e-07 3.0 8.21e-08 3.0 1.59e-06 3.0
DWB 128 1.10e-07 – 1.78e-08 – 2.03e-07 –
256 6.62e-09 4.0 1.11e-09 4.0 1.23e-08 4.0
512 4.09e-10 4.0 6.98e-11 4.0 7.60e-10 4.0
LA 128 3.69e-07 – 8.49e-08 – 1.65e-06 –
256 1.11e-08 5.1 2.57e-09 5.0 4.95e-08 5.1
512 3.28e-10 5.1 7.69e-11 5.1 1.42e-09 5.1
fifth order methods, φ(x) = −10x
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 7.20e-08 – 1.38e-08 – 3.19e-07 –
256 2.24e-09 5.0 4.41e-10 5.0 1.01e-08 5.0
512 6.97e-11 5.0 1.39e-11 5.0 3.14e-10 5.0
DWB 128 3.41e-10 – 3.92e-11 – 6.59e-10 –
256 5.39e-12 6.0 6.86e-13 5.8 1.03e-11 6.0
512 8.28e-14 6.0 1.10e-14 6.0 1.52e-13 6.1
LA 128 1.75e-10 – 3.72e-11 – 6.03e-10 –
256 1.78e-12 6.6 3.84e-13 6.6 6.60e-12 6.5
512 1.57e-14 6.8 3.52e-15 6.8 5.11e-14 7.0
Table 2: L1-errors for an isothermal hydrostatic solution of the Euler equations after two sound cross-
ing times computed using different methods. The setup is described in Section 3.1, the gravitational
potential is φ(x) = sin(2pix).
third order methods, φ(x) = sin(2pix)
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 7.03e-05 – 7.89e-05 – 3.00e-04 –
256 8.76e-06 3.0 1.13e-05 2.8 3.64e-05 3.0
512 1.09e-06 3.0 1.54e-06 2.9 4.65e-06 3.0
DWB 128 4.53e-08 – 1.07e-07 – 1.48e-07 –
256 2.79e-09 4.0 6.78e-09 4.0 9.14e-09 4.0
512 1.69e-10 4.0 4.19e-10 4.0 5.55e-10 4.0
LA 128 2.66e-07 – 1.51e-07 – 7.02e-07 –
256 8.70e-09 4.9 7.06e-09 4.4 2.50e-08 4.8
512 2.68e-10 5.0 3.72e-10 4.2 9.14e-10 4.8
fifth order methods, φ(x) = sin(2pix)
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.40e-07 – 9.10e-09 – 2.55e-07 –
256 4.40e-09 5.0 3.10e-10 4.9 8.07e-09 5.0
512 1.38e-10 5.0 1.02e-11 4.9 2.53e-10 5.0
DWB 128 1.64e-10 – 3.43e-10 – 5.45e-10 –
256 2.60e-12 6.0 5.44e-12 6.0 8.61e-12 6.0
512 9.24e-14 4.8 4.14e-14 7.0 2.01e-13 5.4
LA 128 2.75e-10 – 1.97e-10 – 5.15e-10 –
256 1.78e-12 7.3 3.09e-12 6.0 4.36e-12 6.9
512 8.19e-14 4.4 2.43e-14 7.0 2.17e-13 4.3
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Table 3: balanced L1-errors for an discrete isothermal hydrostatic solution of the Euler equations
after time t = 2 computed using different methods with a resolution of 128 cells. The initial data
satisfy Eq. (23). The setup is described in Section 3.1.
Method ρ error ρu error E error
Third order DWB 1.28e-16 7.64e-17 7.44e-16
Fifth order DWB 1.33e-16 1.57e-16 1.67e-16
Table 4: L1-errors for the isothermal hydrostatic solution with perturbation η = 10−1 of the Euler
equations after time t = 0.5 computed using different methods. The setup is described in Section 3.2.
third order methods
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.67e-04 – 2.66e-04 – 5.73e-04 –
256 3.02e-05 2.5 4.09e-05 2.7 9.78e-05 2.6
512 5.51e-06 2.5 6.28e-06 2.7 1.73e-05 2.5
DWB 128 2.33e-04 – 2.55e-04 – 7.59e-04 –
256 4.16e-05 2.5 4.29e-05 2.6 1.26e-04 2.6
512 6.41e-06 2.7 6.10e-06 2.8 1.80e-05 2.8
LA 128 2.32e-04 – 2.54e-04 – 7.55e-04 –
256 4.16e-05 2.5 4.28e-05 2.6 1.25e-04 2.6
512 6.41e-06 2.7 6.10e-06 2.8 1.80e-05 2.8
fifth order methods, φ(x) = sin(2pix)
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 3.27e-06 – 3.83e-06 – 1.16e-05 –
256 1.26e-07 4.7 1.50e-07 4.7 4.49e-07 4.7
512 4.00e-09 5.0 4.81e-09 5.0 1.42e-08 5.0
DWB 128 4.49e-06 – 5.42e-06 – 1.59e-05 –
256 1.78e-07 4.7 2.11e-07 4.7 6.33e-07 4.7
512 6.18e-09 4.8 7.30e-09 4.9 2.20e-08 4.8
LA 128 4.49e-06 – 5.42e-06 – 1.59e-05 –
256 1.78e-07 4.7 2.11e-07 4.7 6.33e-07 4.7
512 6.18e-09 4.8 7.30e-09 4.9 2.20e-08 4.8
3.2 1-d hydrostatic solution with perturbation
Now we use the periodic potential φ(x) = sin(2pix) for the isothermal solution and add a perturbation
ρ(x) = ρ˜(x), u(x) = u˜(x), p(x) = p˜(x) + η exp
(
−100
(
x− 1
2
)2)
(27)
with η = 10−1. We compute this test up to time t = 0.5. We compare the results with a simulation
obtained from a seventh order standard method on a grid of 2024 cells. The errors and convergence
rates of the standard and well-balanced methods are shown in Table 4. All methods show rates
close to the expected rates for third and fifth order convergence, respectively. Next, to illustrate the
capability of the well-balanced methods to capture small perturbations on the hydrostatic solution on
a coarse grid, we use different grid sizes and methods for a perturbation amplitude of η = 10−5. The
result at time t = 0.5 is shown in Figs. 1 and 2. The well-balanced methods succeed in resolving the
perturbation significantly more accurately than the non-well-balanced standard method; the errors
from the standard method are so large that they are not completely visible in the figures. The LA
method is able to capture the small perturbations as accurately the DWB well-balanced method.
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Fig. 1: Density deviation from the hydrostatic background for η = 10−5 using different grids at
t = 0.5. Third order methods have been used. The test setup is described in Section 3.2.
3.3 Hydrostatic solution for an non-ideal gas equation of state
3.3.1 Polytropic hydrostatic solution
Polytropic solutions of Eq. (1) are given by
θ(x) := 1− ν − 1
ν
φ(x), ρ˜(x) = θ(x)
1
ν−1 , p˜(x) := ρ˜(x)ν , (28)
and u = 0. Equation (28) describes a static state of the compressible Euler equations independent
from the EoS. We choose the equation of state for an ideal gas which is additionally subject to
radiation pressure [12]
p = ρT + T 4, (29)
where the temperature T is defined implicitly via
ε =
ρT
γ − 1 + 3T
4. (30)
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Fig. 2: Density deviation from the hydrostatic background for η = 10−5 using different grids at
t = 0.5. Fifth order methods have been used. The test setup is described in Section 3.2.
The conversion between pressure p and internal energy density ε (while knowing the density ρ) can
not be computed explicitly. Instead, we use Newton’s method to convert between p and ε. The speed
of sound for this EoS can be computed by
c =
√
Γ1p
ρ
where Γ1 = β +
(4− 3β)2(γ − 1)
β + 12(γ − 1)(1− β) with β =
ρT
p
. (31)
The speed of sound is also computed using Newton’s method. As for the ideal gas we use γ = 1.4.
For the gravity potential we choose φ(x) = gx with constant g = −1. The domain is Ω = [0, 1]
and Dirichlet boundary conditions are applied. The sound crossing time for this setup, computed
from Eq. (26) and Eq. (31), is τ ≈ 0.7. We run the test to a final time of t = 10 ≈ 14τ . We use
a standard method and the extensions of the DWB and LA methods for general EoS as described
in Section 2.4.3. For the DWB method we use the iterative (DWB-EoS) and the fast (DWB-EoSF)
computation of the cell-centered pressure. For the LA method we only use the fast computation
(LA-EoSF), since the LA method it is an approximate well-balanced method anyway.
The L1-errors and convergence rates of the tests are shown in Table 5. Using the well-balanced
methods significantly reduces the errors (about one to two orders of magnitude). Note, that the
difference between the two different versions of the DWB method is small. This justifies the usage
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Table 5: L1-errors and rates for the polytropic hydrostatic solution with an EoS for ideal gas with
radiation pressure at time t = 10 computed using different third order accurate methods. The setup
is described in Section 3.3.1.
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 16 8.24e-06 – 4.06e-06 – 1.01e-05 –
32 1.17e-06 2.8 5.68e-07 2.8 1.10e-06 3.2
64 1.64e-07 2.8 8.68e-08 2.7 1.08e-07 3.3
DWB-EoS 16 6.72e-07 – 6.74e-07 – 4.96e-07 –
32 9.13e-08 2.9 9.24e-08 2.9 5.57e-08 3.2
64 1.32e-08 2.8 1.35e-08 2.8 5.73e-09 3.3
DWB-EoSF 16 6.77e-07 – 6.93e-07 – 4.83e-07 –
32 9.26e-08 2.9 9.48e-08 2.9 5.42e-08 3.2
64 1.33e-08 2.8 1.38e-08 2.8 5.65e-09 3.3
LA-EoSF 16 3.55e-07 – 1.72e-07 – 4.27e-07 –
32 5.03e-08 2.8 2.39e-08 2.8 4.71e-08 3.2
64 7.01e-09 2.8 3.65e-09 2.7 4.69e-09 3.3
of the simplified and much faster computation of p0. The LA-EoSF method performs best. For the
general EoS we do not observe the increased order of convergence that was observed in Section 3.1
in the case of the ideal gas EoS.
3.3.2 Perturbation on a polytropic hydrostatic solution
Now we add a Gaussian perturbation to the hydrostatic solution and use the initial data
ρ(x) = ρ˜(x), p(x) = p˜(x) + η exp
(
−100 (x− 0.3)2
)
,
and u = 0 with η = 10−7. We evolve those initial data to time t = 0.1 with 128 grid cells resolution.
Third order standard and well-balanced methods are applied. In the well-balanced methods we use
the simplified way of computing the cell-centered pressure as described in Section 2.4.3 (DWB-EoSF,
LA-EoSF). The result is shown in Fig. 3. The reference solution is computed using the seventh order
accurate exactly well-balanced method from [4] on a grid of 2048 cells. Both well-balanced methods
yield results much closer to the reference solution compared to the standard method. It gets evident
that the approximate well-balanced methods can help resolving perturbations to hydrostatic states
more accurately even with an equation of state different from ideal gas.
3.4 Riemann problem on an isothermal hydrostatic state
In the next test we use the initial data
ρ˜(x) :=
{
ac exp(−aφ(x)) if x < x0,
b exp(−bφ(x)) if x ≥ x0, (32)
p˜(x) :=
{
c exp(−aφ(x)) if x < x0,
exp(−bφ(x)) if x ≥ x0. (33)
Eqs. (32) to (33) describe a piecewise isothermal hydrostatic solution with a jump discontinuity at
x = x0, which gives rise to all three waves of the Euler equations; the parameters are chosen as
x0 = 0.125, a = 0.5, b = 1, c = 2. An ideal gas EoS with γ = 1.4 is applied. We set these initial data
on the domain [0, 0.25] and evolve them to the final time t = 0.02 using our third and fifth order
methods on a grid with 128 cells and Dirichlet bounday conditions. Additionally we run the same tests
using unlimited polynomial reconstruction and interpolation instead of CWENO reconstruction and
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Fig. 3: Small perturbation (η = 10−7) on a polytropic hydrostatic solution with an EoS for ideal gas
with radiation pressure after time t = 0.1 computed using different third order accurate methods.
The setup is described in Section 3.3.2. Energy perturbations E − E˜ are shown.
interpolation. As a reference solution to compute the error we use a numerical solution obtained using
a standard first order method with 32768 cells. In Fig. 4 we see the numerical results at final time
for the LA methods. The simulations using unlimited polynomial reconstruction and interpolation
introduce spurious oscillations. When CWENO limiting is used, no oscillations are visible. Using the
DWB method leads to very similar results, hence we omit showing them for brevity.
To give quantitative results, we also compute the total variation of the solution at final time for
all methods. The total variation of a quantity α = ρ, ρu,E of a numerical solution is defined by
TV(α) :=
N∑
i=1
|αi − αi−1|.
In Table 6 we present the difference in total variation relative to the total variation of the reference
solution
θ(α) :=
TV(α)
TV(αref)
− 1. (34)
A negative value of θ indicates, that the total variation is smaller than in the reference solution. A
positive value of θ means that there are additional oscillations. In Table 6, the θ values for different
methods with and without CWENO limiting are presented alongside the L1 errors. All methods
using CWENO limiting lead to a decrease in total variation in conserved variables. All unlimited
methods introduce spurious oscillations.
4 Extension to two spatial dimensions
4.1 Two-dimensional compressible Euler equations with gravity
The two-dimensional compressible Euler equations which model the balance laws of mass, momen-
tum, and energy under the influence of gravity are given by
∂tq + ∂xf + ∂yg = s, (35)
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Fig. 4: Initial data (top left panel), reference solution (top right panel), and simulation results (all
other panels) for the tests performed in Section 3.4. The formally third and fifth order LA methods
are used with and without CWENO limiting.
where the conserved variables, fluxes and source terms are
q =

ρ
ρu
ρv
E
 , f =

ρu
p+ ρu2
ρuv
(E + p)u
 , g =

ρv
ρuv
p+ ρv2
(E + p)v
 , s =

0
−ρgx
−ρgy
−ρugx − ρvgy
 (36)
with ρ, p > 0. Moreover, E = ε+ 12ρ|v|2 is the total energy density with the velocity v = (u, v)T and
specific internal energy e. The vector valued function x 7→ g(x) = (gx(x), gy(x))T with x := (x, y)T
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Table 6: Errors and total variation for the robustness test from Section 3.4 at final time t = 0.02.
The formally third and fifth order standard and well-balanced methods (DWB an dLA) are used
with and without CWENO limiting. The oscillation indicator θ is defined in Eq. (34).
third order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)
unlimited
Standard 5.81e-04 2.50e-02 7.72e-04 2.30e-01 3.05e-03 4.70e-02
DWB 5.81e-04 2.50e-02 7.74e-04 2.31e-01 3.06e-03 4.72e-02
LA 5.81e-04 2.50e-02 7.74e-04 2.31e-01 3.06e-03 4.71e-02
CWENO 3
Standard 6.51e-04 -4.18e-02 8.30e-04 -2.76e-02 3.25e-03 -5.73e-06
DWB 6.57e-04 -3.95e-02 8.33e-04 -2.70e-02 3.28e-03 -5.74e-06
LA 6.56e-04 -3.96e-02 8.33e-04 -2.70e-02 3.28e-03 -5.74e-06
fifth order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)
unlimited
Standard 5.20e-04 1.10e-01 6.91e-04 4.67e-01 2.66e-03 1.20e-01
DWB 5.20e-04 1.10e-01 6.92e-04 4.68e-01 2.66e-03 1.20e-01
LA 5.20e-04 1.10e-01 6.92e-04 4.68e-01 2.66e-03 1.20e-01
CWENO 5
Standard 5.00e-04 -3.67e-02 6.82e-04 -2.50e-02 2.79e-03 -5.74e-06
DWB 4.76e-04 -3.35e-02 6.48e-04 -2.35e-02 2.71e-03 -5.74e-06
LA 4.76e-04 -3.36e-02 6.47e-04 -2.38e-02 2.71e-03 -5.74e-06
is a given gravitational field. As in the one-dimensional case the system is closed using an EoS, which
relates ρ, p, and ε.
4.2 Finite volume method in two spatial dimensions
We discretize the spatial domain Ω := [xmin, xmax]× [ymin, ymax] with xmin < xmax and ymin < ymax
into Nx × Ny finite control volumes Ωij :=
[
xi− 1
2
, xi+ 1
2
]
×
[
yj− 1
2
, yj+ 1
2
]
for i = 1, . . . , Nx and
j = 1, . . . , Ny. The interface positions in the x and y-direction are xi+ 1
2
:= xmin + i∆x and yj+ 1
2
:=
ymin+j∆y with ∆x = (xmax−xmin)/Nx,∆y = (ymax−ymin)/Ny for i = 0, . . . , Nx and j = 0, . . . , Ny.
The cell-centered coordinates are given by xij = (xi, yj)
T =
(
1
2
(
xi− 1
2
+ xi+ 1
2
)
, 12
(
yj− 1
2
+ yj+ 1
2
))
.
The compressible Euler equations with gravity (Eq. (35)) are integrated over each control volume
and using some discretizations yields
∂tQˆij = − 1|Ωij |
[
Fi+ 1
2
,j − Fi− 1
2
,j + Gi,j+ 1
2
−Gi,j− 1
2
]
+ Sˆij , (37)
where the interface fluxes are approximated by
Fi+ 1
2
,j := Qy∈[yj− 1
2
,y
j+1
2
]
(
F
(
Qrecij
(
xi+ 1
2
, y
)
,Qreci+1,j
(
xi+ 1
2
, y
)))
≈
∫ y
j+1
2
y
j− 1
2
f(q(xi+ 1
2
, y)) dy, (38)
Gi,j+ 1
2
:= Qx∈[x
i− 1
2
,x
i+1
2
]
(
G
(
Qrecij
(
x, yj+ 1
2
)
,Qreci,j+1
(
x, yj+ 1
2
)))
≈
∫ x
i+1
2
x
i− 1
2
g(q(x, yj+ 1
2
)) dx.
(39)
Here, Q is an m-th order accurate quadrature rule, F and G are numerical fluxes as defined in Sec-
tion 2.2, i.e. they are consistent, Lipschitz-continuous in both arguments, and they satisfy the contact
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property. The reconstructed quantities Qrecij are obtained from an m-th order accurate reconstruction,
i.e.
Qrecij (x) := R
(
x,
{
Qˆkl
}
(k.l)∈Sij
)
,
where Sij is the set of all index tuples of cells in the stencil of the reconstruction. Sˆij is a consistent
source term discretization. In practical application of the standard method (in Section 5) we use the
source term discretization which is introduced later in Eq. (40). The semi-discrete scheme is evolved
in time using a sufficiently high order accurate Runge–Kutta method.
4.3 Discretely well-balanced method
In the tests of the one-dimensional methods, we saw that the method with reduced stencil (LA)
converges better to hydrostatic states and gives more accurate results than the method with the
large stencil (DWB). Also, in two spatial dimensions, a relation like Eq. (23) can not be easily
defined for our polynomial approximation of the source term, since the curve integral is in general
path-dependent, unless the gravitational field is parallel to grid lines. This rules out the formulation
of a well-balanced theorem for a genuinely two-dimensional method. Since in multi-dimensional
simulations, the compactness of the stencil is usually even more important, we only extend the
LA method to two spatial dimensions. These methods will not be exactly well-balanced and the
numerical experiments will show if they are useful in practice.
4.3.1 Source term discretization
Let us define the source term approximation
sijh (x) :=
(
sijx,h(x)
sijy,h(x)
)
:=
(−ρrecij (x)(gx)intij (x)
−ρrecij (x)(gy)intij (x)
)
,
(v · s)ijh (x) :=− (ρu)recij (x)(gx)intij (x)− (ρv)recij (x)(gy)intij (x),
where ρrecij and (ρv)
rec
ij :=
(
(ρu)recij , (ρv)
rec
ij
)T
are m-th order accurate CWENO reconstruction poly-
nomials in the ij-th cell. gintij is an m-the order accurate interpolation polynomial from the cell-
centered point values of g. CWENO interpolation could be used if g is not smooth. Note, that the
statement from Remark 1 is also valid in the two-dimensional case. Due to the polynomial character
of sijh and (v · s)ijh the source term integrals can be computed explicitly.
The cell-averaged source term used in the finite volume method in the i-th cell is hence computed
as
Sˆij :=
1
|Ωij |
∫
Ωij

0
sijx,h(x)
sijy,h(x)
(v · s)ijh (x)
 dx. (40)
4.3.2 Reconstruction
We construct a local approximation to the hydrostatic pressure in the cell Ωij . For that, we first
define the local hydrostatic density ρeqij := ρ
rec
ij . To obtain the hydrostatic pressure, we use the
approach
peqij (x) := p
0
ij +
∫ 1
0
sijh (xij + (x− xij)t) · (x− xij) dt (41)
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for the approximation in the cell Ωij . The cell-centered pressure value p
0
ij is determined by demanding
1
|Ωij |
∫
Ωij
εeqij (x) dx = εˆij , (42)
where
εeqij (x) := εEoS
(
ρeqij (x), p
eq
ij (x)
)
is defined via the EoS and the cell-averaged internal energy density is computed using
εˆij := Eˆij −
ˆ(ρu)
2
ij +
ˆ(ρv)
2
ij
2ρˆij
. (43)
Note that the relation Eq. (43) is only second order accurate in general. However, on hydrostatic
solutions it is exact since the momentum term vanishes in that case. Assuming an ideal gas, Eqs. (41)
and (42) yield
p0ij = (γ − 1)εˆij − 1|Ωij |
∫
Ωij
∫ 1
0
sh(xij + (x− xij)t) · (x− xij) dt dx. (44)
Now that the pressure at cell center p0,ij is fixed, we have fully specified the high-order accurate
representation of the equilibrium conserved variables in cell Ωij :
Qeqij (x) =

ρeqij (x)
0
0
εeqij (x)
 . (45)
Similarly, the equilibrium reconstruction of the primitive variables are given by
Weqij (x) =

ρeqij (x)
0
0
peqij (x)
 . (46)
We stress here that the equilibrium density reconstruction is simply the result provided by the
standard reconstruction procedure R.
Next, we develop the high-order equilibrium preserving reconstruction procedure. To this end,
as in e.g. [5,23], we decompose in every cell the solution into an equilibrium and a (possibly large)
perturbation part. The equilibrium part in cell Ωij is simply given by Q
eq
ij (x) of Eq. (45) above. The
perturbation part in cell Ωij is obtained by applying the standard reconstruction procedure R to
the cell-averaged equilibrium perturbation
δQij(x) = R
(
x;
{
δQˆkl
}
(k,l)∈Sij
)
, δQˆkl = Qˆkl − 1|Ωij |
∫
Ωkl
Qeqij (ξ) dξ (47)
We note that the cell average of the equilibrium perturbation in cell Ωkl is obtained by taking the
difference between the cell average Qˆkl and the cell average of the equilibrium Qˆ
eq
ij in cell Ωkl.
The complete equilibrium preserving reconstruction W is then obtained by the sum of the equi-
librium and perturbation reconstruction
Qij(x) =W
(
x;
{
Qˆkl
}
(k,l)∈Sij
)
= Qeqij (x) + δQij(x). (48)
Remark 2 The method can be applied for arbitrary EoS by extending the modifications from Sec-
tion 2.4.3 to two spatial dimensions in a straight forward way.
Remark 3 The approximate well-balanced method presented in this section can be extended to three
spatial dimensions without further complications.
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Table 7: L1-errors for the 2-d polytrope described in Section 5.1.
method N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
Standard 32 1.40e-04 – 1.56e-05 – 1.56e-05 – 7.01e-05 –
64 1.78e-05 3.0 1.92e-06 3.0 1.92e-06 3.0 8.79e-06 3.0
128 2.24e-06 3.0 2.23e-07 3.1 2.23e-07 3.1 1.10e-06 3.0
LA 32 1.55e-07 – 1.57e-08 – 1.57e-08 – 9.58e-08 –
64 5.04e-09 4.9 6.04e-10 4.7 6.04e-10 4.7 3.29e-09 4.9
128 1.67e-10 4.9 2.39e-11 4.7 2.39e-11 4.7 1.21e-10 4.8
5 Numerical experiments in two spatial dimensions
In all numerical experiments in this section we use the standard Roe flux [46], Gauss-Legendre
quadrature rules and the third order accurate CWENO3 reconstruction proposed in [39]. The semi-
discrete schemes are evolved in time using a third-order accurate, four stage explicit Runge–Kutta
method [33].
5.1 Two-dimensional polytrope
In this test, we apply our two-dimensional well-balanced method (LA) on a two-dimensional poly-
trope. A polytrope is a hydrostatic configuration of an adiabatic gaseous sphere held together by
self-gravitation. The test setup is given by [23]
ρ˜(x) :=
sin
(√
2pi |x|)√
2pi |x| , p˜(x) := ρ˜(x)
γ , g := ∇φ(x), φ(x) := −2sin
(√
2pi |x|)√
2pi |x| , (49)
where we choose γ = 2 and the functions ρ and φ are extended to x = 0 continuously. We set these
initial conditions on Cartesian meshes for the domain [−0.5, 0.5]2 and use our third order accurate
standard and LA method on these initial data. We evolve them until time t = 5, which corresponds
to approximately 6 sound crossing times. At the boundaries, we use Dirichlet boundary conditions.
The resulting errors and convergence rates at different resolutions are presented in Table 7. Using
the well-balanced method significantly reduces the error, even though the gravity is not aligned with
a coordinate direction in this setup. Moreover, as in previous tests, the increased order of accuracy
on the hydrostatic solution is observed for the LA method.
5.2 Perturbation on the two-dimensional polytrope
As in [23], we now add a perturbation to the polytrope to study if the application of our well-balanced
methods can help resolving it more accurately. The initial pressure is perturbed in the following way
ppert(x) :=
(
1 +A exp
(
− |x|
2
0.052
))
p˜(x).
In our tests, we use different amplitude of the perturbation corresponding to A = 10−2, 10−6, 10−8.
The spatial domain and numerical methods are the same as in Section 5.1. The final time is reduced to
t = 0.2, such that the perturbation can not reach the boundary. As a reference solutions to compute
the errors we use simulations on a 256×256 grid obtained with the well-balanced method introduced
in [5]. Since this well-balanced method is exact on the hydrostatic background, the solutions are
accurate enough to use them as reference. L1 errors and convergence rates are presented in Table 8
which show that the LA method is better at resolving the smaller perturbations than the standard
method. In Fig. 5 the pressure perturbation for the test with A = 10−8 on the 128 × 128 grid is
shown at final time, which again shows the benefits of the LA method over the standard method.
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Table 8: L1-errors and rates for perturbations of different size on the 2-d polytrope described in
Section 5.2. The third order accurate standard and LA methods are used.
Perturbation A = 10−2
method N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
Standard 32 5.27e-05 – 4.20e-05 – 4.20e-05 – 9.11e-05 –
64 1.61e-05 1.7 1.32e-05 1.7 1.32e-05 1.7 2.86e-05 1.7
128 2.53e-06 2.7 2.07e-06 2.7 2.07e-06 2.7 4.52e-06 2.7
LA 32 5.63e-05 – 4.87e-05 – 4.87e-05 – 1.03e-04 –
64 2.07e-05 1.4 1.80e-05 1.4 1.80e-05 1.4 3.78e-05 1.4
128 3.68e-06 2.5 3.21e-06 2.5 3.21e-06 2.5 6.73e-06 2.5
Perturbation A = 10−6
method N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
Standard 32 1.52e-05 – 5.40e-06 – 5.40e-06 – 2.00e-05 –
64 1.97e-06 2.9 6.67e-07 3.0 6.67e-07 3.0 2.60e-06 2.9
128 2.50e-07 3.0 8.27e-08 3.0 8.27e-08 3.0 3.31e-07 3.0
LA 32 2.05e-08 – 7.33e-09 – 7.33e-09 – 2.91e-08 –
64 2.39e-09 3.1 1.86e-09 2.0 1.86e-09 2.0 4.16e-09 2.8
128 3.77e-10 2.7 3.25e-10 2.5 3.25e-10 2.5 6.84e-10 2.6
Perturbation A = 10−8
method N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
Standard 32 1.52e-05 – 5.40e-06 – 5.40e-06 – 2.00e-05 –
64 1.97e-06 2.9 6.67e-07 3.0 6.67e-07 3.0 2.60e-06 2.9
128 2.50e-07 3.0 8.27e-08 3.0 8.27e-08 3.0 3.31e-07 3.0
LA 32 2.05e-08 – 5.13e-09 – 5.13e-09 – 2.91e-08 –
64 6.80e-10 4.9 2.45e-10 4.4 2.45e-10 4.4 1.00e-09 4.9
128 2.31e-11 4.9 1.51e-11 4.0 1.51e-11 4.0 3.62e-11 4.8
5.3 Radial Rayleigh–Taylor Instability
In this test, we use a piece-wise isothermal hydrostatic state in the two-dimensional gravitational
potential
φ(x) := −20sin
(√
2pi |x|)√
2pi |x|
and gravitational acceleration g := ∇φ(x). The initial data are given by
(ρ, p)(x) :=
{
(ρ˜in, p˜in)(x) if ‖x‖2 < r0,
(ρ˜out, p˜out)(x) else,
v(x) :=
(
0
0
)
,
where
ρ˜in(x) := ac exp (−aφ(x)) , ρ˜out(x) := b exp (−bφ(x)) ,
p˜in(x) := c exp (−aφ(x)) , p˜out(x) := exp (−bφ(x)) ,
and c = exp
(
(a− b)φ ((r0, 0)T )). Choosing b > a makes the system unstable, such that Raleigh–
Taylor instabilities are expected to develop [13].
For the numerical computations, we use the above initial data with r0 = 0.2 and (a, b) = (1, 2) in
the domain [0, 0.5]2, and evolve them until time t = 0.6. We use the third order accurate standard
and LA method on a 64 × 64 cells grid. At the x = 0 and y = 0 boundaries we use wall-boundary
conditions which are consistent with the symmetry of the problem. At the outer boundaries we
extrapolate (ρ− ρ˜out, ρu, ρv, E − (γ − 1)p˜out)T in order to not destroy the hydrostatic solution at
the boundary. The results are visualized in Figs. 6 and 7. The simulation with the standard method
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Fig. 5: Pressure perturbation p− p˜ from the 2-d polytrope for the initial perturbation with A = 10−8
on a 128 × 128 cells grid after time t = 0.2. The test is described in Section 5.2. The reference
solution is obtained using the well-balanced method from [5] on a 256 × 256 cells grid. In the top
panels, the color ranges (dark to light) from -0.8e-8 to 1.2e-9 in the left and right plot (reference
and LA method) and from -8e-7 to 1e-7 in the central plot (standard method). The full domain
[−0.5, 0.5]2 is shown. The bottom panels show the pressure perturbation over radius in a scatter
plot. The difference between the two bottom panels is the range of the values at the y-axis.
crashes approximately at time t ≈ 0.2981. In Fig. 7 the relative density deviations ρ/ρ˜initial − 1
from the initial density over radius are shown at time t = 0.298. While the LA method is capable
of accurately maintaining the hydrostatic solution away from the discontinuity, there are signifi-
cant spurious perturbations for the standard method, especially at the outer boundary. In Fig. 6,
the relative density deviation ρ/ρ˜out is presented at different times. As expected, Rayleigh–Taylor
instabilities appear at the interface between the light and the dense fluid.
6 Conclusions and Outlook
Novel well-balanced finite volume methods have been introduced. The first method (DWB method)
exactly balances a high order discretization of any hydrostatic state exactly. However, it is restricted
to the one-dimensional Euler system with gravity closed by an ideal gas law. Also, the stencil of the
method is larger than the stencil of a standard method with the same order of accuracy. Localizing
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Fig. 6: Relative density deviation ρ/ρ˜out from the outer hydrostatic state of the radial Rayleigh–
Taylor instability. Setup and method are described in Section 5.3. Different times using the standard
(left) and the LA method (right). The simulation using the standard method crashes at t ≈ 0.2981.
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Fig. 7: Relative density deviations ρ/ρ˜initial − 1 from the initial density stratification over radius at
time t = 0.298 for the standard and LA method. The simulation using the standard method crashes
at t ≈ 0.2981.
the high order approximation to the hydrostatic state in each cell (LA method) reduced the stencil
to the one of a comparable standard method. For the LA method the well-balanced property can
not be shown analytically. However, in numerical tests it is found to be even more accurate on exact
hydrostatic solutions than the DWB method. The LA method increased the order of accuracy for
convergence towards hydrostatic states by two. This was observed not only in one spatial dimension
but also in the two-dimensional extension. The LA method has been extended to arbitrary equations
of state. The high order accuracy and the robustness of the DWB and LA method have been shown
numerically. Also, numerical tests verified the capability of the methods to accurately capture small
perturbations on hydrostatic states.
We conclude that the proposed well-balanced methods, in particular the LA method, are espe-
cially useful in situations, in which no knowledge about the structure of the hydrostatic states, which
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will appear in the simulation, is available. It can be implemented in an existing code and can be
used as the default method which significantly improves the accuracy at any hydrostatic state.
In further work, an extension of the method to more general grid systems, e.g. curvilinear grids,
can be developed to make the method even more utilizable.
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