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Abstract
We consider networks of impulse-radio ultra-wide band (IR-UWB) devices. We are interested
in the architecture, design, and performance evaluation of these networks in a low data-rate,
self-organized, and multi-hop setting.
IR-UWB is a potential physical layer for sensor networks and emerging pervasive wireless
networks. These networks are likely to have no particular infrastructure, might have nodes
embedded in everyday life objects and have a size ranging from a few dozen nodes to large-
scale networks composed of hundreds of nodes. Their average data-rate is low, on the order
of a few megabits per second. IR-UWB physical layers are attractive for these networks be-
cause they potentially combine low-power consumption, robustness to multipath fading and to
interference, and location/ranging capability.
The features of an IR-UWB physical layer greatly differ from the features of the narrow-
band physical layers used in existing wireless networks. First, the bandwidth of an IR-UWB
physical layer is at least 500 MHz, which is easily two orders of magnitude larger than the
bandwidth used by a typical narrow-band physical layer. Second, this large bandwidth implies
stringent radio spectrum regulations because UWB systems might occupy a portion of the spec-
trum that is already in use. Consequently, UWB systems exhibit extremely low power spectral
densities. Finally IR-UWB physical layers offer multi-channel capabilities for multiple and
concurrent access to the physical layer. Hence, the architecture and design of IR-UWB net-
works are likely to differ significantly from narrow-band wireless networks. For the network to
operate efficiently, it must be designed and implemented to take into account the features of IR-
UWB and to take advantage of them. In this thesis, we focus on both the medium access control
(MAC) layer and the physical layer. Our main objectives are to understand and determine (1)
the architecture and design principles of IR-UWB networks, and (2) how to implement them in
practical schemes.
In the first part of this thesis, we explore the design space of IR-UWB networks and analyze
the fundamental design choices. We show that interference from concurrent transmissions
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should not be prevented as in protocols that use mutual exclusion (for instance, IEEE 802.11).
Instead, interference must be managed with rate adaptation, and an interference mitigation
scheme should be used at the physical layer. Power control is useless. Based on these findings,
we develop a practical PHY-aware MAC protocol that takes into account the specific nature of
IR-UWB and that is able to adapt its rate to interference. We evaluate the performance obtained
with this design: It clearly outperforms traditional designs that, instead, use mutual exclusion
or power control. One crucial aspect of IR-UWB networks is packet detection and timing
acquisition. In this context, a network design choice is whether to use a common or private
acquisition preamble for timing acquisition. Therefore, we evaluate how this network design
issue affects the network throughput. Our analysis shows that a private acquisition preamble
yields a tremendous increase in throughput, compared with a common acquisition preamble.
In addition, simulations on multi-hop topologies with TCP flows demonstrate that a network
using private acquisition preambles has a stable throughput. On the contrary, using a common
acquisition preamble exhibits an effect similar to exposed terminal issues in 802.11 networks:
the throughput is severely degraded and flow starvation might occur.
In the second part of this thesis, we are interested in IEEE 802.15.4a, a standard for low
data-rate, low complexity networks that employs an IR-UWB physical layer. Due to its low
complexity, energy detection is appealing for the implementation of practical receivers. But it
is less robust to multi-user interference (MUI) than a coherent receiver. Hence, we evaluate
the performance of an IEEE 802.15.4a physical layer with an energy detection receiver to find
out whether a satisfactory performance is still obtained. Our results show that MUI severely
degrades the performance in this case. The energy detection receiver significantly diminishes
one of the most appealing benefits of UWB, specifically its robustness to MUI and thus the
possibility of allowing for parallel transmissions. This performance analysis leads to the de-
velopment of an IR-UWB receiver architecture, based on energy detection, that is robust to
MUI and adapted to the peculiarities of IEEE 802.15.4a. This architecture greatly improves the
performance and entails only a moderate increase in complexity.
Finally, we present the architecture of an IR-UWB physical layer implementation in ns-2,
a well-known network simulator. This architecture is generic and allows for the simulation of
several multiple-access physical layers. In addition, it comprises a model of packet detection
and timing acquisition. Network simulators also need to have efficient algorithms to accurately
compute bit or packet error rates. Hence, we present a fast algorithm to compute the bit er-
ror rate of an IR-UWB physical layer in a network setting with MUI. It is based on a novel
combination of large deviation theory and importance sampling.
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Résumé
Le travail de cette thèse a pour but d’étudier les réseaux sans-fils basés sur une radio impul-
sive à bandes ultra-larges (ULB). Notre intérêt se porte sur l’architecture, la conception, ainsi
que l’évaluation de performance des ces réseaux pour des applications bas-débits, nécessitant
un comportement auto-organisés et des relais multiples.
Les radios impulsives ULB sont intéressantes pour les réseaux de capteurs et les réseaux
sans-fils omniprésents. De tels réseaux ne nécessitent pas forcement une infrastucture fixe et
sont souvent intégrés aux objets de la vie courante. Leur besoin en débit est faible, de l’ordre
du mégabit par seconde, et leur taille peut varier, allant d’une douzaine à plusieurs centaines
de noeuds pour les réseaux les plus vastes. L’attrait pour l’utilisation de radios impulsives ULB
pour ces réseaux provient du fait qu’elles combinent à la fois une faible consommation, une
bonne résistance aux phénomènes multi-trajet et à l’interférence, ainsi qu’une aptitude pour la
localisation.
Les caractéristiques d’une radio impulsive ULB sont très différentes d’une radio tradition-
nelle à bandes étroites largement utilisées dans les réseaux sans fils existants. Tout d’abord, la
bande passante est au minimum 500 MHz, ce qui représente environ dix à cent fois la largeur
de la bande passante utilisée par les radios traditionnelles. Avec une telle bande passante, un
système ULB risque d’empiéter sur des parties du spectre radio réservées à d’autres systèmes.
Pour pallier à ce problème, les systèmes ULB ont une densité spectrale de puissance très faible.
Enfin, les radio impulsives ULB offrent d’excellentes possibilités pour l’accès multiple au ca-
nal. De ce fait, l’architecture et la conception de réseaux basés sur une radio impulsive ULB
diffèrent probablement largement des réseaux sans-fils à bandes étroites. Dans cette thèse, nous
nous concentrons à la fois sur l’accès au médium et sur la couche physique. Notre objectif prin-
cipal est de comprendre et déterminer (1) l’architecture et les principes régissant la conception
de réseaux basés sur une radio impulsive ULB, et (2) comment implémenter cette architecture
et ces principes en pratique.
Dans la première partie de ce manuscrit, nous montrons pour les réseaux basés sur une ra-
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dio impulsive ULB que, contrairement aux réseaux à bande étroite, l’interférence créée par les
autres émetteurs ne doit pas être gérée par un protocole d’exclusion, mais par une adaptation
du débit et l’utilisation d’un mécanisme d’atténuation de l’interférence au niveau de la couche
physique. Les transmissions en parallèles par plusieurs émetteurs sont autorisées. Le contrôle
de puissance d’émission n’est de plus pas nécessaire. Nous avons développé un protocole d’ac-
cès au médium basé sur ces principes et avons évalué sa performance qui s’avère être largement
supérieure à celle obtenue avec des protocoles plus classiques qui utilisent le contrôle de puis-
sance ou l’exclusion. Un aspect très important pour les réseaux basés sur une radio impulsive
ULB est la synchronisation nécessaire pour la réception de chaque paquet. Cette synchroni-
sation utilise un préambule au début de chaque paquet. Ce préambule peut être unique pour
tout le réseau, ou alors, unique pour chaque récepteur du réseau. Nous avons évalué l’impact
sur le débit du réseau de ces deux possibilités. Notre analyse montre que le débit obtenu avec
un préambule unique par récepteur est très supérieur à celui obtenu avec un préambule unique
pour tout le réseau. De plus, des simulations avec TCP sur un réseau à relais multiples montre
qu’un débit stable est obtenu avec un préambule unique par récepteur, ce qui n’est pas le cas du
débit obtenu avec un préambule unique pour tout le réseau.
Dans la seconde partie du manuscrit, nous nous intéressons à un récent standard, IEEE
802.15.4a, pour les réseaux à bas-débit et faible complexité utilisant une radio impulsive ULB.
Étant donné l’importance d’une faible complexité, les récepteurs basés sur le principe de détec-
tion d’énergie sont séduisants. Malheureusement, ils sont très sensibles à l’interférence multi-
utilisateur. Dans un premier temps, nous avons donc évalué la performance d’un récepteur
à détection d’énergie classique pour le standard IEEE 802.15.4a en présence d’interférence
multi-utilisateur. La performance est sévèrement diminuée par la présence d’interférence multi-
utilisateur. Partant de ce constat, nous avons développé un récepteur pour radios impulsives
ULB, toujours basé sur la détection d’énergie, mais qui premièrement, est robuste et résistant à
l’interférence multi-utilisateur, et qui deuxièmement, est adapté à la modulation spécifique de
la couche physique du standard 802.15.4a. Avec ce récepteur, dont la complexité reste raison-
nable, nous obtenons un gain de performance considérable.
Enfin, nous présentons l’architecture d’une implémentation d’une radio impulsive ULB
pour le simulateur de réseaux ns-2. Cette architecture est suffisamment générale pour pouvoir
simuler d’autres couches physiques à accès multiple et inclut un modèle pour la synchronisa-
tion. Les simulateurs de réseaux ont également besoin d’algorithmes à la fois efficaces et précis
pour calculer les taux d’erreurs des paquets ou des bits. C’est pourquoi nous présentons égale-
ment un algorithme rapide pour calculer le taux d’erreur des bits d’une radio impulsive ULB,
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dans un environnement réseau, avec de l’interférence multi-utilisateur. Cet algorithme est basé
sur une nouvelle combinaison d’éléments de la théorie des grands écarts et d’échantillonage
par importance.
Mots clés
Ultra-large bande, ULB, radio impulsive, contrôle d’accès au médium, design multi-couche,
interférence multi-utilisateur, interférence impulsive, atténuation de l’interférence, détecteur
d’énergie, IEEE 802.15.4a, ns-2, grands écarts, échantillonnage par importance.
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Chapter 1
Introduction
1.1 Motivations
The Internet of Things [1, 2], pervasive and sensor networks are deploying an increasing num-
ber of wireless networks, with nodes possibly embedded in everyday life objects. These net-
works might range from a few dozen nodes, to large-scale networks composed of hundreds of
nodes. In addition, they might have dense topologies with a potentially high level of interfer-
ence between nodes. Their average data-rate requirement is low, around a few megabits per
second. Energy consumption is also a concern, as nodes might operate with batteries or energy
harvesting techniques.
There are several challenges facing the designers and implementers of these networks. One
challenge is robustness to interference and poor radio propagation. With the increasing de-
ployment of wireless networks, uncontrolled interference becomes problematic. Uncontrolled
interference typically occurs due to several independent networks functioning in close vicinity
to each other. Furthermore, these networks might be operated in hostile environments with
poor radio propagation properties, for instance heavy multipath in indoor environments. An-
other challenge is low power consumption and low radiated power. For environmental and
health concerns, as well as coexistence with other wireless technologies, it is important that
the level of radiated power per node be kept very low. From a network design point of view,
these challenges are cross-layer. They concern not only the choice and design of an appropriate
physical layer, but also the design of the upper layers.
For the physical layer, impulse-radio ultra-wide band (IR-UWB) appears to have the poten-
tial to overcome these challenges. The large bandwidth of UWB radios, typically on the order
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of the gigahertz, allows for the resolution of multipath components. This property, combined
with the use of a proper radio receiver, offers a great resistance to multipath fading that usually
plagues narrow-band radios. The wide bandwidth also provides robustness to interference. The
large number of degrees of freedom can be shared by several communications. In practice,
time-hopping can provide multiple-access to an IR-UWB physical layer. In a low data-rate
setting, it allows a priori for many asynchronous and concurrent transmissions with few inter-
ferences between simultaneous transmissions. Another advantage of IR-UWB radios is high
precision ranging, with a potential for centimeter accuracy in indoor environments.
Because of their very wide bandwidth that would overlap with the bandwidth of existing
systems, there are stringent radio spectrum regulations already in effect in several countries.
Consequently, UWB systems are also characterized by extremely low power spectral densities.
Hence, an IR-UWB physical layer might provide both robust communication and ranging
capabilities for dense and low data-rate wireless network scenarios. In fact, an IR-UWB physi-
cal layer has been chosen for the IEEE 802.15.4a amendment to IEEE 802.15.4, a standard that
targets low data-rate wireless networks with extensive battery life and very low complexity. A
UWB physical layer is also attractive in high data-rate settings: the wide bandwidth is then not
shared among several transmissions, but used by only one to pack as many bits as possible. For
instance, Wireless USB utilizes a UWB physical layer.
The properties of UWB physical layers are very different than those of narrow-band phys-
ical layers. As such, the design rules and the architecture of a network composed of IR-UWB
nodes are likely to be fundamentally different than those for narrow-band wireless networks.
In this thesis, we are interested in the design and architecture of the medium access control
(MAC) and physical layers for IR-UWB networks.
Two of the main tasks of the MAC layer are to manage interference and multiple-access to
the physical layer. Existing wireless MAC protocols for narrow-band or code division multiple-
access (CDMA) physical layers mostly employ mutual exclusion schemes, or power control, or
a combination of both. Carrier sense multiple-access with collision avoidance (CSMA/CA) [3]
or time division multiple-access (TDMA) are examples of classic mutual exclusion schemes.
They are used because of the assumption that simultaneous transmissions result in transmis-
sion errors. With mutual exclusion, interference is simply prevented. In contrast, thanks to the
robustness of IR-UWB physical layers, it might well be that an exclusion scheme is not nec-
essary. Then, allowing and intelligently managing interference might actually provide a better
utilization of the resources and prove to be more efficient. For instance, power control is a well-
known way to manage interference. But there are also less commonly exploited dimensions for
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interference management. In particular, rate adaptation where the rate is adapted to the level of
interference.
Asking how to manage interference for IR-UWB networks is actually the starting point of
this thesis. Our first objective is to find out what are the design principles of the MAC and
physical layer for interference management in IR-UWB networks. Our second objective is to
develop practical protocols and algorithms built on these principles.
1.2 Dissertation Outline
We begin with the system model and assumptions in Chapter 2, which contains the necessary
material on IR-UWB networks and physical layers for the understanding of subsequent chap-
ters. In Chapter 3, we discuss related work. Then, the thesis is divided into three parts: in Part I
we discuss physical layer (PHY-)aware MAC protocols for IR-UWB networks, in Part II we
are interested in robust receivers for IEEE 802.15.4a networks, and in Part III we are concerned
with the simulation of IR-UWB networks. Finally, in Chapter 12 we conclude the thesis and
offer perspectives on the results. In the following, we describe the content of each part.
1.2.1 Physical Layer Aware MAC Protocols for IR-UWB Networks
In a PHY-aware MAC design, the MAC has access to some or all of the physical layer pa-
rameters. In this first part, we are interested in the design, implementation, modeling, and
performance evaluation of PHY-aware MAC protocols for IR-UWB networks.
We begin with Chapter 4, where we study the optimal design of PHY-aware MAC for
low data-rate IR-UWB networks. Because the choices made for rate efficient designs are not
necessarily optimal when considering energy efficiency, there is a need to understand the design
trade-offs between the two objectives of rate efficiency and energy efficiency. To this end,
we first identify what functions a MAC design has to achieve: (1) interference management,
(2) access to a destination and (3) sleep cycle management. Second, we analyze how these
functions can be implemented, and we provide a list of the many possible building blocks that
have been proposed in the literature. Third, we use this classification to analyze fundamental
design choices. To obtain meaningful results on energy efficiency, we propose a method for
evaluating energy consumption already in the design phase of IR-UWB systems. With the
results of our analysis, we derive a set of guidelines for the design of IR-UWB networks. In
particular, if an interference mitigation scheme at the physical layer is used, mutual exclusion is
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not necessary. Interference from concurrent transmissions should not be prevented, but should
be managed with rate adaptation. Furthermore, power control should not be performed.
In Chapter 5, we build on the findings of Chapter 4 to present a practical PHY-aware MAC
protocol. Our MAC does not use power control or mutual exclusion but rate adaptation. The
packet transmissions use the time-hopping sequence of their intended destination. This creates
contention domains that are private to each destination. Hence, as rate adaptation is local to a
sender/receiver pair, our MAC is completely uncoordinated except for arbitrating senders that
want to talk with a common destination. Our MAC does not rely on carrier-sensing and does
not require a global control channel. It also provides support for multi-hop communications. To
avoid complex interference estimation, rate adaptation is performed with a simple but efficient
scheme based on whether a packet was properly decoded or not. We evaluate the performance
obtained with this design and it clearly outperforms the performance of traditional designs that
instead use mutual exclusion or power control.
One crucial aspect of IR-UWB networks is packet detection and timing acquisition. This is
the first step for correct packet reception: Before recovering the payload of the packet, the des-
tination must detect that the packet is on the medium and determine when exactly the payload
begins. Packet detection and timing acquisition rely on the presence of an acquisition preamble
at the beginning of each packet. How this preamble is chosen is a network design issue and it
may have quite an impact on the network performance. A simple design choice of the network
is to use a common acquisition preamble for the whole network. A second design choice is to
use an acquisition preamble that is private to each destination.
Consequently, in Chapter 6, we evaluate how using a common or private acquisition pream-
ble for timing acquisition affects the network throughput. The throughput with a private acqui-
sition preamble is likely to be much higher, albeit at the cost of learning the private acquisition
preamble of a destination. We develop an analytical model for the throughput of an IR-UWB
network and use it to show that a private acquisition preamble yields a tremendous increase
in throughput compared to a common acquisition preamble. The throughput difference grows
with the number of concurrent transmitters and interferers and this result is confirmed by sim-
ulations. Furthermore, simulations on multi-hop topologies with TCP flows demonstrate that
a network using private acquisition preambles has a stable throughput. On the contrary, us-
ing a common acquisition preamble exhibits the presence of a compounding effect similar to
the exposed terminal issue in IEEE 802.11 networks: the throughput is severely degraded and
complete flow starvation may occur.
Finally, Chapter 7 is a short excursion to the very concrete world of IR-UWB hardware. We
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present an overview of an IR-UWB testbed with one receiver and multiple transmitters in order
to create a realistic interference environment. This testbed allows researchers to test, study,
and design algorithms in realistic conditions. It also provides an invaluable feedback for the
modeling and understanding of the physical layer. One original and extremely challenging goal
was also to implement the MAC protocol of Chapter 5. It proved more difficult than expected
and instead, we successfully implemented on the testbed an algorithm for packet detection and
timing acquisition with concurrent transmissions from other transmitters. This demonstrates
that concurrent transmissions in IR-UWB networks are feasible.
1.2.2 Robust Receivers for IEEE 802.15.4a Networks
In the second part of this thesis, we discuss the design and performance of receivers using
energy detection for IEEE 802.15.4a networks.
The IEEE 802.15.4 standard targets low data-rate wireless networks with extensive battery
life and very low complexity. As such, the use of energy detection for the implementation of
practical receivers is appealing: energy detection receivers are known to have lower complexity
than coherent Rake receivers, and to be robust with respect to timing impairments. However,
they are more sensitive to multi-user interference (MUI).
Hence, in Chapter 8, we first evaluate the performance of an IEEE 802.15.4a physical layer
with a classic energy detection receiver. The goal is to find out whether an acceptable per-
formance is obtained with an energy detection receiver. A complete packet-based system is
considered: we take into account packet detection and timing acquisition, the estimation of
a power delay profile of the channel, and the recovery of the encoded payload. Such a full
and detailed IR-UWB receiver is extremely complex to simulate and not easily integrated in a
network simulator. Hence we do not simulate several receivers in order to obtain a full IEEE
802.15.4a network. Instead, we develop a methodology to obtain performance results that are
meaningful in a network setting, where we only simulate a single receiver with several trans-
mitters. The results show that an energy detection receiver is suitable in the case a single user
is transmitting. However, MUI severely degrades the performance, even at low traffic rate. Us-
ing an IEEE 802.15.4a compliant energy detection receiver significantly diminishes one of the
most appealing benefits of UWB, specifically its robustness to MUI and thus the possibility of
allowing for parallel transmissions.
The poor performance obtained in the previous chapter is our motive for Chapter 9. We
develop an IR-UWB receiver architecture, based on energy detection, that is robust to MUI and
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adapted to the peculiarities of IEEE 802.15.4a. The two key elements of the robustness to MUI
of this architecture are (1) an interference mitigation scheme based on thresholding, and (2)
a robust algorithm for the estimation of the power delay profile of a received burst of pulses.
This architecture greatly improves the performance and entails only a moderate increase in
complexity, compared to a classic energy detection receiver. This architecture also shows the
feasibility of a practical, and low-complexity interference mitigation scheme for IR-UWB.
1.2.3 Simulation of IR-UWB networks
In this last part, we are interested in the simulation of IR-UWB networks. In Chapter 10,
we present the architecture of an IR-UWB physical layer implementation in ns-2, a packet-
based network simulator. In particular, a packet detection and timing acquisition model is
implemented. Furthermore, for each packet, a packet error rate (PER) can be computed as a
function of the received power, interference from concurrent transmissions, and thermal noise.
Our implementation for IR-UWB takes into account transmissions with different time-hopping
sequences (THS). The underlying modulation is binary phase-shift keying (BPSK), followed
by a variable rate channel code. This architecture is quite generic and allows for the simulation
of several multiple-access physical layers where an accurate model of interference is of high
importance, e.g., IR-UWB or direct-sequence CDMA.
Lastly, in Chapter 11, we propose a fast and efficient method to compute the bit error rate
(BER) of an IR-UWB physical layer in a multipath environment with multi-user interference.
This is a conditional BER given the realizations of the channels from source or interferers to
destination and their delay differences. Our motive is the simulation of large-scale or dense
IR-UWB networks. The conditional BER might be used in a packet-level simulator with a
block fading channel assumption to sample packet transmission error events. Because of the
timescale difference between physical layer events and network events, a pulse-level simulation
of the BER in a multipath channel environment has an extremely high complexity. Indeed,
whereas physical layer events take place on a sub-nanosecond timescale, higher layer events
such as packet reception and forwarding occur on a timescale of milliseconds. This sheer
number of events makes it infeasible to directly derive the BER from a pulse-level simulation
of the physical layer. Hence, fast and accurate methods to compute the BER are necessary. Our
solution is based on a novel combination of large deviation and importance sampling.
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1.3 Contributions
The main contribution of this thesis is a practical architecture for interference management in
a multi-hop and low data-rate IR-UWB networks. This architecture fully takes into account
the advantages and the specifics of IR-UWB physical layers. In the chapters of this thesis, the
performance of this architecture is thoroughly evaluated and issues at both the physical layer
and the link layer are treated.
The detailed list of contributions is as follows:
• We derive the optimal rate efficient design principles for low data-rate IR-UWB net-
works: With an interference mitigation scheme at the physical layer, interference should
not be prevented. It should be managed with a rate adaptation scheme. Power control is
not necessary and sources can send whenever they a have a packet ready to transmit.
• The previous result is optimal in terms of rate efficiency. In terms of energy efficiency,
this is not optimal. But we obtain evidence that it is close to the optimal.
• We propose a PHY-aware MAC protocol for IR-UWB networks that is based on the
above rate efficient design principles. Notably, this protocol exhibits a stable throughput
in multi-hop topologies with both TCP and UDP.
• We develop an analytical model to compute the saturation throughput of homogeneous
and symmetric IR-UWB networks taking into account packet detection and timing ac-
quisition. We obtain the equivalent of the classical Bianchi’s formula for an IR-UWB
network with packet detection and timing acquisition.
• We show the benefits and importance of using private acquisition preambles for IR-UWB
networks: Using a common acquisition preamble leads to gross unfairness and huge
performance anomalies.
• We implement and demonstrate on a hardware testbed a packet detection and timing
acquisition mechanism with concurrent transmissions. This demonstrates the feasibility
of concurrent transmissions in IR-UWB networks.
• For the performance evaluation of IEEE 802.15.4a with energy detection receivers, we
cannot implement a full network due to the prohibitive complexity. Hence, we develop
a methodology to obtain performance results that are meaningful in a network setting,
where we only simulate a single receiver with several transmitters.
8 1. Introduction
• We develop an IR-UWB receiver architecture, based on energy detection, that is robust to
MUI and adapted to the peculiarities of the signaling of IEEE 802.15.4a. This architec-
ture shows the feasibility of a practical, and low-complexity receiver with an interference
mitigation scheme for IR-UWB networks.
• We develop an architecture of an IR-UWB physical layer implementation in ns-2, a
packet-based network simulator. Our implementation comprises a packet detection and
timing acquisition model and takes into account transmissions using different time-hopping
sequences. This architecture is generic and allows for the simulation of multiple-access
physical layers.
• We consider the computation of the bit error rate (BER) of an IR-UWB physical layer in a
network setting. We take into account multipath propagation and multi-user interference.
Based on a novel combination of large deviation and importance sampling, we develop
a fast and efficient algorithm that computes the conditional BER given the multipath
channels and delay differences between the transmitters and the receiver.
Chapter 2
IR-UWB Networks: System Model and
Assumptions
In this chapter, we describe the system model and assumptions used throughout this thesis. We
begin with the model of the network and the associated hypotheses. Then we move on to the
model and assumptions of the IR-UWB physical layer. We provide the necessary information
to understand the subsequent chapters. In particular, in addition to background materials and
related work on impulse-radio, we also discuss the IEEE 802.15.4a IR-UWB physical layer.
Indeed, in Parts I and III a traditional IR-UWB physical layer is used, but Part II uses the IEEE
802.15.4a physical layer.
2.1 Network Model and Assumptions
We generally consider multi-hop ad hoc networks with no infrastructure, and no central co-
ordinators or clustered structure. Members of the network are interchangeably called stations,
nodes, or devices. There is no global synchronization in the network, e.g. the nodes do not share
a common clock. The network is packet-based and the first step towards the correct reception
of a packet is packet detection and timing acquisition (see Section 2.2).
We focus on low data-rate systems, where the raw bit-rate offered by the physical layer is
on the order of 1 Mbit/s (except for Chapter 5 where the bit-rate is higher, around 18 Mbit/s).
2.1.1 Network Assumptions
Here is a list of important assumptions on the network:
9
10 2. IR-UWB Networks: System Model and Assumptions
• The underlying physical layer is an IR-UWB physical layer with time-hopping (see Sec-
tion 2.2 below). All nodes have the same physical layer.
• Nodes can either send, receive, or listen. They can transmit to, or receive from one node
at a time. In particular, a node can achieve timing acquisition with only one source at at
time.
• Nodes can listen, however, to IR-UWB signals transmitted with different time-hopping
sequences at the same time.
• Carrier-sensing is not feasible. Due to the low emitted power of an IR-UWB signal, the
intermittent nature of the signal, and the possible absence of an actual carrier, it appears
hardly feasible to do carrier-sensing or clear channel assessment (CCA) without an actual
decoding of the signal.
2.2 Physical Layer Model and Assumptions
IR-UWB physical layers make use of extremely short duration pulses that yield ultra-wide
bandwidth signals (a pulse duration of 2 ns yields a bandwidth of roughly 500 MHz). The
pulses are sent infrequently, with a typical duty cycle of 1% for low data-rate systems.
Due to their very wide bandwidth that typically overlaps with the bandwidth of existing
systems, UWB systems are also characterized by extremely low power spectral densities. There
are stringent radio spectrum regulations already in effect in the USA [4], in the European Union
[5], in Switzerland [6], as well as Japan and Singapore. For example, in the European Union,
the maximum mean e.i.r.p. spectral density is of −70.0 dBm/MHz from 3.8 to 6 GHz (−41.3
dBm/MHz from 4.2 to 4.8 GHz before 2011) and of −41.3 dBm/MHz from 6 to 8.5 GHz 1.
In contrast, the maximum e.i.r.p. indoor for IEEE 802.11 devices in Switzerland is equal to
100 mW. With a bandwidth per channel of 22 MHz, this corresponds to roughly 6.6 dBm/MHz.
2.2.1 IR-UWB with Time-Hopping
The classic IR-UWB physical layer model [7, 8, 9] is illustrated in Figure 2.1 and explained in
the following. Time is divided into frames of duration Tf and there is one pulse of duration Tp
transmitted per frame.
1The maximum mean e.i.r.p. spectral density is the highest signal strength measured in any direction at any
frequency within the defined frequency range. The mean e.i.r.p. spectral density is measured with a 1 MHz
resolution bandwidth, an RMS detector and an averaging time of 1 ms or less.
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Figure 2.1: Impulse-radio UWB physical layer with time-hopping: c(i)j denotes the time-
hopping sequence of user i and νi is the delay between interferer i and the user of interest
(user 0). The dashed curve following each pulse represents the multipath propagation channel.
The time-hopping positions for user 0 are 9 and 6 and for user i are 3 and 12.
As the pulses are sent infrequently, several transmitters can share the medium concurrently.
However, the transmission time of each pulse has to be randomized to avoid catastrophic col-
lisions [7]. Hence, a frame is further subdivided into Nc non-overlapping chips of duration Tc,
where Tc is generally larger than Tp and Nc · Tc = Tf . For each frame, these chips define the
possible locations for the transmission of a pulse. Due to the multipath propagation channel
and to avoid inter-symbol interference (ISI), a guard time of duration Tg can reduce the number
of available positions to Nc − Ng where Ng · Tc = Tg. A so-called time-hopping sequence
(THS) of integers in [0, Nc −Ng − 1] indicates which position to choose in each frame for
the transmission of a pulse. In addition, by varying the duration between the transmission of
subsequent pulses, the THS reduces or even avoids peaks in the power spectral density of the
transmitted signal [10, 11].
In order to transmit information with an IR-UWB physical layer, several digital modula-
tions can be employed2: in particular, pulse position modulation (PPM) and pulse amplitude
modulation (PAM) [12]. With binary PPM (BPPM), a 1 is distinguished from a 0 by a slight
delay of the pulse (typically, a few nanoseconds). Furthermore, pulse position modulation can
easily be used with an M-ary alphabet with a given delay with respect to a reference position for
each symbol of the alphabet [13]. With pulse amplitude modulation, a 1 is distinguished from
a 0 by varying the amplitude of the pulse. For example, a positive and negative fixed amplitude
can be use to differentiate between two symbols, which is equivalent to binary phase-shift key-
ing (BPSK). Another possibility is on-off keying (OOK) where two symbols are transmitted
2[9] discusses analog modulation for IR-UWB
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with the presence or absence of a pulse. A combination of PPM and PAM is also possible.
More formally, a typical IR-UWB signal with BPPM can be modeled as
s(t) =
∑
i
p(t− iTf − ciTc − diTm) (2.1)
where p(t) is a unit energy pulse, ci is an element of the THS, di ∈ {0, 1} is the information-
bearing bit, and Tm is the position offset. This is a baseband model, that does not take into
account a possible up-conversion. For BPSK, the transmitted signal can be modeled as
s(t) =
∑
i
di · p(t− iTf − ciTc) (2.2)
where now di ∈ {−1, 1}.
One distinctive characteristic of UWB systems is their multipath resolvability. In indoor
environments, multipath occurs due to reflection, refraction and scattering of radio waves by
surrounding structures. The transmitted signal reaches the receiver by more than one path [14].
In a narrow-band system, the components of the signal arriving from indirect paths and the
direct path combine to produce a distorted version of the transmitted signal. In a UWB system,
a direct consequence of the short duration of the pulse is that multiple paths may be separately
identified [15, 16, 17]. In this case, the received signal comprises several delayed, distorted and
attenuated pulses that each correspond to a particular path. A real-valued, continuous-time,
baseband model for the channel impulse response is [18, 14]
L−1∑
l=0
αlδ (t− τl − ν) (2.3)
where δ is a Dirac delta function, αl is the attenuation coefficient and τl is the delay induced
by the lth propagation path, L is the maximum number of paths, and ν is the propagation time
between the source of the signal and the destination. This is a relatively simple model that
ignores frequency and path dependent effects on the shape of the transmitted pulse p(t) [17].
Also, this model is time-invariant as αl and τl do not depend on t. Typically, this assumption
corresponds to a packet based network where the channel impulse response is considered to be
fixed for the duration of a packet transmission. A channel impulse response is then sampled
from a given distribution for each packet to be transmitted.
There exists a large body of work regarding the characterization of propagation environ-
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ments and of distributions for channel impulse responses [18, 14], and in particular for UWB
channels [17, 19, 20, 21, 22, 23, 24, 25, 26, 27].
Taking the convolution of the transmitted BPSK signal (2.2) with the channel impulse re-
sponse in (2.3), we obtain
r(t) =
∑
i
di
L−1∑
l=0
αlp(t− iTf − ciTc − τl − ν) (2.4)
where p(t) can represent the received pulse after being filtered by the transmission and recep-
tion antennas, as well as any other RF component, for instance a bandpass filter. To ease the
notation and concentrate on the features or the receiver, we temporary ignore in equation (2.4)
the contribution of thermal noise and interference.
2.2.2 From Rake Receivers to Energy Detection Receivers
To fully take advantage of the received signal in (2.4), the optimal single user receiver is a
coherent Rake receiver [28] that performs maximum ratio combining (MRC) [29]. Because it
is required in several chapters of this thesis, we describe the functioning of a Rake receiver for
an IR-UWB signal with BPSK modulation. In such a receiver, the channel impulse response
has been previously estimated to obtain the estimates αˆl and τˆl for l = 0, 1, . . . , L − 1 of the
quantities αl and τl in equation (2.3). Furthermore, a timing acquisition algorithm has obtained
an estimate νˆ of the propagation time ν. We also assume that p(t) is the received pulse. Note
that the number of paths L is also a quantity that could be estimated. The received signal in
equation (2.4) is first matched filtered with p(−t):
y(t) =
∫ ∞
−∞
r(τ)p(−t+ τ)dτ (2.5)
With an appropriate change of variable and a few manipulations, (2.5) can be rewritten as
y(t) =
∑
i
di
L−1∑
l=0
αlΘ(t− iTf − ciTc − τl − ν) (2.6)
where Θ(t) is the auto-correlation of p(t). Then, for each frame i, the output of the matched
filter is sampled at
tl = iTf + ciTc + τˆl + νˆ (2.7)
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for l = 0, 1, . . . , L− 1, yielding L samples y0[i], y1[i], . . . , yL−1[i]. Finally, the MRC operation
consists of computing a weighted sum. The output of the MRC is
Y [i] =
L−1∑
l=0
αˆl · yl[i]
= di
L−1∑
l=0
αˆl
L−1∑
l=0
αl Θ(τˆl − τl + νˆ − ν) . (2.8)
Hence, whether or not we gather all the transmitted energy depends on the bandwidth of p(t)
through the width of the support of Θ(t), on the channel characteristics through τl, and on the
accuracy of our estimates of αl, τl, and ν.
Instead of MRC, different sub-optimal combining schemes can be applied [30, 31], which
yield close to optimal performances with a reduced complexity. MRC is optimal when the
noise statistic is Gaussian. If the noise statistic is not Gaussian, it can be beneficial to combine
and weight the samples according to a minimum mean-square error criterion (MMSE) [32].
However, most of the complexity associated with a Rake receiver comes from high sampling
frequency requirements in order to (1) properly estimate the characteristics of the propagation
channel between the source and the destination, in particular τl [33], and (2) ensures a fine
synchronization with the transmitted signal because the performance of the Rake receiver for
IR-UWB systems is significantly reduced by timing impairments [34, 35].
A possibly less complex option is to use an energy detection receiver [36]. An energy de-
tection receiver might only need to estimate the power delay profile of the propagation channel
[37] or the duration of the channel impulse response [38]. It can generally operate at a lower
sampling frequency and is robust against timing impairments [39]. Unfortunately, it is also
less robust to interference than a coherent Rake receiver. And it cannot take advantage of the
full diversity offered by the ultra-wide band channel. The signal at the output of a very simple
energy detection receiver is
y(t) =
∫ t+T
t
[r(u)]2 du (2.9)
where T is the integration time or integration window of the energy detection receiver.
From an energy detection receiver to a Rake receiver, there is a whole “space” of receiver,
that use an increasing amount of information about the channel impulse response [40]. There
exist other types of receivers, for instance differential detectors [41] or receivers based on a
transmitted reference architecture [42, 30, 43, 44, 45]. These are not considered in this thesis.
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2.2.3 IR-UWB as a Multi-Channel Physical Layer
The IR-UWB physical layer with time-hopping allows several users to share the medium
concurrently. This multiple-access capability of IR-UWB physical layers stems from time-
hopping. Unlike narrow-band systems, the collision of packets from different transmitters do
not fully destroy the underlying radio signals. In fact, if several users transmit concurrently with
distinctive THSs, only occasional signal collisions will occur between the concurrent signals
because the pulses from the different users are not transmitted at the same time.
Additionally, interference mitigation schemes at the physical layer (see Section 2.2.4) can
take advantage of the structure of impulse-radio signals to further reduce the effect of interfer-
ence from concurrent transmitters [46, 47, 48], especially in near-far cases.
From a networking point of view, the IR-UWB physical layer can be seen as a multi-channel
physical layer by considering each THS as a particular channel.
In the case where we have U signals transmitted at the same time, we can revisit the cal-
culation of the output of the Rake receiver to add the contribution of the U − 1 other signals.
We still ignore the contribution of thermal noise. We add a superscript (u) to each quantity
that is user specific and let the user with index 0 be the user of interest. The received signal of
equation (2.4) becomes
r(t) =
U−1∑
u=0
∑
i
d
(u)
i
L(u)−1∑
l=0
α
(u)
l p(t− iTf − c(u)i Tc − τ (u)l − ν(u)). (2.10)
The output of the filter in equation (2.6) becomes
y(t) =
U−1∑
u=0
∑
i
d
(u)
i
L(u)−1∑
l=0
α
(u)
l Θ
(
t− iTf − c(u)i Tc − τ (u)l − ν(u)
)
. (2.11)
After sampling at tl = iTf + c(0)i Tc + τˆ
(0)
l + νˆ
(0)
, the output of the MRC operation of equation
(2.8) becomes
Y [i] =
L−1∑
l=0
αˆl · yl[i]
= Y0[i] +
U−1∑
u=1
Yu[i] (2.12)
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where
Y0[i] = d
(0)
i
L(0)−1∑
l=0
αˆ
(0)
l
L(0)−1∑
l=0
α
(0)
l Θ
(
τˆ
(0)
l − τ (0)l + νˆ(0) − ν(0)
)
(2.13)
is the contribution from the user of interest and
Yu[i] = d
(u)
i
L(0)−1∑
l=0
αˆ
(0)
l
L(u)−1∑
l=0
α
(u)
l Θ
((
c
(0)
i − c(u)i
)
Tc + τˆ
(0)
l − τ (u)l + νˆ(0) − ν(u)
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L(0)−1∑
l=0
αˆ
(0)
l
L(u)−1∑
l=0
α
(u)
l Θ
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Tf +
(
c
(0)
i − c(u)i−1
)
Tc + τˆ
(0)
l − τ (u)l + νˆ(0) − ν(u)
)
.
(2.14)
is the contribution from the uth user. The reason behind the occurrence of both the ith and
(i−1)th symbol from the uth user in Yu[i] depends on the particular value of the delay τˆ (0)l −τ (u)l
between the user of interest and the uth user.
IR-UWB physical layers with time-hopping can also be interpreted as a code-division mul-
tiple access (CDMA) system with unbalanced spreading codes [49].
2.2.4 Interference in IR-UWB Networks
IR-UWB systems are subject to impulsive, non-Gaussian interference created by the system
itself, or by other, similar systems (see [50, 51, 52, 53, 54] and a detailed discussion in Sec-
tion 3.3.1). Further, UWB systems have to coexist with existing narrow-band technologies such
as 802.11 [55]. Managing interference to and from such coexisting narrow-band technologies
has been extensively studied (see for instance [56, 57, 58, 59]) and is not discussed in this
thesis.
In this thesis, we consider the impulsive interference created by similar UWB systems. The
main source of impulsive interference in IR-UWB systems are pulse collisions between con-
currently transmitting sources. Pulse collisions occur even though nodes generally use different
THSs. This is due to the fact that THSs in IR-UWB are usually not orthogonal and therefore
do not completely prevent collisions. Furthermore, even if they were perfectly orthogonal, a
tight synchronization between all the nodes would be needed to prevent interference caused by
misaligned THSs.
Furthermore, the multipath propagation channel worsens the situation. The larger the delay
spread of the channel, the more a pulse is spread in time. This increases the probability of
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Figure 2.2: This example comes from [47]. In uncoordinated IR-UWB networks, especially
in strong near-far scenario some form of interference mitigation at the physical layer is benefi-
cial. We show the bit error rate (BER) versus signal-to-noise ratio at the receiver for a system
with and without interference mitigation. The scenario is a very strong near-far case. Packets
are generated according to a Poisson process at half the peak data rate. The channel model
simulated is the 802.15.4a indoor NLOS model. Further, there are four interferers with power
levels of 10dB, 13dB, 16dB and 20dB higher with respect to the user of interest. There is a sim-
ple repetition code with rate 1/4. IR-UWB systems are generally very robust to interference,
but near-far cases can still cause strong degradations as it can clearly be seen. The mitigation
scheme used here is one using interference modeling (described in [47]).
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signal collisions. As IR-UWB systems are likely to be used in environments exhibiting severe
multipath (indoor, factories, etc.), this is a serious issue. Another factor that increases the
probability of pulse collisions is the number of users trying to transmit simultaneously. Even
in systems with a generally low duty-cycle, it can happen that many users access the channel at
the same time. For instance, a sensor network detecting a fire outbreak. In this case, a specific
event triggers simultaneous transmissions from a large number of nodes.
Still, the IR-UWB physical layer remains relatively robust to interference stemming from
concurrent transmissions. But, one additional important factor concerning interference is the
near-far effect: to quote Robert Scholtz “the near-far effect is only a factor when a strong pulse
and a weak pulse happen to collide” [7]. Interferers close to the receiver can have a much
higher signal strength compared to the user of interest. To ensure that small portions of these
high power signals do not predominate the received signal an interference mitigation scheme
can prove beneficial to prevent a huge performance loss. In Figure 2.2, we can clearly observe
the detrimental effect of interference in a near-far scenario if no specific measure is taken.
The near-far problem is of course not specific to UWB systems. It is well known in CDMA
systems. There, it is solved by power control. But even with power control, near-far signals
can be created by transmitters running in other networks that are completely uncontrolled. One
example might be several IEEE 802.15.4a piconets that run in close vicinity to each other.
2.2.5 Packet Detection and Timing Acquisition
As the network is packet-based and there is no global synchronization, the first step towards
the correct reception of a packet is packet detection and timing acquisition. For a particular
destination, it consists of detecting the packets that are intended for itself and find the time
reference of the source. Only then can the destination recover the payload by demodulating the
received signal. Notice that even if their exists a global synchronization in a network, packet
detection may still be necessary.
Packet detection and timing acquisition is performed on a per packet basis and typically
relies on the presence of a so-called acquisition preamble at the beginning of each packet. This
acquisition preamble can be generated using a THS, amplitude modulation, or a combination
of both. The exact functioning of a packet detection and timing acquisition algorithm is out of
the scope of this thesis. The interested reader can consult [60, 61, 62, 12]. For articles specific
to IR-UWB, the reader can consult [63] and the references therein.
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2.2.6 IEEE 802.15.4a Physical Layer
The IEEE 802.15.4a amendment [64] specifies an IR-UWB physical layer for the IEEE 802.15.4
standard [65, 66] that can operate over several bands of 500 MHz (or 1.5 GHz) from approxi-
mately 3 GHz to 10 GHz.
As in the classic IR-UWB physical layer described previously, the IEEE 802.15.4a amend-
ment uses time-hopping to smooth the spectrum of the signal and to mitigate the possible
impact of multi-user interference. The modulation is a combination of BPPM and BPSK pre-
ceded with a concatenated Reed-Solomon/convolutional code. The Reed-Solomon (RS) code
is a (55, 63) code (rate 0.87) and the inner convolutional code has rate 1/2. The exact details
of both the RS code and the convolutional code can be found in [64]. The IEEE 802.15.4a
amendment does not specify a particular receiver. Hence, if a coherent receiver is used, both
the convolutional code and the RS code are used with the combination of BPPM and BPSK.
However, with a non-coherent receiver, only BPPM is used with the RS code without convolu-
tional encoding. As in this thesis we address energy detection receivers for IEEE 802.15.4a in
Part II, we consider BPPM and RS coding only.
An IEEE 802.15.4a packet consists of a preamble followed by a data part. The main differ-
ence with respect to the classic IR-UWB physical layer lies in the signal format of the data part.
Instead of sending a single pulse per frame, a short, continuous burst of pulses with pseudo-
random polarity is sent. For a payload of Lp bits, the transmitted signal is made of Lp frames
of duration Tf . A frame is further divided into Nc chips of Tc seconds. In each frame, a single
burst of Lb pulses is transmitted. A burst of pulses is the concatenation of Lb pulses, whose
amplitudes are modulated by a binary scrambling sequence. A pulse has duration Tp. The lo-
cation of the burst inside the ith frame depends on the ith data bit di and on the time-hopping
sequence: it is a sequence
[
co, c1, . . . , cLp−1
]
of integers chosen in {0, 1, . . . , Nhop − 1} where
Nhop =
Tf
4LbTc
. Note that half of the duration of the frame is not used to make sure that there is
a sufficient guard time to avoid inter-symbol interference (ISI). The burst inside the lth frame
is then time-shifted by ciLbTc + diTf/2 with respect to the beginning of the frame. The binary
scrambling sequences and the time-hopping sequences are generated by a linear feedback shift
register (LFSR, the reader shall refer to the amendment for the specification). Note that the
LFSR is initialized to the same state for the transmission of each packet. Hence, all transmit-
ters have the same scrambling sequence and time-hopping sequence. The transmitted signal of
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an IEEE 802.15.4a data part can be modeled as
s(t) =
Lp−1∑
i=0
Lb−1∑
j=0
bi,j · p (t− iTf − ciLbTc − diTf/2− jTc) . (2.15)
where bi,j ∈ ±1 is the pseudo-random polarity of the j-th pulse of the i-th symbol specified by
the scrambling sequence. The received signal for the data part, after filtering with a bandpass
filter of bandwidth B, is then given by
r(t) =
Lp−1∑
i=0
Lb−1∑
j=0
bi,j · h(t− iTf − ciLbTc − diTf/2− jTc) + n(t) (2.16)
where h(t) is the unknown channel response (including the convolution of the transmitted
waveform with the impulse response of the channel and the bandpass filter), n(t) accounts for
thermal noise and MUI. It is assumed that the duration of h(t) is shorter than Tf/4 to prevent
ISI. Both ci and bi,j are known to the receiver.
The preamble preceding the payload is constructed from a ternary preamble code: this
preamble is a sequence of 31 elements in the set {−1, 0, 1}. Several preamble codes with per-
fect autocorrelation properties are available [64]. The preamble is constructed by first repeating
the preamble code Nsync times, and then by up-sampling by a factor Lup3. A start frame de-
limiter (SFD) is added to the preamble. The SFD is constructed similarly to the preamble with
Nsfd instead of Nsync (see [64] for the details). The resulting sequence is then amplitude mod-
ulated to produce the preamble. The main differences with respect to the data signal are that (1)
no time-hopping is used and (2) single pulses are transmitted instead of bursts of pulses. Note
that for each frequency band, the IEEE 802.15.4a amendment foresees the use of two different
preamble codes. The transmitted signal spre(t) of an IEEE 802.15.4a preamble can be modeled
as
spre(t) =
∑
i
cprei p (t− iLupTc) (2.17)
where cprei is the preamble code. The corresponding received signal is
rpre(t) =
∑
i
cprei · h(t− iLupTc) + n(t). (2.18)
3The up-sampling operation adds Lup − 1 zeroes between each elements.
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2.2.7 Rate-Compatible Punctured Convolutional Codes
The IR-UWB physical layer can naturally provide some form of redundancy as a symbol can be
transmitted over several pulses using a simple repetition code [7]. Similar to spread-spectrum
systems, this repetition code provides a processing gain.
In several chapters, we use a more sophisticated rate-compatible punctured convolutional
(RCPC) code [67] to replace or supplement the repetition code. A RCPC code is a variable rate
channel code. It allows for data to be encoded and decoded at different rates with a single pair
of an encoder and a decoder. This is possible thanks to puncturing: from a low rate codeword,
bits are removed to obtain a higher rate codeword. Generally, from a parent code of rate 1
n
we
obtain a family of (n− 1)p different codes with rates
R =
p
np
,
p
np− 1 , . . . ,
p
p+ 1
. (2.19)
where p is the puncturing period [67]. Furthermore, with the rate compatibility feature, the bits
of a codeword are always a subset of the bits of a lower rate codeword. Hence, RCPC code
can provide incremental redundancy: Whenever a given codeword cannot be decoded, it is only
necessary to send the additional bits to obtain a lower rate codeword and not the complete lower
rate codeword.
In this thesis, we use the RCPC code from [68]. The available code rates are
Rn =
{
8
9
,
8
10
,
8
11
, . . . ,
8
32
,
1
5
,
1
6
, . . . ,
1
10
}
, n = 0, . . . , 30, (2.20)
where the codes of rate 1
5
to 1
10
are obtained by an additional nesting procedure where an
additional generator polynomial is used. With this code, we obtain a fairly large set of available
rates. They will be used for rate adaptation algorithms in Part I.
2.2.8 Physical Layer Assumptions
Thereafter, we shortly summarize the assumptions on the physical layer models used through-
out this thesis.
We assume that the physical layer has a single transceiver, with single-user receivers. No
multi-user receivers performing joint decoding of several transmitters are assumed. Such re-
ceivers have an extremely high complexity and require a receiver to be synchronized with all
the signals to be decoded. We believe these requirements are currently not compatible with the
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objective of low-complexity.
Parts I and III: Classic IR-UWB
In Parts I and III, we use a classic IR-UWB physical layer:
• BPSK modulation or BPPM.
• Time-hopping sequences chosen from a uniform distribution.
• Acquisition preambles constructed from the same time-hopping sequence than the data
part.
Part II: IEEE 802.15.4a IR-UWB
In Part II, we use the IEEE 802.15.4a physical layer. We follow the mandatory set of parameters
with an architecture of the receiver based on energy detection:
• BPPM only
• The time-hopping sequence depends on the preamble code used by the transmitter.
• Acquisition preambles constructed from the preamble code.
Channel Model
For every packet transmission, the channel impulse response is assumed constant. We generally
sample channel impulse responses according to the distribution specified by an IEEE 802.15.4a
channel model in [22].
In Chapters 4 and 5, for complexity issues during the simulations, we use a simpler, five-
tap, multipath channel. The channel coefficients are then sampled according to the model in
[21]. A Rake receiver is used with this channel model.
Interference Mitigation in Chapters 4 and 5
In conjunction with the five-tap multipath channels, an interference mitigation scheme can be
combined with the Rake receiver. It is used for the physical layer simulations in Chapters
4 and 5.
This is a simple scheme, inspired by [46]. It uses thresholding on the absolute value of the
output of the MRC operation (see equations (2.8) and (2.12)). The threshold is set to
|yˆmrc[i]|+ k |nˆ[i]| (2.21)
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where |yˆmrc[i]| and |nˆ[i]| are the absolute values of the estimates of the signal of interest at the
output of the MRC and of noise, respectively. The factor k allows for adjusting the sensibility of
the thresholding operation. In Chapters 4 and 5, k is typically found by extensive simulations.
Samples whose absolute value is larger than the threshold are replaced by an erasure symbol.
It is then left to the channel decoder to recover the erased symbols.
As we pointed out, this a very simple scheme and there more sophisticated schemes. But
the goal of this scheme, in conjunction with the Rake receiver and the five-tap channel, is to
have a physical layer model that captures the essential features of the IR-UWB physical layer.
Nonetheless, there is a detailed discussion of interference mitigation schemes for IR-UWB
in Section 3.3.3. And we present a practical and low-complexity interference mitigation scheme,
applicable to IEEE 802.15.4a radios, in Chapter 9.
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Chapter 3
Related Work
In this chapter, we discuss the existing work on IR-UWB networks. We first complete and
expand the related work on IR-UWB physical layers from Chapter 2. Then, we discuss several
topics related to IR-UWB networks: the characterization of interference, the optimal organiza-
tion, MAC protocols, and interference mitigation.
There are several overview articles that exist on IR-UWB physical layers. In [69, 70]
regulatory issues and application scenarios are discussed. [55] provides a review of UWB
multiple-access and modulation schemes along with associated receivers. [32] is a tutorial on
UWB communications: It overviews channel modeling, timing acquisition, and the design of
transmitters and receivers for UWB radios. [71, 72] address hardware and system issues, in
particular on sensor networks in [72]. Finally [73] discuss ranging and localization in IR-UWB
networks.
An important aspect of UWB is regulation with respect to spectral emissions. The refer-
ences [4] and [5] are the official documents, for the USA and the European Union respectively.
3.1 The IR-UWB Physical Layer
The IR-UWB physical layer is a spread-spectrum physical layer. A tutorial on spread-spectrum
technology can be found in [62] and an historic overview in [74]. Interestingly, there are
mentions of time-hopping and of using narrow pulses for a spread-spectrum physical layer in
articles dating back to the sixties, for instance in [75].
The IR-UWB physical layer is described in [7, 8, 9]. These papers describe the traditional
IR-UWB physical layer, with its frame format and time-hopping combined with BPPM. They
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also give initial estimates of the performance of the IR-UWB physical layer with a Gaussian
approximation on the statistics of the multi-user interference, and with a simple AWGN channel
without multipath. Interestingly, [7] points out the potential advantage of time-hopping over
code-division multiple access (CDMA) systems in case of near-far situations: for time-hopping
systems, the near-far effect is only a factor when a strong pulse and a weak pulse happen to
collide. The analysis in [9] is extended to M-ary PPM in [76]. The work in [77] also addresses
M-ary PPM. From an information theoretic point of view, it was shown in [78] that the optimal
wideband signaling scheme consists of sending infrequent short pulses.
An interesting comment is made in [79], where the author states that the combination of
very narrow pulses and large number of multipath components require that the design of the
receiver be fundamentally different than the design of receivers for narrow-band radios.
The robustness of an IR-UWB physical layer with a multipath propagation channel is as-
sessed initially in [80, 15] and further studied in [13]. In addition, as already explained in Sec-
tion 2.2.1, one distinctive characteristic of UWB systems is multipath resolvability [16, 17].
As such, the characterization of the properties of UWB multipath channels has attracted a very
large interest. The properties of interest are the path loss, the delay spread, the distribution
of the path amplitudes and delays, the correlation properties of these quantities, all in various
propagation environment, with various bandwidths and center frequencies. The following is a
list of relevant references: [17, 19, 20, 21, 22, 23, 24, 25, 26, 27]. Of particular interest are
[22, 24], which describe the channel model for the IEEE 802.15.4a amendment used through-
out this thesis. For references on channel modeling not specific to UWB, the reader can consult
[18] and [14] and the references therein. Such channel models are useful for accurate simula-
tions that require realistic models with the effects of path loss, multipath propagation, noise,
and interference [81]. One example is for the design of IR-UWB Rake receivers, to under-
stand whether or not the receiver needs to consider all the multipath to obtain a satisfactory
performance.
The fine time resolution that allows for multipath resolvability is also advantageous for
ranging [82, 73]. In fact, before being used for communications, impulse-radio was considered
for radar applications [83]. The IR-UWB physical layer appears to be an excellent candidate for
indoor ranging and localization applications [84], for distributed localization [85], and for joint
distributed localization and communication applications [86, 87]. Ranging and localization are
not topics that we address in this thesis. The reader can consult [73] for a UWB specific article
on ranging and [88, 89, 90] for more general references. Another topic that we do not address is
the detailed functioning of signal acquisition for packet detection and timing acquisition. The
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interested reader can begin with [63] and the references therein, as well as [60, 61, 62, 12] for
more tutorial explanations.
An IR-UWB physical layer has been considered for two standardization efforts. For the
IEEE 802.15.3a amendment to the IEEE 802.15.3 standard [91, 92], the interest for an UWB
physical layer was the very high rate obtained thanks to the large bandwidth. The document
[93] describes one submission for an IR-UWB physical layer for the IEEE 802.15.3a amend-
ment. For the IEEE 802.15.4a amendment [64] to the IEEE 802.15.4 standard [66, 65], an
IR-UWB physical layer has actually been chosen. Compared to the existing narrow-band phys-
ical layer of the IEEE 802.15.4 standard, it should offer a better robustness against interference
and multipath propagation channels, a higher data-rate, and the possibility of performing rang-
ing between devices. The physical layer of the IEEE 802.15.4a amendment can operate over
several bands of 500 MHz (or 1.5 GHz) from approximately 3 GHz to 10 GHz.
3.2 Rake Receivers and Energy Detection Receivers for
IR-UWB
We already discussed the Rake receiver in Section 2.2.2, in particular sub-optimal combining
schemes [30, 31, 94], the high sampling frequency required in order to properly estimate the
channel characteristics [33], and its sensitivity to mistiming impairments [34, 35]. Indeed, due
to the wide bandwidth, the coherent processing of IR-UWB signals is generally very sensible
to timing jitters [34]. The performance of an IR-UWB Rake receiver in a multipath channel
environment is addressed in [95, 13, 96]. As Part II concentrates on the design and performance
evaluation of receivers based on energy detection, we will now discuss related work on energy
detection receivers for IR-UWB.
The main advantage of an energy detection receiver is that it allows for exploiting the rang-
ing capabilities and multipath resistance of IR-UWB with a relative low complexity. Both [97]
and [39] considered a complete system with packet detection and timing acquisition followed
by demodulation and exposed the excellent trade-off between complexity and performance of
an energy detection receiver for IR-UWB. Energy-detection receivers are of interest for sensor
networks applications, or IEEE 802.15.4 low data-rate networks, where energy consumption
is of primary importance and devices should be inexpensive. Compared to Rake receivers, an
energy detection receiver might only need to estimate the channel power delay profile [98, 37]
and not the full channel statistics. The energy detection receiver can generally operate at a
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lower sampling frequency and is robust against timing impairments [39, 99]. Unfortunately, it
is less robust to interference than a coherent receiver [100]. Indeed, it cannot take advantage of
the full diversity offered by the ultra-wide band channel, contrary to a Rake receiver [101, 102].
An energy detection receiver is to be used when no or partial knowledge of the propagation
channel is available to the receiver. The work in [103] considers M-ary PPM and addresses
the case where no information about the channel is available: The receiver simply collects the
energies in the possible signal positions and compares them in order to produce the estimate of
the transmitted symbol.
If some information about the propagation channel is available, many papers recognize that
it is necessary to adapt the duration of the integration window of the energy detection receiver
to the characteristics of the received signal (this duration is T in equation (2.9)). In fact, there
is a trade-off to be found between the amount of signal integrated and the amount of noise
collected [104]. There are several proposals of energy detection receivers where the integration
time is adapted [38, 105, 106, 104, 107, 108]. There are also more sophisticated approaches
[109, 98, 110, 37, 40], where the authors take advantage of partial channel state information in
general for designing the receiver (and not only adapting the integration time), for instance, by
using a weighting function. The work in [98, 37] clearly exhibits the optimality of an energy
detection receiver with a weighting function when the interference consists only of additive
white Gaussian noise (AWGN). For timing acquisition, [111] studies the use of a non-coherent
Rake receiver: How many paths should be combined depending on the channel characteristics;
how should they be combined; and what is the effect on the probability of false acquisition
and missed detection. However, [111] does not suggest an algorithm to estimate the number
of paths to select for a particular channel. In fact, to be really efficient, this receiver has to
be adapted to the particular propagation channel of the received signal. Examples of hardware
structures to implement an energy detection receiver can be found in [99, 112].
Even though energy detection receivers are extremely vulnerable to MUI, none of the work
presented in the previous paragraph considers MUI. Furthermore, in the context of Part II, the
related work also does not consider the transmission of bursts of pulses as used in the IEEE
802.15.4a amendment. As shown in Chapter 8, the performance degradation, if MUI is not
taken into account, can be huge in the case a traditional energy detection receiver is used.
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3.3 IR-UWB Networks
3.3.1 Characterization of Interference in IR-UWB Networks
We explained previously that IR-UWB with time-hopping is a spread-spectrum physical layer.
Similarly to CDMA systems, IR-UWB can be used for multiple-access to the physical layer.
However, the multiple-access interference (MAI) or multi-user interference (MUI) in IR-UWB
systems exhibits very specific properties.
In particular, principally due to time-hopping, the statistics of the MUI can generally not
be approximated with a Gaussian distribution [113]. Rather, the density of the MUI exhibits
an impulsive shape and heavy tail characteristics [50, 51, 52, 53, 54, 114, 115]. In [113, 51],
the BER obtained with a Gaussian approximation is not identical to results obtained with sim-
ulations. In [50, 53, 114], with the assumption of an AWGN channel, the distribution of the
MUI obtained at the output of a matched filter exhibits an impulsive shape with a heavy tail.
The same observation was made in [116], albeit with the assumption of a multipath channel.
Using the same assumptions as [50] (simple AWGN channel), [53] shows that the distribution
of the MUI is close to that of a Middleton Class A model [117, 118]. [52] identifies scenarios
where the Gaussian approximation is invalid, for instance, when the average duration between
the transmission of pulses is large or in the presence of heterogeneous received power levels.
Finally, [54] studies why the MUI can not be approximated by a Gaussian approximation.
The modeling of the statistics of the MUI is important for several reasons: for example,
when computing the BER with MUI in a network simulator, or for the performance evaluation
of the physical layer. In fact, a statistical model of the MUI can be used for analytical compu-
tations or to speed-up Monte-Carlo simulations of the physical layer. Another example is the
design of IR-UWB receivers robust to MUI, or the implementation of interference mitigation
mechanisms at the physical layer or link layer. Such mechanisms become necessary with the
increasing deployment of wireless networks, because interference management protocols can
not prevent interference from uncontrolled activities in neighboring networks. Furthermore, as
explained in [119] and further discussed in this thesis (see Chapter 4), there are cases where an
exclusion protocol is not optimal and the implementation of an interference mitigation scheme
at the physical layer is beneficial and necessary.
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3.3.2 Computing Bit Error Rates in IR-UWB Networks
The efficient computation of the BER is one of the topics of Part III. Earlier work on the
computation of the BER of an IR-UWB link with a single-user receiver and MUI [9, 76] uses a
Gaussian approximation for the MUI. However, as the Gaussian approximation is not appropri-
ate (see Section 2.2.4), subsequent work on the computation of the BER assumes non-Gaussian
models for the MUI.
This work can be mainly divided into three areas. First, in [120, 50], the interference stem-
ming from a single interferer at the output of the matched filter is modeled as a mixture of a
Dirac function and uniform random variable. Assuming perfect power control, a combinatorial
convolution formula is developed to compute the BER. Such an approach quickly suffers from
combinatorial explosion when the number of interferers increases. Second, in [121, 122, 51] a
characteristic function approach is taken. To obtain the BER, it requires numerical integrations
for the inverse transform, which may not permit a fast implementation. Finally, a different
approach is to use a statistical model for the MUI and to use it in the computations. Such an ap-
proach is very convenient for working analytically, but suffers from the difficulty of easily and
accurately identifying the parameters of the distribution used to model the MUI with the char-
acteristics of the physical layer. In [123], the interference is modeled as a Poisson distributed
train of impulses. In [124] a generalized Gaussian approximation is used and in [116] a Gaus-
sian mixture model is employed. In [125], the authors combine a combinatorial approach with
a linear approximation of the cumulative distribution function of the MUI.
Note that except for the recent work [116] that takes into account the multipath propagation
channel, most of the existing work makes the assumptions of an AWGN channel and the use of
a coherent receiver.
3.3.3 Interference Mitigation
Interference mitigation is discussed in Chapter 4 and is one of the central topics of Part II. In the
following paragraphs, we discuss interference mitigation techniques that can be implemented
at the physical layer. Of course, one of the simplest way to mitigate interference is to prevent
it, for example by coordinating access to the physical layer. But, as we already explained, this
cannot prevent MUI due to uncontrolled activities in neighboring networks (e.g., several IEEE
802.15.4a piconets running in parallel). Interference must be taken into account already in the
design of the physical layer.
Early work on the design of optimal receivers for the detection of signals in non-Gaussian
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interference [126, 127] suggests applying a non-linear function on the received signal prior
to demodulation. This suggestion stems from the approximation of the optimal receiver with
an impulsive interference model, as the optimal receiver is too complicated for a realistic im-
plementation. In [128], the author uses very simple thresholding operations as possible non-
linearities. It is also shown in [128] that a Middleton Class A density can be approximated
by a mixture of Gaussian distributions or a mixture of a Gaussian distribution with another
heavy-tail distribution. There are several papers that study different thresholding operations or
other non-linearities for receivers with non-Gaussian, impulsive interference: see for instance
[129, 130, 131, 132, 133]. In particular, [133] shows the benefit of a hard-limiting correlator
for a DS-CDMA receiver with impulsive noise.
In [134, 135] and [46], the use of a thresholding operation was rediscovered for IR-UWB to
effectively mitigate MUI. In [46] the benefits of a thresholding structure on the achievable rate
in IR-UWB networks are shown. In [135, 136] a thresholding structure is used for an IR-UWB
channel with MUI and a AWGN channel. Surprisingly, the connection between non-Gaussian
noise and the MUI for IR-UWB physical layer is only made in [53]. It is also interesting to
note that an interference mitigation scheme such as [136] can be seen as an adaptive, single-user
version of the multi-user “blinking receiver” in [137] in that it requires only the knowledge of
the THS of the user of interest. Additional examples of receivers using such structures can be
found in [138, 139, 140, 141, 115]. Other examples that do not use an impulse-radio physical
layer but a DS-CDMA one, with an extremely simple channel model, are [142, 143]. All the
related work reviewed so far used interference mitigation for demodulation. But interference
mitigation schemes can be used for timing acquisition [63] or for time-of-arrival estimation. In
this case, another recent idea is to use non-linear filters on the received signal as in [144] and
[145].
Another possibility to design a receiver robust to MUI is first to derive the optimum receiver
for a given non-Gaussian interference distribution and then to fit the non-Gaussian distribution
to the measured distribution of the MUI [146, 47, 147, 48, 148]. For instance, in [47], the
optimal receiver for an IR-UWB physical layer with a multipath channel and noise following a
Gaussian mixture distribution is derived. Then, this receiver is used in a packet based schemes.
At the beginning of each packet, a preamble is used to fit the Gaussian mixture distribution to
the MUI and interference.
In order for schemes based on thresholding to be effective in practice, the threshold must
be continuously adapted. In particular, with respect to the signal-to-noise ratio of the signal
of interest. This adaptation is actually far from being trivial and no solution to this particular
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problem is mentioned in the related work. In addition, schemes based on interference modeling
are usually quite resource intensive. Also, except for [46] no prior work has considered the use
of a thresholding mechanism with an energy detection receiver. All the related work considers
coherent receiver structures.
We do not address interference mitigation techniques for narrow-band interference in this
thesis. The interested reader can begin with [56, 57, 58, 59] and the references therein. There
are also techniques integrated with the link layer to mitigate interference. We discuss them later
in this chapter. Finally, it is important to understand that the interference mitigation schemes
discussed in this section are not multi-user receivers. They are single user receivers that are
obtained by assuming a noise statistic that is not Gaussian. For a detailed discussion on multi-
user reception for IR-UWB, the reader can consult [149] and the references therein.
3.3.4 Optimal Organization of IR-UWB Networks
The work in [119] and in [150] addresses the optimal design of IR-UWB networks. There are
several important findings in [119]. First, in a multi-hop IR-UWB network, unlike in wideband
networks, the optimal MAC protocol does not depend on the choice of the routing. Hence, a
traditional layered network architecture is applicable and the MAC protocol can be designed
regardless of the choice of the routing protocol. Furthermore, for static networks, minimum
energy routing is optimal, both from an energy and rate performance viewpoint. A second
finding is about the optimal design of the MAC: while receiving a node should maintain an
exclusion region around itself; nodes inside the exclusion region should remain silent during
the reception, whereas nodes outside of this region can transmit in parallel. The size of the
exclusion region depends only on the power constraints of the source of the transmission, and
not on the length of the link or the positions of other nodes. Additionally, the receiver and
its corresponding sender should adapt the rate of the transmission according to the amount of
noise and interference at the receiver. Finally, when a node is transmitting, it should do so
with maximum power. These findings give directions for the implementation of routing and
MAC protocols. A routing protocol should be based on a distributed shortest path algorithm
considering inverse links attenuations as the costs of links. To this end, any standard ad hoc
network routing protocol (AODV, DSR) could be used to calculate the shortest path to the
destination.
The optimal MAC protocol in an IR-UWB network should be a combination of rate adapta-
tion and mutual exclusion. The size of the exclusion region should be adapted to the parameters
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of the network. For low-rate, low-power IR-UWB networks, it might be that the size of the ex-
clusion region is small enough that no exclusion protocol is necessary. Actually, in [150], the
authors show that with a receiver able to mitigate interference at the physical layer, a non-
coordinated MAC exhibits better performance than more complex coordinated solutions. An
exclusion protocol, or power control, is not the optimal strategies in this setting. This result
further suggests that most of the complexity should be invested in a receiver design (to mitigate
MUI, as in [47]) instead of intricate MAC or signaling protocols. The work in [119, 150] is
the foundation of Part I. There are other articles treating essentially the same topic with similar
conclusions [151, 152, 153]. An earlier article [154] also demonstrated that nodes should trans-
mit at maximum power. For articles discussing routing in IR-UWB networks with more details,
the reader can consult [155, 156, 157]. Another interesting article that focuses on routing and
energy efficiency is [158].
Another source of inspiration for the work in this thesis is [159]. In this article, sources
have information to send to a central base station over a wireless channel. They do so at full
power, as soon as they have something to transmit, but adapt the channel code in order to allow
the central destination to properly decode in the presence of interfering sources. A striking
feature of the model in [159] is that the optimal scheme does not require any power control.
3.3.5 MAC Protocols for IR-UWB Networks
There is a large body of work on practical MAC protocols for IR-UWB networks [160, 154,
161, 162, 163, 164, 165, 166, 167, 168, 169, 170]. All the MAC protocols use the IR-UWB
physical layer with time-hopping of [7].
In [154], a joint power and rate link assignment problem is solved. Based on the solution
to the optimal optimization problem, a suboptimal distributed algorithm is proposed: it is a
distributed control admission function based on mutual exclusion. For each potential transmis-
sion, the potential interference that would be caused on existing transmission is evaluated. To
do so, a source broadcasts an RTS-like control packet before sending data. Every neighbor that
receives this control packet responds to the source, adding information that allows the source
to evaluate if the data transmission is admissible or not. The approach is similar to [160]. In
[161] an invitation based scheme is proposed. A node that is ready to receive broadcasts an
invitation for other nodes to compete for access to it on a broadcast channel. There is no power
control or rate adaptation in [161]. In [154, 160, 161] a separate broadcast channel is used to
transmit all control packets. The broadcast channel is implemented with a specific THS known
34 3. Related Work
to all nodes in the network. More recently, the work in [162, 163, 167] assumes that a specific
hardware, based on a frequency-domain detection method, provides a way to detect activity on
the medium for an IR-UWB physical layer. A CSMA [3] based MAC protocol is then proposed
with a busy tone approach [171] to alleviate the hidden terminal problem inherent in CSMA.
There is no power control or rate control used and the authors failed to recognize that mul-
tiple channels are available with an IR-UWB physical layer. The complexity, feasibility, and
power consumption of the frequency-domain detection method is not evaluated. (UWB)2 is the
MAC protocol described in [164]. As in [154], a pseudo-random THS is chosen dynamically
for each packet transmission with a prior exchange of control packets on a broadcast channel.
Whenever a device wants to talk to a particular destination, it starts an RTS/CTS exchange on
a common channel. If the destination is not busy, it answers on the common channel and in-
cludes the particular dedicated THS in the CTS packet. The subsequent data transmission uses
the particular time-hopping sequence proposed in the CTS packet. There is no power control
or rate adaptation. The MAC protocol presented in [166] is called U-MAC. This protocol also
uses dynamically chosen THSs for each packet transmission. Similar to [154], U-MAC tries to
optimally set both the rate and the transmission power for each packet transmission. In [168],
a MAC protocol based on mutual exclusion is proposed for a single-hop network. Except for
[164], most of these protocols fail to recognize the radically different nature of the IR-UWB
physical layer. They do not fully take advantage of the multiple channels available and of the
robustness to interference of the physical layer. Furthermore, if they use multiple channels
thanks to different THSs, all the protocols still rely on a common control channel. This creates
a central point of contention in all these protocols. Also, several of them need mutual exclusion
because they are designed for high-rate applications.
The MAC protocols in [169] and [170] explore the additional use of multiple UWB fre-
quency bands. For instance, instead of transmitting an IR-UWB signal over a frequency band
of 5 GHz, 10 bands of 500 MHz could be used. And it appears in [170] that a multiple band
approach may offer a better throughput than a single band approach.
The IEEE 802.15 Task Group 3a reviewed proposals for an alternate UWB physical layer
for the IEEE 802.15.3 MAC [92]. The MAC is not distributed but based on the concept of
piconets, where a piconet coordinator grants access to members of the piconet on a TDMA
basis.
There is a survey of MAC protocols for IR-UWB networks in [165] with additional refer-
ences therein. In [172], a MAC using CSMA with a rate adaptation scheme is used on top of
a direct-sequence UWB physical layer. But the rate adaptation scheme is only used to to track
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the state of the channel and adapt the signal to noise ratio at the receiver (basically, the distance
to the source and the destination). Rate adaptation is not used to adapt to MUI, which is man-
aged by mutual exclusion or treated as collisions. The concept of rate adaptation has also been
proposed for 802.11 networks [173, 174] for the same purpose. In contrast, in Chapters 4 and
5, we use rate adaptation as a mechanism to support multiple-access. Another interesting MAC
protocol is CA-CDMA [175]. It is a power control protocol and originally implemented on a
traditional DS-CDMA physical layer. A new transmission can proceed if it does not destroy
any ongoing transmission in its vicinity. Power control is necessary, because of the asynchro-
nism between the transmissions from different devices. Even if orthogonal sequences are used
for the CDMA physical layer, transmissions still interfere with each other and are subject to
near-far effects. The power control algorithm is similar to the one in [154]. Information about
neighbors is obtained by exchanging control packets on a separate control channel and by over-
hearing.
The IR-UWB physical layer is actually a multi-channel physical layer and there are already
several papers discussing MAC protocols for multi-channel narrow-band physical layers. The
reader can start with [176] and the references therein.
3.3.6 Modeling of IR-UWB Networks
The approach we use in Chapter 4 for deriving an analytical model of an IR-UWB network
makes a mean-field assumption and requires solving a fixed-point equation. This is similar
to previous work in [177, 178, 179, 180]. Indeed, a mean-field assumption (or decoupling
assumption) is done in [179, 180]. And [177, 178] rely on a similar independence hypothesis.
However, our work is different in that it takes into account the IR-UWB physical layer with
very different properties than the narrow-band physical layer assumed in the previous work.
Moreover, we explicitly address packet detection and timing acquisition and study its effect on
the network. To the best of our knowledge, packet detection and timing acquisition is ignored
in the previous work on networking.
3.3.7 Simulation of IR-UWB Networks
To the best of our knowledge, except the work presented in Chapter 10, there is currently
no other model of an IR-UWB physical layer available for ns-2 [181] or an other network
simulator. Networks simulators (see the excellent list of references in [182]) such as ns-2,
GloMoSim/Qualnet, Jist/SWANS, OMNET++, OPNET, yans [182] or GTNetS[183] allow for
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the use and implementation of an error model at the physical layer. However, none of them
appears to implement characteristic properties of the IR-UWB physical layer such as multiple
channels, or to finely model an explicit packet detection and timing synchronization phase. But
they allow the use of error models at the physical layer.
In particular, there are several extensions and modifications of ns-21. In the case of 802.11,
[173, 184] both implemented an error model based on signal to noise ratio computation but did
not take the cumulative interference into account. Also in the case of 802.11, [185] implements
an error model based on a signal to noise ratio calculation with a cumulative interference model.
An interesting and more recent approach is [186] where the cumulative interference is taken
into account: They do not use an error model, but rather declare a successful reception if the
SINR is higher than a given threshold. Compared to our work in Chapter 10, the previous
approaches are unfortunately specific to 802.11. Furthermore, there is no implementation of
multiple channels or a precise model of the packet detection and timing synchronization state.
A very promising work in the case of 802.11 is [187] (but not yet implemented in a network
simulator); they propose a model to take into account transmissions on multiple overlapping
frequency bands.
It is also worth noting the large body of work that addresses the impact of radio channel and
propagation models on wireless network simulations. The reader can refer to [188, 189] and
the references therein. Finally, [190] addresses the important issue of validation. Validation is
currently very difficult in our case due to the lack of standard hardware. This situation should
evolve with the successful completion of the IEEE 802.15.4a standard and the availability of
IR-UWB transceivers.
1
“Contributed Code” section of the ns-2 website available at
http://nsnam.isi.edu/nsnam/index.php/Contributed_Code, June 2008
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Chapter 4
How to Design a PHY-Aware MAC for
IR-UWB Networks: a Trade-offs Analysis
For the possible applications of low data-rate and low power IR-UWB networks, which we
discussed in Chapter 1, there is a dual objective for the design of the network: the energy
consumption should be minimized and the rate should be maximized. Usually, depending on
the application, one of these objectives is more important than the other.
In order to satisfy these objectives, there exist numerous implementation possibilities of-
fered by the medium access control (MAC) layer and the physical layer; a very large design
space is available. Furthermore, if one option meets the rate objective it will not necessary min-
imize the energy consumption. A trade-off exists between these two objectives. The aim of this
chapter is to understand the design and the implementation trade-offs for IR-UWB networks.
In traditional designs, there is a clear frontier between the MAC layer and the physical layer.
The MAC layer manages interference with an exclusion protocol. It ensures that only one,
single transmission occurs in a given interference domain. As a node can only receive a single
transmission at a time, the MAC layer also arbitrates access to a given destination between
concurrent sources. The MAC layer decides which nodes are allowed to transmit and when
their transmissions are scheduled. In addition, the MAC should permit nodes to sleep when no
data communication is necessary. The physical layer is responsible for packet detection and
timing acquisition, modulation, and channel coding. It controls the rate and power level of the
transmission. The physical layer is responsible for the actual transmission of information bits
between the nodes that should communicate. In general, there is no interaction between the
two layers and the MAC layer has no control over the power or rate used by the physical layer.
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In a physical layer aware MAC design (or simply PHY-aware MAC), the MAC layer has
access to some or all of the physical layer parameters. For example, as we will see in Sec-
tion 4.1.1, interference does not need to be completely prevented, but it needs to be managed.
The rate or the transmitted power at the physical layer can be dynamically adapted to the level
of interference by the MAC layer. A PHY-aware MAC design is not a full cross-layer design.
In a full cross-layer design, the physical layer might have access to information at the MAC or
upper layers. This is not the case in a PHY-aware design. The motive to consider PHY-aware
designs is to reduce the design space and the potential complexity.
An important design decision for a PHY-aware MAC is whether to allow interference by
permitting concurrent and interfering transmissions or to enforce mutual exclusion. There are
other important design decisions: Whether to allow random access or to impose some form of
temporal structure within which transmissions have to occur; deciding whether to use power
control; and how to coordinate nodes such that many of them can sleep. These choices have
implications on both the physical layer and the MAC layer. As we will demonstrate in the first
part of this thesis, a PHY-aware MAC protocol can significantly improve the performances.
This chapter is organized as follows: in Section 4.1, we explore the design space of PHY-
aware MAC protocols; we discuss what functions a PHY-aware MAC design must provide
(Section 4.1.1), how to implement them (Section 4.1.2) and how they are implemented in ex-
isting UWB designs (Section 4.1.3). Even though we focus on UWB in Section 4.1.3, the rest
of Section 4.1 is not specific to UWB. In Section 4.2 we analyze the performance implications
of fundamental design choices. We propose a method for evaluating energy consumption in
the design phase of IR-UWB systems (Section 4.2.1) and derive a set of guidelines that can be
used by system architects to orientate fundamental choices early in the design process (Sec-
tion 4.2.3). We conclude this chapter in Section 4.3.
4.1 The Design Space of PHY-Aware MAC Protocols
4.1.1 What Functions Should a PHY-Aware MAC Provide ?
A PHY-aware MAC layer globally manages the interference and medium access on a shared
communication channel. There are two complementary goals: to maximize the overall lifetime
of the network, and to maximize the rate offered to each node, and possibly remaining fair.
Hence, a PHY-aware MAC must provide the following set of functions:
• Interference management: A source can control the interference it creates by controlling
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the transmission power or the time when a packet is transmitted, or it can adapt to the
existing interference, by reducing its rate to permit reliable reception at the destination.
• Access to a destination: We assume that a node can either send or receive from one
source. Thus, an exclusion protocol is necessary to enforce that only one source commu-
nicates with the destination. This private exclusion protocol only involves the potential
sources and the destination.
• Sleeping management: It is of crucial importance in a low-power context. There exists an
important trade-off between long sleep cycles, that permits for efficient energy savings,
and short cycles that facilitate communication and improve responsiveness.
4.1.2 How Can the Functions of a PHY-Aware MAC be Implemented ?
In this section we review, according to published designs, how the functions above can be
implemented. We give a list of nine building blocks, each of them contributing to one or
several functions. The mapping between building blocks and functions is given in Table 4.1.
Rate Adaptation
Often, the transmission rate is adapted as a function of the channel condition (essentially the
attenuation) between the source and the destination. However, the rate can also be adapted as a
function of the interference created by other devices in the network.
Rate control with IR-UWB can be done by controlling the modulation order, the duration Tf
of the frame, or the channel code rate used at the physical layer. The rate is often adapted based
on feedback from the destination. This feedback is based on statistics gathered at the receiver
either in a predictive or in a reactive manner. For the former, a source inserts pilot symbols in a
packet and the channel is measured at the receiver based on the received pilot symbols. For the
latter, the receiver typically looks at local statistics such as the likelihood ratios at the output of
the receiver.
Interestingly, rate control involves no nodes other than the source-destination pair.
Transmitted Power Control
The transmission power can be adjusted to keep the signal-to-interference-and-noise ratio (SINR)
at the destination above a given threshold for reliable decoding. It is also used to minimize the
amount of interference created on the neighbors.
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Contrary to rate control, power control requires interaction with other devices in the net-
work. If a source increases its transmission power, it will create more interference on concur-
rent receivers. Hence, a source needs to know not only the minimum power required by its
destination to ensure proper signal detection and decoding but also the maximum interference
that ongoing transmissions in the vicinity of the transmitter can tolerate.
Mutual Exclusion
A mutual exclusion protocol prevents nodes from transmitting at the same time. Most tra-
ditional protocols use mutual exclusion to manage interference, but, as we will see in Sec-
tion 4.2.3, mutual exclusion is not always necessary in IR-UWB networks. It is often im-
plemented by control packet signaling (for example with an RTS/CTS handshake as in IEEE
802.11 [191]). The number of nodes affected depends on the transmission power of the control
packets.
Multiple Channels at the Physical Layer
In a multi-channel protocol, the transmission medium is separated into several orthogonal or
quasi-orthogonal transmission channels. There is no interference between transmission oc-
curring on orthogonal channels, whereas there might be some interference occurring between
transmissions on quasi-orthogonal channels. Because simultaneous transmissions can occur
with multiple channels, there is a clear advantage in terms of rate increase. Still, a potential
disadvantage (e.g., for broadcast) is that it becomes impossible to overhear transmissions from
other active nodes on other channels. Quasi-orthogonal channels are inherent with an IR-UWB
physical layer thanks to time-hopping. Note that for the channels created with time-hopping
sequences to be perfectly orthogonal, a very accurate synchronization is required among trans-
mitters and the sequences need to be non-overlapping and aligned in time. Other possibilities
are to separate the bandwidth into non-overlapping sub-bands.
Quasi-orthogonal and orthogonal channels inherently solve the traditional hidden-node ter-
minal problem present in single-channel protocols. Still, a physical layer with quasi-orthogonal
channels might suffer from near-far scenarios.
Multi-User Reception
With a single-user receiver, all signals apart from the one coming from the user are treated as
noise. With a multiple-user receiver, signals coming from several users can be successfully
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received in a joint manner [192]. For example, a near-far interferer would be jointly received
instead of being treated as interference. This annihilates near-far effects and makes multi-user
reception potentially attractive. However, it generally requires the receiver to be accurately
synchronized with all the sources that it wishes to decode and furthermore, the knowledge of
all the transmitted signal characteristics. In addition, the complexity of a multi-user reception
scheme is generally excessively high. Nevertheless, thanks to the particular structure of IR-
UWB signal, there exists several sub-optimal techniques that are still worth considering, such
as the interference mitigation techniques described in Sections 3.3.3 and 4.1.3.
Random versus Scheduled Access
Random access schemes are straightforward to implement in their simplest form, for instance
Aloha [193, 194]. However, with a high utilization, their throughput becomes extremely low.
As such, random access protocols are often improved with some of the following components:
• Carrier-sensing [3] avoids sending a packet on the channel if the channel is already busy.
With IR-UWB physical layers, carrier-sensing is not well defined because there is not
necessarily a carrier. One possibility for emulating carrier-sensing with IR-UWB is to
actively decode. This is especially complex in a network with multiple time-hopping
sequences, because a node has to sense for all possible time-hopping sequences.
• A back-off procedure with timer management is used to resolve collisions.
• A hand-shake procedure [195, 196] where nodes exchange control packets before each
transmission is used to reserve medium access for data transmission. Because these
packets are much shorter than data packets, the performance penalty in case of a colli-
sion is generally low in single-hop scenarios. However, they can drastically affect the
performance in multi-hop scenarios (see [197] in the case of 802.11 networks). Such a
hand-shake procedure can be private between a source and its destination or can involve
more nodes.
Random access is typically used in ad hoc networks because it requires none or very few coor-
dination among nodes.
An alternative is scheduled access. A schedule decides when and which nodes are allowed
to send. It can allow only a single node to transmit (TDMA), or it can allow for multiple
transmissions if they do not interfere significantly. Although this approach is more efficient
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from a medium access point of view, it is very difficult to implement in large, self-organized
networks where nodes do not all “hear” each other.
Time-slotted Structure
Slotted transmissions can reduce interference (as in slotted Aloha [198, 199]) or improve power
saving because a node can sleep during unused slots. It also facilitates timing acquisition: with
slots, the nodes are coarsely time synchronized.
Sleeping Mechanism: Slotted versus Unslotted temporal Structure
Letting nodes sleep is the most effective way to conserve energy in a wireless network and to
maximize the lifetime. However, this requires a mechanism that allows nodes to be contacted,
even though they might sleep from time to time.
There are two types of sleeping protocols. The first one is time slotted and uses a peri-
odic beacon. This beacon provides a coarse-level synchronization and denotes the start of a
so-called super-frame. Generally, a super-frame has two parts: a reservation window, during
which potential senders announce transmission requests, and a data transmission window, dur-
ing which the actual packet transmissions take place. Receivers can then sleep for most of the
second part, except for the periods when announced transmissions occur.
The second approach is unslotted: each receiver wakes up according to its own listening
schedule. A transmitter that wants to communicate with a given receiver first needs to learn the
listening schedule of this receiver. This is the approach implemented in S-MAC [200]. Another
similar approach is to let all nodes have the same sleeping schedule (but maybe delayed in
time). Then, a transmitter does not need to learn the schedule. It simply has to send a long
preamble, as long as the maximum sleeping time. The destination, sure to wake up at some
time in between, will receive the preamble and answer to the transmitter. This is the approach
implemented in B-MAC [201].
Centralized Architecture
A design choice for all the above possibilities is to have either a fully-decentralized or a
more centralized, master-slave architecture where the network consists of one or several sub-
networks, each controlled by a coordinator. A coordinator can be a base-station or an arbitrary
node elected by a network. We do not discuss coordinator election in this thesis.
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Aloha 802.11 CA-CDMA Bluetooth 802.15.4
Rate adaptation I
Power control I
Mutual exclusion I,A I,A I,A I,A
Multi-channel I I
Multi-user detection
Access Random A A A A
Scheduled A A
Time slots S A,S A,S
Sleeping Slotted S
Unslotted
Centralized architecture S S
MBOA Power and rate controlled [154] UWB2 DCC-MAC
Rate adaptation I I
Power control I
Mutual exclusion I,A I,A
Multi-channel I I I
Multi-user detection I
Access Random A A A A
Scheduled A
Time slots A,S
Sleeping Slotted S
Unslotted
Centralized architecture
Table 4.1: Each row is a building block of a PHY-aware MAC described in Section 4.1.2. The
table shows which function a building block contributes to in existing designs proposed in the
literature: I stands for interference management, A for access to a destination and S for sleeping
management.
4.1.3 Which Building Blocks are Used by Existing Designs ?
We now use the building blocks presented in the previous section to analyze several designs
that have been proposed for UWB. For each of the three functions described in Section 4.1.1,
we analyze which building blocks are used for each function. We summarize the results of this
section in Table 4.1. As many of the concepts of UWB designs are borrowed from narrow-band
designs, we also add Aloha [193, 194], the IEEE 802.11 protocol [191], Bluetooth [202], IEEE
802.15.4 (Zigbee) [66] and a CDMA design [175] to Table 4.1 for comparison purposes.
This section is not meant to be a precise description of each of the selected protocols. We
only describe which building blocks are used and how they are used for each function. For more
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information on the IR-UWB protocols, the reader can refer to the related work in Chapter 3.
We begin with the IR-UWB protocols, and then describe the other designs. The joint power and
rate controlled design for a IR-UWB physical layer in [154] was already presented in Chap-
ter 3: Interference is managed by a mixture of mutual exclusion, power and rate adaptation, and
by taking advantage of the quasi-orthogonal channels provided by time-hopping sequences. If
after a distributed handshake procedure on a control channel, there exists no satisfying power
and rate assignment, no data communication occurs (exclusion). The number of nodes affected
by mutual exclusion is variable. In fact, for every receiver there exists an interference mar-
gin, which indicates by how much the interference can increase without destroying ongoing
transmissions. The smaller the interference margin, the larger the number of nodes prevented
from sending. The variable rate permits an adaptation to the interference at the receiver. The
variable power allows for the reduction of the interference created by a transmitter. Access to
a destination is enforced by the same RTS/CTS type of handshake that is used for finding the
power and rate assignment.
With UWB2 [164], also presented in Chapter 3, interference is managed by pseudo-orthogonal
channels and access to a destination is managed by a handshake procedure.
DCC-MAC is the design presented later in Chapter 5. It uses rate adaptation but no power
control. It takes advantage of the infrequent nature of collisions at the physical layer with
an interference mitigation scheme. The interference mitigation scheme declares erasures on
symbols that could not be properly received. The loss of information due to the erasures is
recovered by an error-correcting code. At the cost of a small rate reduction, this greatly allevi-
ates the effect of one or several near-far interferers. Note that interference mitigation does not
necessitate any synchronization between the transmitters. It probably marginally increases the
power consumption.
As we demonstrate later, with interference mitigation, mutual exclusion becomes unneces-
sary. With DCC-MAC, interference is managed by rate adaptation, pseudo-orthogonal chan-
nels through time-hopping sequences and a suboptimal multi-user type of receiver. DCC-MAC
avoids the need for a control channel. As such, the problem of access to a destination is man-
aged by a subtle control of timers and careful use of time-hopping sequences.
We do not discuss sleeping management for the three previous protocols because they do
not address it. We now turn to the other designs.
The Aloha protocol is the simplest design where interference (and access to the same des-
tination) are not managed at all. The 802.11 protocol [191] is based on CSMA/CA with an
optional RTS/CTS mechanism. In the first version of the protocol the MAC had practically no
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interaction with the physical layer; the physical layer provided two rates and the only task of
the MAC was to arbitrate access to the channel. Subsequent versions of the standard saw an in-
crease in the number of different rates offered by the physical layer. Coupled with an automatic
repeat request (ARQ) mechanism, it allows the MAC to dynamically control the transmission
rate and to adapt to the channel condition between the source and the destination. Furthermore,
the 802.11h standard [202], an evolution of the 802.11a standard, performs transmission power
control in order to reduce the interference created. In addition, it permits dynamical switching
from a given channel to another for a better spectrum utilization. Nevertheless, interference
management and access to a destination are enforced essentially by mutual exclusion. Indeed,
only one node can use the channel at a time. To enable sleeping in the infrastructure mode,
the access point broadcasts beacons that permit devices to easily and regularly switch to doze
mode. In ad hoc mode configuration, each device broadcasts its own beacon. It is then up to a
source to listen to the beacon of a desired destination.
Multiple channel designs based on 802.11, such as [203], take advantage of the several
channels available for 802.11 networks to operate in. Indeed, 802.11b provides at least three
orthogonal channels where parallel transmission can occur. Hence, in the case of [203] inter-
ference is managed by orthogonal channels and exclusion. There is still obviously a need for
exclusion as two nodes might still want to use the same channel for a transmission. Access to
a destination is enforced thanks to a modified RTS/CTS procedure taking place on a dedicated
control channel. To avoid wasting an entire channel for control signaling, the authors use a
slotted procedure. On a regular interval, all nodes switch to the control channel to arbitrate
access. Once this is done, the control channel too can be used as a data channel.
Bluetooth (or IEEE 802.15.1) [202] is based on a piconet paradigm where any communica-
tion occurs in a master-slave fashion. The physical layer of Bluetooth is based on frequency-
hopping spread-spectrum and every piconet uses one out of 79 available hopping patterns. It
is a slotted protocol. There is no rate or power adaptation. Interference is managed by mu-
tual exclusion and multiple channels thanks to the frequency-hopping sequences; indeed, only
one node can transmit in any hopping slot. This implies that all devices belonging to a given
piconet must be synchronized with the piconet coordinator. Access to a given destination is
centrally managed by the piconet controller. For sleeping management, the centralized and
slotted structure permits nodes to easily sleep and wake up when necessary.
The IEEE 802.15.4 (Zigbee) protocol [66], although based on a narrow-band physical layer,
is also of interest since the IEEE 802.15.4a Task Group has standardized an alternative IR-UWB
physical layer. The IEEE 802.15.4 MAC is a single-channel protocol based on CSMA/CA (with
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an optional RTS/CTS mechanism). Its main operating mode is the so-called beacon-enabled
mode where the network is organized as a slotted piconet. A piconet coordinator periodi-
cally broadcasts beacons. Access inside a given slot uses exclusion and is arbitrated through
CSMA/CA. Hence, interference is managed entirely by mutual exclusion, thanks to the slot-
ting procedure. Access to a destination is ensured by the optional RTS/CTS procedure or relies
on collision detection and a backoff mechanism. For sleeping management, the centralized
and slotted structure permits nodes to easily sleep and wake up when necessary. There is
also a distributed operating mode where communication occurs on a point-to-point basis using
CSMA/CA.
The CA-CDMA MAC using distributed power control for a CDMA physical layer [175] is
already discussed in Chapter 3. Interference is managed by a combination of mutual exclusion,
power control and pseudo-orthogonal channels. Any attempt to communicate starts with a
handshake between the source and its potential destination on a separate control channel. If
no admissible power is found, no data transmission occurs. Devices take advantage of a CTS-
like packet on the control channel to insert their power margin. This information can then be
overheard on the control channel by other nodes. The handshake procedure is also used for
access to a destination. Sleeping is not addressed.
The MBOA protocol [204, 205] shares similarities with IEEE 802.15.4. It emerged from
the inconclusive effort of the IEEE 802.15.3a Task Group that worked on an alternative UWB
physical layer for IEEE 802.15.3. There is only a beacon based mode, with slotted access in
between beacon transmissions. The UWB physical layer adopted by MBOA is not based on
impulse-radio but on a multi-band OFDM radio.
4.2 Performance Analysis of the Different Design Choices
In this section we use the classification developed in the previous sections to evaluate several
important design choices for low-power, low data-rate IR-UWB networks. Our results are
obtained either by review of the literature, or by ad-hoc analysis and simulations. We derive
six facts that can be used as guidelines. But first, we define the energy consumption model and
the performance metrics used in the analysis.
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4.2.1 Energy Consumption Model
Our goal is to define an energy model that can be applied early in the design process, before
an actual hardware is developed. This is a serious challenge, but we can take advantage of
the nature of IR-UWB to derive a generic model, flexible enough to account for a large set of
options.
With IR-UWB, time is divided into frames of Nc short duration chips, we one pulse trans-
mitted per frame. We use this to define a chip-level model of energy consumption. During a
chip, the physical layer can either transmit a pulse, receive a pulse, perform timing acquisition,
be in an active-off state, or sleep. The active-off state occurs due to time-hopping: When a
node is between two pulse transmissions or receptions, energy is consumed only to keep the
circuit powered up, but no energy is used for transmitting or receiving pulses.
Hence, we model the energy consumption by considering the energy per chip for each state.
An energy consumption model is defined by the vector
~q = [qtx qrx qao] (4.1)
where qtx is the cost for transmitting a pulse, qrx receiving a pulse and qao for being in the
active-off state. As the same transceiver elements are used for timing acquisition and reception,
the acquisition energy consumption is also equal to qrx. The cost while sleeping is negligible
compared to transmission or reception.
Due to the lack of hardware implementation of UWB transceivers, it is currently impossible
to give precise figures for ~q. However, only relative values are relevant to our performance
evaluation. It is thus possible to limit our analysis to a small set of scenarios. The numerical
values of ~q are shown for each scenario on the top of Table 4.2.
We now show on an example how our energy model is used. The energy consumption
Epacket to receive a packet of 127 bytes (including a synchronization preamble of 20 bytes)
using binary modulation (one pulse carries one bit) is
Epacket = 8 ·

 20 ·Nc · qrx︸ ︷︷ ︸
Energy for the preamble acquisition
+ 107 · qrx︸ ︷︷ ︸
Energy when a pulse is present
+107 · (Nc − 1) · qao︸ ︷︷ ︸
Energy in the active-off state

 (4.2)
where the factor eight appears because we consider bytes. With this model, the energy con-
sumed for each received or transmitted packet can be easily computed. The lifetime of a node
is then the time necessary to consume all the energy contained in the battery of the node.
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4.2.2 Performance Metrics and Simulation Parameters
We use two metrics to be consistent with the goal of maximizing network lifetime while keeping
rates as high as reasonably possible. The metrics are the sum of logs of node lifetimes and the
sum of logs of average link rates. The reason we use log utility metrics is to take fairness
into account. Log utility metrics are known to achieve a good trade-off between efficiency and
fairness [206].
The remaining assumptions about the physical layer parameters and the topology for the
simulations are given in Table 4.2. Note that the physical layer supports several transmission
rates by using the rate compatible punctured convolutional (RCPC) codes of [68] presented in
Section 2.2.7. The rates range from 100 kbit/s to 1 Mbit/s. For the simulations involving a
physical layer model, we assume the five-tap multipath channel with a Rake receiver as de-
scribed in Section 2.2.8. The interference mitigation scheme is used if necessary, with k = 2.8.
This value was found by extensive simulations.
The lengths of the packets are computed assuming the smallest data-rate. For the simula-
tions, all nodes have an identical physical layer and the same initial battery power.
4.2.3 Conclusion From the Performance Analysis: Guidelines for the Optimal Design
We conduct our performance analysis by analyzing existing literature and by performing ex-
tensive simulations when needed. All the simulation code can be found online at [207]. The
performance analysis results lead to the following six facts about the optimal design for low
data-rate, low-power IR-UWB networks.
Fact 1: Rate control is needed.
If the rate (from modulation and coding) is fixed to some predefined value, this value has
to be small enough to be feasible for all channel conditions. This in turn imposes the same
small rates on good channel conditions. If transmission rates are low, packet transmissions last
longer, and more energy is consumed to keep circuits running. This is highly inefficient from
a rate or lifetime viewpoint [119, 208]. Furthermore, if transmissions last longer, they generate
more interference. This interference further decreases the performance of links that are already
operating. Therefore, we can easily conclude that rate control is needed. In addition, most of
the recent designs, including the ones considered previously in Section 4.1.3, allow a form of
rate adaptation through variable modulation and coding.
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Energy consumption models 1 ~q = [1 1 1] Baseline model
~q = [qtx qrx qao] 2 ~q = [1 5 1] Higher cost for recep-
tion
3 ~q = [1 1 0.5] Lower cost for active-
off
4 ~q = [1 5 0.5] Higher cost for recep-
tion, lower cost for
active-off
Physical layer parameters Frame length Nc = 1000 chips
Chip duration Tc = 1 ns
Rates (convolutional code with puncturing):
R =
{
1, 8
9
, 8
10
, . . . , 8
32
, 1
5
, 1
6
, . . . , 1
10
}
Mbit/s
Energy per pulse Ep = 0.2818 mW
802.15.4a channel model
Sleeping protocols parameters Tb = 50µs, Tfa = 10µs
TRTS = TCTS = TACK = 800µs
The size of control packets is 20 bytes
TDATA = 10200µs
The size of data packet is 127 bytes
Topology for the simulations Nodes position randomly distributed on a
20 × 20 meters square
Links are chosen randomly
Table 4.2: Energy consumption model, physical layer parameters and assumptions for the per-
formance analysis
Fact 2: Transmitted power control is not needed.
Different power adaptation strategies for low-power UWB networks have been discussed in
[119] and [208]. One of them is 0/Pmax: whenever a node transmits data, it is with the max-
imum allowed transmission power Pmax. It is shown in [208] that any feasible rate allocation
and energy consumption (hence lifetime) can be achieved with this simple power adaptation
strategy. Hence power adaptation is not needed. A similar conclusion was also obtained in
[154].
Intuitively, because the SINR with impulse-radio UWB is convex in interference, increasing
the transmission power of a source has more effect on the received signal at the destination than
on interference on other nodes. As such, it is beneficial for a node to transmit with maximum
power. This ensures a high data-rate and data transmissions terminate quickly to let other nodes
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transmit. In contrast, using a lower transmission power prolongs the transmission duration
which is detrimental to reducing power consumption. With a short transmission time, we use
the circuits for a shorter period of time and thus increase the lifetime of a node.
Fact 3: A suboptimal and simple form of multi-user detection is beneficial.
Optimal multi-user detection is an efficient way to manage multiple access. However it re-
mains impractical in our setting: we consider low-complexity devices and multi-user detection
requires synchronization among transmitters as well as the knowledge of their channel charac-
teristics.
Nonetheless, there are clear benefits for IR-UWB when using sub-optimal solutions such
as interference mitigation as demonstrated in [46, 136, 63, 47, 48] (see Section 3.3.3) and in
Chapters 5 and 9. In Chapter 5, at the cost of a small data-rate reduction, an interference
mitigation scheme greatly alleviates the effect of one or several near-far interferers.
Fact 4: Mutual exclusion is not needed when interference mitigation is applied.
In case of near-far scenarios (even with a very low data-rate), it might seem desirable to enforce
some form of mutual exclusion. However, if interference mitigation is applied, a large part of
the interference is eliminated. We simulate the impact of mutual exclusion on rate and lifetime
when interference mitigation is present.
Our starting point is the result from [119] discussed in Section 3.3.4. Here is the setting
of the simulations. We assume each active receiver has a mutual exclusion region of radius
γ around it; during reception, no node inside the exclusion region is allowed to transmit. For
each value of γ between zero and 30 meters, we find all the subsets of nodes and rate of these
nodes that maximize the rate metric and satisfy the exclusion region constraints. Nodes send
with maximum power. We use the baseline energy model (model 1). It turns out that the results
are similar with the other energy models. A detailed explanation of how the simulations are
performed is given in Appendix A.1.
The average rate achieved for different γ is depicted in Figure 4.1. It can be observed that it
is optimal to let all nodes transmit concurrently at all times (the maximum is reached for γ = 0).
Without interference mitigation, the optimal exclusion region size is approximately two meters.
Thanks to interference mitigation, no mutual exclusion is required. The rate reduction due to
interference mitigation is traded for an increased spatial reuse due to the absence of mutual
exclusion
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Figure 4.1: Average node rate (dashed blue curved) and average node lifetime (red dot dashed
curve) relative to the values at γ = 0 versus the size of the exclusion region γ. We use the
baseline energy model (model 1), the results are similar with the other energy models. No
exclusion region is required from a rate point of view. The presence of an exclusion region has
negligible impact on the lifetime.
In the case of the lifetime metric, we also evaluate the optimal γ using numerical simula-
tions. The results are depicted in Figure 4.1. With large γ, the lifetime of the node is only
slightly increased. When rate constraints are low, each node transmits only during a small frac-
tion of time. This in turn reduces the energy consumed to keep the circuits running. Hence
the total interference created is small and the energy consumed is minimized. Furthermore,
interference mitigation handles most of the interference, and there is no need to implement an
exclusion protocol.
It is also important to remember that with an exclusion mechanism comes the cost of a
practical protocol. The overhead of this protocol and its cost is actually not taken into account
by the simulations, which reinforce our conclusion.
Fact 5: A slotted sleeping scheme is better than unslotted if occasional bursts of data
must be supported.
We consider a slotted and an unslotted sleeping protocol (Section 4.1.2) as depicted in Fig-
ure 4.2. We analyze which protocol is more efficient with respect to the average lifetime of a
node.
For the slotted protocol, a so-called super-frame is defined. A super-frame begins with
a beacon sent by a coordinator. It is followed by a reservation window. If a node wants to
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Figure 4.2: The slotted sleeping protocol is depicted on the top. We consider a transmitter and
a receiver and assume in this example, that a transmitter is also a coordinator). The protocol
defines a so-called super-frame. A super-frame begins with a beacon sent by a coordinator. It
is followed by a reservation window. If a transmitter wants to transmit, it sends a RTS in a
reservation slot using the THS of the receiver. As such, concurrent reservations for different
receivers are possible. The receiver replies with a CTS if it accepts the reservation. If a reser-
vation is successful, the actual data transmission occurs in the corresponding data slot, and is
followed by an acknowledgement packet (ACK). In the beginning of a super-frame, nodes need
a long beacon of duration Tb to achieve a coarse level synchronization. Afterward, there is only
a short preamble of duration Tf before every packet. In the unslotted sleeping protocol (bot-
tom), every node has a regular interval of duration TL, called listening schedule. Reservations
are done during the listening window at the beginning of the interval, and if successful, are
followed by a packet transmission. Since a pause between two reservation periods can be long,
we need a long preamble at the beginning. One packet at most can be received during TL.
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transmit a packet, it sends first a RTS in a reservation slot using the THS of the receiver. As
such, concurrent reservations for different receivers are possible. The receiver replies with a
CTS if it accepts the reservation. If a reservation is successful, the actual data transmission
occurs in the corresponding data slot, and is followed by an acknowledgement packet (ACK).
In the beginning of a super-frame, nodes need a long beacon of duration Tb to achieve a coarse
level synchronization. Afterward, there is only a short preamble of duration Tf before every
packet.
For the unslotted protocol, every node has a regular interval of duration TL, called a listening
schedule. Reservations with RTS/CTS are done during the listening window at the beginning
of the interval, and if successful, are followed by a packet transmission. They are used to
arbitrate access between concurrent sources for the same destination. Since a pause between
two reservation periods can be long, we need a long preamble at the beginning. One packet at
most can be received during TL.
We compute the lifetime assuming that most of the time the node is subject to a load λ0.
However, the network is designed to occasionally sustain a traffic load λmax > λ0 per receiver
during burst intervals.
Let us define by Γ the network utilization. In the slotted case, a receiver can receive Γ SA
TSF
packets per second where SA is the number of reservation slots in the reservation window and
TSF is the super-frame length. In the unslotted case it can receive Γ 1TL where TL is the time
interval between two listening windows. One packet at most can be received during TL. Since
a network with utilization close to 100% is unstable, we take Γ = 0.7 to guarantee stability.
Note that if two requests to the same destination overlap, one is very likely to be accepted due
to time-hopping and the signal acquisition procedure [63]. Therefore, we assume that the total
submitted traffic is close to λ0 per receiver.
For two extreme values of SA equal to 5 and 20, and the four energy models, we compare
the lifetimes achieved with the slotted and unslotted protocols. The parameters TSF and TL
are chosen to sustain the bursty maximum load λmax. The lifetime is then computed assuming
a load λ0 = 10 kbit/s. The ratios of the lifetime in the slotted over the unslotted case are
plotted on Figure 4.3(a). With slotted sleeping protocols, the lifetime is 15% to 50% longer. If
the lifetime is around one year, it can be significantly increased by two to six months. If the
slotted structure comes at a low cost, or for free (as in a master-slave system like Bluetooth),
its use is optimal. If this is not the case, we need to compare the implementation overheads to
compare the two protocols. The main overhead of a slotted protocol is distributing the beacon
and managing the cases when communicating nodes hear several different super-frames. The
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Figure 4.3: Lifetime comparison for slotted and unslotted sleeping protocols under various
traffic constraints. We compare the performance for SA equal to 5 and 20 and all energy models
(Table 4.2), qi stands for energy model i. In all cases λ0 = 10 kbit/s.
main overhead of an unslotted protocol is the time necessary when a node learns the schedules
of its neighbors, either due to a topology change or due to a clock drift.
Fact 6: An unslotted sleeping scheme is better than slotted if occasional maximum
latency must be supported.
We consider a variant of the previous section. We still assume that most of the time, the network
is subject to an average traffic load λ0. However, it has to occasionally support a small number
of unpredicted, but very urgent messages instead of a bursty high load.
When a node generates a packet, it cannot send it immediately. For the slotted protocol a
node has to wait at most TSF to send a packet. For the unslotted one, the worst case delay is TL.
In both cases, we assume that the worst case is limited by application constraints to the access
delay Tad. We then compare the energy savings for the two approaches as a function of Tad for
the different energy models.
The ratios of the lifetime in the slotted case over the unslotted case are plotted in Fig-
ure 4.3(b). The conclusions are the opposite of the previous section: the unslotted protocol
always performs better or equal to the slotted protocol. Indeed, the unslotted protocol has only
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one listening window per time Tad, whereas the slotted one has SA reservation slots and every
node has to listen for an RTS during these SA slots.
Again, as in deciding whether mutual exclusion is necessary or not, there are protocol
overhead costs that are not modeled in this short analysis of sleeping protocols. The main
overhead of a slotted protocol is in electing a coordinator. Each node has to hear at least one
super-frame, hence it has to be in transmission reach of at least one coordinator (otherwise, it
can become coordinator itself). Also, coordination requires energy. The role of coordinator
has to be delegated equally to all nodes, in order to provide equal energy consumption [209].
Finally, an additional management is needed for nodes that hear more than one super-frame,
or in cases when a source and a corresponding destination hear different super-frames. The
main overhead and cost of the unslotted protocol is to learn the sleeping schedule. Whenever
a neighborhood of a node changes, for example due to mobility, it needs to learn again the
listening schedules of its peers. Also, if a node does not transmit to a destination for a long
time, it may need to learn its schedule again due to clock drift.
4.3 Discussion and Conclusion
In this chapter, we have first explored the design space of PHY-aware MAC protocols. We
describe their functions and the various ways they can be implemented. This is directly useful
for protocol designers to understand and exploit the large range of possibilities they have for
designing PHY-aware MAC protocols for UWB or other physical layers.
In the second part of this chapter, our performance analysis leads us to formulate six guide-
lines for the design of low data-rate, low-power IR-UWB networks. We also introduce an
energy consumption model for impulse-radio systems. The guidelines clearly call for an un-
coordinated and decentralized protocol using rate adaptation but no power control, and with
an interference mitigation scheme at the physical layer. The MAC should primarily manage
access by adapting rate to interference, without attempting to exclude competing sources by
a mutual exclusion protocol. These results are valid from a rate maximization point of view.
They appear to be close to optimal for minimizing the energy consumption. But more work is
required in this case.
It also interesting to compare the results in this chapter with those in [119] (see Sec-
tion 3.3.4). In [119], the conclusions are also to not use power control and to adapt the rate
of a link to the interference at the receiver. However, [119] shows that there is an exclusion
region around nodes receiving a packet. Other nodes in this exclusion region are not allowed
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to transmit. The results in this chapter demonstrate that in a low data-rate setting, and with
an interference mitigation scheme at the physical layer, the size of this exclusion region is
negligible.
The next chapter will actually present DCC-MAC, a practical protocol that is built on these
findings. It also contains additional simulation results, with strong near-far scenarios, that
confirm the findings of the present chapter. A practical and low-complexity IR-UWB receiver
with interference mitigation capabilities is presented in Chapter 9.
Of course, a complete design targeting energy efficiency should also consider energy effi-
cient routing. A first step in this direction is [158]. We did not discuss whether all nodes should
use the same THS or not. And we also did not discuss issues related with packet detection and
timing acquisition. These issues are actually treated separately in Chapter 6.
Chapter 5
DCC-MAC: a PHY-Aware MAC Layer for
IR-UWB Ad Hoc Networks
In the previous chapter, we obtained guidelines on the optimal design for IR-UWB networks.
The guidelines clearly call for an uncoordinated and decentralized protocol using rate adapta-
tion and no power control, but with an interference mitigation scheme at the physical layer. We
also compared our findings with the results in [119] and they agree: In a low data-rate setting
and with an interference mitigation scheme at the physical layer, it turns out that the size of
the exclusion region becomes negligible. We use these findings as a foundation for a practical
PHY-aware MAC protocol.
We begin this chapter with simulations to further verify that an exclusion mechanism is
useless with an interference mitigation scheme at the physical layer. But we consider a topology
with severe near-far cases instead of the random topologies of the previous chapter. It is not a
priori manifest that the size of the exclusion region is negligible in this case. In fact, even with
interference mitigation, the activity of one near-far user can have a severe effect on the rate
achievable by other users. The results of these additional simulations validate the findings of
the previous chapter. They confirm that the MAC should still manage interference by adapting
the rate to interference, even in near-far cases. It yields a better throughput than attempting to
exclude competing sources by a mutual exclusion protocol.
However, this does not mean that a protocol is not necessary at the link layer. First, a rate
adaptation protocol is required. We present our dynamic channel coding (DCC) protocol to
continuously adapt the rate to variable channel conditions and interference (Section 5.2.1). To
avoid the problem of signal to interference and noise ratio (SINR) measurements, the optimum
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rate of the code is determined after packet reception and piggybacked in the acknowledgment
to the sender. Furthermore, there actually remains some exclusion to implement because we
assume that a node can be engaged exclusively in either the reception or the transmission of a
single packet. This is enforced by the “private MAC” (Section 5.2.2) that resolves contention
for the same destination. The private MAC utilizes the THS of the destination for the trans-
mission of packets. The THS of a node is generated by using the MAC address of the node as
seed for a pseudo-random number generator. This has two consequences: the THS is identi-
cal for every packet to the same destination; and learning the THS of a node is equivalent to
learning its MAC address. Finally, there is the challenge of absence of carrier-sensing. We
solve it by an elaborate signaling protocol that alternates between direct access to a receiver
and an invitation-based scheme. We do not use any separate channel for control signaling to
avoid any global contention possibilities. Our protocol is fully implemented in ns-2 along with
a model of the physical layer (see Chapter 10). Simulation results show a significant increase
in throughput compared to traditional protocol design.
5.1 Taming the Exclusion Region With Interference
Mitigation
In this section, we demonstrate that the size γ of the exclusion region around a destination is
negligible in a low data-rate setting with an interference mitigation scheme at the physical layer.
Even in near-far scenarios, rate adaptation remains more efficient that an exclusion protocol.
5.1.1 Performance Metric and Simulation Parameters
Our performance metric in this section is the bit error rate (BER). The physical layer model in
this chapter has slightly different parameters that in other chapters. We assume that Tc = 0.2 ns
and that the support Tp of the pulse p(t) is equal to Tc. This results in roughly 5 GHz of
bandwidth. Furthermore the normalized energy per pulse Ep/Tc = 0.28 mW [93]. Hence, with
Nc = 280, we obtain an average radiated power of 1 µW. In addition, the maximum rate of
our physical layer is 1
Nc·Tc ≃ 18 Mbit/s. Given the large bandwidth of 5 GHz, we still consider
18 Mbit/s as a relatively low data-rate.
As in Chapter 4, we assume the five-tap multipath channel with a Rake receiver as described
in Section 2.2.8. The interference mitigation scheme is used if necessary, with k = 2.8. This
value was found by extensive simulations.
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5.1.2 Computing the Size of the Exclusion Region
In networks with arbitrary topology, all destinations D1, . . . , Dn have a different exclusion
region size γk, k = 1, 2, . . . , n. In such scenarios, computing γk is known to be a hard problem
[119]. We therefore resort to the symmetric topology of Figure 5.1 where γ = γ1 = . . . = γn.
The links {S1, D1}, . . . , {Sn, Dn} are placed in an alternate way on a cylinder of length Lc.
This is a strong near-far scenario.
The distance between two parallel links is d. If γ < d, then it is optimal to let all nodes
transmit at the same time. The achievable rate on a link in this case is Rall(d). If γ > d, then it
is optimal to have only the nodes on one side of the cylinder to transmit at the same time (half
of the sources). In this case, the achievable rate on a link is Rexcl(d). In the limit case, when
γ = d, we have Rall(d) = Rexcl(d) [119]. We use this property to determine the size of the
exclusion region. For a given number of destination n and Lc we compute Rall(d) and Rexcl(d)
for various values of d and determine where Rall(d) = Rexcl(d).
S1
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S3
S4
S5
S6
D1
D2
D3
D4
D5
D6
Lc
d
Figure 5.1: Multiple near-far interferers scenario: nodes are symmetrically distributed on the
edges of a cylinder. Corresponding peers are located on adjacent disks. This is a strong near-
far scenario. There are n = 6 links in total and every second link is inverted such that each
destination is close to an interfering source. The distance between a source and a destination is
the length of the cylinderLc, and the distance between a destination and the adjacent interfering
source is d.
To determine the best Rall(d) and Rexcl(d) that S1 can achieve in the presence of inter-
ferers Sj , j = 2, . . . , n, we first set a BER threshold µ∗. A typical value for µ∗ in a wireless
environment is 10−5 [12]. We then determine the maximum possible rate Ri, i = 1, 2, . . . , N
that drives the BER below µ∗. Modeling the multi-user interference (MUI) in equation (2.12)
as Gaussian would permit an analytical expression to be used [9] for γ in an uncoded IR-UWB
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physical layer. However, in our settings, this assumption does not hold for IR-UWB [51]. Since
we further use convolutional channel codes and a multipath channel, we turn to simulations to
derive γ (we use Matlab). We furthermore consider two types of channel decoding policy, hard-
decision and soft-decision. With a hard-decision policy, only the sign of the demodulator output
is passed to the channel decoder, whereas the sign and the amplitude are passed in the case of
soft-decision decoding. Usually, the soft-decision policy performs better than a hard-decision
policy [12]. However, the underlying assumption in this case is that the total interference (MUI
and noise) has a Gaussian density. This justifies our interest in analyzing the performance of a
hard-decision policy.
The results are shown in Figure 5.2. We consider n = {4, 8, 16} links and use link lengths
of Lc = {2, 6, 12, 18} to obtain varying signal and interference intensities. When hard-decision
is used, there is no exclusion region i.e., Rall(d) > Rexcl(d), ∀d. However, the performance
is very poor for large values of d, when interferers are distant and the dominant interference
is Gaussian noise. In the soft-decision case, an exclusion region of 1 to 4 meters is present
depending on Lc and n. Although the probability of collision Pcol(n) = 1 −
(
1− 2Tc
Tf
)n
with
interfering pulses is low (< 1% for n = 1, 7.5% for n = 10, and ignoring the multipath
propagation), they have an impact in the case of nearby interfering sources. A collision results
in a received sample with a large value that propagates over the decoding of several subsequent
samples. It significantly deteriorates the decoding process and causes several decoding errors.
This does not happen with a hard-decision policy since only the sign of the output sample is
used. However, soft-decision decoding clearly outperforms hard-decision decoding at large
values of d.
Intuitively, the optimal decoding policy should be an adaptive combination of hard-decision
when strong interferers are present and soft-decision otherwise. These observations are the rea-
son to use an interference mitigation scheme based on thresholding. This reduces γ compared
to a soft-decision scheme and still avoids the complexity of an exclusion scheme.
5.1.3 Replacing Exclusion by Interference Mitigation
We demonstrate how an interference mitigation (IFM) scheme at the physical layer reduces
the effect of strong interferers and how it can replace an exclusion scheme. We use the IFM
scheme presented in Section 2.2.8. This scheme cancels the samples resulting from a collision
with pulses from a strong interferer. It replaces them by erasures to skip them in the decoding
process.
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Figure 5.2: We show Rall(d) (all sources send at the same time) as well as Rexcl(d) (one side
of the cylinder sends at the same time) vs. interferer distance d. We determine Rall(d) for inter-
ference mitigation decoding (IFM), soft-decision decoding (Soft), and hard-decision decoding
(Hard). The intersection between Rall(d) and Rexcl(d) gives γ, the size of the exclusion region.
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Using the same simulation model and parameters as in the previous section, the rates
achieved with IFM are depicted in Figure 5.2. With IFM, we take full advantage of the soft-
decision policy for large values of d. For low values of d, interference mitigation considerably
reduces the effect of collisions with pulses from strong interferers. With up to 8 links, there
is no exclusion region. For 15 links, a small exclusion region is present for link distances of
12 and 18 meters. However, the rate difference between the exclusion case and the case when
all sources send together is small. All in all, we find that the size of the exclusion region is
negligible.
5.2 The DCC-MAC Protocol
5.2.1 Rate Adaptation: Dynamic Channel Coding with Incremental Redundancy
We propose a dynamic channel coding (DCC) procedure where the rate is constantly adapted to
the level of interference experienced at a receiver. Ideally, DCC should always use the highest
code rate that still allows for the decoding of the data packet. Thanks to the Viterbi decoding
algorithm used with the RCPC codes, a destination that can decode can also determine the
highest possible code rate. To ease the discussion of the DCC procedure, the set of available
rates is denoted by
R0 = 1 > R1 > . . . > RN . (5.1)
DCC works as follows1.:
• A source S keeps a variable codeIndex(D): it is the code index to be used for com-
munication with D. Initially or after a sufficiently long idle period, S uses the lowest rate
code with codeIndex(D) = N .
• When D sees that a packet is sent but cannot decode it, it sends a NACK back to S.
• As long as S receives NACKs, further packets with punctured bits (each time up to the
size of the original packet) are sent, until the transmission succeeds or no more punctured
bits are available. In the latter case, S may attempt a retransmission at a later time.
• As soon as D can decode, it computes the smallest index j such that rate Rj would have
allowed to successfully decode. D returns index j + 2 in the ACK to S.
1Note that in contrast to the data part of a packet, the MAC header is encoded with rate RN so that a receiver
can determine that it received a packet even if it is not able to decode the data. Also control packets always use
rate RN .
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• When a source with codeIndex(D) = i in the cache receives an ACK with index j+2,
if j + 2 < i then codeIndex(D) = i− 1, else codeIndex(D) = j + 2.
• If S receives neither an ACK nor a NACK, it is likely that D is not listening (see Sec-
tion 5.2.2). In this case, S will abort the transmission (without sending incremental
redundancy) but may retry at a later time.
Figure 5.3(a) gives an example of the rate adaptation procedure. Because it is hard to
measure the SINR in UWB, we determine the optimum code after packet reception. To do so,
we take advantage of the Viterbi decoder: Decoding of a data packet encoded with rate Ri is
performed by step-wise traversal of the trellis of the Viterbi decoder [12]. At each step, a trellis
branch is chosen, where a branch corresponds to a specific decoded bit. The packet is then
reproduced from the bits corresponding to the sequence of selected branches. Hence, as soon
as the outcome of a decoding step for a higher rate code Rj > Ri differs from that of the actual
channel code, code Rj can be eliminated. Because of the rate compatibility feature of RCPC
codes, this allows to also eliminate all codes with Rk > Rj . The highest rate code that remains
is still powerful enough to decode the packet.
For good performance and a short transmission delay, sending redundant information should
rarely be necessary. It is more important that the transmission succeeds directly without having
to send additional punctured bits than using the highest possible code rate. Ideally, the more
stable the channel conditions, the closer the code used for the next transmission should be to
this highest rate code. In practice, we use a safety margin to reduce the probability of retrans-
mission when channel conditions deteriorate. We find that the heuristic of using a channel code
rate Rj+2 if the highest possible code rate is Rj performs sufficiently well. The code Rj+2 is
indicated to the sender in the acknowledgment packet (ACK). The same calculations are per-
formed for all subsequent data transmissions to maintain the same safety margin. If conditions
improve and the safety margin is larger than two, the code index is reduced and if the safety
margin is violated the code index is increased accordingly.
5.2.2 The Private MAC: Resolving Contention at a Destination
With the IR-UWB physical layer, many senders may communicate simultaneously within the
same collision domain and a sender cannot know if the intended receiver is idle or busy other
than by actively listening for packets to or from it. To design an efficient, low overhead MAC
layer, a careful orchestration of the transmissions of the nodes is required. Our MAC layer is
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based on a small amount of signaling between communicating nodes and careful selection of
timeout values and THSs to listen on.
We use receiver-based THSs, which means that the data packets are transmitted using the
THS of the receiver. A node listens to up to three THSs at the same time. It always listens on
the broadcast THS, which is the same for all nodes, and on its own THS. When sending data to
another node, it further listens on the THS of the destination. We denote by THS(S) the THS
of node S and by THS(B) the broadcast THS.
Successful Transmission
A successful data transmission consists of the actual data packet, an ACK, and an idle signal.
The code used for the data packet depends on previous channel conditions whereas ACK and
idle are always coded with the lowest rate code.
Assume a node S1 has data to transmit to an idle node D, as in the first transmission shown
in Figure 5.3(b). S1 will send the data packet using THS(D) and will also start listening on
THS(D). As soon as D can decode, it sends back an ACK using its own THS(D). The
ACK carries an idle flag. It is set if the interface queue of D is empty (i.e., D was the final
destination of the current packet and it neither has an own packet to transmit nor another packet
to forward). While S1 is waiting for the ACK from D, it disables listening on its own THS to
avoid receiving a data packet and therefore missing the ACK. Upon reception of the ACK, S1
transmits an idle signal on its own THS(S1), ceases to listen on THS(D), and starts listening
on its own THS again.
A node may do a backoff between zero and the maximum backoff time tmax before sending.
To ensure that any node that wants to send to S1 can do so after the idle signal, S1 waits for
a time interval of tmax. Only if no node sends a packet to S1 during this time interval, S1 is
allowed to send the next packet. Otherwise, it first has to receive a data packet from another
node as shown in the example in Figure 5.3(b). It can then send an ACK with the busy flag set
to indicate that it will now send the next data packet. In the example, S1 has to further forward
the packet it received from S2 and will do so immediately after the transmission of the ACK.
This scheme ensures that nodes alternately send and receive (unless there is nothing to send
or to receive). It is vital for a fair sharing of resources (i.e., access to nodes). A probability
of 50% for sending and receiving is near the optimal operating point for the relay simulations
considered in [210]. We found that directly alternating between sending and receiving instead
of doing it randomly improves forwarding performance with our MAC layer.
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Failed Transmission
A node S1 is only allowed to immediately send data to a destination D if none of the previ-
ous transmission attempts to D failed (or if S1 and D did not communicate at all for a certain
amount of time and D is idle). If D is busy, such a transmission attempt will fail, but will usu-
ally only cause a small amount of interference and will not disrupt the ongoing communication
of D (as indicated by the bubbles in the graph). If D is already receiving data on THS(D), a
data packet from S1 will be sent on the same THS. Due to the time asynchronism and the multi-
path propagation channel, a transmission on the same THS will create the same interference as
a transmission on a random THS. Only in the case of two almost simultaneous transmissions,
the interference might result in a packet loss. In any case, any further transmissions from S1 to
D are only possible after S1 receives the corresponding idle signal. If, instead, D is sending
to another node, the communication will take place on a different THS and S1 will only cause
some interference. A node may repeat a failed transmission a certain number of times (we use
four in our simulations).
Deferred Transmission
In the example, node S2 transmits to S1 while S1 itself is transmitting to D. Therefore, the
transmission of S2 will fail. After the transmission of the data packet, S2 will start listening on
THS(S1) for the ACK. If it does not immediately receive an ACK (or NACK) after the time
it takes to send the ACK and twice the maximum propagation delay (i.e., after the expiration
of the send timer), it knows that the transmission failed. It will then set a wait_for_idle
timer to the duration of a packet transmission with the lowest rate code, the transmission time
of an ACK and twice the maximum propagation delay. When this timer expires, the data packet
is resent.
If during this time S2 receives an idle signal or an ACK with the idle flag set from S1, as
shown in the example, it will cancel the wait_for_idle timer and start the backoff timer.
If the backoff timer was still paused from a previous transmission attempt, it will resume the
backoff with the current value of the backoff timer. When the backoff timer expires, S2 sends a
data packet. If it sees a data packet for S1 before the timer expires, it would pause the backoff
timer and restart the wait_for_idle timer. If, instead, S2 were to receive an ACK from S1
with the busy flag set, it would know that S1 will transmit a packet and would therefore start
the idle timer anew and continue to listen for the next idle signal. S1 has to issue an idle after its
own packet transmission and when this idle signal is received, S2 can resume with its backoff
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timer.
This is shown in the example for the transmission of data packets 3 and 4. Both D and S2
have a packet to transmit to S1 and their backoff timers are running. The timer of D expires
first. Assume that S2 can decode the MAC header encoded at the lowest rate code (but will not
necessarily be able to decode the data part of the packet). S2 will pause its backoff timer and
set the wait_for_idle timer. In the example, the timer is started anew after S2 receives an
ACK from S1 with the busy flag set. In case S2 cannot even decode the MAC header, it will
send a packet after the expiration of the backoff timer but as mentioned before, this transmission
will usually only create some interference.
In the special case where a node wants to send to the node it just received a packet from, as
is the case with data packet 3 from D, the node always has to wait for the idle signal even if
it would otherwise be allowed to send immediately. This is necessary to prevent that the data
packet is sent at the same time as the idle signal and is therefore lost. It is further possible to
piggyback data onto the ACK packets. For simplicity, this is not done in the example figure but
it significantly improves performance when two-way communication is common (e.g., when
TCP is used as transport protocol). After such an exchange, both nodes have to issue an idle
signal or an ACK with the idle flag set to allow other nodes to contact them.
While a node is waiting for an idle signal, it will listen on the THS of the destination to
receive the idle packet, as well as its own THS. In case a data packet is received, it will reply
with an ACK and then resume waiting for the idle signal.
A node may resume sending without waiting for an idle signal (or an ACK with the idle flag
set), when the idle timer expires and the following transmission succeeds (i.e., no idle signal is
received for the maximum transmission time but the destination was in fact idle). Dynamically
switching between immediate transmission and an invitation-based scheme allows to keep ac-
cess delays low in a lightly loaded network and at the same time provides fair access to nodes as
soon as there is contention. Futile packet transmissions to destinations that are busy are almost
completely avoided.
5.3 Performance Evaluation
So far, we analyzed the basic properties of our protocol in very simple scenarios by means of
Matlab simulations. The main goal of the simulations in this section is to investigate if our
protocol works as expected under more realistic conditions. To this end, the well-known net-
work simulator ns-2 [181] has been significantly extended by incorporating a model for a UWB
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physical layer as well as new MAC layer protocols. The details of the ns-2 implementation are
described in Chapter 10.
5.3.1 Performance Metric and Simulation Parameters
The performance metric is the average data throughput achieved by all nodes, taking into ac-
count the loss in bit rate due to channel coding and the overhead due to the transmission of
control packets.
For comparison purpose, we simulate several MAC protocols. For all of them, the same
UWB physical layer model is used. The parameters of the physical layer are the ones described
in Section 5.1.1. Since we are interested in very low-power MAC protocols, we allocate the
same maximum power limit for the exclusion-based MAC protocols as for the DCC-MAC
protocol.
The following protocols are compared to our dynamic channel coding-based MAC protocol
(DCC-MAC):
Power control The power control MAC is based on the CA/CDMA protocol [175]. We
adjusted the protocol to work together with a UWB physical layer instead of CDMA for which
it was originally designed. While our implementation abstracts from some protocol details,
it captures the main aspect of adjusting the power instead of the channel code. We define a
minimum signal-to-interference ratio that is necessary to achieve a given probability of error.
The transmission power of the packet is then set so as to achieve the desired SINR plus a safety
margin, which allows for a limited amount of future transmissions to overlap with the current
transmission. If the required power level exceeds the maximum power limit at the sender or the
interference margin of ongoing transmissions, the sender defers from transmitting and retries
after a random backoff.
Mutual exclusion with random access (RA) All nodes use the same THS. Therefore, if
a node is transmitting, all other nodes within communication range will receive the packet
and cannot send (since a node cannot send and receive at the same time). All nodes but the
destination discard the packet. If a node has a packet to transmit while another node is sending,
it retries after a backoff.
Mutual exclusion with TDMA We do not actually implement this protocol in ns-2. Instead,
we simulate the transmission of every link independently of others, and obtain the rate for each
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one. We assume each link has the channel access for the equal fraction of the time, and from
that we calculate the average data-rate per link. This corresponds to an ideal TDMA protocol
where the schedule is obtained at no cost.
While the details differ, the principles on which the implemented power control MAC is
based are the same as the ones of other power control protocols proposed for UWB, such
as [154, 160]. Similarly, the MAC layer proposed for IEEE 802.15.3 [92] can be seen as a
combination of TDMA and the exclusion-based random access MAC.
5.3.2 Simulation Results
We have obtained simulations results for several scenarios.
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(a) Random topology scenario with nodes placed on
20 × 20 meters square.
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(b) Near-far topology scenario with sender-receiver
distance of 20 meters and receiver-interferer distance
of one meter.
Figure 5.4: Average throughput per user vs. number of senders for the random and near-far
topologies scenario with single-hop communication. The performance benefits of the DCC-
MAC protocol are particularly apparent in scenarios with strong interference.
In this scenario, nodes are randomly placed on a square surface of 20 × 20 meters. Source-
destination pairs are randomly chosen such that each node is either a source or a destination of
exactly one link. The sender sends UDP packets at the highest possible rate to the receiver. The
number of senders varies between one and 32.
For up to eight senders, power control performs almost as well as DCC-MAC since the
adaptation of the transmission power allows the nodes to send concurrently for most of the
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simulated topologies. However, for 16 or more senders, the performance of power control
quickly drops to that of the exclusion based protocols, since the increased interference exceeds
the allocated interference margins. For the exclusion-based protocols we see that the achieved
throughput is inversely proportional to the number of senders. DCC-MAC only has a slight
decrease in rate for larger numbers of senders due to the dynamic rate adaptation that becomes
important when the number of nodes (and therefore interference) is high.
Generalized Near-far Topology Scenario
Since ns-2 does not allow for three-dimensional simulation topologies, the near-far topology
we use for the simulations is an “unfolded” two-dimensional version of the one shown in Fig-
ure 5.1. Again we consider scenarios with one to 32 senders. The distance L between sender
and receiver varies from one meter to 20 meters but for reasons of brevity we only show the
worst case graph with L = 20 meters. The distance d from a receiver to the closest interferer is
one meter.
The arrangement of the nodes in a near-far topology results in much stronger interference
than in the random scenario. As can be seen from Figure 5.4(b), DCC-MAC clearly outper-
forms the other MAC solutions. There is a moderate drop in rate from 2900 kbit/s to 1800 kbit/s
when we increase the number of senders from one to 32. For the other MAC protocols, the drop
in rate with an increasing number of senders is much more pronounced. Again, power control
comes closest to DCC-MAC performance since it allows for a limited amount of concurrent
transmissions. However, the difference in performance is more obvious than in the random
scenario. It achieves between 75% and 30% of the rate of DCC-MAC in a near-far setting. Both
exclusion-based protocols, TDMA and random access, have very similar performance which is
significantly worse than that of power control and DCC-MAC. The improvement in SINR and
the resulting higher channel code rates cannot compensate for the loss in transmission time due
to exclusion.
Multi-hop Scenario
Multi-hop forwarding in wireless networks has been extensively studied and was shown to be
difficult for exclusion-based MAC protocols (see for example [197, 211]). As is usually done,
we investigate the multi-hop performance of the different MAC protocols using a topology
where nodes are equally spaced along a line. Source and destination are at either ends of the
line of nodes; intermediate nodes forward packets between them. The distance between nodes
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Figure 5.5: UDP (left) and TCP (right) throughput achieved in the multi-hop scenario. We
show average throughput vs. number of hops. There is almost no drop in throughput for the
DCC-MAC protocol as the number of hops increases.
is 20 meters.
The simulation results are shown in Figure 5.5. In general, TCP throughput is lower than
UDP throughput since TCP data packets compete with acknowledgments traveling on the return
path.2 The most apparent drop in throughput occurs when the number of hops increases from
one to two. The intermediate node in a two hop topology can either send or receive which
necessarily halves the throughput for all of the protocols. A striking feature is that DCC-
MAC is able to maintain this rate when the number of hops increases beyond two. For UDP,
there is a small drop in throughput from two hops to three hops and from there on the rate
remains constant. The decrease with TCP is also on the order of a few percent. This excellent
performance of DCC-MAC is mainly due to the good interplay of timers and signals which
results in close to optimal schedules (no piggybacking of data is used.) For power control,
there are a number of schedules that allow concurrent transmissions over at least a few of the
hops; throughput is therefore in between that of DCC-MAC and the exclusion-based protocols.
5.4 Discussion and Conclusion
We have presented a practical PHY-aware MAC for IR-UWB ad hoc networks. Our design
radically differs from existing ones. We implement a rate adaptation algorithm that does not
require interference estimation. We address contention at destinations with the private MAC,
and we overcome the absence of carrier-sensing with an elaborate signaling protocol. Our
2For TCP we use the TCP Sack implementation of ns-2 version 2.27 with default parameters.
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scheme works very well for low data-rate IR-UWB, i.e., when Nc is large. Our initial results
indicate that even for medium values of Nc (around 100) the performance remains similar. For
very low Nc, interference mitigation is not sufficient. Furthermore, inter-symbol interference
creeps in. Exclusion mechanisms such as TDMA or CSMA/CA are then likely required.
It is interesting to observe that DCC-MAC is actually quite close to the mandatory MAC
protocol in the IEEE 802.15.4a amendment [64] with the following notable exceptions: in
IEEE 802.15.4a a common acquisition preamble is used, there is no rate adaptation and no idle
packet.
For our design we assumed BPSK modulation. Other modulation schemes exist and it
seems that our MAC protocol would apply with little change to such modulation schemes. We
adapt the rate with a variable rate channel code. But we could also take advantage of using a
variable M-ary PPM modulation scheme to increase the data-rate when the interference is low.
But this also remains for further study.
Finally, we have developed a protocol guided by the idea of arranging the physical layer and
the MAC protocol such that collisions may be replaced by rate reduction. This idea is optimal
for our setting, but it could prove interesting in other settings as well. The optimal MAC
protocol in narrow-band systems is likely to be a combination of rate adaptation and mutual
exclusion. Mutual exclusion has severe performance problems, as witnessed by the intense
research on improving the 802.11 MAC protocol for use in ad-hoc and mobile networks. In
contrast, rate adaptation does not appear to have these problems, as it is a private affair between
a source and a destination. Therefore it would be interesting to add this component to existing
MAC layers.
Chapter 6
Performance Evaluation of IR-UWB
Networks Using Common or Private
Acquisition Preambles
The low data-rate IR-UWB networks that we consider are packet based and have no global
synchronization. Hence, the first step towards correct packet reception is packet detection
and timing acquisition: Before recovering the payload of the packet, the destination of the
packet must detect the packet on the medium and determine when exactly the payload begins.
Actually, even if there exists a global synchronization in the network, packet detection is still
necessary. Packet detection and timing acquisition are performed on a per packet basis and
both typically rely on the presence of an acquisition preamble at the beginning of each packet.
How this preamble is chosen is a network design issue and, as we demonstrate in this chapter,
has an impact on the performance of the network.
We compare two possible design choices in order to evaluate how the choice of the acqui-
sition preamble affects the throughput for IR-UWB networks. First, as in the IEEE 802.15.4a
amendment, a simple design choice of the network is to have an identical and common ac-
quisition preamble for the entire network. Second, as for DCC-MAC or [164], another design
choice is to have a private acquisition preamble per destination. For example, with DCC-MAC,
a source generates the acquisition preamble of its intended destination using the THS of this
destination. As we explained in Chapter 5, this THS is itself derived from the MAC address of
the destination.
The throughput of a network using a private acquisition preamble is likely to be much higher
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than the throughput of a network using a common acquisition preamble. Indeed, in a network
with a common acquisition preamble, a packet might contend for timing acquisition with pack-
ets sent by any node in the entire network. In contrast, with a private acquisition preamble, the
contention is reduced to packets transmitted to the same destination. Of course, a private ac-
quisition preamble comes with the cost of learning the acquisition preamble of the destination.
Hence the throughput increase must be large (maybe larger than 100%) in order to alleviate the
associated cost1. In fact, with digital hardware implementations, the use of private acquisition
preambles is essentially not more costly than a single common preamble [72]. In fact, a node
does not need to listen to more than a few preambles as explained, in Section 5.2.2: Generally,
a node needs to listen to its own preamble, the one from the destination and a preamble for the
broadcast address.
For the performance evaluation, we use two different approaches. Our first approach is to
derive an analytical model to compute the saturation throughput, thus establishing an equiva-
lent for an IR-UWB network of the celebrated Bianchi’s formula [177, 178] (equations (6.15)
and (6.16)). In saturated conditions, a source always has a packet available to transmit, and
queueing at the source is ignored. Even though IR-UWB networks are expected to be low-data
rate networks, the performance in saturation conditions still matters. For instance, in case of
sudden bursts of activity, it is important to ensure that the network is able to sustain the sudden
load. The detection of a fire is a typical event that can produce a sudden burst of activity in a
sensor network. Due to the inherent difficulty, the computation of the saturation throughput is
solved for symmetric and homogeneous networks only, where all nodes are in range of each
other. Our analytical model is built on a mean-field assumption and involves the resolution
of a fixed-point equation (see Section 6.1). The mean-field assumption is equivalent to the
decoupling approximation in [180].
Our second approach is to turn to ns-2 [181] simulations. First, they allow for the valida-
tion of the results obtained with our analytical model. Second, we can address more realistic
scenarios with multi-hop topologies and TCP.
For both the analytical model and the ns-2 simulations, we assume that the underlying
acquisition algorithm is the one in [63]. At the link layer, we assume that the DCC-MAC
protocol (see Chapter 5) is used. The reason for choosing the acquisition algorithm in [63]
is its robustness to multi-user interference (MUI). The packet detection and timing acquisition
1If TCP/IP is running, nodes have a unique identifier that must be known by neighboring nodes and the ac-
quisition preamble can be easily generated from the unique identifier. Furthermore, IEEE 802.15.4 nodes have a
unique EUI-64 identifier that could also be used to generate an acquisition preamble.
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algorithm uses the knowledge of the THS that generated the acquisition preamble to distinguish
this acquisition preamble from noise and concurrent transmissions using different acquisition
preambles. In the case of concurrent transmissions with a common acquisition preamble, the
algorithm in [63] allows for a successful timing acquisition with one of the concurrent signals.
For both the analytical model and the ns-2 implementation, packet detection and timing
acquisition is not modeled at the level of detail of the physical layer. Due to the time-scale
difference between events at the physical layer and events at the upper layers, the complexity
is prohibitive. Rather, we use the probability of missed detection and the probability of false
alarm at the physical layer derived in [63] as inputs to a model of packet detection and timing
acquisition (see Section 6.1.2). Furthermore, in the analytical model, we consider noise and
MUI only during packet detection and timing acquisition. We expect that interference in the
data transmission part will have little effect on the result of our comparison, as we focus on the
timing acquisition. This is a reasonable assumption in low data-rate conditions with an optimal
Rake receiver at the physical layer where, with the addition of an error correcting code, the bit
error rate can be negligible. In addition, in the case of unintentional packet acquisition (i.e. a
packet not for the destination), we consider two options: with early discard, a destination drops
the packet right after reading the header containing the hardware address; with late discard, the
packet is fully received. Late discard is often necessary, because a packet may have to be fully
received in order to decode a possible checksum at the end of the packet. Note that even in the
case of private acquisition preambles, unintentional packet acquisition can occur due to noise
and MUI [63].
Our contributions in this chapter are the following. First, we develop an analytical model
to compute the saturation throughput of an IR-UWB network. One novelty of our model, com-
pared with previous works, is that it explicitly takes into account packet detection and timing
acquisition. Our model can be easily used with different MAC layers or different acquisition
algorithms. Then, using the model, we show that a private acquisition preamble offers a large
throughput gain compared to a common acquisition preamble. Moreover, the throughput dif-
ference grows with the number of concurrent transmitters and interferers. Finally, with ns-2
simulations on multi-hop topologies with TCP flows, we demonstrate that a network using
private acquisition preambles exhibits a stable throughput. On the contrary, using a common
acquisition preamble exhibits the presence of a compounding effect similar to the exposed ter-
minal issue in IEEE 802.11 networks: the throughput is severely degraded and complete flow
starvation may occur.
The remainder of this chapter is organized as follows. In Section 6.1, we develop the an-
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alytical model to compute the saturation throughput of a symmetric and homogeneous UWB
network. The performance evaluation follows in Section 6.2. We discuss the results and con-
clude the chapter in Section 6.3.
6.1 A Saturation Throughput Analysis of an IR-UWB
Network with Packet Detection and Timing Acquisition
In this section, we compute the saturation throughput of an IR-UWB network. We assume that
the underlying physical layer is a classic IR-UWB physical layer as in Section 2.2.8. No partic-
ular assumption need to be made on the propagation channel or the receiver. In the following
we give the problem description and important modeling assumptions.
Saturation Throughput Analysis and Mean-field Assumption
We begin by defining a few symbols:
• λ(i)0 is the saturation throughput of a source i in packets per second.
• λ(i) is the rate of packet transmission attempts per second. Note that λ(i) ≥ λ(i)0 , because
λ(i) comprises successful packet transmissions and packet retransmissions.
• p(j)acq is the average probability of proper packet detection and timing acquisition at a
destination j.
• S and D are the total number of sources and destinations in the network respectively.
Generally, finding the exact saturation throughput of every source is a highly difficult prob-
lem to solve [180]. In fact, we have to model the interactions of each node with every other
node. Therefore, in order to keep the analysis tractable we make the following two assump-
tions:
1. The network is symmetric, homogeneous, and single-hop. Every destination has the
same number of sources.
2. We make a mean-field assumption [179] where we assume that all sources have an iden-
tical and independent behavior. Hence λ(i)0 = λ0 and λ(i) = λ for i = 0, . . . , S − 1,
and p(j)acq = pacq for j = 0, . . . , D − 1. The mean-field assumption is also known as the
decoupling approximation in [180].
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The first assumption also implies that all stations use the same physical layer and the same MAC
layer (in our case the DCC-MAC protocol). Second, we assume that in a saturated regime, the
network model is ergodic. Indeed, there is no queueing and every source waits until a packet is
successfully transmitted before attempting the transmission of a new packet. Therefore, there
should not be any possible walk to infinity. Finally, we break our general problem, of finding
the saturation throughput, into two subproblems.
1. Given a source and its intended destination, the saturation throughput λ0 of the source
depends on the probability of successful packet acquisition pacq at the destination. Hence,
our first subproblem is to compute λ0 and λ given pacq i.e. [λ0, λ] = f(pacq). We solve
this problem in Section 6.1.1.
2. In the second subproblem we have a receiver with several sources with saturation through-
put λ0 and attempt rate λ. We want to compute pacq i.e. pacq = g(λ0, λ). We solve this
problem in Section 6.1.2.
Hence, the saturation throughput is given by f(x) where x is the solution of the fixed point
equation
g(f(x))− x = 0, x ∈ [0, 1]. (6.1)
We solve the fixed point equation numerically. Section 6.1.1 explains how to solve the first
subproblem in order to compute the values of λ0 and λ given pacq.
6.1.1 Computing λ0 and λ as a Function of pacq: Modeling the DCC-MAC Protocol
Modeling DCC-MAC
The DCC-MAC protocol uses both a rate adaptation algorithm and a binary exponential backoff
(see Chapter 5). In the modeling, we assume that DCC-MAC uses a fixed rate. Indeed, in
a steady state all sources in the symmetric and homogeneous network have the same rate.
Hence, the behavior of DCC-MAC depends solely on the binary exponential backoff and can
be modeled by a discrete-time, homogeneous, Markov chain [180]. We will use this Markov
chain to compute both λ0 and λ given pacq.
The Retransmission Markov Chain Xn
Let Xn be the retransmission state of a station (see Figure 6.1(a)) and R the maximum number
of retransmissions before a packet is dropped. The Markov chainXn hasR+2 states (numbered
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from 0 to R + 1): a packet transmission attempt always initiates and finishes in state 0. A
packet retransmission corresponds to a transition from state i to i + 1. A successful packet
transmission corresponds to a transition from any state i = 0, . . . , R to the state 0. Finally, the
packet is dropped if state R + 1 is reached. The transition probabilities are the following:
pX (i, i+ 1) = 1− pacq = pfail, i = 0, . . . , R
pX (i, 0) = pacq, i = 0, . . . , R
pX (R + 1, 0) = 1
(6.2)
where pX (i, j) = P (Xn+1 = j|Xn = i). The stationary distribution of Xn is
πX(i) =
pacq (1− pacq)i
1− (1− pacq)R+1
, i = 0, 1, . . . , R + 1 (6.3)
where we used
∑n
k=0 x
k = 1−x
n+1
1−x .
Using the Markov Chain Xn to Compute λ0 and λ
Each packet transmission attempt corresponds to a trip on the chain Xn starting in state 0
and returning back to the state 0. The saturation throughput λ0 can be computed by dividing
the average number of successful packet transmissions per trip by the average duration of a
trip. Similarly, the attempt rate λ can be computed by dividing the average number of packet
transmission attempts per trip by the average duration of a trip.
For a trip from state 0 back to state 0, we define three random variables:
• Ns is the number of successful packet transmissions per trip: Ns is equal to 0 or 1.
• Na is the number of packet transmission attempts per trip. Na can take values in the range
[1, 2, . . . , R].
• T is the duration of a trip.
To figure out the average of Ns per trip, the key observation is that a successful packet trans-
mission corresponds to a transition from any state i = 0, . . . , R to state 0. Hence, in order to
compute the average of Ns per trip, we need to compute the average number of transitions per
trip from any state 0, 1, . . . , R to the state 0. Likewise, a packet transmission attempt corre-
sponds to a transition from state i to i + 1. Consequently, to compute the average of Na per
trip, we need to compute the average length of a trip on the chain Xn before a transition back
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to state 0 (excluding the transition to state 0). Finally, to compute the average of T per trip,
notice that each state transition on the chain Xn corresponds to a succession of events in the
underlying MAC protocol with a given duration. For instance, a transition from state 0 to state
1 corresponds to the duration of a failed packet transmission. This duration comprises the du-
ration of a packet transmission, the expiration of one or more timers, and the average backoff
time in stage 1.
More formally, in addition to the transition probabilities, we define m(i, j) to be the cost of
a transition from state i to state j. Depending on whether we compute the average of Ns, Na,
or T per trip, we assign different values to m(i, j). For instance, for Ns, we set m(i, 0) = 1
for i = 0, . . . , R and 0 otherwise. Then, we compute the average cost of a trip from the state 0
back to the state 0 with the proper values for m(i, j). The cost of a particular trip is simply the
sum of the cost of each transition in this trip.
The following two definitions formalize the content of the previous paragraphs.
Definition 1 (Time of first return to state 0). Let us assume that X0 = 0 (i.e. the state of the
Markov chain Xn is 0 at time 0), then
τ1 = inf
n
{n ≥ 1 | Xn = 0} (6.4)
is the time of first return to state 0.
Definition 2 (Expected cost of a trip from state 0 to 0). Using the previous definition, the
expected cost of a trip from state 0 back to state 0 is
E
(
τ1∑
n=1
m (Xn−1, Xn)
∣∣∣X0 = 0
)
. (6.5)
Therefore, the key to compute λ0 and λ is
1. To properly assign costs m(i, j) to the transitions (see Equations 6.6, 6.7, and 6.8 for Ns,
Na, and T respectively).
2. To compute (6.5) with the proper costs depending on whether we want to find the average
of Ns, Na, or T .
In the following subsections, we first define the costs for Ns, Na, and T . Then, we explain how
to compute (6.5) using Palm calculus [212, 213]. And we finally apply (6.5) to compute λ0 and
λ.
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Definition of the Costs to Compute λ0 and λ
For Ns, we must compute (6.5) with the the costs
mNs(i, 0) = 1, i = 0, . . . , R (6.6)
and 0 otherwise. For Na, we use instead
mNa(i, i+ 1) = 1, i = 0, . . . , R (6.7)
and 0 otherwise. Finally, for T , the costs are
mT (i, 0) = tacq + ttx, i = 0, . . . , R
mT (i, i+ 1) = tacq + tfail(i), i = 0, . . . , R
mT (R + 1, 0) = tdrop
(6.8)
and 0 otherwise. The quantity tacq + ttx corresponds to the duration of a packet acquisition and
timing synchronization followed by a successful data exchange, tacq + tfail(i) is the duration
incurred by a failed packet acquisition, and tdrop is the time taken when the backoff algorithm
reaches the (R+1)-th state where the packet to be transmitted is dropped. As they are protocol
specific, the details of tacq, ttx, tfail(i), and tdrop are given in Section 6.2. Still, note that tfail(i)
depends on i, i.e. it depends on the particular retransmission state; typically, as the number of
retransmissions increase, the size of the contention window for the backoff timer increases.
Computing the Expected Cost of a Trip Using Palm Calculus
We begin by recalling what a Palm probability and a Palm expectation are. This allows us to
reformulate (6.5). Then, we state one of the central results of Palm calculus, which is the Palm
inversion formula, and we use it to compute (6.5).
Definition 3 (Palm probability and Palm expectation). Given an integer valued point process
Tn of rate Λ, the Palm probability P0 is the conditional probability given that T0 = 0. Similarly,
the Palm expectation E0 is the conditional expectation given that T0 = 0.
We can take advantage of Palm calculus to rewrite (6.5) as follows,
E
(
τ1∑
n=1
m (Xn−1, Xn)
∣∣∣X0 = 0
)
= E0
(
τ1∑
n=1
m (Xn−1, Xn)
)
. (6.9)
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Using the previous formula, we have
λ0 =
E
0(Ns)
E0(T )
, λ =
E
0(Na)
E0(T )
(6.10)
where
E
0(X ) = E0
(
τ1∑
n=1
mX (Xn−1, Xn)
)
for X = Ns, Na or T .
Now, to compute (6.9), we use the following result, available in [212] or [213] (see also in
these references for a precise definition of joint stationarity):
Lemma 1 (Palm inversion formula). Let Yn be a discrete-time random process and Tn an
integer valued point process of rate Λ. If Tn, Yn is jointly stationary, then
ΛE0
(
T1∑
s=1
Ys
)
= E (Y0)
Hence, in order to compute (6.9), we use the Palm inversion formula with Yn = mX (Xn−1, Xn)
and Tn = τn (the times of visit to state 0), (6.9) becomes
E
0
(
T1∑
n=1
mX (Xn−1, Xn)
)
=
E (mX (Xn−1, Xn))
Λ
=
∑
i πX(i)
∑
j pX (i, j)mX (i, j)
πX(0)
(6.11)
for i, j = 0, . . . , R + 2.
Using the Expected Cost to Compute λ0 and λ
Now, using (6.11) and the appropriate values of the costs (6.6), (6.7), and (6.8), we can compute
E
0(Ns), E
0(Na), and E0(T ). We have
E
0(Ns) =
1
πX(0)
R∑
i=0
πX(i)pX (i, 0)
= pacq
∑R
i=0 πX(i)
πX(0)
, (6.12)
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E
0(Na) =
1
πX(0)
R∑
i=0
πX(i)pX (i, i+ 1)
= pfail
∑R
i=0 πX(i)
πX(0)
, (6.13)
and
E
0(T ) =
1
πX(0)
[
pacq (tacq + ttx)
R∑
i=0
πX(i)
+ pfail
R∑
i=0
(tacq + tfail(i))πX(i) + tdropπX(R + 1)
]
(6.14)
Finally, we can use equations (6.12) to (6.14) to replace E0(Ns), E0(Na), E0(T ) in (6.10), and
R∑
i=o
πX(i) = 1− πX(R + 1)
to obtain the following two equations:
λ0 =
pacq (1− πX(R + 1))
pacq (tacq + ttx) (1− πX(R + 1)) + pfail
∑R
i=0 (tacq + tfail(i))πX(i) + tdropπX(R + 1)(6.15)
λ =
pfail (1− πX(R + 1))
pacq (tacq + ttx) (1− πX(R + 1)) + pfail
∑R
i=0 (tacq + tfail(i))πX(i) + tdropπX(R + 1)
.
(6.16)
Equations (6.15) and (6.16) are the equivalent of Bianchi’s formula [177, 178] for an IR-
UWB network. They are also fairly general results that allow us to calculate the saturation
throughput of a station given pacq. The details of the MAC protocol and of the backoff algorithm
are abstracted in the values of tacq + ttx, tacq + tfail(i), tdrop, and in the stationary distribution of
the Markov chain Xn.
Now that we have equations (6.15) and (6.16) for calculating λ0 and λ respectively, we can
turn to the resolution of the second subproblem.
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Figure 6.1: Retransmission Markov chain Xn (left) and transmission Markov chains Zn (right)
with their transition probabilities. For Xn, note that pfail is simply 1− pacq.
6.1.2 Computing pacq as a Function of λ0 and λ: Modeling Packet Detection and
Timing Acquisition
Remember that pacq is the average probability of proper packet detection and timing acquisition
at any destination. We compute pacq as a function of λ0 and λ. We begin by defining a few
symbols:
• SD is the number of stations transmitting to the destination of interest. They use the same
acquisition preamble than the destination of interest.
• SI is the number of stations using the same acquisition preamble than the SD ones but
transmitting to another destination.
• I is the number of stations using a different acquisition preamble.
Modeling Packet Detection and Timing Acquisition at a Destination
A necessary condition for packet detection and timing acquisition to be achieved is that the
destination not be busy. Following the model in Chapter 10, the behavior of the physical layer
of a station is modeled with four states:
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• IDLE: The physical layer listens to the medium. We assume that a station never sleeps
and is always available.
• SYNC: The physical layer believes it has detected a packet on the wireless medium and
attempts to synchronize with the beginning of this packet.
• RECV: The physical layer receives the packet. It assumes that the physical layer has
correctly detected that there is a packet and is synchronized with its beginning.
• SEND: The physical layer transmits a packet.
A station is considered busy when it is in the RECV or SEND state. A transition from the
IDLE state to the SYNC state occurs whenever a packet from any of the SD or SI sources
reaches the destination. Then, for a period of time equal to the duration of the acquisition
preamble of the packet that caused the transition, other packets from any of the SD + SI − 1
sources may reach the destination and compete for acquisition. This period of time is called the
“vulnerable period”. At the end of the vulnerable period there are two possibilities: (1) one of
the competing packets is acquired by the destination or (2) due to missed detection, the whole
procedure fails. In the first case, a transition to the RECV state occurs. In the second case, the
destination returns to the IDLE state. The probability that a missed detection occurs depends
on the level of interference and on how many concurrent transmissions start from any of the
SD + SI + I − 1 other stations. In addition to increasing the level of interference, the packets
from the I stations with another acquisition preamble may spur occasional false acquisitions.
Such false acquisitions trigger transitions to the RECV state and keep the destination busy
as if it were receiving a packet from a valid station. Remember that we consider multi-user
interference only during packet detection and timing acquisition.
Accordingly, the probability of packet acquisition at the destination of interest can be mod-
eled as
pacq = (1− Pbusy) γ (6.17)
where Pbusy is the probability that the destination is busy and γ is the conditional probability,
given that the destination is not busy, that a packet from one of the SD +SI sources is properly
acquired without any missed detection. False acquisitions are taken into account in the proba-
bility Pbusy. Although it is not explicitly written in (6.17), both Pbusy and γ depend on λ0 and
λ.
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We first proceed with γ, the probability Pbusy is computed in the next section. We model γ
as
γ =
SD+SI−1∑
k=0
Pk
I∑
i=0
Pi
[
1
k + 1
(
1− P (k,i)MD
)]
(6.18)
where Pk is the probability that there are k concurrent transmissions from any of the SD+SI−1
other stations2 (with the same acquisition preamble), and Pi is the probability that there are i
concurrent transmissions from any of the I stations (with a different acquisition preamble). The
probability of missed detection P (k,i)MD depends on k and i. The probability 1− P (k,i)MD that there
is no missed detection is uniformly divided by k + 1 as there is the packet to be acquired and
the k competing packets from the SD+SI−1 other stations. Remember that we do not have an
explicit model for P (k,i)MD . Rather, we use numerical values from extensive simulations obtained
with the packet detection and timing acquisition algorithm in [63]. The probabilities Pk and Pi
are modeled as
Pk =
(
SD + SI − 1
k
)
(1−Q(Lacq))kQ(Lacq)SD+SI−1−k (6.19)
and
Pi =
(
I
i
)
(1−Q(Lacq))iQ(Lacq)I−i (6.20)
where Q(Lacq) is the probability that a station does not start a packet transmission during the
“vulnerable period” of length Lacq chips (Lacq is equivalent to the length of the acquisition
preamble in chips).
The set of equations (6.17) and (6.18) along with (6.21) to compute Pbusy and (6.33) to
compute Q(Lacq) is the main result of this part. It allows for the calculation of pacq given
λ0 and λ. Notice that this set of equations is fairly general. The equations model a physical
layer with multi-channel capability: in the case of IR-UWB physical layers, these channels are
created by the different THSs (Section 2.2.3).
In the following, we describe first how to compute Pbusy and second how to compute
Q(Lacq).
A Model for Pbusy
There are three cases for which a destination can be busy:
2with one transmission per source
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• The destination is properly receiving a packet from any of the SD − 1 other competing
sources.
• The destination is kept busy by a packet from any of the SI other sources with the same
acquisition preamble but a different destination.
• The destination is kept busy by the false acquisition of a packet from the I sources with
another acquisition preamble.
Remember that the packets from the SI stations are acquired with probability pacq (which takes
into account the fact that the receiver could be busy). However, for the I stations with a different
THS, only a fraction PFACQ of their packets is falsely acquired (assuming the destination is not
busy). Hence, we model Pbusy as
Pbusy = λ0 (SD − 1) tD + λ (pacqSI + PFACQI) tI (6.21)
where tD is the time that a packet acquired from any of the SD−1 sources keeps the destination
busy and tI is the equivalent of tD for the packets from the SI and I stations. Note that tI < tD
(see Section 6.2 for their numerical values).
The fraction PFACQ is expressed as
PFACQ =
λ (1− Pbusy)Θ
λ0 (SD − 1) + λpacqSI + λ (1− Pbusy)ΘI (6.22)
where Θ is a parameter that depends on the underlying physical layer and on the particular
packet detection and timing acquisition method used.
Computing Q(Lacq) with the Transmission Markov Chain Zn
In this section, we explain how we obtain equation (6.33) to compute Q(Lacq), the probability
that a station does not begin a packet transmission during the “vulnerable period” of length Lacq
chips. This is the last quantity required to be able to calculate pacq given λ0 and λ.
In order to determine Q(Lacq), we model the behavior of a station transmitting a packet at
the physical layer with a discrete-time, homogeneous Markov chain Zn. We begin by defining
the transition probabilities of Zn, then we relate Zn with Xn (see Section 6.1.1), and finally we
use Zn to obtain Q(Lacq).
Let Lp be the number of chips per packet. Because our model must take into account the
fact that a source can only transmit one packet at a time, Zn has Lp states; state 0 is the state
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where the source waits for a new transmission to occur, the states 1 to Lp − 1 are the states
where a packet transmission is happening (see Figure 6.1(b)).
Let q be the probability that a packet transmission starts. The transition probabilities of Zn
are
pZ (0, 0) = 1− q
pZ (0, 1) = q
pZ (i, i+ 1) = 1, i = 1, . . . , Lp − 1
pZ (Lp − 1, 0) = 1.
(6.23)
The stationary distribution of Zn is
πZ(0) =
1
1 + q(Lp − 1) (6.24)
πZ(i) =
q
1 + q(Lp − 1) , i = 1, . . . , Lp − 1. (6.25)
In order to properly relate Xn with Zn, we need to relate λ with q. Let Np be the number of
packets transmitted during a time interval t. As Np = λt, we have πZ(1) = Npt = λ. Therefore,
using (6.25) for i = 1 we obtain
q =
λ
1− λ (Lp − 1) . (6.26)
Now that we have defined the transmission Markov chain Zn, we can use Zn to compute
Q(Lacq). Formally, we have
Q(Lacq)= P (A source does not visit state 1 in [0, Lacq − 1])
= P
(
Z0 6= 1, Z1 6= 1, . . . , ZLacq−1 6= 1
)
.
In addition, we define
Q(Lacq|i) = P
(
Z0 6= 1, Z1 6= 1, . . . , ZLacq−1 6= 1|X0 = i
)
.
Hence
Q(Lacq) =
Lp−1∑
i=0
Q(Lacq|i)πZ(i). (6.27)
We already know how to obtain πZ(i) thanks to (6.25), but Q(Lacq|i) for i = 0, 1, . . . , Lp − 1
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are still remaining. We compute them in an iterative fashion. By definition
Q(0|i) =
{
0 if i = 1
1 otherwise
(6.28)
and by construction
Q(Lacq|i) =
{
0 if i = 1∑
j 6=1 pZ(i, j)Q(Lacq − 1|j) otherwise
. (6.29)
Now, let’s define the vector
~yLacq =
[
Q(Lacq|0) 0 Q(Lacq|2) . . . Q(Lacq|Lp − 1)
]T
, (6.30)
so that we have
~yLacq = A~yLacq−1 = A
Lacq~y0 (6.31)
where ~y0 = [1 0 1 . . . 1]T and A is equal to the transition matrix of the transmission Markov
chain Zn, except for the elements of the second row and second column, which are set to 0, i.e.
A(i, j) =
{
0 if i = 1 or j = 1
pZ(i, j) otherwise
.
Thanks to the structure of A, it turns out that (6.31) becomes
~yLacq =


(1− q)Lacq
0
(1− q)max(0,Lacq−(Lp−3))
.
.
.
(1− q)max(0,Lacq−2)
(1− q)max(0,Lacq−1)


. (6.32)
Finally, putting (6.27), (6.30), and (6.32) together, Q(Lacq) can be calculated with
Q(Lacq) =
(1− q)Lacq + q∑Lp−3i=1 (1− q)max(0,Lacq−i)
1 + q (Lp − 1) . (6.33)
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6.1.3 Summary of our Method to Compute the Saturation Throughput
The saturation throughput λ0 is obtained by solving (6.1) numerically. The first subproblem, i.e.
computing [λ0, λ] = f(pacq), is solved by using Equations (6.15) and (6.16) in Section 6.1.1.
For the second subproblem, computing pacq = g(λ0, λ), it is solved by starting from (6.17)
using (6.21) with (6.22) and (6.18) with (6.33) in Section 6.1.2.
Because equations (6.17), (6.21), and (6.22) all depend on pacq, we must solve a quadratic
system of equations in order to obtain Pbusy and pacq.
6.2 Performance Evaluation
In this section, we evaluate the performance of an IR-UWB network with packet detection
and timing acquisition. In particular, we compare the performance of a network that uses a
common acquisition preamble with the performance of a network that uses private acquisition
preambles. First, we use the analytical model derived previously to obtain performance results
for a symmetric and homogeneous IR-UWB network. In this case, our performance metric is
the saturation throughput λ0. Second, we turn to ns-2 [181] simulations to address more general
scenarios with multi-hop topologies and TCP as the transport protocol.
6.2.1 Scenarios and Parameters of the Performance Evaluation
The MAC protocol that is used in the modeling is the DCC-MAC protocol described in Chap-
ter 5. But, compared to the original specifications in Chapter 5, the parameters of DCC-MAC
have been adapted for an IEEE 802.15.4a type of network. In particular, the maximum physical
layer bit-rate is 1 Mbit/s. The maximum range is around 50 meters.
Parameters and Scenarios for the Analytical Model
The fixed point equation (6.1) is solved numerically. The code for the fixed point problem
is implemented with Matlab; the source code is available online [207]. For tacq, ttx, tfail(i),
i = 1, . . . , R and tdrop in the equations (6.8), we have the following values:
• The acquisition time tacq corresponds to the length of the acquisition preamble. With the
packet detection and timing acquisition algorithm in [63], the duration of the acquisition
preamble is 64000 ns.
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• The transmission time ttx is the sum of the following durations: the DATA packet duration
(minus the length of the acquisition preamble), the round-trip time, the ACK packet
duration, the SIGIDLE packet duration (the SIGIDLE packet corresponds to the idle
signal in Chapter 5), and the maximum backoff time.
• The elapsed time in case of a failed packet transmission tfail(i) for i = 1, . . . , R − 1 is
the sum of the DATA packet duration, of the send timer, of the average duration of the
idle timer (see Section 5.2.2), and of the average backoff time in backoff stage i. For
i = R, tfail(i) is only the sum of the DATA packet duration and of the send timer. For the
average duration of the idle timer, it is obtained by extensive simulations of the DCC-
MAC protocol. Indeed, the idle timer is stopped when a SIGIDLE packet is received
from the destination of interest. Hence, its distribution and average value can only be
obtained by simulation.
• In case of a packet drop, tdrop is the maximum backoff timer length.
For tI and tD in (6.21), we have the following values:
• The value of tI depends on whether we do an early discard or not. For early discard, it is
equal to the duration of an ACK packet transmission (i.e. a preamble followed by header
and no payload). For late discard, it is equal to the duration of a DATA packet.
• The value of tD is equal to the duration of a DATA packet followed by the duration of an
ACK packet.
The detailed numerical values are found in the source code of the implementation of DCC-
MAC [207]. Values for P (k,i)MD in (6.18) are derived by extensive simulations from [63]. Values
for Θ in (6.22) correspond to the probability of false alarm of the packet detection and timing
acquisition scheme in [63].
To obtain the throughput from λ0, we simply multiply λ0 with the size of the payload of a
DATA packet; the throughput is
λ0Ppacket
where Ppacket is the payload of a packet in bits.
The scenario we analyze with our analytical model is a symmetric, homogeneous, and
single-hop network. All destinations have the same number of identical sources, and the dis-
tance between the source and the destination is the same for all links.
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Parameters and Scenarios for the ns-2 Simulations
The DCC-MAC protocol is implemented in ns-2, along with an IR-UWB physical layer model.
The version of ns-2 used in this chapter is 2.29. All details on the IR-UWB physical layer im-
plementation can be found in Chapter 10. In this paragraph, we give a short summary of how
packet detection and timing acquisition is implemented in our ns-2 implementation. When a
packet arrives at a destination, all further packets that arrive during the duration of the acqui-
sition preamble are stored in a list. If a private acquisition preamble is used, we add to the list
only the packets intended for the destination. In the case of a common acquisition preamble,
we add all packets that arrive during the duration of the acquisition preamble to the list. At the
end of the duration of the acquisition preamble, a packet in the list is chosen randomly (with a
uniform distribution). This packet is further received by the physical layer with a probability
1−P (k,i)MD where k is the number of packets in the list (with the same acquisition preamble than
the destination) and i is the number of packets that have another acquisition preamble than the
destination. Packets with a different acquisition preamble can create a false acquisition with
a probability Θ (see (6.22)). For false acquisitions, we assume only late discard in the ns-2
simulations.
d
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d1 d2
(a) Multiple piconets
node 0
node 1
node n− 1
d
(b) Line topology
node 0
node 1
node n− 2
node n− 1 node n
node n+ 1
node 2n− 1
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(c) Parallel lines topology
Figure 6.2: Topologies used for the ns-2 simulations. The link distance is d.
For our performance evaluation with ns-2, we consider three different scenarios. Each
scenario has a different topology and UDP or TCP as the transport protocol. The scenarios are
the following:
• For the exposed piconets scenario, the topology consists of n piconets with 3 sources
and 1 destination per piconet (see Figure 6.2(a)). All nodes are in range of each other
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and all sources of a given piconet have the same destination inside the piconet. The
distance between the sources and their destination is 10 meters. The distance between
the respective destinations of the n piconets is 4 meters. The transport protocol is UDP.
• For the TCP line scenario, the topology consists of a line of equidistant nodes (Fig-
ure 6.2(b)). The distance between neighboring nodes is 10 or 20 meters. The sender and
the destination are placed at each extremity of the line. The transport protocol is TCP.
• For the parallel TCP lines scenario, the topology consists of two parallel lines of equidis-
tant nodes (Figure 6.2(c)). The distance between neighboring nodes on a line is 10 or
20 meters and the distance between the two lines is 20 meters. Each line has one source
at one extremity and its associated destination at the other extremity. However, the two
sources are not on the same extremity. The transport protocol is TCP
For all scenarios, traffic is generated by a CBR source with a rate high enough to make sure
that the lower layers are in saturated traffic conditions. The size of the payload is 127 bytes
(Ppacket = 127). The topologies for the TCP line and the parallel TCP lines imply that multi-
hop forwarding is used. Hence, for both scenarios, we configure static multi-hop routes thanks
to the NOAH routing agent in ns-2. Finally, for all results obtained with ns-2 simulations in
Section 6.2.3, DCC-MAC runs with the rate adaptation algorithm enabled. For every scenarios,
several simulation runs are performed and each of them lasts 300 seconds. We always show the
95% confidence interval for the median.
6.2.2 Saturation Throughput of a Homogeneous IR-UWB Network
We first validate our analytical model. We compare the throughput obtained with our analytical
model with ns-2 simulations with the exposed piconet scenario and UDP traffic. We set a
distance of 10 meters between the sources and their destination. In Figure 6.3, we plot the
aggregated (sum of all sources) saturation throughput obtained with the analytical model and
the ns-2 simulations versus the number of sources n per destination. We consider 1 and 2
destinations. As it can be observed, in both cases there is a slight discrepancy when the number
of transmitters n is small. This is expected as the mean-field assumption becomes valid for a
large number of stations.
For the the saturation throughput of a homogeneous IR-UWB network, we look at three
cases: 1, 2, and 9 destinations. For each case, there are n sources per destination. In Figure 6.4,
we plot the aggregated saturation throughput versus n for a network with a common acquisition
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Figure 6.3: Validation of the results obtained with the analytical model. The aggregated satura-
tion throughput is plotted (sum of the throughput of all sources) versus the number of sources
per destination n. The plain curve is the analytical saturation throughput, the dashed curve is
the ns-2 simulations. The upper pair of curves are for one destination with n transmitters. For
the bottom pair of curves, there is a second destination with n concurrent transmitters using the
same acquisition preamble.
preamble. The results with the private acquisition preamble are shown separately in Figure 6.5
because they almost overlap with the results with one destination. The throughput is notably
increased when the packets that were unintentionally acquired are dropped as early as possible.
On the contrary, the throughput is greatly reduced when all sources use the same acquisition
preamble. In Figure 6.5, we also have 1, 2, and 9 destinations but for a network with private ac-
quisition preambles. There is a small reduction of the aggregated throughput with 9 destinations
compared to 1 destination. The results are all with late discard. With early discard, the results
are not shown because they are not discernible from the aggregated throughput with 1 destina-
tion. The very small throughput difference comes from the robustness of the packet detection
and timing acquisition algorithm in [63] and also, from the fact that we ignore interference on
the payload part. All in all, these results clearly show the strong effect of packet detection and
timing acquisition on the performance of an IR-UWB network if a common preamble is used.
6.2.3 NS-2 Simulations
We now turn to ns-2 simulations for an evaluation with more realistic scenarios. We begin with
the exposed piconets scenario.
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Figure 6.4: The aggregated throughput (sum of the throughput of all sources) is plotted versus
the number of nodes per destination n. We have 1,2 and 9 destinations with a common ac-
quisition preamble. The results with the private acquisition preamble are shown separately in
Figure 6.5 since they almost overlap with the result with 1 destination. There is a large drop
in throughput when all sources use the same acquisition preamble. Early discard significantly
increases the throughput.
Exposed Piconets
Remember that for this scenario, the number of sources per destination is fixed to 3. We plot
the aggregated saturation throughput per piconet versus the number of piconets (or equivalently
the number of destinations). The throughput is strongly reduced when a common acquisition
preamble is used. The difference between the throughput with a private acquisition preamble
and a common acquisition preamble grows with the number of interferers. Furthermore the
confidence intervals have a larger width in the case of a common acquisition preamble com-
pared to private preambles. This indicates that there are very large throughput variations and
instabilities with a common preamble.
TCP Line and Parallel TCP Lines Scenario
For the TCP line scenario, we plot the throughput of the source as a function of the number of
nodes. For the parallel TCP lines, we show the result for the two sources separately. There are
two cases, with a link distance of 10 or 20 meters.
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Figure 6.5: The aggregated throughput (sum of all throughputs) is plotted versus the number of
nodes per destination n. We have 1,2 and 9 destinations with private acquisition preambles.
In the line TCP scenario (Figure 6.7), we first observe that a stable throughput is reached
for more than 4 nodes with the use of private acquisition preambles. However, we observe a
dramatic throughput reduction when all nodes use the same acquisition preamble. For more
than 6 nodes, the throughput reaches zero for some simulation runs. And in the case of 12
nodes, the network does not function at all. In addition, as in the exposed piconet scenario,
there is much more variability in the network behavior with a common preamble than using
private acquisition preambles.
In Figure 6.8, even more severe effects are observed when using a common acquisition
preamble in the case of the parallel TCP lines scenario. There are two plots, one for a link
distance of 10 meters and one for a link distance of 20 meters. The distance between the two
lines is always 20 meters. We always plot the throughput of both flows with flow 1 on the left
and flow 2 on the right. For the case where a common acquisition preamble is used, we observe
an almost complete collapse of the network when the number of nodes is larger than six (i.e.
more than two hops). In addition, there is a great unfairness between the two TCP flows. The
throughput variations are much larger with the smaller link distance of 10 meters. Note that
we have 12 simulation runs per scenario. And to obtain smoother curves would require more
simulations. On the contrary, the use of private acquisition preambles allow to obtain a much
higher and more stable throughput.
The unfairness that we observe is very similar to what can happen in IEEE 802.11 networks
in the exposed node case [214]. Also, the interference model for the payload used currently
in the implementation of the IR-UWB physical layer is rather optimistic (see Chapter 10). It
corresponds to the use of an optimal Rake receiver at the physical layer. Hence, the collapse of
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Figure 6.6: Exposed piconets scenario: aggregated saturation throughput per piconet versus
number of piconets for the exposed piconets scenario (see Figure 6.2(a)). The difference be-
tween the throughput with a private acquisition preamble and a common acquisition preamble
grows with the number of interferers. In addition, the network is much more unstable when all
sources use the same acquisition preamble as indicated by the large confidence interval values.
the network results strictly from the fact that a common acquisition preamble is used for packet
detection and timing acquisition.
6.3 Discussion and Conclusion
The approach we use for our analytical model with a fixed-point equation is similar to previous
work in [177, 178, 179, 180]. Indeed, a mean-field assumption (or decoupling assumption)
is done in [179, 180]. And [177, 178] rely on a similar independence hypothesis. However,
our work is different in that it takes into account an IR-UWB physical layer that has different
properties than the narrow-band physical layer assumed in the previous works. Moreover, we
explicitly address packet detection and timing acquisition as they are an important factor in
IR-UWB networks. To the best of our knowledge, packet detection and timing acquisition are
ignored in the previous works on networking.
In this chapter, we have analyzed how using a private or common acquisition preamble
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Figure 6.7: Line TCP scenario: throughput versus number of nodes. This scenario shows a
dramatic compounding effect where the throughput in case of a common acquisition preamble
drops to zero for more than 6 nodes. The network is also much more unstable when all sources
use the same acquisition preamble.
affects the performance of IR-UWB networks. We develop an analytical model to compute
the saturation throughput of an IR-UWB network. One novelty of our model is to explicitly
take into account packet detection and timing acquisition. Our model can be easily used with
different MAC layers or different acquisition algorithms. Using the model, we show that a
private acquisition preamble offers a large throughput gain (larger than 100%) compared to a
common acquisition preamble. Moreover, the throughput difference grows with the number of
concurrent transmitters and interferers. Finally, with ns-2 simulations on multi-hop topologies
with TCP flows, we demonstrate that a network using private acquisition preambles exhibits a
stable throughput. On the contrary, using a common acquisition preamble exhibits the presence
of a compounding effect similar to the exposed terminal issue in IEEE 802.11 networks: the
throughput is severely degraded and complete flow starvation might occur. Further, the use of a
common acquisition preamble results in very large performance fluctuations in some scenarios.
Future work should explicitly take into account the cost of learning the acquisition preamble of
a destination. Also, a proper modeling of the interference on the payload is necessary.
The results in this chapter also complete the results from Chapter 4 on the optimal design for
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Figure 6.8: Parallel TCP lines scenario: throughput per flow versus number of nodes. For each
set of nodes, flow 1 is on the left, flow 2 is on the right. On the top the link distance is 10
meter and 20 meters otherwise. This scenario shows a dramatic compounding effect where the
network completely collapses in case of a common acquisition preamble for more than two
hops. There is also a high unfairness between the two flows.
Acknowledgements 101
IR-UWB network. They clearly demonstrate that nodes in the network should take advantage
of the multi-channel capabilities of the IR-UWB physical layer.
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Chapter 7
An IR-UWB Software Radio Testbed with
Multi-User Interference
Interference in wireless networks is a cross-layer issue: it can affect all layers of a network,
from the physical layer to the transport layer. As such, it becomes crucial to take interference
into account as early as possible when designing radio hardware and algorithms. In particular,
a radio testbed is extremely valuable for testing algorithms and hardware implementations with
the interference found in real-world conditions.
In this chapter, we present an overview of an IR-UWB software radio testbed with multi-
user interference (MUI). Our initial motivation behind this testbed is twofold. First, to imple-
ment the DCC-MAC protocol. This is actually a very challenging objective that we have not
reached yet. Our second motivation is to create an IR-UWB environment with MUI for fast
prototyping.
An important design goal of this testbed is that it should be modular and flexible: for
instance, it should be easy to exchange components in the RF chain. It should also give full
access to the parameters of the physical layer (for example, the modulation format, or the
duration of a frame). It should be easy to implement and test new algorithms at the receiver,
either by programming an FPGA for real-time processing, or by capturing signal traces that can
be used offline with an algorithm implemented in a high-level programming language. Lastly,
the testbed should be useful for communities of researchers from different areas: hardware,
communication technology, and networking.
Our testbed consists of several IR-UWB transmitters and one receiver. On the transmission
side, an FPGA is connected to the IR-UWB transmitters. They have a center frequency of
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4.05 GHz and a −10 dB bandwidth of 500 MHz. The parameters of the transmitted signals
can be easily varied thanks to the FPGA. The direct-conversion RF chain of the receiver is
built around a data acquisition board that performs sampling at 2 GS/s. The sampled signal
is fed into the FPGA where it may be processed in real-time or transferred to a computer for
offline processing. The architecture and more details on the various components are given in
Section 7.1.
Because the focus of the testbed is to create an IR-UWB environment with MUI for fast
prototyping, we have not yet engaged on low-power hardware development, or on system in-
tegration. These are long term objectives, also with interference robustness as the main focus.
Therefore, most of the RF elements are either off-the-shelf components or are built with dis-
crete components. We do not give all the details of the components of the testbed in this chapter.
Rather, we concentrate on the many serious challenges associated with building IR-UWB trans-
mitters and RF components with discrete elements at 4.05 GHz. We describe these challenges
in Section 7.1.1.
Even though we have not implemented DCC-MAC, we successfully implement and ver-
ify in practice the robust packet detection and timing acquisition scheme from [63]. Thanks
to the robustness to MUI of this scheme, we show in Section 7.2 how the receiver can syn-
chronize with the signal from a particular transmitter while other transmitters are active. The
algorithm in [63] does not require any complex multi-user detectors, but takes advantage of the
wide bandwidth and intermittent nature of IR-UWB signal. This packet detection and timing
acquisition scheme is an important building block for the implementation of MAC protocols
for IR-UWB such as DCC-MAC or [164] where concurrent transmissions are allowed. This
implementation shows that concurrent transmissions in IR-UWB networks are feasible.
7.1 Architecture of the Testbed
The testbed consists of several transmitters and one receiver. They are managed by a computer
and are all built around analog and digital circuits (see Figure 7.1). The digital side is based on
a FPGA board for generating the transmitted signal and an acquisition board with a fast analog
to digital converter (ADC) for capturing and processing the received signal. The analog side
consists of two parts: The first part comprises the transmitters with their antenna which generate
UWB impulses. The second part is the receiver which amplifies, filters, and down-converts the
received signal for the acquisition board. Almost every element of the receiver is built with
evaluation boards, while the transmitter, the antennas [215] and the low noise amplifier (LNA)
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are built with discrete components and on-the-shelf integrated circuits. All of the hand-made
circuits are made with Duroid substrate because of the requirement for low resistive loss at high
frequency. The circuits also need to be placed in a shielding box because circuits operating at
such high frequency radiate strong undesired interference.
Figure 7.1: The FPGA board (transmitter) is programmed and configured by the computer in
order to drive the transmitters with the desired signal characteristics. The receiver amplifies,
filters and down-converts the received signal to the base band. The acquisition board (receiver)
samples the base band signal and sends it to the computer for the final processing. The FPGA
of the acquisition board is used for memory management and data conversion.
7.1.1 Implementation Challenges for a Testbed with Discrete Components
The focus of the transmitter part is to produce several IR-UWB signals with a bandwidth of
at least 500 MHz. For this purpose, the FPGA creates user configurable command signals
in order to drive the transmitters. The command signal is based on a time-hopping sequence
(THS) and is implemented as shown in Figure 7.2. The main parameters are the number of
independent command signals, the type of time-hopping code (none, deterministic, or random),
the number of chip Nc, the number of frame Nf , the number of sequence Ns (repetition of the
same time-hopping pattern), and the duration of the driving signal sent to the transmitters.
This duration is a multiple of the chip duration Tc which depends on the clock frequency. The
hardware architecture is implemented in VHDL and can be configured by the computer through
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registers. This user configurable command signal may be used for generating a preamble signal
as described in Section 7.2.
Figure 7.2: Definition of the user command signal parameters. We have the chip duration Tc,
the number of chip per frame Nc and the length of sequence Ns are all configurable.
The maximal clock frequency of the FPGA is 166 MHz so the chip time is limited to a
minimum of 6 ns. The only available mean to output the driving signals is through a Micro
DB 15 pins connector. Unfortunately, this connector has poor high frequency characteristics.
The output signals may also become worse depending on the output buffers configuration. In
addition, the length of the cable has to be as small as possible to avoid signal distortion and
coupling between channels. For all these reasons, a trade-off has to be found between output
impedance, output voltage and signal degradation, so the LVDCI_25 (Low Voltage Digitally
Controlled Impedance 2.5 V) standard was chosen among the signals available for its fixed
impedance of 50 Ω.
One challenge is to build an analog transmitter that creates the UWB impulse with digital
commands from the FPGA independently from the driving signal degradation. This transmitter
has a simple, reliable and cheap architecture shown in Figure 7.3. A sine wave oscillator
running at 4.05 GHz is connected to the antenna through a mixer (indeed an analog multiplier)
which behaves like a switch when driven by a square signal. This oscillator is designed using
discrete components and transmission line filters. The oscillator circuit consists of an active
circuit connected in positive feedback with a microstrip filter. The active circuit is designed
using a SiGe NPN transistor. The transistor is biased in common emitter configuration at 5 mA.
The input and output of the active circuit are matched to 50 Ω using lumped components. A
single section of the hairpin filter is used in the feedback of the oscillator. The filter can be
modeled as a parallel LC network, and the center frequency of the filter can be tuned after
fabrication by adjusting the length of the microstrip lines. The insertion loss of the filter is
−1.5 dB and the active circuit gain is around 6 dB at 4.05 GHz. A phasing line is added at one
end of the filter to have a total phase shift of 360 degrees around the circuit. The output power
of the oscillator is +10 dBm for a load impedance of 50 Ω and henceforth can be directly
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connected to the input of the mixer. The main part of the transmitter is the square impulse
generator. By using the command signal from the FPGA board, it creates a short impulse
of 2 ns which drives the mixer. This impulse is obtained by splitting the command signal in
two parallel delay lines and recombining them with an AND gate. Their respective delays do
not need to be very short since it is the difference between the two delays that produces the
impulse. This technique is useful for generating signals shorter than the propagation delay
of the logic circuits themselves. However, care is required because some components values
are experimentally adjusted depending on the driving signals coming from the FPGA board
(considering their time and voltage).
Figure 7.3: The transmitter works as follows: The square impulse generator creates a short
impulse of 2 ns from the driving signal given by the FPGA board. The mixer, thanks to this
impulse, switches on and off the sine wave which comes from the oscillator and thus produces
the UWB signal.
The spectrum of the output signal is shown in Figure 7.4: it is a wideband spectrum centered
around 4.05 GHz. This measurement is made at the output of the transmitter, so the filtering
effect of the antenna does not appear here. It can be noticed that, due to a weak isolation
between the output of the 4.05 GHz oscillator and the output of the mixer, there is a small peak
at the center frequency.
The focus of the receiver part is to acquire signal traces in order to digitally process them. It
is a classic direct-conversion circuit as shown in Figure 7.5. The signal received by the antenna
is amplified by a LNA and a power amplifier, which is necessary to have enough power with
only two amplifier stages (with more stages, the receiver becomes unstable). The signal is then
band-pass filtered and down-converted with a mixer driven by a 4.05 GHz sine wave.
The acquisition board samples the received signal at 2 GS/s with a resolution of 8 bits
and stores the samples in a 512 MB dynamic RAM. The access to the DRAM requires to
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Figure 7.4: This is the output spectrum of the transmitter. It shows the wide bandwidth nature
of the switched sine wave before the antenna. The center frequency of the spectrum analyzer is
shifted a bit in order to better show the peak.
Figure 7.5: The receiver works as follows: the received signal is amplified and filtered before
being down-converted by the mixer. The mixer has its local oscillator frequency at 4.05 GHz.
The IF (base band) signal is amplified and then sent to the FPGA for sampling.
pre-process data at 2 GS/s inside the FPGA and to manage the complexity of the memory
interface. Since the FPGA internal bus speed is different than the speed of the PCI link to the
PC (2 GS/s versus 100 MB/s), the PC waits until the end of a capture before reading the DRAM.
The acquisition board and the internal registers of the FPGA must be carefully configured by
Matlab by doing configuration steps in a specific order; in addition, since the format of data
inside the board is completely different from the format accepted by Matlab, a conversion
algorithm is required. Several Matlab scripts needed to be translated in C in order to improve
time performance.
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7.2 Timing Acquisition with Concurrent Transmitters
In this section, we describe the results we obtained with the implementation of the packet de-
tection and timing acquisition scheme in [63]. Contrary to traditional scheme, the algorithm in
[63] is known to be robust to MUI. We have a scenario with three IR-UWB transmitters. The
goal is to acquire the timing of the first transmitter while the two others are transmitting at the
same time. Each transmitter has its own particular acquisition preamble, which consists of a
sequence of impulses (see Figure 7.2) repeated several times. This allows the algorithm at the
receiver to distinguish the three concurrent signals. On the receiver side, we use the timing
acquisition algorithm in [63]. It performs a non-coherent timing acquisition since the phase
information of the received signal is unknown. The timing acquisition algorithm is based on
correlations between the received signal and a known impulse template. This template is based
on the acquisition preamble of the transmitter of interest. Contrary to a traditional correlation
between the template and the received signal, the algorithm in [63] adds an additional thresh-
olding operation to every sub-correlation between an impulse and a portion of the received
signal. This thresholding operation is the key to the robustness of the timing acquisition algo-
rithm in [63] to overcome near-far situations. It avoids that large interference samples in the
received signal propagates and pollute the full correlation.
The parameters of the underlying THS of the acquisition preamble is Nc = 128 chips
and Nf = 8 frames. The algorithm is currently run offline and efficiency reason, the timing
acquisition algorithm is implemented in C. Indeed, even a short capture of a few thousand
nanoseconds easily results in a large dataset. Matlab is used to start and control the capture of
the signal trace as well as to run the timing acquisition algorithm on the captured signal. The
algorithm returns the index of the sample that corresponds to the beginning of the acquisition
preamble. In Figure 7.6, several timing acquisitions are performed with one, two or three
transmitters. The three transmitters are placed at equal distance of the receiver (around 30 cm).
This a very high signal to noise (SNR) scenario. Lower SNR scenarios are possible, but require
longer acquisition preamble that do not lead to easily visible results. The first transmitter sends
a known acquisition preamble. The second transmitter sends an unknown random one, and the
third transmitter sends an acquisition preamble based on a periodic THS.
Figure 7.6 shows three different cases, where one, two, or three transmitters are active. For
each case, the same correct timing acquisition result is obtained, in spite of the one or two
other interfering transmitters. For all cases, the timing acquisitions are successful with a pulse
template well aligned on the impulses of the first transmitter. The timing acquisition algorithm
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is indeed robust to the impulsive interference created by other transmitters. It is also robust
to the small sinusoid perturbations created by the mismatch in carrier frequencies between the
various transmitted signals.
Several parameters influence the results of the timing acquisition: the length of the acquisi-
tion preamble, the threshold applied for each sub-correlation, and finally the width of the square
impulses in the template. For instance, in a lower SNR scenario, a longer preamble would be
required. For an extremely strong near-far scenario a lower threshold in the algorithm in [63]
is necessary.
7.3 Discussion and Conclusion
In this chapter, we have presented ongoing work on an IR-UWB software radio testbed with
MUI. This testbed is built around an FPGA coupled with a fast data acquisition board for the
receiver, and supports several independent IR-UWB transmitters. This chapter is an overview,
where we have concentrated on describing the important implementation challenges that we
faced. This testbed demonstrates that concurrent transmissions in IR-UWB networks are fea-
sible, if a robust timing acquisition algorithm is used. The testbed was also used for ranging
experiments [216]. The detailed list of electronic devices used in the testbed is given in Ap-
pendix A.2.
For future work, we plan to implement the validation part of the timing acquisition algo-
rithm. To derive statistics, such as the probability of missed detection and the probability of
false alarm, we also need to fully automate our measurement setup and the acquisition of signal
traces. Finally, we will transmit full packets in order to add the demodulation of a data payload.
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Figure 7.6: Timing acquisition with concurrent transmitters. The three transmitters are placed
at equal distance of the receiver (around 30 cm). The first transmitter sends a known acquisition
preamble. The second transmitter sends an unknown random acquisition preamble, and the
third transmitter sends a preamble based on a periodic THS. The parameters of the underlying
THS are Nc = 128 chips and Nf = 8 frames. There are three different cases, where one,
two, or three transmitters are active. For each case, the same correct timing acquisition result
is obtained, in spite of the one or two other interfering transmitters. The timing acquisition
is successful with a pulse template well aligned on the impulses of the first transmitter in all
cases.
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Part II
Robust Receivers for IEEE 802.15.4a
Networks
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Chapter 8
Performance Evaluation of IEEE
802.15.4a with an Energy Detection
Receiver and Multi-User Interference
The IEEE 802.15.4 standard targets low data-rate wireless networks with extensive battery life
and very low complexity. Its physical layer is based on a narrow-band radio, operating in the
unlicensed ISM band at 2.4 GHz. The IEEE 802.15.4a amendment [64] adds an IR-UWB
physical layer to 802.15.4 that can operate over several bands of 500 MHz (or 1.5 GHz) from
approximately 3 GHz to 10 GHz. Compared with the narrow-band physical layer, The IR-
UWB physical layer offers higher data-rates and the possibility of performing ranging between
devices. It should also offer a better robustness against interference and multipath propagation
channels
The IEEE 802.15.4a physical layer allows for implementing either, a coherent receiver (for
instance, a Rake receiver), or a non-coherent receiver (for instance, based on energy detection).
We have discussed and compared the Rake receivers and the energy detection receivers in
Sections 3.2 and 2.2.2. For the applications considered by the the IEEE 802.15.4 standard, a
long lifetime and low complexity are the first objective. As such, an energy detection receiver
appears to be the ideal solution. But, as we pointed out in Section 3.2, it is less robust to
multi-user interference (MUI) than a coherent receiver.
MUI occurs due to concurrent packet transmissions and is hard to avoid in 802.15.4a net-
works: the mandatory medium access control (MAC) protocol in the IEEE 802.15.4a amend-
ment is Aloha (without any form of clear channel assessment). In such a case, concurrent
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transmissions inevitably occur. The choice of a simple Aloha protocol is justified by the poten-
tial robustness of UWB to interference and by the low data-rate requirements of the envisioned
applications. But this low data-rate assumption is also subject to some restrictions: even a net-
work with a low traffic rate can experience a sudden increase of traffic. In a sensor network
used for fire detection, the detection of a fire would generate a large number of packets from
several sources at the same time. Furthermore, MUI can occur from another, uncontrolled,
802.15.4a network running in parallel.
Hence, our objective in this chapter is to evaluate the performance of an IEEE 802.15.4a IR-
UWB physical layer implementation with an energy detection receiver and MUI. We consider
a complete system, with packet detection and timing acquisition, the estimation of channel
characteristics, and the recovery of the encoded payload.
Our results show that the performance of an energy detection receiver is severely degraded
by MUI. We find that an 802.15.4a compliant energy detection receiver only shows a very
limited capture effect. If several transmissions are active concurrently, its performance is quite
close to a case where all packets are lost. In a near-far scenario with one strong interferer we
do not even have any capture effect at all.
Due to the complexity of the scenarios that we study, we do the performance evaluation
through extensive simulations. The code used for our simulations is readily available [207].
The remainder of this chapter is organized as follows: In Section 8.1, we describe the
receiver architecture that we consider. In Section 8.2, we first introduce the scenarios and
parameters of the simulations. Then, we present the results of our performance evaluation. We
conclude this chapter in Section 8.3.
8.1 A Simple Energy Detection Receiver for IR-UWB with
Channel Mask Estimation
In this section, we describe the architecture and the mechanism of the receiver used in the
performance evaluation. The IEEE 802.15.4a physical layer is described in Section 2.2.6. We
recall here some important details:
• A preamble is added before the payload. This preamble is used for packet detection
and timing acquisition, as well as the estimation of a channel mask used by the energy
detection receiver.
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• With respect to the data signal, there are two important differences in the structure of the
preamble signal: (1) no time-hopping is used and (2) single pulses are transmitted instead
of bursts of pulses.
• The preamble is generated using a preamble code: it is a ternary sequence of length 31.
• For each frequency band, the 802.15.4a standard foresees the use of two different pream-
ble codes.
8.1.1 Architecture of the Energy Detection Receiver
Data reception only
BPF
BF
T
T
( · )2 ∫ T
0
[m0,...,mNch−1]
Nch
∑Nch−1
i=0 r[i] ·mi
Figure 8.1: Architecture of the energy receiver. The antenna is followed by a bandpass filter
of bandwidth BF , a square device, and an integrator. The signal at the output of the integrator
is sampled every T seconds. Finally, a scalar product is computed between a block of Nch
samples r[0], . . . , r[Nch − 1] and the channel mask [m0, . . . ,mNch−1].
The architecture of the energy detection receiver is depicted in Figure 8.1; the antenna is
followed by a bandpass filter of bandwidth BF , a square device, and the integrator. The signal
r(t) at the output of the integrator is sampled every T = 1
fs
seconds to obtain the discrete
time signal r[i]. Our receiver uses a channel mask to properly set the total integration time
per symbol of the energy detection receiver. A channel mask is an estimation of the average
power-delay profile of the received signal [98]. In our case, it is a binary vector of length Nch.
Hence, it also allows for ignoring output samples of the integrator in order to avoid integrating
the received signal when it mostly consists of noise. The exact values of the parameters of the
receiver are given in Table 8.1 in Section 8.2.1. There are three steps for packet detection and
timing acquisition: (1) coarse timing acquisition, (2) fine timing acquisition, and (3) SFD de-
tection. The coarse timing acquisition step is not strictly necessary. The acquisition procedure
could be done entirely with the fine timing mechanism. But the initial coarse timing acqui-
sition allows for reducing the memory requirement of the receiver. Following the fine timing
acquisition, the estimation of the channel mask is performed. To ease the explanation of the
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mechanism for coarse and fine timing acquisition, and channel mask estimation in the follow-
ing sections, we already assume that the physical layer is operated with the mandatory data rate
of 0.85 Mbit/s, with the low pulse-repetition frequency (LPRF) mode [64]. Furthermore, we
set the sampling frequency fs at the output of the receiver is 125 MHz (or a sample period T of
8 ns).
8.1.2 Coarse Timing Acquisition
During coarse timing acquisition, we try to locate the starting time of one of the Nsync repeti-
tions of the preamble code. With Lup = 64, the timing accuracy of the coarse timing acquisition
phase is TcLup = 128 ns. With an integration time of T = 8 ns, the length of a preamble code
symbol corresponds to TcLup/T = 16 samples of the discrete time signal r[i]. Hence, we
first create a correlation template by repeating each of the 31 elements of the preamble code
16 times. We repeat the obtained template G times to provide for some processing gain. We
then correlate this template with the received signal r[i], and down-sample the result by a fac-
tor 16. Finally, we group the output of the correlation by consecutive blocks of 31 elements
[R0[j], . . .R30[j]] and look for the maximum element
Rmax[j] = max(R0[j], . . .R30[j])
within each block.
If Rmax[j] lies above a certain threshold τcoarse, we select its position within the jth block
as a possible synchronization point. A verification process is then started on the subsequent V
blocks of 31 elements. If for all the blocks k = j+1, . . . , j+V , we find that Rmax[k] > τcoarse
and that the position of Rmax[k] within the kth block is the same as Rmax[j], the coarse timing
acquisition succeeds. We use V = 5 in the performance evaluation (see Table 8.1).
Assuming additive white Gaussian noise (AWGN) with known variance σ2 (since it is gen-
erated by the circuitry of the receiver), the threshold τcoarse can be analytically determined as a
function of σ2. According to [217], the distribution of the samples r[i] at the output of the inte-
grator if only AWGN is present can be approximated with a Chi-square random variable with
2BFT degrees of freedom. We set τcoarse such that the probability that a sequence consisting
purely of noise exceeds τcoarse is smaller than a certain threshold probability pthld, i.e.
τcoarse = σ
2F−1
χ2K
(pthld) (8.1)
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where Fχ2N (K) is the cumulative distribution function of the chi-square distribution with K
degrees of freedom. In our case, K is the product of 2BFT with G and with the number of
non-zero preamble code symbols, which is 16.
8.1.3 Fine Timing Acquisition, Channel Mask Estimation, and SFD Detection
During fine timing acquisition, we improve the accuracy of the synchronization point to obtain
a timing accuracy in the order of the integration time T . We look for the beginning of the
signal in the vicinity of the coarse timing acquisition point. This is achieved by correlating the
received signal r[i] with a finer template and with a search-back procedure. The template for
the fine timing acquisition is obtained by up-sampling the preamble code by a factor of 16 and
repeating the obtained sequence G times.
Between fine timing acquisition and SFD detection, we estimate the channel mask. It is a
sampled and binary quantized version of the power-delay profile of the channel represented as
a binary vector
[m0, m1, . . . , mNch−1], mi ∈ {0, 1}, ∀i.
The channel mask is used to reduce the amount of noise accumulated by the energy detection
receiver. The estimation is done by averaging Gchest blocks of Nch samples of the received
signal. A threshold is then applied to quantize the Nch values to zero or one. This threshold is
computed in a similar manner as τcoarse in the previous section. In the same averaging process,
we also estimate the received signal level contained in the channel mask.
After the estimation of the channel mask, we begin to look for the SFD sequence. The
mandatory 802.15.4a SFD is a sequence of eight modulated preamble codes scrambled by the
so-called SFD code [64]. It is found with a correlation procedure taking into account the noise
variance and the estimated received signal level. Note that when searching for the SFD, the
channel mask is applied to the received signal.
Because it is not the primary interest of this chapter, we do not explain the timing acquisition
algorithm up to the finest details. However, we do believe that it comes close to what would
be used in a real-world implementation of a non-coherent, 802.15.4a compliant receiver. Also,
the thresholds (τcoarse and the one for the channel mask quantization) are computed assuming
only AWGN and no MUI. Indeed, the receiver has no knowledge of when an interferer might
be transmitting or of the statistics of the MUI.
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8.1.4 Decoding of the Payload
Following the detection of the SFD, we can start decoding the data. For each frame, two scalar
products
sj =
Nch−1∑
i=0
rj[i] ·mi, j = 0, 1,
are computed where the values r0[0], . . . , r0[Nch− 1] correspond to where the bit 0 is expected
and the values r1[0], . . . , r1[Nch − 1] to where the bit 1 is expected. A comparator 1{s0>s1}
produces a binary output which is fed to the Reed-Solomon decoder.
8.2 Performance Evaluation
In this section, we evaluate the performance of our IEEE 802.15.4a compliant energy detection
receiver in the presence of MUI.
8.2.1 Performance Metrics and Simulation Parameters
We use two different performance metrics; the bit error rate (BER) and the packet error rate
(PER).
For the mandatory data rate of 0.85 Mbit/s, the 802.15.4a proposal defines two transmission
modes for the data frame: the low pulse-repetition frequency (LPRF) mode and the high PRF
(HPRF) mode. We consider the LPRF mode. The values of Nc, Tc, Lb, and Nhop for the LPRF
mode are given in Table 8.2. A (55, 63) Reed-Solomon (RS) code is used for error-correction
[64]. We send 1014 bit per packet: with RS encoding, this corresponds to 1209 symbols. We
assume the use of the mandatory frequency band 3, with a center frequency of 4.49 GHz. The
two possible preamble codes are code 5 and 6 [64]. The sampling frequency fs at the output of
the receiver is 125 MHz (or a sample period T of 8 ns). This value corresponds to the length
of a burst in the LPRF mode of the 802.15.4a proposal. The other parameters of the energy
detection receiver are listed in Table 8.1.
T fs BF G V Nch Gchest pthld
8 ns 125 MHz 1 GHz 4 5 16 8 0.9999
Table 8.1: Parameters of the energy detection receiver
At the time this work was performed, the 802.15.14a amendment was still in a draft state
at version D6. In version D6, the LFSR is initialized to the same state for the transmission of
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Mandatory data rate of 0.85 Mbit/s (LPRF mode)
Nc Tc Lb Nhop Lup Nsync Nsfd
LPRF 512 2 ns 4 32 64 64 8
Table 8.2: Parameters of the IEEE 802.15.4a physical layer
each packet. Hence, all transmitters have the same scrambling and time-hopping sequence.
We perform a packet-based simulation, and we simulate a full IEEE 802.15.4a system with
coarse and fine timing acquisition, estimation of the channel mask, SFD detection, and RS de-
coding. We denote by Nu the number of users that are transmitting packets. For complexity
reasons, we cannot simulate the full MAC protocol because this implies to simulate the recep-
tion and decoding of every single packet from any user at its respective destination, as well as
the transmission and reception of the acknowledgment packets. Acknowledgment packets are
necessary in order to correctly simulate the backoff algorithm.
Instead, we attempt to decode only the packets from the user of interest. We simulate
several transmitters, but only the receiver for the user of interest. We ignore the transmission of
acknowledgment packets back to the user of interest. To generate MUI, we consider that each
user has a queue with a packet arrival rate λi, i = 0, 1, . . . , Nu − 1. When a packet reaches the
front of the queue, we draw a backoff time according to the IEEE 802.15.4a procedure with the
backoff exponent set to its maximum value since we ignore acknowledgement packets. When
the backoff expires, the packet is transmitted on the channel.
We simulate the whole physical layer with an accuracy of 100 ps (a simulation sampling
frequency of 10 GHz). This appears to be a good trade-off between complexity and accuracy.
We use the IEEE 802.15.4a channel model 1 [22]. The RMS delay is around 18 ns.
In our simulations, we define the signal to noise ratio (SNR) as
SNR =
Ep
N0
(8.2)
where Ep is the received energy per pulse (after the convolution of the pulse with the impulse
response of the channel), and N0/2 is the variance of a zero mean, Gaussian noise process
bandlimited to BF . As the simulation sampling frequency is larger than 2BF , the Gaussian
noise samples are correlated. We use the algorithm in [218] to generate the correlated noise
samples.
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8.2.2 How to Evaluate and Compare the Performance with MUI
For the simulations with MUI, we consider two different scenarios; in scenario A, all the de-
vices use the same preamble code. In scenario B, the user of interest uses preamble code 5 and
the other users use preamble code 6. In both cases, we consider λ0 = λ1 = λ with either a high
traffic case where λ = 200 packet/s, or a low traffic case where λ = 10 packet/s. The saturation
throughput with our modeling is 226.4 packet/s. Hence, in the high traffic case the network is
not yet saturated In terms of bitrate, λ = 200 packet/s (λ = 10 packet/s, respectively) corre-
sponds to an effective data rate of 241.8 kbit/s (12.1 kbit/s). Also, because we are using the
maximum backoff exponent, our results are independent of the arrival rate of the user of interest
(λ0 = λ1 = 200 packet/s yields the same results as λ0 = 10 packet/s, λ1 = 200 packet/s).
In order to understand how robust energy detection is with respect to MUI, we compare the
performance obtained by simulations with the performance when considering two very specific
capture models. With the “Destructive Collisions” model, a packet is lost whenever there is
more than one active transmission at the same time. If there is only one active transmission,
single user performance is then assumed. This is the worst case performance. With the “Perfect
Capture” model, all active users may compete during packet detection and timing acquisition.
Only one of them succeeds (chosen uniformly at random) and this winning user experiences
single user performance. This is the ideal performance, which one would obtain if transmis-
sions would be perfectly orthogonal.
8.2.3 Performance Evaluation Results: Single-User Case
In Figure 8.2, we show the PER and BER obtained for a single user (with no MUI). For the
BER, there is 1.5 dB difference with respect to the BER of binary pulse position modulation
(BPPM) on AWGN channels (which is obtained as Q
(√
SNR
)
assuming a matched filter).
We also plot the percentage of missed packets by the timing acquisition procedure. With a
multipath channel and no MUI, we can conclude that the receiver is well balanced between the
timing acquisition procedure and the decoding of the data. Indeed, there are no missed packets
above 12 dB and the BER is below 10−5 above 14 dB.
8.2.4 Performance Evaluation Results: Multiple Users Case
In Figure 8.3 we first show the PER obtained with two users with equal received powers, λ = 10
packet/s, in the case of scenario B (different preamble codes). Clearly there is an error-floor
with MUI, even in this low traffic case. Further, we look at two more cases with unequal
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Figure 8.2: PER, BER, and percentage of packets missed by the timing acquisition for a single
user, on a multipath channel, with no MUI. The plain curve represents the performance of
BPPM on an AWGN channel.
received powers: first, a near-far case, where the received power of the second user is 10 dB
higher; second, a case with four users, where the received powers of the three interferers are
3 dB lower than the received power of the user of interest. We also compare the previous
results with those obtained with the “Destructive Collisions” and “Perfect Capture” models.
We find that the energy detection receiver operates quite close to the worst case scenario of the
“Destructive Collisions” model, and shows only limited capture effect. Its performance is even
identical to the “Destructive Collisions” model in the presence of only one strong interferer.
It appears that using an energy detection receiver with an 802.15.4a physical layer anni-
hilates one of the most appealing benefits of UWB, specifically its robustness to MUI and
thus, the possibility of allowing for concurrent transmissions. The conclusions are identical for
λ = 200 packet/s.
When analyzing packet errors, we observe that they occur for two reasons: (1) a packet
is missed during the timing acquisition phase or (2) it is received with more errors than the
Reed-Solomon code could correct. In the first case, we can further distinguish two cases:
(1a) We miss the packet because of a missed detection (MD): the receiver is trying to acquire
a packet but is not able to acquire timing, or it acquires timing correctly but later misses
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Figure 8.3: PER with MUI and different preamble codes (scenario B). Dashed lines from top
to bottom: simulation results for two users in a low traffic case (λ = 10 packet/s), where the
received power of the interferers is to +10 dB or 0 dB; four users where the received power
of the interferers is −3 dB; no interference. Plain lines: “Destructive Collisions” and “Perfect
Capture” models. The performance with MUI is close to the “Destructive Collisions” model.
the SFD.
(1b) We miss the packet because of a false alarm (FA): the receiver is not trying to acquire a
packet because it wrongly assumes to be already successfully synchronized.
Now, if both the interferer and the user of interest use the same preamble code (scenario
A), the receiver will miss lots of packets due to false alarms. Hence, we expect a much worse
performance compared to the case where they use different codes (scenario B). A comparison
of these two scenarios is shown in Figure 8.4 where it can be seen that the difference is surpris-
ingly small. Looking at the percentage of packets missed during the timing acquisition phase
(see Figure 8.5) confirms that the receiver misses more packets in scenario A than in scenario
B.
We can further see in Table 8.3 that of the missed packets in scenario A, 98% are effectively
missed because of a false alarm. However, if we consider the BER of the packets that are
correctly acquired (see Figure 8.5), we notice that the acquired packets generally have more
errors in scenario B than scenario A. We conclude that the packets additionally acquired by the
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Figure 8.4: Comparison of the PER when two users use the same preamble code or dif-
ferent preamble codes. The two users have equal power at the receiver. We show a high
(λ = 200 packet/s) and a low traffic case (λ = 10 packet/s). There is a negligible difference
whether we use the same preamble code or a different preamble code.
receiver in scenario B are packets with lots of interference. Therefore, a lower rate of missed
packets does not translate to a huge performance improvement in terms of PER.
Another observation that may come as a surprise is the fact that even in scenario B, more
than 50% of the missed packets are missed because of a false alarm (see Table 8.3). In order to
understand this phenomenon, let us classify false alarms into two categories:
(Category 1) The receiver acquires timing correctly but wrongly declares detection of the SFD.
This can happen if noise or the signal of the interferer make the receiver exceed the SFD
Same Code Different Code
Percentage of missed packets 25.3% 15.7%
Out of which missed due to 98.0% 52.1%
false alarm (FA)
Out of which FA due to 99.0% 99.1%
wrong timing acquisition
Table 8.3: Percentage of missed packets and classification of the reason they were missed.
Numbers shown are for packet arrival rate of λ = 200 packet/s and at an SNR of 18 dB.
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Figure 8.5: Percentage of missed packets (plain lines) and BER (dashed lines) when two users
use the same or a different preamble code. We consider the high traffic case (λ = 200 pack-
ets). If different codes are being used, there are less packets missed. However, the packets
additionally acquired, have generally more interference, which translates into a higher BER.
detection threshold even though the SFD of the user of interest is not present.
(Category 2) Noise and interference lead the receiver to acquire a wrong timing and then
wrongly declare detection of an SFD.
Analyzing false alarms in scenario B, we observe that more than 90% of them fall into
category 2. Hence, it seems that even if the receiver and the interferer use a different pream-
ble code, the receiver still synchronizes with the interferer often. A reason for this behavior
becomes apparent if we look at the correlation between preamble codes. In Figure 8.6(a), we
first show the correlation of preamble code 5 (the correlation template) with a periodic repe-
tition of itself (representing the sequence of the user of interest) and secondly with a periodic
repetition of preamble code 6 (representing the sequence of an interferer)1. We observe that the
first correlation has a peak only when there is a perfect alignment between the sequence and
the template. On the other hand, there are 10 out of the 31 possible shifts that lead to a peak in
the correlation of the interferer sequence and the template. Even though these peaks are lower
1Note that in the case of an energy detection receiver, the ternary preamble code sequence is transformed into
a binary one because of the squaring operation.
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Avg. number of ones in channel mask (perfect timing acquisition)
Correct packets 1.00 2.17 3.30 4.28 5.09 5.97
Erroneous packets 1.61 2.39 3.15 4.52 5.58 6.08
SNR [dB] 8 10 12 14 16 18
Table 8.4: Average number of ones in channel mask (perfect timing acquisition, two users
with λ = 200 packet/s)
when the sequence does not match the template, they might (depending on the signal level of
the interferer and the noise) still exceed the detection threshold of the coarse timing acquisition
phase and consequently lead to false alarms. To verify this assumption, we classify wrong tim-
ing acquisitions in our simulations according to the offset (in number of code symbols) with
respect to the closest packet (in time) of an interferer. The result for λ = 200 packet/s at an SNR
of 18 dB is shown in Figure 8.6(b); the offsets with the largest number of packets correspond
exactly to the offsets producing peaks in the correlation.
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Figure 8.6: (a, top) Correlation of preamble code 5 with a periodic repetition of itself and with a
periodic repetition of preamble code 6. (b, bottom) Classification of wrong timing acquisitions
according to the offset with respect to the closest packet of an interferer. Correspondence of
peaks in (a) and (b) suggests that wrong timing acquisitions are due to the correlation properties
of the preamble codes.
In Figure 8.7, we compare the PER shown in Figure 8.3, with a PER obtained with a
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Figure 8.7: Comparison of the PER between our implementation of the timing acquisition
and channel mask estimation algorithm and a perfect timing acquisition and channel mask
estimation. The perfect channel mask estimation assumes no MUI.
perfect timing acquisition and channel mask estimation algorithm: an oracle returns the exact
beginning of the packet of the user of interest. Hence, there are no false alarms or missed
detections. Besides, the estimation of the channel mask assumes perfect timing acquisition and
no MUI. Thus, Figure 8.7 allows for assessing whether the performance degradation is solely
due to the timing acquisition phase or whether MUI also significantly affects the data decoding
phase. Even in the case of perfect timing acquisition, there is a clear error floor. MUI during
timing acquisition and MUI during data decoding are equally responsible for the performance
degradation.
It can also be observed in Figure 8.7 that the error-floor of the BER shows an increasing
trend after 14 dB. Table 8.4 shows that the average number of ones in the channel mask in-
creases proportionally with the SNR. A large number of ones in the channel mask implies a
higher likelihood of suffering from MUI as we integrate a larger amount of the received signal.
In Figure 8.8, we show the coded and uncoded BER. The uncoded BER is obtained by not
using the RS code in the simulations. All the results in Figure 8.8 are obtained with perfect
timing acquisition and channel mask estimation, and we look at the high and low traffic case.
Clearly, the RS code appears to be more efficient against Gaussian noise that MUI.
The preamble and payload of an IEEE 802.15.4a packet have a different format. Hence,
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Figure 8.8: Comparison of the BER for two users in the case of coded and uncoded data
transmissions with a perfect timing acquisition and channel mask estimation. There is the high
and low traffic case. Clearly, the RS code appears to be more efficient against Gaussian noise
that MUI.
it is interesting to assess whether packet errors are caused by an interfering preamble or an
interfering payload. The following analysis is done with the interferer having an equal received
power but using a different preamble code than the user of interest. The SNR is 18 dB and
λ = 200 packet/s (PER shown in Figure 8.3). Our conclusions are similar for other cases
presented in this chapter. Looking first at packets that are correctly acquired but incorrectly
decoded, 91.3% of these packets have an overlap of more than 30% with an interfering payload.
Moreover, 46.1% of these packets have no overlap at all with an interfering preamble. We
conclude that errors in this case are mostly due to an interfering payload.
We then look at packets that are missed during the timing acquisition phase. Table 8.3, Fig-
ure 8.6, and the corresponding analysis already demonstrated that false alarms mostly happen
because the receiver synchronizes with an interfering preamble. Missed detections occur if (1)
the receiver is not able to acquire timing, or (2) it acquires timing but later misses the SFD.
In our simulations, 92.6% of missed detections are of the second type, the remaining 7.4% are
of the first type. For both types, an average of 80% of the preamble overlaps with an inter-
fering payload. We conclude that missed detections are also mostly due to interference with a
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payload.
The above results suggest that most of the packet errors are due to an interfering payload.
This also makes sense from the perspective that a burst in the payload contains four times
more energy than a pulse of the preamble. Furthermore, the payload is much longer than the
preamble, making a collision with a payload more likely.
8.3 Discussion and Conclusion
We have evaluated the effect of MUI on an IEEE 802.15.4a physical layer that uses an energy
detection receiver. The architecture of the energy detection receiver that we use is extremely
simple. In particular, it does not use the information on the power-delay profile of the channel
as best as it could, contrary to [37]. But the work in [37] does not consider the fact that bursts of
pulses are sent. This is one of the issue that we address in the following chapter. Furthermore,
to the best of our knowledge, none of the previous work in Section 3.2 in the area of energy
detection receivers considers MUI, and hardly any the performance evaluation of a complete
system, with both timing acquisition and data reception.
Our results in this chapter have shown that an energy detection receiver is a good and well-
balanced solution if no MUI is present. However, already in low traffic cases, the performance
is severely degraded in the presence of MUI. One of the most appealing benefits of UWB,
specifically its robustness to MUI and thus the possibility of allowing for parallel transmissions
is completely annihilated by the energy detection receiver. Both timing acquisition and data
decoding are affected. For future work, it might be interesting to take into account the clear
channel assessment (CCA) mode 5 and 6 of the IEEE 802.15.4a amendment [64]. We might
also compare our results with those obtained when using a realistic coherent receiver.
But, what looks more promising, is to explore the possibilities of mitigating the effect of
MUI, even with a low-complexity receiver based on energy detection. Along with fully taking
into account the specifics of the modulation format of the IEEE 802.15.4a physical layer, the
design of an interference mitigation scheme for an energy detection based receiver our main
motive for the next chapter.
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Chapter 9
An Energy Detection Receiver Robust to
Multi-User interference for IEEE
802.15.4a Networks
For IEEE 802.15.4a low data-rate networks, where energy consumption is of primary impor-
tance and devices should be inexpensive, energy detection receivers are appealing. With a
relatively low hardware complexity, these receivers can exploit the ranging capabilities and
multipath resistance of IR-UWB.
Unfortunately, the performance of energy detection receivers is greatly affected by multi-
user interference (MUI). In the previous chapter, we analyzed the performance of an IEEE
802.15.4a compliant, energy detection receiver in the presence of several transmitters using an
Aloha medium access control (MAC) layer (which is the mandatory MAC in IEEE 802.15.4a).
The packet error rate (PER) was severely increased by MUI, even at low data-rates.
One solution to the performance loss may be to prevent MUI by using a more sophisti-
cated MAC to coordinate access to the physical layer. But, this cannot prevent MUI due to
uncontrolled activities in neighboring networks (e.g., several IEEE 802.15.4a piconets running
in parallel). Interference must be taken into account already in the design of the physical layer.
Furthermore, we also know (from Chapters 4 and 5) that with an interference mitigation scheme
at the physical layer it is optimal to not prevent interference in IR-UWB networks: instead, the
MAC must manage interference with rate adaptation, and an interference mitigation scheme
used at the physical layer.
Hence, there is a need to develop interference mitigation schemes for IR-UWB energy
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detection receivers. The low complexity of energy detection receivers makes them perfect
candidates for IEEE 802.15.4a networks. But, because of uncontrolled interference, and from
the point of view of the optimal design, they need to be more robust against MUI.
We already discussed in Sections 2.2.4 and 3.3.1 that the MUI in low data-rate IR-UWB net-
works is non-Gaussian, and its probability density function exhibits an impulsive shape. With
non-Gaussian interference, [126, 127] suggest applying a non-linear function on the received
signal prior to demodulation, for instance, a simple thresholding operation [128]. Recently,
[46] showed the benefits of a thresholding structure on the achievable rate in IR-UWB net-
works. And we further confirmed in this thesis, in Sections 4.1.2 and 5.1.3, the performance
gains that can be obtained with a simple interference mitigation scheme based on thresholding.
We also presented more sophisticated interference mitigation schemes in the related work in
Section 3.3.3.
The energy detection receiver used in the previous chapter also has two design shortcom-
ings. First, according to [37], a binary channel mask is not optimal; second, the receiver we
used is not adapted to the specifics of the IEEE 802.15.4a modulation format. In particular, it
does not take into account the transmission of bursts of pulses in the data part.
Our contribution in this chapter is a non-coherent receiver architecture robust to MUI and
compliant with IEEE 802.15.4a. It is built around an energy detection receiver, and uses an
adaptive non-linearity, based on thresholding, to mitigate MUI. In order to correctly set the
threshold, the power delay profile of the received signal needs to be properly estimated. This
is done during the preamble that precedes the payload of an IEEE 802.15.4a packet. However,
there is one specific difficulty: The structure of the signal in IEEE 802.15.4a differs between
the preamble and the payload (see Section 2.2.6). Consequently, the power delay profile of the
payload signal is time-varying due to the scrambling operation and it is impossible to estimate
it with a classic energy detection receiver. Our receiver overcomes this issue. It does so in a
way that is robust to MUI and only with a moderate increase in complexity.
In this chapter, we concentrate on the robust estimation of the power delay profile and on
robust data decoding. We do not consider robust timing acquisition. But we point out the
work in [63, 144] that already suggests potential solutions for robust timing acquisition. The
remainder of this chapter is organized as follows: We describe the architecture of our receiver
in Section 9.1, evaluate its performance in Section 9.2, and conclude the chapter in Section 9.3.
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9.1 Architecture of the Robust Receiver
Before we begin with the description of the architecture of the receiver, we recall two useful
equations for the remainder of this chapter: first, the received signal for the preamble, equation
(2.18) in Section 2.2.6
rpre(t) =
∑
i
cprei · h(t− iLupTc) + n(t). (9.1)
where cprei is the preamble code, h(t) is the unknown channel response (including the transmit-
ted waveform, the response of the multipath channel and the bandpass filter), and n(t) accounts
for thermal noise and MUI. Second, the received signal during the payload, equation (2.16) in
Section 2.2.6
r(t) =
Lp−1∑
i=0
Lb−1∑
j=0
bi,j · h(t− iTf − ciLbTc − diTf/2− jTc) + n(t). (9.2)
where bi,j ∈ ±1 is the pseudo-random polarity of the j-th pulse of the i-th symbol specified by
the scrambling sequence, and
[
co, c1, . . . , cLp−1
]
is the time-hopping sequence. Without loss of
generality, we can consider only the first symbol for the received signal of the payload (i.e., we
set i = 0 and drop the index i) and assume c0 = 0, yielding
r(t) =
Lb−1∑
j=0
bj · h(t− dTf/2− jTc) + n(t). (9.3)
Additional details for the notation can be found in Section 2.2.6.
The received signal is first processed by a squaring operation followed by an integrator
sampled at a rate 1
T
and yielding the discrete time signals
yprem,i =
∫ (m+1)T+iLupTc
mT+iLupTc
[rpre(t)]2dt (9.4)
for the preamble, and
ym =
∫ (m+1)T
mT
r(t)2dt (9.5)
for the payload, where m = 0, . . . , N − 1, with N = LupTc/T .
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9.1.1 Optimal and Approximated Decision Rules for Burst Transmissions
Assuming that n(t) is purely AWGN with power spectral density N0/2 bandlimited to B, the
samples ym are independently and identically distributed according to a non-central chi-square
distribution with 2BT degrees of freedom and non-centrality parameter λm,d = 1N0/2pm,d [217],
i.e.
ym ∼ NCχ22BT,λm (9.6)
where
pm,d =
∫ (m+1)T
mT
[
Lb−1∑
j=0
bj · h(t− dTf/2− jTc)
]2
dt (9.7)
for d = 0, 1. Let Nf = Tf/T and observe that pm,1 = pm−Nf/2,0. Thus, we can simplify the
notation by introducing pm
.
= pm,0. Under the above assumptions, the optimal decision rule
according to the maximum likelihood criterion is found as
N−1∑
m=0
ln

Iα
(√
ympm
N0/2
)
√
yαm

 dˆ=0≷
dˆ=1
N−1∑
m=0
ln


Iα
(√
ym+Nf/2pm
N0/2
)
√
yαm+Nf/2

 (9.8)
where α = BT − 1 and Iα(y) denotes the α-th order modified Bessel function of the first kind.
Equation (9.8) can be linearly approximated [37] resulting in a more practical decision rule
N−1∑
m=0
ym · pmdˆ=0≷
dˆ=1
N−1∑
m=0
ym+Nf/2 · pm (9.9)
Hence, the optimal detector applies a weighting function with coefficients pm prior to compar-
ing the energies in the first and second half of a data frame. With Lb > 1, equations (9.7) to
(9.9) give us a generalization of the result found in [37]. With Lb = 1 the weighting function
reduces to the one found in [37]. How to estimate the weights pm is shown in Section 9.1.3.
9.1.2 A Thresholding Mechanism to Reduce the Impact of MUI
We know from the related work in Section 3.3.1 that, in the presence of MUI, the assumption
of n(t) being AWGN does not generally hold. Therefore, we additionally use a thresholding
mechanism to mitigate MUI. As stated before, ym ∼ NCχ22BT,λm if the interference is only
AWGN. If MUI occurs, the distribution of ym will deviate from (9.6). A deviation can be
detected by comparing the received signal samples with a threshold νm. This threshold can be
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calculated by the receiver as follows
νm =
N0
2
F−1
NCχ22BT,λm
(1− PFA) (9.10)
where FNCχ22BT,λm (x) is the cumulative distribution function of the non-central chi-square dis-
tribution and PFA is a small false-alarm probability that allows us to set the sensitivity of the
threshold. The threshold νm can be made adaptive by adjusting PFA, for instance according to
feedback from the physical layer.
Hence, prior to the decision process, the receiver applies a non-linear threshold operation
governed by νm to the received samples in order to mitigate or even reject high interference
terms. Different non-linear operations are possible. The one we found to work best is to set
samples larger than the threshold to the value of the corresponding weight pm
ym =
{
ym ∀m : ym ≤ νm
pm ∀m : ym > νm
(9.11)
As can be seen from (9.10), the threshold νm depends on the weights pm as well as on the
thermal noise level. How to estimate these quantities is explained in Section 9.1.3.
9.1.3 Estimation of the Weighting Coefficients pm
To show how the weighting coefficients pm can be estimated from the preamble, we rewrite
equation (9.7)
pm =
Lb−1∑
j=0
b2j
∫ (m+1)T
mT
h2(t− jTc)dt
+ 2
Lb−1∑
j=0
Lb−1∑
k=j+1
bjbk
∫ (m+1)T
mT
h(t− jTc)h(t− kTc)dt. (9.12)
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By applying the change of variables s .= t− jTc and introducing K .= Tc/T , we obtain
pm =
Lb−1∑
j=0
∫ (m−jK+1)T
(m−jK)T
h2(s)ds (9.13)
+ 2
Lb−1∑
j=0
Lb−1∑
k=j+1
bjbk
∫ (m−jK+1)T
(m−jK)T
h(s)h(s− (k − j)Tc)ds
=
Lb−1∑
j=0
w
(0)
m−jK + 2 ·
Lb−1∑
j=0
Lb−1∑
k=i+1
bjbk · w(k−j)m−jK (9.14)
where w(l)m , l = 1, . . . , Lb − 1 is given by
w(l)m =
∫ (m+1)T
mT
h(t)h(t− l · Tc)dt (9.15)
To estimate pm, we have to estimate the parameters w(l)m . Note that w(0)m (with l = 0) represents
the energy-delay profile of the channel and corresponds to the weight applied in [37]. Plugging
(9.1) into (9.4) and taking expectations yields
E[yprem,i] = (c
pre
i )
2
∫ (m+1)T
mT
h2(t)dt︸ ︷︷ ︸
w
(0)
m
+E
[∫ T
0
n2(t)dt
]
︸ ︷︷ ︸
n¯
= (cprei )
2w(0)m + n¯. (9.16)
This suggests that we can get an estimate ˆ¯n of n¯ from the sample mean of the samples yprem,i for
which cprei = 0. We can further get an estimate wˆ
(0)
m of w(0)m by first averaging over the samples
yprem,i for which c
pre
i 6= 0 and then subtracting ˆ¯n. Note that using the sample mean as a practical
estimator for (9.16) is not robust if n(t) is non-Gaussian. We address this issue in Section 9.1.4.
Also note that there is no way for w(l)m , l 6= 0, to be estimated by an existing energy de-
tection receiver architecture. Consequently, equations (9.14) and (9.15) not only define a new
weighting function but also show the necessity for a new receiver structure that allows for the
estimation of the parameters w(l)m . To this end, we propose a receiver employing Lb − 1 ad-
ditional branches with respect to a classic energy detection receiver as shown in Figure 9.1.
However, the additional branches are only needed during the preamble, while estimating the
parameters w(l)m . During the other phases of packet reception, synchronization and decoding,
the additional circuitry is not used. The added complexity and power consumption should thus
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Figure 9.1: Proposed receiver structure in the case of payload signaling with bursts of four
pulses (Lb = 4). The additional branches are needed only during estimation of the parameters
w
(l)
m given in (9.15). They are not needed for data decoding where only the upper branch is
required. Hence, their impact on power consumption is minimal.
be moderate. This also limits the additional memory requirements of this more sophisticated
receiver. The l-th additional branch delays the received signal by lTc and multiplies the re-
ceived signal with this delayed version. The resulting signal is then integrated and sampled to
yield the samples ypre,(l)m,i .
The quantity wˆ(0)m can be obtained from the undelayed branch ypre,(0)m,i (see Figure 9.1) as
before according to equation (9.16). wˆ(l)m , l ∈ {1, . . . , Lb − 1} can be obtained in a similar way
from the l-th branch, thanks to the observation that
E[y
pre,(l)
m,i ] = (c
pre
i )
2
∫ (m+1)T
mT
h(t)h(t− l · Tc)dt︸ ︷︷ ︸
w
(l)
m
= w(l)m (9.17)
From the parameters wˆ(l)m , l ∈ {0, . . . , Lb−1} an estimate of the weights pˆm can be directly
calculated using (9.14) under the condition that K = Tc/T is an integer greater than or equal
to one or in other words T ≤ Tc.
If K < 1, pm can still be calculated but the integrators in Figure 9.1 have to be replaced by
a bank of time-delayed parallel integrators to obtain the shifted parameters w(l)m−jK . We do not
go into the details of this alternative design in this chapter. Nevertheless, a trade-off between a
lower possible sampling frequency and additional required circuitry is possible.
In addition to the weights pm, we also have to estimate the power spectral density N0/2 of
the noise; it is used to calculate the threshold νm. An estimate can be obtained from ˆ¯n given in
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(9.16) as
Nˆ0
2
=
ˆ¯n
2BT
. (9.18)
9.1.4 Robust Parameter Estimation Using Order Statistics
If done according to equations (9.16), (9.17), and (9.18) the estimation of wˆ(l)m and ˆ¯n is not
robust to MUI if the number of samples used to calculate the sample mean is small and/or if
the interference level is very high.
A more robust option in these cases is to use order statistics to calculate these estimates by
replacing the sample mean by the sample median which is more robust to outliers. If ˆ¯n has
been calculated in this way, the estimation of the power spectral density of the noise is replaced
by
Nˆ0
2
=
ˆ¯n
2BT − 2/3 .
9.2 Performance Evaluation
In this section, we evaluate the performance of an IEEE 802.15.4a physical layer that uses our
robust receiver in the presence of MUI. The main performance metric is the packet error rate
(PER).
9.2.1 Performance Metrics and Simulation Parameters
The performance metric is the packet error rate (PER). As in the previous chapter, we perform a
packet-based simulation. There is one receiver and Nu transmitters. We simulate the estimation
of the power delay profile of the channel followed by data decoding (with the (63, 55) Reed-
Solomon code). Contrary to the previous chapter, we assume that synchronization always
succeeds.
We also recall from the previous chapter the model that we use to generate MUI: each
transmitter has a queue with packet arrival rate λi, i = 0, 1, . . . , Nu − 1. For each packet
reaching the front of the queue, we draw a backoff time according to the IEEE 802.15.4a
procedure with the backoff exponent set to its maximum value. When the backoff expires,
the packet is transmitted on the channel. A utilization of 100% corresponds to roughly λ =
226.4 packets. We send 1014 bits per packet.
The parameters of the physical layer are identical to the previous chapter (see Table 8.2).
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Figure 9.2: PER with MUI in a low traffic case (λ = 20 packet/s). With equal or lower power
interferers, performance is close to single user. Even in a harsh near-far scenario the receiver
shows some capture effect when compared to the worst-case “Destructive Collisions” model.
However, the receiver operates at a higher sampling frequency of 500 MHz, i.e. T = Tc = 2 ns.
The mandatory frequency band 3 is used, where the two possible preamble codes are code 5
and 6 [64]. The transmitter of interest uses code 5 and the others use code 6. We use the IEEE
802.15.4a channel model 1 [22]. We simulate the physical layer with an accuracy of 100 ps (a
simulation sampling frequency of 10 GHz). In our simulations, the signal to noise ratio (SNR)
is SNR = Ep
N0
where Ep is the received energy per pulse, after the convolution of the pulse with
the impulse response of the channel.
For comparison purpose, we again use a “Destructive Collisions” model: With this model,
a packet is lost whenever there is more than one active transmission at the same time and single
user performance is assumed when there is only the transmitter of interest. However, because
we do not simulate packet detection and timing acquisition, we do not have a “Perfect Capture”
case. Without packet detection and timing acquisition, it is not meaningful any more.
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Figure 9.3: Comparison of a classic receiver (performing weighting but no burst adaptation and
no thresholding) to our receiver (λ = 100 packets). On the top we show simulations with one
equal power interferer. The performance improvement is roughly two orders of magnitude in
PER. On the bottom we show a near-far scenario. In this case the sample mean is not robust to
MUI. Also, by using a more aggressive threshold (PFA = 0.1), we can push the performance
improvement to one order of magnitude in PER. Both figures underline that burst adaptation
and thresholding are required.
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9.2.2 Performance Evaluation Results
In Figure 9.2, we show the PER obtained with our receiver, using the sample median for
power delay profile estimation and the threshold set according to PFA = 0.01. We have
λ = 20 packet/s for scenarios with Nu from one to four and various received powers. For both
cases with two equal power users and with three additional weaker-power users (at−3 dB), the
PER is close to the one of the single user scenario.
In near-far cases, the additional transmitters have a 10 dB higher power: there is still a sig-
nificant performance increase compared to the worst case “Destructive Collisions” curve. Note
that with a conventional receiver where no thresholding is done, the near-far cases correspond
to the “Destructive Collisions” curve already at a lower rate of λ = 10 packets (see Chapter 8).
In Figure 9.3, we consider an equal power (top) and a near-far (bottom) scenario. In both
cases, we have first the performance of a classic energy detection receiver without threshold-
ing [37], where the weighting function does not take the bursts into account; second, an energy
detection receiver with the weighting function taking the bursts into account but without thresh-
olding; third, our receiver with thresholding, using the sample mean or the sample median. For
both scenarios, λ = 100 packet/s.
Clearly, the sample mean is not robust to interference in near-far cases. Also, both a thresh-
olding mechanism and taking into account the bursts are necessary. Our receiver achieves a
performance improvement of up to roughly two orders of magnitude in PER in the equal power
case and of one order of magnitude in the near-far case. We observed that this result does not
seem to depend on λ; we found it to be the same for λ = 20, 100, 200 packets.
9.3 Discussion and Conclusion
We have presented a robust energy detection receiver, yielding an excellent performance, even
in near-far scenarios. The complexity increase with respect to a classic energy detection re-
ceiver is minimal; it is necessary only during the estimation of the power delay profile of the
channel. Thanks to the interference mitigation scheme presented in this chapter, we obtain a
receiver that allows for taking advantage of all the features of IR-UWB, but at a low complex-
ity: ranging, robustness against multipath propagation, and robustness to MUI that leads to the
possibility to allow for parallel transmissions.
Compared to the receiver in the previous chapter, the sampling frequency is higher. This
appears to be the price to pay for a proper estimation of the power-delay profile of the channel
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when bursts of pulses are sent. There is however a trade-off between the sampling frequency
and the hardware complexity as we pointed out in Section 9.1.3. The effect on the performance
of the receiver of this trade-off needs to be explored. We also, do not take advantage of the
erasures correction capability of the RS code.
But, the more important future work is a robust packet detection and timing acquisition
scheme. The work in [63, 144] already suggest potential solutions for robust timing acquisition.
We also plan to have the parameter PFA adaptive to the level of interference.
Part III
Simulation of IR-UWB Networks
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Chapter 10
An Architecture for the Simulation of
IR-UWB Networks in ns-2
The network simulator ns-2 [181] is a popular and widely used discrete-event based simulator
for wireless and wired networks1. It allows researchers to simulate a wide range of network
configurations, supports various protocols at the application layer, and mainly TCP and UDP
at the transport layer. Regarding the implementation of wireless physical layers, ns-2 offers an
implementation for the IEEE 802.11 protocol. There is also an implementation of the IEEE
802.15.4 protocol, but its support and user base is by far not as large as 802.11.
Developments and research in the fields of wireless communication and networking prompt
tools to evaluate and understand the performance of new protocols and new wireless physical
layers. Simulation tools such as ns-2 are obviously very important in this aspect. Indeed, when
evaluating the performance of wireless protocols on a complex topology (for instance, 802.11
in a multi-hop scenario), simulation is an invaluable and necessary tool.
Unfortunately, with the current implementation of ns-2, it is far from easy to implement new
wireless physical layers or to modify the existing 802.11 implementation. There are several
reasons, and we discuss them in Section 10.1. But the most important one is probably a large
dependence of the codebase of the wireless physical layer of ns-2 on the IEEE 802.11 physical
layer.
Our objective for the work presented in this chapter is to be able to simulate the DCC-
MAC protocol (presented in Chapter 5) with an IR-UWB physical layer. In addition, with the
1The latest release at this time of writing is ns-2.33, see
http://nsnam.isi.edu/nsnam/index.php/Main_Page. Furthermore, the ns-3 simulator is under
active development.
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development of the IEEE 802.15.4a amendment, there is clearly a need for the support and
availability of an IR-UWB physical layer in a simulator such as ns-2.
Our contributions in this chapter are the following:
• A modified architecture of the wireless physical layer in ns-2: It brings support for mul-
tiple sub-channels (see Section 10.1.1); for the computation of bit error rate (BER) and
packet error rate (PER); for different modulations (through the addition of a modulation
object); a model for cumulative interference, and a model for packet detection and timing
acquisition. Our modified architecture of the wireless physical layer allows for an easier
integration of other physical layer models in ns-2.
• A particular implementation of an IR-UWB physical layer (see Section 10.1.3) that uses
our modified architecture. The physical layer modeled by this implementation assumes
a binary phase-shift keying (BPSK) modulation with a variable rate convolutional code.
For each received packet, a signal to interference and noise ratio (SINR) is calculated.
The BER corresponding to this SINR is then obtained by lookup tables computed offline.
These lookup tables need only be computed once for a given combination of modulation,
coding, multi-user statistic, and receiver implementation. For simplicity reasons, a Gaus-
sian approximation is currently used for the multi-user interference and for computing
the SINR. From the computed BER, the PER is obtained by standard approximation.
The PER is used as the parameter of a binary random variable used to decide whether
the packet is properly received or not. We also implement a propagation model for UWB
channels [21]. All our code is freely and publicly available [207].
As already discussed in Section 3.3.1, it is well known that the Gaussian approximation is
not sufficiently accurate. But it is still a viable solution in the short term. It allows for focusing
the development and implementation on architectural issues and for debugging. In the long
term, a more accurate model for the computation of the BER and PER is necessary. We are
currently investigating these issues. For instance, the next chapter presents a possible solution
that incorporates a multipath propagation channel, makes no assumption about the power levels
at the receiver and accurately takes into account the multi-user interference.
The remainder of this chapter is organized as follows. In Section 10.1.1, we present the
design issues of the current wireless physical layer implementation in ns-2. In Section 10.1.2,
we present the difference of our implementation with respect to the one in ns-2 and in Sec-
tion 10.1.3, we focus on the details specific to our IR-UWB implementation. In Section 10.2,
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we illustrate the path of a packet trough our physical layer implementation, and we present
simulation results in Section 10.3. We conclude this chapter in Section 10.4.
10.1 Adapting ns-2 for the Simulation of IR-UWB Physical
Layers
10.1.1 Implementation Issues in the Wireless Physical Layer of ns-2
We describe and discuss what we believe are the current design issues and features missing in
the current implementation of the ns-2 wireless physical layer.
Dependence on the 802.11 PHY and MAC
Today, there is a strong interdependence between the wireless physical layer implementation
and the MAC layer implementation of 802.11 in ns-2. It is very hard to actually extend the
current wireless physical layer implementation without changing parts of the 802.11 imple-
mentation: for instance, when a packet starts to be received, it is directly delivered to the MAC
layer. Packet reception actually occurs in the MAC layer rather than in the physical layer.
Furthermore, there are also various dependencies on the rest of the codebase in ns-2. Con-
sequently, adding a new wireless physical layer requires many non-trivial changes in several
sections of the code.
Lack of Multiple Sub-Channels
All modern physical layers offer the possibility of sharing their available spectrum into several
sub-channels. Sub-channels can appear in different ways, for instance:
• By having multiple transmission frequencies. A typical example is 802.11b where there
are fourteen available transmission frequencies.
• With spread-spectrum physical layers, sub-channels appear naturally. Using either direct-
sequence modulation as in direct-sequence CDMA (DS-CDMA), frequency hopping as
in frequency-hopping CDMA (FH-CDMA) or time-hopping as with IR-UWB physical
layers with time-hopping. A hybrid combination of these techniques is also possible. The
reader is referred to [62] for an excellent explanation and details about direct-sequence
and frequency hopping.
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Unfortunately, there is no support currently in ns-2 for such a feature: it is not possible to
simulate a scenario of 802.11b stations in the infrastructure mode with several access points
using different frequencies or an IR-UWB network.
Simplistic Model of Packet Detection and Timing Acquisition
Packet detection models the detection of a packet on the wireless channel. With ns-2, this is
performed using a simple threshold for the received signal strength. For example, with IR-
UWB physical layers, this operation necessitates active decoding of the received signal. It is
typically much more error-prone than packet detection in narrow-band radios.
Packet detection schemes are traditionally characterized by parameters such as probability
of missed detection (the probability that a receiver misses a packet) and probability of false
alarm (the probability that a receiver believes it has detected a packet when there is actually no
transmission).
After having detected that there is a packet on the channel, timing acquisition consists
in detecting exactly when the payload of the packet begins. This is important for a proper
demodulation and decoding of the payload. Any mistiming will lead to a degraded performance
of the demodulation and decoding of the payload.
Absence of Error Model
The current model for packet reception in ns-2 assumes that a packet is properly received if
the received power is higher than a given threshold and no single interferer is strong enough
to cause a collision. No bit errors can occur during the packet transmission. Furthermore, the
model does not take into account variations of the received signal power or of the multi-user
interference power.
No Model of Cumulative Interference
The current model for packet reception does also not take into account the effect of interference
from concurrent transmissions in the network. It only considers the received power from the
source of the packet. The only exception is the implementation of a capture effect for 802.11.
Obviously, if there are many ongoing transmissions from other stations in the network, the
probability that the packet is correctly received should be lower than if there is no interference.
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10.1.2 Key Features of our Modified Wireless Physical Layer Architecture
In this section, we describe the key features of our modified physical layer architecture for ns-
2. We make a few important assumptions: (1) the physical layer cannot transmit and receive a
packet at the same time; (2) it can receive only one packet at a time (no multi-user reception);
(3) it can listen on more than one sub-channel.
Complete Packet Reception at the Physical Layer
Before being passed to the MAC layer, the packet is first completely received at the physical
layer. At the end of the reception of the packet, the PER is calculated. Only then is the packet
delivered to the upper layer.
Multiple Transmission Sub-Channels
It is possible to specify a particular transmission sub-channel for each packet to be transmitted.
Conversely, the physical layer can listen on more than one sub-channel. Typically, the physical
layer would listen to a broadcast sub-channel and a receive sub-channel.
In our case, we have implemented support for multiple sub-channels by adding a specific
header to each packet. This header contains the index of the sub-channel used for transmitting
the packet. The field of the header corresponding to the particular transmission sub-channel
is set at the physical layer before the packet is passed to the wireless channel in order to be
distributed to the stations in the network. When the reception of a packet begins, the physical
layer can read the field corresponding to the sub-channel to check whether it corresponds to the
one the physical layer is currently listening to.
The number of sub-channels and their relative orthogonality (i.e. whether there is interfer-
ence between transmissions on different sub-channels) depends on the particular implementa-
tion.
Packet Detection and Timing Acquisition
In order to add support for packet detection and timing acquisition, we implemented an addi-
tional SYNC state to the physical layer. Hence the states of the physical layer are
• IDLE: the physical layer listens to the medium.
• SYNC: the physical layer believes it has detected a packet on the wireless medium and
attempts to synchronize with the beginning of this packet.
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• RECV: the physical layer receives the packet. It assumes that the physical layer has
correctly detected that there is packet and is synchronized with its beginning.
• SEND: the physical layer transmits a packet.
Furthermore, there is a detection and acquisition preamble assumed for each transmitted
packet. The length of this preamble is tpr seconds. When the physical layer begins to receive
a packet and it is in the IDLE state, it enters the SYNC state. The physical layer then sets
the end_of_timing_acquisition timer to expire tpr seconds later and adds the packet
to the synchronization list: this list keeps track of all the candidate packets for detection and
acquisition while the physical layer is in the SYNC state. If the packet is not transmitted on
a sub-channel that the receiver is currently listening to, the packet can still be added to the
synchronization list, but with a very small probability.
If the physical layer is not in the IDLE state but already in the SYNC state, it does not
prevent a packet from being potentially received. Instead, it directly adds this packet to the
synchronization list.
Finally, when the end_of_timing_acquisition timer expires, one particular packet
is selected from the synchronization list. How this packet is selected depends on the particular
implementation. The remaining packets are not received but considered as interference: they
are added to the interference list (see Section 10.1.2).
Cumulative Interference
Cumulative interference is considered for the whole duration of the transmission of the packet
(minus the duration of the acquisition preamble). The cumulative interference is the sum of the
interferences created by the simultaneous transmissions of packets from other stations in the
network. Note that these interfering transmissions might occur on the same channel as the one
used for the reception of the packet, or on another channel.
In order to implement this feature, we use an interference list at the physical layer in order
to keep track of interfering transmissions. The following information about interfering packets
is put in the interference list:
• The time corresponding to the beginning of the transmission of the interfering packet.
• The time corresponding to the end of the transmission of the interfering packet.
• The power at which the interfering packet is received.
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• The sub-channel on which the interfering packet is transmitted.
Then, whenever a packet is completely received by the physical layer, the cumulative interfer-
ence during the transmission of this packet is calculated for use in the error model using the
information in the interference list (see Section 10.1.2).
Implementation of an Error Model
At the end of the reception of packet, the following three steps are performed:
1 The cumulative interference during the transmission of the packet is calculated.
2 The cumulative interference is used to compute the average SINR during the transmission
of the packet.
3 The average SINR is used to compute the PER of the packet. The PER is then used as
the parameter of a binary random variable used to decide whether the packet is properly
received or not.
How the PER is calculated depends on the particular physical layer implemented.
Flexibility when Computing the Channel and Packet Statistics
Our architecture is designed in a way that easily allows for the replacement of a particular
physical layer implementation. The general architecture can be kept, but the following items
must be modified: packet detection and timing acquisition, the calculation of the cumulative
interference, the modelling of interference from other sub-channels, and the calculation of the
PER.
10.1.3 An IR-UWB Physical Layer for ns-2
In this section, we detail the implementation-specific aspects of the previous section in the case
of an IR-UWB physical layer.
Physical Layer Characteristics, Modulation and Channel Coding
Our physical layer implementation currently models an IR-UWB radio with time-hopping (see
Section 2.2.1) and a variable rate channel code (see Section 2.2.7). With IR-UWB, a sub-
channel corresponds to the time-hopping sequence used by a transmitter.
154 10. An Architecture for the Simulation of IR-UWB Networks in ns-2
The modulation is binary phase-shift keying (BPSK). The channel codes are the RCPC
codes presented in Section 2.2.7.
Packet Detection and Timing Acquisition Model for IR-UWB
As explained in the introduction, packet detection and timing acquisition in IR-UWB networks
is more challenging than in narrow-band networks. However, it has interesting properties; if
several packets are sent from different sources to the same destination at roughly the same time,
all the packets sent with a time-hopping sequence that the receiver is listening to will trigger
packet detection and timing acquisition at the receiver concurrently. In this case, with a very
high probability, one packet will be acquired [63].
We assume that the packet detection and timing acquisition mechanism is the one described
in [63]. In the following, we explain how a particular packet is selected from the synchroniza-
tion list and how packets are inserted in the synchronization list depending on the sub-channel
(i.e. time-hopping sequence for IR-UWB) the packet was transmitted on.
At the end of the timing acquisition phase, a packet needs to be selected from the synchro-
nization list. In our case, the packet in the list is chosen randomly with a uniform distribution.
This packet is further received by the physical layer with a probability 1− PMD, where PMD is
the probability of missed detection. The value of PMD depends on the current level of interfer-
ence, i.e. on the number of packets sent with a time-hopping sequence other than the ones the
receiver is listening to.
How packets are inserted into the list depends on the sub-channels the potential receiver is
currently listening to. We add to the synchronization list all the packets that are sent on the same
sub-channels that the receiver is currently listening to. For packets sent on the sub-channels that
the receiver is not listening to, we add them to the list with a probability Θ that depends on the
particular algorithm used for packet detection and timing acquisition (see Chapter 6).
Cumulative Interference and SINR
For a given packet being received from station i and concurrent transmissions of packets from
stations k 6= i, the following factors are taken into account when computing the cumulative
interference:
• The received power P (k)rx from the kth station.
• The time T (k)overlap during which the transmission of the packet from station i overlaps with
the transmission of the packet from station k.
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• A parameter Γ that takes into account the average orthogonality with respect to the trans-
missions using different time-hopping sequences and a parameter γ that takes into ac-
count the orthogonality between transmissions using the same time-hopping sequence.
The parameters Γ and γ are computed following the expressions in [113, Equ. 12].
Hence, the cumulative interference Ic is
Ic = Γ
∑
k 6=i
T
(k)
overlapP
(k)
rx + γ
∑
l 6=i
T
(l)
overlapP
(l)
rx (10.1)
Then, the SINR is
P
(i)
rx
Ic +Nth
(10.2)
where P (i)rx is the received power from the station i, and Nth is the thermal noise.
Packet Error Rate Calculation
In its current implementation, the PER is calculated as follows: For a given SINR and a given
channel code rate, a BER value is obtained using a lookup table and linear interpolation. The
PER is then calculated as PER = 1− (1−BER)L where L is the length of the payload. The
lookup tables were computed offline with extensive Matlab simulations. There is one lookup
table for each possible rate of the RCPC codes. Note that these lookup tables need only be
computed once for a given combination of modulation, coding, multi-user statistic and receiver
implementation.
10.2 End-to-End Path of a Packet Through the MAC and
the Physical Layer
This section describes the path of a packet through our physical layer implementation. We
begin this journey of a packet at the MAC layer:
• The MAC layer has a packet ready to be sent to the physical layer. The MAC layer checks
whether the physical layer is idle or not. If it is idle, the MAC layer sends the packet to
the physical layer.
• The physical layer receives the packet from the MAC layer. First, if the physical layer
is not idle, the packet is dropped. Else, the state of the PHY layer is set to SEND. A
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timer set to expire at the end of the packet transmission sets the PHY layer state back to
IDLE. Then, the physical layer sets the transmission rate (i.e. the proper modulation and
coding), computes the transmission time and sets the particular time-hopping sequence.
It adds the preamble for packet detection and timing acquisition. We could also set the
transmission power if necessary. But in the particular case of the DCC-MAC protocol,
we always send at maximum power and hence it is not implemented.
• The physical layer places the packet on the channel. The channel delivers the packet to
the physical layer of other nodes.
As many nodes might receive the packet, the following steps might be executed by several of
them.
• First, the power of the packet received from the channel is computed. The computation
is based on the propagation model in [21]. Then, a set of tests are applied on the packet
to check the following conditions:
– If the physical layer is not busy transmitting (SEND state) or receiving a packet
(RECV state).
– If the receiver is listening to with the same time-hopping sequence as the time-
hopping sequence used for transmitting this packet.
If any of these tests fail, then the packet is an interfering packet and is put in the interfer-
ence list. If, on the contrary, the packet satisfies these tests, then the packet detection and
timing acquisition phase can start. Remember that if the physical layer is in the SYNC
state, this does not prevent the packet from being received. The packet is added to the
synchronization list.
• The physical layer of the receiving node performs packet detection. In its current form,
the implementation consists in testing whether the received power of the packet is suf-
ficiently high to trigger the packet detection and timing acquisition part. If so, then the
packet detection is considered successful. The state of the physical layer is set to SYNC.
• The physical layer performs timing acquisition. This consists in adding the packet to the
synchronization list. The first packet that triggers the SYNC state also starts the timer
scheduled to expire after tpr seconds. When the timer expires, there will be at most one
packet from the synchronization list for which the timing acquisition is successful. The
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Figure 10.1: Scenarios used for the simulations. Scenario 1: a single source destination pair S0
to D0. Scenario 2: the same source-destination pair S0 to D0 but with two interfering sources
S1 and S2 located at one meter from D0. S1 and S2 transmit to D1 and D2 respectively which
are ten meters away. Scenario 2 is a near-far scenario.
receiver will have “locked” itself on this particular received packet and can proceed with
the decoding of this packet. All the other packets from the synchronization list are added
to the interference list and the synchronization list is emptied. The state of the PHY layer
is set to RECV.
• The physical layer decodes the header and payload of the packet.
• When the packet reception is over, the PER is computed as explained in Section 10.1.3.
Finally, the PER is used to decide whether the packet is properly received or not and
whether the physical layer delivers the packet to the MAC layer.
In the next section, we present several simulation results that show some of the features of
our implementation.
10.3 Simulations Examples
10.3.1 Performance Metric and Simulation Parameters
Our performance metric is the saturation throughput; this throughput is computed with sources
having always a packet available to transmit and queuing at the sources ignored. Each sim-
ulation was run ten times for a duration of 300 seconds. We calculated the 95% confidence
intervals for the median for each set of runs.
The parameters of our physical layer implementation correspond to a typical 802.15.4a
physical layer with a bitrate of 1 Mbit/s. For the channel code, we use three different rates;
code rate 8
11
,
1
2
and 1
3
corresponding to code index 2, 7 and 15 in Section 2.2.7. For packet de-
tection and timing acquisition, values for PMD and Θ (see Section 10.1.3) are derived from [63]
according to Chapter 6. The MAC layer protocol used is DCC-MAC. The transport protocol is
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UDP and the UDP agent in ns-2 is used with a maximum segment size of 1000 bytes. A con-
stant bit rate (CBR) traffic generator with a packet size of 1000 bytes and random inter-packet
departure is attached to the UDP agent. The propagation model used is [21] in the line-of-sight
case without the random component. Hence, path loss is a deterministic function of the dis-
tance. Because IR-UWB networks have a very low transmission power, the transmission range
is of the order of a few tens of meters.
We use two scenarios (see Figure 10.1). The first is a single source-destination pair where
we vary the link distance L. The second scenario is again a source-destination pair with a
variable link distance L, but with two sources located one meter away from the receiver and
transmitting to their respective destination ten meters away. This is a typical near-far sce-
nario. Note that in both cases, we only look at the performance of the link S0 to D0. With
the DCC-MAC protocol, sources transmitting to a given destination use the time-hopping se-
quence specific to the destination (see Section 5.2.2). Hence with the second scenario, S0 and
S1 do not use the same time-hopping sequence. There are concurrent transmissions occurring
on different sub-channels.
10.3.2 Simulation Results
In Figure 10.2, we use the first scenario to illustrate the effect of the error model. We look at the
saturation throughput as a function of the link distance for three different channel code rates.
As the link distance increases, the received power and SINR at the destination decrease. This
gradually increases the average PER, which leads to the smooth degradation of throughput.
In Figures 10.3(a) and 10.3(b), we use the second scenario to illustrate the effect of cumula-
tive interference. We look again at the saturation throughput of the original source-destination
link S0 to D0 of the first scenario, but this time, there is interference created by the two other
sources. As can be clearly seen, the cumulative interference induces a net throughput reduc-
tion. Indeed, for a given link distance, the cumulative interference reduces the SINR and con-
sequently the PER is higher as seen in Figure 10.3(b).
Finally, in Figure 10.4, we again use the second scenario, but this time to observe the impact
of the packet detection and timing acquisition model. We compare the throughput of the link S0
to D0 versus the link distance for two cases. One where sources use the time-hopping sequence
of the destination (private time-hopping sequences) and one where all sources are forced to
use the same unique time-hopping sequence. In other words, one where there are sub-channels
and one where all nodes share the same sub-channel. In the case of the single time-hopping
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Figure 10.2: Saturation throughput of the link S0 to D0 versus the link distance L for three
different channel code rates. The topology is scenario 1. Due to the error model, the throughput
smoothly decreases with the distance.
sequence, the destination of the link of interest acquires many packets from the interferers,
which greatly reduces the throughput. The slightly better throughput obtained for link distance
13.5 to 14.5 is explained from the fact that with a single time-hopping sequence, the interfering
sources also receive packets from the source and are prevented from sending. As such, there
are a few packets that are transmitted with less interference than in the case where sources use
the time-hopping sequence of the destination. By using a code with a slightly lower rate but a
better protection against interference, this difference disappears.
More complicated scenarios, such as a line of nodes with UDP or TCP, or random topolo-
gies, can be found in Chapters 5 and 6.
10.4 Discussion and Conclusion
We have presented an architecture for wireless simulation in a packet based network simulator.
We have used this architecture to implement an IR-UWB physical layer in ns-2. Our architec-
ture attempts to allow for the proper modeling of the characteristics of modern physical layers:
cumulative interference and the calculation of a packet error rate, packet detection and timing
acquisition, and the possibility of having multiple sub-channels.
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(a) Saturation throughput versus link distance with channel code rate 8
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(b) Packet error rate versus link distance with channel code rate 8
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.
Figure 10.3: Saturation throughput and packet error rate of the link S0 to D0 versus the link
distance L with channel code rate 8
11
. We compare scenario 1 (plain curve) with scenario
2 (dashed curve). Cumulative interference clearly degrades the throughput and increases the
PER.
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Figure 10.4: Saturation throughput of the link S0 to D0 versus the link distance L with channel
code rate 8
11
. The topology is scenario 2. Using a single time-hopping sequence (dashed curve)
in the network decreases the throughput compared to private time-hopping sequences (plain
curve). Indeed, in this case, the nodes can acquire packets not sent to them.
Future work should integrate a better BER and PER calculation model for IR-UWB. An
important effort is also necessary to validate physical layer models with actual hardware. With
the emergence of the IEEE 802.15.4a standard, we can adapt our model to this standard, and
further refine and validate our implementation.
The calculation of the PER, the effect of cumulative interference, and the packet detection
and timing acquisition phase are elements that need further enhancement and validation. The
work on the testbed in Chapter 7 goes in this direction.
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Chapter 11
Bit Error Rate of an IR-UWB Channel
with Multi-User Interference for a
Network Simulator
The development of new MAC or routing protocols for IR-UWB networks requires extensive
and large-scale simulations with packet-level simulators such as ns-2 or Qualnet. As explained
in the previous chapter, it is necessary to compute a packet error rate (PER) to declare if a packet
is properly received. This PER depends on several factors: the current level of interference
and background noise; the propagation channel between the transmitters and the receiver; and
physical layer parameters such as the coding and modulation schemes that are used. Of course,
obtaining proper simulation results is not only dependent on an accurate computation of the
PER, but it is one of the essential components.
In this chapter, we assume that the computation of the PER is based on the computation of
the bit error rate (BER). The PER can then be derived from it, either exactly or, by using upper
and lower bounds [219].
For each packet, the BER can be obtained by a pulse-level simulation, directly in the phys-
ical layer of the network simulator. But, physical layer events take place on a sub-nanosecond
timescale, and higher layer events such as packet reception and forwarding occur on a timescale
of milliseconds. This creates an extremely large number of events, and the complexity of di-
rectly deriving the BER from a pulse-level simulation of the IR-UWB physical layer becomes
prohibitive. Hence, instead of a direct physical layer simulation, the BER can be computed:
our problem is now to find a fast and accurate algorithm for computing the BER of an IR-UWB
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link in the presence of noise and MUI.
It is tempting to make the Gaussian assumption, which consists in approximating the in-
terference stemming from concurrent transmitters as a Gaussian random variable. With this
assumption, a closed-form analytical expression for the BER of an IR-UWB network can be
obtained [113]. However, we discussed in Section 3.3.1 that the Gaussian assumption is not
valid in many scenarios, especially when the data-rate is low or in the absence of power control.
We discussed existing work on the computation of the BER assuming a non-Gaussian model
for the interference in Section 3.3.2. In particular, methods based on using a characteristic func-
tion approach are promising, for instance [51]. But, in our case, there is a major difference in
the underlying model of the physical layer that we consider. The existing work computes the
average BER over many channels and transmitter-receiver delay realizations. In the case of
packet-level network simulations, we are interested in computing a conditional BER, given
some realizations of the channels from sources/interferers to a destination and of delay differ-
ences. The reason is that, for each packet, there is a different set of channels and of interfer-
ers and consequently a different BER. In fact, most network simulators assume a block fading
channel model: During the transmission of a block of bits, all channels and delays between con-
current transmitters and the receiver are fixed. Indeed, the coherence time of a UWB channel
can be as large as 200 milliseconds. Also, most of the related work presented in Section 3.3.2
assumes AWGN channels and, except [51], makes the assumption of perfect power control.
Our contribution in this chapter is an algorithm to compute the conditional BER of an IR-
UWB link given some realizations of the channels from sources/interferers to destination and
of delay differences. Our solution is based on a novel combination of large deviation [220, 221]
and importance sampling [222]. It is explained in Section 11.1. Our results can be used with
any method for drawing the different channel realizations; in Section 11.2, we evaluate our
method on numerical cases where we draw the different channels from source and interferers
to a specific destination independently and according to an IEEE 802.15.4a multipath channel
model. We assume that the power levels can be completely heterogeneous. Our algorithm is
appropriate to be included in a packet-level simulator. We conclude this chapter in Section 11.3.
11.1 A Fast and Efficient Method to Compute the BER
In this section, we develop a fast method to sample the BER of an IR-UWB link in the presence
of concurrent transmitters in a multipath channel environment.
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11.1.1 Modeling Assumptions
We assume that the receiver is a Rake performing MRC with BPSK modulation. As shown in
Section 2.2.3, in equation (2.12), the received signal at the output of the Rake receiver can be
written as
Y [i] = Y0[i] +
U−1∑
u=1
Yu[i] +N [i] (11.1)
where Y0[i] is given by equation (2.13) and Yu[i] by equation (2.14) and N [i] ∼ N (0, σ2N) is
the filtered white noise with σ2N = N02 .
In addition, we assume that Ng is sufficiently large to avoid any inter-symbol interference
(ISI). This assumption is not strictly necessary, but will simply ease the calculation in the
following. We also assume that the receiver is perfectly synchronized with the user of interest
i.e. νˆ(0) = 0.
11.1.2 Expression for the BER
We assume that decoding is bit by bit. Given that the source transmitted 1 (respectively −1), a
decoding error occurs when γ+
∑U−1
u=1 Yu[i]+N [i] < 0 (respectively−γ+
∑U−1
u=1 Yu[i]+N [i] >
0) where γ = Y0[i]. By symmetry, both have the same probability, thus we can write
Pe|~ν,~g = P (N [i] + Y1[i] + . . .+ YU−1[i] > γ|~ν,~g) (11.2)
We want to compute the conditional bit error probability Pe|~ν,~g, given that the vector of
channel impulse responses is ~g =
[
g(0), g(1), . . . , g(U−1)
]
and that the vector of delays is ~ν =[
ν(0), ν(1), . . . , ν(U−1)
]
. As we condition on channel realizations and delays, the only remaining
randomness is in the sequence of the transmitted bits and the time-hopping sequences of every
user. Note that Pe|~ν,~h is different from the usual bit error probability, which can be expressed
as E
[
Pe|~Υ,~G
]
where ~Υ and ~G are random.
As mentioned earlier, we cannot simply assume that the sum of interference
∑U−1
u=1 Yu[i] is
Gaussian; also, we have to assume that interferers have different channels. Furthermore, the
inspection of equation (2.14) in Section 2.2.3 reveals that all Yu[i], u = 1, . . . , U − 1 depend
on c
(o)
i . Therefore, the Yu[i] for u = 1, . . . , U − 1 do not have the same distribution and are not
independent.
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11.1.3 Distribution of the Interference Yu
We already consider the conditional distribution of Yu given ~ν and ~g. By further conditioning
on the value of the time-hopping sequence of the user of interest c(0)i , it turns out that the Yu[i]
in
∑U−1
u=1 Yu[i] become independent. It is then a bit messy, but relatively easy to compute the
conditional distribution of Yu[i] given c(0)i . If c
(0)
i is fixed, then Yu[i] depends only on c
(u)
i and
c
(u)
i−1. The probability that a particular chip is chosen in a frame is q = 1Nc−Ng . Because the
time-hopping sequences are independently and identically distributed, a sample
(
c
(u)
i , c
(u)
i−1
)
has probability
q2 =
(
1
Nc −Ng
)2
.
Consequently, each interference sample has probability q2. But, thanks to time-hopping, many
samples have a zero value. In addition, the assumption that there is no ISI has the following
implication: a non-zero value of Yu[i] stems from an overlap between the signal of user 0 and
the signal of user 1 in the ith frame or the (i− 1)th frame, but not both. For instance, let us say
that Yu[i] has a non-zero value for a given c(u)i−1. This value will be the same for all occurrences
of c(u)i and simply has probability
(
1
Nc−Ng
)2
· (Nc −Ng) = q.
Hence, the conditional distribution of Yu[i] given ~ν, ~g, and c(0)i has a discrete support. It can
be represented by a set of 2n + 1 values: 0 and 2n non-zero values that essentially depend on
the delays spread of the channel impulse responses of user 0 and user u. The factor two occurs
from the BPSK modulation: an interference sample has a positive or negative value. For the
probabilities, we have
P
(
Yu[i] = 0 | c(0)i
)
= 1− nq
P
(
Yu[i] = +xu,k|c(0)i
| c(0)i
)
=
q
2
, if d
(u)
i = 1 or d
(u)
i−1 = 1
P
(
Yu[i] = −xu,k|c(0)i | c
(0)
i
)
=
q
2
, if d
(u)
i = −1 or d(u)i−1 = −1
for k = 0, 1, . . . , n− 1 where we abuse the | notation in x
u,k|c(0)i
to stress that the values depend
on a particular c(0)i . These values are obtained by computing the non-zero values of
d
(u)
i−1
L(0)−1∑
l=0
αˆ
(0)
l
L(u)−1∑
l=0
α
(u)
l Θ
(
Tf +
(
c
(0)
i − c(u)i−1
)
Tc + τˆ
(0)
l − τ (u)l − ν(u)
)
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if c(0)i < ν(u) or
d
(u)
i
L(0)−1∑
l=0
αˆ
(0)
l
L(u)−1∑
l=0
α
(u)
l Θ
((
c
(0)
i − c(u)i
)
Tc + τˆ
(0)
l − τ (u)l − ν(u)
)
otherwise, for a given c(0)i , ~ν, and ~g in equation (2.14). For the remainder of this chapter, we
will drop the index i. Hence, equation (11.3) becomes
Pe|~ν,~g = P (N + Y1 + . . .+ YU−1 > γ | ~ν,~g) (11.3)
where γ = Y0.
Because the distribution of Yu has a discrete support, we can use a brute force (enumeration)
approach in order to evaluate (11.3). This would work as follows. Let ϕj(x) be the right-
hand side of (11.3), as a function of x and j = U . We have ϕj(x) = E(ϕj−1(x − Yj)) and
ϕ1(x) =
1
2
erfc( x√
2σN
) , which can be used recursively to compute Pe|~ν,~g = ϕU(x). The
number of evaluations of ϕU(x) is nU , which for even small values of U is very large (for
example with n = 50 and U = 5 we have 3 · 108 evaluations). An alternative could be to use
the fast Fourier transform, but the supports of all Yu are all different, so one would first need
to find a regular grid that approximates well the union of all the supports of the Yu. We use
another approach, that is easier to implement in an automatic way (as is required by our desire
to implement our computations in a packet level simulator).
Our method is a combination of large deviation and importance sampling. We first present
each of these two ingredients separately, and then describe our combination.
11.1.4 Computing the BER Using Large Deviation
We expect this to work well when interference is significant due to a large number of small
interferers (remember that even in this case the Gaussian approximation is not valid).
We begin with a few necessary definitions. The cumulant generating function (CGF) of a
random variable X is defined by
Λ(a) = lnE
(
eaX
)
.
The rate function is
Λ∗(x) = sup
a∈R+
(ax− Λ(x)) ,
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which can be computed by
Λ∗(x) = a∗x− Λ(a∗), (11.4)
where a∗ is the unique a that satisfies d
da
(ax− Λ(a)) = 0 [221].
Definition 4 (Twisted distribution and twisted expectation). For a fixed random variable X , we
define a new family of probabilities indexed by a by
Pa (A) = KP
(
eaX1A
) (11.5)
for all event A. Similarly,
Ea (Y) = KE
(
eaXY) (11.6)
for any random variable Y . The normalizing constant K is equal to e−Λ(a) = 1
E(eaX ) .
Note that (11.5) and (11.6) are valid for any a.
Lemma 2. For a random variable X
P (X > x) = eΛ(a∗)Ea∗
(
1{X>x}e
−a∗X ) (11.7)
or equivalently
P (X > x) = e−Λ∗(x)Ea∗
(
1{X>x}e
−a∗(X−x)) (11.8)
Proof. See [221]
The previous Lemma can be used to compute Pe|~φ,~h. Let us define the random variable
I =
U−1∑
u=1
Yu +N (11.9)
Then, applying (11.8) to I and (11.3) yields
P (I > γ) = e−Λ∗I(x)Ea∗
(
1{I≥γ}e
−a∗(I−γ)) (11.10)
where Λ∗I(x) is the rate function of I, 1{·} is the indicator function, and Ea∗
(
1{I≥γ}e−a
∗(I−γ))
is the expectation of 1{I≥γ}e−a
∗(I−γ) under the twisted distribution of I.
Hence, to compute P (I > γ) requires three steps. First to solve (11.4) for a∗. Second, to
compute a twisted expectation Ea∗ (·), and third to normalize the result with the appropriate
constant.
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A Modified Bahadur-Rao Approximation of Pe|~ν,~g
Our approach is similar to [220] but differs in that we use the exact expression instead of an up-
per bound for the Gaussian Q-function. In the large deviation setting, a good approximation of
Pe|~ν,~g = P (I > γ) is found if we replace the twisted distribution of I in Ea∗
(
1{I>γ}e−a
∗(I−γ))
by its normal approximation, i.e.
Ea∗
(
1{I>γ}e
−a∗(I−γ)) ≈ ∫ ∞
γ
e−a
∗(u−γ)dµ(u), (11.11)
where
µ = N
(
Ea∗ (I) , σ∗2
)
= N (γ,Λ′′ (a∗)) .
Note that this does not at all have the same effect as using a normal approximation of the
interference under the original, non-twisted distribution.
Hence
Ea∗
(
1{I>γ}e
−a∗(I−γ)) ≈ 1√
π
e
(a∗σ∗)2
2
∫ ∞
a∗σ∗√
2
e−u
2
du (11.12)
and we obtain
Pe|~ν,~g ≈ 1
2
ea
∗2 Λ′′I(a
∗)
2 erfc
(
a∗
√
Λ′′I (a∗)
2
)
e−Λ
∗
I(x) (11.13)
where erfc (x) = 2√
π
∫∞
x
e−t
2
dt. In order to apply (11.13), we need to compute Λ′′I and a∗,
which is explained next.
Computing the CGF of I and its First and Second Derivative
We begin with the CGF of I, which is given by
ΛI(a) = lnE
[
ea(
PU−1
u=1 Yu+N)
]
= lnE
[
ea(
PU−1
u=1 Yu)
]
+ lnE
[
eaN
]
= ln
∑
C
E
[
ea(
PU−1
u=1 Yu) | C(0)
]
P
(
C(0)
)
+ lnE
[
eaN
]
= ln
∑
C
(
U−1∏
u=1
E
[
eaYu | C(0)]
)
P
(
C(0)
)
+ lnE
[
eaN
] (11.14)
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where C(0) is the random variable corresponding to the time-hopping sequence of user 0 and
C = {0, 1, . . . , NC −Ng} is the set of possible values for C(0). Let us define
Λ˜X (a) = eΛX (a) = E
[
eaX
]
, Λ˜X|Y(a) = E
[
eaX | Y]
where X and Y are random variables. Then, for the CGF of I, the equation (11.14) can be
slightly rewritten:
ΛI(a) = ΛPU−1
u=1 Yu
(a) + ΛN(a)
= ln
∑
C
(
U−1∏
u=1
Λ˜Yu|C(0)(a)
)
P
(
C(0)
)
+ ΛN(a) (11.15)
where Λ˜Yu|C(0)(a) is simply
Λ˜Yu|C(0)(a) = 1− nq +
q
2
n−1∑
k=0
[
e
ax
u,k|c(0) + e
−ax
u,k|c(0)
]
, (11.16)
and ΛN(a) = a
2σ2N
2
.
For the first and second derivatives of the CGF of I, we have
Λ′I(a) = Λ
′PU−1
u=1 Yu
(a) + Λ′N(a), Λ
′′
I(a) = Λ
′′PU−1
u=1 Yu
(a) + Λ′′N(a) (11.17)
where Λ′N(a) = aσ2N and Λ′′N(a) = σ2N . It remains to compute Λ′PU−1
u=1 Yu
(a) and Λ′′PU−1
u=1 Yu
(a).
For a random variable X , it turns out that
Λ′X (a) =
d
da
lnE
[
aaX
]
=
d
da
E
[
aaX
]
E [aaX ]
=
Λ˜′X (a)
Λ˜X (a)
,
and
Λ′′X (a) =
Λ˜′′X (a)
Λ˜X (a)
−
[
Λ˜′X (a)
Λ˜X (a)
]2
.
Hence, we need to compute Λ˜PU−1
u=1 Yu
(a), Λ˜′PU−1
u=1 Yu
(a), and Λ˜′′PU−1
u=1 Yu
(a). First
Λ˜PU−1
u=1 Yu
(a) =
∑
C
(
U−1∏
u=1
Λ˜Yu|C(0)(a)
)
P
(
C(0)
)
.
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Then, for the first derivative of Λ˜PU−1
u=1 Yu
(a)
Λ˜′PU−1
u=1 Yu
(a) =
d
da
Λ˜PU−1
u=1 Yu
(a) =
∑
C
(
d
da
U−1∏
u=1
Λ˜Yu|C(0)(a)
)
P
(
C(0)
)
where
d
da
U−1∏
u=1
Λ˜Yu|C(0)(a) =
U−1∑
u=1
(
U−1∏
v=1,v 6=u
Λ˜Yv |C(0)(a)
)
Λ˜′Yu|C(0)(a).
And for the second derivative of Λ˜PU−1
u=1 Yu
(a)
Λ˜′′PU−1
u=1 Yu
(a) =
∑
C
(
d2
da2
U−1∏
u=1
Λ˜Yu|C(0)(a)
)
P
(
C(0)
)
where
d2
da2
U−1∏
u=1
Λ˜Yu|C(0)(a) =
U−1∑
u=1
{(
U−1∑
v=1,v 6=u
[
U−1∏
w=1,w 6=v,w 6=u
Λ˜Yw|C(0)(a)
]
Λ˜′Yv |C(0)(a)
)
Λ˜′Yu|C(0)(a)
+
(
U−1∏
v=1,v 6=u
Λ˜Yv |C(0)(a)
)
Λ˜′′Yu|C(0)(a)
}
. (11.18)
Finally, we need
Λ˜′Yu|C(0)(a) =
q
2
n−1∑
k=0
xu,k|c(0)
[
e
ax
u,k|c(0) − e−axu,k|c(0)
]
, (11.19)
and
Λ˜′′Yu|C(0)(a) =
q
2
n−1∑
k=0
x2u,k|c(0)
[
e
ax
u,k|c(0) + e
−ax
u,k|c(0)
]
. (11.20)
Note that, for a random variable X , ΛX (a) must satisfy the conditions ΛX (0) = 0, Λ′X (0) =
µX , and Λ′′X (0) = σ2X [221]. Indeed, we have
ΛI(0) = ln
∑
C
P
(
C(0)
)
+ ΛN(0) = ln 1 + 0 = 0
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because ΛYu|C(0)(0) = 1, ∀u. Then,
Λ′I(0) =
Λ˜′PU−1
u=1 Yu
(0)
Λ˜PU−1
u=1 Yu
(0)
+ Λ′N(0) =
0
1
+ 0 = 0
because Λ′
Yu|C(0)(0) = 0 ∀u. Lastly
Λ′′I(0) =
Λ˜′′I(0)
Λ˜I(0)
+ Λ′′N0 =
∑
C
(
U−1∑
u=1
Λ˜′′Yu|C(0)(0)
)
P
(
C(0)
)
+ σ2N
= q
∑
C
U−1∑
u=1
n−1∑
k=0
x2u,k|cP
(
C(0) = c
)
+ σ2N ,
which is correct since
E

(U−1∑
u=1
Yu
)2 = ∑
C
E

(U−1∑
u=1
Yu
)2 ∣∣∣∣∣C(0)

P (C(0)) =∑
C
U−1∑
u=1
E
[
Y 2u |C(0)
]
P
(
C(0)
)
= q
∑
C
U−1∑
u=1
n−1∑
k=0
x2u,k|cP
(
C(0) = c
)
.
Computing a∗ and the Rate Function of I
As mentioned above, a∗ is found by solving the equation
d
da
(
ax− ΛI(a)
)
= x− Λ′I(a) = 0|a=a∗ . (11.21)
Although (11.21) cannot be solved analytically, it is straightforward to solve numerically (for
example by dichotomic search).
11.1.5 BER Computation Using Importance Sampling
Our second ingredient is importance sampling. It does not make the assumption that interferers
are small, and its complexity is linear in the number of interferers. The idea is to evaluate
the probability in (11.3) by Monte Carlo simulation. However, a straight application of Monte
Carlo is grossly inefficient: a large number of samples is required since the BER is expected
to be very small. This can be fixed by using importance sampling, which consists in using a
twisted distribution for sampling the random variable I.
A Fast and Efficient Method to Compute the BER 173
Importance Sampling Estimate
We use the same twisted distribution as in (11.5), with a = a∗ as in (11.21). However, instead
of using equation (11.8), we apply (11.7) to I and (11.3) to obtain
P(I > γ) = E(1{I>γ}) = eΛI(a∗)Ea∗
(
1{I>γ}e
−a∗I) . (11.22)
We evaluate (11.22) by Monte-Carlo under the twisted distribution, as follows. We compute a∗
by (11.21). We draw R replicate samples I1, . . . , IR of I under the twisted distribution of I
(see below) and estimate P(I > γ) by
P¯R = e
ΛI(a∗) 1
R
R∑
r=1
1{Ir>γ}e
−a∗Ir (11.23)
We compute R such that the 95% confidence interval gives a relative accuracy of 10% (see
later at the end of this section). Note that it can be shown that, under the twisted distribution
with parameter a∗, the expectation of I is γ, and thus I > γ has a probability close to 0.5 (in
contrast, under the original distribution, I > γ is a rare event). This explains why a small value
of R is needed to obtain a good confidence interval.
Sampling Under the Twisted Distribution
In this section, we explain how to sample from the twisted distribution of I. To simplify the
notation, we define Y =
∑U−1
i=1 Yu and we have I = Y + N . Our first step is to show that,
under the twisted distribution, Y and N are independent and can be sampled separately. In fact,
Ea [Y N ] =
E
[
Y NeaI
]
E [eaI ]
=
E
[
Y Nea(Y+N)
]
E [ea(Y+N)]
. (11.24)
Under the normal distribution, Y and N are independent. Equation (11.24) becomes
Ea [Y N ] =
E
[
Y eaYNeaN
]
E [eaY eaN ]
=
E
[
Y eaY
]
E
[
NeaN
]
E [eaY ]E [eaN ]
= Ea [Y ]Ea [N ] . (11.25)
Hence, under the twisted distribution, Y and N are independent. Furthermore, it also implies
that we can compute the twisted distribution of Y under the random variable Y only. We do
not need to consider Y +N . Similarly, we can compute the twisted distribution of N under the
random variable N only. To get to the twisted distribution of Y , we first compute the twisted
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distribution of Yu given C(0). To do so, we begin with
Ea
[
f(Yu)| C(0) = c
]
=
Ea
[
f(Yu)1{C(0)=c}
]
Pa (C(0) = c)
=
E
[
f(Yu)e
aY 1{C(0)=c}
]
E [eaY ]Pa (C(0) = c)
=
E
[
f(Yu)e
aY | C(0) = c]P (C(0) = c)
E [eaY ]Pa (C(0) = c)
(11.26)
where Pa
(
C(0) = c
)
is the twisted distribution of C(0). Now
Pa
(
C(0) = c
)
= Ea
[
1{C(0)=c}
]
=
1
E [eaY ]
E
[
1{C(0)=c}e
aY
]
=
1
E [eaY ]
E
[
eaY | C(0) = c]P (C(0) = c) . (11.27)
If we replace Pa
(
C(0) = c
)
by (11.27) in (11.26), we obtain
Ea
[
f(Yu)| C(0) = c
]
=
E
[
f(Yu)e
aY | C(0) = c]
E [eaY | C(0) = c]
=
∏U−1
l=1,l 6=u E
[
eaYl | C(0) = c]∏U−1
l=1 E [e
aYl | C(0) = c] E
[
f(Yu)e
aYu| C(0) = c]
=
E
[
f(Yu)e
aYu| C(0) = c]
E [eaYu| C(0) = c] , (11.28)
which yields the conditional twisted distribution Pa
(
Yu| C(0) = c
)
of Yu given C(0) if we re-
place f(Yu) by 1{Yu=y}. Indeed,
Pa
(
Yu = y| C(0)
)
= e
−Λ
Yu|C(0) (a)P
(
Yu = y| C(0)
)
eay (11.29)
because lnE
[
eaYu| C(0)] = ΛYu|C(0)(a). Note how, under the twisted distributions, large values
of Yu are more likely to occur.
We know how to sample from the (conditional) twisted distribution of Yu, but we still do
not know how to sample from the twisted distribution of Y =
∑U−1
u=1 Yu. Hence, we know
compute Ea [f(Y )] = 1E[eaY ]E
[
f(Y )eaY
]
. Conditioning on C(0),
E
[
f(Y )eaY
]
=
∑
C
E
[
f(Y )eaY | C(0) = c]P (C(0) = c)
=
∑
C
E
[
f(Y )ea
P
Yk | C(0) = c]P (C(0) = c) . (11.30)
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Under the normal, non-twisted distribution, the Yu given C(0) are independent, hence f(Y ) =∏U−1
u=1 f(Yu). Consequently
E
[
f(Y )eaY
]
=
∑
C
E
[
U−1∏
u=1
f(Yu)e
a
P
Yu| C(0) = c
]
P
(
C(0) = c
)
=
∑
C
U−1∏
u=1
E
[
f(Yu)e
a
P
Yu | C(0) = c]P (C(0) = c)
=
∑
C
U−1∏
u=1
E
[
f(Yu)e
a
P
Yu | C(0) = c] E [eaY | C(0) = c]
E [eaY | C(0) = c] P (C = ci) .
(11.31)
Since E
[
eaY | C(0) = c] =∏U−1u=1 E [eaYu| C(0) = c], we obtain
E
[
f(Y )eaY
]
=
∑
C
(
U−1∏
u=1
E
[
f(Yu)e
a
P
Yu | C(0) = c]
E [eaYu| C(0) = c]
)
E
[
eaY | C(0) = c]P (C(0) = c) .
(11.32)
Hence,
Ea [f(Y )] =
∑
C
(
U−1∏
u=1
E
[
f(Yu)e
a
P
Yu| C(0) = c]
E [eaYu| C(0) = c]
)
E
[
eaY | C(0) = c]
E [eaY ]
P
(
C(0) = c
)
.
(11.33)
Replacing f(Yu) by 1{Yu=y}, we recognize
E[f(Yu)ea
P
Yu | C(0)=c]
E[eaYu | C(0)=c] , which is the twisted distribu-
tion of Yu given C(0) from equation (11.28), and
E
[
eaY | C(0) = c]
E [eaY ]
P
(
C(0) = c
)
= Pa
(
C(0) = c
) (11.34)
is the twisted distribution of C(0) from equation (11.27). Hence, to sample from the twisted
distribution of
∑U−1
u=1 Yu, we first draw a sample cr from the twisted distribution of C(0). Then,
using this sample, we draw U−1 samples Y r1|cr , . . . , Y rU−1|cr from the conditional twisted distri-
butions of Yu, u = 1, . . . , U −1 given cr. The sample from the twisted distribution of
∑U−1
u=1 Yu
is obtained by summing the samples Y r1|cr , . . . , Y rU−1|cr .
We use the inversion method to sample from a particular distribution, such as (11.28) or
(11.27), as follows. For a given discrete random variable X , let {x˜0, x˜1, . . . , x˜n−1} be the
ordered set of all possible values of interferer X . Then let FX (j) =
∑j
i=0 P (X = x˜i) for
j = 0, 1, . . . , n − 1. A sample value Xr is obtained by drawing a random number U uniform
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in [0, 1], finding the index j such that FX (j) ≤ U < FX (j + 1), and letting Xr = x˜j .
Similarly, one finds that the twisted distribution of the noise N is N (a∗σ2N , σ2N) and sam-
pling is done using a standard method for sampling from the normal distribution. Hence, if N r
is sampled from the twisted distribution of the noise, a sample of the twisted distribution of the
interference is obtained as
Ir =
U−1∑
u=1
Y r1|cr , . . . , Y
r
U−1|cr +N
r
A Stopping Criterion for the Number R of Replicate Samples
We use standard confidence interval theory. Let us define Xr = eΛI(a
∗)1{Ir>γ}e−a
∗Ir
. Then,
a 95% confidence interval for P¯R is P¯R ± 1.96 sR√R where s2R = 1R
∑R
r=1
(
Xr − P¯R
)2
. To obtain
a 10% relative accuracy, we choose R such that
1.96
sR√
R
≤ εP¯R (11.35)
with ε = 0.1.
11.1.6 Our Proposed Method: a Combination of Large Deviation and Importance
Sampling
Large deviation is faster than importance sampling, but works well only when all interferers
are small. In contrast, importance sampling always works, but its complexity grows linearly
with the number of interferers. We combine the two methods as follows. We fix a threshold θ.
Then, an interferer u = 1, ..., U − 1 such that
max
C
(
max
k
(
x
u,k|c(0)i
))
> θ · γ (11.36)
is declared large (or near-far), whereas other interferers are declared small (or weak). Whether
a given interferer u is declared large depends on its power and distance to the destination, but
also on its channel realization and delay.
Therefore, we can write I = IL+IS where IL =
∑i0
i=1 Ii denotes the large interferers and
IS =
∑U−1
i=i0+1
Ii +N denotes the small interferers plus noise. We apply the same distribution
twist as before, by computing a∗ as in (11.21), where ΛI is the CGF for the total interference
(large and small) and noise, as before. Under the conditional twisted distribution given C(0),
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we approximate IS , the sum of all small interferers plus noise by a Gaussian distribution, with
mean Ea∗
(IS | C(0)) and variance Ea∗ (IS2 − Ea∗ (IS | C(0))2 | C(0)). If we replicate most
of the steps involved in equations (11.26), (11.27) and (11.28), we can write
Ea∗
(IS | C(0)) = E
[
ea
∗IIS | C(0)
]
E [ea∗I | C(0)] = e
−ΛI|C(0) (a∗)E
[
ea
∗IIS | C(0)
]
. (11.37)
Now,
Ea∗
(IS | C(0)) = e−ΛI|C(0) (a∗)E [ea∗IIS | C(0)]
= e
−ΛI|C(0) (a∗)E
[
ea
∗ILea
∗ISIS | C(0)
]
= e
−ΛI|C(0) (a∗)E
[
ea
∗IL | C(0)]E [ea∗ISIS | C(0)]
= e
−ΛI|C(0) (a∗)E
[
ea
∗IL | C(0)] eΛIS |C(0) (a∗)
e
ΛIS |C(0)
(a∗)E
[
d
da∗
ea
∗IS | C(0)
]
= e
−ΛI|C(0) (a∗)E
[
ea
∗IL | C(0)] eΛIS |C(0) (a∗)Λ′IS |C(0)(a∗)
= Λ′IS |C(0)(a
∗) (11.38)
since E
[
ea
∗IL | C(0)] = eΛIL|C(0) (a∗). By similar arguments, we can show that
Ea∗
(
IS2 − Ea∗
(IS | C(0))2 | C(0)) = Λ′′IS |C(0)(a∗) (11.39)
Hence, under the conditional twisted distribution given C(0), we approximate IS with
IS ∼ N
(
Λ′IS |C(0)(a
∗),Λ′′IS |C(0)(a
∗)
)
. (11.40)
This is the main step performed by the large deviation method.
However, for the large interferers, we use importance sampling, as in Section 11.1.5. We
sample i0 − 1 interferers from their twisted distributions, plus one value from a normal dis-
tribution N
(
Λ′IS |C(0)(a
∗),Λ′′IS |C(0)(a
∗)
)
. The combined method is described in detail in algo-
rithm 1.
178 11. BER of an IR-UWB Channel with MUI for a Network Simulator
Algorithm 1: Fast BER computation.
Input: U , Nc, Ng, ~g, ~ν, σ2N and q, K
Output: P¯R
begin
for interferer u = 1 to U − 1 do
for c ∈ C do
Compute xu,k|c, k = 0, 1, . . . , n− 1;
end
end
Solve (11.21) to obtain a∗ ;
Classify the interferers between small and large using equation (11.36);
for c ∈ C do
Compute µS|c ← Λ′IS |c(a∗) and σ2S|c ← Λ′′IS |c(a∗);
end
Create an array Π to store the samples;
while confidence interval on P¯R > εP¯R do
R← R +K;
Draw K samples c1, c2, . . . , cK from the twisted distribution of C(0) (equation
(11.27));
for k = 1, . . . , K do
Draw IkS ∼ N (µS|ck , σ2S|ck);
for each large interferer i = 2 to i0 do
Draw Iki from the twisted distribution Yi given c (equation (11.34));
end
Add IkS +
∑i0
i=2 I
k
i to the array Π;
end
Use a∗ and Π to obtain P¯R from (11.23);
end
end
11.2 Performance Evaluation
11.2.1 Performance Metric and Simulation Parameters
The performance metric is the bit error rate (BER). The parameters of the physical layer cor-
respond to an IEEE 802.15.4a physical layer. We have Tc = 8 ns, Nc = 128, Ng = 64, and
n = 13. The rate is 1 Mbit/s. The auto-correlation function of the information bearing pulse is
Θ(τ) =
[
1− 4π
(
τ
τp
)2
+
4π2
3
(
τ
τp
)4]
exp
[
−π
(
τ
τp
)2]
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where τp = 0.2877 is a time normalization factor.
The channel model is the modified Saleh-Valuenza (SV) model used by the IEEE 802.15.4a
working group. We use the first LOS channel model (model 1) from [22]. For a given topology,
the channels ~g between each transmitter and the receiver are drawn independently and the
delays ~ν chosen independently and uniformly in [0, NcTc[. For the channel impulse response of
user u, we denote by A(u) =
∑L−1
l=0
(
α
(u)
l
)2
the total energy of the channel. We have A(u) = 1.
The SNR is defined as A(0)
N0
.
For completeness, we compute a purely normal approximation of the interference. We
will compare it with the other methods. Let us denote by IN the normal approximation of∑U−1
u=1 Yu + N . Then
IN ∼ N
(
0, σ2N + q
∑
C
U−1∑
u=1
n∑
k=1
x2u,k|cP
(
C(0) = c
))
and the BER under this approximation is given by
PN
e|~φ,~h =
1
2
erfc

 x√
2
√
σ2N + q
∑
C
∑U−1
u=1
∑n
k=1 x
2
u,k|cP (C
(0) = c)

. (11.41)
All our simulations have been performed using Matlab.
11.2.2 Performance Evaluation Results
In Figure 11.1, we validate our approach by comparing the importance sampling method with
direct simulation (regular Monte Carlo) results for U = {64, 8, 3} with one set of channels
and delays for each U . For U = 65, [A(1), . . . , A(59)] were uniformly drawn in [0, 2] and
[A(60), . . . , A(63)] = [2, 10, 20, 200]. For U = 8, [A(1), . . . , A(7)] = [1, 1, 1, 4, 7, 20, 100] and for
U = 3, [A(1), A(2)] = [2, 10]. In addition, we show the Gaussian approximation computed with
(11.41) which completely underestimates the BER. Table 11.1 contains the average computa-
tion time for a single BER sample for U = 65 at an SNR of 12 dB. The computation time of the
importance sampling method is one order of magnitude faster than direct simulation. The com-
bined method, although not shown in Figure 11.1 for clarity reasons, reduces the computation
time even more by an additional order of magnitude.
In Figure 11.2, we show the accuracy of the combined method with respect to pure impor-
tance sampling. We also add the simpler large deviation method. The topology is the same
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Figure 11.1: We validate our approach by comparing the importance sampling method with
direct simulation results. There are three different topologies where U = {64, 8, 3}. In each
case, there is a mixture of near-far and weak interferers. The results obtained with a direct
Monte-Carlo simulation and the importance sampling method agree. Note how the Gaussian
approximation underestimates the BER. The channel is a UWB 802.15.4a LOS.
for all sets of BER curves: we have U = 21, [A(1) . . . A(18)] uniformly selected in [0, 2] and
[A(21) A(22)] = [20 100]). However, we draw four sets [gi, νi], i = 1, 2, 3, 4 of channel and
delay samples. The results show a perfect agreement between our combined method and the
importance sampling method. But the combined method provides an additional computation
time saving since sampling is required only for the interferers that have a strong impact on the
BER. Furthermore, we observe in Figure 11.2(b) that the Bahadur-Rao approximation alone
used in the large deviation method becomes inaccurate when near-far interference is present.
Also, large A(i) do not always imply a strong near-far case as can be observed in Figure 11.2(a)
Table 11.1: Average computation time for a single BER sample with U = 65, an SNR of 12
dB, and 95% confidence interval (using Matlab).
Direct Simulation Importance Sampling Combined
30.4 s 2.0 s 0.5 s
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(a) Low BER case: the large deviation approximation
and the combined method are accurate.
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(b) High BER case: the large deviation approximation
is inaccurate but the combined method is still accurate.
Figure 11.2: The large deviation method (Bahadur-Rao) and the combined method are com-
pared with importance sampling. The parameters U and A(i), i = 1, . . . , U − 1 are constant
(fixed topology and received powers), but there are three sets [~g1, ~ν1], [~g2, ~ν2], [~h3, ~ν3], and
[~h4, ~ν4] of channel and delay samples. There are two cases: a low BER (left) and a high BER
(right). Note how the BER can be vastly different depending on the particular instances of
delays and channels (even though the topology and received powers remain the same). The
combined method matches perfectly with the importance sampling result. The large deviation
approximation is not accurate when the BER is high. The channels are chosen according to a
UWB 802.15.4a LOS.
with [~g1, ~ν1] and [~g2, ~ν2]. Indeed, even if a collision occurs, due to the multipath delays and the
additional asynchronism between the source and the interferer, the received pulses might not
completely overlap. In this case, the Bahadur-Rao approximation is accurate.
11.3 Discussion and Conclusion
To efficiently and accurately compute the conditional BER for a multi-user IR-UWB physical
layer in multipath channel environment, we have proposed a novel combination of large devi-
ation and importance sampling theory . Our method provides a high reduction in computation
time. Although we used BPSK modulation and a perfect Rake receiver, our method is usable
with minor modifications with sub-optimal Rake receivers, other modulation formats and non-
coherent receivers. Of particular interest is the IEEE 802.15.4a modulation format and energy
detection receivers.
With our modeling of the physical layer, the BER can also be computed with a characteristic
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function approach. However, our approach is more flexible. Furthermore, with the appropriate
modification of the computation of the distribution of the interference
∑U−1
u=1 Yu, our approach
can also be used to compute the average BER, instead of the conditional BER given channel
states. Interesting future work might consist in extending our approach to a physical layer with
channel coding and implement our model in a network simulator such as ns-2 or Qualnet.
Chapter 12
Conclusion
We began the work for this thesis by asking two questions (1) What are the optimal design
principles and architectures for IR-UWB networks? and (2) How do we implement them with
practical schemes and protocols? We decided to focus on the link layer and the physical layer
with a low data-rate, self-organized, and multi-hop setting.
Chapters 4 and 6 answer the first question on the optimal design of low-data rate IR-UWB
networks. The main findings from Chapter 4 are that interference should not be prevented,
but it should managed. In fact, no exclusion mechanism is necessary. Interference must be
managed with rate adaptation and no power control, and an interference mitigation scheme
used at the physical layer. These findings are optimal from a rate efficiency point of view and
are close to optimal from an energy efficiency point of view. These results are clearly in favor
of an uncoordinated and decentralized protocol. Chapter 6 shows the benefits of using private
acquisition preambles for IR-UWB networks, instead of a common acquisition preamble for the
entire network. With private acquisition preambles, all communications for a given destination
use an acquisition preamble and a time-hopping sequence that are private to this destination.
Such a design inherently creates one contention domain per destination. In Chapter 6, we
demonstrate the huge throughput gain obtained with private acquisition preambles and exhibit
several performance anomalies that occur only if a common preamble is used.
Therefore, the optimal design for IR-UWB networks should use an interference mitigation
scheme at the physical layer, manage interference with rate adaptation at the link layer, use
private acquisition preambles and time-hopping sequences, and let sources send whenever they
have a packet ready.
Most of the other chapters in this thesis aim at answering the second question: How do
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we implement the optimal design in practice? In particular Chapter 5 describes DCC-MAC,
which is a protocol for low data-rate, multi-hop IR-UWB networks that is built on the findings
of Chapter 4: We implement a rate adaptation algorithm that does not require interference
estimation; we address contention at destinations with the private MAC; and we overcome the
absence of carrier-sensing with an elaborate signaling protocol. With DCC-MAC we obtain a
stable throughput over multi-hop topologies.
Chapter 9 presents a low-complexity IR-UWB receiver for IEEE 802.15.4a networks based
on energy detection with an integrated interference mitigation scheme. It yields excellent per-
formance, even in near-far scenarios. The complexity increase with respect to a classic energy
detection receiver is minimal; it is necessary only during the estimation of the power delay
profile of the channel. The sampling frequency might be higher though. This appears to be the
price to pay for a proper estimation of the power-delay profile of the channel when bursts of
pulses are sent. This robust receiver allows for taking advantage of all the features of IR-UWB,
but at a low complexity: ranging, robustness against multipath propagation, and robustness to
MUI that leads to the possibility of allowing for parallel transmissions. In Chapter 7, we obtain
the evidence that concurrent transmissions are really feasible in IR-UWB networks. Indeed, we
successfully implement and verify the functioning of a timing acquisition scheme that is robust
to MUI on an IR-UWB testbed.
The previous paragraphs describe the core results of this thesis on the optimal design and
architecture of IR-UWB networks. We have additional contributions and observations that we
list in the following:
• In Chapter 4, we describe the functions of PHY-aware MAC protocols and the various
ways they can be implemented. This is directly useful for protocol designers to un-
derstand and exploit the large range of possibilities they have for designing PHY-aware
MAC protocols for UWB or other physical layers.
• In Chapter 4, we propose an original energy consumption model for impulse-radio sys-
tems. It is based on the energy consumed per chip.
• It is interesting to observe that DCC-MAC is actually quite close to the mandatory MAC
protocol in the IEEE 802.15.4a amendment [64] with the following notable exceptions:
In IEEE 802.15.4a a common acquisition preamble is used, there is no rate adaptation,
no idle/busy flag in the acknowledgement packet, and no idle packet.
• In Chapter 6, in order to analyze how using a private or common acquisition preamble af-
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fects the performance of IR-UWB networks, we develop an analytical model to compute
the saturation throughput of an IR-UWB network. One novelty of this model is to explic-
itly take into account packet detection and timing acquisition. We obtain the equivalent
of Bianchi’s formula for our case. This model can be easily used with different MAC
layers or different acquisition algorithms.
• One of the most appealing benefits of UWB, specifically its robustness to MUI and thus
the possibility of allowing for parallel transmissions, is completely annihilated if a simple
energy detection receiver is used. Furthermore, in addition to MUI, an energy detection
receiver for an IEEE 802.15.4a network must also take into account the burst structure of
the modulation format.
• In Chapter 10, we present an architecture for packet-based simulations of wireless net-
works. We use this architecture to implement an IR-UWB physical layer in ns-2. This
architecture allows for the proper modeling of the characteristics of modern physical lay-
ers: cumulative interference and the calculation of a packet error rate, packet detection
and timing synchronization, and the possibility of having multiple sub-channels.
• Finally, in Chapter 11, we propose a novel combination of large deviation and importance
sampling theory to efficiently and accurately compute the BER for an IR-UWB physical
layer in a network setting, with MUI and multipath channels.
12.1 Future Work and Possible Extensions
For the optimal design and architecture of IR-UWB networks in Chapter 4, a complete design
targeting energy efficiency should also consider energy efficient routing. A first step in this
direction is [158]. The guidelines in Chapter 4 and the protocol we develop in Chapter 5 are
guided by the idea of arranging the physical layer and the MAC protocol such that collisions
may be replaced by rate reduction. This idea is optimal for our setting, but it could prove
interesting in other settings as well. The optimal MAC protocol in narrow-band systems is
likely to be a combination of rate adaptation and mutual exclusion. Mutual exclusion has
severe performance problems, as witnessed by the intense research on improving the 802.11
MAC protocol for use in ad-hoc and mobile networks. In contrast, rate adaptation does not
appear to have these problems, because it is a private affair between a source and a destination.
Therefore, it would be interesting to add this component to existing MAC layers. For the
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modeling in Chapter 6, there are several extensions that are of interest: to take interference on
the payload into account; to consider multi-hop network; and to add an additional sleeping state
to the nodes.
The robust energy detection receiver of Chapter 9 needs to be completed by a robust packet
detection and timing acquisition scheme. The work in [63, 144] already suggests potential
solutions for robust timing acquisition. Adapting the parameter PFA to the level of interference
during packet reception might also prove worthwhile. It will make the receiver fully robust to
cases where interference occurs after the acquisition preamble. We also do not take advantage
of the erasures correction capability of the Reed-Solomon code. That could add a further
performance increase.
For the simulation of IR-UWB networks in Chapter 10, it is important to integrate a better
BER and PER calculation model for IR-UWB. The work of Chapter 11 goes in this direction.
With the emergence of IEEE 802.15.4a, there is also an interest in adapting the BER com-
putation method of Chapter 11 to the 802.15.4a modulation format and to energy detection
receivers. In addition, an important effort is necessary to validate physical layer models with
actual hardware.
What This Thesis is Not About
We can also suggest possible extensions to our work by looking at several topics that are not
addressed in this thesis. In particular:
• We did not address quality of service (QoS) issues in the design of the DCC-MAC pro-
tocol. Some applications running on sensor networks might require guarantee on the
throughput or delay in the network.
• We did not discussed routing. It is certainly interesting to study how a routing protocol
can take advantage of the features of IR-UWB networks. In fact, the optimal design of
the MAC protocol uses private time-hopping sequences per destination. In other words,
it favors the use of a private channel for each destination and avoids the use of a com-
mon, broadcast channel. On the contrary, existing routing protocols extensively use the
broadcast channel.
• Finally, a lot of the interest for UWB comes from the high precision ranging capabilities.
There is definitely work to be done on joint ranging and communication protocols, as well
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as how to use the ranging information to efficiently complement and enhance existing
protocols.
12.2 What Can we Learn From IR-UWB Networks?
From our work, we draw two conclusions for the design of IR-UWB network: (1) Interfer-
ence matters, always. It must be considered early in the design phase of any component of
IR-UWB networks; (2) interference in IR-UWB networks must be managed. For the design
of wireless networks, this work shows that it is important to explicitly take into account the
underlying physical layer. This is the key to the excellent performance of DCC-MAC, and to
the performance of our robust energy detection receiver.
Finally, if we abstract the IR-UWB physical layer with interference mitigation, we ob-
tain the following model: We have a wireless network with quasi-orthogonal multiple-access
channels that have very little co-channel interference; furthermore, we use one channel per
destination. This model yields a stable multi-hop performance. Hopefully, this result can be
applied elsewhere, possibly in the context of narrow-band wireless networks.
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Chapter A
Appendices for Part I
A.1 Simulations for rate-maximization and
lifetime-maximization problems in Section 4.2.3
The simulations for the rate maximization and lifetime maximization problems Section 4.2.3
are done in three steps.
In the first step we create a random network topology. We then vary the size of the exclusion
region, and for each size of the exclusion region we calculate all possible slots: they are the
sets of links that do not share a common source node or a destination node, and that can be
active at the same time by satisfying exclusion region rules. Each slot then define a number of
nodes that are transmitting and a number of nodes that are receiving. All active transmitters
are assumed to transmit with the maximum power since it is shown in [208] that this policy is
optimal for both rate maximization and power minimization.
In the second step we take each slot, and for each link we calculate its achievable rate,
assuming the presence of interferers as defined with the slot. We simulate an IR-UWB physical
layer to calculate the maximum rate a source-destination pair can achieve, given the locations
of active interferers. At the output of the second step, for each link in each slot we obtain its
maximum achievable rate.
In the third step, we construct schedules. A schedule is a set of slots with corresponding
durations. A schedule also defines average rates and power consumption for links. The average
rate of a link is the sum of rates of a link achieved in every slot, multiplied by the duration of
a slot. The average power consumption is similarly defined as the sum of power consumptions
in each slot multiplied by the duration of a slot.
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The remaining optimization problem is to optimize slot durations with respect to a given
performance metric. As described in Section 4.2.2, we consider two performance metrics:
the sum of the log of the rates, and the sum of the log of the lifetimes. Both corresponding
optimization problems are convex, so we can easily solve them, for each exclusion region range
separately. Some of the slots will have zero duration, which will mean that they should not be
used in the optimal MAC. Finally, we plot the values of the metrics for the optimal schedules,
for different size of the exclusion regions, and visually obtain the optimal value of the size of
the exclusion region.
A.2 List of components used for the IR-UWB software
radio testbed
FPGA Virtex II Pro XC2VP70, Xilinx
Acquisition board AC-240 with 512 MB of SDRAM, Acqiris
Duroid substrate RO4003B, Rogers Corporation
Mixer HMC128, Hittite Corporation
SiGe NPN transistor NESG2030M04, NEC
Power Amplifier HMC-C026, Hittite Corporation
LNA MMIC MGA-85563, Agilent
IF Amplifier ZX60-3018G, Mini-Circuits
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