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Abstract
In this paper we determine the largest size of a complete (n; 3)-arc in PG(2,11). By a
computer-based exhaustive search that exploits the fact that an (n; 3)-arc with n>21 contains
an arc of size 7 and that uses projective equivalence properties, we show that the largest size
of an (n; 3)-arc in PG(2,11) is 21 and that only two non-equivalent (21; 3)-arcs exist. c© 1999
Elsevier Science B.V. All rights reserved.
1. Introduction
In the projective plane PG(2; q) over the Galois eld GF(q) an (n; r)-arc is a set of
n points no (r + 1) of which are collinear. An (n; r)-arc is called complete if it is not
contained in an (n+1; r)-arc of the same projective plane. An (n; 2)-arc is called simply
an arc of size n or a n-arc. For a detailed description of the most important properties
of these geometric structures, we refer the reader to [5]. The largest size of an (n; r)-arc
of PG(2; q) is indicated by mr(2; q). In [7] and [1] bounds for mr(2; q) are given. We
proved by a computer search that m3(2; 11) = 21 and that only two non-equivalent
(21; 3)-arcs exist in PG(2; 11). Eleven was the smallest value of q for which m3(2; q)
was unknown. Since m3(2; q)62q+1 for q>4 and (23; 3)-arcs do not exist in PG(2; 11)
[2] while examples of (21; 3)-arcs are known [6], it holds 216m3(2; 11)622; therefore
we looked for (21; 3)-arcs and (22; 3)-arcs by a computer-based exhaustive search.
Using a backtracking algorithm that exploits projective equivalence properties among
arcs and among (n; 3)-arcs, we veried that (22; 3)-arcs do not exist in PG(2; 11).
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The search produced a `small' set of (21; 3)-arcs such that any other (21; 3)-arc of
PG(2; 11) is projectively equivalent to an arc of the set, the size of the set being less
than 280. With another computer-based proof we were able to verify that only two
non-equivalent (21; 3)-arcs exist.
The plan of the paper is the following: in Section 2 the basic algorithm is pre-
sented; in Section 3 the projective equivalence properties among arcs which have been
exploited; in Section 4 the improved algorithm; in Section 5 the main result and consid-
erations about the computational complexity of the algorithm; in Section 6 concluding
remarks and a discussion about the correctness of our program.
2. The basic algorithm
In this section an outline of the basic algorithm used in the search is presented. In
the simpler version, the program accomplishes an exhaustive search for (n; 3)-arcs in
PG(2; q) of size between s and S. It is based on a backtracking algorithm. The points
of the plane are sorted (the particular order does not matter) and only arcs with points
in increasing order are generated. In this way each (n; 3)-arc is considered just once,
i.e. the algorithm is systematic. The program retains an (n; 3)-arc and tries to extend
it until it reaches the desired length. In doing the extension the program exploits the
information furnished by the data structure V , a bit vector matrix representing the set of
non-saturated points after each choice, i.e. the set of points which are not collinear with
any three of the points which have already been chosen. At each choice, the program
selects the rst non-saturated point greater than the previous choice at that level. Then
it computes the next row of the matrix V . To do this the program uses the data
structure l−V , a matrix containing information about the lines of the plane intersecting
the current (n; 3)-arc in exactly two points. The program also uses a pre-computed
incidence table: for any pair of points the table returns the line joining them. Also the
lines of the plane are pre-computed. Each line is represented as a bit vector of length
equal to the number of points of the plane.
The program backtracks in two cases:
 after the choice of the Sth point and in this case it veries if the constructed (S; 3)-arc
is complete checking if all the points in the (S + 1)th row of V are marked;
 if there are no more choices for the jth point and in this case, if j> s, it veries
if the constructed (j− 1; 3)-arc is complete checking if all the points in the jth row
of V are marked.
In both cases, to restore the correct status after the backtracking step, the program
only needs to consider the previous row of V and l−V .
For practical reasons, the user can set a value j such that the program saves the status
of the computation after the choice of the point Pj. So, in the case of an interruption
of the run, the program does not need to restart from the beginning, but just from the
situation after the last choice of Pj. This feature is crucial in long runs.
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The pre-computation of the incidence table and of the lines of the plane increases the
eciency of the program, but its computational complexity is an exponential function
of the number of points of the current (n; 3)-arc.
3. Projective equivalence properties
The basic algorithm just presented was not capable of determining the value of
m3(2; 11) in a reasonable time, so we started to study in greater detail the properties
of projective equivalence among (n; 3)-arcs. Our aim was that of xing as many points
as possible in the initial (n; 3)-arcs to reduce the number of levels of backtracking and
to reduce the number of possible choices at each level.
The main result we exploited was the following lemma:




, contains an arc of size + 1.
Proof. By induction on . If = 3 then it is immediately checked that K contains an
arc of size at least 4 and the assertion holds in this case.




>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and the induction hy-
pothesis that K contains an arc A of size ( − 1) + 1 = . If there exists a point
X 2 K n A lying on no secant of A, then A [ fX g is an arc of size  + 1 in K . That
is certainly the case if the inequality jK n Aj= n− > ( 2

holds. Otherwise, we have
jK nAj= n− = ( 2

and each secant of A contains exactly one point of K nA, distinct
secants yielding distinct points. Let P be a point of A and let l; l1; : : : ; l−2 be the −1
lines through P which are secant to A. Let X; Y1; : : : ; Y−2 be the uniquely determined
points of K n A lying on l; l1; : : : ; l−2 respectively. If for some index i the line XYi is
disjoint from A, then fX g [ fYig [ (A n fPg) is an arc of size  + 1. Otherwise, for
i=1; 2; : : : ; −2 each line XYi contains a point of A and so, since K is an (n; 3)-arc, the
lines XY1; XY2; : : : ; XY−2 are pairwise distinct and meet A in pairwise distinct points.
Hence each one of the  − 2 points of A not on l is collinear with some pair X; Yi.
Let Q be the point of A on l other than P and let m be a secant of A through Q other
than l. The unique point Z of K n A on m is distinct from X; Y1; : : : ; Y−2. If the pair
X; Z were collinear with a point R of A, then R would also be collinear with some pair
X; Yi and so the four distinct points X; Yi; Z; R of K would lie on a line, a contradiction.
The line XZ is thus disjoint from A, and so fX g [ fZg [ (A n fQg) is an arc of size
+ 1 in K .
In particular, an (n; 3)-arc with n>21 contains an arc of size at least 7. This means
that in an exhaustive search one can obviously restrict the number of points to choose
by xing the 4 points U1 = (0; 0; 1); U2 = (0; 1; 0); U3 = (1; 0; 0); U4 = (1; 1; 1) as in
PG(N; q) arcs of size N +2 are equivalent [5] and each collineation maps (n; r)-arcs to
(n; r)-arcs; consequently in the case under consideration the number of points to choose
was at most 18. However, exploiting the lemma, we were able to restrict further the
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number of points for each choice. First, we classied up to projective equivalence
in PG(2; 11) all the (not necessarily complete) arcs of size less than or equal to 7.
The search provided one arc of size 4, two arcs of size 5, fteen arcs of size 6 [4],
and twenty-one arcs of size 7. Therefore, if n>21, it suces to look for (n; 3)-arcs
containing one of these twenty-one arcs of size 7.
In the next section, it will be seen how all these information can be suitably organised
to obtain further reductions.
4. The improved algorithm
When looking for (n; 3)-arcs of size between s and S, the rst step is the classication
up to projective equivalence of the arcs in PG(2; q) of size less than or equal to




. The procedure is an application
of the so-called method of `isomorph rejection' (see, for instance, [8]). Start with
R= fU1; U2; U3; U4g and dene Cand to be the set of the points of the plane lying on
no 2-secant of R. If Cand is non-empty, that is R is not a complete arc, we introduce in
Cand the following equivalence relation: PvQ if and only if R [ fPg is projectively
equivalent to R [ fQg. Let fCigi be the set of the equivalence classes. Then not only
can we limit the choice of the next point to one representative Pi from each class,
but after having constructed all arcs containing R [ fPig, when considering the arcs
containing R [ fPjg with i< j, we may avoid to choose points in the classes Ck ,
with k < j: an arc containing such a point would, in fact, be projectively equivalent
to an arc that was obtained previously. Iterate the process and obtain a tree structure
of equivalence classes:
The depth of the tree is (+1)−4. If R[fPi1g[  [fPi1 ::: im−1im g[fPg is projectively
equivalent to R[fPi1g[  [fPi1 ::: im−1im g[fQg, where Pi1 ::: irs 2 Ci1 ::: irs , then P;Q 2 Ci1 ::: imj .
We continue looking only for (n; 3)-arcs containing one of the non-equivalent
(+1)-arcs. To complete each (+1)-arc into a complete (n; 3)-arc of size greater or
equal to s we use a procedure similar to the basic algorithm presented in Section 2,
starting with the considered (+ 1)-arc as the initial current (n; 3)-arc.
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Furthermore, the information obtained by classifying the (+ 1)-arcs can be further
exploited to restrict the number of points of the plane at disposal for each choice when
completing the current (k; 3)-arc. In fact, when generating the (n; 3)-arcs containing the
arc R[fPi1g[  [fPi1 ::: im−2im−1 g[fP
i1 ::: im−1
im g after having generated the (n; 3)-arcs contain-
ing the arcs R[fPi1g[  [fPi1 ::: im−2im−1 g[fP
i1 ::: im−1
j g; j < im, where Pi1 ::: irs 2 Ci1 ::: irs , we can
avoid choosing points belonging to Ci1 ::: im−11 [  [Ci1 ::: im−1im−1 because an (n; 3)-arc contain-
ing such a point would be projectively equivalent to an (n; 3)-arc already obtained. For
example, an (n; 3)-arc containing the set R[fPi1g[   [fPi1 ::: im−2im−1 g[fP
i1 :::im−1
im g[fQg,
where Q 2 Ci1 ::: im−1k with k < im, would be equivalent to an (n; 3)-arc, containing the
arc R [ fPi1g [    [ fPi1 ::: im−2im−1 g [ fP
i1 ::: im−1
k g, previously obtained.
Consequently, each time the program tries to complete a (+1)-arc into a complete
(n; 3)-arc, it sorts the points of the plane in a dierent way, putting at the beginning
the points which will be skipped because of projective equivalence, so that in practice
they are never chosen in extending the current (k; 3)-arc, but are only considered in
the completeness test.
For eciency reasons each set of classes fCi1 ::: irj gj is sorted according to the cardi-
nality of the classes.
5. Obtained results
We were interested in the (n; 3)-arcs of PG(2; 11) of size 21 and 22. In this case
 + 1 = 7. Our program veried that (22; 3)-arcs in PG(2; 11) do not exist; hence
m3(2; q)= 21. At the end of the exhaustive search the program found a set A of about
280 (21; 3)-arcs. The algorithm does not guarantee that the (n; 3)-arcs in this set are
pairwise projectively non-equivalent, however any other (n; 3)-arc is equivalent to an
(n; 3)-arc in this set; therefore to classify the (n; 3)-arcs of PG(2; 11) it is sucient
classifying the (n; 3)-arcs of A. We used MAGMA, a system for symbolic computation
developed at the University of Sydney. With a simple program based on the ideas
presented in [3] we veried that in PG(2; 11) only two (21; 3)-arcs exist up to projective
equivalence, namely:
0 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 0 1 2 4 6 1 0 1 4 5 5 6 7 7 8 8 9 10 10
1 0 0 1 3 8 10 2 1 7 5 4 8 3 4 6 0 7 2 2 6
0 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 0 1 2 4 6 1 0 1 2 3 3 5 6 7 7 8 8 9 9
1 0 0 1 3 8 10 2 4 0 5 1 8 2 4 9 10 2 6 3 9
The execution of the program lasted about 2 months on a risc6000. The computation
of the (21; 3)-arcs containing the rst arc of length 7 lasted about 10 d. The computation
of the (21; 3)-arcs containing the other arcs of length 7 became quicker and quicker
because of the pruning of the search space obtained using the properties of projective
equivalence among arcs.
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6. Conclusion
Dierently from the situation in which the computer constructs examples which can
then be checked directly (at least in principle), the results in this paper are based on
the non-existence of certain (n; 3)-arcs and their correctness relies on the correctness of
the programs. However, we are condent in the results obtained because the program
has been tested in the known cases giving results which agree with the theory. Also
the case of an undetected hardware error, such as the random changing of bits in a
computer word, that could cause the loss of a branch of the search tree, probably
would not change the result. In fact, even if the algorithm itself prunes the search
tree, equivalent (n; 3)-arcs remain in dierent branches; so errors that avoid to explore
all the branches which contain a certain class of equivalent (n; 3)-arcs are improbable.
These aspects are addressed, for example, in [8].
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