Abstract-BRAMS is a legacy high-performance computing application responsible for weather forecasting in Brazil. Where 90% of its code is in Fortran 90, and the remaining in C.
I. INTRODUCTION
Weather forecasting is the utilization of science and technology to predict the state of the atmosphere at a provided location. The predictions require quantitative data from the current situation of the atmosphere at a given place, and scientific understanding of atmospheric processes to predict how the atmosphere will change [1] .
Several critical human activities depend on the weather forecasting. Some of them are transportation, health, work, safety, and agriculture. Forecasts based on temperature and precipitation are important to farming and so the traders of commodity markets [1] . Weather forecasting is also important to estimate the crop-disease spread [2] . Trying to predict the weather is not something new.
Predicting the weather became possible when John Von Neumann, in the 20 th century, led to the building of the first computer. Charney realized that could overcome Richardson's methods impracticability with new equipment, and a revised set of equations where numerical methods were used to solve complex equations. In April 1950, Charney's research group succeeded to predict the weather for 24 hours in the North America [3, 4] .
Last century was responsible for many scientific advances that allowed us to predict the weather phenomena. This prediction uses numerical models; we can classify such models according to their domain operation: Global (the entire Earth planet) and regional (e.g. Country, State, and City). The global models cannot represent the regional weather phenomena accurately due to limited computing power.
On the other hand, regional models are more accurate [5, 6] . In this project, we are using BRAMS 1 (Brazilian developments on the Regional Atmospheric Modelling System). This application is responsible for weather forecasting in Brazil and South America; this software is flexible enough to allow research as well [7] . According to [8] , BRAMS is the largest high-performance application in Brazil in production. The application has about 400 thousands of lines of code.
In this work, we investigated bottlenecks and implemented a codesign hardware/software for application and evaluating the use of heterogeneous computing (CPU-FPGA) to improve performance of BRAMS execution time. This work also aims at porting BRAMS to a heterogeneous machine; currently, Tupã 2 executes BRAMS only in CPU. According to our studies, chemical reactivity is dominant in the computation time. The activity of partitioning or balancing in codesign project is a hard task, and there is no trivial solution. For helping us in the partitioning activity of BRAMS, we profiled the code. We describe the details in Section IV.
This work intends to contribute with a fully working solution of chemical reactivity in FPGA coupled to BRAMS, and we also provide this solution as open source; a head start for future researchers who want to improve this coupling. To the best of our knowledge, this is the first CPU-FPGA codesign of chemical reactivity for BRAMS.
II. BRAMS
Three main models represent BRAMS. The tracer transport model, chemical model (CCATT -Coupled Chemistry Aerosol-Tracer Transport) and a surface model [7] . BRAMS incorporate the tracer transport model and chemical model, and JULES is the surface model. Through profiling techniques, we discovered that CCATT model is the bottleneck of BRAMS, more specifically chemical reactivity. So in this paper, we focus on the chemical reactivity of CCATT.
CATT-BRAMS (Coupled Aerosol-Tracer Transport model to the Brazilian developments on the Regional Atmospheric Modeling System) is a Eulerian atmospheric chemistry transport model fully coupled to BRAMS. Its design allows us to study transport processes associated with the emission of tracers and aerosols [9, 10] .
CATT-BRAMS evolved to CCATT-BRAMS (Chemistry CATT-BRAMS), and later only BRAMS. This new model includes a gas phase chemical module. The development of CCATT required advanced numerical tools to provide a flexible multi-purpose model, i.e. the model can run for both operational forecasts and research simulations [11] . Currently, CCATT-BRAMS is used to measure air pollution in Brazil. Figure 1 illustrates the simulation of CCATT-BRAMS system. The illustration represents the primary sub-grid scale processes involved in the trace gas and aerosol distributions [11] . Fig. 1 : simulation of CCATT-BRAMS system [11] . Moreover, the model system allows the user to provide any chemical mechanism. Currently, there are three widely used chemistry mechanisms; they are as follows: Regional Atmospheric Chemistry Mechanism (RACM) with 77 species [12] , Carbon Bond (CB) with 36 species [13] , and the Regional Lumped Atmospheric Chemical Scheme (RELACS) with 37 species [14] .
Scientific projects frequently use RACM mechanism due to its number of species it covers; RELACS is a reduced version of RACM. CPTEC uses RELACS TUV (with 47 species) for operational air quality prediction [11] , in this work we use RELACS TUV for simulating real conditions. According to [15] , RELACS can replicate RACM results reasonably well.
CCATT-BRAMS runs operationally at CPTEC/INPE since 2003; it covers the entire South America with a spatial resolution of 25 km. It is possible to predict the emission of Gases and Aerosols in real time 3 , as well as meteorological variables 4 [16] .
III. RELATED WORKS
[17] presents a solver based on Optimal Linear Estimation (OLE) to substitute Sparse 1.3a [18] , a sparse solver coupled to BRAMS. Sparse 1.3a is a sequential implementation, and its parallelization requires significant changes in its structure. The project presented two versions of the proposed solver: a sequential, and a parallel version. Results point the comparison between the new solvers and Sparse 1.3a. According to the results, sequential OLE version was 10% slower than Sparse 1.3a. The parallel version obtained 2.88× speedup. This project also concludes that the new solver is also more accurate.
The study in [19, 20] presents an approach to improve the operational scalability of BRAMS. It also points that CCATT demands a high load of computation in the resolution of numeric systems, which depends on sparse 1.3a. Another study presented in [21] reinforces CCATT as a bottleneck, and also presents CCATT as a source of imbalance in BRAMS. [22] cites that sparse 1.3a is not suitable for parallelization on FPGAs, due to its frequent changes on the non-zero matrix structure. Instead, this project uses KLU matrix-solve [23] . KLU is a sparse solver optimized for circuit simulation.
[24] aimmed at porting COSMOS to heterogeneous computing. According to the work, they assign each GPU for a single MPI process. They created a DSEL (Domain-Specific Embedded Language) in C++, which uses a CUDA back end. Their results point to 1.4 times of speed-up on the GPU. [25] shows that OpenCL is as fast as CUDA for solving Ordinary Differential Equation (ODE), which in turn is preconditioned with Jacobi method, and it is a portable for different scientific applications. This project obtained 6 times speed-up.
IV. HARDWARE/SOFTWARE CODESIGN APPROACH This section describes our approach to hardware/software codesign for CCATT of BRAMS 5.2. It is important to remind that partitioning is the most decisive part in a codesign project. We used profiling techniques to support us on this choice.
A. Study of Bottlenecks
We analyzed a profiling from CPTEC/INPE with real conditions (weather forecasting) during execution of BRAMS. According to our analysis, we have CARMA radiation and chemical reactivity as the most computer intensive operations.
One of our objectives with this paper is to port BRAMS to a heterogeneous machine. The closest heterogeneous machine we have were under the following hardware and software configurations:
• Processor: Xeon E5-1607 v3;
• Memory: 16GB;
• Bittware S5PHQ A7 (Stratix V); • Operational System: CentOS 6.7. Our profilings on this heterogeneous machine pointed to the same bottlenecks in Tupã. We obtained initial profiling results from Gprof 5 -it is responsible for detecting where the program spent its time and its call tree -and Valgrind 6 -we used Callgrind which presents the same functionality that Gprof.
We first applied Gprof. We tested BRAMS under two configurations: with the chemical module enabled, and with the chemical module disabled. The input data 7 has a single grid with horizontal size 60 × 60 and 35 vertical levels. We ran a prediction for 6 hours with CARMA radiation [26] . We can set these settings on RAMSIN file, the input configuration file.
We chose RELACS TUV as the chemistry mechanism and SINGLE as the aerosol mechanism. We set this two configurations during the compilation of BRAMS. To avoid measuring MPI communication overhead, we ran BRAMS with only one process. We discuss the results below.
To suppress noises caused by Intel Compiler optimizations, we normalized the values from profiling according to Main function (57.87). For BRAMS with the chemical module disabled, we observed in Figure 2 that the radiation (rrtm, red ellipse on the tree) is responsible for 75% of the total time of computation. This radiation module fragments over the tree in secondary functions.
When we enable the chemical module, we observe that chemical reactivity (module chemistry, blue ellipse) demands the major computational effort. Again, we normalized the values on this discussion. Chemical reactivity is responsible for simulating chemical reactions of trace gasses in the atmosphere [17] and demands 52% of the total running time.
Walking down the critical path, we reach the spFactor node; This function is responsible for solving linear systems on the chemical reactivity [17] and demands about 21% of the total time.
What drew our attention was the total time of the radiation module. This module used to take about 75% of the total time with the chemical module disabled; now it takes only 19%. Hence, we can conclude that the chemical module requires almost three times of more processing than radiation.
We ran the same tests with Valgrind, inside Valgrind we used the callgrind tool. We had some small divergences on the profiling results; we justify it due to the significant overhead of Valgrind (in the order of 17 times slower). For example, radiation module on Valgrind takes about 48% with CCATT disabled.
B. Call Graphs
We show the call graph for BRAMS in Figure 2 and Figure  3 . These call graphs represent when the chemical module is disabled and enabled, respectively.
We generated this graphic representation with gprof2dot 8 . This call graph is not complete; we set some thresholds on the vertices and edges considering what was important for this discussion.
V. METHODS FOR SOLVING LINEAR SYSTEMS
According to [27] and [28] computing LU is expensive O(n 3 ). Besides Sparse 1.3a is not suitable for FPGA as mentioned earlier. In the iterative category, we have Jacobi algorithm; this algorithm allows us to process each line of the matrix in parallel.
Due to Jacobi parallel nature, we used it for FPGA parallelization [29] . The chemical kinetic process has diagonal matrices [30] , with our set of tests we guarantee they are strict diagonally dominant, this is necessary for Jacobi method convergence.
We implemented Jacobi method in OpenCL. Intel FPGA SDK allows us to implement hardware in FPGA by using the OpenCL framework. We present three versions of Jacobi method: Multi-threaded Dense, Multi-threaded Sparse, and Single thread Sparse. We describe them over the next subsections.
A. Jacobi Multi-threaded Dense
In our first attempt with Intel FPGA SDK, we programmed the FPGA using similar approaches used for GPU OpenCL. In other words, we used the concept of several computing units working in parallel to solve a problem in an SIMD mode. Although the source code is portable, performance is not, with this approach we wanted to support this affirmation.
This implementation uses dense matrix representation. Figure 4 shows the schematic of the first version of Jacobi Method. Here we present m pipelines. However, according to the generated HDL (Verilog) by the Intel FPGA OpenCL, Intel compiler issues two work groups in hardware for a single compute unit, and all the remaining work groups are scheduled. Each hardware has three states: 1) NEW -Prepare to issue new work-group; 2) ISSUE -work items in a work-group; 3) WAIT -Check if ready to accept new work-group or if all done. Each work group requires its memory space; this restriction does not allow OpenCL to synchronize the work-groups [31] . That becomes visible in Jacobi hardware; not all work-groups are processing at the same time. This asynchronism forced us to calculate the vector norm in software.
To calculate the vector norm, the programmer must enqueue a read from the result buffer and execute it on the host. Another possible solution is to have a specific kernel to calculate it, but this would require two kernel enqueues. For a huge vector, this is not a problem, since the execution time is higher than API delay time, which it is not our case. Jacobi method in Hardware and norm in software take turns until result converges to the desired solution with minor or no error.
B. Jacobi Multi-threaded Sparse
During the first approach, we realized that much of the execution time was in I/O. For each iteration we send an enormous amount of zeros, to improve the I/O time we changed the matrix representation from dense to CSR [32] .
According to [17] , around 10% of the matrix elements are non-zeros (NNZ). By analyzing the NNZ of matrices, we noticed that this number ranges from 8% up to 25%. Allocating and freeing device buffer during runtime is expensive; we must choose a fixed size. At this point, we reached a trade-off: a small NNZ is risky, and a big NNZ sends additional data to the device. We chose the later by defining the buffer size according to the Equation 1 .
where: N = Number of rows M = Number of columns. Figure 5 is similar to Figure 4 , but now we avoid additional calculation by using CSR format. In this version, we still must perform vector norm computation on the host. The main difference in this architecture is the internal loop (A); we only read the NNZ values from the i th row. In loads we use CSR representation, note that we use lower case for all the loads, this is because CSR representation uses three vectors. Since each line has its NNZ size, we defined each group to have one work item to process each line.
Choosing NNZ size according to Equation 1 does not improve I/O, but it avoids filling the pipeline with zeros. This new architecture in

C. Jacobi Single-threaded Sparse
According to [33] , sharing fine-grained data is not suitable for data parallel programming model. In these cases, using a single thread kernel can offer a higher throughput.
In the two previous architectures we could not compute vector norm, due to the restriction of different memory space for each work group; and consequently, we were not able to share memory.
In a single thread; we can compute vector norm, because it this case OpenCL works as a C to Hardware. For using single thread kernel, we must set reqd work group size (1,1,1) and not use get global id.
Regarding loop pipelining, single kernel executes multiple rows in flight. Not all loops are capable of pipelining; the outermost loop (A), responsible for controlling the iterations of the algorithm, is an example. Convergence is the stopping criteria of algorithm since this is not a fixed number, each matrix requires different number of iterations. In this manner, the compiler cannot infer a pipeline for multiple iterations in flight.
CSR format adds a complex loop exit condition in the pipeline (B) since each row has different NNZ; Note the red border square (D), it means that it is necessary two loads. Another problem is the loop-carried dependency on the sum accumulator. Such condition, multiple loads, and loop-carried dependency degrade loop pipeline performance because subsequent iterations cannot launch until the previous one completes. So for Jacobi Single Sparse, the dot product is the bottleneck.
During vector norm calculation (C) we also have a loopcarried dependency on the accumulator, but now there is a well-formed loop. That is, the loop is always the same independent of iteration. Such loop allows us to remove it by inferring shift registers. So the vector norm calculation becomes parallel. In Figure 6 , we show the pipelines for Jacobi Single Sparse.
D. Interoperability Hardware-Fortran
Sometimes it is necessary to mix different languages for a single executable; this usually happens when the programmer couples a library to its program. BRAMS coupled sparse1.3a, a C library with Fortran-ready interface. So no extra effort was necessary to adapt the C library.
In our work, we used this C-Fortran compatibility to couple our hardware to BRAMS. We developed our hardware in OpenCL, a C/C++ framework. Although we have extra features through the OpenCL API, basically we are still working with C. We developed an interface that allowed Fortran to access specific functions from C, see Figure 7 .
By using this approach, we only replaced the previous function to call our hardware. The C file is in the host processor; in the first two versions, we performed vector norm in the host, so each iteration of Jacobi required communication with the host. We set 300 as a maximum number of iterations.
The second architecture of Jacobi demanded a few modifications to the host code. We added a C algorithm for converting from dense to CSR representation, and we called dnscsrc c; this function relies on Sparsekit 9 dnscsr algorithm. This algorithm runs for each matrix of the chemical reactivity.
Regarding the last version with a single thread, the complex hardware architecture allowed us to improve host code, because we do not have to keep track of convergence. It also improved I/O exponentially, now we send/receive data only once.
We also performed two optimizations in I/O. First, we changed the buffer allocations; we noticed that we could boost performance by using pinned memory. This kind of memory resides in a non-pageable space, by using such allocation we avoid one extra copy from pageable memory to non-pageable.
In the second modification, we implemented a double buffering scheme. This method hides I/O latency, while the pipeline is processing one matrix, another one is being transferred from the host to FPGA. Double buffering is kernel independent, i.e. the programmer order the enqueues to overlap communication and computation. Since Intel FPGA SDK does not implement out-of-order queues, we had to use two queues for using double buffering.
E. Motivation for Using FPGA
The development of an accelerator is usually in GPU or FPGA. GPUs evolved to powerful floating-point processing platforms in the last few years; they are also known as GP-GPU. FPGAs otherwise, were fundamentally for fixed digital signal processing (DSP). FPGAs, with the present technology, can offer competing levels of floating-point processing [34] .
Usually, there is little incentive to use GPUs for small data size. In contrast, FPGAs can work reasonably well under small data size [34] . FPGAs flexibility allows the designer to explore code specificity, and adapt it to the problem. Arithmetic types are also better explored in FPGAs. Energy consumption is another fact that makes them competitive regarding GPUs. Several scientific studies reinforce the energy efficiency of the FPGAs. [35] and [36] use OpenCL to program GPP, GPU, and FPGA and conclude that FPGA is the most energy efficient.
VI. RESULTS
BRAMS works with double precision, so it was clear that our hardware should be accurate. Changing from a direct method to an iterative one can result in less precise data. Besides, we had a different architecture for calculating the linear system. Considering theses characteristics, we wanted to make sure that we were very close to the exact solution.
We measured the error in the Rosenbrock Method, this method computes a linear system, whose solution depends on Jacobi Method, and updates vector b for the next stage. After the fourth stage, the algorithm computes the error and rounding of the block. If rounding is over the tolerance, Rosenbrock updates each matrix A of the block. In this manner, a new set of linear systems is available for each Rosenbrock stage.
Computing a 24-hour weather forecasting is not possible with the first two architectures due to time limitation. According to our extrapolation, it would be necessary more than 44 days to process this resolution. So we measured just the first block of error of the Rosenbrock Method; we compare the result with the first block of error in software using Sparse1.3a. We obtained a satisfactory error of 1.241e − 19. Table I shows the average error for each architecture.
Currently, BRAMS execution is entirely in Software with MPI parallelism. In our first architecture, we wanted to add two other levels of parallelism: computer unit and pipeline. We found a similar approach for GPU in [37] , where several processes share a single GPU. In [38] each process has its OpenCL device (GPU). [39] discusses the possible idea of a single FPGA with multiple processors, although it does not show any working functional solution for the described approach.
Although [39] shows the idea of a single FPGA with multiple processes using OpenCL, in our experiments, it was not possible to implement the approach presented in [39] by using Altera OpenCL. Since the fine-grained scheduling available in GPU is not present on the FPGA circuit generated by Intel OpenCL SDK, i.e. two processes cannot share the FPGA circuit [40] . In this manner, each process must have its FPGA, in the future we intend to implement this approach in HARP2 [41] .
Regarding the architectures, the second one (Figure 4) has the worst time execution. Because for each iteration it was sent all the data from CPU to FPGA, our architecture requires this strong communication because we perform vector norm in the host, see II that presents the communication and execution time separately. For the first matrix of Rosenbrock Method, it was necessary around 33000us for calculating the linear system. For each iteration it was necessary 295 transfers, considering data aligned to 64 bytes. For our tests, we have around 132 million matrices of 47 × 47 (due to the chemical species of RELACS TUV), i.e. 36 billion transfers for a 24-hour weather forecasting.
As we did not reach the desired performance in the second Architecture, we implemented the third Architecture (see Figure 6 ). Different from the previous Architectures, we implemented the convergence test in hardware, which allowed us to perform Jacobi calculation entirely in hardware.
This new architecture improved performance in 1.5 times regarding the second Architecture. The fact of Jacobi is 100% in hardware reduced I/O (CPU-FPGA, see Table II ), which in turn reduced time execution from 33000us (Architectures 1 and 2) to 22000us (Architecture 3).
Even with 1.5× faster execution, we still noticed that our application was I/O bound. We decided to use zero-copy to avoid one extra copy from pageable to non-pageable memory. As a result of this approach, we had an improvement of 21 times. Now we have 1013us of execution time for the first matrix of Rosenbrock Method (communication included); this number varies for each matrix, in the best case it showed ∼ 300us of execution time. We tried to use double-buffering, but according to our tests, sharing the FPGA is not possible (we had a similar problem when we decided to share between two processes). Table I presents the data regarding the architectures of this work. Although Architecture 2 is slower than Architecture 1, and more energy consuming; we used the knowledge from this architecture to build the third version, which from our tests showed the best results. Table II presents the time needed to execute the first matrix of Rosenbrock Method, we also present the communication time needed; this table do not represent the average execution time for all the matrices from BRAMS, otherwise the execution time would be higher. 1  11686us  9153us  7806us  28645us  2  17597us  7846us  7863us  33306us  3  92us  912us  9us  1013us VII. CONCLUSION BRAMS is a legacy application. Porting this application to communicate with FPGA is not a meaningless activity. In this work, we coupled an FPGA circuit to calculate Jacobi method and provide it as an open source code. Our solution also provides accurate solutions compared to the CPU.
By using Intel OpenCL for FPGA, we could implement 100% of Jacobi algorithm in pipeline parallelism. Designing an FPGA circuit with OpenCL provides a fast learning curve since it is like a C to Hardware when programming with a single thread. Although OpenCL is more programmerfriendly than HDL, our measurements concluded that OpenCL increases in 16% of hardware space, this is 1.8 million gates. In total, our project needed 3.8 millions of gates, this is expensive for this project.
Although, we could not improve BRAMS codesign with double-buffering. We concluded that Jacobi iterative method is not suitable for BRAMS, convergence time is still a problem even in its parallel version.
Lastly, we conclude it is possible to use FPGA with legacy codes for high-performance applications. However, improving performance demands a great effort of analysis and optimization; which it is very costly regarding development and programming effort even with a high-level system design language.
As future work, we intend to implement other fragments of the chemical module in the HARP2. This new technology will allow us to execute BRAMS (CPU-FPGA) with more than one MPI process. We also intend to implement Jacobi in HDL; in this manner, we can measure more accurately the overhead from OpenCL.
