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1. Introduction 
The fuzzy systems and control are regarded as the most widely used application of fuzzy 
logic systems in recent years (Jang, 1993; John & Coupland, 2007; Lin & Lee, 1006; Mendel, 
2001; Wang, 1994). The structure of traditional fuzzy system models that is characterized by 
using type 1 fuzzy sets, which are defined on a universe of discourse, map an element of the 
universe of discourse onto a precise number in the unit interval [0, 1]. The concept of type-2 
fuzzy sets was initially proposed by Zadeh as an extension of typical fuzzy sets (called type- 
1) (Zadeh, 1975). Mendel and Karnik developed a complete theory of interval type-2 fuzzy 
logic systems (iT2FLSs) (Karnik et al, 1999; Liang & Mendel, 2000; Mendel, 2001). Recently, 
T2FLSs have attracted more attention in many literatures and special issue of IEEE 
Transactions on Fuzzy systems (Baldwin & Karake, 2003; John & Coupland, 2007; Lee & Lin, 
2005; Liang & Mendel, 2000; Mendel, 2001, Hagras, 2007; Ozen & Garibaldi, 2004; Pan et al, 
2007; Wang et al, 2004). 
T2FLSs are more complex than type-1 ones, the major difference being the present of type- is 
their antecedent and consequent sets. T2FLSs result better performance than type-1 Fuzzy 
Logic Systems (T1FLSs) on the applications of function approximation, modeling, and 
control. In addition, neural networks have found numerous practical applications, especially 
in the areas of prediction, classification, and control (Lee & Teng, 2000; Lin & Lee, 1996; 
Narendra & Parthasarathy, 1990). The main aspect of neural networks lies in the connection 
weights which are obtained by training process. Based on the advantages of T2FLSs and 
neural networks, the type-2 neural fuzzy systems are presented to handle the system 
uncertainty and reduce the rule number and computation (Castillo & Melin, 2004; Lee & Lin, 
2005; Mendel, 2001; Pan et al, 2007; Wang et al, 2004). Besides, recurrent neural network has 
the advantages of store past information and speed up convergence (Lee & Teng, 2000). 
The design of a fuzzy partition and rules engine normally affects system performance. To 
simplify the design procedure, we usually use the symmetric and fixed membership 
functions (MFs), such as Gaussian, triangular. However, a large rule number should be used 
to achieve the specified approximation accuracy (or result larger approximated error) (Lee & 
Teng, 2001; Lotfi & Tsoi, 1996). Several approaches have been introduced to optimize fuzzy 
MFs and choose an efficient scheme for structure and parameter learning. Nevertheless, 
asymmetric fuzzy MFs (AFMFs) has been discussed and analyzed for this problem (Baldwin O
pe
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& Karake, 2003; Kim et al, 2003; Lee & Teng, 2001; Li et al, 2005; Lin & Ho, 2005; Ozen & 
Garibaldi, 2004; Pan et al, 2007). The results showed that using AFMFs can improve the 
approximation capability. According to the results above, our purpose is to introduce a 
recurrent interval type-2 fuzzy neural network with asymmetric membership functions 
(RiT2FNN-A). The asymmetric Gaussian function is a new type of membership function due 
to excellent approximation results. It also provides a fuzzy-neural network with higher 
flexibility to easily approach the optimum result more accurately. Literature (Lee & Pan, 
2007; Pan et al, 2007) proposed that a T2FNN with AFMFs (T2FNN-A) can improve the 
system performance and obtain better approach ability. However, the structure of network 
was a static model. In this article, we proposed a combining interval type-2 fuzzy 
asymmetric membership functions with recurrent neural network system, called 
RiT2FNNA. The proposed RiT2FNN-A is a modified version of the T2FNN (Lee & Lin, 2005; 
Lee et al, 2003; Lee & Pan, 2007; Pan et al, 2007; Wang et al, 2004), which provides memory 
elements to capture system dynamic information (Lee & Teng, 2000). The RiT2FNN-A 
system capability for temporarily storing information allowed us to extend the application 
domain to include temporal problem. Simulations are shown to illustrate the effectiveness of 
the RiT2FNN-A system. 
This article is organized as follows. Section 2 introduces the interval type-2 fuzzy neural 
systems and construction of interval type-2 AFMFs. The proposed RiT2FNN-A system is 
described in Section 3. Simulation results about handling nonlinear system identification is 
done and introduced in Section 4. Finally, conclusion is given. 
 
 
Figure1, Diagram of MISO T2FNN system with M fuzzy rules (Lee & Lin, 2005). 
2. Interval type-2 fuzzy neural systems 
The concept of type-2 fuzzy set was initially proposed as an extension of ordinary one 
(called type-1) by Zadeh (Zadeh 1975). In recent years, Mendel and Karnik have developed a 
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complete theory of T2FLSs (John & Coupland, 2007; Karnik et al, 1999; Lee & Lin, 2005; 
Mendel, 2001). These systems are as an extension of general FLSs (called type-1) which is 
characterized by IF-THEN rules (Lin & Lee, 1996). The computation of iT2FLSs is more 
complex than the T1FLSs because of the antecedent and consequent type-2 fuzzy sets (John 
& Coupland, 2007; Karnik et al, 1999; Mendel, 2001). In our previous results, we successfully 
constructed the T2FNN to identify the nonlinear system (Lee & Lin, 2005; Lee et al, 2003; Lee 
& Pan, 2007). They perform as well as the general T1FNNs, even better. In this section, we 
first introduce the interval type-2 fuzzy neural network (iT2FNN) systems, a type of fuzzy 
inference system in neural network structures, followed by the construction of interval type- 
2 AFMFs (iT2AFMFs) which is used to develop the recurrent interval type-2 fuzzy neural 
network (RiT2FNN). 
 
 
Figure 2. Symmetric interval type-2 fuzzy MFs: (a) Gaussian MF with uncertain mean and 
(b) Gaussian MF with uncertain variance. 
2.1 Interval type-2 fuzzy neural network systems 
In general, given an system input data set xi , i=1, 2, …, n, and the desired output yp , p=1, 2, 
…, m, the jth type-2 fuzzy rule has the form 
 
(1) 
where j is the number of rules, j
i
G#  represents the linguistic term of the antecedent part, j
p
#w  
represents the real number of the consequent part; n and m are the numbers of the input and 
output dimensions, respectively. Based on the iT2FLSs, the construction of multi-
inputsingle- output (MISO) type of the iT2FNN system is shown in Fig. 1 (Lee & Lin, 2005). 
Obviously, it is a static model and the structure uses interval type-2 fuzzy sets ( G# and #w ). 
Figure 2 shows a commonly used two-dimensional interval type-2 Gaussian MF. Figure 2(a) 
is an interval type-2 Gaussian MF with an interval mean in [m1,m2 ] and fixed variance σ, 
and Fig. 2(b) is an interval type-2 Gaussian MF with an interval variance in [σ1, σ2] and fixed 
mean m. 
It can be found that the iT2FNN uses the interval type-2 fuzzy sets and it implements the 
FLS in a four layer neural network structure. Layer-1 nodes are input nodes representing 
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input linguistic variables, and layer-4 nodes are output nodes. The nodes in layer 2 are term 
nodes that act as T2MFs. All of the layer-3 nodes together formulate a fuzzy rule basis, and 
the links between layers 3 and 4 function as a connectionist inference engine. Herein, we 
introduce the iT2FNN system. 
Layer 1: Input Layer 
For the ith node of layer 1, the net input and the net output are represented as: 
 (2) 
where (1)
i
x represents the ith input to the ith node of layer 1. The subscript i denotes the ith 
input and the super-script (1) denotes the first layer. 
Layer 2: Membership Layer 
In this layer, each node performs a type-2 membership function (T2MF). Two kinds of T2MF 
are introduced (Liang & Mendel, 2000; Mendel, 2001). For case 1- Gaussian MFs with 
uncertain mean, shown in Fig. 2(a), we have 
 
(3) 
Case 2- Gaussian MFs with uncertain variance, shown in Fig. 2(b), we have 
 
(4) 
where mij and σ ij represent the center (or mean) and the width (or variance), respectively 
The subscript ij indicates the jth term of the ith input 
(1)
i
O , where j=1, …, M, and the 
superscript (2) means the secondary layer. Therefore, the output (2)
ij
O  is represented as 
[ (2)
ij
O
(2)
ij
O ]. 
Layer 3: Rule Layer 
In this layer, the operation is chosen as simple PRODUCT operation, i.e., 
 
(5) 
where the weights (3)
ij
w are assumed to be unity, and the subscript j indicates the jth rule, j = 
1,…,M, and the super-script (3) means the third layer. Thus, the output (3)
ij
O is represented as  
 
Layer 4: Output Layer 
Links in this layer are used to implement the consequence matching, type-reduction and 
defuzzification (Lee & Lin, 2005; Mendel, 2001). Thus, 
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(6) 
where 
 
(7) 
 
(8) 
and 
 
In order to get (4)
L
O and (4)
R
O , we first need to find coefficients R and L. Without loss of 
generality, we assume that the pre-computed (4)
j
w and (4)
j
w are arranged in ascending order, 
i.e., and  (Mendel, 2001). Then, 
       
Subsequently, the computation of (4)
L
O is similar to the above procedure. 
       
This five-step iterative procedure is called the Karnik-Mendel procedure (Liang & Mendel, 
2000; Mendel, 2001).Thus, the input/output representation of iT2FNN system with 
uncertain mean is 
 
(9) 
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Similarly, the iT2FNN using T2MFs with uncertain variance can be simplified as (Lee & Lin, 
2005) 
 
(10) 
 
 
  (a)       (b) 
 
(c) 
Figure 3. Construction of a type-2 AFMF: (a) upper MF (solid line), (b) lower MF (solid line), 
and (c) constructed iT2AFMF. 
2.2 Construction of interval type-2 asymmetric fuzzy membership functions 
The interval T2MFs of the precondition part discussed in this article are of asymmetric type, 
iT2AFMFs, as described below (see Fig. 3). Each MF is replaced by an asymmetric one 
constructed from parts of four Gaussian functions; that is, each upper and lower MF is 
constructed by two Gaussian MFs and one segment. Here we use the superscripts (l) and (r) 
to denote the left and right curves of a Gaussian MF. The parameters of lower and upper 
MFs are denoted by an underline (_) and bar ( ¯ ), respectively. Thus, the upper MF is 
constructed as 
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(11) 
where ( )lm  and ( )rm denote the means of two Gaussian MFs satisfying ( )lm ≤ ( )rm , and 
( )lσ and ( )rσ denotes the deviation (i.e., width) of two Gaussian MFs. Figure 3(a) shows the 
upper iT2AFMF constructed using ( )lm , ( )rm , ( )lσ , and ( )rσ . Similarly, the lower 
asymmetric MF is defined as 
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(12) 
where ( )lm ≤ ( )rm and 0.5 ≤ r ≤ 1 . The corresponding widths of the MFs are ( )lσ and ( )rσ . To 
avoid unreasonable MFs, the following constrains are added: 
 
(13) 
Figure 3(b) sketches the lower type-2 AFMF. The corresponding constructed iT2AFMF is 
shown in Fig. 3(c). This introduces the properties of uncertain mean and variance (Karnik et 
al, 1999). Additionally, we can construct other iT2AFMFs by tuning the parameters. The 
corresponding tuning algorithm is derived to improve system accuracy and approximation 
ability. 
3. RiT2FNN-A system and learning 
3.1 Network structure of RiT2FNN-A system 
In this section, the structure of RiT2FNN-A system is introduced. The MISO case I 
considered here for convenience. The proposed RiT2FNN-A is modified and extended from 
previous results of literature (Juang, 2002; Karnik et al, 1999; Lee & Lin, 2005; Lee & Pan, 
2007; Lin & Ho, 2005). It uses the interval asymmetric type-2 fuzzy sets and it implements 
the FLS in a five-layer neural network structure which contains four-layer forward network 
and a feedback layer. Layer-1 nodes are input nodes representing input linguistic variables, 
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and layer-4 nodes are output nodes representing output linguistic variables. The nodes in 
layer 2 are term nodes that act as MFs, where each membership node is responsible for 
mapping an input linguistic variable into a corresponding linguistic value for that variable. 
All of the layer-3 nodes together formulate a fuzzy rule basis, and the links between layers 3 
and 4 function as a connectionist inference engine. The rule nodes reside in layer 3, and 
layer 5 is the recurrent part in type-2 fuzzy sets. 
In general, given system input data xi , i = 1, 2,…, n, the internal variables g j , j = 1, 2,…, M, 
and the desired output y p , p = 1, 2,…, m, the jth type-2 fuzzy rule for RiT2FNN-A has the 
form: 
 
(14) 
where G#  represents the linguistic term of the antecedent part, w# and a#  represents the 
interval real number of the consequent part; and M is the total rule number. Here the fuzzy 
MFs of the antecedent part G# are of iT2AFMFs, which represent the different from typical 
Gaussian MFs. The diagram of RiT2FNN-A is shown in Fig. 4. Below we indicate the signal 
propagation and the operation functions of the nodes in each layer. In the following 
description, ( )l
i
O denotes the ith output of a node in the lth layer. 
 
 
Fig. 4. Diagram of the proposed RiT2FNN-A system. 
Layer 1: Input Layer 
For the ith node of layer 1, the net input and output are represented as 
 (15) 
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where (1)
i
x represents the ith input to the jth node. Obviously, the nodes in this layer only 
transmit input values to the next layer directly. 
Layer 2: Membership Layer 
In layer 2, each node performs an iT2AFMF introduced by (11)–(13) (shown in Fig. 3). The 
following simplified notation is adopted 
)(~ )1(~
)2(
iGij
OO j
i
μ=  (16) 
It is clear that there are two parts in this layer, regular nodes and feedback nodes. Their 
input are (1)
j
O and g j (k). Therefore, for network input x i , the output is 
 
(17) 
For internal or feedback variable g j , 
 
(18) 
where the subscript ij indicates the jth term of the ith input (1)
i
O . The superscript F indicates 
the feedback layer. 
Layer 3: Rule Layer 
The links in layer 3 are used to implement the antecedent matching, and these are equal to 
the work in the rule layer. Using the product t-norm, the firing strength associated with the 
jth rule is 
1
1
( ) ( ) ( )
j j jF
n j
j
nG G G
f x xμ μ μ= ∗ ∗ ∗ ⋅# # #A  (19) 
1
1
( ) ( ) ( )
j j jF
n j
j
n
G G G
f x xμ μ μ= ∗ ∗ ∗ ⋅
# # #
A  (20) 
where μ (⋅) and μ (⋅) are the lower and upper membership grades of G# (⋅), respectively. 
Therefore, a simple product operation is used. Then, for the jth input rule node: 
 
(21) 
where weights (3)
ij
w are assumed to be unity and 
 
(22) 
Layer 4: Output Layer 
Without loss of generality, the consequent part of the iT2FLS is  
The vector notations and are used for clarity. The 
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remaining works are type reduction and defuzzification. For type reduction, we should 
calculate the lower and upper bounds [ yl, yr] (Karnik et al, 1999; Mendel, 2001). Modifying 
from the Karnik-Mendel procedure (Karnik et al, 1999; Mendel, 2001), let 
 
(23) 
Note that the normalization (
1
M
ii
f=∑ ) is removed here to simplify the type reduction 
procedure, computation, and the derivation of the learning algorithm by the gradient 
method. We denote the maximum and minimum of  
1
M
i ii
f w=∑  as (4)O and (4)O , 
 
(24) 
 
(25) 
where 
 
(26) 
 
(27) 
It is obvious that R and L should be calculated first. The weights are arranged in order as 
and . According to the Karnik-Mendel procedure (Karnik et 
al, 1999; Liang & Mendel, 2000; Mendel, 2001), L and R are 
 
(28) 
According to the above introduction, only the minimum of (4)O and the maximum of 
(4)
O should be calculated; which therefore simplifies the type-reduction computation. 
Finally, the crisp output is 
 
(29) 
Layer 5: Feedback Layer 
This layer contains the context nodes, which is used to produce the internal variable (5)
j
O . 
Each rule is associated with a particular internal variable. Hence, the number of the context 
nodes is equal to the number of rules. The same operations (type-reduction and 
defuzzifcation) as layer 4 are performed here. 
 
(30) 
www.intechopen.com
Recurrent Interval Type-2 Fuzzy Neural Network Using Asymmetric Membership Functions 
 
137 
 
(31) 
 
(32) 
 
(33) 
 
(34) 
Note that the delayed value of g j is fed into layer 2, and it acts as an input variable to the 
precondition part of a rule. Each fuzzy rule has the corresponding internal variable g j which 
is used to decide the influence degree of temporal history to the current rule. 
3.2 Learning algorithm for RiT2FNN-A 
The gradient descent method is adopted to derive learning algorithm of the RiT2FNN-A 
system. For clarification, we consider the single-output system and define the error cost 
function as 
 
(35) 
where yd is the desired output and yˆ  is the RiT2FNN-A’s output. Using the gradient 
descent algorithm, the parameters updated law is 
 
(36) 
in which η is the learning rate ( 0 <η ≤ 1 ). are the 
adjustable parameters, where W w is consequent weights, W and WF are parameters of lower 
MFs, W  and W F are upper MFs parameters, W a is parameter in feedback layer, and r and 
 r F are the column vectors, i.e., 
 (37) 
 
(38) 
 
(39) 
 (40) 
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(41) 
 (42) 
Considering the term of ∂E(k)/∂W(k) , we have 
 
(43) 
Thus, (36) can be rewritten as 
 
(44) 
where e(k) = yd (k) - yˆ (k). The remaining work involves finding the corresponding partial 
derivatives with respect to each parameter. 
Observing equation (24) and if j≤L, only the term of should be considered, and 
only consider  if j>L. Moreover, we consider  if j≤R in (25), as well 
as where j>R. Thus, we should notice the values of j, R, and L in deriving the 
update laws. 
In order to avoid the unnecessary tuning, we must also consider the firing regions of MFs 
for input variable xi. For example, considering an upper MF as shown in Fig. 5, region  
(I)- xi ≤  , only  and are updated; region (II)- ≤ xi , only  and must be 
updated as well. Finally, region (III)- < xi <  , nothing should be done. Therefore, we 
can tune one side of MF for each training pattern. The results of lower MFs are the same as 
above discussion. Besides, parameter r must be updated for all three regions. Owing the 
recurrent property, the real time recurrent learning algorithm (RTRL) is used. 
 
 
Fig. 5. Definitions of firing regions of input variable xi (upper MF). 
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By the gradient method, we derive the parameters update laws. Consider equations (24), 
(25), and (29), the output of RiT2FNN-A is rewritten as 
 
(45) 
From equations (36) and (44), our major work is to find the partial derivation of RiT2FNN-A 
with respect to each parameter which can be obtained using the chain rule. We will show 
the update rule of Ww and W only. Other parameter’s updated rule can be derived the same 
way and are omitted. 
-Parameters Ww 
 
(46) 
where f L j , and f R j , are introduced previously in (26) and (27), and ηw is the corresponding 
learning rate. 
-Parameters W  
Region (I): xi ≤  
 
(47) 
where η  denotes the corresponding learning rate, 
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Region (II):  
 
(48) 
where 
 
 
 
 
Region (III):  
 
(49) 
Note that are recurrent factors and equal to zero initially and are 
reset to zero after a period of time. is the recurrent weighting factor. 
By using the Lyapunov stability approach, we have the following convergence theorem. 
Theorem 1: Let   be the learning rates of the tuning parameters for RiT2FNNA 
The asymptotic convergence of RiT2FNN-A is guaranteed if proper learning rates 
 are chosen satisfying the following condition 
 
(50) 
where 
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Proof: 
First, we define the Lyapunov function as follows: 
 
(51) 
where yˆ (k) is RIT2FNN-A’s system output, yd(k) is desired output and e(k) denotes the 
approximated error. Thus, the change of V(k) is 
 
(52) 
The error difference due to the learning can be represented by 
 
(53) 
where
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Therefore, the change in the Lyapunov function is 
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(54) 
where 
 
 
Let                    
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The convergence of RiT2FNN-A is guaranteed if ΔV (k) < 0 , i.e., λ > 0 , and 
 
This completes the proof. 
 
 
Fig. 7. Series-parallel identification scheme using RiT2FNN-A. 
 
(a) 
 
(b) 
Fig. 8. Phase plane plot of chaotic system; (a) the chaotic system, (b) identification result of 
RiT2FNN-A. 
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4. System identification using RiT2FNN-A system 
Consider the following non-linear system 
 (55) 
where u and yd are systematic input and output; function f(.) is the unknown function which 
is approximated by the RiT2FNN-A. And then m and n are all positive integer number. 
Here, the series-parallel training scheme is adopted, as shown in Fig. 7. The approximated 
error is defined as follows 
 (56) 
where yˆ (k) denotes the RiT2FNN-A’s output. Clearly, the inputs of RiT2FNN-A are contro 
input u and system past input yd(k-1). If a static network system (or feed-forward neural 
network) is used, such as, neural network, fuzzy neural network, T2FNN, T2FNN-A, the 
input number of n+m should be used. This is due to the dynamic property (feedback layer) 
of RiT2FNN-A system. 
In general, the following Training-Mean-Square-Error (TMSE) is adopted to be the 
performance index. 
 
(57) 
where N is the number of training pattern. 
In this article, the following nonlinear chaotic system is considered 
 (58) 
where P=1.4 and Q=0.3. 
The feed-forward type-2 fuzzy neural network- T2FNN and T2FNN-A, are used to have 
comparisons in nonlinear system identification for illustrating the performance of 
RiT2FNNA. It is clear that the feed-forward T2FNN with three input nodes for feeding 
appropriate past values of yd and u were used. In this article, only two values, yd(k-1) and 
u(k), are fed into the RiT2FNN-A to predict the system output. In training the RiT2FNN-A, 
we first randomly choose the training data (1000 pairs) from system over the interval  
[-1.5 1.5]. Then, the RiT2FNN-A is used to approximate the chaotic system. In this 
simulation, we use 3 rules to construct the RiT2FNN-A. Learning rate is selected as 0.1. 
The simulation results are described in Figs. 8 and 9. Figure 8(a) shows the phase plane of 
this chaotic system, whereas Fig. 8(b) shows the result of RiT2FNN-A system after training 
(10 epochs). The initial point is [yd(1), yd(0)]T=[0.4, 0.4]T and the TMSE is 0.00019886, which 
is less than the results of T2FNN-A and T2FNN (as shown in Fig. 9). The initial interval 
T2MFs for input and internal variables x and g are empirically designed as Figs. 10(a) and 
10(b), respectively. After training, the final iT2AFMFs are shown in Figs. 10(c) and 10(d). 
Obviously, the iT2AFMFs are obtained for better performance. 
In order to make sure RiT2FNN-A system to be stable in training, we need to check the 
condition (50). Figure 11 shows the values of  
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which were introduced previously in (50), the stable condition hold if β<2. Obviously, 
condition (50) holds in training epochs. 
 
 
Fig. 9. Simulation results of system identification; (a) system output, (b) learning curves of 
the T2FNN (dotted-line), T2FNN-A (dashed-line) and RiT2FNN-A (solid-line). 
 
(a) 
 
(b) 
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(c) 
 
(d) 
Fig. 10. Membership functions; (a) initial MFs for x1, (b) initial MFs for g1, g2, and g3, (c) MFs 
for x1 after training, and (d) MFs for g1, g2, and g3 after training. 
 
Fig. 11. Condition checking of (50). 
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This simulation demonstrates that the RiT2FNN-A has the smaller network structure for 
identification. In addition, we observe that the identification error of the RiT2FNN-A is less 
than that of T2FNN-A for each epoch. 
 
 
Table 1. Comparison results of network structure, rule number, parameter number, and 
TMSE. 
Table 1 shows the comparison results of network structure, rule number, parameter number, 
and TMSE. Obviously, the asymmetric MFs improve the approximation accuracy of the 
iT2FLSs. On the other hand, for a given approximation accuracy, RiT2FNN-A can achieve 
by using less fuzzy rules and tuning parameters with simplified structure. 
5. Conclusion 
This article has introduced a novel recurrent interval type-2 fuzzy neural network with 
asymmetric membership functions, which utilizes Lyapunov stability theorem to prove the 
stability of the system. The novel RiT2FNN-A use the interval asymmetric type-2 fuzzy sets 
implements the FLS in a five-layer neural network structure which contains four layer 
forward network and a feedback layer. According to the Lyapunov theorem and gradient 
descent method, the convergence of RiT2FNN-A is guaranteed and the corresponding 
learning algorithm is derived. Moreover, the RIT2FNN-A capability to temporarily store 
information allowed us to extend the application domain to include temporal problem. In 
application, We have found that the proposed RiT2FNN-A can use a smaller network 
structure and a small number of tuning parameters than the feed-forward fuzzy neural 
networks to obtain similar or better performance. It can successfully also approximate to a 
dynamic system mapping as accurately as desired. 
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