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Abstract
Energy efficiency is a critical issue for wireless devices operated under stringent power constraint (e.g.,
battery). Following prior works, we measure the energy cost of a device by its transceiver usage, and
define the energy complexity of an algorithm as the maximum number of time slots a device transmits or
listens, over all devices. In a recent paper of Chang et al. (PODC 2018), it was shown that broadcasting
in a multi-hop network of unknown topology can be done in poly log n energy. In this paper, we continue
this line of research, and investigate the energy complexity of other fundamental graph problems in
multi-hop networks. Our results are summarized as follows.
Breadth-first search. To avoid spending Ω(D) energy, the broadcasting protocols of Chang et al.
(PODC 2018) do not send the message along a BFS tree, and it is open whether BFS could be
computed in o(D) energy, for sufficiently large D. In this paper we devise an algorithm that uses
O˜(
√
n) energy.1
Diameter. We show that the framework of the Ω˜(n) round lower bound proof for computing diameter in
CONGEST of Abboud et al. (DISC 2017) can be adapted to give an Ω˜(n) energy lower bound in the
wireless network model (with no message size and runtime constraint), and this lower bound applies
to O(log n)-arboricity graphs. From the upper bound side, we show that the energy complexity of
O˜(
√
n) can be attained for bounded-genus graphs (which includes planar graphs).
Minimum Cut. Our upper bound for computing diameter can be extended to other graph problems.
We show that exact global minimum cut or approximate s–t minimum cut can be computed in
O˜(
√
n) energy for bounded-genus graphs. In contrast, there are Ω(n) energy lower bounds for
computing the exact value of (i) a s–t minimum cut (for planar graphs), and (ii) a global minimum
cut (for unit disc graphs).
∗Supported by NSF grants CCF-1514383 and CCF-1637546. E-mail: cyijun@umich.edu
1The notation O˜(·) suppresses any poly log n factor.
1 Introduction
In many wireless networks (e.g., sensor networks), devices are operated under a limited power constraint
(e.g., capacity of the battery). To maximize the lifetime of a network, it is important that the devices operate
in an energy efficient manner. For small devices, the majority of energy is often spent on radio transceiver
usage (sending and receiving packets), and not on computation. Rather than assigning a different energy
cost per each mode of operation, we simply assume that a device spends one unit of energy when it sends a
message or listens to the channel. This is a common assumption; see, e.g., [8, 19, 20, 22, 21].
Wireless Network Models. A network is modeled as a connected undirected graph G = (V,E), where
each vertex is a device, and each edge represents a communication link. We assume that the local clock of
each device is synchronized to a global time (e.g., they can use GPS technology). Communication proceeds
in synchronized rounds, and all devices agree on the same starting time. In each round, each device can
listen to the channel, send a message to its neighbors, or be idle. We do not allow a device to simultaneously
send and listen (i.e., we are in the half-duplex model). We assume that there is no message size constraint.
The energy cost of a device is measured by the total number of channel accesses (i.e., the number of rounds
that the device sends or listens). The energy cost of an algorithm is the maximum energy cost of a device,
among all devices.
In one round, if a device v listens to the channel, and exactly one device u in N(v) transmits a message,
then v receives the message sent by u. If the number of transmitting devices in N(v) is not 1, then v receives
a channel feedback which depends on the underlying model.
Without Collision Detection: No-CD. If the number of transmitting devices in N(v) is not 1, then v
receives “silence”.
With Collision Detection: CD. If the number of transmitting devices in N(v) is greater than 1, then v
receives “noise”. If the number of transmitting devices in N(v) is 0, then v receives “silence”.
Each transmitting or idle device does not receive any feedback from the communication channel. In
particular, a transmitting device does not know whether its message is successfully received by its neighbors.
Throughout the paper, unless otherwise stated, we are always in the randomized No-CD model. We
assume that each device has access to an unlimited local random source, but there is no shared randomness
between devices. We do not consider deterministic algorithms in this paper. The maximum allowed failure
probability is, by default, f = 1/poly(n), and the term “with high probability” refers to probability of
1− 1/poly(n). Note that randomized algorithms can generate private random bits to break symmetry, e.g.,
they can assign themselves O(log n)-bit IDs, which are distinct with high probability. Therefore, we may
assume that each device already has a distinct ID of length O(log n).
The graph topology of the underlying network G is initially unknown to all devices; but we assume that
the two parameters n = |V | and ∆ = maxv deg(v) are initially known to everyone.
Whether the assumption that transmitting and listening both cost one unit of energy is valid depends
on the underlying wireless network technology. Note that, in general, there is also a difference between the
energy consumption of receiving packets and that of idle listening (i.e., the transceiver circuits are active,
but no message is received). There are examples of networks where the difference between these costs is
small; see e.g., [31, Table 1].
In real world, a wireless device might be allowed to adjust the power of transmission, which affects the
range that its message can reach. In this paper, we assume that all devices send with a fixed power. This is
not an uncommon assumption; see e.g., [5].
Message-Passing Models. The LOCAL model considers the setting where there is no collision at all, and
each message sent along each edge is successfully transmitted [27, 28]. The CONGEST model is a variant of
the LOCAL model that requires each message to have length at most O(log n).
1.1 Related Works
Energy saving is a critical issue for wireless networks, and there have been a lot of efforts in designing energy
efficient algorithms in networking and systems research. In what follows, we briefly summarize prior works
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in theory research that considered channel accesses as a complexity measure.
Single-hop Networks. First, we consider an important special case where all devices are within a single
hop (i.e., G is a clique), but the number of devices n is unknown. The computation model for single-hop
networks is simpler than that of general mult-hop networks. Variants of the models that are often considered
include: (i) whether or not a device can simultaneously send and listen (i.e., full duplex and half duplex),
(ii) the ability to detect collision (i.e., CD and No-CD), (iii) whether to allow randomness.
There has been a line of research on the energy complexity of fundamental problems such as leader
election (all vertices in the network agree on a leader), and approximate counting (all vertices estimate the
number of vertices within a constant factor) [19, 21, 22, 23, 4, 8]. In the randomized half-duplex model,
both problems have energy complexity Θ(log(log∗ n)) and Θ(log∗ n), in CD and No-CD, respectively, for
poly(n)-time algorithms that succeeds with probability 1− 1/poly(n) [8].
Multi-hop Networks. Chang et al. [7] extended the above single-hop network model to the multi-hop
setting, and they showed that broadcasting can be done in poly logn energy. They presented randomized
algorithms for CD and No-CD using energy O( logn log log∆log log log∆ ) and O(log∆ log
2 n), respectively, but it takes
super-linear time to attain these energy complexities. There is a constant k0 > 0 such that for any k > k0,
if one is allowed to spend O(logk n) energy, then broadcasting can be solved in D1+O(1/k) · O(logk n) time.
They also showed three lower bounds: (i) an Ω(log(D)) lower bound, which applies to even the LOCAL model
on path graphs, (ii) an Ω(log∆ logn) lower bound for randomized No-CD, and (iii) an Ω(logn) lower bound
for randomized CD.
Klonowski and Pajak [25] investigated a variant of the model where only transmitting costs energy, and
they showed that in No-CD, for any 1 ≤ ϕ ≤ O(log n/ log logn), broadcasting can be solved in O((D +
ϕ)n1/ϕϕ) time using O(ϕ) transmission per vertex.
Other than [7, 25], there are a number of works that studied energy efficiency of multi-hop networks from
different perspectives. In wireless networks, the power of a signal received is proportional to O(1/dα), where
d is the distance to the sender, and α is a constant related to environmental factors. Kirousis et al. [24]
studied the optimization problem of assigning transmission ranges of devices subject to some connectivity
and diameter constraints, and the goal is to minimize the total power consumption; see also [32, 9, 2] for
related works.
A major cost of energy loss is due to collision of multiple signals. A number of papers studied the problem
of minimizing the number of rounds or transmissions to realize certain communication task [11, 30, 5]. In
the setting of known network topology, Gsieniec et al. [15] designed a randomized protocol for broadcasting
in O(D + kn1/(k−2) log2 n) rounds such that each device transmits at most k times.
1.2 Our Contribution
As observed in [7], for graphs of bounded degree ∆ = O(1), all graph problems can be solved in O(log n)
energy (we will see this in Section 2). Thus, the main challenge for achieving energy efficiency is to deal
with “vertex congestion” at high degree vertices. If the energy budget is x, then only (at most) x messages
can be transmitted across each vertex v. For comparison, the well-studied distributed CONGEST model only
captures the issue of “edge congestion”. For simpler problems like broadcasting, vertex congestion might not
be a critical issue. For more complicated tasks like computing diameter, it might be necessary to have a
large amount of messages sent across a vertex v to solve the problem. Our results are briefly summarized as
follows.
Breadth-first Search. In the BFS problem, we are given a specific source vertex s, and the goal is to
let each vertex v learn dist(v, s). Note that the broadcasting protocols of Chang et al. [7] do not send the
message along a BFS tree so as to avoid spending Ω(D) energy, and it is open whether BFS can be computed
in o(D) energy, for sufficiently large D. In this paper, we show that there is a randomized algorithm for BFS
in O˜(n1.5) time and O˜(
√
n) energy. For large D, this improves upon the trivial/standard approach (which
constructs the BFS tree along the BFS tree itself) that takes O˜(D) time and energy.
Our BFS algorithm for Theorem 3 is a result of a combination of some communication building blocks
and a known approach in distributed and parallel shortest path algorithms [14, 18, 33, 10]. The algorithm
2
samples O˜(
√
n) distinguished vertices, each of them builds a local BFS tree of depth O˜(
√
n), and the final
BFS tree rooted at s can be constructed by combining the local BFS trees.
Diameter. We show that the framework of the CONGEST Ω˜(n) time lower bound for computing diameter
of Abboud et al. [1] can be adapted to give an Ω˜(n) energy lower bound in the wireless network model,
even allowing unbounded message size and runtime. This lower bound applies to even O(log n)-arboricity
graphs. This adaptation is very specific to this lower bound proof and does not apply to other CONGEST
lower bounds, in general. For instance, the Ω˜(
√
n) lower bounds in [29] do not seem to extend to the energy
complexity in wireless networks (with no message size constraint), and we are not aware of any non-trivial
Ω˜(
√
n) energy lower bound.
Due to the Ω˜(n) energy lower bound for O(logn)-arboricity graphs, in order to design energy efficient
algorithms for computing diameter, we have to consider graph classes that are “more specialized” than low
arboricity graphs. Note that arboricity is a graph parameter that measures the density of the graph. A
graph has arboricity k if its edge set can be partitioned into k forests.
We show that the energy complexity of O˜(
√
n) can be attained for the class of bounded-genus graphs,
which includes planar graphs. Our algorithm is based on a partition of vertices into a high degree part and
a low degree part, and a classification of small degree components into three types. We show that for some
small degree components, we only need to extract a small amount of information in order to compute the
diameter.
Minimum Cut. Our approach for computing diameter in bounded-genus graphs is sufficiently generic that
it can be applied to other graph problems as well. In particular, we show that both exact global minimum
cut and approximate s–t minimum cut can be computed in O˜(
√
n) energy for bounded-genus graphs. In
contrast, there are Ω(n) energy lower bounds for computing the exact value of (i) an s–t minimum cut (for
planar graphs), and (ii) a global minimum cut (for unit disc graphs).
Remark. Our results about bounded-genus graphs also fit into a recent line of research on distributed
computing for planar or near-planar graph classes. Ghaffari and Haeupler [13] showed that minimum span-
ning tree can be computed in O˜(D) time for planar graphs via low-congestion short cuts. This approach
has been extended to any graph class that can be characterized by an exclusion of a set of minors (which
includes bounded-genus graphs) by Haeupler, Li, and Zuzic [16].
2 Basic Building Blocks and a Simple BFS Algorithm
In this section we present the basic tools that we use in our algorithms. Some of them are extensions of the
techniques developed in [7]. Based on these building blocks, we devise a simple BFS algorithm that achieves
O˜(
√
n) energy complexity.
2.1 SR-communication
Let S and R be two not necessarily disjoint vertex sets. The task SR-comm [7] is defined as follows. Each
vertex u ∈ S holds a message mu that it wishes to transmit, and each vertex v ∈ R wants to receive a
message from vertices in N+(v) ∩ S, where N+(v) = N(v) ∪ {v} is the inclusive neighborhood of v. An
algorithm for SR-comm guarantees that for each v ∈ R with N+(v)∩S 6= ∅, the vertex v receives a message
mu from at least one vertex u ∈ N+(v) ∩ S, with high probability. Several variants of SR-comm are defined
as follows.
Finding Minimum: SR-commmin. The message mu sent from each vertex u ∈ S contains a key ku from
the key space [K] = {1, 2, . . . ,K}, and we require that w.h.p., every v ∈ R with N+(v)∩S 6= ∅ receives
a message mu such that ku = minu′∈N+(v)∩S ku′ . We define SR-commmax analogously.
Multiple Messages: SR-commmulti. Each vertex u ∈ S holds a set of messages Mu. For each message
m, all vertices holding m have access to shared random bits (associated with m). We assume that for
each v ∈ R, the number of distinct messages in ⋃u∈N+(v)∩SMu is upper bounded by a number M ,
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which is known to all vertices. We require that each vertex v ∈ R receives all distinct messages in⋃
u∈N+(v)∩SMu w.h.p.
All Messages: SR-commall. Every v ∈ R needs to receive the message mu, for each u ∈ N+(v) ∩ S w.h.p.
We let ∆′ be an upper bound on |S ∩N(v)|, for each v ∈ R. If ∆′ is unknown, then we can set ∆′ = ∆.
Approximate Sum: SR-commapx. The message mu sent from each vertex u ∈ S is an integer within the
range [W ]. Every v ∈ R needs to approximately learn the summation ∑u∈N+(v)∩S mu within an
(1± ǫ)-factor w.h.p.
The following table summarizes the time and energy complexity of our algorithms for these tasks; see
Appendix A for proofs. These algorithms serve as basic communication primitives in subsequent discussion.
Note that we do not optimize some of the complexities.
Task Time Energy
SR-comm O(log∆ logn) O(log∆ logn)
SR-commall O(∆′ logn) O(∆′ logn)
SR-commmulti O(M log∆ log2 n) O(M log∆ log2 n)
SR-commmin O(K log∆ logn) O(logK log∆ logn)
SR-commapx O((1/ǫ6) logW log∆ logn) O((1/ǫ6) logW log∆ logn)
For the special case of S ∩ R = ∅ and |R ∩ N(v)| ≤ 1 for each v ∈ S, the runtime of SR-commmin can be
improved to O(logK log∆ logn).
2.2 Vertex Labeling and Broadcasting
A good labeling is a vertex labeling L : V (G) 7→ {0, . . . , n− 1} such that each vertex v with L(v) > 0 has a
neighbor u with L(u) = L(v)− 1 [7]. A vertex v is called a layer-i vertex if L(v) = i. Note that if there is a
unique layer-0 vertex r (which is also called the root), then L represents a tree T rooted at r. However, since
a vertex could have multiple choices of its parent, the tree T might not be unique. The following lemma was
proved in [7].
Lemma 1. A good labeling L with a unique layer-0 vertex r can be constructed in O(n log∆ log2 n) time
and O(log∆ log2 n) energy. We are allowed to choose whether or not to designate a specific vertex r.
A good labeling allows us to broadcast messages in an energy-efficient manner. In particular, we have
the following lemma.
Lemma 2. Suppose that we are given a good labeling L with a unique layer-0 vertex r. Then we can achieve
the following.
1. It takes O(n∆log n) time and O(∆ log n) energy for every vertex to broadcast a message to the entire
network.
2. It takes O(nx log∆ logn)) time and O(x log ∆ logn)) energy for x vertices to broadcast messages to
the entire network.
Proof. For the first task, consider the following algorithm. We relay the message of each vertex to the root r
using the following converge cast algorithm. For i = n− 1 down to 1, do SR-commall with S being the set of
all layer-i vertices, and R being the set of all layer-(i− 1) vertices. For each execution of SR-commall, each
vertex in S transmits not only its message but also all other messages that it has received so far. Although we
perform SR-commall n− 1 times, each vertex only participates at most twice. Thus, the cost is O(n∆log n)
time and O(∆ logn) energy.
After that, the root r has gathered all messages. The root r then broadcasts this information to all
vertices via the diverge cast algorithm, as follows. For i = 0 to n − 2, do SR-comm with S being the set of
all layer-i vertices, and R being the set of all layer-(i+1) vertices. Similarly, although we perform SR-comm
for n − 1 times, each vertex only participates at most twice. Thus, the cost is O(n log∆ logn) time and
O(log∆ logn) energy.
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The second task can be solved similarly. Let X be a size-x set of vertices that attempt to broadcast a
message. We present two different algorithms solving this task. Both of them take O(nx log∆ logn) time
and O(x log ∆ logn) energy.
We can solve this task by first doing a converge cast (using SR-commmulti with M = x) to gather all x
messages to the root, and then do a diverge cast (using SR-comm) to broadcast these messages from root to
everyone. Note that in order to use SR-commmulti, the initial holder of each messagem needs to first generate
a sufficient amount of random bits and attach them to the message; these random bits serve as the shared
randomness associated with the message m (which is needed in SR-commmulti). The cost of SR-commmulti
with M = x is O(nx log∆ logn) time and O(x log ∆ logn) energy.
Alternatively, the task can be solved using only SR-comm. Consider the following procedure which
broadcasts at least one message m among all x messages. Do a converge cast using SR-comm, and then it is
guaranteed that at least one message m is reached to the root r. Next, we do a diverge cast using SR-comm
to broadcast the message m to everyone. This takes O(n log∆ logn) time and O(log∆ logn) energy. To
solve the task we repeat this procedure for x times, and so the total cost is O(nx log∆ logn) time and
O(x log∆ logn) energy.
A Note about Energy Efficiency for Small Degree Graphs. For the LOCAL model, it is possible to
construct a good labeling L with a unique layer-0 vertex r in O(log n) energy [7]. Note that in LOCAL each
vertex is able to gather the list of IDs of its neighbors in one round. Given L, the root r is able to gather the
entire graph topology in O(1) energy in LOCAL (using a converge cast to relay the information to the root
layer-by-layer). Thus, all graph problems in the LOCAL model can be solved using merely O(log n) energy.
In [7], they also showed that we can simulate any LOCAL algorithm in the CD or No-CD models on bounded
degree graphs (i.e., ∆ = O(1)) with only O(1)-factor overhead on both time and energy costs. Thus, all
graph problems in wireless network models on bounded degree graphs can be solved using O(log n) energy.
We can establish this result formally via Lemma 2(1). Note that we can let each vertex v learn the ID
list of N(v) by doing SR-commall with S = R = V , where the message of each vertex is its ID; this takes
O(∆ log n) time and energy. After each vertex knows the ID list of N(v), we apply Lemma 2(1) to let every
vertex learn the entire network topology; it takes O(n∆logn) time and O(∆ log n).
In view of the above, in this work we only focus on unbounded degree graphs in wireless network models.
2.3 A Simple Breadth-first Search Algorithm
In the BFS problem, we are given a specific source vertex s, and the goal is to let each vertex v learn
dist(v, s). It is straightforward to see that a BFS labeling can be constructed in O˜(D) time and energy
(using SR-comm to construct the BFS tree layer-by-layer). In this section, we show that BFS can be solved
in O˜(
√
n) energy, for a general graph G = (V,E). This is more energy efficient than the trivial/standard
method for large diameter graphs.
Theorem 3. There is a randomized algorithm for BFS taking O˜(n1.5) time and O˜(
√
n) energy.
The BFS algorithm for Theorem 3 is based on a combination of the building blocks and a known approach
in distributed and parallel shortest path algorithms [14, 18, 33, 10]. More specifically, we sample a set U
of distinguished vertices such that each vertex v 6= s joins U independently with probability logn/√n (and
s ∈ U with probability 1). Note that |U | < 2√n logn with high probability (by a Chernoff bound). We have
the following lemma, which first appeared in [33].
Lemma 4. Let s be a specified source vertex. Let U be a subset of vertices such that each vertex v 6= s joins
U with probability logn/
√
n, and s joins U with probability 1. With probability 1− n−Ω(C), the following is
true. For each vertex t 6= s, there is an s–t shortest path Ps,t that contains no C
√
n-vertex subpath P ′ such
that P ′ ∩ U = ∅.
Proof. Given any set S of C
√
n vertices, the probability that |S ∩ U | = 0 is at most (1 − logn/√n)C
√
n =
n−Ω(C). The lemma follows by a union bound over n− 1 choices of t, and a union bound over at most O(n)
choices of C
√
n-vertex subpaths of a given s–t shortest path Ps,t.
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In view of Lemma 4, if each vertex t knows (i) dist(t, v) for each v within distance C
√
n to t, and (ii)
all-pair distances of vertices in U , then t has enough information to calculate dist(s, t). The reason is as
follows. Let Ps,t be an s–t shortest path. Then we can decompose P into subpaths (s, . . . , v1), (v1, . . . , v2),
(v2, . . . , v3), . . ., (vk, . . . , t) such that s, v1, . . . , vk ∈ U , and each subpath has length at most C
√
n. Since t
knows the length of all these subpaths, t can calculate its distance to s. In what follows, we show how to let
each vertex t acquire this information.
Step 1: Local BFS Searches. At a high level, we let each u ∈ U initiate a distance-C√n local BFS-tree
rooted at u, in parallel; we assign each local BFS search with a random starting time so as to minimize the
amount of local contention. That is, we show that during the algorithm, for each time slot, and for each
vertex v, the number of local BFS searches hitting v is small. The idea of using random starting time to
schedule multiple algorithms is from [26], and this technique is later extended in [12].
Our goal in Step 1 is to let each vertex v ∈ V know dist(v, u) for each u ∈ U such that dist(v, u) ≤ C√n.
We aim at devising an algorithm that takes O˜(
√
n) time and O˜(
√
n) energy. The algorithm consists of
h = 2
√
n logn + C
√
n epochs. Each epoch consists of poly logn time slots, which is enough for executing
SR-commmulti with M = O(log n/ log logn).
Each vertex u ∈ U selects a number τu (indicating the starting epoch) uniformly at random from the
numbers [2
√
n logn]; the following lemma is straightforward.
Lemma 5. Suppose |U | < 2√n logn. For each vertex v, and for each integer d = 1, . . . , h, with high
probability, the number of vertices u ∈ U such that τu + dist(u, v) = d is at most O(log n/ log logn).
Proof. Given two vertices u ∈ U and v ∈ V , and a fixed number d, the probability that τu + dist(u, v) = d
is at most 1/(2
√
n logn). Let X be the total number of u ∈ U such that τu + dist(u, v) = d. The expected
value of X is at most µ = |U |/(2√n logn) < 1, since |U | < 2√n logn. By a Chernoff bound, for any δ > 0,
we have Pr[X ≥ (1 + δ) · 1] <
(
eδ
(1+δ)1+δ
)1
. As long as δ = Ω(log n/ log logn), we have Pr[X ≥ (1 + δ) · 1] =
1/poly(n).
Each vertex u ∈ U starts its local BFS search at epoch τu. For each i = 0, . . . , C
√
n−1, at the beginning
of epoch τu + i, (by the inductive hypothesis) all vertices that are within distance i to u already know their
distance to u; by the end of epoch τu+ i, we require that all vertices that are within distance i+1 to u know
their distance to u. This can be achieved via an application of SR-commmulti with M = O(log n/ log logn).
Recall (Lemma 5) that in one epoch each vertex v only needs to learn at most O(log n/ log logn) distances
(each corresponds to a local BFS search initiated at a distinct vertex u ∈ U), and so the number of distinct
messages v needs to receive is at most O(log n/ log logn).
In what follows, we describe the details of SR-commmulti in an epoch x. We set R = V . For each u ∈ U
such that x = τu+i for some i ∈ {0, . . . , C
√
n−1}, the layer-i vertices {v ∈ V | dist(u, v) = i−1} in the local
BFS tree rooted at u are included in the set S, and these vertices transmit the same message containing the
following three components: (i) the number i, (ii) the ID of u, and (iii) the (shared) random bits generated
by u. Recall that SR-commmulti requires that all holders of the same message have shared randomness. That
is, we need the vertices participating in the local BFS search initiated by u ∈ U to agree on the same choices
of random bits. We let u generate all random bits needed at the beginning of the algorithm, and these
random bits are sent to other vertices through SR-commmulti along the local BFS tree rooted at u.
To summarize, we perform h = 2
√
n logn + C
√
n = O(
√
n) number of SR-commmulti with M =
O(log n/ log logn), and the runtime for each SR-commmulti is O˜(1), and so the time complexity of Step 1 is
O˜(
√
n).
Step 2: Gathering Distance Information. Recall that by the end of the previous step, each vertex
v ∈ V knows dist(v, u) for each u ∈ U such that dist(v, u) ≤ C√n. If we let each vertex v gather all
information stored in all vertices in U , then v is able to locally calculate the all-pair distances among
vertices in U . The task of letting all vertices in U broadcast a message can be done via Lemma 2(2) with
x = 2
√
n logn > |U |. The cost is O˜(n1.5) time and O˜(√n) energy.
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3 Diameter
In this section, we show that the energy complexity of computing diameter is Ω(n/ log2 n) in both CD and
No-CD, even for O(log n)-arboricity graphs. For the upper bound side, we show that for bounded-genus
graphs, diameter can be computed in O˜(
√
n) energy. The genus of a graph G is the minimum number g such
that G can be drawn on an oriented surface of g handles without crossing. A graph with genus g = O(1)
is called bounded-genus. For example, planar graphs are genus-0 graphs; graphs that can be drawn on a
torus without crossing have genus at most 1. Bounded-genus graphs is a much wider graph class than planar
graphs. For instance, the 5-vertex complete graphK5 is not planar, but the genus ofKx is ⌈(x−3)(x−4)/12⌉;
see [17, p. 118].
Theorem 6. There is a randomized algorithm for computing diameter in O˜(n1.5) time and O˜(
√
n) energy
for bounded-genus graphs.
Theorem 7. The energy complexity of computing diameter is Ω(n/ log2 n) in both CD and No-CD. This is
true even for graphs of arboricity O(log n).
Note that the lower bound proof naturally extends to the setting where the maximum degree is ∆. In
this setting, computing diameter takes Ω(∆/ log2∆) energy.
3.1 A Partition of the Vertex Set
Let G = (V,E) be a bounded-genus graph. Let VH be the set of vertices that have degree at least
√
n; let
VL = V \ VH . We assume |VH | ≥ 1; since otherwise we can already solve all problems in O˜(
√
n) energy, in
view of the discussion in Section 2.2.
We divide the connected components induced by vertices in VL into three types. For each component S,
denote G[S] as the subgraph induced by all edges that have at least one endpoint in S.2
Type 1. A connected component S induced by vertices in VL is of type-1 if |S| ≤
√
n and |⋃w∈S N(w) ∩
VH | = 1. For each vertex u ∈ VH , we write C(u) to denote the set of type-1 components S such that⋃
w∈S N(w) ∩ VH = {u}.
Type 2. A connected component S induced by vertices in VL is of type-2 if |S| ≤
√
n and |⋃w∈S N(w) ∩
VH | = 2. For each pair of two distinct vertices {u, v} ⊆ VH , we write C(u, v) to denote the set of
type-2 components S such that
⋃
w∈S N(w) ∩ VH = {u, v}.
Type 3. A connected component S induced by vertices in VL is of type-3 if it is neither of type-1 nor of
type-2.
Since G is of bounded-genus, we have |E(G)| = O(n), and so |VH | = O(
√
n). In what follows, we show that
the number of type-3 components is also O(
√
n).
Lemma 8. Let G be a bipartite graph with bipartition V = X ∪ Y and genus at most g. If deg(v) ≥ 3 for
each v ∈ X, then |X | ≤ 2|Y |+ 4(g − 1).
Proof. Let E, V , and F be the edge set, vertex set, and face set of G. Note that in a bipartite graph, each
face has at least 4 edges, and each edge appears in at most 2 faces, and so |E| ≥ 2|F |. Combining this
inequality with Euler’s polyhedral formula |V | − |E|+ |F | ≥ 2− 2g (note that the genus of G is at most g),
we obtain that 2|V | − |E| ≥ 4(1− g).
Since deg(v) ≥ 3 for each v ∈ X , we have |E| ≥ 3|X |. Note that we also have |V | = |X | + |Y |, and so
2|V | − |E| ≤ 2(|X |+ |Y |)− 3|X | = 2|Y | − |X |. Therefore, 2|Y | − |X | ≥ 4(1− g), as desired.
Therefore, as long as G is of bounded-genus, we have |X | ≤ 2|Y | + O(1) by Lemma 8. The reader
might wonder whether we can replace the bounded-genus requirement to the weaker requirement of being
bounded-minor-free. It is not hard to see that being bounded-minor-free is in general not enough to guarantee
|X | = O(|Y |), as the complete bipartite graph K3,x does not contain K5 as a minor, for any x.
2In most of the literature, G[S] is used to denote the subgraph induced by S; but in this paper we write G[S] to denote the
subgraph induced by
⋃
v∈S
N(v).
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Lemma 9. Given that G is of bounded-genus, the number of type-3 components is at most O(
√
n).
Proof. By its definition, if a type-3 component S satisfies |⋃w∈S N(w)∩VH | ≤ 2, then |S| >
√
n. Thus, the
number of type-3 components S such that |⋃w∈S N(w) ∩ VH | ≤ 2 is at most
√
n. Let X be the set of all
type-3 components S such that |⋃w∈S N(w) ∩ VH | > 2.
Consider a bipartite graph G∗ with the bipartition X ∪ VH , where each S ∈ X is adjacent to all v ∈⋃
w∈S N(w) ∩ VH . Note that deg(S) ≥ 3 for each S ∈ X . The property that the genus is at most k is
closed under edge contraction and vertex removal. Note that G∗ can be obtained from G via a sequence
of edge contractions and vertex removals, and so G∗ is of bounded-genus. By Lemma 8, we have |X | ≤
2|VH |+ O(1) = O(√n).
We let GH be the graph defined by the vertex set VH and the edge set {{u, v} : |C(u, v)| > 0}. The
following lemma is useful in subsequent discussion.
Lemma 10. Given that G is of bounded-genus, the number of edges in GH is at most O(
√
n). Furthermore,
there is an edge orientation of GH such that each vertex has out-degree O(1).
Proof. The graph GH can be obtained from G via a sequence of edge contractions and vertex removals, and
so GH is of bounded-genus. Note that bounded-genus graphs have arboricity O(1), and so the number of
edges in GH is at most linear in the number of vertices in GH , which is O(
√
n), and we can orient the edges
of GH in such a way that each vertex has out-degree of O(1).
Note that the number of type-3 components is still O(
√
n) even if the graph genus is as high as O(
√
n),
and so in a sense Lemma 10 is the bottleneck of our approach.
3.2 Computing Diameter via Graph Partition
Before we proceed, we briefly discuss our proof idea. First of all, learning the entire graph topology of the
subgraph induced by VH and all type-3 components is doable using O˜(
√
n) energy via Lemma 2; this is
based on the following facts: (i) |VH | = O(
√
n), (ii) deg(v) = O(
√
n) for each v in a type-3 component, and
(iii) the number of type-3 components is O(
√
n).
More specifically, we can use SR-commapx to let each vertex v ∈ V approximately learn its degree. Then,
we use SR-commall to let all vertices in VL learn the set of all its neighbors. Since |VH | = O(
√
n), we can do
another SR-commall to let each v ∈ VH learn N(v) ∩ VH . For each component S of VL, we use Lemma 2(1)
to let each vertex v ∈ S broadcast the IDs of vertices in N(v) to all vertices in S; after that, each vertex
v ∈ S knows the topology of G[S]. Recall that (i) |VH | = O(
√
n) and (ii) the number of type-3 components
is O(
√
n), and so we can use Lemma 2(2) with x = O(
√
n) to do the following.
• Each v ∈ VH broadcasts the IDs of vertices in N(v) ∩ VH .
• A representative of each type-3 component S broadcasts the topology of G[S].
At this point, all vertices know the topology of the subgraph induced by VH and all type-3 components. See
Section 3.3 for details.
It is much more difficult to extract information from type-1 and type-2 components. For example, a
vertex u ∈ VH could be connected to Θ(n) type-1 components (i.e., |C(u)| = Θ(n)). Since the energy
budget for u is O˜(
√
n), throughout the entire algorithm u can only receive information from at most O˜(
√
n)
components in C(u). The challenge is to show that the diameter can still be calculated with limited amount
of carefully chosen information about type-1 and type-2 components.
The goal of this section is to define a set of parameters of type-1 and type-2 components, and to show that
with these parameters, the diameter can be calculated. In subsequent discussion, denote eccentricity(u, S) as
maxv∈S dist(u, v). By default, all distances are with respect to the underlying network G; we use subscript
to indicate distances within a specific vertex set, edge set, or subgraph.
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Parameters for Type-1 Components. We first consider type-1 components in C(u), for a vertex u ∈ VH .
Ai[u], ai[u]: Denote A1[u] as a component S ∈ C(u) that maximizes eccentricity(u, S), and denote A2[u]
as a component S ∈ C(u) \ {A1[u]} that maximizes eccentricity(u, S). For i ∈ {1, 2}, denote ai[u] =
eccentricity(u,Ai[u]).
B[u], b[u]: Denote B[u] as a component S ∈ C(u) that maximizes maxs,t∈S∪{u} dist(s, t), and denote b[u]
as maxs,t∈B[u]∪{u} dist(s, t).
Some of the above definitions are undefined when |C(u)| is too small. For example, if |C(u)| = 1, then
A2[u] and a2[u] are undefined. In such a case, we set these parameters to their default values: zero for
numerical parameter (e.g., a2[u] = 0), and empty set for vertex set parameter (A2[u] = ∅). It is also possible
that there are multiple choices of a parameter, and we may break ties arbitrarily.
Observe that any path connecting a vertex in
⋃
S∈C(u) S to the rest of the graph must passes the vertex
u ∈ VH . We only need to extract the following information from C(u) for the calculation of diameter:
• The longest distance between two vertices within ⋃S∈C(u) S ∪{u}, and this is max{b[u], a1[u]+ a2[u]}.
• The longest distance between u and a vertex in ⋃S∈C(u) S, and this is a1[u].
Thus, regardless of the size of C(u), we only need to learn a1[u], a2[u], and b[u] from the components of
C(u). These parameters can be learned via SR-commmax, as follows. For each S ∈ C(u), there will be
a representative vertex rS,u ∈ S responsible of communicating with u, and the vertex rS,u already knows
the topology of G[S]. Then, u can learn one of the above parameters by doing one SR-commmax with
S = {rS,u | S ∈ C(u)} and R = {u}, and this takes only O˜(1) time. See Section 3.3 for details.
Parameters for Type-2 Components. The issue about type-2 components is more complicated, as we
need to extract O(
√
n) parameters from each C(u, v). We first describe the parameters, and later explain
their purposes. Consider two distinct vertices u, v ∈ VH .
R[u, v], r[u, v]: Let R[u, v] be a component S ∈ C(u, v) that minimizes distG[S](u, v), and we write r[u, v] =
distG[R[u,v]](u, v). Intuitively, R[u, v] corresponds a component that offers the shortest route between
u and v, among all components in C(u, v).
Aki [u, v], a
k
i [u, v]: For a component S ∈ C(u, v), denote Su,k as the set of vertices {w ∈ S | distG[S](w, v)−
distG[S](w, u) ≥ k}. Intuitively, Su,k is the set of all vertices in S whose distance to u (in the subgraph
G[S]) is shorter than that to v by at least k units.
Denote Ak1 [u, v] as a component S ∈ C(u, v) that maximizes eccentricityG[S](u, Su,k), and denote
Ak2 [u, v] as a component S ∈ C(u, v) \ {Ak1 [u, v]} that maximizes eccentricityG[S](u, Su,k). We write
aki [u, v] = eccentricityG[Ak
i
[u,v]](u,A
k
i [u, v]). We only consider k ∈ {−
√
n, . . . ,
√
n}.
Bl[u, v], bl[u, v]: For a component S ∈ C(u, v), denote Gl[S] as the graph resulting from adding to G[S] a
length-l path connecting u and v; and denote φl(S) as the maximum value of distGl[S](s, t) over all
pairs of vertices s, t ∈ S ∪ {u, v}. A useful observation is that if distV \S(u, v) = l, then φl(S) equals
the maximum value of distG(s, t) over all pairs of vertices s, t ∈ S ∪ {u, v}.
Denote Bl[u, v] as a component S ∈ C(u, v) \ {R[u, v]} that maximizes φl(S), and write bl(u, v) =
φl(Bl[u, v]). We only consider l ∈ {1, . . . ,√n}.
Similar to parameters of type-1 components, all above parameters are set to their default values if undefined.
Note that the definition of aki [u, v] and A
k
i [u, v] are asymmetric in the sense that we might have a
k
i [u, v] 6=
aki [v, u] and A
k
i [u, v] 6= Aki [v, u]. All remaining parameters for type-2 components are symmetric.
We explain the relevance of the above parameters to the calculation of diameter. Let P = (s, . . . , t) be
an s–t shortest path in G whose length equals the diameter. Consider three possible ways that P involves
vertices in
⋃
S∈C(u,v) S.
• The two endpoints s and t are within G[S], for a component S ∈ C(u, v). In this case, if distV \S(u, v) =
l, then the length of P equals φl(S) = bl(u, v).
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• There is a subpath P ′ = (u, . . . , v) of P whose intermediate vertices are all in ⋃S∈C(u,v) S; in this case,
the length of P ′ equals r[u, v].
• Suppose s ∈ S for a component S ∈ C(u, v), but t is not in G[S]. Suppose P ′ = (s, . . . , u) is a subpath
of P such that all vertices in P ′ \ {u} are all in S. If dist(t, v) − dist(t, u) = k, then we must have
s ∈ Su,k, and so the length of P ′ equals ak1 [u, v] (for the case t /∈ Ak1 [u, v]) or ak2 [u, v] (for the case
t ∈ Ak1 [u, v]).
The above discussion also explains why we need to consider different values of l and k. For example, the
choice of the vertex t and dist(t, v)− dist(t, u) are unknown to vertices in a component S ∈ C(u, v), and so
there is a need to go over all possibilities to ensure that all candidate shortest paths are considered.
Even though each C(u, v) is associated with O(
√
n) parameters, all these parameters can still be learned
using O(
√
n) energy per vertex. By Lemma 10, there is an assignment F : E(GH) 7→ VH mapping each pair
{u, v} ∈ E(GH) to one vertex in {u, v} such that each w ∈ VH is mapped at most O(1) times, and so we
can let each w ∈ VH be responsible of learning at most O(
√
n) parameters. Learning one parameter can be
done using SR-commmax or SR-commmin in O˜(1) time. See Section 3.3 for details.
The Graph G⋆. To show that one can compute the diameter from a set of parameters extracted from type-
1 and type-2 components (and the topology of the subgraph induced by VH and all type-3 components), a
plausible proof strategy is to classify all shortest paths into classes, and to show how to compute the longest
path length in each class. This approach would probably end up being a long case analysis, and so we
adopt a different approach, as follows. Since we have no message size constraint, instead of only learning
the aforementioned distance parameters associated with type-1 and type-2 components, we also learn the
topology of G[S] for each component S associated with these distance parameters.
Define G⋆ as the subgraph induced by (i) VH , (ii) all type-3 components, (iii) A1[u], A2[u], and B[u], for
each u ∈ VH , and (iv) Aki [u, v], Aki [v, u], Bl[u, v], and R[u, v], for each pair of distinct vertices {u, v} ⊆ VH ,
i ∈ {1, 2}, k ∈ {−√n, . . . ,√n}, and l ∈ {1, . . . ,√n}.
In the rest of this section, we prove that the diameter of G equals the diameter of G⋆, and so the task of
computing the diameter of G is reduced to learning the topology of G⋆.
Lemma 11. The diameter of G equals the diameter of G⋆.
Proof. The proof strategy is to show that the following two statements are correct.
(S1) For each pair of vertices {s, t} in the graph G⋆, we have distG(s, t) = distG⋆(s, t); this is proved in
Lemma 12.
(S2) For each pair of vertices {s, t} in the graph G, there exists a pair of vertices {s′, t′} in the graph G⋆
satisfying distG(s, t) ≤ distG(s′, t′); this is proved in Lemma 14.
The two statements together imply that G and G⋆ have the same diameter.
Lemma 12. For any two vertices s and t in G⋆, we have distG(s, t) = distG⋆(s, t).
Proof. We choose P to be an s–t path in G whose length is distG(s, t) that uses the minimum number of
vertices not in G⋆. If P is entirely in G⋆, then we are done. In what follows, suppose that P is not entirely
in G⋆. Then P contains a subpath P ′ = (u, . . . , v) whose intermediate vertices are all within a type-2
component S ∈ C(u, v) that is not included to G⋆. By the definition of R[u, v], the length of P ′ is not longer
than the shortest path between u and v via R[u, v], which has length r[u, v]. Therefore, we can replace P ′
with a path via vertices in Rj [u, v] (which is within G
⋆) without increasing the path length. This contradicts
our choice of P .
Lemma 13. Let P be a shortest path between two vertices s and t in G such that s ∈ S for some type-1 or
type-2 component S not included in G⋆, and t does not reside in G[S]. Then there exists a vertex s′ in G⋆
such that distG(s
′, t) ≥ distG(s, t).
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Proof. Suppose that S ∈ C(u) is of type-1. Let i ∈ {1, 2} be an index such that t is not in Ai[u]. Consider
the subpath P˜ = (s, . . . , u) of P . The length of P˜ must not be longer than ai[u], and there exists a vertex
s′ ∈ Ai[u] such that the length of the shortest path between s′ and u is ai[u]. Thus, we have
distG(s
′, t) = distG(s′, u) + distG(u, t) ≥ distG(s, u) + distG(u, t) = distG(s, t).
Next, consider the case that S ∈ C(u, v) is of type-2. The path P must contain at least one of u and v.
Without loss of generality, assume that u is in P , and there is a subpath P˜ = (s, . . . , u) of P such that v is not
in P˜ . Note that all vertices in P˜ other than u are in S, and so the length of P equals distG[S](s, u)+distG(u, t).
Let k = distG[S](s, v) − distG[S](s, u). Note that at least one of Ak1 [u, v] and Ak2 [u, v] does not contain t.
We choose S′ = Aki [u, v] as any one of them that does not contain t. We choose s
′ ∈ S′ as a vertex such that
distG[S′](s
′, u) = aki [u, v] and distG[S′](s
′, v) − distG[S′](s′, u) ≥ k. The existence of such s′ is guaranteed by
the definition of Aki [u, v].
Our plan is to show that (i) aki [u, v] +distG(u, t) ≥ distG(s, t) and (ii) distG(s′, t) = aki [u, v] + distG(u, t).
Combining these two inequalities give us the desired result distG(s
′, t) ≥ distG(s, t).
Proof of (i). By the definition of Aki [u, v], we must have distG[S′](s
′, u) = aki [u, v] ≥ distG[S](s, u), and so
we have aki [u, v] + distG(u, t) ≥ distG[S](s, u) + distG(u, t) = distG(s, t).
Proof of (ii). Suppose that (ii) is not true. Then any shortest path between s′ and t must contain a
subpath P ′ = (s′, . . . , v) such that u is not in P ′, and so we have:
distG(s
′, t) = distG[S′](s′, v) + distG(v, t) < distG[S′](s′, u) + distG(u, t).
Combining this inequality with the known fact distG[S′](s
′, v)− distG[S′](s′, u) ≥ k, we have:
distG(u, t)− distG(v, t) > distG[S′](s′, v)− distG[S′](s′, u) ≥ k,
which implies that distG(v, t) < distG(u, t)− k (⋆). We calculate an upper bound of distG(s, t).
distG(s, t) ≤ distG[S](s, v) + distG(v, t)
= (k + distG[S](s, u)) + distG(v, t) by definition of k.
< (k + distG[S](s, u)) + (distG(u, t)− k) by (⋆).
= distG[S](s, u) + distG(u, t).
This contradicts the fact that P is a shortest path between two vertices s and t in G, as the length of P
equals distG[S](s, u) + distG(u, t).
Lemma 14. For any two vertices s and t in the graph G, there exist two vertices s′ and t′ in the graph G⋆
such that distG(s, t) ≤ distG(s′, t′).
Proof. If both s and t are already in G⋆, then we are done by setting s′ = s and t′ = t. In what follows,
assume that at least one of s and t is not in G⋆.
Case 1: Consider the case where s and t are within G[S], for a type-1 or a type-2 component S that is not
included in G⋆. If S ∈ C(u) for some u ∈ VH , then in the component B[u] ∈ C(u) there reside two vertices
s′ and t′ such that distG(s′, t′) = b[u] ≥ distG(s, t) according to the definition of B[u].
Next, consider the situation S ∈ C(u, v) for some u, v ∈ VH . Let l = distV \S(u, v). Note that l ≤ r[u, v],
since S 6= R[u, v] and the existence of S guarantees that R[u, v] 6= ∅. Consider the component Bl[u, v] ∈
C(u, v). We also have l = distV \Bl[u,v](u, v), since the shortest u–v path via R[u, v] is not longer than any
u–v path via S or Bl[u, v], according to our choice of R[u, v]; also note that our definition of Bl[u, v] prevents
Bl[u, v] = R[u, v]. Since l = distV \Bl[u,v](u, v), by definition of Bl[u, v], there exist two vertices s′ and t′ in
G[Bl[u, v]] such that distG(s
′, t′) ≥ distG(s, t), since otherwise we would have selected Bl[u, v] = S.
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Case 2: Next, consider the case where there s and t do not completely reside in the same subgraph G[S],
for any type-1 or type-2 component S. If s is not in G⋆, we apply Lemma 13 to find a vertex s′ in G⋆ such
that distG(s, t) ≤ distG(s′, t); otherwise we simply set s′ = s. If t is not in G⋆, we apply Lemma 13 again to
find a vertex t′ in G⋆ such that distG(s′, t) ≤ distG(s′, t′); otherwise we simply set t′ = t. Our choice of s′
and t′ satisfies distG(s, t) ≤ distG(s′, t′).
3.3 Learning the Graph Topology of G⋆
In this section we show how to let all vertices learn the graph topology of G⋆. Throughout this section,
we implicitly assume that the communication network G is of bounded-genus. Recall that GH is the graph
defined by the vertex set VH and the edge set {{u, v} : |C(u, v)| > 0}, and we know that E(GH) = O(
√
n)
from Lemma 10. By Lemma 10, there exists an assignment F : E(GH) 7→ VH mapping each pair {u, v} ∈
E(GH) to one vertex in {u, v} such that each w ∈ VH is mapped at most O(1) times.
Let A′ be any deterministic algorithm that finds such an assignment F , and we fix F ⋆ to be the outcome
of A′ on the input GH . Note that if each vertex v ∈ V already knows the graph GH , then v can locally
calculate F ⋆.
To learn G⋆, we first let each vertex u ∈ V learn the following information. Note that I1(u) and I2(u)
contain nothing if u ∈ VL.
Basic Information I0(u): For each vertex u ∈ V , I0(u) contains the following information: (i) whether
u ∈ VH or u ∈ VL, (ii) the list of vertices in N(u) ∩ VH , and (iii) the set of all pairs {u′, v′} ∈ E(GH).
If u is in a component S of VL, then I0(u) contains the following additional information: (i) the list of
vertices in S, and (ii) the topology of the subgraph G[S].
Information about Type-1 Components I1(u): For each u ∈ VH , I1(u) contains the graph topology of
G[S′], for each S′ = A1[u], A2[u], and B[u].
Information about Type-2 Components I2(u): For each u ∈ VH , I2(u) contains the following infor-
mation. For each pair {u, v} ∈ E(GH) such that F ⋆({u, v}) = u, I2(u) includes the graph topology of
G[S′], for each S′ = Aki [u, v], A
k
i [v, u], B
l[u, v], and R[u, v], for each i ∈ {1, 2}, k ∈ {−√n, . . . ,√n},
and l ∈ {1, . . . ,√n}.
Note that the information I0(u) allows each vertex u to calculate F ⋆ locally. The following lemma shows
that letting each vertex u ∈ V learn I0(u), I1(u), and I2(u) is all we need.
Lemma 15. Given that each u ∈ V already knows I0(u), I1(u), and I2(u), in O˜(n1.5) time and O˜(
√
n)
energy, we can let each vertex in G learn the graph topology of G⋆.
Proof. To learn G⋆, it suffices to know (i) I1(u) and I2(u) for each u ∈ VH , (ii) the graph topology of G[S]
for each type-3 component S, and (iii) the graph topology of the subgraph induced by VH . For each type-3
component S, let rS be the smallest ID vertex in S. In view of the above, to let each vertex learn the
topology of G⋆, it suffices to let the following vertices broadcast the following information:
• For each u ∈ VH , u sends I1(u), I2(u), and the list of vertices N(u)∩VH (which is contained in I0(u)).
• For each u ∈ VL such that u = rS for a type-3 component S, u sends the graph topology of G[S]. Note
that each vertex u ∈ VL can decide locally using information in I0(u) whether or not u itself is rS for
a type-3 component S.
Since |VH | = O(
√
n) and the number of type-3 components is also O(
√
n) by Lemma 9, the number of
vertices that need to broadcast is O(
√
n). Thus, we can use Lemma 2(2) with x = O(
√
n) to broadcast all
the above information. This is done in time O˜(n1.5), and energy O˜(
√
n).
Next, we consider the task of learning the basic information I0(u).
Lemma 16. In O˜(
√
n) time and energy, each vertex v is able to detect whether v ∈ VH or v ∈ VL. Moreover,
if v ∈ VH , v learns the list of vertices in N(v) ∩ VH ; if v ∈ VL, v learns the two lists of vertices N(v) ∩ VL
and N(v) ∩ VH .
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Proof. First, use SR-commapx (with W = 1, ǫ = 1, S = R = V , and mu = 1 for each u ∈ S) to let each
v ∈ V estimate deg(v) up to a factor of 2. This step takes O˜(1) time.
Next, do SR-commall with S = V and R being the set of all vertices v whose estimate of deg(v) is at
most 2
√
n. The message mv for each vertex v is its ID, and we use the bound ∆
′ = 4
√
n for SR-commall.
Recall that VL is the set of vertices of degree less than
√
n, and so we must have VL ⊆ R. After this step,
each vertex v ∈ V has enough information to decide whether v ∈ VH or v ∈ VL. Furthermore, if v ∈ VL,
then v knows the list of all vertices N(v). This step takes O˜(
√
n) time.
Lastly, for each vertex to learn all the required vertex lists, do SR-commall again with a different setting.
Let S = VH , andR = V . The messagemv for each vertex v ∈ S is its ID. We use the bound ∆′ =
√
n ≥ |VH |.
After SR-commall, each vertex v ∈ V knows the list of vertices in N(v)∩VH . For each v ∈ VL, since v already
knows the list of all vertices N(v), it can locally calculate the list N(v)∩VL. This step takes O˜(
√
n) time.
Lemma 17. In O˜(n1.5) time and O˜(
√
n) energy, each vertex in each component S of VL is able to learn (i)
the list of vertices in S, and (ii) the topology of the subgraph G[S].
Proof. First, apply Lemma 16 to let each vertex v ∈ S learn the two lists N(v) ∩ VL and N(v) ∩ VH . To let
each vertex learn the required information, it suffices to let each v ∈ S broadcast the two lists N(v) ∩ VL
and N(v) ∩ VH to all vertices in S.
We use Lemma 1 to let each component S of VL compute a good labeling with one root vertex rS . Then,
we invoke Lemma 2(1) to let each vertex v ∈ S broadcast the two lists N(v)∩VL and N(v)∩VH to all vertices
in S. Recall that the degree of any vertex in VL is less than
√
n, and so the cost of applying Lemma 2(1) is
O˜(n1.5) time and O˜(
√
n) energy.
After executing the algorithm of Lemma 17, each vertex w ∈ S is able to determine the type of S. If
S is of type-1, w knows the vertex u ∈ VH such that S ∈ C(u); if S is of type-2, w knows the two vertices
u, v ∈ VH such that S ∈ C(u, v).
Recall that GH is the graph defined by the vertex set VH and the edge set {{u, v} : |C(u, v)| > 0}, and
we know that E(GH) = O(
√
n) from Lemma 10.
Lemma 18. Suppose that each vertex in each type-2 component S already knows (i) the list of vertices in
S, and (ii) the topology of the subgraph G[S]. Then, in O˜(n1.5) time and O˜(
√
n) energy, all vertices in the
graph can learn the set of all pairs {u, v} ∈ E(GH).
Proof. First of all, we let all vertices in VH agree on a fixed ordering VH = {v1, . . . , v|H|} as follows. We
use Lemma 1 to compute a good labeling (on the entire graph) with one root vertex r. Then, we invoke
Lemma 2(2) (with x =
√
n) to let each vertex v ∈ VH broadcast ID(v). Then we order VH = {v1, . . . , v|H|}
by increasing ordering of ID. This step takes O˜(n1.5) time and O˜(
√
n) energy.
Next, we show how to let each u ∈ VH learn the list of all v ∈ VH such that C(u, v) 6= ∅ via |VH |
invocations of SR-comm. Given a type-2 component S ∈ C(u, v), define zu,S as the smallest ID vertex in
N(v) ∩ S. The vertex zu,S will be responsible for letting v to know that C(u, v) 6= ∅. For i = 1 to |VH |,
we do an SR-comm with S being the set of all vertices that are zvi,S for some type-2 component S (with
vi ∈ G[S]), and R being the set of all vertices in VH . Note that a vertex u ∈ VH receives a message during
the ith iteration if and only if C(u, vi) 6= ∅, i.e., {u, vi} ∈ E(GH). This step takes |VH | · O˜(1) = O˜(
√
n) time.
At this moment, each u ∈ VH knows the list of all v ∈ VH such that C(u, v) 6= ∅. Lastly, we apply
Lemma 2(2) (with x =
√
n) to let each vertex u ∈ VH broadcast this information to all vertices. This step
takes O˜(n1.5) time and O˜(
√
n) energy.
Lemma 19. In O˜(n1.5) time and O˜(
√
n) energy, we can let each u ∈ V learn I0(u).
Proof. This follows from Lemma 17 and Lemma 18.
Next, we consider the task of learning I1(u) and I2(u). Each u ∈ VH needs to learn 3 parameters in
I1(u) and O(√n) parameters in I2(u). Recall that for each u ∈ VH , the number of pairs {u, v} such that
F ⋆({u, v}) = u is at most O(1).
For each u ∈ VH , and for each type-1 component S ∈ C(u) or type-2 component S ∈ C(u, v) (for some
v such that F ⋆({u, v}) = u), we let rS,u be the smallest ID vertex in the set S ∩N(u). Intuitively, rS,u will
be the one responsible of communicating with u about information associated with S.
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A Generic Approach for Learning a Parameter in I1(u) and I2(u). We present a generic approach
that lets a vertex u ∈ VH learn one parameter in I1(u) and I2(u). The cost of learning one parameter is
O˜(1) time and energy for all vertices that are involved. For example, if we apply this approach to let u learn
R[u, v], then the only vertices that are involved are u itself and rS,u for all S ∈ C(u, v). We only describe
how to let each u ∈ VH learn A1[u] and A2[u]; the rest are similar.
Learning A1[u]. Recall that A1[u] is a component S
′ ∈ C(u) that maximizes eccentricity(u, S′). To learn
A1[u], we use SR-comm
max with S = {rS,u | S ∈ C(u)} and R = {u}. The message of the vertex v = rS,u
is mv = topology of G[S], and the key is kv = eccentricity(u, S). Since each type-1 and type-2 component
satisfies |S| ≤ √n, the maximum possible value of eccentricity(u, S) is √n, and so the size of the key space
for SR-commmax is K =
√
n.
If |C(u)| > 0, the message that u receives from SR-commmax is the topology of G[S′], for a component
S′ ∈ C(u) that attains the maximum value of eccentricity(u, S′) among all components in C(u), and so u
sets A1[u] = S
′. If |C(u)| = 0, the vertex u receives nothing from SR-commmax, and so u sets A1[u] = ∅.
The cost of SR-commmax is O(logK log∆ logn) = O˜(1).
Learning A2[u]. The procedure for learning A2[u] is almost exactly the same as that for A1[u], with only
one difference. Recall that A2[u] is a component S
′ ∈ C(u) \ {A1[u]} that maximizes eccentricity(u, S′), and
so we need to exclude the component A1[u] from participating. To do so, before we apply SR-comm
max, we
use one round to let u send ID(rA1[u],u) to all vertices {rS,u | S ∈ C(u)}. This allows each rS,u to know
whether or not S = A1[u].
Lemma 20. Suppose that each v ∈ V already knows I0(v). In O˜(n1.5) time and O˜(
√
n) energy we can let
each vertex u ∈ VH learn I1(u) and I2(u).
Proof. The total number of parameters needed to be learned in I1(u) and I2(u) over all u ∈ VH is at most
|E(GH)| ·O(
√
n) = O(n). We fix any ordering of these parameters, and learn each of these parameters one
by one using the above generic approach. The time and energy cost of learning one parameter is O˜(1). Since
there are O(n) parameters to learn, the total time complexity is O(n) · O˜(1) = O˜(n). Each vertex is involved
in learning at most O(
√
n) parameters, and so the total energy complexity is O(
√
n) · O˜(1) = O˜(√n).
Combining Lemma 11, Lemma 15, Lemma 19, and Lemma 20, we conclude the proof of Theorem 6.
3.4 Lower Bound
In this section, we prove Theorem 7. The proof is based on a reduction from the set-disjointness problem of
communication complexity, which is defined as follows. Consider two players A and B, each of them holds a
subset of {0, . . . , n}, and their task is to decide whether their subsets are disjoint. If the maximum allowed
failure probability is f < 1/2, then they need to communicate Ω(n) bits [6]. This is true even if the two
players have access to an infinite amount of public random bits.
At a high level, our approach is similar to that of [1], which shows that computing diameter takes
Ω(n/ log2 n) time in the CONGEST model, or more generally Ω
(
n
B logn
)
time in the message-passing model
with B-bit message size constraint.
Note that a time lower bound in CONGEST does not in general transform to an energy lower bound in the
wireless network model, if we make no message size constraint. The main challenge for proving Theorem 7
is that we allow messages of unbounded length.
Lower Bound Graph Construction. Let SA = {a1, . . . , aα} and SB = {b1, . . . , bβ} be two subsets of
{0, . . . , k} corresponding to an instance of set-disjointness problem. We assume that k = 2ℓ, for some positive
integer ℓ, and so each element s ∈ SA ∪ SB is represented as a binary string of length ℓ = log k. We write
Ones(s) ⊆ [ℓ] = {1, . . . , ℓ} to denote the set of indices i in [ℓ] such that s[i] = 1 (i.e., the ith bit of s is 1);
similarly, Zeros(s) = [ℓ] \ Ones(s) is the set of indices i in [ℓ] such that s[i] = 0. For example, if the binary
representation of s is 10110010 (ℓ = 8), then Ones(s) = {1, 3, 4, 7} and Zeros(s) = {2, 5, 6, 8}.
Define the graph G = (V,E) as follows. The graph G has at most n = 2(k+1)+ 2 log k+2 vertices, and
the arboricity of G is O(log k) = O(log n).
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Vertex Set. Define V = VA ∪ VB ∪ VC ∪ VD ∪ {u⋆, v⋆}, where VA = {u1, . . . , uα}, VB = {v1, . . . , vβ},
VC = {w1, . . . , wℓ}, and VD = {x1, . . . , xℓ}. Note that we have natural 1-1 correspondences VA ↔ SA,
VB ↔ SB, VC ↔ [ℓ], and VD ↔ [ℓ].
Edge Set. The edge set E is constructed as follows. Initially E = ∅.
For each vertex ui ∈ VA and each wj ∈ VC , add {ui, wj} to E if j ∈ Ones(ai).
For each vertex ui ∈ VA and each xj ∈ VD, add {ui, xj} to E if j ∈ Zeros(ai).
For each vertex vi ∈ VB and each wj ∈ VC , add {vi, wj} to E if j ∈ Zeros(bi).
For each vertex vi ∈ VB and each xj ∈ VD, add {vi, xj} to E if j ∈ Ones(bi).
Add an edge between u⋆ to all vertices in VA ∪ VC ∪ VD.
Add an edge between v⋆ to all vertices in VB ∪ VC ∪ VD.
A crucial observation is that if SA ∩ SB = ∅ (a yes-instance for the set-disjointness problem), then the
diameter of G is 2; otherwise (a no-instance for the set-disjointness problem) the diameter of G is 3. This
can be seen as follows. First of all, observe that we must have dist(s, t) ≤ 2, unless s ∈ VA and t ∈ VB (or
s ∈ VB and t ∈ VA). Now suppose s = ui ∈ VA and t = vj ∈ VB.
• Consider the case ai 6= bj . We show that dist(s, t) = 2. Note that there is an index l ∈ [ℓ] such that
ai and bj differ at the lth bit. If the lth bit of ai is 0 and the lth bit of bj is 1, then (ui, xl, vj) is a
length-2 path between s and t. If the lth bit of ai is 1 and the lth bit of bj is 0, then (ui, wl, vj) is a
length-2 path between s and t.
• Consider the case ai = bj . We show that dist(s, t) = 3. Note that there is no index l ∈ [ℓ] such that
ai and bj differ at the lth bit. Thus, each wl ∈ VC and xl ∈ VD is adjacent to exactly one of {ui, vj}.
Hence there is no length-2 path between s and t.
Therefore, if SA ∩ SB = ∅, then dist(s, t) = 2 for all pairs {s, t}, and so the diameter is 2; otherwise, there
exist s = ui ∈ VA and t = vj ∈ VB such that dist(s, t) = 3, and so the diameter is 3.
Reduction. Suppose that there is a randomized distributed algorithm A that is able to compute the
diameter with o(n/ log2 n) energy in CD or No-CD models, with failure probability f = 1/poly(n). We show
that the algorithm A can be transformed into a randomized communication protocol that solves the set-
disjointness problem with o(n) bits of communication, and with the same failure probability f = 1/poly(n).
The main challenge in the reduction is that we do not impose any message size constraint. To deal with
this issue, our strategy is to consider a modified computation model M′. We will endow the vertices in the
modified computation model M′ with strictly more capabilities than the original wireless network model.
Then, we argue that in the setting of M′, we can assume that each message has size O(log k).
Modified Computation Model M′. We add the following extra powers to the vertices:
(P1) All random bits used in all vertices are known to everyone at the beginning of the algorithm. That
is, they have shared randomness, and they know the list of the IDs of all vertices. We assume that
ID(wi) = i for each wi ∈ VC ; ID(xi) = ℓ+ i for each xi ∈ VD; ID(u⋆) = 2ℓ+ 1; ID(v⋆) = 2ℓ+ 2. Thus,
for each v ∈ VC ∪ VD ∪ {u⋆, v⋆}, its role can be inferred from ID(v).
(P2) All messages successfully received by vertices in VC ∪ VD ∪ {u⋆, v⋆} are also delivered to all vertices.
For example, if v ∈ VC ∪ VD ∪ {u⋆, v⋆} receives a message m from a vertex u ∈ V at time t, then by
the end of time t all vertices in V know that “v receives m from u at time t”.
(P3) Each vertex v ∈ VA ∪ VB knows the list of the IDs of its neighbors initially.
Next, we discuss the consequences of these extra powers. In particular, we show that we can make the
following assumptions about algorithms in this modified model M′.
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Vertices in VC ∪ VD ∪ {u⋆, v⋆} never transmit. The above (P1) and (P2) together imply that each
vertex in the graph is able to locally simulate the actions of all vertices in VC ∪ VD ∪ {u⋆, v⋆} in each round.
Intuitively, this means that all vertices in VC ∪ VD ∪ {u⋆, v⋆} do not need to transmit at all throughout the
algorithm.
Note that each vertex v ∈ V already knows the list of N(v) ∩ (VC ∪ VD ∪ {u⋆, v⋆}). If v ∈ VA ∪ VB , then
v knows this information via (P3). If v ∈ VC ∪ VD ∪ {u⋆, v⋆}, then v knows this information via (P1); the
role of each vertex in VC ∪ VD ∪ {u⋆, v⋆} can be inferred from its ID, which is a public to everyone.
Thus, right before the beginning of each time t, each vertex v ∈ V already knows exactly which vertices
in N(v)∩ (VC ∪ VD ∪ {u⋆, v⋆}) will transmit at time t and their messages. Thus, in the modified model M′,
we can simulate the execution of an algorithm which allows the vertices in VC ∪ VD ∪ {u⋆, v⋆} to transmit
by another algorithm that forbid them to do so.
Messages Sent by Vertices in VA ∪ VB Have Length O(log k). Next, we argue that we can assume
that each message m sent by a vertex v′ ∈ VA ∪ VB can be replaced by another message m′ which contains
only the list of all neighbors of v′, and this can be encoded as an O(log k)-bit message, as follows. Recall
that N(v′) is a subset of VC ∪ VD ∪ {u⋆, v⋆}, and so we can encode N(v′) as a binary string of length
|VC ∪ VD ∪ {u⋆, v⋆}| = 2ℓ+ 2 = O(log k).
The messagem is a function of all information that v′ has. Since no vertex in VC∪VD∪{u⋆, v⋆} transmits
any message, v′ never receive a message, and so the information that v′ has consists of only the following
components.
• The shared randomness and the ID list of all vertices (due to (P1)).
• The history of vertices in VC ∪ VD ∪ {u⋆, v⋆} (due to (P2)).
• The list of neighbors of v′ (due to (P3)).
The only private information that v′ has is its list of neighbors. If a vertex u′ ∈ V knows the list of neighbors
of v′, then u′ is able to calculate m locally, and so v′ can just send its list of neighbors, and not send m.
Algorithm A′. To sum up, given the algorithm A (in a wireless network model, CD or No-CD), we can
transform it into another algorithm A′ in the modified computation model M′ that uses only O(log k)-bit
messages, and A′ achieves what A does. Note that the energy cost of A′ is at most the energy cost A.
Solving Set-Disjointness. Now we show how to transform A′ into a protocol for the set-disjointness
problem using only o(k) bits of communication. The protocol for the set-disjointness problem is simply a
simulation of A′. The shared random bits used in A′ are based on the public random bits available to the
two players A and B.
Each player X ∈ {A,B} is responsible for simulating vertices in VX . In view of above, vertices in VA and
VB never receive messages, and so all we need to do is to let both players A and B know the messages sent
to VC ∪ VD ∪ {u⋆, v⋆} (in view of (P2)).
We show how to simulate one round τ of A′. We write Z(τ) to denote the subset of vertices in VC ∪VD ∪
{u⋆, v⋆} that listens at time τ . Recall that everyone can predict the action of every vertex in VC∪VD∪{u⋆, v⋆}.
Consider a vertex u′ ∈ Z(τ) that listens at time τ . Let QA be the number of vertices in N(u′) ∩ VA
transmitting at time τ . We define mu′,τ,A as follows.
mu′,τ,A =


“0” if QA = 0.
“≥ 2” if QA ≥ 2.
(v′,m′) if QA = 1, and v′ is the vertex in N(u′) ∩ VA sending (m′) at time τ .
We define mu′,τ,B analogously. Note that the size of m
′ must be O(log k).
The protocol for simulating round τ is simply that A sends mu′,τ,A (for each u
′ ∈ Z(τ)) to B, and B
sends mu′,τ,B (for each u
′ ∈ Z(τ)) to A. This offers enough information for both player to know the channel
feedback (noise, silence, or a message m) received by each vertex in Z(τ). Note that the number of bits
exchanged by A and B due to the simulation of round τ is O(|Z(τ)| log k).
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Recall that the energy cost of each vertex in an execution of A′ is o(k/ log2 k), and we have |VC ∪ VD ∪
{u⋆, v⋆}| = O(log k). Thus, the total number of bits exchanged by the two players A and B is
∑
τ
O(|Z(τ)| log2 k) = |VC ∪ VD ∪ {u⋆, v⋆}| · o(k/ log2 k) ·O(log k) = o(k).
4 Minimum Cut
The generic framework introduced in Section 3 can be applied to other graph problems as well. In this
section, we show how to find (i) exact global minimum cut and (ii) approximate s–t minimum cut of a
bounded-genus graph in O˜(
√
n) energy. These results are complemented with two simple hardness proofs:
It takes Ω(n) energy for any algorithm to find an exact solution of either (i) an s–t minimum cut (for planar
graphs), or (ii) a global minimum cut (for unit disc graphs).
4.1 Upper Bounds
In this section we prove the upper bounds. Both upper bounds follow the same framework introduced
in Section 3 via graph partition. That is, we decompose the vertices into VH and VL, and we categorize
the connected components induced by VL into three types. The only difference is that since we deal with
different graph problems, here we need to let the vertices learn different parameters from type-1 and type-2
components. That is, we need to define I1(u) and I2(u) differently. In subsequent discussion, we will mostly
focus on describing the parameters that we need, and how they provide enough information to solve the
underlying graph problems. The algorithmic details about finding these parameters can be done using the
generic approach introduced in Section 3 via applications of SR-comm and its variants.
For a cut C = (X,V \X), the two vertex sets X 6= ∅ and V \X 6= ∅ are called the two parts of C; the
cut edges of C are defined as {{u, v} | u ∈ X, v ∈ V \ X}. The value of C, which we denote as |C|, is the
number of cut edges. A minimum cut of a graph is a cut C the minimizes |C| over all possible cuts. An s–t
minimum cut of a graph is a cut C the minimizes |C| over all possible cuts subject to the constraint that s
and t belong to different parts. We define the following notations.
c(S): For a type-1 component S, let c(S) be the minimum cut value of G[S].
c′(S): For a type-2 component S ∈ C(u, v), let c′(S) be the u–v minimum cut value of G[S].
c′′(S): For a type-2 component S ∈ C(u, v), let c′′(S) be the minimum cut value of G[S] among all cuts
such that both u and v are within one part.
Lemma 21. Let C = (X,V \X) be any minimum cut of G. Then the following is true.
• For a vertex u ∈ VH , either (i) one part of the cut contains all vertices in
⋃
S∈C(u) S ∪ {u}, or (ii) the
value of the cut is minS∈C(u) c(S).
• For two distinct vertices u, v ∈ VH , either (i) one part of the cut contains all vertices in
⋃
S∈C(u,v) S ∪
{u, v}, or (ii) the value of the cut is minS∈C(u,v) c′′(S), or (iii) u and v are within different parts of the
cut, and the number of cut edges that have at least one endpoint in
⋃
S∈C(u,v) S
′ is
∑
S∈C(u,v) c
′(S).
Proof. Consider the first statement. Suppose that (i) is not met. Then there exists a component S ∈ C(u)
such that S∪{u} is not entirely within one part of the cut. Then C′ = (X ∩ (S ∪{u}), (V \X)∩ (S∪{u})) is
a cut of G[S], and we must have c(S) ≤ |C′| ≤ |C|. Since C is a minimum cut of G, we have minS∈C[u] c(S) =
c(S) = |C|.
Consider the second statement. Suppose that (i) is not met. We first consider the case where u and v
are in one part of the cut. Then there exists a component S ∈ C(u, v) such that S ∪ {u, v} is not entirely
contained in one part of the cut. Then C′ = (X ∩ (S ∪ {u, v}), (V \X)∩ (S ∪ {u, v})) is a cut of G[S] where
u and v are within one part. We must have c′′(S) ≤ |C′| ≤ |C|. Since C is a minimum cut of G, we have
minS∈C(u,v) c′′(S) = c′′(S) = |C|.
Next, consider the case where u and v are in different parts of the cut. For each S ∈ C(u, v), we write
ZS to denote the number of cut edges of C that have at least one endpoint in S. Then we must have
17
ZS = c
′(S) (otherwise C is not a minimum cut). Thus, the number cut edges hat have at least one endpoint
in
⋃
S∈C(u,v) S is
∑
S∈C(u,v) c
′(S).
Theorem 22. There is a randomized algorithm for computing the exact global minimum cut value in O˜(n1.5)
time and O˜(
√
n) energy for bounded-genus graphs.
Proof. Since bounded-genus graphs have bounded arboricity, there is a constant k⋆ such that the minimum
cut value of G is at most k⋆. We define the graph G⋆ as the result of applying the following operations. First,
we remove all type-1 components. Then, for each pair {u, v} of distinct vertices in VH with |C(u, v)| > 0,
replace C(u, v) by an edge with weight min{k⋆,∑S∈C(u,v) c′(S)}. In view of Lemma 21, the minimum cut
value of G is the minimum over the following numbers:
• The minimum over all minS∈C(u) c(S) (for all u ∈ VH such that |C(u)| > 0).
• The minimum over all minS∈C(u,v) c′′(S) (for all u, v ∈ VH such that |C(u, v)| > 0).
• The minimum cut value of G⋆.
For each u ∈ VH , let I1(u) contain the parameter minS∈C(u) c(S), and let I2(u) contain the two parameters
minS∈C(u,v) c′′(S) and min{k⋆,
∑
S∈C(u,v) c
′(S)} for each pair {u, v} ∈ E(GH) with F ⋆({u, v}) = u. The
definition of I0(u) is the same as that in Section 3.
We use the algorithms for Lemma 19 and Lemma 20 to let each vertex u ∈ V learn the information I0(u),
I1(u), and I2(u). Note that the exact value of the parameter min{k⋆,
∑
S∈C(u,v) c
′(S)} can be learned
by applying the generic approach of learning parameters described in Section 3, using SR-commapx with
ǫ = 1/(k⋆ + 1) and W = k⋆. More specifically, during SR-commapx, we let the message of the representative
of S be min{k⋆, c′(S)}.
The minimum cut value of G can be calculated from the following information: (i) I1(u) and I2(u) for
each u ∈ VH , (ii) the topology of G[S] for each type-3 component S, and (iii) the topology of the subgraph
induced by VH . Using the algorithm of Lemma 15, we can let everyone learn this information in O˜(n
1.5)
time and O˜(
√
n) energy.
Theorem 23. There is a randomized algorithm for computing an (1 ± ǫ)-approximate s–t minimum cut
value in O˜(n1.5) · poly(1/ǫ) time and O˜(√n) · poly(1/ǫ) energy for bounded-genus graphs.
Proof. The proof is similar to that of Lemma 22. The main differences are the following. If s or t happens
to be within a type-1 or a type-2 component S, then we additionally need to learn the topology of G[S].
Any type-1 component that does not contain s or t is irrelevant to the s–t minimum cut value.
For each x ∈ {s, t}, let Sx be the type-1 or type-2 component containing x; if x is not contained in any
type-1 or type-2 component, then we let Sx = ∅. Define G⋆ as the result of the following operations. Remove
all type-1 components except Ss and St. For each pair {u, v} of distinct vertices in VH with |C(u, v) \
{Ss, St}| > 0, replace all components in C(u, v) \ {Ss, St} by an edge with weight
∑
S∈C(u,v)\{Ss,St} c
′(S).
It is straightforward to see that the minimum s–t cut value in G⋆ is the same as the minimum s–t cut
value of G (via a proof similar to that of Lemma 21, detail is omitted). If the edge weights of G⋆ are off by
a factor of at most 1± ǫ, then the minimum s–t cut value in G⋆ is an (1± ǫ)-approximation of the minimum
s–t cut value of G.
In view of the above, for each u ∈ VH , let I1(u) = ∅, and let I2(u) contain the parameter
∑
S∈C(u,v) c
′(S)
for each pair {u, v} ∈ E(GH) with F ⋆({u, v}) = u. To calculate the minimum s–t cut value of G, it suffices
to learn the parameters in I2(u) within an approximation factor of at most 1± ǫ, and this can be done by
applying the generic approach of learning parameters described in Section 3, with SR-commapx. The rest of
the proof is the same as that of Lemma 22.
4.2 Lower Bounds
We first show that the randomized energy complexity of computing s–t minimum cut is Ω(n) in both CD
and No-CD, even for planar graphs. The lower bound graph is a complete bipartite graph K2,∆, with the
vertex partition {s, t} and {v1, . . . , v∆}. It is clear that the exact s–t minimum cut is ∆. We show that it
takes Ω(n) energy for the graph to learn the exact value of ∆.
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Theorem 24. The randomized energy complexity of computing exact s–t minimum cut value is Ω(n) in both
CD and No-CD. This is true even for complete bipartite graphs K2,∆.
Proof. Let G be a complete bipartite graph with the vertex partition {s, t} and {v1, . . . , v∆}. Let G′ be
G − v∆. It is clear that the s–t minimum cut of G is ∆, and the s–t minimum cut of G′ is ∆− 1. In such
graphs, the value of s–t minimum cut is identical to deg(s).
Let E = ∆/5. Suppose that there is a randomized algorithm A that is able to let the vertex s compute
the s–t minimum cut with (at most) E energy, then A is also able to let s distinguish between G and G′
with E energy.
Consider an execution of A on G. Let S be the subset of {v1, . . . , v∆} such that vi ∈ S if there is a time
slot τ where (i) vi transmits, (ii) the number of vertices in {v1, . . . , v∆} that transmit is at most 2, and (iii)
at least one of s and t listens.
We claim that |S| ≤ 4E = 4∆/5. Let T be the set of all time slots τ such that the above (i), (ii), and
(iii) hold for at least one vi ∈ {v1, . . . , v∆}. Then we must have |T | ≥ |S|/2 (in view of (ii)). Note that if
τ ∈ T , then at least one of s and t must listen at time τ . Thus, the energy cost of one of s and t must be at
least |T |/2 ≥ |S|/4, and so we have the inequality E ≥ |S|/4.
Let E be the event that v∆ /∈ S if we execute A on G. Note that whether or not E occurs depends
only on the random bits associated with the vertices {s, t} and {v1, . . . , v∆}. Since |S| ≤ 4∆/5, we have
Pr[E ] ≥ (∆/5)/∆ = 1/5
Suppose that all vertices in {s, t} and {v1, . . . , v∆} have decided their random bits in advance; and then
with probability 1/2 we run A on G; with probability 1/2 we run A on G′. Note that if E occurs, then the
execution of A on both G and G′ gives identical results for all vertices (other than v∆). Therefore, given
that the event E occurs, the probability that the vertex s correctly decide whether the underlying graph is
G or G′ is at most 1/2 (i.e., s can only guess randomly).
Since Pr[E ] ≥ 1/5, the probability that the vertex s fails to correctly decide whether the underlying graph
is G or G′ is at least (1/2) · (1/5) = 1/10, and so s fails to correctly calculate the s–t minimum cut with
probability at least 1/10. This contradicts the assumption that A is able to compute the s–t minimum cut
with high probability.
For graphs of maximum degree ∆, the above proof gives us an Ω(∆) energy lower bound. It is important
that we consider bipartite graphs. If the middle ∆ vertices form a clique, then the lower bound fails, as there
exist an energy efficient algorithm for every vertices in a clique to broadcast a message. For example, consider
an n-vertex single-hop network, where each vertex has a unique ID within [N ]; we assume N is known to
everyone, but n ≤ N is unknown. There is a simple folklore O(logN)-energy deterministic algorithm [8,
Section 4.2] that allows each vertex to broadcast a message to everyone.
Next, we consider the task of finding an exact global minimum cut. The lower bound graphs in the proof
are Kn and Kn − e. Note that these graphs are unit disc graphs.
Theorem 25. The randomized energy complexity of computing an exact global minimum cut value is Ω(n)
in both CD and No-CD. This is true even if the underlying graph is either (i) an n-vertex complete graph
Kn, or (ii) an n-vertex complete graph minus one edge Kn − e.
Proof. Throughout the proof, we consider the scenario where the underlying graph is Kn with probability
1/2, and is Kn−e with probability 1/2. The edge e is chosen uniformly at random. Let A be any randomized
algorithm that solves the minimum cut problem using at most E = (n−1)/8 energy. Note that the minimum
cut of Kn is n− 1; and the minimum cut of Kn− e is n− 2, and so A is able to distinguish between Kn and
Kn − e. We make the following assumptions which only increase the capability of the vertices.
• Each vertex has a distinct ID from [n].
• All vertices have access to shared random bits.
• By the end of each time slot t, each vertex knows the following information: (i) the IDs of the vertices
transmitting at time t, (ii) the IDs of the vertices listening at time t, and (iii) the channel feedback
(i.e., noise, silence, or a message m) for each listening vertex.
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With the above extra capabilities, all vertices share the same history. Since the actions of the vertices
at time t + 1 depend only on the shared history of all vertices and their shared random bits, by the end of
time t all vertices are able to predict the actions (i.e., transmit a message m, listen, or idle) of all vertices at
time t+ 1.
We say that time t is good for a pair {u, v} if the following conditions are met. Intuitively, if t is not good
for {u, v}, then what happens at time t does not reveal any information as to whether {u, v} is an edge.
• The number of transmitting vertices at time t is either 1 or 2,
• One of the two vertices {u, v} listens at time t, and the other one transmits at time t.
Given the shared random bits for all vertices, define Xbad as the set of pairs {u, v} such that there is no
time t that is good for {u, v} in an execution of A on Kn; and define Xgood as the set of all remaining pairs.
Note that Xbad and Xgood are determined solely by the shared random bits.
We claim that Pr[{u, v} ∈ Xbad] ≥ 1/2, for each pair {u, v}. Recall that if a time t is good for some
pair, then the number of transmitting vertices is at most 2. Thus, if t is good for x pairs, then at least x/2
vertices listen at time t, and so the summation of energy spent in all vertices in all time is at least |Xgood|/2,
and so nE = n(n− 1)/8 ≥ |Xgood|/2, which implies |Xbad| ≥ n(n− 1)/4. Hence Pr[{u, v} ∈ Xbad] ≥ 1/2.
Let E be the event e ∈ Xbad. Note that E depends only on (i) the random bits for choosing e, and (ii)
the shared random bits for all vertices. Given that E occurs, the execution of A is identical on both Kn
and Kn − e, and so the success probability of A is at most 1/2. Thus, A fails with probability at least
(1/2)Pr[E ] ≥ 1/4. This contradicts the assumption that A is able to compute the minimum cut with high
probability.
5 Conclusion
We have shown that for a variety of graph problems, the energy complexity O˜(
√
n) can be achieved. A
good future work topic is to further investigate the landscape of energy complexity of fundamental graph
problems. In particular, can we prove a lower bound for BFS that is higher than the known lower bounds
for broadcasting? Another potential future work direction is to study graph classes that are more realistic,
such as unit disc graphs. It is worth noted that several known energy lower bounds techniques rely on the
bipartite graph structure, such as Theorem 7, Theorem 24, and some lower bounds for broadcasting in [7];
all these lower bounds do not apply to unit disc graphs.
Acknowledgements. The author thanks Seth Pettie for helpful discussions and comments.
References
[1] A. Abboud, K. Censor-Hillel, and S. Khoury. Near-linear lower bounds for distributed distance compu-
tations, even in sparse networks. In Cyril Gavoille and David Ilcinkas, editors, Distributed Computing
(DISC), pages 29–42. Springer Berlin Heidelberg, 2016.
[2] C. Ambühl. An optimal bound for the MST algorithm to compute energy efficient broadcast trees in
wireless networks. In L. Caires, G. F. Italiano, L. Monteiro, C. Palamidessi, and M. Yung, editors,
Automata, Languages and Programming (ICALP), pages 1139–1150. Springer Berlin Heidelberg, 2005.
[3] R. Bar-Yehuda, O. Goldreich, and A. Itai. On the time-complexity of broadcast in multi-hop radio
networks: An exponential gap between determinism and randomization. Journal of Computer and
System Sciences, 45(1):104–126, 1992.
[4] M. A. Bender, T. Kopelowitz, S. Pettie, and M. Young. Contention resolution with log-logstar channel
accesses. In Proceedings of the 48th Annual ACM Symposium on Theory of Computing (STOC), pages
499–508, 2016.
20
[5] P. Berenbrink, Z. Hu, and C. Cooper. Energy efficient randomised communication in unknown adhoc
networks. In Proceedings of the 19th Annual ACM Symposium on Parallel Algorithms and Architectures
(SPAA), pages 250–259, New York, NY, USA, 2007. ACM.
[6] M. Braverman and A. Moitra. An information complexity approach to extended formulations. In
Proceedings of the 45th Annual ACM Symposium on Theory of Computing (STOC), pages 161–170,
New York, NY, USA, 2013. ACM.
[7] Y.-J. Chang, V. Dani, T. P. Hayes, Q. He, W. Li, and S. Pettie. The energy complexity of broadcast.
In Proceedings of the 2018 ACM Symposium on Principles of Distributed Computing (PODC), 2018.
[8] Y.-J. Chang, T. Kopelowitz, S. Pettie, R. Wang, and W. Zhan. Exponential separations in the energy
complexity of leader election. In Proceedings of the 49th Annual ACM SIGACT Symposium on Theory
of Computing (STOC), pages 771–783, 2017.
[9] A. E. F. Clementi, P. Crescenzi, P. Penna, G. Rossi, and P. Vocca. On the complexity of computing
minimum energy consumption broadcast subgraphs. In Proceedings of the 18th Annual Symposium on
Theoretical Aspects of Computer Science (STACS), pages 121–131, London, UK, UK, 2001. Springer-
Verlag.
[10] M. Elkin. Distributed exact shortest paths in sublinear time. In Proceedings of the 49th Annual ACM
SIGACT Symposium on Theory of Computing (STOC), pages 757–770, New York, NY, USA, 2017.
ACM.
[11] A. Ephremides and T. V. Truong. Scheduling broadcasts in multihop radio networks. IEEE Transactions
on Communications, 38(4):456–460, Apr 1990.
[12] M. Ghaffari. Near-optimal scheduling of distributed algorithms. In Proceedings of the 2015 ACM
Symposium on Principles of Distributed Computing (PODC), pages 3–12, New York, NY, USA, 2015.
ACM.
[13] M. Ghaffari and B. Haeupler. Distributed Algorithms for Planar Networks II: Low-Congestion Shortcuts,
MST, and Min-Cut, pages 202–219. 2016.
[14] M. Ghaffari and J. Li. Improved distributed algorithms for exact shortest paths. In Proceedings of the
50th Annual ACM SIGACT Symposium on Theory of Computing (STOC), 2018.
[15] L. Gsieniec, E. Kantor, D. R. Kowalski, D. Peleg, and C. Su. Energy and time efficient broadcasting in
known topology radio networks. In Andrzej Pelc, editor, Distributed Computing, pages 253–267, Berlin,
Heidelberg, 2007. Springer Berlin Heidelberg.
[16] B. Haeupler, J. Li, and G. Zuzic. Minor excluded network families admit fast distributed algorithms.
In Proceedings of the 2018 ACM Symposium on Principles of Distributed Computing (PODC), 2018.
[17] F. Harary. Graph theory. Addison-Wesley, Reading, MA, 1969.
[18] C. C. Huang, D. Nanongkai, and T. Saranurak. Distributed exact weighted all-pairs shortest paths in
O˜(n5/4) rounds. In IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS), pages
168–179, 2017.
[19] T. Jurdzinski, M. Kutylowski, and J. Zatopianski. Efficient algorithms for leader election in radio
networks. In Proceedings of the 21st Annual ACM Symposium on Principles of Distributed Computing
(PODC), pages 51–57, 2002.
[20] T. Jurdzinski, M. Kutylowski, and J. Zatopianski. Energy-efficient size approximation of radio networks
with no collision detection. In Proceedings of the 8th Annual International Conference on Computing
and Combinatorics (COCOON), pages 279–289, 2002.
21
[21] T. Jurdzinski, M. Kutylowski, and J. Zatopianski. Weak communication in radio networks. In Proceed-
ings of the 8th International European Conference on Parallel Computing (Euro-Par), pages 965–972,
2002.
[22] T. Jurdzinski, M. Kutylowski, and J. Zatopianski. Weak communication in single-hop radio networks:
adjusting algorithms to industrial standards. Concurrency and Computation: Practice and Experience,
15(11–12):1117–1131, 2003.
[23] M. Kardas, M. Klonowski, and D. Pajak. Energy-efficient leader election protocols for single-hop radio
networks. In Proceedings of the 42nd International Conference on Parallel Processing (ICPP), pages
399–408, 2013.
[24] L. M. Kirousis, E. Kranakis, D. Krizanc, and A. Pelc. Power consumption in packet radio networks.
Theoretical Computer Science, 243(1):289–305, 2000.
[25] M. Klonowski and D. Pajak. Broadcast in radio networks: time vs. energy tradeoffs. CoRR,
abs/1711.04149, 2017.
[26] F. T. Leighton, B. M. Maggs, and S. B. Rao. Packet routing and job-shop scheduling in O(Congestion+
Dilation) steps. Combinatorica, 14(2):167–186, Jun 1994.
[27] N. Linial. Locality in distributed graph algorithms. SIAM J. Comput., 21(1):193–201, 1992.
[28] D. Peleg. Distributed Computing: A Locality-Sensitive Approach. SIAM, 2000.
[29] A. Das Sarma, S. Holzer, L. Kor, A. Korman, D. Nanongkai, G. Pandurangan, D. Peleg, and R. Watten-
hofer. Distributed verification and hardness of distributed approximation. SIAM Journal on Computing,
41(5):1235–1265, 2012.
[30] A. Sen and M. L. Huson. A new model for scheduling packet radio networks. Wirel. Netw., 3(1):71–82,
March 1997.
[31] V. Shnayder, M. Hempstead, B.-R. Chen, G. W. Allen, and M. Welsh. Simulating the power consump-
tion of large-scale sensor network applications. In Proceedings of the 2nd International Conference on
Embedded Networked Sensor Systems (SenSys), pages 188–200, New York, NY, USA, 2004. ACM.
[32] H. Takagi and L. Kleinrock. Optimal transmission ranges for randomly distributed packet radio termi-
nals. IEEE Transactions on Communications, 32(3):246–257, Mar 1984.
[33] J. D. Ullman and M. Yannakakis. High-probability parallel transitive-closure algorithms. SIAM Journal
on Computing, 20(1):100–125, 1991.
A Algorithms for SR-communication
In this section we present our algorithms for SR-comm and its variants.
Lemma 26. SR-comm can be solved in time O(log∆ logn) and energy O(log∆ logn).
Proof. This is a well-known result from [3]. Note that each v ∈ S ∩R is not required to receive any message
from other vertices, since we already have v ∈ N+(v)∩S. Thus, in what follows, we assume that S ∩R = ∅.
The algorithm is as follows. Repeat the following routine for Θ(logn) times. For i = 1 to log∆, let each
vertex u ∈ S sends with probability 2−i. Each v ∈ R is always listening throughout the procedure.
Consider a vertex v ∈ R such that N(v)∩S 6= ∅. Let i⋆ be the largest integer i such that 2i ≤ 2|N(v)∩S|.
Consider a time slot t where each vertex u ∈ S sends with probability 2−i⋆ . For notational simplicity, we
write n′ = |N(v) ∩ S| and p′ = 2−i⋆ . Note that 1/n′ ≥ p′ ≥ 1/(2n′). The probability that exactly one
vertex in the set N(v) ∩ S sends is n′p′(1 − p′)n′−1 ≥ 1/(2e). If this occurs, then v successfully receives a
message mu from a vertex u ∈ N(v) ∩ S. The probability that v does not receive any message from vertices
in N(v) ∩ S is at most (1− 1/(2e))Θ(logn) = 1/poly(n).
This algorithm is known as decay [3], and it has been used as a basic communication building block in
various algorithms in wireless networks; see also [7].
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Lemma 27. SR-commall can be solved in time O(∆′ logn) and energy O(∆′ logn).
Proof. Recall that ∆′ is an upper bound on |S ∩ N(v)|, for each v ∈ R. The goal of SR-commall is to let
each vertex in S ∩N(v) deliver a message to v ∈ R, for each v ∈ R.
Consider the algorithm which repeats the following routine for Θ(∆′ logn) rounds. In each round, each
vertex u ∈ S sends mu with probability 1/∆′; for each u ∈ R, if u does not send in this round, then u listens.
Let e = {u, v} be any edge with u ∈ S and v ∈ R. In one round of the above algorithm, u successfully
sends a message to v if (i) all vertices in {v} ∪ (S ∩N(v)) \ {u} do not send, and (ii) u sends. Thus occurs
with probability at least (1− 1/∆′)|S∩N(v)| · (1/∆′) ≥ (1 − 1/∆′)∆′ · (1/∆′) ≥ 1/(2e∆′).
Therefore, the probability that u does not successfully send a message to v throughout the Θ(∆′ logn)
rounds is at most (1− 1/(2e∆′))Ω(∆′ logn) = 1/poly(n).
Lemma 28. SR-commmulti can be solved in time O(M log∆ log2 n) and energy O(M log∆ log2 n).
Proof. We repeat the following procedure for Θ(M logn) times. Do SR-comm with the sets (S′,R′) chosen
as follows. Let R′ be a random subset of R such that each v ∈ R joins R′ with probability 1/2. Let S′ be
a random subset of S \R′ defined as follows. For each message m, all vertices in S \R′ that hold m join S′
with probability 1/M (using the shared randomness for the message m).
Before we proceed to the analysis, we clarify some possible ambiguities of the above algorithm. Note
that a vertex u ∈ S \ R′ might have k ≥ 1 distinct messages, and in this case, u joins S′ with probability
Pr[Binomial(k, 1/M) ≥ 1]. That is, if the shared randomness associated with at least one message m ∈ Mu
lets u to join S′, then u joins S′. Due to the shared randomness, if a vertex u joins S′ because of the shared
randomness for message m, then all vertices w ∈ S \ R′ holding the message m also join S′.
In what follows, we analyze the algorithm. Consider a vertex v ∈ R, and consider one iteration of
the above algorithm. Let M be the set of distinct messages in ⋃u∈N(v)∩SMu \Mv. Consider a message
m ∈ M. Observe that v receives m if the following two events E1 and E2 occur: E1 is the event that all
vertices w ∈ N(v) ∩ S′ hold the message m, and E2 is the event that v ∈ R′.
The probability that E1 occurs is at least (1/2) · (1/M) · (1− 1/M)M−1. The probability that E2 occurs
is 1/2. Thus, the probability that v receives m in one iteration is at least (1/4) · (1/M) · (1 − 1/M)M−1 ≥
1/(4eM), and so the probability that v does not receivem in all iterations is at most (1−1/(4eM))Ω(M logn) =
1/poly(n).
Lemma 29. Each of SR-commmin and SR-commmax can be solved in time O(K log∆ logn) and energy
O(logK log∆ logn). For the special case of S ∩ R = ∅ and |R ∩ N(v)| ≤ 1 for each v ∈ S, the runtime is
reduced to O(logK log∆ logn).
Proof. We only consider SR-commmin, as the proof for SR-commmax is the same. The proof is analogous to
the analysis of a deterministic version of SR-comm in [7]. Note that we can do SR-comm once to let each
v ∈ R test whether or not N+(v) ∩ S 6= ∅. If a vertex v ∈ R knows that N+(v) ∩ S = ∅, then v can simply
removes itself from R. Thus, in subsequent discussion, we assume N+(v) ∩ S 6= ∅ for each v ∈ R.
Let v ∈ R, and we define fv = minu∈N+(v)∩S ku. The high level idea of our algorithm is to conduct a
binary search to determine all logK bits of binary representation of fv.
General Case. Suppose at some moment each vertex v ∈ R already knows the first x bits of fv. The
following procedure allows each v ∈ R to learn the (x+ 1)th bit of fv. For each (x+ 1)-bit binary string s,
we do SR-comm with (S′,R′), where S′ is the set of vertices u ∈ S such that ku = s, and R′ is the set of
vertices v ∈ R such that the first x bits of fv equals the first x bits of s.
Despite the fact that we perform 2x+1 times of SR-comm, each vertex only participates in at most 3 of
them (join S′ at most once, join R′ at most twice). Thus, the procedure takes O(2x log∆ logn) time and
O(log∆ logn) energy.
If we use the above approach to solve SR-commmin, the time complexity is
∑logK−1
x=0 O(2
x log∆ logn) =
O(K log∆ logn); and the energy cost is
∑logK−1
x=0 O(log∆ logn) = O(logK log∆ logn).
Note that for the last SR-comm that a vertex v ∈ R participates, the message mu that successfully sent
to v in that SR-comm must comes from a vertex u ∈ N+(v) ∩ S such that ku = fv = minw∈N+(v)∩S kw.
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Special Case. Consider the special case of S ∩ R = ∅ and |R ∩ N(u)| ≤ 1 for each u ∈ S. For each
v ∈ R, we simply let the set (S ∩ N(v)) ∪ {v} jointly conduct a binary search to determine all bits of
fv = minu∈N(v)∩S ku. Note that the family of sets (S ∩N(v)) ∪ {v} for all v ∈ R are disjoint.
Suppose at some moment, for each vertex v ∈ R, all vertices in the set (S ∩N(v)) ∪ {v} already know
the first x bits of fv. We present an algorithm that allows all vertices in the set (S ∩N(v)) ∪ {v} to learn
the (x+ 1)th bit of fv.
Step 1. Do SR-comm with (S′,R′), where R′ = R, and S′ is the subset of S that contains vertices u ∈ S
such that (i) first x bits of ku equals the first x bits of fv, where v is the unique vertex in R ∩N(u),
and (ii) the (x + 1)th bit of ku is 0. This step allows each v ∈ R to learn the (x+ 1)th bit of fv.
Step 2. Do SR-comm with (S′,R′), where R′ = S and S′ = R. The purpose of this SR-comm is to let each
v ∈ R send the (x+ 1)th bit of fv (learned in the previous step) to all vertices in S ∩N(v).
The runtime for this algorithm is asymptotically the same as the runtime of SR-comm, which is O(log∆ logn).
To determine all logK bits of binary representation of fv, for each v ∈ R, we run the above algorithm for
O(logK) times, and so the total time is O(logK log∆ logn).
We need the following auxiliary lemma (note that ǫ can be either positive or negative).
Lemma 30. There exist three universal constants 0 < ǫ0 < 1, N0 ≥ 1, and c0 ≥ 1 such that the following
is true. For any pair of numbers (N, ǫ) such that N ≥ N0 and ǫ0 ≥ |ǫ| ≥ c0/
√
N , we have:
e−1(1 − 0.51ǫ2) ≤ (1 + ǫ)(1 − (1 + ǫ)/N)N−1 ≤ e−1(1 − 0.49ǫ2).
Before we present our algorithm for SR-commapx, we first consider a special case where W = 1, which
corresponds to the “approximate counting” problem whose goal is to let each v ∈ R learn the number
|N+(v) ∩ S| up to a small (1± ǫ)-factor error.
Lemma 31. For the case of W = 1, SR-commapx can be solved in O((1/ǫ5) log∆ logn) time and energy.
Proof. In this proof we solve a slightly different task of estimating |N(v) ∩ S| for each v ∈ R. If each v ∈ R
knows an estimate of |N(v) ∩ S| up to an (1 ± ǫ)-factor error, then v can locally calculate an estimate of
|N+(v) ∩ S| with the same approximation ratio.
Basic Setup: Let C be a sufficiently large constant. Let ǫ0, N0, and c0 be the constants in Lemma 30.
We assume that ǫ ≤ ǫ0 (if not, then we reset ǫ = ǫ0).
The algorithm consists of two phases. The algorithm for the first phase achieves the following. For
each v ∈ R, either (i) v learns the number |N(v) ∩ S| exactly, or (ii) v detects that ǫ ≥ 10c0/
√|N(v) ∩ S|.
The algorithm for the second phase then solves SR-commapx for all remaining v ∈ R (each of them satisfies
ǫ ≥ 10c0/
√|N(v) ∩ S|).
First Phase: We let Z = (10c0/ǫ)
2. The algorithm consists of CZ logn rounds. In each round, each
vertex u ∈ S ∪ R flips a biased coin that produces head with probability 1/Z. Each u ∈ S sends ID(u) if
and only if its result is head; each vertex v ∈ R listens if and only if its result is tail.
For each v ∈ R, if there is a vertex u ∈ N(v) ∩ S such that the number of messages v receive from u
is less than 0.5 · (C logn)/e, then v decides that ǫ ≥ 10c0/
√|N(v) ∩ S| (and proceed to the second phase);
otherwise, we will later see that v must have learned the list of all IDs of vertices in N(v) ∩ S w.h.p.
In what follows, we prove the correctness of the algorithm. Let e = {u, v} be any edge where u ∈ S
and v ∈ R. In one round of the above algorithm, u successfully sends a message to v if and only if (i) the
outcome of u’s coin flip is head, and (ii) all vertices in (N(v) ∩ S) ∪ {v} \ {u} get tails. This occurs with
probability p⋆ = (1 − 1/Z)|N(v)∩S| · (1/Z). Let X be the number of times v receives a message from u. To
prove the correctness of the algorithm, it suffices to show the following:
• If v ∈ R satisfies ǫ ≤ 10c0/
√|N(v) ∩ S|, then Pr[X ≥ 0.8 · (C logn)/e] = 1− n−Ω(C).
• If v ∈ R satisfies ǫ ≥ 20c0/
√|N(v) ∩ S|, then Pr[X ≤ 0.2 · (C logn)/e] = 1− n−Ω(C).
• If v ∈ R satisfies ǫ ≤ 20c0/
√|N(v) ∩ S|, then Pr[X ≥ 1] = 1− n−Ω(C).
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Case 1: Suppose that the vertex v ∈ R satisfies ǫ ≤ 10c0/
√|N(v) ∩ S|. We show that in this case the
amount of messages v receive from u ∈ N(v) ∩ S is at least 0.8 · (C logn)/e, with probability 1 − n−Ω(C).
In this case Z ≥ |N(v) ∩ S|, and also p⋆ ≥ 0.9/(eZ). The expected value of X is µ ≥ 0.9(C logn)/e. By a
Chernoff bound, Pr[X ≤ 0.8 · (C logn)/e] ≤ exp(−Ω(C logn)) = n−Ω(C).
Case 2: Suppose that the vertex v ∈ R satisfies ǫ ≥ 20c0/
√|N(v) ∩ S|. We show that in this case the
amount of messages v receive from u ∈ N(v) ∩ S is at most 0.2 · (C logn)/e, with probability 1 − n−Ω(C).
In this case Z ≤ |N(v) ∩ S|/4, and also p⋆ ≤ 1.1/(e4Z). The expected value of X is µ ≤ 1.1(C logn)/e4 <
0.1(C logn)/e. By a Chernoff bound, Pr[X ≥ 0.2 · (C logn)/e] ≤ exp(−Ω(C logn)) = n−Ω(C).
Case 3: Suppose that the vertex v ∈ R satisfies ǫ ≤ 20c0/
√|N(v) ∩ S|. We show that in this case the
amount of messages v receive from u ∈ N(v) ∩ S is at least 1, with probability 1 − n−Ω(C). In this case
Z ≥ |N(v) ∩ S|/4, and also p⋆ ≥ 0.9/(e4Z). We have Pr[X < 1] ≤ (1− 0.9/(e4Z))CZ logn = n−Ω(C).
Second Phase: In what follows, we assume ǫ ≥ 10c0/
√|N(v) ∩ S| for each v ∈ R. We consider the
sequence of sending probabilities: p1 = 2/∆, and pi = max{1, pi−1 · (1 + ǫ)}. We let i⋆ = O((1/ǫ) log∆) be
the first index i such that pi = 1.
The algorithm is as follows. For i = 1 to i⋆, we do the following for C logn/ǫ4 rounds. In each round,
each vertex v ∈ S ∪R flips a fair coin. If the outcome of v is head and v ∈ S, then v sends with probability
pi. If the outcome of v is tail and v ∈ R, then v listens to the channel. After finishing the above procedure,
each vertex v ∈ R finds an index i′ such that the number of messages v successfully received during the i′th
iteration is the highest. Then v decides that the estimate of |N(v) ∩ S| is 2/pi′ . Note that the runtime of
the algorithm is O((1/ǫ5) log∆ logn).
Next, we analyze the correctness of the above algorithm. Consider a vertex v ∈ R in the ith iteration.
We say that i is good for v if 2/pi is within an (1± 0.6ǫ)-factor of |N(v) ∩ S|; and we say that i is bad for v
if 2/pi is not within an (1 ± ǫ)-factor of |N(v) ∩ S|. Note that there must be at least one good index i for
each v ∈ R.
We write psuci to be the probability that v successfully receives a message in one round of the ith iteration.
It is clear that psuci = (1/2) · |N(v) ∩ S|(pi/2) · (1 − (pi/2))|N(v)∩S|−1. By Lemma 30, we have:
psuci ≥ pgood def= (1/2) · e−1(1− 0.51(0.6ǫ)2) if i is good for v.
psuci ≤ pbad def= (1/2) · e−1(1− 0.49(ǫ)2) if i is bad for v.
Consider the ith iteration. Let X be the number of messages that v receives in the ith iteration. The
following probability bounds follow by a Chernoff bound.
Pr[X ≤ (1− 0.01ǫ2)pgood · C logn/ǫ4] = exp(−Ω(ǫ4 · C logn/ǫ4)) = n−Ω(C) if i is good for v.
Pr[X ≥ (1 + 0.01ǫ2)pbad · C logn/ǫ4] = exp(−Ω(ǫ4 · C logn/ǫ4)) = n−Ω(C) if i is bad for v.
Since (1 − 0.01ǫ2)pgood > (1 + 0.01ǫ2)pbad, with high probability the index i′ selected by v must be good,
and so the estimate calculated by v is within an (1± ǫ)-factor of |N(v) ∩ S|.
Lemma 32. SR-commapx can be solved in O((1/ǫ6) logW log∆ logn) time and energy.
Proof. We let ǫ′ = Θ(ǫ) be chosen such that (1+ ǫ′)2 < 1+ ǫ and (1− ǫ′)2 > 1− ǫ. We consider the following
sequence: w0 = 0, w1 = 1, and wi = min{W, (1+ ǫ′)wi−1}. Let i⋆ be the smallest index i such that wi =W .
For i = 1 to i⋆, we run SR-commapx (using the algorithm of Lemma 31) with the following setting. We
set S′ as the vertices u ∈ S with mu ∈ (wi−1, wi]; and the message for each v ∈ S′ is 1. We set R′ as R.
The maximum allowed error for SR-commapx is ǫ′.
For each v ∈ R, denote Ni as the number of vertices u ∈ N+(v) ∩ S such that mu ∈ (wi−1, wi]; and
we write N˜i to denote the result from the ith iteration. Note that N˜i is an (1 ± ǫ′)-factor approximation
of Ni, and
∑i⋆
i=1Ni is an (1 ± ǫ′)-factor approximation of
∑
u∈N+(v)∩Smu. Thus,
∑i⋆
i=1 N˜i (which can be
calculated locally at v) is an (1 ± ǫ)-factor approximation of ∑u∈N+(v)∩S mu, as desired.
We calculate the cost of the algorithm. The time complexity for each iteration is O(log∆ logn/ǫ5). The
number of iterations is i⋆ = O((1/ǫ) logW ). Thus, the total runtime is O((1/ǫ6) logW log∆ logn).
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