ABSTRACT Neural text generation has been a challenging task, among which the text representation and the beam search are crucial techniques. By improving these techniques, we propose a novel model to generate texts of higher quality in this paper. First, we leverage the global and local contextual features by combining the structure of both the recurrent neural network (RNN) and convolutional neural network (CNN) to learn a joint representation for the source text. Next, we introduce a modified diverse beam search to foster the diversity in the generated sentences during decoding, and then we rank these sentences according to its saliency score which measures the co-occurrence of keyphrases with the source text. Such a ranking mechanism promotes the semantical relevance between the source text and the generated sentence. To evaluate our model, we conduct extensive experiments on two neural generation tasks, including document summarization and headline generation. The results on both tasks show that our proposed model contributes to promising improvement in performance compared with the state-of-the-art baselines.
I. INTRODUCTION
Text generation, covering a variety of natural language processing tasks including but not limited to machine translation, image caption, and text summarization, has been boosted significantly by the recent development of neural networks. In general, the neural network-based methods have been designed to train end-to-end neural network models consisting of an encoder model to produce a hidden representation of the source text, followed by a decoder model to generate the target. Prior to these neural network-based methods, the dominant techniques for text generation are either statistical [1] , [2] or based on certain templates or rules [3] , [4] conditioned on the input information. Despite fair interpretability, such classical models are rather taxing since they demand amounts of hand-engineering to scale [5] . By comparison, the neural ways are fully data-driven and empirically more efficient with increasing training data.
Supposing that the given source text is represented by a sequence of words x = (x 1 , x 2 , · · · , x n ) over the vocabulary V . The vocabulary contains a set of the most frequent N words in the certain corpus. The task of text generation
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However, the neural network-based model is not flawless, there are salient problems need to be addressed according to recent studies [5] - [9] . A first challenge comes from learning the latent representations. A sound representation of the source text has a direct impact on language generation. To capture the contextual information as well as maintain global coherence in the hidden states during encoding, we devised a new hybrid encoder structure by combining the strengths of convolutional neural network (CNN) and recurrent neural network (RNN), which accommodates well dealing with source texts of different lengths.
Another challenge for neural text generation relates to the beam search algorithm [10] - [12] during decoding. In spite of the ubiquitous use of beam search, it has long been observed that the output candidates are generic and nearly identical [13] , which could lead to a waste of computation. Worse still, those sentences could fail to capture the key information and be all semantically irrelevant to the source text. To overcome this problem, we modified the classical beam search algorithm and proposed a keyphrase ranking mechanism to enhance the semantical similarity between the source text and the generated sentence.
In this paper we tackle the above issues in neural text generation, the primary focus of which is on tasks where the target is a single sentence, such as document summarization and headline generation. We apply our model to these two tasks. In general, our contributions are as follows, -A keyphrase enhanced diverse beam search method is proposed to promote the generated content quality. We utilize the keyphrases co-occurrence between the source text and the generated sentences to rank those sentences, in this case, the semantical irrelevance together with the identical generation issues in the classical beam search is greatly alleviated. -A novel hybrid neural network structure of encoder featuring the cascade of CNN and LSTM is introduced to learn a joint representation for the source text, which implicitly promotes text generation by leveraging the local and global contextual features in the source text. -Both quantitative and qualitative analyses demonstrate the efficacy of our method compared with a variety of baseline models on two tasks including document summarization and headline generation.
II. RELATED WORK
Centering on text generation, our work is partially inspired by the recent work of a series of issues which are elaborated as follows.
A. SENTENCE SUMMARIZATION
Sentence summarization, as its name suggests, aims at condensing the input of a single document or more documents into concise and fluent sentences while preserving the original important points. Within this area, there is finer category according to the length of the generated abstracts, namely document summarization [14] - [16] and headline generation [17] - [20] . Headline generation focuses on learning a model to map the source text into a headline-style text while document summarization relates to producing longer abstracts. Sharing the same essence of producing the salient content of the source text, these two tasks can be settled along the same line. The precursors of sentence summarization [14] - [16] initiated the use of the attentional encoder-decoder framework by employing various forms of encoders to get the representation of source texts. Among those models, the dominant types of encoder belong to the variants of RNN, either LSTM [21] or GRU [22] , as they can mitigate the gradient vanishing problem [23] effectively compared with the vanilla RNN. Although the RNN encoder has the compelling feature of capturing the sequential connection, it is less competent in modeling adjacent states [24] . Recently, research on CNN-based sequence modeling has gained momentum. Gehring et al. [25] proposed the CNN-based model for sequence modeling, which encouraged great success in text classification [26] , [27] , sentence reconstruction [28] , and sentence prediction [28] , showing that CNN is powerful for modeling contextual information. Combining the RNN and the CNN structures is a natural choice for learning the contextual information while preserving the sequential connection for obtaining sentence representations that can be used across domains. But to our knowledge, this has not been applied to text generation tasks such as sentence summarization.
In this work, our model utilizes a hybrid neural network encoder to learn a joint representation for the source text. Specifically, the encoder uses a convolutional layer to detect the time-invariant features on top of the recurrent states without any pooling, aiming at combining the structures of RNN with CNN. Such combination not only reinforces the contextual information but also captures long-term dependencies well, which contributes to better text generation.
B. BEAM SEARCH
The traditional beam search generates the text word by word from left-to-right and keeps a fixed number of hypotheses with the highest log probability at each time step. Yet, there exist certain issues as we mentioned above. Work on improving beam search comes in two flavors: encouraging the sentence diversity and boosting the content quality of the generated text.
Starting with diversity fostering methods, Vijayakumar et al. [13] added a dissimilarity term to the objective to measure the diversity between candidate sequences. In a similar vein, Freitag and Al-Onaizan [29] made an effort by limiting the number of candidates coming from the same partial hypothesis. To date, some works [30] , [31] have applied such diverse beam search algorithm to their tasks. However, their diversity-oriented beam search failed to ensure that the generated text is well-formed and grammatically sound [32] .
To compensate for that deficiency, we introduce a modified diverse beam search method, featuring a novel scoring function to measure the readability and coherence of the generated hypotheses, which can serve as a preliminary for ranking.
On the other hand, it is noted that incorporating certain side information [15] , [32] , [33] benefits promoting the content quality during text generation, which motivates us to exploit keyphrases to boost the semantic relevance between the source text and the generated sentences. Sharing this assumption with us, Boudin and Morin utilized a word graph method [35] to find the N-best shortest paths as candidates and then rescored them to get the best sentence compression in a French extractive summarization task [36] . Yet, extractive VOLUME 7, 2019 summarization has rather limited search space compared with that of abstractive summarization task, thus distinguishing our proposed keyphrase ranking mechanism.
After extracting keyphrases in the source text with TextRank [34] , we propose to rank the hypotheses found during beam search by a keyphrase ranking mechanism, which measures the saliency of keyphrases the hypotheses contain. The rationale for this ranking mechanism is that keyphrases comprise entries that are representative of the source text so that they can play a positive role in text generation by guiding the hypotheses selection.
III. METHODOLOGY
In this section, we will introduce our text generation approach, which we term Keyphrase Enhanced Diverse Beam Search (KEDBS). We first detail the hybrid neural network structure consisting of two components, and then present the keyphrase enhanced diverse beam search which is the core of our model. FIGURE 1. KEDBS model. For each timestep, the sentence token is projected into the continuous vector space, and then the corresponding word embedding is transformed into its hidden state with the LSTM building block. Then the hidden state goes through the convolutional layer to make the final encoded hidden state, which is weighted and summed to obtain the contextual vector. Based on this, the decoder produces the final distribution in either copy mode or generation mode. During decoding, the keyphrase enhanced diverse beam search consisting of two components is in charge of selecting the generated sentence.
A. NETWORK ARCHITECTURE
As is illustrated in Figure 1 , the backbone structure of our method is the sequence-to-sequence model with attention. Given the source text as input, we project the sequence of words into the continuous vector space and then utilize a convolutional recurrent encoder to obtain the representation of the source text. Once the source sentences are encoded, the coverage-based attentive decoder is tasked with generating the target sentence word by word. In the decoding process, we apply our keyphrase enhanced diverse beam search algorithm to score the generated sentences. As a result, the top-ranked candidate is selected.
1) HYBRID CONVOLUTIONAL RECURRENT ENCODER
As Figure 2 shows, we use bi-directional LSTM as the basic building block in the encoder. Specifically, source sequence (x 1 , x 2 , · · · , x n ) is mapped into both the forward hidden state vector (
h n ) and the backward hidden state vector FIGURE 2. Hybrid Neural network encoder. the second bidirectional LSTM layer is abbreviated for architectural simplicity. With residual connections, input to the bottom LSTM layer is element-wise added to its output, and then the sum is fed as the input to the second LSTM layer.
, which are concatenated as Equation (1) shows.
To encourage the gradient flow, we use residual connections [37] between the two layers of LSTM RNNs. On top of the two-layer recurrent neural networks, we add a convolutional layer to extract the local features out of the neighboring states (see Equation (2)). In this case, the final hidden state of i-th input word is contributed by the convolution operation of both the preceding and the following hidden states other than itself.
where w denotes the window size of the CNN filter, σ is the sigmoid function, and b is the bias term. Empirically, we set the window size of the filter as 3.
Remark:
The hybrid neural network encoder is the cascade of LSTM and CNN, which not only captures the long-term dependencies but also reinforces the contextual information. Both features are indispensable for learning a fine text representation.
2) COVERAGE-BASED ATTENTIVE DECODER
In the model, the decoder is composed of a single-layer unidirectional LSTM and computes the hidden state s j conditioned on the word embedding of the previous word recursively following Equation (3) .
The attention mechanism is utilized to depict the alignment between the target output hidden state s j and the relevant source hidden states at decoder timestep j. Instead of using a fixed context vector, the decoder calculates c j dynamically on each step, which is defined by Equation (4):
where α ij is the normalized result serving as a distribution over input elements and can be computed by the following Equations (5-7).
where k ij denotes how well the input position i matches the output position j. And e j acts as the coverage vector, which keeps track of what has been read from the source text. By driving the model to put emphasis on those unattended parts, it is likely to mitigate the repetition issue that has plagued the text generation tasks. Additionally, we adopt the CopyNet [38] in hopes of addressing the out-of-vocabulary (OOV) problem during decoding. As is pictorially illustrated in Figure 1 , the decoder produces two separate probabilities at each timestep. In the generation mode, the possibility ψ g depicts the case where the target word comes from the predefined vocabulary by Equation (8) .
where o n can be computed by Equation (9) , and W 1 , W 2 , W 3 are trainable weight matrices. Alternatively, as Equation (10) shows, for those out-ofvocabulary words, the possibility ψ c denotes that they can be copied directly from the source text.
where W c ∈ R d×d is a trainable weight matrix.
3) TRAINING
In terms of the model training, we adopt the strategy of Maximum Likelihood Estimation (MLE) to maximize the conditional probability of every target word given the source text x and parameters θ . This common practice serves equivalently to negative log-likelihood as the loss function as Equation (11) shows:
where D stands for the training dataset.
During training, the model can be guided by the actual word of the reference, while at test time the model is fed with the previously predicted word, which sometimes could be misleading. To alleviate this issue, we make it visible to the model what has been predicted during the training process by feeding sampled output from the model with a probability of 0.2 as input for the second iteration of training on the same batch. Once the model is well trained, we use a modified beam search to guide the selection of the optimal output. (12) shows,
where γ is the diversity rate which is empirically set as 0.15 and b denotes the ranking of the current hypothesis among its siblings. As a whole, the penalty term γ b prunes low-ranked hypotheses expanded from the same predecessor. Subsequently, the preliminary score
t+1 |x) for each hypothesis is computed based on the diverse beam search score by Equation (13):
where λ and µ are weights of the two auxiliary scores, the initial values of which are set at 0.25 empirically, and then these hyperparameters are tuned on the validation set. Remark: As can be seen from Equation (13), we use two scores to depict the grammatical characteristics of the generated hypotheses. The first one score m penalizes malformed generation to sidestep those undesirable behaviors, such as containing repeated entities or n-grams in the hypothesis, or there are punctuation errors. Moreover, the score a encourages the favorable generation. Namely, it compensates the generated tokens in the abstractive fashion since we observed that they have lower probabilities than the tokens generated from the copy mode.
2) BOOSTING THE CONTENT QUALITY
Concerning the other challenge that the generated sentences are often semantically irrelevant to the source text, we initiate a keyphrase ranking mechanism to rank the generated hypotheses according to the saliency score which measures the co-occurrence of keyphrases with the source text.
In general, the keyphrase ranking mechanism can be divided into three steps. To begin with, we carry out the preliminary work of keyphrase extraction using TextRank [34] . Concretely, to build a graph of the source text, each word is regarded as a node and the co-occurrence between these words within a set window is the edge. For instance, the edge connecting node V i and V j are assigned with an initial weight w i,j . For node V i , the saliency score can be computed iteratively until convergence following Equation (14) , (14) where d is the damping factor set to 0.85 and adj(V ) denotes the nodes neighboring node V .
Next, once the graph is built based on the source text, keyphrases that pass the syntactic filter are extracted. We set the syntactic pattern as (JJ) * (NNP|NNPS|NNS|NN), where JJ denotes adjectives or ordinal numbers, NNP and NN stand for proper noun and common noun respectively while NNPS and NNS are their plural forms. The syntactic filter is mainly made up of nouns for the reason that noun phrases have an inherent advantage over verbs in capturing the topics of the text. Moreover, words in other parts of speech are comparatively easier to generate in the end-to-end paradigm, while nouns can be cursed by the OOV problem.
As Equation (15) shows, the score of an eligible keyphrase kp is the sum of the saliency score of word V it contains.
Finally, given a hypothesis Y t , the ultimate score score(Y t ) is the integration of the preliminary score and the sum of keyphrase scores this hypothesis contains. In addition, a normalization factor is applied to avoid long sentence preference as shown in Equation (16) .
After this ranking module is employed, all hypotheses can be sorted in a reversed order by their ultimate scores, and the top-ranked one is then selected to add to the generated sentences.
Remark: Our proposed keyphrase enhanced diverse beam search features utilizing keyphrase co-occurrence to promote the content quality of the outputs from a modified beam search process. The intuition is that the keyphrase plays an important role in capturing the gist of the source text and often comprises representative entities, more keyphrases in common would contribute to a closer semantic relevance between the source text and the generated sentence. This assumption is confirmed by the qualitative analysis in the following section.
IV. EXPERIMENTS
In this section, we conduct extensive experiments to demonstrate the advantage of our proposed KEDBS model on two text generation tasks, including document summarization and headline generation. Then, we compared the performance of KEDBS with a variety of state-of-the-art methods on several commonly used datasets which will be elaborated separately. Besides, we conducted the component analysis to evaluate the contribution of each component in our model. Furthermore, we carried out the parameter analysis to present the parameter selection process.
A. DOCUMENT SUMMARIZATION 1) DATASET & SETUP
In the following, we introduce the datasets that we conduct experiments on and our experiment settings as well as the baseline models that we compare with.
CNN/Daily Mail [15] is a large collection of long online news articles paired with multi-sentence summaries. We follow the previous research [39] to divide the whole dataset into three parts, with 287k examples for training, 13k for validation and 11k for testing. Besides, the size of the vocabulary is 50k, comprising a set of the most frequent words in the corpus.
The model was implemented under the tensorflow framework. For the encoder, we used two hidden layers of bi-directional LSTM, both of which has 200 hidden units, while in decoder we used one layer of uni-directional LSTM with 400 hidden units. We set the dimension of word embeddings as 200, and learned them from scratch during training. To decrease the number of parameters, the word embeddings were shared between the encoder and the decoder. For the training process, we optimized the model by Adam with the default hyper-parameters: the learning rate α = 0.01, β 1 = 0.9, β 2 = 0.999, = 1e − 8. Other parameters were randomly initialized in the range of [−0.1, 0.1]. In this experiment, we set the batch size as 64. Besides, gradient clipping was performed by setting the maximum gradient norm as 2, and early stopping was implemented based on the validation set loss. We used a single NVIDIA GTX-1080Ti GPU card to train our model and the training took 4 days and 6 hours for nearly 12 epochs until convergence.
2) BASELINE MODELS
As we compare our results with that of the baseline models reported in their work, we give a brief introduction for those baseline models respectively.
ABS & ABS+ [16] are models both featured by a convolutional bag-of-words encoder and a neural language model decoder with local attention. The ABS + model is tuned with a set of additional features compared with the ABS model.
words-lvt2k-temp-att [15] is a temporal attention model with a feature-rich bidirectional GRU encoder and a unidirectional GRU decoder. It uses the large vocabulary trick to alleviate the computational bottleneck.
PGNet & PGNet + coverage [39] are models with a hybrid pointer-generator network for handling OOV words. The difference is that the PGNet + coverage model additionally exploits coverage mechanism to address the word repetition issue in the generated sentence. KIGN + P [40] is featured by a key information guide network and a prediction-guide mechanism.
SummaRuNNer [41] is an extractive model which differs from all aforementioned abstractive models. It aims to select salient snippets from the source text thus having an inherent advantage over abstractive models and is hard to beat with regard to ROUGE metrics.
3) RESULTS & QUALITATIVE ANALYSIS
The primary metric of our model is the recall-oriented ROUGE metric [42] , which captures the n-gram co-occurrence of the generated text and the reference. Following the previous studies, we calculate the F1 scores for ROUGE-1, ROUGE-2, and ROUGE-L by exploiting the pyrouge package 1 , whose statistical significance is on the 95% confidence interval in the official ROUGE script. The performance on the document summarization task is presented in Table 1 . As can be seen from Table 1 , our complete implementation KEDBS works well on all three ROUGE metrics. It beats the advanced abstractive models by a large margin, especially the PGNet + coverage (+0.50 ROUGE-1, +0.24 ROUGE-2, +0.32 ROUGE-L). Beyond that, it is notable that our model also gains an edge over the SummaRuNNer model which belongs to the extractive type. Specifically, the ROUGE scores rise by 8% and 4% with regard to the ROUGE-2 and the ROUGE-L metrics. These encouraging improvements on this most commonly used dataset clearly demonstrate the effectiveness of our approach. Also, we notice that the improvements compared with abstractive methods in the ROUGE-1 and ROUGE-L are more obvious than ROUGE-2, which is largely due to the fact that few keyphrases extracted from the CNN/Daily Mail dataset are bigrams as a result of the syntactic pattern setting while the large mass of n-grams (n ≥ 3) promote the performance on the longest common subsequences co-occurrences.
In addition, we offer to further evaluate the model with the METEOR metric [43] , which rewards the alignments based on exact, stem, synonym, and paraphrase matches between the generated sentences and the references. In this paper, we adopt two modes of METEOR, including the exact match and the full mode, where the weights of exact, stem, synonyms and paraphrases are set to 1, 0.5, 0.5, 0.5 empirically. The results are listed in Table 2 . Most notably, our models yield the highest scores in both patterns, which shows an overwhelming advantage over the baseline models.
B. HEADLINE GENERATION 1) DATASET & SETUP
The headline generation task differs from the document summarization task in that the length of the generated sentence is rather limited. We trained and evaluated our models on two datasets, including BBC [44] and Inspec [45] . The former is a set of medium length stories covering various topics from the BBC news website with headlines length at around 8 tokens. And the latter is a scientific journal dataset consisting of 2k short documents, which are paired with titles of 12 tokens on average. Considering the text length, the vocabulary size was set to 9k and the decoding step was restricted under 15. Beyond that, the experiment settings were almost the same, including the word embedding dimensions, the neural network hidden unit numbers, and optimization parameters. The training was time-efficient, with an average training time of 10 minutes for 15 epochs until convergence.
2) RESULTS & ANALYSIS
We report the evaluation results of these two datasets based on both ROUGE and METEOR metrics in Table 3 and Table 4 respectively. The baselines we compared with are the classical seq2seq model 3 and the state-of-the-art PGNet model 4 and their variants with coverage mechanism. From the table, we find the following facts. (i) On the Inspec dataset, the performance of the KEDBS model shows an obvious advantage over other models in terms of the ROUGE metrics, achieving 2 points rise on average. (ii) As for the METEOR metric, there is a similar superiority over all baselines on both the BBC and the Inspec dataset, which explicitly confirms that our method KEDBS promotes the text generation performance to some extent. We would give a qualitative analysis through the case study to demonstrate such a promotion in the following. (iii) On the BBC dataset, our model gets promising scores on the ROUGE-2 and ROUGE-L metrics, exceeding the baseline PGNet with coverage by 0.34 and 0.22 points respectively. Yet it lags slightly behind the PGNet model with coverage in terms of the ROUGE-1 metric.
We believe that such inconsistency of performance is due to the abstract length disparity between these two datasets. Given that our keyphrase enhanced diverse beam search is designed to exploit keyphrases contained in the generated sentence, the rather limited abstract average tokens of BBC dataset heavily restrict the function, thus leaving little room for improvement. Fortunately, the hybrid neural network encoder captures both the local and the global features to learn a joint representation, and plays a crucial role in enhancing the bigrams and the longest common subsequences co-occurrences performance. As for the Inspec dataset, since the abstracts are of medium length and there are more n-grams in the scientific articles, more keyphrases can be captured in the generated summaries, as a result, the scores are greatly increased with the aid of our proposed techniques.
3) CASE STUDY
In Figure 3 , we display sample headlines generated by our KEDBS model and the baseline model PGNet with coverage on the Inspec dataset, comparing them with the reference. To illustrate different traits (e.g. repetition and rephrasing) and to mark important words, we color them respectively.
The average document length of the Inspec document is at around 120 tokens, far shorter than other two datasets, so we restrict the keyphrases extracted from the source text to 5 at most, and release the keyphrase filter pattern to single keywords, which makes it even harder for the generated sentence to match. Nevertheless, we observe that the headline produced by our KEDBS model hits most of the extracted keyphrases, and performs well in rephrasing by using the word ''seeking'' to convey the meaning of ''investigating'', which contribute to a close semantic relevance to the FIGURE 3. Sample headlines generated by KEDBS and the baseline PGNet model with coverage mechanism paired with the reference headline. Both models rely on copying mode to generate purpleproper nouns from the source text, and they can capture cyankeyphrases to some extent so that the headlines are similar to the source text literally. Yet, the headline generated by PGNet with coverage has low semantic relevance to the reference, and it presents undesirable greenrepetition. By contrast, the headline generated by KEDBS performs well in orangerephrasing and reflects a higher semantic relevance.
reference headline. By contrast, the PGNet with coverage generates a headline with inferior performance. The headline is similar to the reference literally though, it is obvious that it fails to capture the gist of the source text, but joints some snippets literatim instead. Worse still, it shows a repetition tendency which might hurt the readability. In general, the content quality of our KEDBS headline is enhanced compared with the baseline model. 
C. COMPONENT ANALYSIS
To evaluate the contribution of each component, we carried out an ablation study of KEDBS. Firstly, we implemented the model without the hybrid neural network encoder, and utilized a classical two-layer bidirectional LSTM encoder instead. Secondly, we implemented a model without the keyphrase enhanced beam search, and adopted the traditional beam search in the decoding process. These two models served as the control groups against the complete implementation KEDBS. We evaluated the models on CNN/Daily Mail, BBC, and Inspec datasets respectively. The results are listed in Table 5-Table 8 .
As shown in Table 5 , the efficacy of the hybrid neural network encoder is verified by comparing the scores of the model without the hybrid encoder and those of KEDBS. It is obvious that transforming the conventional LSTM encoder with the cascade of LSTM and CNN promotes the performance significantly (+0.31 ROUGE-1, +0.29 ROUGE-2, +0.31 ROUGE-L). We think such promotion is attributed to the fact that the hybrid neural network encoder can capture both the local and the global features to learn a joint representation, and play a crucial role in enhancing the bigrams togethet with the longest common subsequences co-occurrences performance.
Last but not least, the fact that the KEDBS outperforms the model without the keyphrase beam search (+0.40 ROUGE-1, +0.24 ROUGE-2, +0.29 ROUGE-L) proves the superiority of our proposed keyphrase enhanced diverse beam search against the standard beam search algorithm.
Moreover, as shown in Table 6 , the improvements owing to the keyphrase enhanced diverse beam search (+0.70 extract match, +0.82 stem/syn/para) are more salient than those of the hybrid encoder (+0.23 extract match, +0.07 stem/ syn/para), which accords with what the METEOR metrics reward.
Similarly, as for the results on the BBC and the Inspec datasets shown in Table 7 and Table 8 , the promotion by the hybrid neural network encoder is slightly inferior to that of the keyphrase beam search. Furthermore, we observe that the model adopting the novel beam search algorithm performs much better than that uses a classical beam search. Obviously, the comparison between these two models can well demonstrate the superiority of our proposed keyphrase enhanced beam search algorithm.
The reason behind such a superiority is that keyphrase plays an important role in capturing the gist of the source text and often comprises representative entities, more keyphrases in common would contribute to a closer semantic relevance between the source text and the generated sentence.
D. PARAMETER ANALYSIS
In our model, there are several parameters related to the beam search process, among which the beam width denotes the number of the partial hypotheses we keep, and has a direct impact on the generation quality.
We conducted parameter analysis to find out the optimal setting of beam width on all three datasets. Specifically, we set the beam width in the range of 3 to 12, and recorded the ROUGE score accordingly. On the CNN/Daily Mail dataset, we found an ascending tendency when the beam width ranges from 3 to 5 as Figure 4 illustrates, so it is the optimal choice to decode with the beam width of 5. As for the BBC dataset, the ROUGE scores achieve the maximum when the beam width is set to 5 as Figure 5 shows. Besides, on the Inspec dataset, the optimal beam width is 4 as Figure 6 shows. For simplicity, the values of the vertical ordinate are the results of ROUGE score subtracting the average.
TABLE 8.
Meteor scores on the BBC dataset and the inspec dataset. +stem/syn/para denotes the full mode which additionally rewards matching stem, synonyms, and paraphrases. 
V. CONCLUSION
In this paper, we proposed a novel KEDBS model for neural text generation. We presented a keyphrase enhanced diverse beam search method, and showed that it promotes the semantic relevance between the source text and the generated sentence by encouraging grammatical soundness and more keyphrase co-occurrence. Also, we introduced a brand-new hybrid neural network structure of the encoder which leverages the local and global contextual features to learn a joint representation for text generation. We applied our model to two challenging tasks including document summarization and headline generation. Experimental results demonstrated that our model outperforms the state-of-the-art method on these two tasks which generate texts of different lengths. In future work, we attempt to apply this approach to more text generation task, such as dialogue response generation and machine translation. Besides, we would try to apply reinforcement learning methods to neural network training.
