We propose a functional architecture of recurrent long-range processing in primary visual cortex. Simulations of noisy articial stimuli and natural stimuli show that the circuitry increases responses of cells coherent with a global structure while suppressing con icting responses. Quantitatively we demonstrate that orientation signi cance is increased at object borders while remaining unchanged in homogeneous regions. We suggest that the proposed circuit serves as a low-level neural implementation of the Gestalt principle of good continuation, thus building a preliminary stage for perceptual grouping and gure-ground segmentation.
Introduction
Feedback is a general architectural principle of mammalian visual cortex 1, 2, 3] . While feedforward/feedback-projections connect di erent areas or layers which are generally assumed to have di erent functional roles, another architectural principle frequently encountered are horizontal connections which are found, e.g., in V1 layer 2/3. Via horizontal connections a cell response is in uenced by stimuli which lie outside its classical receptive eld (RF) 6]. The precise functional role of both feedback projections and long-range interactions remains largely unresolved. It has been suggested that they serve as a mechanism to, e.g., sharpen orientation tuning 12, 15, 16] , or to generate context-sensitive perceptual grouping 5].
Here we propose a model of V1 processing that incorporates both horizontal interactions and recurrent intra-areal processing.
Supported by DFG (SFB 527).
Previous models that use these architectural principles have emphasized the interpolation and completion of spatial activity arrangements, e.g. to close gaps and generate short-range illusory contours 5, 13], or detect texture boundaries from similarly oriented stimulus items 9] (see Sec. 4). Likewise, we suggest that via long-range connections an oriented target cell integrates contrast activities from distant cells of the same orientation. Unlike previous approaches, we suggest that long-range integration acts as a gain enhancer of activity already present, but cannot generate activity 6, 7] . Local coherent activation is further enhanced via recurrent computation, thus maximizing perceptual saliency. Incoherent activation will be suppressed via competitive interaction. We suggest that the proposed circuit contributes to the early stages of boundary processing and gure-ground segmentation.
Model
The model realizes a simpli ed architecture of V1, that incorporates a preprocessing feedforward pathway and a recurrent loop with long-range interaction. Our model does not implement the full recurrent loop in V1 (layer 4!2/3!5!6!4 1]) as we skip layers 5, 6 and 4 and directly feed back layer 2/3 long-range responses (Fig. 1) . This simpli cation, in a rst step, allows easier stability analysis and evaluation of the functionality.
Preprocessing stages
In the feedforward path, initial luminance distribution is processed by isotropic LGNcells, orientation-selective simple and complex cells.
LGN on-and o - Combination of complex and long-range cell responses Responses are combined and then undergo self-normalization by divisive inhibition. Initially, feedback responses W are set to C , which produces more pronounced contours of processed stimuli as compared to setting W to zero.
The weighting parameter V = 2 is chosen so that dimensions of C and W are approximately equal, the decay parameter V = 0:2 is chosen small compared to net and V = 10 scales the activity to be su ciently large for the subsequent long-range interaction. is implemented by a 1D Gaussian g o , discretized on a zero-centered grid of size o max , normalized, and circularly shifted so that the maximum value is at the position corresponding to . Fig. 3 shows a sample plot of e g for o max = 4, o = 0:5 and = 2 =o max = =2. 
where + = 5, ? = 2 and W = 0:001 are scale factors and W = 0:2 is a decay parameter. The model is robust against parameter changes, which is mainly caused by the compressive transformation equations employed. For the combination of responses (Eq. 2), however, it is crucial to have activities in both streams of similar order of magnitude. Also the relative RF sizes must not be substantially altered. 
Simulation results
The same model parameters as speci ed above were employed in all simulations. Responses saturate after a few recurrent cycles.
Arti cial noisy stimuli
The capability of the model is rst demonstrated using an arti cial stimulus, which is heavily corrupted by additive Gaussian noise of standard deviation equal to 100% of the maximum luminance di erence. The stimulus is shown in Fig. 4 together with a horizontal cross section. The response of the complex cell and of the longrange stage after 12 recurrent cycles are depicted in Fig. 5 . Both orientation signicance and absolute response is increased at the border as compared to the background. In order to specify a quantitative measure of the capabilities of the model, the changes of orientation signi cance during recurrent long-range interaction are examined (compare 12]). Orientation signi cance is dened as
Orientation signi cance is a measure of orientation bandwidth which is bounded between zero and one. Cells not tuned for orientations have a zero orientation significance. Cells that are very sharply tuned have orientation signi cance values close to one. Fig. 6 depicts the temporal evolution of mean signi cance for a patch (size of 2 40 pixels) at the contrast boundary (upper solid line) and at the background (lower solid line). The dashed horizontal lines indicate the corresponding mean initial significance of the complex cell responses. The abscissa denotes the discrete time steps (t = 0; 1; : : : ; 12), the ordinate denotes mean orientation signi cance. The curves show that the recurrent interaction increases orientation signi cance only at the borders while leaving signi cance at the background almost unchanged. 
Natural stimuli
To further examine the model, natural stimuli are used as input. We employ a cell image depicted in Fig. 7 . The results show that the outlines of the cells are enhanced by the recurrent long-range interaction (after 12 cycles). In particular, week initial estimates and low contrast measurements are enhanced, e.g., the longer coaligned structures (top border of the rightmost cell) or smaller salient structures (like the nuclei). This demonstrates how the proposed circuit can accentuate meaningful structures like object boundaries and may thus serve as a prerequisite of gure-ground segmentation. We have also processed a 3D image of a laboratory scene (Fig. 8) . Those locations with high contrast complex cell responses and low orientation uncertainty are further stabilized by the recurrent loop. In addition, weak initial estimates such as the pedestal of the cube are enhanced. Also, the illuminated region in the background is now highlighted.
Discussion and conclusion
We have proposed a functional architecture of recurrent contrast processing in V1. Oriented long-range interactions are utilized to enhance the signi cance of responses of coherent structure. In our model the longrange integration of cell responses with similar orientation preferences as a target cell has a gating e ect on initial activation. Target cell responses can therefore only be facilitated|rather than generated|by surrounding activation 16]. Further enhancement of activity and corresponding sharpening of orientation selectivity results from the action of recurrent center-surround interaction. This process maximizes the orientation signi cance (or saliency) for noisy measurements of coherent structure whereas those of incoherent structure remains unchanged or is reduced 14].
Other models of recurrent processing have focused on the short-range interaction to generate orientation selectivity 15] or utilize long-range interactions to explain the contrast dependent e ect on cell responses in the classical receptive eld 16]. Other researchers have suggested that V1 and V2 are spatially homologous and implement the same circuitry and functionality acting on di erent spatial scales 5, 13]. These models utilize recurrent interactions that have a generative e ect thus helping to explain recurrent contour integration and illusory contour generation. A model architecture similar as ours has been proposed that focuses on the detection of texture boundaries 9]. Unlike ours, however, this model uses a chain of local oscillators to temporally bind the elementary items of texture boundaries. We have utilized a single compartment cell model with gradual activation dynamics. The activity of a cell is gated by the in uence of graded response in the noisy spatial surround arrangement. The capacity of our model is qualitatively demonstrated using arti cial as well as natural input stimuli. A quantitative assessment has been described by examining the temporal evolution of orientation signi cance. The simulations show how the recurrent interactions enhance the responses of aligned colinear structure and thus diminish the uncertainty of initial measurements.
Our model has been designed to incorporate feedback activations from higher stages of cortical processing. We claim that feedback from higher cortical areas implements a gain control mechanism to selectively gate the responsiveness of cells based on the context that is evaluated on higher stages of processing. As for V1{V2 interaction V2 contour cells integrate even fragmented contrast activations from distant parts of the visual scene. The cells have been demonstrated to reliably respond to illusory contours 17]. They can provide a broader context for the more localized processing results derived by the recurrent contrast processing in V1 11] .
In all, the model of V1 contrast processing proposed in this paper constitutes a basic building block for the segmentation of scenes. It serves as a prerequisite stage of gure-ground segregation. Longrange interaction and recurrent processing maximizes orientation signi cance. This in turn helps later stages to extract the salient structure manifested in the arrangements of oriented contrast measurements.
