We present an efJicient method for extracting a behavior description of a process (coinnrunicating finite state machine), as constrained by a given protocol. In the case where the constrained behavior corresponds to the unconstrained behavior depicted by the process specification, the process I S soid to be "effective". We call the derived behavior description a process event graph (PEG). By comparing the PEG with the process specification, we determine whether a process in a protocol is effective. TMJO extensions to the basic algorithm are given: one to introduce parallelism to reachability analysis, and one to detect traces that lead to process blockage. We secus initially on the hvoprocess case, and then consider iinplicatrons of iirore general protocols.
processes are denoted by positive integers. A send of message n is denoted by -n, and a receive of n is denoted by +n. For protocols consisting of exactly two processes, no destination need be specified, since processes may not send to themselves.
For every process Pi in protocol X, we define the event set Ei to be the set of all specified send and receive events of Pi. For nodes v and w in the specification graph of Pi, and e E Ei, we define Gi(v,e) = w iff there is an edge labelled e from v to w. A global state V = (VI, ..., vn, 41, ..., qn) of protocol X is a vector containing the current state vi of each process, and the contents qi of each input queue. In the initial global state, Vo, all processes are in their initial states, and all queues are empty. The set of all global states reachable from Vo is called the reachable global state space, R(X). By declaring a finite bound B on the number of messages in any queue, we can ensure that R(X) is finite. Any global state V in which a queue length exceeds B is then declared an error state, and no transitions are considered to be executable from V. Error states may also be declared in other cases, such as deadlock.
The graph defined by creating a node for every reachable global state of protocol X, and creating a directed edge from Vi to V. for every executable transition from Vi to V, is called the reachability graph, G(X,B), where B is the queue bound. The queue bound affects the reachability graph since it determines error states, from which no transitions are considered possible.
Each edge e in G(X,B) is labelled with the corresponding event, i.e. +n for a receive, and -n for a send. The global state transition function for X is the partial function D such that D(V,e) = V' iff there is an edge labelled e from V to V' in G(X,B). If there is a sequence of directed edges beginning at V and ending at V', such that the labels of the edges traversed form the sequence a, we say there is a trace labelled a from V to V'. D* is the iterated operation of D, i.e. D*(V,a) = V iff there is a trace labelled a from V to V' in G(X,B). If there is no trace labelled a from V, D*(V,a) is undefined. For convenience, D*(Vo,a) is abbreviated to D*(a), where Vo is the initial global state.
The restriction of trace a to event set Ei, denoted a:Ei, is defined as follows, where h denotes the null trace and a * e represents the concatenation of a and e: 1) .h:Ei = h 2) (a.e):Ei = (a:Ei)-e if e E Ei 3) (a-e):Ei = a:Ei ife e Ei A global trace a, given protocol X with queue bound B, is a trace a such that D*(a) is defined. The protocol language of protocol X, denoted L(X,B), is the set of all global traces. A local trace p of process Pi in protocol X is a trace p such that p = a:Ei for some global trace a.
The process language of process Pi, denoted Li(X,B), is the set of all local traces. A labelled digraph G is said to be a process event graph (PEG) for process Pi iff there is a node r (the "initial node") of G such that the set of traces beginning at r in G is identical to Li(X,B). For V = (VI, ..., vn, 41, ..., qn) E R(X), and where B is the queue bound, error-state(V,B) is a Boolean function defined as follows: [l,n] , 1) there is no m such that Gi(vi,-m) is defined, and 2) either a) qi = h , or b) qi = m-q'i for some m and q'i, and Gi(vi,+m) is not defined
We have chosen a simple error-state function for ease of exposition, but a more complex function could be defined.
2: Deriving a Process Event Graph
The process for which a PEG is to be derived will be called the host process, and the other process will be called the non-host process. Taking the perspective of classical language theory [6], we could view the reachability graph, G(X,B), as an FSM, and view all non-host edges (i.e. transitions executed by the non-host process) as E-moves. If every global state were treated as a final state, G(X,B) with E-moves would accept Li(X3 
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3: Omitting redundant shumes during PEG derivation
PEGs generated by Algorithm 1 are much larger than necessary. This can be seen by comparing the PEG in Figure 2 .3 with the specification graph of PI, in Figure  2 .1. The specification graph for P1 can be shown to be a PEG, since all specified traces are executable. The excessive size of PEGs generated by Algorithm 1 arises from the fact that it traverses more traces than required in G(X,B). More efficient PEG generation can be achieved by avoiding redundant shuffles, i.e. sequences in which the local traces remain constant, but the global interleaving changes. This is similar to the approach taken in [5], except that they were interested in preserving local and global correctness properties, while we are interested only in preserving local traces.
Redundant shuffles can be avoided by pruning the set of edges traversed from a given global state, but we must be able to prove that the method of pruning preserves local traces. That is, by pruning an edge we neither increase nor decrease the potential traces of the host process. We will begin by considering error-free twoprocess protocols only. More general protocols will be examined once we have derived results for this basic case. Consider a host send trace a = C X~Y X~Y X~, where a1 is the (Ns+Nr)* prefix, a 2 is the Hs event, and a3 is the (Ns+Nr)* suflix. 'The executability of a 2 depends only on the host process state, which is not affected by a l . Therefore a 2 may be executed before al. The executability of a 1 can be disabled by prior execution of a 2 only if a 2 generates an error state, but the protocol is assumed to be error-free. Therefore P = a 2~t 1~~3 must also be executable from V, and D*(V,a) = D*(V,p). Now consider a host receive trace a = ~I Y X~T X .~, where a 1 is the (Ns+Nr)* prefix, a 2 is the Hr event, and a 3 is the (Ns+Nr)* suffix. Since the host input queue is empty at V, a 1 must contain at least one Ns event; otherwise a 2 would not be executable. So a 1 = all-a12'a13, where a11 is of type Nr*, a12 is of type N,, and a13 is of type (Ns+Nr)*. Clearly a 2 is executable after ixll-al2, and the execution of 012 does not affect the executability of "13. Therefore p = a 1 1 -a 12*a2-a 13 'a3 must also be executable from V, and D*(V,a) = D*(V,p).
Combining D*(V,P.P').
In the initial state of a protocol, the host input queue is empty. Algorithm 1 traverses every trace of type (Ns+Nr)*(Hs+Hr)(Ns+Nr)* from the initial state. Theorem 3.2 shows that it suffices to traverse traces of type Hs+Nr*NsHr, since eaclh such trace leaves the host input queue empty and, bly repeated application of Theorem 3.2, ensures that no host event will be missed.
Therefore, we modify Algorithm 1 and obtain Algorithm 2 by traversing only those traces of type Hs+Nr*NsHr: instead of all traces of type &*HE*. To examine the improvement achieved by Algorithm 2, we will apply it to Protocol 1, shown in Figure 2 .1 above.
For clarity, we first show the reachability graph with event types added: Set A empty and store node 0 (the initial state) in W. Remove node 0 from W and add it to A. From node 0 there is no Hs went, but there is a trace of type Nr*NsHr (-l,+l) to node 2 . So node 2 is added to W, and a +1 edge is drawn from node 0 to node 2. Remove node 2 from W and add it to A. From node 2 there is an Hs event (-2), leading to node 3, but no trace of type N,*NsHr. So node 3 is added to W, and a -2 edge is drawn from node 2 to node 3. Remove node 3 from W and add it to A. From node 3 there is no Hs event, but there is a trace of type Nr*NsHr, (+2,-1,+1) to node 2, so a +1 edge is drawn from node 3 tto node 2 Node 2 is already in A, so it is not added to W. Now W is empty, and the algorithm terminates. The PEG produced by Algorithm 2 (Figure 3 .2) is much smaller than the PEG produced by Algorithm 1 (Figure 2.3) . Where it is necessary to distinguish the two, a PEG generated by Algorithm 1 will be called a PEGl, and a PEG generated by Algorithm 2 will be called a PEG2.
4: Applications of Process Event Graphs
: Validating process effectiveness
As noted in the introduction, a process is said to be eflective in a protocol if every specified local trace is executable [9] . One way to determine whether all specified traces are executable is to determine whether the PEG and specification graph accept the same language. In our CFSM model, a process corresponds to a deterministic FSM. That is, given event e and process state o, there can be no more than one e edge leaving CT.
This distinction is important, since language equivalence can be determined in polynomial time for deterministic FSMs, but is PSPACE-complete for nondeterministic FSMs [2, 71. It is therefore interesting to investigate the conditions under which PEGS are deterministic. Theorem 4.1: For any two-process protocol in which no state of the non-host process has both an outgoing send edge and an outgoing receive edge, the PEG2 is deterministic. Proof: The host input queue is empty initially, and remains empty at the end of every trace of type Hs+Nr*NsHr. For a PEG2 to be non-deterministic, therefore, there must exist some global state V in which the host input queue is empty, and two traces a and a' of type Hs+Nr*NsHr such that D*(V,a) f D*(V,a'), where the host event in a is identical to the host event in a'.
First, consider traces a and a' of type H,. Since the host event in a is identical to the host event in a', a = a'. Since the specification graphs are deterministic, D*(V,a) = D*(V,a'). Now consider traces a and a' of type Nr*NsHr. If a z a', but the host event in a is identical to the host event in a', there are two possibilities: 1) the length of the Nr* prefix is different in a and a'
2) the Ns event is different in Q and a'
Note that the Nr* prefixes cannot be different but of the same length, since the sequence of non-host receives is determined by the contents of the non-host input queue at V. In case (l) , one Nr* prefix is shorter than the other.
But then the trace with the shorter Nr* prefix executes a non-host send when it could execute a non-host receive. This contradicts the assumption that no state of the nonhost process has both an outgoing send edge and an outgoing receive edge. In case (2), the only message on the host input queue is the message queued by the Ns event. But if the Ns events are different, the Hr events are different too, which contradicts the assumption. QED.
It is interesting to note that the existence of a state in the non-host process with both an outgoing send edge and an outgoing receive edge does not necessarily imply that the PEG2 will be nondeterministic. As an example, consider Protocol 2, from 
Algorithm 2 with P1 as Host
To obtain a clearer representation of the PEG2 for P i in Protocol 2, the graph in Figure 4 .2 was minimized, using a variation of the procedure described in [6]. A variation is needed since the algorithm in [6] assumes that the set of final states is a strict subset of the states of the FSM. This is used to identify pairs of states that can be distinguished in the initial step. In our case, we distinguish states p and q in the initial step iff there exists a sequence a such that exactly one of 8*@,a) and 6*(q,a) is defined. The resultant PEG is given in Figure  4 State 0 of P2 in Protocol :! has an outgoing send edge and an outgoing receive edge, but, as shown in Figure   4 .3, the PEG for P1 is deterministic.
Hopcroft et al state that, for a given language L, the minimum deterministic FSM accepting L is unique up to an isomorphism [6]. Since the minimal PEG for P1 in Protocol 2 has more nodes t:han the specification graph, they are not isomorphic, so there must be unesecutable specified traces. That is, P1 is not effective in Protocol 2. Beginning a systematic search of specified traces of increasing length, we discover an unexecutable specified trace of length 2: (+3,+3). At a more general level, the PEG reveals that P1 will eventually enter a (+4,-2) loop with no exit, and there are three traces that lead to it: (+3), (-1,-2), and (-1,-2,+3). In addition to determining that P1 is not effective, this example shows that the PEG provides information about the behaviour of the protocol that is not readily apparent by direct inspection of the specification. We may define a maximal local trace for process Pi in protocol X with bound B, as a finite-length local trace a, such that a = P:Ei for some global trace p, and one of the following conditions is true: 1) error-state(D*(P),B) = TRUE 2) there is an &-sequence that begins at D*(P) and ends at an error state
3) there is an &-cycle that begins at D*(p)
That is, for every maximal local trace a, there is some global trace in which a may not be extended to a longer local trace. There may, however, be another global trace in which a is not maximal. To see that this is possible, consider Protocol 3:
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Figure 4.4: Protocol 3
With P1 as host in Protocol 3, and B = 1, the local trace (+1) is maximal, because it is the restriction of (-l,+l,-1,-1), which generates an error state. On the other hand, (+1) may be extended to (+l,+l), by virtue of the global trace (-l,+l,-l,+l) .
Let us define the maxinial process language for process Pi in protocol X with queue bound B to be the set of all maximal local traces of Pi. The maximal process language may be identified by marking nodes of the PEG that correspond to global states for which one of the three conditions defined above are true. Each marked node corresponds to a potential process blockage, i.e. a global state from which the host process may be unable to progress.
4.4: Other applications of PEGS
There are many other ways in which knowledge of the process' executable traces could be used. The most general use would be simply to inspect the PEG to gain insight into the protocol's behaviour. For example, the PEG presented in Figure 4 .3 differs dramatically from the corresponding specification graph in Figure 4 .1, and gives a clearer picture of the actual behaviour of Protocol 2. Also, a PEG could be used for the following: 1) determine whether the process' behaviour corresponds to some desired behaviour 2) identify particular specified traces that are not executable 3) determine whether particular specified traces are executable 4) replace the specification graph with a minimized PEG Determining whether the process' behaviour corresponds to some desired behaviour is a generalized version of determining whether a process is effective. To do this, simply replace the specification graph by a graph describing the desired behaviour of the process, and take the approach described in section 4.1. This might be useful in the protocol synthesis strategy proposed by Rudie and Wonham [lo] , in which a "supervisor" process is used to restrict the behaviour of a "plant" process, in order to make the plant conform to some desired behaviour.
To detect parlicular Specified traces that are not executable, we could begin by minimizing the specification graph and PEG. Given minimal graphs that are not isomorphic, we would know that some specified trace was not executable, but a step would have to be added to detect such traces. The simplest approach is to systematically compare specification traces with PEG traces, beginning with all sequences of length one, and checking sequences of increasing length until an unexecutable specified trace is found. If this search was inconclusive after some fixed duration, we could begin to randomly select longer sequences for comparison. More intelligent strategies could undoubtedly be devised with further research.
Determining whether a particular specified trace is executable is a simple, but potentially useful, application, and needs no further explanation.
Finally, a PEG could be minimized, and the resultant graph could be used to replace the process specification graph. The benefit would be that the specification would describe executable traces only, and might therefore give a clearer representation of the protocol. Of course, in some cases a minimized PEG might obscure semantic relationships that existed in the original specification, and be more difficult to understand.
5: Arbitrary protocols
5.1: Error states
We have shown that Algorithm 2 generates a correct PEG in the absence of error states, and we will now consider the impact of error states. Let "omitted traces" denote global traces that are not traversed by Algorithm 2, and let "executed traces" denote global traces that are traversed by Algorithm 2. On first examination, there appear to be two cases in which error states could cause Algorithm 2 to fail to generate a correct PEG: an omitted trace contains an error that does not occur in the corresponding executed trace (omitted error), or an executed trace contains an error that does not occur in one of the corresponding omitted traces (reached error).
To see that omitted errors are possible, consider Protocol 3 again (Figure 4.4) . With P1 as host, Algorithm 2 traverses the trace (-l,+l) from the initial state back to the initial state and then terminates. If we assume a queue bound of 1, reachability analysis will detect a queue overflow resulting from the trace (-l,-l) , but Algorithm 2 will detect no error states. However, the definition of a PEG, given above, requires only that every executable trace of the process specification graph be a specified trace of the PEG, and vice versa. This is not compromised by omitted errors. That is, omitted errors may exist, but do not prevent Algorithm 2 from generating a correct PEG.
In the case of reached errors, Algorithm 2 may be prevented from executing hmost events that are executed by Algorithm 1. This would :seem to be more serious than the case of omitted errors, since reached errors may cause Algorithm 2 to fail to generate a correct PEG. Because the error is identified, however, it may be corrected. Once the protocol is sufficiently correct that no error states are detected by Algorithm 2, a correct PEG will be generated.
Recall that our parallel approach to reachability analysis extends Algorithm 2 by traversing &-sequences from every PEG2 node. Error states that are not detected by Algorithm 2 will remain undetected by the parallel reachability analysis only if some error-terminated trace of type (&*HE*)* is not reachable by an &-sequence from some PEG2 node. But as long as all traces of type (Hs+Nr*NsHr)* are error-free, Theorem 4.3 holds, so all error states are reachable. Thercfore the parallel reachability analysis will deltect all error states, if none are detected by Algorithm 2 If Algorithm 2 does detect errors, then some other error states may remain undetected. As discussed above, this is not a serious concern.
The same arguments apply to detection of process blockage. If Algorithm 2 detects no error states, all process blockages will be detected. Otherwise, some process blockages may remain undetected.
5.2: Multi-process protocols
Thus far, we have restricted our attention to protocols consisting of exactly two processes. Protocols with arbitrary numbers of processes may be defined according to one of two models: the sirigle-queue model, in which every process has a single input queue shared by all senders (as in SDL [l]), and the multi-queue rrrodel, in which each process has one input queue for every sender (as in [9] ). Of course, hybrid inodels may also be defined, in which case characteristics of both the single-queue and multiqueue models will be present.
To account for multi-process models, we must modify our event classification to include the possibility of a send from a non-host process to another non-host process. This may be done by replacing Nr with No ("other", i.e. receive by non-host or send from non-host to non-host). Let us suppose that we adapt Algorithm 2 to the multi-process case by traversing traces of type Hs+No*NsHr instead of traces of type Hs+Nr*NsHr.
In the single-queue model, this leads to a problem in the generalization of Theorem 3.1, for the case of host send traces. Consider a host send trace a = C L~* O L~. C L~, where a 1 is the (&+No)* prefix, a 2 is the Hs event, and a3 is the (Ns+No)* suffix. In the two-process case, a 2 may be executed ahead of al. without affecting the executability of a ] . In the multi-process singlequeue modcl, however, a2 might "disable" the executability of a1 by inserting a message on a queue ahead of a message received in a l . This problem can be avoided by traversing a broader set of traces, i.e. all traces of type 
6: Summary and conclusions
A PEG describes a process language, i.e. the language consisting of the set of executable traces of a process in a protocol. One way to generate a PEG, given a protocol and specified host process, is by the tabular method, which requires that a reachability graph be generated first. Algorithm 1 improves on the tabular method by generating a PEG in a single pass, without first generating a reachability graph. Algorithm 2 traverses fewer transitions than Algorithm 1. When the distinction is required, a PEG generated by Algorithm 1 is called a PEGl, and a PEG generated by Algorithm 2 is called a A process is said to be effective if all its specified traces are executable. If the PEG and specification are deterministic, effectiveness can be determined in polynomial time by minimizing both the PEG and the specification graph, and checking for an isomorphism bctween them. The problem of determining whether two FSMs accept the same language is PSPACE-complete, if eithcr is non-deterministic [2, 71. Specification graphs are deterministic by definition. For two-process protocols in which the non-host process has no state with both an outgoing send edge and an outgoing receive edge, PEG2s are always deterministic. For more general protocols, P E G p may be deterministic or nondeterministic.
PEG2.
Every node of a PEG2 maps to some reachable global state. Every reachable global state can be reached by an E-sequence, i.e. a sequence of non-host events, from a global state corresponding to some PEG2 node. This fact can be used to introduce a degree of parallelism to reachability analysis, by generating a PEG2, and performing a local reachability analysis for each PEG2 node in parallel. The local reachability analyses consider non-host events only, and use the global state corresponding to the PEG2 node as the initial state in each case. For maximum parallelism, the local reachability analyses may begin as soon as a PEG2 node is generated, rather than waiting for construction of the complete PEG2.
Another application of PEGS is to detect process blockage, i.e. global states from which the host process may be unable to progress. A process blockage may be due to an €-cycle, or the existence of an E-sequence that leads to an error state. Local traces that lead to process blockage may be identified by first generating a PEG2, and then traversing the PEG2 in a second phase, marking nodes that correspond to process blockage.
Other applications that were proposed are as follows: 1) provide insight into the protocol's behaviour 2) determine whether the process' behaviour corresponds to some desired behaviour 3) identify particular specified traces that are not executable 4) determine whether particular specified traces are executable 5 ) replace the specification graph with a minimized PEG
