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We have examined the impacts of global scale intraseasonal and 
interannual climate variations on Southwest Asia (SWA).  The variations of 
primary interest are El Niño-La Niña (ENLN), the Indian Ocean Zonal Mode 
(IOZM), the Madden-Julian Oscillation (MJO), and the North Atlantic Oscillation 
(NAO).  The impacts of primary interest are on fall-winter precipitation and 
temperature in SWA, and associated lower and upper level circulation anomalies 
in the eastern hemisphere.   Our primary data sets are National Centers for 
Environmental Prediction (NCEP) reanalysis fields and indices of ENLN, IOZM, 
MJO, and NAO activity. 
We have identified several upper and lower level circulation anomaly 
patterns that are directly linked to both the primary climate variations and to 
anomalous precipitation and temperature in SWA.  The circulation anomalies 
associated with these SWA anomalies are similar for ENLN, IOZM, MJO, and 
NAO periods.  For the tropical climate variations, the mechanisms for these 
circulation anomalies involve equatorial Rossby-Kelvin wave dynamics, and 
related alterations of the southwesterly and northeasterly monsoon flows, tropical 
easterly jet, and subtropical jet in northeast Africa and SWA, and the tropical 
Africa - Indian Ocean - western tropical Pacific region.  Much of the impact on 
precipitation occurs through: (1) anomalous moisture advection over the tropical 
northwest Indian Ocean, and tropical and subtropical North Africa; and (2) 
anomalous moisture convergence over SWA. 
ENLN, IOZM, MJO, and NAO occur at intraseasonal to interannual scales, 
and are relatively predictable once initiated.  Thus, there appears to be significant 
potential for improving intraseasonal-interannual forecasts for SWA.  The DoD 
still relies mainly on long-term means of quantities such as winds, cloud cover, 
and precipitation to create climatological planning products to the field.  We feel 
that by incorporating the anomalies associated with the climate variations 
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I. INTRODUCTION 
A. BACKGROUND  
Numerous historians, generals, and strategists, from Sun Tzu through 
Tommy Franks have noted the impacts that weather and climate can have on 
military operations.  Joint Publication 3-59, Joint Doctrine, Tactics, Techniques, 
and Procedures for Meteorological and Oceanographic Operations (Joint Staff 
1999), emphasizes that  
Accurate, timely, and reliable meteorological and oceanographic 
(METOC) information can provide the commander with knowledge 
necessary to anticipate and exploit the best window of opportunity 
to plan, execute, support, and sustain specific operations.  
As operations from EAGLE CLAW to DESERT STORM to IRAQI FREEDOM 
demonstrate, the weather in Southwest Asia (SWA) has played, and is likely to 
continue playing, a very important role over a wide spectrum of U.S. military 
operations.    
 One particular facet of weather that has gained increasing Department of 
Defense (DoD) interest over the past decade has been climatology — both 
climate analysis and climate forecasting.  Being able to accurately assess current 
climate conditions and forecast the state of the atmosphere weeks to months into 
the future has important applications in SWA.  These include, but are not limited 
to analyses and forecasts of: 
• cloud cover, dust, and ceilings — important for takeoffs and 
landings and intelligence, surveillance and reconnaissance (ISR) 
operations 
• temperature — important for troops, equipment, and various 
aviation platforms 
• snowfall, snow cover, and snow melt — important in assessing 
trafficability and flooding potential 
• flooding and drought — important for their widespread humanitarian 
impacts, and a myriad of impacts on infrastructure, logistics, and 
resources.   
 2 
Knowing weeks to months ahead of time that there is an increased 
probability of above normal rainfall or snowfall, for example, could be extremely 
useful for planning purposes throughout a wide spectrum of operations—from 
ISR to logistics to humanitarian operations.   
There are several instances from the past that illustrate the potential role 
of climate forecasting.  Weather conditions during one period of Operation 
DESERT STORM in 1991 were among the worst observed in Iraq in the last 50 
years and were twice as bad as the historical climatology for the region. Impacts 
on operations were widespread, from target and bomb damage assessment to 
scud hunting (D. Smarsh 2005, personal communication).  A decade later, 
Operations ENDURING FREEDOM and IRAQI FREEDOM were also affected by 
long periods of adverse weather.  DoD meteorologists failed to identify the 
conditions associated with several extended periods of anomalous weather, and 
as a result were unable to provide accurate long-lead forecasts to commanders 
(D. Smarsh 2005, personal communication).   
Before we can accurately assess the current state of the climate and 
attempt to project into the future, we must have a thorough understanding of the 
long-term mean (LTM) conditions in the region of interest.  Once we understand 
the LTM, we can compare the current state of the climate system to the LTM, as 
one part of the analysis of the present climate conditions.  As far as SWA is 
concerned, the LTMs with respect to precipitation, winds, temperature, moisture, 
and other parameters are well-understood and documented in various 
publications.  Noteworthy DoD publications include The Persian Gulf Region—A 
Climatological Study (Walters and Sjoberg 1988) and SWANEA—A 
Climatological Study, Volumes 2 & 3. (Vojtesak et al. 1991; Walters et al. 1991).  
Recently the Air Force Combat Climatology Center (AFCCC) published in-depth 
studies into the climates of Iran (Higdon 2004), Iraq (Walker 2005), and other 
countries in SWA.   
The other pieces of the climatology puzzle, ones that have remained more 
elusive than establishing the LTMs, are climate analysis and forecasting.  
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Climate analysis, in broad terms, is diagnosing the current state of the climate 
system and noting departures from the LTM.  The term climate forecasting will be 
used here to mean forecasting with lead times of one week or more, including 
intraseasonal (usually defined as 20-90 days) and interannual lead times.  Over 
the last 10-20 years, researchers have demonstrated increasing skill in predicting 
the evolution of the climate over these timescales.  One critical element in this 
increase in skill was the creation of reanalysis datasets as a result of a 
collaborative effort between the National Centers for Environmental Prediction 
(NCEP) and the National Center for Atmospheric Research (NCAR) (Kalnay et 
al. 1996; Kistler et al. 2001).  The reanalysis datasets will be discussed in further 
detail in Chapter II.   
Another factor that has led to an increase in skill in long-range forecasting 
is identifying and accounting for climate variations.  In this paper climate 
variations will be used to refer to large-scale natural variability in the climate 
system (including its atmosphere, ocean, and land components).  The climate 
variations that we have addressed in this study are El Niño (EN) and La Niña 
(LN) (essentially two opposing phases of the same oscillation, considered here 
together), the Indian Ocean Zonal Mode (IOZM) (also known as the Indian 
Ocean Dipole (IOD)), the Madden-Julian Oscillation (MJO), and the North 
Atlantic Oscillation (NAO).  
  Identifying the patterns associated with one or more of these particular 
variations, or oscillations, gives the forecaster an advantage in many instances, 
as they are quasi-periodic and are generally understood well enough to be of use 
when generating long-range forecasts (greater than one week).  In principle, if 
forecasters issuing long-range forecasts for SWA identify one of the climate 
variations listed above early on its development, and understand the impacts that 
variation tends to have on SWA, then they can provide better climatological 





B. GEOGRAPHY AND LTM CLIMATE OF SWA 
1.   Geography 
In order to understand the climate system in SWA, it is imperative to start 
with a brief discussion of the geography of the region.  For this study, we defined 
SWA as the area from 30°-80°E and 10°-50°N (Fig. 1), but our focus was 
primarily on Iraq, Iran, Afghanistan, and northern Pakistan.  Portions of the 
Arabian Peninsula were also included, where applicable.  
The complex terrain of the region is one of the most important factors 
driving the weather and climate of SWA.  Much of the region is arid or semiarid, 
and the precipitation distribution is largely governed by the orientation of the 
major mountain chains in the region — the Zagros and Alborz in Iran, and the 
Hindu Kush (and other chains) in Afghanistan and northern Pakistan (Barlow et 
al. 2005, Fig. 2).  Most precipitation in SWA generally occurs during October to 
April, and is associated with extratropical cyclones that transit the region (Barlow 
et al. 2005). Storm tracks and the synoptic climatology of extratropical cyclones 
are discussed later in this chapter.  
As SWA lies within a region of westerlies during the fall and winter 
(Krishnamurti 1961; Barlow et al. 2005), precipitation is heaviest on the west-
facing, windward slopes of the mountainous terrain. The interior of Iran and the 
southwestern regions Afghanistan, which lie in the rain-shadow of the Zagros 
and Alborz mountains, feature some of the driest regions found anywhere in the 
world.  Numerous salt flats dot the region, which is characterized by very few 
permanent rivers or lakes — the Helmand River in Afghanistan is usually the only 
river that flows year-round (Walters et al. 1991).  Rodwell and Hoskins (1996) 
provide a very good discussion of other possible climatological mechanisms that 
may be responsible for the extremely arid conditions found in portions of SWA.   
Further to the west lies the Fertile Crescent and the Tigris-Euphrates river 
basin — the largest fresh-water basin in the area.  The Tigris and Euphrates both 
originate in Turkey, but are fed by numerous tributaries originating in the 
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highlands of Syria, Turkey, and the Zagros chain in Iran.  The Fertile Crescent, 
one of the only portions of the area dominated by typical mid-latitude seasons, 
features numerous flood plains and is home to extensive agriculture and a wide 
variety of crops (Vojtesak et al. 1991).   
While the terrain of SWA plays a critical role in precipitation distribution, 
the large bodies of water that border the region also play an important role in 
governing the climate.  The Mediterranean Sea, Caspian Sea, and Arabian Sea 
have been identified in prior studies as the main moisture sources for synoptic-
scale low pressure systems (Vojtesak et al. 1991; Walters et al. 1991; Barlow 
and Salstein 2005).  The Black Sea and the Persian Gulf have been described as 
playing a similar role (Nazemosadat 1998).  The Mediterranean and Caspian 
Seas are also the primary areas of cyclogenesis for two climatologically 
important low pressure systems that are responsible for a large portion of the 
rainfall in SWA during the fall and winter — the Cyprus Low and the Caspian Sea 
Low (see Walters et al. 1991 and Vojtesak et al. 1991 for further details on 
cyclogenesis in these regions).  Other studies have shown that the Atlantic 
Ocean and the Pacific Ocean play an important role in governing the climate 
(Aizen et al. 2001, Nazemosadat and Cordery 2000; Nazemosadat and Ghasemi 
2004; Hoerling and Kumar 2003; Ting and Sardeshmukh 1993). The Indian 
Ocean (IO) may also influence weather and climate in SWA (Barlow et al. 2005). 
The role of the IO will be discussed in much greater detail later in this chapter.  
 2.   Long Term Mean Climate  
The LTM climate (and geography) of the region are described well in 
Vojtesak et al. (1991), Walters et al. (1991), and Walters and Sjoberg (1988), all 
available from AFCCC.  In addition, AFCCC has compiled numerous shorter 
studies that describe the LTM climate down to the country scale and below, in 
some cases to the city scale.  The reader is referred to those works, as they do 
an excellent job of consolidating and presenting information from a wide variety 
of sources.  A brief overview of the predominant conditions during the summer,  
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autumn, and winter, based on the above references is presented below.  
Understanding these LTM conditions is important for understanding how climate 
variations affect SWA.   
a. Summer (July to September) 
Many of the climatological features that affect SWA during autumn 
are initiated during the summer, so it is necessary to present a brief overview of 
the LTM summer conditions. During the summer months, features related to the 
Asian monsoon dominate much of the weather over SWA.  In particular, tropical 
convection in the vicinity of the Maritime Continent is strongest during the 
summer.  Matsuno (1966) and Gill (1980) found that in response to strong 
convection in the tropics, Rossby-Kelvin wave ridging is induced in the upper 
levels of the atmosphere.  The mathematical details are beyond the scope of this 
paper, but Fig. 3a contains a schematic that depicts the general pattern of the 
ridging.  Figure 4 also shows that during the summer in the Northern Hemisphere 
(NH) the Rossby-Kelvin wave response extends westward to SWA (this is 
especially visible in the wind field).  Therefore, any changes in the strength of the 
convection in the tropics may result in changes to the upper level circulation over 
SWA.   
At the low levels, a thermal trough stretches from western North 
Africa to Southeast Asia.  A prominent feature of this trough is the Pakistani Heat 
Low.  South of the trough, winds in the low levels tend to converge into the broad 
troughing and Pakistani Heat Low, resulting in large-scale southwesterly flow.  
This period is therefore known as the southwest monsoon period (Fig 5).  North 
of the thermal trough, winds tend to be northwesterly in the low levels.  The major 
low level wind feature during this season is the Somali Jet (SJ).  The SJ is a 
product of the cross-equatorial outflow from the Mascarene High into the thermal 
trough over SWA, with topographic compression of the flow along the eastern 
flanks of the mountain ranges of east Africa.  The SJ is usually found between 
4,000 and 7,000 feet MSL and contains winds in excess of 20 kts. Aloft, the 
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Tropical Easterly Jet (TEJ) appears over southern Asia in response to the strong 
upper level anticyclone over the Tibetan Plateau.   
  With the exceptions of the mountainous terrain of Afghanistan, 
Pakistan (both influenced by the monsoon), and extreme northwestern Iran, 
precipitation is largely nonexistent during the summer months in SWA.  This is 
due to the large-scale subsidence observed over the region, a feature Rodwell 
and Hoskins (1996) attribute to descent of the outflow from the Asian monsoon.  
b. Autumn (October to December) 
In autumn, as the days become shorter and solar insolation 
decreases, the thermal trough over SWA collapses and high pressure begins to 
build into interior portions of Asia.  As a result the southwest monsoon and SJ 
weaken, and by October the low level winds over the Arabian Sea and 
northwestern IO begin to reverse direction and become offshore.  This is visible 
in Fig. 6, which depicts the LTM 850-hPa geopotential heights (GPH) and winds 
for autumn.  Aloft, the TEJ over southern Asia disappears as well, and the winds 
aloft are westerly north of 10°N by October (Fig. 7).  As the Northern Hemisphere 
begins to cool, the polar jet (PJ) begins to dip southward into SWA, with more 
frequent excursions later in autumn.  The PJ ushers in increased extratropical 
cyclonic activity during the autumn, with most areas in SWA beginning to receive 
their first autumn precipitation during October.  SWA is located in within the 
subtropical belt of upper-level westerlies by this time, and these winds help steer 
any extratropical cyclones created or intensified by the PJ into SWA (Barlow et 
al. 2005; Vojtesak et al. 1991).   
In the tropics, strong convection continues in the vicinity of the 
Maritime Continent, and the Rossby-Kelvin wave ridging is still apparent in Fig. 7.  
Therefore, even as SWA is starting to become increasingly influenced by the 
mid-latitudes, convection in the tropics can still impact the upper level circulation 
over SWA.   
Figure 8 depicts the LTM for precipitation over SWA during the 
autumn months.  As discussed earlier, the locations of receiving the largest 
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amounts of precipitation tend to be on the western side of the regions major 
mountain chains, with lesser amounts of precipitation over leeward and interior 
regions.   
c. Winter (January to March) 
During winter, the climate in the low levels is largely driven by the 
Asiatic High, also known as the Siberian High.  Centered near western Mongolia, 
the high forms over central Asia as a result of intense cold generated by 
radiational cooling.  It is a very strong and very shallow semipermanent feature 
that spans much of Asia.  The high pressure over Asia tends to merge with high 
pressure centers over the Arabian Peninsula (Saudi Arabian High), Sahara 
Desert (Saharan High), and the eastern Atlantic Ocean (Azores High) to form a 
broad, continuous ridge of high pressure in the subtropics and midlatitudes.  In 
response to the building high pressure over Asia, the offshore winds in Arabian 
Sea and northwestern IO continue to strengthen (Fig. 9).   
While a relatively small feature, the Saudi Arabian High (SAH) 
plays an important role in the climate of SWA.  According to Vojtesak et al. 
(1991), the SAH is “initiated and maintained by radiative surface cooling over the 
large desert surface.”  It is an eastward extension of the Azores-Saharan High, 
but tends to “disappear” during frontal passages.  Figure 10 shows the typical 
circulation patterns over northeast Africa and SWA in January.  The westerly 
outflow on the northern side of the SAH steers Mediterranean low pressure 
systems into SWA.  The westerly outflow is also responsible for feeding low level 
moisture from the Arabian Sea and Persian Gulf into SWA, thereby influencing 
the precipitation distribution and amounts generated by the low-pressure systems 
crossing SWA.  Along with autumn, this is the primary rainfall period for most 
regions of SWA.  Figure 11 shows the LTM for precipitation over SWA during 
winter.   
In the tropics, the convection near the Maritime Continent shifts 
slightly eastward, with a corresponding shift in the Rossby-Kelvin wave ridging at 
200 hPa (Fig. 12).  In addition, the PJ is strongest and found at its southernmost 
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latitudes during the winter.  Because of these two factors, the impacts of tropical 
convection on the upper level circulation in SWA may diminish from autumn to 
winter.   
3.   Extratropical Cyclones and Synoptic Climatology 
As discussed earlier, in many regions of SWA most of the annual 
precipitation falls in the autumn and winter as the result of extratropical synoptic 
low pressure systems transiting the region.  Figure 13 (from Higdon 2004) shows 
the LTM storm tracks for October-November and December-February, 
respectively.  These storm tracks tend to frequent Turkey, the northern third of 
Iran, and northern Afghanistan (Vojtesak et al. 1991; Higdon 2004).  Inland SWA 
is arid to semiarid, and the extratropical cyclones that move through (generally 
Cyprus and Caspian Sea Lows) are generally assumed to draw their moisture 
primarily from the Mediterranean, Black, and Caspian Seas.  Barlow and Salstein 
(2005) have recently come to the conclusion, however, that the Persian Gulf and 
Arabian Sea “may be equally or more important [as moisture sources for Central-
Southwest Asia], particularly for the Tigris-Euphrates basin.”  This is an important 
conclusion as it seems the roles of the Persian Gulf and Arabian Sea have been 
overlooked when studying the climatology of the region.  Chapter III explores 
much further the roles they play in climate variations in SWA.  
C.   CLIMATE VARIATIONS AND THEIR IMPACT ON SWA 
1.  El Niño-La Niña 
By far the most well-publicized and well-understood global-scale climate 
variations are El Nino and La Nina (ENLN) events.   These are interannual 
events occurring in the tropical Pacific Ocean.  EN events include unusually 
weak trade winds and high sea surface temperatures (SSTs, Fig. 14), and above 
normal levels of convective activity in the eastern and central Pacific.  
Concurrently, in the west Pacific there are lower than normal SSTs and 
decreased convective activity (Ford 2000).  LN events are associated with an 
approximately opposite pattern of anomalies (e.g., lower than normal SSTs, Fig. 
15) and convection in the eastern and central Pacific, with corresponding 
opposite conditions in the western Pacific).  More details concerning the 
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evolution of global phenomena associated with ENLN events can be found in 
Philander (1990), Ropelewski and Halpert (1987, 1989, 1996), Kiladis and Diaz 
(1989), Halpert and Ropelewski (1992), Ford (2000), and Hildebrand (2001). 
Numerous studies have demonstrated that the anomalous convection in 
the equatorial Pacific during ENLN periods leads to tropical and extratropical 
atmospheric circulation anomalies (e.g., Ford 2000).  Part of the mechanism by 
which this is accomplished was first advanced by Matsuno (1966) and Gill 
(1980), who found that the forcing induced by anomalous convection can 
produce an equatorial Rossby-Kelvin wave response.  Nitta (1987) and others 
showed that the Rossby wave portion of this response can extend into the 
extratropics, leading to global responses far from the location where the forcing 
was initiated (Fig. 16).  Horel and Wallace (1981), and other studies, have 
documented a number of characteristic extratropical anomalies that occur during 
EN and LN events.  Such linkages between widely separated areas of the globe 
are referred to as teleconnections.  
ENLN, because of its worldwide impacts, is a relatively well-researched 
phenomenon. Investigations have been carried out using both statistical and 
deterministic models (Mason and Goddard 2001; Cane and Zebiak 1985; Cane 
et al. 1986; Latif et al. 1998; Neelin et al. 1998; Stockdale et al. 1998a,b; Evans 
et al. 2004; Tippett et al. 2003).  Knowing what occurred during previous ENLN 
events can also give some indication of what is likely to happen during an 
upcoming event.  Mason and Goddard (2001) asserted that “for many parts of 
the world this knowledge provides a better estimate of the probable future climate 
than the assumption that seasonal conditions will be the same as average.”   
However, relatively little research into the effects of ENLN on SWA has 
been conducted, especially compared to the research done for the Americas, 
east Asia, and the Pacific. What direct research has been done has mainly come 
within the last five to ten years and has largely been focused on drought 
mitigation.  In addition, there are few well agreed upon conclusions as to the 
effect of ENLN on SWA.  Ropelewski and Halpert (1989), found that the impacts 
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of ENLN on the Middle East were “indeterminate.”  Pagano et al. (2003) 
described the link between ENLN and precipitation in SWA as weak, indirect, and 
unstable.  Pagano et al. (2003) postulate that one possible explanation for the 
lack of definitive impacts by EN on the region is its remoteness from both the 
Atlantic and Pacific Oceans, though they acknowledge that ENLN may have 
more influence in eastern SWA than western SWA.   
Mason and Goddard (2001) investigated worldwide ENLN related climate 
impacts by calculating the observed percentage of times that seasonal 
precipitation has been in the upper, middle, and lower climatological terciles 
during ENLN extremes.  ENLN extremes were determined from a three-month 
mean of the Nino3.4 index (a measure of EN conditions), and were used to 
determine the warmest (coldest) eight EN (LN) events between 1951 and 1996 
(Mason and Goddard 2001).  For the eight ENLN years and for each season 
(ignoring areas experiencing annual dry seasons), they tabulated the frequency 
at each grid point with which the observed precipitation anomalies were in each 
of the terciles listed above.   This gave the authors an indication of the likelihood 
of observing a climate anomaly in each of the climatological categories during 
ENLN events.   
Mason and Goddard (2001) identified impacts on precipitation during 
strong ENLN events in several regions of SWA, and in a couple of instances the 
relations seem to be particularly robust.  For example, during autumn, northwest 
Iran was wetter than normal during at least five of the eight years and never drier 
than normal.  On the other hand, during autumn LN periods the same regions 
were drier than normal in more than five of the eight years. Also, winter LN 
events often led to wet conditions in central and southern Iran and never led to 
drier than normal conditions.  During the winter of the EN years they investigated, 
the Zagros Mountain in Iran never received above normal precipitation.  Their 
results indicate that from autumn to winter there is a general reversal in 
anomalies.  During autumn, EN periods often lead to above normal precipitation, 
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and LN conditions lead to drier than normal conditions over SWA;  the opposite 
anomalies are observed during winter.   
Within SWA, the majority of the research has been conducted by 
researchers in Iran, but they have focused solely on EN impacts in that country.  
A discussion of these impacts can be found in Nazemosadat and Cordery (2000), 
Nazemosadat and Ghasemi (2004), and Ghasemi (2003). A summary of their 
conclusions can be found in Pagano et al. (2003), and their results agree with 
those of Mason and Goddard (2001).   
A pair of recent studies by Mariotti et al. (2002) and Mariotti et al. (2005) 
seem to offer the first definitive evidence and explanation of ENLN effects on 
SWA in general.  In their 2002 study, Mariotti et al. used rainfall data from the 
Climatic Research Unit (CRU) and NCEP/NCAR reanalysis data, and found that 
during the boreal autumn, EN conditions in the Pacific generally lead to an 
increase in precipitation in the eastern Mediterranean and western Europe.  
During the winter, this relationship reversed, and the corresponding areas 
generally experienced a precipitation deficit.  This particular study focused 
primarily on Europe and the Mediterranean, and only extended as far east as 
central Iran (approximately 55°E) and as far south as the Arabian Peninsula 
(approximately 25°N).  But the relationships between EN and the portion of SWA 
that the authors analyzed are relatively strong (Fig. 17a,b).   
In their concluding remarks Mariotti et al. (2002) noted importantly that the 
mechanisms by which the SST anomalies in the Pacific associated with ENLN 
exert their influence in the Europe-Mediterranean region are “poorly known.”  The 
atmospheric reanalyses they constructed did show that during autumn 
“anomalous moisture coming from the Arabian ocean brings more rain to Middle 
East regions” (Mariotti et al. 2002).  They failed, however, to take the next step 
and discuss whether the corresponding offshore moisture flux during winter is 
responsible for the reversal in precipitation patterns observed from autumn to 
winter.  The seasonal regression of vertically integrated moisture flux and the 
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Nino3.4 index calculated by Mariotti et al. (2002) shows that anomalous 
circulation and onshore moisture flux in the vicinity of the Arabian Peninsula, 
Arabian Sea, and SWA during autumn of EN years was much stronger than the 
corresponding offshore flow during the winter (Fig. 17c,d).  While it’s not possible 
to draw any definitive conclusions concerning mechanisms by which EN 
influences the climate in SWA solely from their work, Mariotti et al. (2002) have 
proposed that anomalous circulation and moisture transport in the Arabian Sea 
may play an important role.   
Using direct correlations of precipitation data and the Nino3.4 index 
Mariotti et al. (2005) found a region of positive correlation between autumn 
precipitation and the Nino3.4 index that stretched from Iraq and Iran eastward 
into Pakistan and Afghanistan, and up into Turkmenistan, Uzbekistan, Tajikistan, 
and Kyrgyzstan.  To attempt to explain their observations, Mariotti et al. 
composited sea level pressure (SLP) and vertically integrated moisture flux from 
the NCEP reanalyses, (Fig. 18a,b).   These two figures (one for periods of higher 
than average precipitation and another for below average precipitation in SWA) 
reveal some very intriguing relationships.  In particular, note the SLP anomalies, 
and associated moisture flux anomalies, stretching from the Arabian Peninsula 
through the Indian Subcontinent into the Bay of Bengal.  During periods of high 
precipitation (Fig. 18a) SWA lies at the downstream end of an anomalous 
moisture flux pathway coming out of the Arabian Sea and northwest Indian 
Ocean that joins, in the vicinity of the Red Sea, anomalous moisture flux from the 
southwest that originated over western and central Africa.  During periods of 
below normal precipitation in SWA, Mariotti et al. (2005) found the opposite to be 
true — an anomalous offshore moisture flux over Iran and the Arabian Peninsula, 
with a cyclonic circulation anomaly in the Arabian Sea (Fig. 18b) It is interesting 
to note that Yang et al. (2002) also found a comparable pattern in the low level 
(850 hPa) winds for the winter (December through February) during EN periods, 
with an anticyclonic circulation in the Arabian Sea and onshore flow over the 
Arabian Peninsula and SWA during EN events.. 
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Mariotti et al. (2005) concluded that there is a “robust statistical 
relationship” between ENSO and autumn rainfall in parts of southwest Europe, 
northern Africa and SWA.  In addition, they found that, while there is a 
demonstrated connection between autumn precipitation anomalies in these areas 
and eastern Pacific SSTs, overall the connection with the Indo-Pacific variability 
is stronger.  Referring specifically to SWA, they stated that “a more direct 
connection to the Indo-Pacific region is suggested by the upper air anomaly 
observed over southern Asia, possibly the Rossby wave response to enhanced 
heating on the Indian Ocean” (Mariotti et al. 2005).   
Mariotti et al. (2005) also examined the global anomalies in GPH, 
streamfunction, and velocity potential during periods of above and below normal 
precipitation in SWA.  To do this they composited 850-hPa and 200-hPa GPH 
fields during the two periods; their results are presented in Fig. 19 as 
standardized GPH anomalies.  When heavier than normal precipitation occurred 
over SWA (and southwest Europe), an elongated area of ridging at 850 hPa 
tended to stretch from the Arabian Peninsula eastward to the western Pacific.  It 
is largely confined to the Indian Ocean and nearby areas, staying south of 40°N. 
In the upper levels, at 200 hPa, an elongated area of troughing tended to occur 
from northeast Africa to the vicinity of Japan, with relative height minimums over 
the northwest Arabian Peninsula and southern China.  The 200-hPa trough was 
centered at approximately 30°N, furthered north than the 850-hPa ridge.  As can 
be seen in Fig. 19, when SWA rainfall was below normal, nearly opposite 
patterns tended to occur at upper and lower levels. 
2. Indian Ocean Zonal Mode  
The eastern portions of the Indian Ocean tend to be warmer (by 
approximately 1-2°C) than the western portions (Black et al. 2003).  However, 
during the late 1990s, in seeking a mechanism to explain anomalous rainfall in 
tropical east Africa, Saji et al. (1999) identified an interannual mode of variability 
in SSTs across the Indian Ocean that creates an anomalous east-west 
temperature gradient, with positive (negative) SST anomalies in the western 
 15 
(eastern) Indian Ocean.  This mode came to be called the IOZM, or Indian Ocean 
Dipole, and is a phenomenon that occurs in the Indian Ocean basin but at times 
is intertwined with ENLN. Saji et al. (1999) concluded, however, that it is 
independent of ENLN. Because the reversal in signs of SST anomalies across 
the basin is “so striking,“ Saji et al. (1999) identify the dipole mode as a simple 
time series that describes the difference in SST anomaly between the tropical 
western Indian Ocean (50°E-70°E, 10°S-10°N) and the tropical south-eastern 
Indian Ocean (90°E-110°E, 10°S-Equator) (near the west coast of the island of 
Sumatra).  A schematic of the IOZM is presented in Fig. 20.   
The IOZM has been demonstrated to have a strong influence not only on 
the immediate regions neighboring East Africa and Indonesia (Saji et al. 1999; 
Behera et al. 2004), but also on the Indian summer monsoon (Behera et al. 1999; 
Ashok et al. 2001), East Asia, the Mediterranean, Australia and Brazil (Saji and 
Yamagata 2003). While there is evidence that the IOZM is independent of ENSO, 
the two are at times intimately related.  Researchers interested in the relationship 
between SST and east African rainfall have proposed mechanisms by which 
ENLN and IOZM can work together to alter the climate of the Indian Ocean and 
surrounding areas.  Black et al. (2003) suggested that under the right 
circumstances EN can trigger an IOZM event and the two can work together 
through the following sequence of events:  
1. The EN must be sufficiently strong during the boreal summer to 
significantly perturb the convection and circulation in the vicinity of the 
Maritime Continent.  This is most likely during the developing year (year 0) 
of and EN event. 
 
2.  The perturbation to the climate of the Maritime Continent should be 
sufficiently strong to generate a persistent change in the local Hadley 
circulation with enhanced southerly winds in the eastern Indian Ocean 
 
3.  The enhanced southerly winds must be long-lived and strong enough 
to cool the eastern Indian Ocean (via enhanced upwelling) during boreal 
summer and autumn such that the zonal gradient in SST across the Indian 




4.  If the equatorial easterly wind anomalies of the IOZM over the Indian 
Ocean are strong enough to extend across the Indian Ocean, they can 
influence the climate of the western rim of the basin.  Black et. al proposed 
the easterly wind anomalies reduce the transport of moisture away from 
east Africa, leading to increased rainfall.   
Webster et al. (1999) proposed a similar series of events for explaining how the 
EN event of 1997-1998 influenced the climate throughout the Indian Ocean 
basin.   
Unfortunately little research has been done to date to investigate the 
influence of the IOZM in SWA.  On the other hand, though not directly addressed 
in their reports, one can infer from the results of Saji et al. (1999) and Black et al. 
(2003) that the IOZM might play a role in altering the climate in SWA.   
3. Madden-Julian Oscillation 
On interannual time scales, ENSO is the dominant mode of variability in 
the atmosphere, but at intraseasonal time scales (20-90 days) the MJO is the 
dominant mode of tropical intraseasonal variability and is most active in the 
boreal winter (Jones et al. 2004).  Madden and Julian (1971) first identified the 
MJO as a 40-50 day “oscillation” that propagated from the west coast of 
equatorial Africa, through the Indian Ocean and Maritime Continent, out into the 
equatorial Pacific Ocean.  The “oscillation” describes alternating regions of 
enhanced convective activity (the convective component) and enhanced 
subsidence (the subsidence component) (Fig. 21).  Owing to its modification of 
convective activity in the tropics, fields of outgoing longwave radiation (OLR) are 
often used to identify the MJO; but it is also associated with wind anomalies in 
the lower and upper troposphere, the origins of which will be discussed below.  
The MJO patterns of convection, subsidence, and upper and lower level height 
and circulation anomalies propagates eastward along with the MJO at about five 
meters per second (Hendon and Salby 1994).   
While the actual MJO is typically limited in its meridional extent to within a 
few degrees of the equator, the influence of MJOs can be felt throughout much of 
the extratropics.  Sardeshmukh and Hoskins (1988) demonstrated that the 
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horizontal divergence above a region of tropical convective heating, which is 
analogous to the latent heat release by areas of tropical convection associated 
with the convective component of the MJO, can induce an extratropical wave 
train through Rossby wave dynamics.  One important result Sardeshmukh and 
Hoskins (1988) demonstrated was that the upper level response to convection in 
the equatorial region was a pair of nearly symmetric anticyclones near the 
longitude of the forcing.  The pair of anticyclones identified was very similar to the 
Rossby-Kelvin wave response found by Matsuno (1966) and Gill (1980) that 
exists in the LTM 200-hPa GPH-wind fields discussed earlier.  In addition, these 
anticyclones stretched back to SWA in response to convection in the vicinity of 
the Maritime Continent.  Sardeshmukh and Hoskins (1988) also note that  
The response to such changes is typically baroclinic in the tropics, 
with flow anomalies at upper levels having an opposite sense to 
those at lower levels, whereas in the middle-latitudes the anomalies 
exhibit an equivalent barotropic structure with the flow generally 
having the same sign at all levels. 
In addition the authors demonstrated that the upper level response (and 
therefore lower level response) is independent of the longitude of the forcing — 
similar responses were found when the tropical convection was in the Indian 
Ocean, Maritime Continent and the central Pacific.   
 The extratropical wave trains generated by the MJO as it propagates 
through the Indian and Pacific Oceans impact numerous distant regions of the 
globe from Australia to California to South Africa (Jones et al. 2004; Stepanek 
2006; Bond and Vecchi 2003; Whitaker and Weickmann 2001; Hendon and 
Liebmann 1990, Nogues-Paegle and Mo 1997). Understanding the 
teleconnections associated with the MJO is critical to medium-long range 
forecasting.  Until very recently SWA had been largely ignored by researchers 
interested in examining the far-reaching impacts of the MJO.  Barlow et al. 
(2005), however, showed that this was a significant oversight and that the MJO 
does play a role in modulating autumn-winter precipitation over SWA.   
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While Barlow et al. (2005) were the first authors to directly examine the 
influences of MJO on SWA, results from previous studies hinted at the 
relationships they were to find.  Weickmann et al. (1985), found the relationship 
between OLR anomalies over SWA and OLR anomalies centered in the eastern 
Indian Ocean (from 80-120°W along the Equator) was exactly out-of-phase, 
suggesting that when there is anomalous convection (subsidence)  and 
precipitation in the eastern Indian Ocean, SWA is more cloud-free (rainier) than 
usual.  Hendon and Salby (1994), using wind,  temperature, and OLR data from 
1979-1989, traced the life cycle of the MJO as it traverses the Indian Ocean 
(from the east coast of Africa) and western Pacific Ocean.  Their results indicated 
that as the MJO moved westward from Africa it induced circulation anomalies at 
both the lower and upper levels through a Rossby-Kelvin wave response.  While 
the MJO produced impacts throughout the Indian Ocean basin as it crossed the 
Indian Ocean, there are two specific stages at which Hendon and Salby (1994) 
found it impacted SWA the most.  The first of these stages was when the 
convective component of the MJO was leaving the east coast of Africa, with the 
corresponding subsidence component located near 120°E.  At this stage Hendon 
and Salby (1994) found a prominent Rossby-Kelvin wave response in the  
200-hPa circulation, with an elongated trough stretching from the eastern 
Mediterranean Sea to southeast Asia.  This elongated trough is very similar to 
the troughing depicted by Mariotti et al. (2005) during periods of anomalously 
high precipitation over SWA (Fig. 19a).  At the low levels (850 hPa and          
1000 hPa) there was a large area of convergence centered over eastern SWA, 
and winds (regressed onto the OLR field) at these levels exhibited a marked 
anticyclonic onshore flow from the Arabian Sea into SWA — also similar to the 
pattern found in Mariotti et al. (2005) (Fig. 18a).  As the convective component 
moved across the Indian Ocean, its influence on SWA diminished in the central 
Indian Ocean.  There was still, however, weak onshore flow at 850 hPa and 1000 
hPa.  The second time at which the MJO showed significant influence on SWA 
was as the convective component approached 100°E and peaked in intensity.  At 
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this time the Rossby-Kelvin wave response at 200 hPa was very prominent, with 
strong ridging over northeast Africa and SWA.  At 850 hPa and 1000 hPa there 
was divergence centered over SWA; and the low level winds were offshore, with 
a cyclonic circulation in the Arabian Sea, similar to that found in Mariotti et al. 
(2005) (Fig. 18b).  This same relationship held as the convective component 
moved eastward to 120°E, but the impact of the MJO on SWA diminished rapidly 
east of that longitude.   
Wheeler and Hendon (2004) found very similar relationships between the 
components of the MJO and the low level circulation anomalies during the winter 
(December through February) as Hendon and Salby (1994).  Wheeler and 
Hendon (2004, Fig. 22) showed a complete reversal in the 850-hPa wind vector 
anomalies as different components of the MJO passed through the eastern IO 
(especially near 100°E).  When the convective component (their phases 2 
through 5) was between 80°E and 120°E there was a northerly, offshore, 850-
hPa wind anomaly south of 20°N (the northern limit of their domain) over SWA.  
When the subsidence component (their phases 6 through 1) was in this area, the 
wind anomaly reversed to be southerly and onshore (Wheeler and Hendon 
2004).  As their study focused on monitoring the MJO and predictability in the 
vicinity of Australia, they did not discuss the impacts of these wind anomalies on 
SWA.   
 Building on these results, Barlow et al. (2005) demonstrated that there 
was a 23% increase in daily precipitation relative to the mean when the 
subsidence component of the MJO was in the eastern Indian Ocean.  When the 
convective component of the MJO was in the same region there was a 
corresponding decrease in daily precipitation.  According to Barlow et al. (2005) 
this response is largely driven by Rossby-Kelvin wave dynamics, as was also 
noted by Hendon and Salby (1994).  Barlow et al. (2005) also found that when 
the MJO rainfall anomalies (either convective or subsidence component) are in 
the eastern IO, the corresponding Northern Hemisphere upper level Rossby gyre 
extends over SWA.  The MJO-induced wind anomalies can then affect SWA 
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through changes in both the upper level and lower level winds (and therefore 
moisture transport).  
Figure 23 shows the difference Barlow et al. (2005) found in daily OLR 
and 200-hPa wind anomalies between when the subsidence and convective 
components of the MJO were in the eastern IO.  It is important to note that when 
there were negative OLR anomalies (corresponding to increased convection and 
precipitation) in the eastern Pacific, SWA experienced positive OLR anomalies 
and decreased precipitation.  The circulation anomalies depict the Rossby wave 
response mentioned above, with an anticyclonic anomaly located to the 
northwest of the convection.  Barlow et al. also noted that the lower level 
circulation was opposite to that of the upper levels. This is in-line with the 
baroclinic response discussed by Gill (1980) and Sardeshmukh and Hoskins 
(1988). Barlow et al. (2005) also found that when the subsidence component of 
the MJO moved into the eastern IO, the OLR, precipitation, and circulation 
anomalies were opposite in sign.  In addition, Barlow et al. (2005) listed the 
following two factors to explain the sensitivity of precipitation in SWA to the MJO: 
 1.  The proximity of SWA to the most active region of the MJO (eastern 
IO), so that SWA is within the direct wind response to the MJO tropical 
convection anomalies when they are at their largest values 
 
 2.  The vigorous wind response to tropical forcing in the same region (Ting 
and Sardeshmukh 1993)  
 Barlow et al. (2005) emphasized that because precipitation in SWA comes 
primarily from the infrequent passage of extratropical synoptic storms, the MJO 
can only affect local precipitation during the occasional passage of these storms 
— typically during the autumn and winter.  Because a typical track for 
extratropical low pressure systems passes through southern Iran, Afghanistan, 
and Pakistan (Fig. 13), Barlow et al. (2005) were able to show, using autumn-
winter rainfall data solely for Afghanistan, that the MJO can at times play a large 
role in modulating daily precipitation across much of SWA.  The predictability of 
the MJO (Waliser et al. 2003; Wheeler and Hendon 2004) and the link between 
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the MJO and SWA precipitation suggests the potential for prediction of SWA 
precipitation (Barlow et al. 2005).    
4. North Atlantic Oscillation 
Halfway across the world from where the MJO, IOZM, and ENSO exert 
their influence, the most prominent and recurrent pattern of atmospheric 
variability in the middle and high latitudes of the Northern Hemisphere is the 
North Atlantic Oscillation (Hurrell et al. 2003; Trigo et al. 2002).  The NAO 
corresponds to a large-scale alternation of mass in the North Atlantic between 
regions of subtropical high pressure (centered near the Azores) and subpolar-low 
pressure (south and east of Greenland—located near the climatological position 
of the Icelandic Low) (Lamb and Peppler 1987; Trigo et al. 2002) (Fig. 24).  This 
oscillation accounts for one-third of the total variance of the SLP field over the 
North Atlantic, and is most pronounced during the winter months (Cullen and 
deMenocal 2000).  A simple NAO index can be defined as the difference 
between the normalized mean winter SLP anomalies at locations representative 
of the relative strengths of the Azores High (AH) and Icelandic Low.  During the 
positive phase of the NAO, the Azores High is stronger than normal, while the 
Icelandic Low is weaker than normal (Cullen and deMenocal 2000).  The 
opposite anomalies are observed during the negative phase.  
On the global scale, the NAO is thought to be the North Atlantic 
component of a hemispheric-scale meridional seesaw in SLP between polar and 
mid-latitudes known as the Northern Hemisphere Annular Mode (NAM) (Hurrell 
et al. 2003).   The term “NAM” has come into favor recently to describe what has 
more commonly been called the Arctic Oscillation.  There is still a great deal of 
debate, however, as to whether the NAO is in fact the North Atlantic component 
of the NAM (Hurrell et al. 2003; Wallace, 2000; Ambaum et al., 2001).  For 
example, Thompson and Wallace (1998, 2000) argued that the NAO “reflects the 
modification of the annular mode by zonally-asymmetric forcings, such as 
topography and land-ocean temperature contrasts.” An in-depth discussion of 
this debate is beyond the scope of this study, however.   
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The details of North Atlantic winter storms have proven to be extremely 
difficult to forecast more than a few days ahead, and as a result it is reasonable 
to assume that long-lead prediction of the NAO would be equally or more difficult 
(Rodwell 2003).  Recently, however, investigators have made progress in this 
realm on two different fronts—the ocean and the stratosphere.  Rodwell (2003) 
demonstrated that the ocean may play an active role in determining the evolution 
of the NAO, as new statistical analyses have revealed SST patterns that precede 
specific phases of the NAO by up to nine months.  This is possible because the 
extratropical ocean is able to preserve much of its thermal energy through much 
of the year (Kushnir et al. 2002).  Tropical oceans may play a similar role on even 
longer time scales (Hoerling et al. 2001).  On the other hand, Thompson et al. 
(2003) suggested that prospects for improved predictability of the NAO may lie in 
links through which changes in stratospheric wind patterns might exert some 
downward control on surface climate.  Thompson et al. (2003) extended previous 
work by Perlwitz and Graf (1995) that established a statistical connection 
between the month-to-month variability of the Northern Hemisphere stratospheric 
polar vortex and the NAO (Hurrell et al. 2003).   
Hand-in-hand with research into the predictability of the NAO has been 
investigation into the impacts of the NAO throughout the North Atlantic sector — 
North America, the North Atlantic ocean, and Europe. The positive phase of the 
NAO favors storm tracks that drive low-pressure systems further north than 
usual, into northern Europe (Fig. 24).  As a result, positive phase periods feature 
warmer and wetter weather in this region (Hurrell 1995; Trigo et al. 2002).  
During the negative phase of the NAO, low-pressure systems crossing the 
Atlantic tend to take a more zonal path, often penetrating into the Mediterranean 
Sea, thereby linking the Middle East to climate variations in the North Atlantic.   
(Cullen and deMenocal 2000).  For more specific details concerning the impacts 
of NAO on Europe and the North Atlantic, see Rogers (1990, 1997), Hurell and 
van Loon (1997), Hurrell et al. (2001), Hurrell (1995,1996), Trigo et al. (2002), 
and Serreze et al. (1997) . 
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Cullen and deMenocal (2000) and Cullen et al. (2002) were the first 
authors to look directly at the role the NAO plays in the climate of the Middle 
East, specifically in how it governs the streamflow of rivers in the region.  They 
expected to find a relationship because the NAO “regulates Atlantic heat and 
moisture fluxes into the Mediterranean” through the influence it exerts on storm 
tracks (Cullen et al. 2002). As these winter cyclones are the dominant source of 
rainfall in the Middle East, NAO-related changes in North Atlantic heat and 
moisture transport can be expected to influence Middle Eastern climate (Cullen 
et al. 2002). Cullen and deMenocal (2000) calculated, standardized, and 
correlated winter (December through March) precipitation (403 stations) and 
temperature (211 stations) from the western Mediterranean Sea to the Middle 
East (as far east as 50°E) to the Hurrell (1995) NAO index.  Temperature 
correlations during the winter were negative in the western portions of the Middle 
East (Iraq and western Iran) and ranged from -0.3 to -1.0.  The correlations for 
stations further east — along the Caspian Sea and in the Caucasus Mountains 
— were weak or nonexistent (Cullen and deMenocal 2000).  Correlations 
between the NAO and  precipitation in the region were also negative during the 
winter, but only stations close to the Mediterranean showed correlations greater 
than 0.3.  Correlations in Iraq, Iran, and the Caucasus were lower than 0.3.  
These results supported their hypothesis that by deflecting the Atlantic storm 
track further north, the positive phase of the NAO tends to deprive the eastern 
Mediterranean (but not necessarily SWA) of rainfall during the winter.  
Trigo et al. (2002) also investigated the influence the NAO has on 
European climate during the winter (December through March), but unlike Cullen 
and deMenocal (2000) and Cullen et al. (2002), they used the NCEP/NCAR 
reanalysis data.  The large scale influences they found support many of the 
conclusions already mentioned, but as SWA was on the periphery of their study 
area, it is worth mentioning a few of their findings that add to the picture 
constructed by Cullen and deMenocal (2000) and  Cullen et al. (2002).  During 
positive NAO periods (NAO > 1) both maximum (Tmax) and minimum 
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temperatures (Tmin) were below normal, with Tmax being impacted more.  As was 
expected, during negative NAO months, both Tmax and Tmin were higher than 
normal, but the temperature anomalies were greater than in the positive NAO 
case.  A portion of the differences in Tmax and Tmin can likely be explained by the 
10m wind anomalies Trigo et al. (2002) calculated.  During high NAO months 
(when temperatures were lower than average), the 10 m wind anomaly is weak 
but northerly (offshore) throughout SWA.  Winds in this regime would tend to 
advect cooler, continental air into SWA. The opposite pattern is observed during 
periods of negative NAO, with southerly winds advecting warmer air northward.  
Trigo et al. (2002) also examined anomalies of monthly cloud cover data 
obtained from the CRU at the University of East Anglia.  They found that during 
negative NAO periods there was more cloud cover (by between 0.1 and 0.5 
oktas) over SWA.  Trigo et al. (2002) also suggested that the cloud cover 
anomalies are partly responsible for the temperature anomalies noted above 
through the modulation of short and long-wave radiation.  The final two fields 
Trigo et al. (2002) investigated were precipitation rate (PR) and precipitable 
water (PW).  They found the same general relationship as Cullen and deMenocal 
(2000), with a negative correlation between NAO and precipitation rate over the 
eastern Mediterranean and SWA during the winter.  The anomaly was much 
stronger during the negative phase of the NAO, however, with areas of 
northeastern Iraq and northwestern Iran showing a marked increase in 
precipitation.  PW anomalies showed the same pattern as PR, with the increase 
in PW over SWA being among the largest observed in the North Atlantic/Eurasia 
sector.  Trigo et al. (2002) did not draw any connection between the 10 m wind 
anomalies and the PR and PW anomalies, but it is worth noting that during 
periods of higher than average PR and PW, winds over SWA were onshore from 
the Arabian Sea and Persian Gulf.   
 In addition to exploring ENLN, Marotti et al. (2005) investigated the role 
NAO has in influencing the climate of Europe and SWA during autumn.  Upon 
correlating precipitation and the Hurrell (2003) NAO index for September through 
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November, they found a significant positive correlation, a reversal from the 
relationship Cullen and deMenocal (2000), Cullen et al. (2002), and Trigo et al. 
(2002) found for winter.  As with their results for EN, Mariotti et al. (2005) were 
unable to explain their findings.   The authors demonstrated, however, that during 
autumn the positive phases of both EN and NAO tend to lead to anomalously 
high precipitation in SWA. In addition Mariotti et al. (2005) also found an onshore 
component to the 850-hPa wind anomalies (see Fig 10a) during periods of above 
normal precipitation. 
  Principal component analysis performed by Mariotti et al. (2005) also 
confirmed that the leading mode of autumn rainfall variability for 1948-2000 is 
related significantly to the precipitation anomalies during positive phases of the 
NAO and EN.  The prior studies on the relationships between the NAO and SWA 
are promising, but more work needs to be done in this “underdeveloped field” 
(Pagano et al. 2003) in order to understand the mechanisms by which the NAO 
influences precipitation in SWA. 
5. Indian Ocean Precipitation and SST 
Barlow et al. (2002), while investigating possible mechanisms that led to a 
severe drought in central-southwest (CSW) Asia from 1998-2001 (wet season 
precipitation was less than 55% of the average) documented a regional mode of 
climate variability that seems to profoundly influence the climate of SWA at times.  
(Additional details concerning this historical drought and its wide-ranging impacts 
can be found in Agrawala et al. (2001)). Composites Barlow et al. (2002) 
constructed of November-April 1998-2001 anomalies of precipitation, SST, and 
200-hPa winds were similar to the LN signatures of these quantities, especially in 
the central and western Pacific (Barlow et al. 2002; Rasmusson and Carpenter 
1982, Ropelewski and Halpert 1987, 1989; Horel and Wallace 1981). There 
were, however, other prominent features that were not usually associated with a 
LN event — above average precipitation in the eastern Indian Ocean (which they 
called the Indian Ocean Precipitation Extension or IPX), which extended from the 
western Pacific; exceptionally warm SSTs in the western Pacific (Hoerling et al. 
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2001); and most importantly, prolonged drought in SWA.  The spatial pattern of 
SWA precipitation correlated to precipitation in the IPX region (calculated as 
precipitation covariance with IPX for 1979-1996) and the time-series (1979-2001) 
comparison of SWA precipitation and IPX precipitation both show an inverse 
relationship.  
Barlow et al. (2002) explained the observed upper level circulation 
anomaly patterns in terms of the Rossby wave dynamics proposed by Matsuno 
(1966) and Gill (1980).  In this model the deep tropical latent heat release 
associated with the IPX precipitation would produce two baroclinic Rossby wave 
packets (including upper level anticyclones), symmetric about the equator, 
westward of the heating, as shown in the upper panel of Fig. 3.  The persistent 
anticyclonic anomalies would be consistent with the suppression of synoptic 
extratropical cyclone activity.  These same mechanisms appeared when Barlow 
et al. (2005) examined the relationship between the MJO and precipitation in 
SWA and feature prominently in our results (chapter III).     
The strength of the warm pool in the western Pacific during this period 
also seemed to play a role in the drought experienced in SWA (Barlow et al. 
2002).  Only La Niña events with a strong warm pool signal (see their study for 
further details on this signal) were associated with an extension of significant 
positive precipitation anomalies into the Indian Ocean (the IPX region) and 
negative precipitation anomalies over CSW Asia.  The similarity between the 
rainfall pattern in the strong warm pool cases and the drought period rainfall was 
striking.  The similarity between the enhanced warm pool-La Niña composite and 
climate anomalies of 1998-2001 suggested that the prolonged, westward-
concentrated La Niña during this period was a major factor in the CSW Asia 
drought.  The severity of the drought was speculated to be a result of the 
prolonged duration of the La Niña and the unusually warm SSTs in the west 




D.  EXISTING CLIMATE PRODUCTS FOR SWA 
1. DoD Products 
Within the DoD, AFCCC and the Fleet Numerical METOC Detachment 
(FNMOD), both in Asheville, North Carolina, provide the majority of the 
climatological support to warfighters.  A review of the products offered by these 
two centers shows their products are constructed largely with LTMs of 
meteorological fields.   The strengths of AFCCC and FNMOD lie in the collection, 
synthesizing, and visualization of LTM fields, in order to provide planning 
products for warfighters at all levels.  Examples include atlases of ceilings, 
visibility, and icing; narratives describing the climate over the course of the year 
for numerous locations; and Operational Climatic Data Summaries (OCDS) — 
summaries of monthly and annual climate data for various cities and airfields. 
While it is critical to develop a conceptual picture of the LTMs, it is important to 
recognize that LTMs provide an incomplete picture.  The climate variations 
discussed in the previous section all involve departures from LTMs and have 
been shown to strongly influence the weather and climate of SWA  
While AFCCC provides a suite of high-quality products focused on LTM 
conditions, especially for SWA, it does not relate current climate conditions to 
these LTMs or attempt climate forecasting.  AFCCC is currently exploring ways 
to correct this shortfall, and one effort that shows particular promise is the 
Seasonal Prediction Working Group (SPWG).  The SPWG is investigating, and 
considering the possible adaptation of, the types of climate analyses and 
forecasts produced by several different civilian agencies (particularly the Climate 
Prediction Center (CPC) and the International Research Institute for Climate and 
Society at Columbia University (IRI)) and are issuing experimental forecasts of 
their own.   
2. Non-DoD Products 
While analysis of the current state and impacts of climate variations is still 
a relatively young field in the civilian community, there have been considerably 
more resources dedicated to these problems than in the DoD.  A few of the major 
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players in this field are the Climate Prediction Center in Camp Springs, Maryland 
(www.cpc.ncep.noaa.gov, accessed 21 March 2006), the Climate Diagnostics 
Center (CDC) in Boulder, Colorado (http://www.cdc.noaa.gov/index.html, 
accessed 21 March 2006), International Research Institute for Climate and 
Society (http://iri.columbia.edu/, accessed 21 March 2006) , and  the Australian 
Bureau of Meteorology (BOM) in Melbourne (http://www.bom.gov.au/, accessed 
21 March 2006).  The various products provided by each center will be discussed 
below.  These are just a subset of the experimental and operational monitoring 
and prediction products that are available, but they will provide an overview on 
the state of climatology in the civilian sector.   
a. Climate Prediction Center 
CPC is the most authoritative source of climate monitoring and 
prediction for the United States.  As far as analysis products are concerned, CPC 
provides various indices for many of the climate variations and teleconnections 
discussed above.  For ENLN, CPC provides numerous resources for assessing 
the current state of the atmosphere and ocean including plots of SST (both 
surface and subsurface), OLR, and 850-hPa zonal winds.  As the impacts of the 
IOZM on the US are largely unexplored, they do not include any resources for 
monitoring it.  With regard to the NAO, the CPC provides both graphical and 
tabular products to monitor this teleconnection using an index based on the 
Rotated Principal Component Analysis technique developed by Barnston and 
Livezey (1987).  Lastly, CPC provides daily updates of a MJO index (based on 
an extended empirical orthogonal function (EOF) applied to pentad 200-hPa 
velocity potential) and weekly discussions on the state of the MJO.  None of 
these products discusses SWA specifically, as they are focused on global 
anomalies or anomalies that impact the US.   
As its name implies, CPC also provides forecast products for some 
of the teleconnections discussed in the previous paragraph.  CPC provides 
seasonal outlooks of precipitation and temperature to the public that incorporate 
the impacts of teleconnections.  Their web page, however, contains forecast 
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products tailored to the meteorology community, including discussions of the 
rationale they used to create the seasonal forecasts.  For ENLN, they generate 
forecasts of SST (and numerous other parameters) using the NCEP coupled 
forecast system (CFS) model (CFS03).  CPC uses the Global Forecast System 
(GFS) model and an 11-member ensemble model to generate seven, ten, and 
fourteen day outlooks of the NAO.  CPC uses the GFS/Empirical Wave 
Propagation (EWP) model and CFS model to generate one and two-week 
forecasts of 200-hPa velocity potential and 45-day forecasts of 850-hPa zonal 
winds, respectively, to forecast the MJO.  Again, SWA is not specifically 
addressed as the majority of CPC’s customers are concerned with impacts in the 
US. 
b. Climate Diagnostics Center 
According to their website, CDC “develops national capabilities to 
analyze, interpret, and forecast important climate variations on time scales 
ranging from a few weeks to centuries.”  They are especially focused on climate 
variations causing major floods and droughts in the US and on global-scale 
impacts of ENLN.  None of their products (monitoring or prediction) focus 
specifically on SWA. CDC provides tools to monitor the current state of ENLN at 
http://www.cdc.noaa.gov/ENSO/ (accessed 21 March 2006) and for NAO and the 
MJO in their “Map Room” (http://www.cdc.noaa.gov/map/, accessed 21 March 
2006).   
CDC also offers a wealth of climate prediction tools for ENSO, 
NAO, and MJO at the two websites listed above. The NAO forecasts are for 
seven, ten, and fourteen days.  For details concerning CDC’s experimental MJO 
prediction methodologies see their webpage at 
http://www.cdc.noaa.gov/MJO/Predictions/ (accessed 21 March 2006).     
c. International Research Institute for Climate and Society 
IRI’s mission is to “enhance society's capability to understand, 
anticipate and manage the impacts of seasonal climate fluctuations, in order to 
improve human welfare and the environment, especially in developing countries.” 
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To accomplish this they provide numerous resources dedicated to monitoring, 
predicting, and investigating the impacts of climate variations.  While it is 
impossible to discuss the full spectrum of resources here, this study will highlight 
a few of the most interesting and applicable products. 
For monitoring the climate, IRI has constructed an entire web page 
(http://iridl.ldeo.columbia.edu/maproom/.ENSO/, accessed 21 March 2006) 
dedicated to aggregating from various sources current (and recent) values of 
numerous quantities often used to assess ENLN, including SST, Southern 
Oscillation Index, low level winds, and expert discussions.  While the other 
teleconnections are not discussed specifically, IRI accounts for them when 
issuing their outlook discussions, discussed below.  For SWA specifically, one 
can access temperature, precipitation, and atmospheric circulation anomalies for 
the last month and last three months at 
http://iridl.ldeo.columbia.edu/maproom/.Regional/ (accessed 21 March 2006).     
As far as climate prediction is concerned, IRI issues probabilistic 
ENSO forecasts for the Nino3.4 region and seasonal climate forecasts of 
precipitation and temperature for both regional and global domains.  For 
additional products and details, see their webpage at 
http://iri.columbia.edu/pred/productlist.html (accessed 21 March 2006).  The 
seasonal climate forecasts (http://iri.columbia.edu/climate/forecast/net_asmt/, 
accessed 21 March 2006) are “net assessments of information from a variety of 
climate prediction tools, including dynamical models of the atmosphere, statistical 
models of climate variability related to sea surface temperature variability, and 
knowledge of the current state of the climate system.”  The forecasts are in the 
form of gridded maps showing the likelihood of a particular quantity falling within 
each of the three climatological terciles of “below-normal,” “near-normal,” and 
“above-normal,” with an accompanying discussion detailing the rationale used.  
In addition to the Middle East being one of the subregions included in their 
seasonal forecasts, IRI also provides a seasonal “Climate Outlook for 
Southwestern Asia” (http://iri.columbia.edu/climate/forecast/cswasia/index.html, 
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accessed 21 March 2006) including a zoomed-in forecast of precipitation and 
temperature as outlined above and an additional forecast discussion.  Clearly IRI 
is paving the way for climate monitoring and prediction in SWA, and a great deal 
can be learned from their methodologies.   
d. Australian Bureau of Meteorology 
While the BOM is understandably focused on the climate of 
Australia, it does provide several additional climate monitoring and forecasting 
tools.  Perhaps the most important tool they provide is the MJO monitoring tool 
known as the Real-time Multivariate MJO Index (RMM).  For further details 
concerning this index, please see Wheeler and Hendon (2004) and Chapter 2.  
The BOM also provides a webpage devoted to ENLN monitoring 
(http://www.bom.gov.au/climate/enso/,  accessed 21 March 2006) and a climate 
monitoring bulletin (http://www.bom.gov.au/climate/current/cmb/, accessed 21 
March 2006) that includes maps of various climate parameters such as 
circulation and OLR.  Unfortunately the only maps that include SWA are global, 
so there is less detail than one would ideally like.    
The BOM’s climate prediction efforts are largely focused on 
Australia, but they do provide computer model forecasts (from the Predictive 
Ocean Atmosphere Model for Australia) of various ENSO parameters.  In 
addition, The Bureau of Research Meteorology Centre provides MJO-related 
forecasts of OLR anomalies out to 20 days.  These can be found at  
http://www.bom.gov.au/bmrc/clfor/cfstaff/matw/maproom/OLR_modes/index.htm 
(accessed 21 March 2006).    
3. The Need to Update DoD Climatology Products 
As can be seen from the above two sections there is an enormous 
disparity between efforts within the DoD and efforts within the civilian community 
to incorporate climate variations into climate monitoring and prediction.  To 
bridge this gap in capability between the two sectors there are several areas in 
which the DoD needs to focus its resources.   
 32 
First, and most importantly, the DoD needs to incorporate recent and 
current research when generating climatology products.  AFCCC devotes an 
enormous amount of time and computer resources to calculating LTMs and 
tailoring the output to customers’ needs.  The resulting maps, tables, and 
narratives are employed by a wide variety of users, from the tactical to the 
strategic level.  A review of the wide-spectrum of products offered by AFCCC, 
however, found none that addressed how climate variations could impact the 
LTM climate.  Though it may be easy to dictate that the DoD needs to 
incorporate more scientific research, there are numerous obstacles to actually 
accomplishing this.  Climate variations themselves are a very complex topic, and 
within the community of climate monitoring and prediction there are numerous 
conflicts and contradictions between studies.  Sifting through the research 
already accomplished and staying abreast of current research would be a very 
time-consuming.   
Hand-in-hand with incorporating additional research is acquiring, 
analyzing, and incorporating new data.  Only within the last decade have the 
NCEP/NCAR reanalysis datasets (Kalnay et al. 1996; Kistler et al. 2001) been 
created and made available to the public.  While AFCCC has launched its own 
mesoscale reanalysis effort via Advanced Climate Modeling and Simulations 
(ACMES), resource and time constraints led AFCCC to limit the model runs to 
only 10 years. This is a significant limitation in dealing with the time-scales of 
interest in climatology; and the approximately 50-year, though coarser resolution, 
NCEP/NCAR reanalysis dataset is preferred.  Constructing its own reanalysis 
dataset is very time-consuming and would require significant amounts of 
resources from AFCCC, but significant progress in incorporating climate 
variations into military planning is possible using the NCEP/NCAR dataset.  This 
dataset is ready to be directly exploited by the DoD.  This study, and those by  
Ford (200), Hildebrand (2001), Feldmeier (2005), LaJoie (2006), and Stepanek 
(2006) are examples of how to do so. 
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The additional research and data discussed above can be incorporated 
into existing AFCCC products and used to generate new products through the 
paradigm of “smart climatology.”  Murphree (2005a) defines smart climatology to 
be “climatology that includes LTMs, but also accounts for higher order statistics 
than the LTMs and modern developments in climate science and operational 
climatology.”  This approach would address on-going and forecasted climate 
variations in addition to LTMs.  Murphree (2005a) notes that “modern [smart] 
climatology provides a more comprehensive view of the climate system and is 
much better suited than traditional climatology for supporting combatant 
commanders.” Forecasters should apply smart climatology methods to adapt 
existing climatology products and create new products for use by the warfighter 
at all different levels of operations.   
C. MOTIVATION 
The overarching objective of this study is to take the first step in shifting 
DoD climate products for SWA from their traditional LTM focus to a more up-to-
date and valuable smart climatology focus.  Within this objective, the goals of this 
study are three-fold: 
1.  Review existing climate variations and examine their impacts on SWA.  
 
2.  Examine forecasting applications of climate variations. To accomplish this 
we focused on two specific topics 
 
a.  How do climate variations alter atmospheric circulations in and near 
SWA? 
b. What are the mechanisms by which these altered circulations   
contribute to fall-winter precipitation anomalies in SWA? 
 
3. Explore the impacts of climate variations on military operations and 
interests.  One question we seek to answer is to what degree the impacts 
of climate anomalies could be mitigated by identifying the anomalies 
ahead of time and accounting for them during planning.  
To fit within time constraints, this study focuses on climate variations and 
their relationships to circulation, temperature, and, especially, precipitation 
patterns and anomalies.  Note that precipitation fields can also be used to study 
cloud and moisture fields, in addition to incorporating many other variables (e.g., 
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vertical motion, stability, etc.).  Precipitation forecasting is also crucial to 
predicting flooding and drought.  Because the populations in large portions of 
SWA lead a pastoral lifestyle, the potential impact of flooding and drought can be 
enormous (Agrawala et al. 2001). For this reason mitigating the impacts of 
climate-driven natural disasters can potentially play a large role within the scope 
of humanitarian operations conducted by DoD in this part of the world.     
Our hypotheses are that: 
1. The upper and lower circulation anomaly patterns associated with ENLN, 
IOZM, MJO, and NAO are directly linked to both the primary climate 
variations that affect SWA  and anomalous precipitation in the region.   
2. Much of the impact on precipitation occurs through: (1) anomalous 
moisture advection over the tropical northwest Indian Ocean, and tropical 
and subtropical North Africa; and (2) anomalous moisture convergence 
over SWA.   
3. ENLN, IOZM, MJO, and NAO occur at intraseasonal to interannual scales, 
and are relatively predictable once initiated.  Thus, knowledge of these 
climate variations and their impacts on SWA should improve 
intraseasonal-interannual forecasts for SWA.   
Chapter II presents our data and methods.  Our results our detailed in 
Chapter III, and Chapter IV contains a summary of our results, discussions, 








II. DATA AND METHODS 
A.  DATA 
The primary data source for this study was the NCEP/NCAR reanalysis 
data set (Kalnay et. al. 1996; Kistler et al. 2001), acquired from the Climate 
Diagnostics Center via their website at http://www.cdc.noaa.gov (accessed 21 
March 2006).  The reanalysis process uses a fixed, state-of-the-art global data 
assimilation system to collect and analyze land surface, ship, rawinsonde, pibal, 
aircraft, satellite, and other observational data to produce a record of global 
atmospheric fields at 2.5° latitude x 2.5° longitude resolution for a variety of 
variables (Kalnay et al. 1996).  These renanalysis fields were available for most 
variables from 1948 through the present as of the time of this writing.  As is 
inevitable for a project of such an immense scope, researchers have come 
across some questionable and erroneous data, and known problems in the 
dataset are documented at 
http://www.cdc.noaa.gov/cdc/reanalysis/problems.shtml (accessed 21 March 
2006). Monthly and daily mean fields were used.   To avoid potentially 
inconsistent data, we sought to limit our use of reanalysis data as much as 
possible to the era of meteorological satellites, so as a rule, we usually limited 
ourselves to using post-1970 data.    
Because the majority of the precipitation in SWA falls between October 
and March, we chose to limit our study to these six months.  Outside of this 
period, precipitation in SWA is very sparse, and often falls in the form of 
convective showers, which often are difficult to predict.  We split the six-month 
period of investigation further into autumn (October-December) and winter 
(November-March) and analyzed those seasons separately when assessing the 
impacts of ENLN and the NAO on SWA. Our investigation of the IOZM and MJO 
was confined to October-March, as well, but we worked with the daily reanalysis 




B.  CLIMATE INDICES 
1.  El Niño-La Niña 
Because ENLN phenomena have been researched so extensively, there 
are several different methods used by researchers to classify ENLN events and 
quantify their strength.  One of the most comprehensive measures of ENLN is 
the Multivariate ENSO Index (MEI) introduced by Wolter and Timlin (1993), and 
because of the broad range of parameters it includes, we chose this index for our 
study.  This index monitors the six main observed variables over the tropical 
Pacific — SLP, zonal surface wind, meridional surface wind, SST, surface air 
temperature, and total cloudiness fraction of the sky.  The MEI is computed for 
each of twelve sliding bi-monthly seasons (e.g., Dec/Jan, Jan/Feb….Nov/Dec).  
Positive (negative) values of the MEI represent El Niño (La Niña) events.  More 
information on the MEI can be found at: 
http://www.cdc.noaa.gov/people/klaus.wolter/MEI/index.html  (accessed 21 
March 2006). 
Similar to Ford (2000) and Hildebrand (2001), we selected 15 years 
between 1960 and 2000 from their Table 2 to investigate with respect to ENLN.  
Because of the limited number of LN autumn and winter periods after 1970, we 
included two years from the late 1960’s.  Table 1 (next page) lists the years we 
used the El Niño and La Niña events identified for this study.  Using the 
classification process of Ford (2000), we identified eight strong EN and eight 
strong LN periods (magnitude of the MEI > 1.0).  When analyzing EN and LN 
years, we looked at autumn of the first year of the event and the subsequent 
winter.   
2.   Indian Ocean Zonal Mode  
The primary means for measuring the IOZM is the Dipole Mode Index 
(DMI), as defined by Saji et al. (1999). It is simply the difference in SST anomaly 
between the tropical western Indian Ocean (50°E-70°E, 10°S-10°N) and the  
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First Year of EN Event First Year of LN Event 
1972 1991 1964 1984 
1976 1992 1966 1988 
1977 1993 1967 1995 
1978 1994 1970 1996 
1979 1997 1971 1998 
1982 2002 1973 1999 
1986 2003 1974 2000 
1987  1975  
     
Table 1.  List of ENLN Years Selected for Compositing in this Study 
 
tropical southeastern Indian Ocean (90°E-110°E, 10°S-Equator). Running tallies 
of this index are available on several different timescales, from weekly to monthly 
and longer.  Because it offers a weekly measurement of the IOZM, we chose to 
use the DMI compiled by Kevin Vranes and available at 
http://www.ldeo.columbia.edu/~kvranes/research/DMI/ (accessed 21 March 
2006).  The index available there is slightly different than the one originally used 
by Saji et al. (1999) in that it uses a weekly rather than a monthly sampling and 
the Integrated Ocean Services System  data set, rather than the Global Sea Ice 
and Sea Surface Temperature version 2.3b data set used by Saji et al (1999).  
Both indices measure SST anomalies in identical areas, just using different data 
sets. The weekly index of the DMI is available from the website above for the 
period November 1981 through June 2001.   
We set a DMI threshold of 1.0 to determine what periods to include in our 
IOZM composites.  The seven days following the day on which the weekly index 
is given were incorporated into the composites we created.  Saji et al. (1999) 
noted that dipole mode events usually peak in October, and the DMI index data 
support this conclusion.  Because the vast majority of strong (DMI magnitude > 
1.0) dipole mode events tend to occur in the autumn and involve the positive 
 38 
phase of the IOZM (cool water off the coast of the coast of Sumatra), we 
investigated only the impacts of the positive phase of the IOZM on SWA during 
the autumn.  This left us with 135 days to composite.  Using the threshold of 1.0, 
there are not enough days when the DMI > 1.0 during the winter, or when the 
DMI < -1.0 in either season to allow for a meaningful study.   
As noted in Chapter I, at times, EN and the IOZM can be interconnected.  
Saji et al. (1999) and Black et al. (2003) both demonstrate, however, that the two 
climate variations are not directly related.  For example Saji et al. (1999) found a 
correlation of less than 0.35 between the Nino3 index and the DMI.  
Nevertheless, strong positive phases of the IOZM do tend to occur during the 
autumn of EN years, perhaps through the processes suggested by Black et al. 
(2003) outlined in Chapter I.  This is still an area of ongoing research. It therefore 
is essential to note that all of the days we used to create our composites of 
conditions during the positive phase of the IOZM also occurred during the 
autumn of strong EN years (MEI > 1.0). In identifying the IOZM we used daily 
data, instead of the monthly data we used for ENLN.  In addition, there were 
fewer years included in our IOZM composites. Because of these disparities in the 
data sets and the low correlation between the two climate variations, we 
expected our results for ENLN to be similar to but different from those for the 
IOZM.   
3. Madden-Julian Oscillation 
It has only been during the last few years that methods to quantify the 
strength and location of the MJO in real-time have been introduced.  The 
fundamental problem of real-time MJO-monitoring is extracting the frequency-
limited signal without the use of a bandpass filter (Wheeler and Hendon 2004).  
Bandpass filters, typically used to identify MJO episodes after-the-fact, require 
information beyond the end of the time series, i.e., from the future.  Researchers 
at the Australian Bureau of Meteorology overcame this limitation by projecting 
daily data onto spatial patterns characteristic of the MJO of selected 
meteorological variables.  The details of their techniques are beyond the scope of 
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this paper, but in essence they projected combinations of daily meteorological 
fields onto two EOFs associated with the MJO.  For a more detailed discussion of 
EOF analysis see Wilks (2006).  The fields they chose to combine were OLR, 
850-hPa zonal wind, and 200-hPa zonal wind, each averaged over the latitudes 
of 15°S-15°N (Wheeler and Hendon 2004).  The real-time projection of the data 
onto the two EOF fields yields two MJO indices—the Real-time Multivariate MJO 
series 1 (RMM1) and series 2 (RMM2).   
 In order to diagnose the state of the MJO, the RMM indices are combined 
into a two-dimensional phase space.  Points representing sequential days are 
then joined by a line.  Often sequential days trace a counter-clockwise around 
the “origin,” signifying the eastward propagation of the MJO across the Indian 
Ocean into the western Pacific (Wheeler and Hendon 2004).  An example of the 
RMM phase space appears in Fig. 25.  In order to further diagnose the state of 
the MJO and to facilitate compositing, the phase space is divided into eight 
numbered phases that are associated with the location of the convective 
component of the MJO.  As the enhanced convection moves off the east coast of 
Africa and transits the Indian Ocean into the western Pacific, it moves from 
phase 1 through phase 8.  Wheeler and Hendon (2004) noted that the nominal 
time between each of the numbered phases is six days, but it can vary from 
event to event.  The composites of the observed anomaly fields (OLR, 850-hPa 
zonal wind, and 850-hPa meridional wind) for each phase are depicted in Fig. 22 
for December-February.   
 Daily values of the RMM1 and RMM2 indices are available in near real-
time from June 1, 1974 through the present from the Australian Bureau of 
Meteorology at http://www.bom.gov.au/bmrc/clfor/cfstaff/matw/maproom/RMM/ 
(accessed 21 March 2006). A gauge of the strength of the MJO at any given time 
is obtained by taking the square root of (RMM12 + RMM22), referred to here as 
the magnitude of the MJO.  Using the data available we selected periods of time 
for which the magnitude of the MJO was > 1.5 for at least seven consecutive 
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days during the October-March timeframe.  If a particular MJO started in March 
and lasted into April, the days in April were included, as well.   
The location of the enhanced convection or subsidence associated with 
the MJO is of paramount importance when investigating impacts on SWA.  
Hendon and Salby (1994) and Barlow et al. (2005) found that the impacts of the 
MJO on SWA are often strongest when the convective or subsidence component 
is in the eastern Indian Ocean.  For this reason, we chose to classify the phases 
in Fig. 22 into two groups — one when the convective component was in the 
eastern IO, and the other when subsidence component was in the eastern IO.  
Using these guidelines, Wheeler and Hendon’s phases 2-5 were grouped 
together to represent enhanced convection in the eastern IO; and phases 6, 7, 8, 
and 1 were grouped to represent enhanced subsidence in the eastern IO.  Using 
this algorithm, we identified 483 days between June 1, 1974 and December 31, 
2005 when enhanced convection was in the eastern IO, and 555 days when 
enhanced subsidence was in the eastern IO.   
4.  North Atlantic Oscillation 
 Like ENLN, the NAO has been researched extensively, and there have 
been a number of different methods devised to quantify the positive and negative 
phases of the oscillation (see Chapter I).  Because the NAO essentially 
measures the oscillation of mass between the subtropical Azores High and 
subpolar-low (Icelandic Low), most of these methods involve measuring SLP 
differences between a point associated with the Azores High (either in the Azores 
Islands or in mainland Portugal) and a point in Iceland.  This is a particularly 
effective means of measurement as SLP records from these locations frequently 
extend far enough back in time to facilitate creation of a historical record of the 
NAO over at least the last century.    
 Because it is more rigorous than a simple SLP-difference between two 
locations, we chose to use the NAO index calculated and compiled by CPC for 
our study.  CPC maintains a monthly index of the NAO dating back to January 
1950 and a daily index that stretches back 120 days. The monthly index we used 
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can be found at 
http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/norm.nao.monthly.b5
001.current.ascii.table (accessed 21 March 2006).  The method CPC uses to 
calculate the daily and monthly index is based on the RPCA technique presented 
in Barnston and Livezey (1987).  This technique, like that used to create the 
RMM indices for the MJO, uses EOF analysis; and, as a result, the details are 
beyond the scope of this paper.  
 To investigate the impacts of the NAO on SWA during the autumn 
and winter, we selected periods of positive and negative phases of the NAO to 
composite.  The three-month periods we chose were autumns (Oct-Dec) and 
winters (Jan-Mar) when the average value of the NAO index (simply the 
arithmetic mean of the NAO index for the three months) was greater than 0.5 (for 
the positive phase) or less than -0.5 (for the negative phase).  Even though CPC 
maintains monthly values of the NAO back to 1950, we confined this study to 
years from 1960 onwards in order to use the most reliable reanalysis data.  For 
each phase of the NAO, we selected eight autumns and ten winters between 
1960 and 2005 when the average magnitude of the NAO was greater than 0.5.  
There were more years used in the winter composites because the magnitude of 
the NAO tends to peak in the January-March timeframe, resulting in generally 
higher values of the index during the winter.  The years selected for this 
investigation can be found in Table 2 (next page).   A comparison of Tables 1 
and 2 reveals that many of the NAO events were also ENLN events.  This is 
particularly the case during the autumn, where all the years after 1960 that met 
the criteria listed above also were also ENLN years.  Owing to the greater 
number of years that met our criteria during winter we were able to select an 
even mix of years for each phase of the NAO — four years that were EN years, 
four years that were LN years, and two years that were neither.  Unlike the 
methods used to investigate ENLN, described earlier, the winter periods we 
chose did not necessarily follow the autumn periods.  This is because the NAO 
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shows much greater month-to-month variability, while ENSO tends to stay in the 
same phase over the course of the autumn and winter.   
 
Years Used to Composite for NAO 
Autumn (OND) Winter (JFM) 
(NAO > 0.5) (NAO < - 0.5) (NAO > 0.5) (NAO < - 0.5) 
1972 1968 1984 1960 
1974 1970 1988 1963 
1982 1973 1989 1964 
1986 1976 1990 1965 
1978 1995 1992 1966 
1993 1996 1993 1969 
1994 1997 1994 1970 
1999 2005 1995 1971 
  1997 1977 
  2000 1984 
 
Table 2.         Autumn and Winter Time Periods Selected for NAO Composites 
 
C. METHODS 
1.  Composite Anomalies 
We constructed composite anomalies of a variety of meteorological fields 
to highlight the impacts ENLN, IOZM, MJO, and NAO had on SWA.  The 
anomalies were calculated as the difference between the actual values for a 
period and the LTM value for that period.  For example, 200-hPa geopotential 
height anomalies for autumn of EN years were calculated by subtracting the LTM 
autumn 200-hPa from the mean 200-hPa GPH calculated for the selected EN 
years.  By subtracting the LTM from the average anomalies during the selected 
years, we created composite anomalies to highlight phenomena attendant to the 
events.   
Monthly means from the NCEP/NCAR reanalysis data were used to 
investigate ENLN and the NAO, and the long-term monthly and seasonal means 
were calculated for the 35-year period from 1960-2005.  Daily data from the 
NCEP/NCAR reanalysis were used to study the MJO and IOZM, and the LTM for 
these cases was calculated for 1975-2005.     
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2. Moisture Advection 
One of the quantities we investigated was moisture advection anomalies 
at 850 hPa.  We chose advection at 850 hPa because we felt it was most 
representative of the low-level moisture advection in an area of such complex 
terrain. In order to do this we calculated the LTM and composite mean moisture 
advection at each point using the following equation 
Moisture advection = q∇•− vG  
Where on the right hand side of the equation, the first term is the vector 
wind at 850 hPa and the second term is the gradient of the specific humidity at 
850 hPa.  To calculate the composite moisture advection anomalies, the LTM 
mean moisture advection was subtracted from the composite mean moisture 
advection.  For example, to calculate the October-December moisture advection 
anomaly during EN, we subtracted the October-December LTM moisture 

























THIS PAGE INTENTIONALLY LEFT BLANK 
 
 45 
III. RESULTS AND DISCUSSION 
A.  OVERVIEW OF OUR RESULTS 
In this section we give a brief overview of the results of our analyses.  The 
subsequent sections of this chapter describe our results in detail.  
As described in Chapter I, prior studies have indicated that climate in SWA 
is tied to the climate in the tropics through the upper and lower level responses to 
convection in the eastern Indian Ocean, Maritime Continent, and western Pacific 
Ocean.  A major component of the link between these two regions is the upper 
level response to tropical convection.  In the LTM autumn and winter 200-hPa 
GPH-wind field (Figs. 7 and 12) there is a clear Rossby-Kelvin (R-K) wave 
structure visible over the Maritime Continent (MC) and western Pacific (WP) that 
is associated with the convection found there throughout the year.  SWA falls 
under the influence of the northern lobe of this R-K wave response.  Thus, 
changes in convection in the vicinity of the MC and WP, through Rossby-Kelvin 
wave dynamics, can lead to changes in the upper level circulation over SWA.  
Previous research (Sardeshmukh and Hoskins 1988) indicates that in the tropics 
the upper and lower level circulations (including Rossby-Kelvin waves) have 
opposite sign.  This link between the two levels is very important, as it has 
implications for the low level circulation over SWA as well.   
Our results indicate that onshore and offshore flow anomalies in the 
northwestern IO and Arabian Sea play a critical role in governing precipitation 
anomalies in SWA.  In addition, we found that the mechanism connecting flow 
anomalies and precipitation anomalies is anomalous moisture transport.  
Because precipitation in SWA occurs mainly during the passage of extratropical 
synoptic low pressure systems that transit the region during autumn and winter, 
changes in the low level moisture available to these systems may have a 
profound impact on SWA precipitation.   
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An analogous situation occurs in the eastern U. S. and the Gulf of Mexico.  
If the low level flow over the Gulf of Mexico is anomalously southerly (northerly), 
then extratropical synoptic low pressure systems moving through the US will 
receive anomalously high (low) levels of moisture from the Gulf, leading to 
anomalously high (low) precipitation from the systems (cf. Carlson 1991).  (Such 
anomalies have been observed over the Midwest and other regions of the 
eastern U.S (Trenberth and Guillemot 1995).  While low level moisture transport 
in the Midwest and Plains regions in the U.S. is influenced by the low level jet, 
the offshore monsoon winds play an important role in governing low level 
moisture transport in SWA is during autumn and winter.   
 It has also been suggested by prior research that the North Atlantic 
Oscillation may influence the climate in SWA.  In fact, it appears similar moisture 
transport anomalies to those associated with climate variations that originate in 
the tropics are also observed in conjunction with the NAO — especially during 
the winter.   
This summary of our results is based on detailed analyses of the chain of 
events that takes place over the tropical Indian and Pacific Oceans and SWA that 
leads to low level moisture advection anomalies over SWA.  These analyses 
involved examination of a variety of fields.  Upper and lower level GPH and 
winds, specific humidity, moisture advection, precipitation, OLR, and temperature 
anomalies were all investigated and are presented in the following sections for 
ENLN, the IOZM, the MJO, and the NAO.   
B.  TROPICAL TELECONNECTIONS 
1. El Niño/La Niña 
a. October – December (OND) 
During the autumn, as an EN event builds in the central Pacific, the 
strongest convection shifts from the MC eastward towards the dateline, where 
higher than normal SSTs are observed (Fig. 14a).  As a result the LTM zonal-
flow at 200 hPa (Fig. 7), especially the subtropical jet over southern Asia, is 
severely disrupted during EN periods.  In fact, the western portion of the Rossby-
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Kelvin wave structure associated with this anomalously strong convection can be 
seen in the EN 200-hPa GPH-wind composite anomalies in Fig. 26.  As a result 
of the below-normal SSTs in the Maritime Continent-western Pacific (MC-WP) 
often observed during autumn of an EN event, convection in this region is 
typically suppressed.  Converging winds at 200 hPa over the MC-WP in the EN 
composite anomalies are one signature of the below normal convection.  The 
decrease in convection induces an additional R-K wave response, analogous to 
that observed in the central Pacific to the increased convection.  Over the MC-
WP, the response to the decrease in convection is below-normal upper level 
heights, however.  The northern and southern lobes of this R-K wave response 
are evident in the elongated troughing and cyclonic winds in the 200-hPa GPH-
wind composite anomalies over southern China and Australia.  The origin of the 
troughing over the Middle East is less clear; it may be part of the aforementioned 
response to events in the tropics or part of a wave train propagating westward 
from the Atlantic Ocean and Europe.  It is also important to note that the 
elongated troughing visible over southern Asia (from the Middle East to China) is 
very similar to that observed by Mariotti et al. (2005) for periods of above-normal 
precipitation in SWA.   
As the upper and lower levels of the atmosphere are inextricably 
linked, there is a corresponding response in the low levels.  Sardeshmukh and 
Hoskins (1988) noted that in the tropics the response at the low levels is often 
the opposite of that observed in the upper levels.  The corresponding EN 
composite anomalies for 850-hPa GPH-winds are shown in Fig. 27, and a 
circulation opposite to that in the upper levels is evident.  Over southern Asia, 
there is a clear R-K wave response in the anticyclonic 850-hPa GPH-wind 
anomaly below the cyclonic 200-hPa GPH-wind anomaly field.  Over southern 
Asia and the northern IO, 850-hPa GPH is above normal, and the wind 
anomalies are anticyclonic. The southern lobe of the low level R-K wave 
response is visible to the northwest of Australia.  Further to the east, over the  
 48 
MC-WP, where there is anomalous convergence at 200 hPa, there is now 
anomalous divergence in the 850-hPa wind field, corresponding to the 
anomalous subsidence.  
The anomalous flow around the low level R-K wave anticyclone 
over southern Asia is especially important to our study.  In Fig. 27, SWA lies in 
an area where anomalous southeasterly winds around this anticyclone converge 
with anomalous southwesterly winds associated with troughing over northeast 
Africa and the Middle East.  The result is a distinctly onshore anomalous flow in 
the low levels over most of SWA; on the other hand, parts of northern Iraq, Iran, 
and the Caspian Sea experience anomalous northerly flow.  It must be 
emphasized that the anomalous onshore flow does not represent a reversal in 
the LTM offshore winds observed over SWA during autumn.  Rather, it is an 
indication that during the autumn of an EN event, it is likely that there is an 
increase in the number of days with onshore flow that are interspersed among 
the days with offshore flow (Murphree 2005b).  As a result, the average 
magnitude of the offshore winds during the autumn appears lower during the 
autumn of EN periods, thus the onshore anomaly.   
If, as proposed above, there is an increase in days with onshore 
flow over SWA during the autumn of EN years, we would expect this to be borne 
out in the anomaly fields of other meteorological fields.  In fact, this is exactly 
what we observe.  Figures 28 and 29 depict the specific humidity (SH) and 
moisture advection anomalies during the autumn of EN years.  Figure 28 shows 
a distinct increase in SH over most of SWA, especially the Arabian Peninsula, 
Iran, Afghanistan, and Pakistan.  The moisture advection anomalies also 
highlight the moist flow out of the Arabian Sea into these areas that accompanies 
the southerly wind anomalies.   
Recent research (Barlow and Salstein 2005) has suggested that 
the Arabian Sea and northwest IO may be a larger moisture source than 
previously thought for the extratropical cyclones that move through SWA during 
the autumn and winter.  If this is the case, with the above-normal moisture 
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advection into SWA and the widespread higher-than-usual SH anomalies shown, 
an increase in precipitation would be expected during the autumn of an EN 
event.  Indeed, Fig. 30 shows that during the autumn time period, the 
precipitation rate is above normal throughout SWA. Comparing the composite 
precipitation anomalies for this case and the LTM precipitation (Fig. 8) reveals 
that several areas receive between 20-50% more precipitation than normal 
during EN autumns. This is especially true in the mountainous regions that 
receive significant precipitation from low-pressure systems transiting the region.   
The increase in onshore flow also modifies the low level 
temperature advection over SWA.  SSTs, and therefore surface temperatures 
(whenever “surface” temperatures are discussed here we will be referring to 2 m 
temperatures available from the NCEP/NCAR reanalysis data) are significantly 
higher over the Arabian Sea and northwest IO than over SWA during autumn 
(see Fig. 31 for LTM surface temperatures). As a result of these positive surface 
temperature anomalies and the increase in southerly flow, warm air advection 
northward into SWA occurs more often.  Figure 32 shows that the southern and 
eastern portions of SWA are warmer during EN years as a result.  To the north 
(around the Caspian Sea and northern SWA), where it was noted that the 850-
hPa wind anomalies during EN autumns are northerly, the corresponding 
temperature anomalies are below normal.  This makes sense as temperatures to 
the north, over the interior of Asia, are lower, and the northerly winds bring this 
cooler air down into SWA more frequently. Finally, hand-in-hand with the above 
normal precipitation observed during the autumn is anomalously low OLR 
throughout much of SWA (Fig. 33).  This is indicative of increased cloud-cover 
and is consistent with the above-normal precipitation anomalies.   
Compared to other climate variations, the impacts of EN on SWA 
have probably garnered the most attention, particularly during autumn.  Our 
results for autumn are very similar to those found by Mariotti et al. (2002) and 
Mariotti et al. (2005).  These investigators also noted a tendency toward 
increased precipitation over most of SWA in autumn during EN, and hinted that 
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increased moisture flux from the Arabian Sea may be responsible.  In addition to 
confirming the general results and implications of these prior studies, our results 
also show that, owing to the anomalous southerly flow, SWA is generally warmer 
during the autumn of EN periods.   
In contrast to EN, during LN periods the SSTs in the western 
Pacific are above average (Fig. 15a), and the anomalous convection in the 
Pacific Ocean is over and near the Maritime Continent.  In response to the 
increase in convection near the MC-WP region, the 200-hPa GPH-wind 
anomalies during autumn of LN periods are almost the opposite of those 
observed during EN periods (Fig. 34).  The shift in convection toward the MC-WP 
is evident in the anomalously divergent winds at 200 hPa over this region that 
replace the anomalously convergent winds observed in the EN case; and 
anomalous R-K wave cyclones over the central Pacific replace the anomalous 
anticyclones at 200 hPa.  In addition, the anomalous troughing over southern 
Asia and Australia that is the R-K wave response to decreased convection over 
the MC-WP during EN, has been replaced by anomalous R-K wave ridging in the 
same regions. The ridging in southern Asia stretches westward back to the 
Mediterranean Sea.  This pattern of ridging over southern Asia and troughing 
over the lower-latitudes in the IO is similar to the 200-hPa pattern Marrioti et al. 
(2005) observed during periods of below normal precipitation in SWA.   
   At 850 hPa, troughing and cyclonic wind anomalies over southern 
Asia and Australia replace the ridging observed there during EN periods        
(Fig. 35).  In addition, the anomalous wind field reveals convergence into the 
increased convection in the vicinity of the MC.  The anomalous cyclonic winds 
around the 850-hPa trough over southern Asia and the Indian subcontinent now 
lead to a strengthening of the offshore northeasterly winds over SWA.  This 
offshore flow is enhanced over the western extremes of SWA by ridging over the 
eastern Mediterranean.  It is likely, therefore, that during the autumn of LN 
periods there are more days than normal with offshore flow over SWA. 
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The increased frequency of winds from the cold, dry interior of Asia 
leads to cooler, drier conditions over SWA during autumn LN periods.  Figures 36 
and 37 show the anomalous winds overlaid with anomalous specific humidity at 
850 hPa and the 850-hPa moisture advection anomalies, and the drying effect on 
SWA is quite clear.  Compared to the LTM, the specific humidity over portions of 
SWA are anywhere from five to ten percent lower than normal during LN 
autumns.  This represents a significant drying compared to normal.  
The cumulative effect of the increase in cool, dry flow from the 
continent is apparent in Figs. 38 and 39, which depict the precipitation rate and 
temperature anomalies for autumn during LN events.  Though there are pockets 
of above-normal precipitation rate (especially around Turkey), the precipitation 
rate as a whole is generally below normal throughout SWA.  The temperature 
anomalies are an even better reflection of the increase in northerly winds, as all 
of SWA is cooler than normal, up to 1°C cooler over parts of the Arabian 
Peninsula. The anomalous OLR (Fig. 40) during LN periods clearly depicts the 
increase in convection in the vicinity of the MC and the trend towards drying and 
less precipitation over SWA.  
As was the case for EN during the autumn, the results we found fit 
well with those found by Mariotti et al. (2002) and Mariotti et al. (2005).   These 
researchers also noted the direct correlation between SST in the central Pacific 
and precipitation anomalies over SWA during autumn.  Outside of the moisture 
flux anomalies detailed earlier, they did not explore any mechanisms that 
explained this relationship.  Not only have we offered a possible mechanism—the 
Rossby-Kelvin wave response to anomalous convection in the tropics altering 
moisture transport into SWA — we have also found that SWA is cooler in 
association with the offshore flow anomalies during autumn LN periods.   
b. January – March (JFM) 
During winter, the center of anomalously low convective activity 
over the MC-WP, associated with the anomalously low SST and convection 
during an EN event, shifts to the south and east.  The effects of this shift are 
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evident in Fig. 41, which shows the composite anomaly of 200-hPa GPH-winds 
during the winter of EN events. Compared to the corresponding figure for EN 
autumns, the anomalous trough over southern Asia (especially China) has 
contracted, weakened, and shifted to the east and south (compare Figs. 26 and 
41).  These changes, combined with the southward shift of the subtropical jet 
(STJ) axis (see Fig. 12 for JFM LTM GPH-winds) over southern Asia, leads to 
profound changes over SWA compared with the autumn EN events.  In 
particular, at 200 hPa over SWA, anomalous low heights are replaced by 
anomalous high heights (compare Figs. 26 and 41)..   
The changes in the upper level anomalies are reflected in the lower 
levels. The 850-hPa GPH-wind anomalies during the winter are significantly 
weaker than they are during the autumn (compare Figs. 27 and 42).  Two factors 
now combine to produce anomalous offshore flow throughout much of SWA 
during the winter of EN events.  The low level anomalous anticyclone over 
southern Asia and the Indian Subcontinent that leads to anomalous onshore flow 
into SWA during EN autumns is considerably contracted, weaker, and shifted to 
the southeast, and the trough over the Middle East that enhances the southerly 
flow anomaly in the autumn has been replaced by ridging.   
   The increase in offshore flow has the expected impact on low level 
moisture over SWA.  Figures 43 and 44 show the widespread drying over SWA 
during the winter.  While the magnitude of the specific humidity anomalies is not 
as strong as those during the autumn, the offshore wind anomaly does have a 
substantial impact on low level moisture available to the extratropical synoptic 
low-pressure systems that frequent SWA during the winter.  In conjunction with 
the anomalous flow reversing from onshore to offshore as autumn transitions to 
winter, the anomalous precipitation and temperature patterns reverse, as well.   
Figures 45 and 46 reveal that the warm and wet anomalies over SWA during the 
autumn of EN years are replaced by cool and dry anomalies during the winter.  In 
addition, the OLR anomalies reveal that SWA is, in general, more cloud-free 
during this time period (Fig. 47).  Mariotti et al. (2002) found the same general 
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patterns, but were unable to explain their findings.  We have proposed the 
southeastward shift from autumn to winter in the negative tropical convection 
anomaly region over the MC-WP, combined with the southward shift of the STJ 
and extratropical westerlies, as a possible explanation for the transition in SWA 
during EN events from anomalously warm and wet conditions in SWA in autumn 
to anomalously cool and dry conditions in winter.  In addition, in the winter EN 
case, SSTs in the eastern IO are warmer than they are during autumn EN events 
(Fig.14b).  The higher SSTs in the winter case may lead to a regeneration of 
convection in the eastern IO, further enhancing the southeastward shift in tropical 
convection anomalies and reducing or reversing the impacts of EN over SWA.  
  During LN, the positive convection anomaly over the MC-WP shifts 
east and south as autumn transitions to winter.  This causes the anomalous ridge 
over southern Asia during autumn to contract, weaken, and shift to the east and 
south (compare Figs. 34 and 48).   
  As was found for the EN winter case, the weakening of the upper 
level response over southern Asia has a significant impact on the climate of 
SWA.  As in that case, the weakening and eastward-shift of the R-K wave 
response to the convection is evident in the low levels, as well.  Figure 49 shows 
that the   850 hPa cyclones that are over the Bay of Bengal and MC in the 
autumn LN case weaken significantly and drift eastward.  The strong cyclonic 
flow over the Indian Subcontinent and Bay of Bengal has all but disappeared.  
This leads to a weakening of the offshore flow anomaly over eastern SWA.  It is 
important to note, however, that the anomalous wind in the low levels are still 
offshore, but weaker than in the autumn LN case.  Another notable feature in the 
850-hPa anomaly field is the slight weakening of the Saudi Arabian High.  This is 
evident in the anomalous cyclonic flow observed over the Arabian Peninsula in 
Fig. 49.  Again, it is critical to point out that the LTM high pressure observed over 
the Arabian Peninsula is not replaced by a cyclone, but that it is likely that there 
are more days when low pressure dominates the peninsula — perhaps a result of 
more frequent low-pressure systems passing through the region.  The cyclonic 
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wind anomaly induces a southerly flow anomaly over portions of SWA that border 
the Persian Gulf and northern Arabian Sea and a northerly flow anomaly over 
regions to the northwest — Iraq, western Saudi Arabia,  and western Iran, 
especially.   
  These low level wind anomalies have a significant impact on the 
low level moisture field.  As a result of the somewhat complicated flow anomalies 
observed during the winter, the low level specific humidity (Fig. 50) and moisture 
advection (Fig. 51) anomalies are not as striking as in the other cases.  Despite 
the weakening of the low level northerly flow over eastern portions of SWA (close 
to India) the overall trend during the winter is for LN years to be slightly drier than 
normal — a continuation of the autumn pattern.     
Like the anomalous moisture field, the anomalous precipitation pattern is 
complicated for the LN winter case.  Figure 52 shows that precipitation anomalies 
vary widely throughout SWA, with the specific area’s location relative to the 
anomalous wind being a critical factor.  For instance, the areas of higher terrain 
in Iran and Afghanistan that are downstream of the southerly wind anomaly on 
the eastern flank of the Saudi Arabian High receive notably more precipitation 
during LN winters.  On the other hand, most of the western regions of the 
Arabian Peninsula (on the western flank of the Saudi Arabian High) are slightly 
drier than normal.  The anomalous temperature during this timeframe, shown in 
Fig. 53, is evidence of how significant an effect the northerly wind anomaly can 
have.  While the precipitation anomaly shown in Fig. 52 did not depict any areas 
experiencing significantly below normal precipitation, most of SWA is decidedly 
cooler during the winter of LN years — similar to the autumn pattern (Fig. 53).  
The eastern flank of the Saudi Arabian High, where winds were southerly more 
often than average, is the only region that is slightly warmer than usual during the 
winter.  OLR anomalies indicate that there is an increase in cloud cover over 




2.   Indian Ocean Zonal Mean (October – December) 
Owing to the data constraints and thresholds set, we only investigated the 
impacts of IOZM on SWA during the autumn and only when the IOZM was in the 
positive phase.  We also chose this time period because the IOZM peaks during 
the boreal autumn (Saji et al. 1999), so autumn has a greater potential than 
winter for showing the impacts of the IOZM.  Because of the below normal SSTs 
in the eastern Indian Ocean during positive IOZM events (Fig. 55), seasonal 
convection in the region is suppressed.  This is similar to the situation during EN 
events.  A comparison of Fig. 14a and Fig. 55 shows that during positive IOZM 
periods the SST anomalies in the eastern IO are between 0.6-0.8°C cooler than 
in the autumn EN case.  Because the SST anomaly (and therefore the 
convection) pattern in the eastern Indian Ocean is similar, but stronger, to that 
during an EN period, the anomaly fields during positive IOZM events in the 
autumn often similar but stronger than those during EN events. 
A comparison of the 200-hPa GPH-wind anomalies during positive IOZM 
periods (Fig. 56) and during EN periods (Fig. 26) reveals many of the same 
features, but the anomalies are much stronger in the case of the IOZM.  In Fig. 
56 there are three Rossby-Kelvin wave response patterns evident throughout the 
tropical Indian and Pacific Oceans.   From west to east, the first is the R-K wave 
pattern in the ridging in the western Indian Ocean that reflects the increased 
convection associated with the higher than normal SSTs in the western Indian 
Ocean (a signature of the IOZM), off the east coast of Africa.  For more on the R-
K wave response in the western IO and its impacts on the Horn of Africa, see 
Lajoie (2006). There is also a very well-defined R-K wave trough over the 
Maritime Continent, associated with the decrease in SSTs and convection over 
the eastern Indian Ocean and MC.  The Northern Hemisphere response in this 
case stretches from the MC, northwestward to the Middle East and Africa.  
Finally, the tail-end of the R-K wave ridging associated with the increase in SSTs 
and convection over the central Pacific is visible at the eastern fringes of the 
figure.  This was also visible in Fig. 26 (EN autumn case). As the IOZM has little 
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influence on the central Pacific, the R-K wave response in this composite 
anomaly is evidence that EN and IOZM are often reinforcing phenomena.   
The second R-K wave pattern discussed above is the one of interest to 
this study.  The elongated troughing stretching from the MC across southern Asia 
(and mirrored in the Southern Hemisphere) present during positive events is 
similar to that observed during the EN autumn events, but is now much more 
pronounced. In addition, the resulting wind anomalies are almost twice as strong.  
At 850 hPa the R-K wave response, like the upper levels, is also considerably 
stronger (Fig. 57).  Many of the same features are present — e. g., the 
anticyclonic R-K wave response over southern Asia and the northern IO and the 
troughing over the eastern Mediterranean — but they are considerably 
enhanced.  As a result of the stronger ridge and deeper trough, the onshore flow 
anomaly, discussed earlier for the EN case, is also stronger.  The onshore 
anomaly is particularly strong across the Arabian Peninsula into Iran and 
Afghanistan.  From this, it can be interpreted that during periods when the DMI 
magnitude > 1.0, there are even more days when the low level winds are 
onshore from the Arabian Sea into SWA.  The increase in onshore flow leads to 
even stronger positive specific humidity anomalies over SWA (Fig. 58).  The SH 
anomaly at 850 hPa is quite striking during the positive IOZM case, with SH in 
some areas on the Arabian Peninsula and in Iran and Afghanistan running 10-
20% higher than average. 
The substantial increases in low level moisture lead to a corresponding 
increase in cloud cover and precipitation as well (Figs. 59 and 60).  A large 
region stretching from northeast Africa, across SWA, into India is much cloudier 
than usual, with widespread OLR anomalies of -20 W/m2.  A significant increase 
in OLR, corresponding to a decrease in convection, is observed over much of the 
eastern Indian Ocean and MC, as well.  The greatest precipitation increases are 
in the mountainous areas of western Iran, Afghanistan, and Pakistan.  In these 
regions, precipitation is between 50-100% higher than normal, with even higher 
values locally. Finally, accompanying the strong onshore flow anomalies is a 
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distinct warming over SWA.  Temperature anomalies are shown in Fig. 61, and 
areas that experience the strongest southerly flow anomalies are much warmer 
than usual — e.g., Saudi Arabia, southeastern Iran, and southwestern 
Afghanistan.  The 1-2°C increase in these regions represents conditions that are 
significantly warmer than usual.   
We are not aware of any research that directly investigates the impacts of 
the IOZM on SWA, so we do not have a basis with which to compare our results.  
As the SST and other anomaly patterns observed during the positive phase of 
the IOZM during the autumn are similar to those observed during EN (but much 
stronger), intuitively our results are consistent with what is known about both 
climate variations.  The IOZM impact on SWA is clearly an area worthy of further 
exploration.   
3. Madden – Julian Oscillation  
The third and final climate variation that originates in the tropics that was 
investigated in this study was the Madden-Julian Oscillation (MJO).  Our initial 
investigations of the differences between autumn and winter in MJO activity and 
patterns showed relatively few differences.  For this reason, we chose not to 
break down our MJO analyses into autumn and winter periods, as was done for 
ENLN and the IOZM.  Instead, we only looked at the impacts on SWA when 
enhanced convection or subsidence associated with the MJO was located in the 
eastern IO during October-March. Chapter II details the methods we used to 
construct our composites.  Again, we must note that to investigate the impacts of 
the MJO when enhanced convection is in the eastern IO, we composited days 
from Wheeler and Hendon’s (2004) phases 2-5.  Their phases 6, 7, 8, and 1 
were composited for the analyses of enhanced subsidence in the eastern IO.   
a.   MJO Convective Component in the Eastern IO 
This case is analogous to the case discussed above for LN during 
the autumn.  Barlow et al. (2005) showed that when the MJO convective 
component moves into the eastern IO, there is a corresponding decrease in 
precipitation in SWA.  They attributed this to the fact that SWA lies beneath the 
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upper level Rossby-Kelvin wave response to the enhanced convection, thus 
altering the upper level circulation pattern over SWA.  Figure 62 shows the 
composite 200-hPa GPH-wind anomalies we constructed for the case of 
enhanced convection in the eastern IO.  The R-K wave response is quite 
prominent in the form of an anomalous ridge stretching from the MC back to 
SWA in the Northern Hemisphere, with a corresponding ridge in the Southern 
Hemisphere.  In addition the divergent upper level winds over the eastern IO 
associated with the increased convection there are evident in the composite 
anomaly.  The upper level anomaly pattern described here is very similar to that 
found by Hendon and Salby (1984) and discussed in Chapter I.  Barlow et al. 
(2005) also noted the R-K wave response is stronger in the Northern 
Hemisphere, owing to the stronger upper level winds north of the Equator during 
boreal autumn and winter.   
  The corresponding R-K wave response at 850 hPa shows up quite 
well in Fig. 63.  The R-K wave trough and cyclonic flow at 850 hPa centered over 
India is in roughly the same position as in the autumn LN case.  The cyclonic flow 
over India, in combination with weak anticyclonic flow around weak ridging over 
the eastern Mediterranean, acts to produce an offshore flow anomaly throughout 
most of SWA — again, similar to the autumn LN case.  The resulting specific 
humidity anomaly (Fig. 64) shows that the result of this offshore flow is significant 
drying over SWA.  With the offshore wind and drying anomalies observed over 
SWA bearing a resemblance to those observed during autumn of LN events, it is 
not a surprise that the precipitation anomalies are also similar.  Figures 65, 66, 
and 67 show that SWA, in general, receives less precipitation, is cooler, and is 
more cloud-free than normal during periods when there is enhanced convection 
in the eastern IO.   
  Our results are quite similar to those found by Barlow et al. (2005), 
as they also found that when the MJO convective component was in the eastern 
IO, SWA tends to be drier than normal.  Our results indicate that, in addition, 
SWA is significantly cooler, as well.  Barlow et al. (2005) did not analyze the low 
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level response; however, our results indicate that the low level R-K wave 
response is a critical factor in altering the moisture transport anomalies over 
SWA.  These moisture transport anomalies, in turn, are responsible for the 
observed precipitation anomalies. 
b.   MJO Subsidence Component in the Eastern IO 
If enhanced convection in the eastern IO is analogous to the 
autumn LN case, then enhanced subsidence in the eastern IO corresponds to 
EN events during the autumn.  It is worth noting that during the EN case, 
decreased convection is observed over the MC; by definition this is also the case 
during the MJO when enhanced subsidence is located over the eastern IO and 
MC.  The 200-hPa GPH-wind anomalies illustrate this similarity (Fig. 68).  Note 
the convergence in the upper level anomalous winds over the MC in both 
Figs. 68 and 26.    As was the case with anomalous convection over the eastern 
IO, the upper level R-K wave response over southern Asia (and in the Southern 
Hemisphere) is quite prominent when the subsidence component of the MJO is 
in the eastern IO.  The 200-hPa R-K wave response over southern Asia results in 
an elongated trough stretching from Southeast Asia eastward to northeast Africa 
and the Middle East.  Comparing this to the 200-hPa GPH-wind anomalies in the 
same region for the EN autumn case (Fig. 26) reveals the striking similarity in 
responses over southern Asia to decreased convection in the eastern IO.  
Hendon and Salby (1984) also found the same patterns in the upper-level 
anomaly fields when the convective component of the MJO was in the eastern 
IO.   
The similarities do not stop upon moving to the lower levels, as can 
be seen in Fig. 69.  Where there are twin anticyclones paired about the equator 
in the autumn EN case (Fig. 27) we find similar anticyclonic anomalies in this 
case, as well.  In fact the anticyclones are in nearly the same location as the 
cyclones are for the case of enhanced convection in the eastern IO.  The strong 
anticyclonic anomaly over India plays a similar role to the one it plays during the 
autumn EN case; it directs onshore flow into SWA.  In this case, owing to the 
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orientation of the anticyclone over India, the onshore flow is more southeasterly 
and is directed towards the Arabian Peninsula, Iraq, and eastern portions of 
SWA.   
The specific humidity anomalies reflect the onshore flow, with 
almost all of SWA experiencing higher than normal SH (Fig. 70).  This SH 
anomaly pattern is strikingly similar to the SH pattern during EN autumn cases, 
providing further evidence to the link between the two cases.  With the increase 
in SH over the region, there is a concurrent increase in cloud-cover and 
precipitation (Figs. 71 and 72), as there is in the autumn EN case (Fig. 31).  In 
addition, as is the case with EN during the autumn, all of SWA is warmer than 
average — up to a 1°C in some places (Fig. 73).    
Barlow et al. (2005) found a 23% increase in precipitation over 
SWA when the subsidence component of the MJO was in the eastern IO, and 
this seems plausible given the precipitation anomalies we found.  For this case, 
our anomalies indicate that the onshore moisture flow anomaly seems to be 
directed over the Arabian Peninsula into eastern SWA, but this is not necessarily 
always the case.  It is important to remember that this is only the average 
anomaly, and that for any individual MJO event the onshore flow anomalies may 
come from one of many directions.  
C. EXTRATROPICAL TELECONNECTIONS 
We have shown that SWA’s location relative to the Indian Ocean and 
Maritime Continent plays a major role in determining what global-scale climate 
variations have a significant impact there.  Because SWA falls within the broad 
area affected by the Rossby-Kelvin wave response to tropical convection in the 
vicinity of the MC, climate variations that originate in the tropics that alter this R-K 
wave response play a prominent role.  That is not to say SWA is exclusively 
affected by climate variations originating in the tropics. Indeed, as SWA lies at 
the crossroads between the European-North Atlantic sector and the tropics, 
climate variations from the North Atlantic may impact SWA through several 
mechanisms.  For example, since a significant number of the extratropical 
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cyclones that affect SWA form in the eastern Mediterranean Sea (Cyprus Lows) 
and Black Sea, climate variations that impact these two cyclogenesis regions will 
also impact SWA.  Also, circulation anomalies induced by climate variations in 
the North Atlantic may extend all the way to SWA, altering moisture transport in 
the same fashion as climate variations originating to the east of SWA 
Prior research (detailed in Chapter I) indicates that the primary 
extratropical climate variation that exerts an influence on SWA is probably the 
NAO. However, there has been little research done to investigate the impacts of 
the NAO on SWA, especially on Iran, Afghanistan, and Pakistan.  As outlined in 
Chapter I, it is not clear whether the influence of the NAO extends as far west as 
these areas.  The goal of this study is to examine the impacts and the 
mechanisms by which the NAO affects the climate in SWA.   To do this, we 
followed the same outline we did for ENLN, IOZM, and the MJO.  Because the 
magnitude of the NAO tends to peak in the winter, we will examine autumn and 
winter separately.   
Before we present our results for the NAO, it must be emphasized that 
during autumn the extratropics and tropics are in essence competing for 
influence over SWA.  During autumn, the axis of the STJ lies over SWA, and the 
region is especially susceptible to the influence of enhanced or suppressed 
convection in the tropics (which is still strong in the Northern Hemisphere), 
especially during early autumn. Later in autumn, extratropical phenomena begin 
to affect the region more frequently.  The frequency tends to peak in January 
(Walters et al. 1991).  For these reasons, we expected the influence of the NAO 
on SWA during autumn to be somewhat harder to detect than it is in the winter.   
1.  October – December (OND) 
A comparison of the composite anomalies of 200-hPa GPH-winds and 
850-hPa GPH-winds, shown in Figs. 74 and 75, highlights an important 
difference between climate variations that occur within the extratropics (e.g., 
within the extratropical westerlies) and those that occur in the tropics.  In the 
case of the NAO, with an extratropical regime over SWA, the anomalies have an 
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equivalent barotropic structure, such that the anomalies are qualitatively the 
same in the upper and lower levels.  This is evident in the ridging observed at 
both 200 and 850 hPa over the Mediterranean Sea and southern Europe, which 
represents the eastward extension of the anomalously strong Azores High.  
Further to the west, anomalous troughing is found at both levels over SWA.   
The role these two different circulation anomalies (ridging over the 
Mediterranean and troughing over SWA) play in low level moisture transport over 
SWA is somewhat complicated.  One would expect the northerly wind anomalies 
around the eastern Mediterranean to lead to drying over western SWA, and the 
southerly wind anomalies around the trough to lead to an increase in SH over 
eastern SWA.  This is what is observed, but the anomalies are not as dramatic 
as they were for ENLN, IOZM, and the MJO.   The specific humidity (Fig. 76) and 
moisture advection (Fig. 77) anomalies for this case depict an approximate east-
west split in moisture transport patterns.  This same geographic split is 
manifested in the OLR (Fig. 78) and precipitation (Fig. 79) anomalies, as well.  
East of approximately 50°E, areas receive less precipitation during the autumn 
under the influence of the positive phase of the NAO; to the west of this 
longitude, areas receive slightly more precipitation than average.  The 
anomalous OLR field is more complicated, but in general, there is a rough east-
west split in cloud cover.  The temperature anomalies in this case are quite 
strong, with most regions actually being cooler (Fig. 80).  Warm anomalies are 
observed over the northern Arabian Sea and southern Afghanistan and Pakistan, 
along the main axis of the anomalous southerly flow.   
The case for the negative phase of the NAO during the autumn is even 
more complicated than the case for the positive phase.  As is expected, however, 
an equivalent barotropic structure is observed in the GPH-wind anomalies at 
200 hPa (Fig. 81) and 850 hPa (Fig. 82), but with the signs of the anomalies 
having reversed from the positive NAO case.  The Mediterranean Sea and 
southern Europe are dominated at both levels by strong troughing and cyclonic 
wind anomalies, with ridging now extending southward from Asia into portions of 
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Iraq, Iran, and the Arabian Peninsula.  The Saudi Arabian High weakens, as well 
(similar to the case for LN during the winter), creating southerly wind anomalies 
along the southern coasts of Iran, Afghanistan, and Pakistan.   
The SH (Fig. 83) and moisture advection (Fig. 84) anomalies have grown 
more complicated than in the positive NAO case.  Where the troughing 
associated with the weakening of the Azores High dominates (eastern shore of 
the Mediterranean Sea), there does seem to be a coherent increase in moisture 
associated with the southerly wind anomaly.  There is also an increase in 
moisture advection and SH along the northeastern tip of the Arabian Peninsula 
and the northern reaches of the Arabian Sea, which is driven by the weakening 
of the Saudi Arabian High.  Further to the north, where anomalous northern 
winds from the interior of the continent impinge on SWA, conditions are drier 
during the negative NAO phase.   
The patterns observed in the moisture advection and SH anomalies are 
also observed in the precipitation (Fig. 85), temperature (Fig. 86), and OLR     
(Fig. 87) anomalies.  As expected, areas that have higher (lower) SH than usual 
receive more (less) precipitation and are cloudier (more cloud-free) than average.  
Like the moisture and precipitation anomalies, the temperature anomalies are 
somewhat muddled.  Where the anomalous winds are strong, there are coherent 
temperature anomalies.  This is especially true over the northeastern portions of 
SWA, where there are cool anomalies as a result of the anomalous northerly 
winds.  Eastern Turkey, the Caucasus, and northwestern Iran, which are on the 
fringes of the strong southerly wind anomalies, are significantly warmer.  
Unfortunately, owing to the complexity of the anomaly fields during the 
autumn, directly applying our results to operational forecasting may prove to be 
difficult.  In general during autumn we see a weakly positive correlation 
(especially in OLR) between precipitation in SWA and the NAO index, but there 
is considerable local variation within SWA.  The general positive correlation we 
found is consistent with the results of Mariotti et al. (2005).  On the other hand, 
the temperature anomalies are more coherent and, in general, show an inverse 
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relationship to the NAO. One notable exception is the cool anomaly over extreme 
eastern SWA during the negative phase of the NAO.  As we will see, for the 
winter the signals are much clearer.     
2.   January – March (JFM) 
In winter the NAO typically strengthens, the extratropics gain more 
influence in the region, and the impacts of the NAO on SWA become much 
clearer.  Examining the positive phase first, the strengthening of the NAO is 
clearly evident in the 200-hPa (Fig. 88) and 850-hPa GPH-wind (Fig. 89) 
anomaly fields.  At 200 hPa there is a very strong ridge over southern Asia and 
the northern Indian Ocean.  This is similar to the ridging pattern Mariotti et al. 
(2005) found during periods of below normal precipitation in SWA. From the two 
anomaly fields it is apparent that the Azores High has strengthened substantially 
and its influence now stretches as far east as the Caspian Sea.   
As a result of the strengthening and eastward extension of the Azores 
High, the anomalous low level winds are now northerly for much of SWA; and the 
low-level SH (Fig. 90) and moisture advection (Fig. 91) anomaly patterns reveal 
notable drying throughout SWA.  The dry pattern over SWA quite clearly 
translates to the precipitation (Fig. 92) and temperature (Fig. 93) anomalies.  
Figures 92 and 93 reveal just how far-reaching an effect the NAO has on portions 
of the eastern Mediterranean and SWA.  The entire region is significantly drier 
than usual, from the Mediterranean eastward to the Himalayas.   The northerly 
flow anomalies also have a striking effect on temperatures throughout SWA.  
Figure 93 shows that all areas south of approximately 40°N are much cooler than 
average during positive NAO periods.  On the other hand, areas north of this 
latitude are much warmer than usual.   
The anomalies are also quite prominent when the negative phase of the 
NAO is in control during the winter.  As one would expect, however, the signs of 
the anomalies are reversed.  In this case there is deep troughing at 200 hPa 
(Fig. 94) and 850-hPa (Fig. 95) from the Mediterranean into Turkey and the 
Caspian Sea region.  Again, note the elongated trough in the 200-hPa GPH field; 
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this is similar to the pattern Mariotti et al. (2005) associated with increased 
precipitation in southeast Europe and SWA.  In the negative NAO case there are 
broad southerly flow anomalies associated with the deep, expansive troughing 
situated over southern Europe. 
 As indicated by the specific humidity (Fig. 96) and moisture advection 
(Fig. 97) anomalies, the southerly flow anomalies lead to increases in low level 
moisture throughout much of SWA — portions of interior Afghanistan and 
Pakistan are drier than normal, however.  These moisture anomalies are 
reflected in the precipitation (Fig. 98), temperature (Fig. 99) and OLR (Fig. 100) 
anomalies, as well.  The higher terrain of western Iran and the Caucasus 
receives much more precipitation than normal during the negative phase of the 
NAO.  The anomalous drying in Pakistan and Afghanistan is reflected in the 
precipitation and OLR anomalies.  As was the case for the positive phase of the  
NAO, the temperature anomalies for the negative phase are striking.  For, this 
case, however, almost all of southeastern Europe and SWA is significantly 
warmer than average.   
 The results we found for the winter fall in line with those of Cullen and 
deMenocal (2000), Cullen et al. (2002), and Trigo et al. (2002).  These 
researchers also found a negative correlation between precipitation and the NAO 
during the winter.  Our results indicate a stronger correlation than Cullen and 
deMenocal (2000), however.  While they were unable to find a strong relationship 
between the NAO and precipitation east of Iraq, our results indicate the 
relationship extends further east into Iran, Afghanistan, and Pakistan, especially 
for the case of the positive NAO.  For the case of the negative phase of the NAO, 
things become less clear, as an apparent strengthening of the Saudi Arabian 
High leads to offshore flow anomalies in the areas bordering the northern 
Arabian Sea.  The NAO-temperature relationships we found were very strong, 
however.  We found a striking negative correlation between the NAO and 
temperature anomalies over SWA during the winter.  Despite the local variations 
in the precipitation anomalies, the inverse NAO-temperature relationship holds 
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from the eastern Mediterranean to the Himalayas and as far south as the Horn of 
Africa.  Research into the potential predictability of the NAO is ongoing, and 
because of the impacts the NAO has on SWA (especially during the winter) any 
long-range forecasting system for SWA should incorporate NAO prediction 
efforts.   
D. SUPERPOSITION OF TELECONNECTIONS 
There is one important caveat to the results and discussions presented so 
far in this chapter — we have tried to isolate each climate variation to discuss its 
individual impacts on SWA.  In reality, rarely will one climate variation act alone 
on SWA.  Because the climate variations we have investigated operate on 
timescales that stretch from weeks to months (e.g., MJO) to a year (e.g., ENLN), 
there is a distinct possibility that one or more variations may act concurrently.  As 
the overlapping of variations can significantly muddy the waters, we have chosen 
to leave to a future study any investigation into the effects various combinations 
of climate variations can have on SWA.  For an example of the interaction of the 
NAO and ENLN and their combined effects on the eastern U.S. and Europe see 
Rogers (1984).  For an example of the interaction between the MJO and ENLN, 
and the impacts this can have on the west coast of the U.S. see Stepanek 
(2006). 
As alluded to on several occasions, these climate variations not only 
interact with each other, but also modulate synoptic-scale low pressure systems.  
Barlow et al. (2005) emphasize that the circulation anomalies associated with the 
MJO will have little impact on SWA if there is no synoptic activity in the region.  
Specifically, they note, “the influence is only realized during the brief periods of 
precipitation associated with each storm and is extraneous the rest of the time.”  
This may be an oversimplification, but it is an important point to consider.  Barlow 
et al. (2005) failed to note, however, that the circulations induced by distant 
climate variations may alter the synoptic pattern enough to create conditions 
favorable or unfavorable for midlatitudes synoptic activity, e. g. prolonged upper 
level troughing over SWA may provide enough favorable dynamics to encourage 
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cyclogenesis.  The interplay between the synoptic-scale weather and climate 
variations certainly bears further research.   
E.  SUMMARY OF RESULTS  
The results presented here suggest that using known climate variations to 
improve mid-long range forecasting for SWA is certainly feasible and merits 
further research.  Climate variations originating in both the tropics and the 
extratropics were shown to have significant impacts on SWA, primarily through 
their ability to alter low level circulations and moisture transport in the region.  
Climate variations originating in the tropics exert their influence through Rossby-
Kelvin wave dynamics induced by anomalies in convection in the eastern Indian 
Ocean, Maritime Continent, and western Pacific Ocean.   
The impacts of the three climate variations of tropical origin that we 
investigated on SWA are heavily tied to their influence on convection in the 
tropics.  When decreased convection was found in the eastern IO, MC, and 
western Pacific Ocean, the Rossby-Kelvin wave response led to increased 
onshore flow anomalies in SWA.  This is true for EN and the positive phase of 
the IOZM in the autumn and also to phases 6, 7, 8, and 1 (according to Wheeler 
and Hendon 2004) of the MJO.  The onshore flow anomaly observed in these 
cases leads to increased specific humidity throughout SWA, increased cloud-
cover and precip, and warmer temperatures.  When enhanced convection was 
located in the eastern IO, MC, and western Pacific the opposite anomalies are 
observed in SWA.  This is the case for LN during the autumn and phases 2-5 of 
the MJO, and lower specific humidity is observed throughout SWA, along with a 
decrease in cloud cover and precipitation, and cooler temperatures.  During the 
winter the impacts of ENLN are less clear as SWA comes under increasing 
influence from the mid-latitudes. Therefore, during winter operational forecasts 
for SWA may need to rely heavier on extratropical teleconnections. In addition, it 
was shown that between autumn and winter the SST anomalies in the eastern IO 
change from negative to positive for the EN case.  For LN, the SST anomalies in 
the eastern IO are negative for both seasons, but are more intense during the 
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winter.  The impacts SST anomalies have on convection and the resulting upper 
level circulation needs to be accounted for, as well.   
The method by which the NAO alters low level moisture transport in SWA 
is very different.  Moisture transport is driven by oscillations in the strength of the 
Azores High.  During the winter, especially, this semi-permanent features 
stretches as far east as the Caspian Sea and can significantly influence the 
weather over SWA.   When the Azores High strengthens (positive NAO) the 
anomalous anticyclonic flow brings an increase in northerly winds to SWA and 
cooler, drier weather prevails.  This was evident in the specific humidity, 
precipitation, OLR, and temperature anomalies during the positive phase of the 
NAO during the winter.  When the Azores High weakens relative to its LTM, there 
is anomalous cyclonic flow over the Mediterranean and the Middle East.  As a 
result of this increase in southerly flow, increased moisture from the eastern 
Mediterranean Sea, Persian Gulf, and Arabian Sea is advected into SWA.  This 
results in widespread increases in specific humidity, OLR, and precipitation, as 
well as a significant warming throughout SWA.  During the fall, the impacts of the 
NAO on SWA are less clear, and there are significant local variations in moisture 
and precipitation anomalies. For this reason, the utility of the NAO as a 
forecasting tool during the autumn is questionable, but further research may 
uncover other relationships that provide more useful operational results. 
The relationship uncovered here between convection, moisture transport 
anomalies, and precipitation in SWA is summarized in Fig. 101. These two 
schematics present simplified “recipes” for inducing above and below-average 
precipitation anomalies over SWA and could provide the basis for a forecasting 
system for SWA.  Table 3 (next page) presents a preliminary analysis of the 
results we have found.  Future work will undoubtedly clarify some of the 
relationships we found and address those that we were unable to in this study 
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Table 3.   Preliminary assessment of general precipitation and temperature 






F.  MILITARY APPLICATIONS 
1.   Need for Climate Prediction/Seasonal Forecasting 
Now that we know potential impacts of climate variations on SWA, how do 
we apply this knowledge to military operations?  Because of the timescales 
involved when dealing with climate variations, the arena in which the results 
presented here can be best exploited is likely that of operational to strategic-level 
planning, particularly by staffs at the combatant command headquarters.  The 
concepts of  “strategic forecasts“ and “strategic weather” as defined by Demmert 
et al. (2005) and Lanicci (2003), respectively, highlight that weather and climate 
forecasts at the strategic level can be critical to the attainment of military and 
political objectives.  Another area involving the impact of climate variations that 
could be addressed at the strategic level is environmental security; this will be 
discussed in more detail later in this section.   
An indication of the importance of the need for weather and climate 
forecasts at the operational and strategic levels are the requests received by 
AFCCC for these types of products.   AFCCC has been asked, on numerous 
occasions, to provide regional weather forecasts in the 15-day to 9-month 
timeframe, such as 15-30 outlooks for the Pacific theater of operations, snowfall 
and drought forecasts for Afghanistan, long-range temperature outlooks to 
prepare for likely snowmelt runoff and flooding, and seasonal outlooks for 
European Command’s area of operations (A. Gravier 2005, personal 
communication).  AFCCC currently does not have the resources to produce 
these types of forecasts, and as a result, often is forced to fall back on LTM 
products. 
The requirement for seasonal prediction is also included in the Centralized 
Aerospace Weather Capability Operational Requirements Document, but this 
document also recognizes that the capability does not exist within the DoD. 
Having recognized this shortcoming, AFCCC has recently embarked upon an 
experimental effort, the Seasonal Prediction Working Group, to assess the 
feasibility of producing climate analysis and prediction products.  As this effort is 
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still ongoing, we do not have any conclusions to present; but the results seen so 
far are promising.  A prototype product from the SPWG is presented in Fig. 102, 
however.   
2.  Operational Impacts of Climate Variations 
The winter of 2004-2005 was particularly severe in parts of SWA — Iran, 
Afghanistan, and Pakistan, especially.  This time period, therefore, affords us a 
timely opportunity to investigate the wide spectrum of impacts climate variations 
can have on military operations in SWA.  Preliminary research points to the MJO 
as having the most impact on SWA that winter, as there was not a strong EN or 
LN event in the Pacific during this time.  The majority of the extreme rain and 
snowfall, and subsequent flooding, was reported from February through March, 
and indeed during that time period a strong MJO event moved through the Indian 
Ocean into the Pacific.  Associated with this was strong, persistent subsidence in 
the eastern IO for the first half of the period, followed by strong, persistent 
convection in the eastern IO during the second half.  Our research indicates that 
this course of events would likely lead to a period of increased precipitation 
followed by cooler, drier weather.  This is similar to what was observed, with 
many areas reporting very heavy rain and snow early on, resulting in flooding  
over the next several weeks.  An in-depth study of the meteorological 
mechanisms (no doubt there were several operating concurrently) is beyond the 
scope of this study, however.   
Regardless of the specific meteorological factors that led to such a harsh 
winter, the 2004/05 winter provides numerous valuable examples of impacts 
sustained periods of harsh weather can have on military operations, especially in 
such an unforgiving setting as Afghanistan and Pakistan.  For example, because 
of the remoteness of many communities, the U. S. military was repeatedly called 
upon to deliver supplies and aid (North 2006; BBC News 2006; Synovitz 2006).  
The U. S. military also worked with various other agencies to mitigate the effects 
of dam breaks and flooding, especially in Afghanistan and Pakistan (J. B. 
Desjardins 2005, personal communication).  In fact Synovitz (2006) noted that 
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the thermal imaging equipment on A-10 aircraft was used to help locate Afghan 
nationals missing during the flooding.  For situations such as the winter of 2004-
2005, seasonal forecasting (using known impacts of climate variations) could 
allow commanders to account for the possibility that air assets (especially 
helicopters and cargo aircraft) and other resources (time, money, and personnel) 
may be need to be devoted to relief/recovery operations.  If the severe weather 
during February and March 2005 could be traced back to a particularly strong 
MJO event in the eastern IO, commanders could potentially be given several 
weeks notice of an increased likelihood of heavy rain and snow, and subsequent 
snowmelt and flooding.   
Outside of the various humanitarian impacts, prolonged periods of harsh 
weather can affect military operations.  For example, ISR could potentially be 
degraded by periods of increased cloudiness or other visibility restrictions (e.g., 
blowing dust or sand).  Flooding or extreme snowfall may force troops to seek 
alternate means of transportation, or force commanders to bring additional 
resources into the theater to facilitate removal of excessive rain or snow.   
This study is only a first-step towards accounting for the regional impacts 
of climate variations and focuses solely on one region.  Considerable follow-on 
work still needs to be done to investigate the impacts of climate variations in 
SWA and other theaters of operation.  Another area in need of follow-on work is 
determining how to best provide the results of ongoing research to forecasters in 
the field and on various staff.  They do not have the time to sift through volumes 
of research, so it is important that they have access to forecast products that 
incorporate climate analysis and forecasting, once they are deemed suitable for 
operations.  Since climate analysis and forecasting are still in their infancy within 
the DoD, there are several possible ways this could be accomplished, and all 
bear further exploration.  These include, but are not limited to, applying products 
(several of which were discussed in Chapter I) from the civilian community (e.g., 
from CDC, CPC, and IRI) to military operations; incorporating the impacts of 
climate variations into existing products; and creating new forecasting products 
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that account for climate variations.  Chapter I showed that many existing civilian 
products do not sufficiently address military concerns (only IRI does forecasts for 
SWA), but a thorough discussion of the merits and potential problems in working 
in conjunction with the civilian community is beyond the scope of this study.   
On the other hand, there are several potential products that AFCCC 
currently issues that could be enhanced to include climate variations.  These 
include the AFCCC narratives, climograms, and Operational Climatic Data 
Summaries (OCDS).  We feel the creation of the Seasonal Prediction Working 
Group is a big step in the right direction, and products like the prototype 
presented in Fig. 102 could be generated for a variety of different situations —
e.g., autumn EN in SWA, impact of MJO-enhanced convection off the east coast 
of Africa on operations in the Horn of Africa.  The weather cell in the Air Force 
Operations Group at the Pentagon maintains briefings that detail potential 
seasonal impacts on operations using simple “stoplight” charts.  These briefings, 
however, are constructed solely using long-term means.  These briefings should 
be updated to account for climate variations and could serve as a template for a 
variety of briefings for different scenarios.  A prototype of a possible “stoplight” 
chart is shown in Fig. 103.  In this figure the right-hand side of the chart (the 
impact anomalies) depicts the impact that a climate variation or combination of 
climate variations is expected to have on the LTM.  For example, in Fig. 104, the 
trend for all the parameters during periods when the subsidence component of 
the MJO is in the eastern IO is towards worse conditions than the LTM – this is 
indicated by the red shading of the parameters. The actual parameters (ceiling, 
visibility, etc.) are not in the “red” category, they are just worse than the LTM. 
This is only an example prototype, but it shows one possible method of 
incorporating climate variations into simple briefing charts.   
3.   Environmental Security 
At the national scale, Demmert et al. (2005) state that “environmental 
issues can have a major impact on regional instability and conflict,” and this 
sentiment is also echoed by Lanicci (2003).  That environmental issues (including 
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climate-related phenomena such as floods, drought, and “global warming”) can 
have an impact on regional security is a major tenet of the field of environmental 
security.  While there is still a great deal of debate within the military and political 
community as to exactly what is encompassed by the term “environmental 
security” (Smith 2001), we will work under the broad notion that environmental 
issues can have a further destabilizing effect on areas that are already suffering 
from ethnic, religious, economic, or other forms of tension.  This particular 
interpretation of “environmental security” is discussed in much more detail in 
Homer-Dixon (1999).   
Recently, the DoD has begun to recognize the potential role of 
environmental security, and King (2000) and Demmert et al. (2005) suggest that, 
because it is a regional issue, environmental security planning be incorporated 
into the strategic planning process.  Specifically, they point to the Theater 
Security Cooperation Plan (TSCP) as the likely vehicle for addressing 
environmental security concerns.  To support the TSCP process, Demmert et al. 
(2005) introduce the concept of an Environmental Security Plan (ESP), which 
would serve as a regional analog to the Weather Support Plan used at the base 
level.  A planning document such as this that identifies potential environmental 
threats to regional security could incorporate specific regional impacts of climate 
variations, such as those identified in this study.  In addition, Demmert et al. 
(2005) recommend that the Air Force weather community involve staff officers at 
the Warfighting Headquarters (WFHQ) and combatant command levels in the 
development of ESPs.  Armed with the knowledge of the regional impacts of 
climate variations, these staff officers would be vital components of the TSCP 
program.   
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IV.  SUMMARY AND CONCLUSIONS 
A.   SUMMARY 
This study investigated the impacts of global-scale climate variations on 
SWA.  In addition to diagnosing the meteorological mechanisms by which climate 
variations influence the climate in SWA, we have explored two other related 
issues.  First, we have provided a review of existing climate variations and 
presented an up-to-date glimpse into the current state of research into the 
impacts these climate variations on SWA.  This literature survey was sorely 
needed by the DoD.  We have also explored possible impacts these climate 
variations have on military operations and possible avenues to be explored to 
use this knowledge to mitigate the effects of climate anomalies.   
Using the NCEP/NCAR reanalysis data and climate indices associated 
with ENLN, IOZM, MJO, and the NAO we examined the impacts these climate 
variations have on SWA during the autumn and winter (October-March).  We 
chose this time period because extratropical low-pressure systems that transit 
SWA during autumn and winter are responsible for a large majority of the annual 
precipitation to the region.  We have identified several new relationships between 
the ENLN, MJO, and the NAO and anomalous conditions in SWA, as well as 
several new mechanisms to explain those anomalies.   We have examined for 
the first time the relationships between the IOZM and SWA.  We identified many 
new parallels between the mechanisms and impacts on SWA of these climate 
variations.  We found that these climate variations, in addition to their impacts on 
precipitation, which have concomitant impacts on cloud and moisture fields, can 
have significant impacts on temperature in SWA.  These impacts are presented 
in the following section.   
B.   IMPACTS ON SWA 
We found that ENLN, IOZM, MJO, and the NAO have the following 
impacts on SWA: 
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1.  ENLN 
 a)  During the autumn (October – December) of EN events there is an 
increase in low-level (850-hPa) moisture, precipitation, and cloud cover in 
SWA.  Temperature anomalies exhibit a northwest/southeast split.  Areas 
to the northwest are cooler than normal, while the southeast is warmer 
than average.   
 b)  During autumn of LN events, the opposite anomalies are usually 
observed.  In general, SWA is drier than average, with a decrease in both 
low-level moisture and precipitation. OLR anomalies indicate that during 
LN autumns, there are likely to me more cloud-free periods in SWA. Also, 
as a result of the northerly wind anomalies over most of the region, most 
of SWA is cooler than average. 
 c)  During the winter (January – March) of EN events, SWA is generally 
cooler and drier than normal — the opposite of what is observed during 
autumn.  In addition it is slightly less-cloudy than usual over most of SWA.     
 d)  Because of the complicated low-level wind anomalies patterns during 
winter LN events, the resulting precipitation and moisture anomalies show 
more small-scale variation than in any other ENLN case.  In contrast, the 
temperature anomaly in this case is much more consistent, with SWA 
being cooler than average.   
2.  IOZM 
 a)  Owing to the dataset we used and the thresholds we set, the only 
meaningful investigation we could carry out with respect to the IOZM was 
for the positive phase of the IOZM during the autumn.  The anomalies we 
found were very similar to those observed during the autumn EN case, but 
significantly stronger.  In particular, low-level moisture and precipitation 
show impressive increases relative to average, with well-above average 
cloud-cover, as well.  Temperatures in most areas are higher than usual. 
 77 
 
3.  MJO 
 a)  Because our preliminary work indicated that the impacts of the MJO on 
SWA are more dependent on the location of anomalous convection and 
subsidence and showed little sensitivity relative to the season (during 
autumn and winter), we feel our results are valid for both autumn and 
winter.  
 b)  When the convective component of the MJO is in the eastern Indian 
Ocean, there is a decrease in low-level moisture and precipitation in SWA.  
OLR anomalies indicate that cloud-cover is reduced, as well. 
Temperatures are below normal throughout SWA. 
 c)  When the subsidence component of the MJO is in the eastern Indian 
Ocean, there is an increase in low-level moisture, precipitation, and cloud 
cover.  Temperatures are above normal throughout SWA. 
4.  NAO 
 a) During the autumn the impact of the NAO on SWA is weaker than it is 
during the winter.  For both the positive and negative phases of the NAO, 
there are numerous small-scale variations in the moisture and 
precipitation anomaly fields.  In general, SWA is cooler than average 
during autumn for the positive phase of the NAO and warmer during the 
negative phase. 
 b) During winter the impacts of the NAO are much more defined.  For the 
positive phase, there is a decrease in low-level moisture, precipitation, and 
cloud cover through SWA.  In addition, SWA is much cooler than average. 
 c)  For the negative phase of the NAO during winter, the opposite is 
observed; there is an increase in low-level moisture, precipitation, and 
cloud cover.  Temperatures are generally much higher than average 
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C.   MECHANISMS BY WHICH CLIMATE VARIATIONS IMPACT SWA 
In addition to investigating what impacts the climate variations had on 
SWA, we also sought to examine the mechanisms involved.  There are two 
different chains of events, depending on whether the climate variation originates 
in the tropics or extratropics, but the end state is the same.  We concluded that 
the primary means by which these climate variations impact SWA is through 
inducing anomalous circulations over SWA, thereby altering the low-level wind 
flow and resultant moisture and heat transports.  By altering the amount of low-
level moisture that is available to the low-pressure systems crossing the region, 
climate variations can impact long-term precipitation trends.  Closer to home, an 
analogous situation was found for the Midwest and the Gulf of Mexico (Trenberth 
and Guillemot 1995).    
For ENLN, IOZM, and MJO the following chain of events is proposed to 
summarize the impacts they have on SWA:  
1.  Large-scale changes in the location and intensity of tropical convection 
in the eastern IO, MC, and western Pacific produce a Rossby-Kelvin wave 
response in the upper-levels of the atmosphere. 
2.  In the tropics a response is also generated in the lower-levels that is 
opposite to that observed in the upper-level.   
3.  Because of SWA’s location relative to the tropics, it is affected by the 
northwest extension of the Rossby-Kelvin wave response in the Northern 
Hemisphere at both the upper and lower-levels.   
4.  The circulation anomalies associated with the Rossby-Kelvin wave 
response alter moisture and heat transport into SWA.   
The following proposed chain of events for the NAO is much simpler: 
1.  The Azores High strengthens (weakens) and extends as far as the 
eastern Mediterranean Sea. 
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2.   The increase in northerly (southerly) winds leads to a decrease 
(increase) in onshore flow and moisture advection.   
D.   IMPLICATIONS FOR FORECASTING AND MILITARY OPERATIONS 
The results we have presented so far lay the groundwork for further 
investigation into mid-range and long-range forecasting in SWA. This is an area 
of research ripe for exploration, especially by the DoD, for several reasons. As 
was highlighted in Chapter I, SWA remains a very volatile region with a long 
history of instability; and there does not appear to be any significant change on 
the horizon.  In addition, many areas lack modern infrastructure, and millions of 
people throughout SWA lead a relatively rural lifestyle, rendering them 
susceptible to the vagaries of the climate.  Chap III outlined several components 
of the DoD that could potentially benefit from improvements in mid-long range 
forecasting, using climate analyses and forecasts.  These include operational 
and strategic-level planning and environmental security.  Demmert et al. (2005) 
note, however, that both AFCCC and the Air Force Weather Agency (AFWA), 
“will need to improve their capabilities and methods for providing long-range 
weather and climate support for the environmental security mission.”  
E. RECOMMENDATIONS FOR FURTHER RESEARCH 
Owing to time constraints, there were many potentially fruitful areas that 
we were unable to explore. As this is a relatively new field, especially within the 
DoD, there are plenty of important results yet to be developed. 
What strikes us as the most promising area is the implementation of a 
forecast tool or product that incorporates our results and results from future work. 
The experimental work done so far by the SPWG points to examples of the types 
of products that could be created.  We provided a few suggestions at the end of 
Chapter III, but there are certainly other potential applications.  In the meantime 
we recommend that future work done at NPS be done hand-in-hand with 
AFCCC, particularly the SPWG.   
We also strongly recommend that this study serve as a template for a 
future study on the impacts of climate variations on SWA during the other half of 
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the year.  While we note that most of the precipitation falls during autumn and 
winter, there may be discernible impacts on precipitation and temperature during 
the spring and summer.  In addition, it would be worthwhile to explore the 
impacts climate variations have on other quantities such as the frequency of dust 
storms, which would be pertinent for all seasons.   
Two other important areas we were unable to explore are how the various 
climate variations interact with each other and what impacts the various 
combinations and permutations of climate variations have on SWA.  For 
instance, what can we expect with a strong MJO moving through the Indian 
Ocean during an EN event.  We noted when the same periods were used to 
explore EN and NAO, but we didn’t seek out such cases.  Along the same lines, 
it would be useful to explore the sensitivity of the response in SWA to the 
strength of the climate variations, alone or combined.  Does SWA experience the 
same effects during a weak EN as it does during a strong EN?   
 We were also forced to make compromises in some of our methods.  
Future studies could address some of the areas we were unable to explore to our 
satisfaction.  In particular we have noted the following areas: 
 1.  Use different combinations of months for each season (e.g., use 
September, October, and December for autumn; or December, January, 
February for winter).  In addition, further research could look at two or four 
months at a time, instead of three.   
 2.   Use more advanced statistical methods such as principle component 
analysis (PCA), empirical orthogonal functions (EOF), or clustering.   
3.   Conduct statistical significance testing to confirm that the results we 
found can not be attributed to chance.   
4. Use different thresholds when deciding which days/months to 
incorporate into the composites.  For example, use an RMM magnitude of 
1.0 instead of 1.5 or incorporate all the days when the RMM is > 1.5, 
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instead of only those days when convection or subsidence in the eastern 
IO persisted for seven or more days.   
5.   Conduct a more thorough analysis of the IOZM.  Because SWA 
borders the Indian Ocean, any climate variation originating in the IO 
should impact SWA.  To do this it may be necessary to use a different 
index than we used or lower the threshold.  This is especially true for the 
negative phase of the IOZM.   
6.  Even though our preliminary analysis indicated that the impact of the 
MJO on SWA varies little between autumn and winter, this could be 
explored further.  Changing thresholds or compositing methods may 
reveal a relationship between MJO enhanced convection (or subsidence) 
and its impacts on SWA that varies by season.   
7.  Use a compositing approach to examine in more detail the temporal 
evolution of the impacts of the climate variations on SWA, for example, the 
week by week evolution of the impacts of the MJO as it propagates across 
the IO and Pacific.  This would help improve the foundation for 
intraseasonal forecasting for SWA. 
 The results we have presented here are undoubtedly only the tip of the 
iceberg, and there is a wealth of opportunity for further research.  The weather 
community’s inability to diagnose and forecast climate anomalies hurt the military 
during Operations DESERT STORM and ENDURING FREEDOM (D. Smarsh 
2005, personal communication).  We hope this study will serve as a jumping-off 
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