ABSTRACT In this paper, we consider pilot and data power allocation in multi-cell multi-user massive multiple-input multiple-output (MIMO) systems to maximize the summation of spectral efficiency (sum SE). In conventional massive MIMO systems, equal pilot and data power is assigned to all users so the sum SE is not good. A common way to maximize sum SE is forming a maximization problem with the sum SE objective function containing both pilot and data power as variables. However, pilots are only used for channel estimation so pilot power should be allocated based on channel estimation quality instead of sum SE. Moreover, improving significantly channel estimation quality also helps to indirectly improve the sum SE. This motivated us to propose a disjoint pilot and data power allocation where pilot powers are optimized based on the sum normalized mean squared error (sum NMSE) channel estimation minimization problem and data powers are optimized based on sum SE maximization problem. We consider least squares (LS) and minimum mean squared error (MMSE) estimation methods which are commonly used in massive MIMO. In the first step, we formulate a minimization problem to minimize the summation of NMSE of the system under maximum pilot power per user constraint. Minimization problem for MMSE method is non-deterministic polynomial-time (NP) hard so we propose an algorithm to find the local optimum point. First step is only related to pilot powers and indirectly improves the sum SE by improving channel estimation quality. In second step, we further improve the sum SE by formulating a sum SE maximization problem with data powers as variables under maximum data power per user constraint. Since this problem is NP-hard, we derive a lower bound on the sum SE and maximize this bound instead Numerical results show the advantages of our proposed approach in comparison with existing schemes.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is one of the key promising transmission techniques for 5G cellular networks since it has the ability of significantly increasing both spectral efficiency (SE) and energy efficiency (EE) [1] , [2] , [3] . Massive MIMO was first proposed in [1] , where base stations (BSs) are equipped with a large amount of antennas to simultaneously serve many users. It was shown in [2] that massive MIMO only needs to use simple linear signal processing for both uplink signal detection and downlink precoding such as maximum ratio combing (MRC) or zeroforcing (ZF), but still can achieve nearly optimal performance. These simple detectors and precodings are created based on channel state information (CSI) that BSs estimate from uplink pilot signals. Therefore, the SE of massive MIMO systems heavily relies on the quality of channel estimation. The ideal case is that each user in the sytem is assigned one unique orthogonal pilot sequence, but this is impossible in practice since the pilot overhead is proportional to the huge number of users in the entire system. Consequently, pilot sequences have to be reused across cells, resulting in a problem known as pilot contamination (PC) [2] where users using the same pilot sequence interfere with each others and degrade each other's channel estimation quality.
To improve the SE of massive MIMO systems, an indirect way is to enhance the channel estimation quality, or in other words, to mitigate the PC problem. For example, a time-shifted pilot scheme [4] divides the system into smaller groups and asynchronously transmit pilot signal and data signals among those groups. Jose et al. [5] propose a multi-cell minimum mean square error (MMSE)-based precoding which is designed to minimize the sum of the squared errors between its own user signals and other cell user signals. Pilot design is another solution, such as [6] in which the authors use Chu sequences to derive a pilot design criteria to maximize the signal-to-interference-plus-noise ratio (SINR). Pilot assignment is also an interesting solution in which the interference between users is roughly measured based on different types of metrics, and pilot assignment decisions will be made based on these metrics. A smart pilot assignment (SPA) algorithm is proposed in [7] to maximize the minimum user's SINR in each cell of the system sequentially based on only large-scale fading. Zhu et al. [8] try to improve the Quality-of-Service (QoS) of cell edge users by a soft pilot reuse scheme (SPR) in which users in every cell are divided into two group: cell edge users and cell center users, based on a metric calculated from large-scale fading coefficients. After that, SPR assigns to each cell edge user in the system a unique pilot sequence while another orthogonal pilot set is reused for cell center users in every cell. Zhu et al. [9] derive a metric to measure the mutual interference between every two users based on their large-scale fading coefficients, and then this metric is used to create an interference graph. Finally, they apply a vertex graph coloring based algorithm to assign pilot sequences to every user in the system. References [7] , [8] , and [9] consider uncorrelated fading model. User's statistical information such as the angle-of-arrival (AOA) or spatial covariance matrix can also be used to measure the interference metric and assign pilot sequences when considering correlated fading model such as [10] - [13] . Noticeably, all of the aforementioned works assume equal pilot power and data power for every user, and they also do not focus directly on channel estimation qualities or provide any metric to measure the quality of the channel estimation. In contrast, Liu et al. [14] focus directly on channel estimation quality by deriving a metric to calculate the relative channel estimation error (RCEE) and its expectation. The authors then use these metrics to propose a pilot power allocation scheme (PPA) to minimize the sum RCEE of users in a target cell under a total pilot power constraint. To optimize these pilot powers for users in all the cells of the system, they propose a cellgrouping scheme named joint user-cell grouping (JUCG) and apply PPA sequentially to the cell groups. However, while the channel estimation quality is improved, the sum SE of the system is slightly worse than the equal pilot power allocation for every user (EPPA) scheme.
A direct way to improve the SE of massive MIMO systems is to focus directly on the SE formulation to allocate pilot power and data power in an efficient manner. For example, Ngo et al. [15] propose a scheme to maximize the sum SE by allocating the optimal pilot length, pilot power, and data power while total power spent in one coherence interval is fixed; however this scheme considers pilot power and data power for every user to be the same. In [16] , an optimized pilot power allocation algorithm is proposed for singlecell massive MIMO systems to maximize the achievable downlink sum rate by using a matched filter. Xiang et al. [17] propose a pilot power allocation scheme to maximize the minimum user SINR in each cell, but the assumption is that all users in each cell use only one pilot sequence, and the pilot sequences for each cell in the system are mutually orthogonal. Cheng et al. [18] consider a single-cell massive MIMO system and investigate the efficiency when applying max-min fairness and max sum SE by deriving closed-form expressions for the user SE containing both pilot power and data power and forming corresponding optimization problems. Interestingly, Wei et al. [19] considered the maritime massive MIMO system which is quite different with conventional terrestrial cellular massive MIMO system. They proposed a joint optimization of time-shifted pilots and pilot power allocation and claimed that time-shifted approach may be more effective to mitigate pilot contamination in maritime massive MIMO systems.
In conventional massive MIMO systems, the sum SE is not good since pilot and data power are assigned equally to all users. To maximize sum SE, we normally optimize jointly pilot and data power by forming a sum SE maximization problem with both pilot and data power as the variables. However, pilots are only used for channel estimation so pilot powers should be allocated based on channel estimation quality, not sum SE. Moreover, if channel estimation quality is much more improved, sum SE is also indirectly improved. The PPA schemes in [14] improves channel estimation quality using pilot power allocation but PPA only focuses on one target cell so that the improvement of the channel estimation quality of the system is not significant. Consequently, the sum SE of the system in [14] is not improved. This motivated us to propose a disjoint pilot and data power allocation where pilot powers are optimized based on the sum normalized mean squared error (sum NMSE) of channel estimation minimization problem and data powers are optimized based on sum SE maximization problem. The proposed approach combines both indirect and direct methodologies. Our main contributions are as follows.
• We divide the proposed approach into two steps. In the first step, we indirectly improve the sum SE by minimizing the channel estimation error. A closed-form expression for the NMSE of the channel estimation is derived, which only depends on large-scale fading coefficients and pilot powers. We consider two common channel estimation methods: least square (LS) and minimum mean squared error (MMSE). Based on these expressions, we formulate an optimization problem to optimize the sum NMSE of all users in the system with pilot power as the variables under the constraint of a maximum pilot power per user. The minimization problem for the LS method can be formed as a wellknown geometric programming problem and we can use any standard method to find the global optimum point. However it is not as simple for the MMSE method, so we develop an algorithm to find a local optimum point for the sum NMSE minimization problem of the MMSE method. The numerical results show that using only the first step, both channel estimation quality and sum SE can already be improved considerably.
• The second step is to further optimize the sum SE of the system by focusing directly on the SE formulation. We derive a closed-form expression for the user SINR based on a lower bound of user SE, which depends on both pilot and data powers. Pilot power values are taken from the first step and data powers are considered as variables. A maximization problem whose objective function is the sum SE of all users in the system under a maximum data power per user constraint is formed based on the closed-form user SINR however this problem is known as NP-hard so we propose a lower bound on sum SE and form a maximization problem under the same constraint as the original one. An additional advantage of the proposed lower bound optimization problem is that it ensures there is no user getting rejected from service. This second step only focuses on data power and SE expression so it does not affect the channel estimation quality improvement that we achieved in the first step.
The rest of this paper is organized as follows. In Section II, we describe briefly the channel model and channel estimation procedure. Section III contains the main contributions of this paper, including the closed-form NMSE, closed-form user SINR, the corresponding optimization problems, and the global, local solutions for each optimization problem. Section IV presents the simulation results to show the advantages of our proposed approach in comparison with previous works. Finally, conclusions are given in Section V.
II. SYSTEM MODEL
We consider a multi-cell multi-user massive MIMO system with L cells, and each cell consists of an M antennas base station (BS) and K (M >> K ) single-antenna users [1] . The system is assumed to operate in time division duplex (TDD) mode so that the channel in the uplink is reciprocal to the channel in the downlink, and we only need to estimate the channel from the uplink pilot signal. The channel vector h l kj ∈ C M ×1 from the k th user in the j th cell to BS in the l th cell is modeled as follows:
where g l kj ∼ CN(0 M ×1 , I M ) represents the small-scale fading vector and β l kj denotes the large-scale fading coefficient. This channel model is also called the uncorrelated fading model and every user channel is considered as uncorrelated to the others. Here we assume block fading in which the small-scale fading does not change within one coherence interval, while the large-scale fading changes slowly over time, and thus can be easily tracked at BS and remains unchanged over many coherence intervals.
A. CHANNEL ESTIMATION
At the beginning of every coherence interval, user channels need to be acquired at BSs first, and from that BSs can create precodings or detectors for uplink or downlink signal transmission. BSs acquire user channels by estimating them from the uplink pilot signals. We assume that each coherence interval has length τ c with τ p used for the uplink pilot signal, and the remaining τ c − τ p is for uplink data transmission [9] , [14] , [15] , [18] . Since in this paper, we only focus on the uplink so we assume that all the remaining in one coherence time τ c − τ p is used for uplink data transmission to make notations simple without loss of generality. We further assume that users within one cell are assigned mutual orthogonal pilot sequences and this pilot set is reused in every other cells. The K orthogonal pilots set is denoted as
Hence, the pilot signal received at the BS in the j th cell is
where ρ ni is the pilot power of the n th user in the i th cell, and N j ∈ C M ×τ p represents the additive white Gaussian noise at the BS in the j th cell with independent and identically distributed zero-mean and unit-variance elements.
To estimate the channel between the BS in the j th cell and the k th user in the j th cell, the received pilot signal in (4) is correlated with the k th pilot
where n kj = N j φ k denotes the equivalent noise after the correlation process and whose elements also follow complex Gaussian distributions with zero-mean.
With the MMSE method [21] , the estimated channel is calculated asĥ
B. UPLINK ACHIEVABLE RATE WITH MRC DETECTOR After obtaining estimated channels, BSs create detectors from the estimated channels to estimate data signals from its own users. In this paper, we consider a simple linear detector: maximum ratio combining (MRC). The data signal of the k th VOLUME 6, 2018
user in the j th cell detected by MRC at the BS in the j th cell is given aŝ
where s nl ∼ CN (0, 1) is the transmitted signal from the n th user in the l th cell, p nl is the data power corresponding to the signal s nl , z j is additive white Gaussian noise at the BS in the j th cell andĥ j, kj ( = {LS, MMSE}) is the MRC detection vector. Using the lower bounding technique on user SE as in [22, eq.(12) ], the effective SINR for the k th user in the j th cell is given in (9) , as shown at the top of this page.
Remark 1: The closed-form expression for SINR kj is the same for both LS and MMSE methods and is given in (10) , as shown at the top of this page. The closed-form (10) can be easily obtained from [14, Th. 1] by using unequal data power allocation in the Theorem.
We can see that both pilot and data power are presented in the closed-form SINR as in (10) , so the common way to optimize the sum SE is forming a maximization problem based on this closed form using pilot power and data power as the variables. We will describe this joint optimization in Section III to compare with our disjoint pilot and data power optimization approach.
III. DISJOINT PILOT POWER AND DATA POWER ALLOCATION FOR IMPROVING SUM SE
To achieve high SE, we need to detect signals with high accuracy, or in other words, the quality of channel estimation needs to be high. This means if we want to improve the SE of the system, the first thing we need to do is to improve the channel estimation quality. Motivated by [14] , we also focus directly on channel estimation error and try to mitigate it. To do that, we use a common metric, normalized mean square error (NMSE) [23] [24] , to measure the channel estimation error between the true channel and estimated channel. The NMSE of the k th user in the j th cell is given as
where denotes the LS or MMSE estimation method. The expectation in (11) is taken over many coherence intervals in which the small-scale fading changes after each interval while the large-scale fading remains unchanged.
Theorem 1:
The closed-form expression of NMSE for LS and MMSE methods are given as follows.
Proof: The proof is presented in Appendix A. This NMSE closed form will be used to form an optimization problem to minimize the sum NMSE of all users in the system. After improving the channel estimation quality, we will focus directly on sum SE by forming a maximization problem using the closed form SINR in (10) . The details are as follows.
A. INDIRECTLY IMPROVE SUM SE BY ENHANCING CHANNEL ESTIMATION QUALITY
We can see that the closed forms for both NMSE and SINR only depend on large-scale fading coefficients, which change very slowly in time comparing to small-scale fading, meaning that a power allocation algorithm is suitable for massive MIMO and is easier to apply than in conventional MIMO, where the effect of small-scale fading is dominant.
1) LS CHANNEL ESTIMATION
We now formulate the following optimization problem to minimize the sum of estimation errors of all users in the system using the LS method
where ρ max kj is the maximum pilot power that the k th user in the j th cell can use for a pilot symbol.
From the closed form of η LS kj in (12) , this problem is nonconvex. Fortunately, since all variables ρ kj , ∀k, j are nonnegative, the numerator of η LS kj is a posynomial function and the denominator is a monomial function so consequently, the objective function
kj is a posynomial function, and it is in the form of a geometric program (GP) [25] .
GP can be reformulated to a convex optimization problem by changing its variables to log domain, so with GP, we can find the global optimal solution. GP can be efficiently solved by many GP solvers such as SeduMi [26] , SDPT3 [27] , and MOSEK [28] . Here we choose the MOSEK solver and to simplify its implementation in Matlab, we use the high-level modeling frameworks CVX [29] .
2) MMSE CHANNEL ESTIMATION
Similar to LS method, the optimization problem for the MMSE method is given below
However, the closed form of η MMSE kj in (13) is not a posynomial function so generally, problem (15) is not in GP form, therefore, we seek a local optimum solution. First, we reformulate (13) to its epigraph form as
The only non-posynomial in (16) 
where u i (x) is monomial function. Then we have the lower bound
where α i is the non-negative coefficient corresponding to u i (x). Moreover, if
where x 0 is a fixed non-negative point, theng(x 0 ) is the best local monomial approximation to g(x 0 ) near x 0 in the sense of a first-order Taylor approximation. Using Lemma 1, the denominator of η MMSE kj can be approximated as
where α k0 is the coefficient corresponding to the element 1, and the other α ki correspond to τ p ρ ki β 
The optimization problem (16) 
Theorem 2: By adapting the general inner approximation algorithm for non-convex optimization problems [30] to solve problem (16), we will iteratively solve the approximated GP (22) and update the coefficients α k0 , α kj after each iteration from the optimized pilot power values obtained in the previous iteration. The solution is going to converge to a local minimum Karush-Kuhn-Tucker (KKT) point of (16) . Details are given in Algorithm 1.
Proof:
The approximation technique in [30] approximates a non-convex problem by a convex one, and GP can also be reformulated to convex problems so that we can apply this technique to solve our non-GP problem (16) . The key issue is that we need to approximate the non-posynomial constraint by a posynomial constraint which needs to satisfy the following three conditions:
• f (x) ≤f (x) for all feasible x, • f (x 0 ) =f (x 0 ), x 0 is the optimal point of the approximated problem from previous iteration (22) is a feasible point of the original problem (16) , so that if the optimal point from the previous iteration is not a solution for current iteration, the objective function is guaranteed to decrease. The second and last conditions guarantee that the KKT condition will be satisfied when the iteration process converges. The detailed proof of KKT point convergence is well presented in [30] , so we do not to present it here.
Particularly, Algorithm 1 first predefines the maximum pilot power for all users in the system and chooses arbitrary initial values for the optimized set ρ kj , ∀k, j which has to be feasible. After that, in each iteration, the values of the coefficients α k0 , α kj , ∀k, j are updated as in (19) by using the optimized pilot power set from previous iteration. The nonposynomial constraints η MMSE kj , ∀k, j are approximated by the posynomial constraintsη MMSE kj as in (21) using the coefficients we just calculated. Finally, the approximated GP (22) is solved to obtain the optimized pilot power set corresponding VOLUME 6, 2018 to this iteration. This procedure is repeated until it converges to a local optimal KKT point. The convergence condition can be set as the difference in objective values between two consecutive iterations being smaller than a given threshold or when the iteration counter reaches a particular number (actually, Algorithm 1 converges quite fast, normally after 15 iterations, with the difference in objective values between two consecutive iterations being smaller than 0.01%).
B. DIRECTLY IMPROVE SUM SE
After improving the channel estimation, we now focus directly on allocating data power to maximize the sum SE of the system. Using the closed-from expression of user SINR in (10), we formulate an optimization problem to maximize the sum SE of the system as maximize
where p max kj is the maximum data power that the k th user in the j th cell can use for a data symbol; notice that the only variables here are data powers p kj , ∀k, j, since the values of pilot power ρ kj , ∀k, j are taken from the previous enhancing channel estimation quality step.
It is proved that the problem of sum rate maximization by power allocation with the presence of interference is an NPhard problem, even under perfect CSI [32] . So that, we propose a lower bound on the sum SE, which is given as
The proposed lower bound belongs to the geometric mean optimization class, which never produces zero power solution. So that this lower bound optimization guarantees that every users in the system gets non-zero data power or in other words, no users are rejected from service. Finally, we obtain the maximization problem for lower bound on the sum SE as
This problem is again, a geometric program and it can be solved efficiently by any GP solver.
C. JOINT PILOT POWER-DATA POWER ALLOCATION
Normally, having the closed-form expression of SINR (10) with pilot and data power as the variables, we can immediately form a joint pilot-data power allocation for sum SE maximization problem as follows:
This problem is also NP-hard [32] . Similar to (25), we maximize the lower bound of sum SE instead
Once again, this is a geometric program optimization problem similar to GP (25) but both pilot and data powers are considered as variables in one sum SE maximization problem.
IV. NUMERICAL RESULTS
In this section, we present the simulation results to show the advantages of our proposed approach. We consider a massive MIMO system with four square cells using wraparound topology [20] to cover a 500 m 2 area. Wrap-around topology is commonly used in evaluating the performance of power allocation in massive MIMO systems since it helps to even out the interference of every cell, so that it is fair to all cells in evaluating the effectiveness of the proposed power allocation scheme. At the center of each cell is a BS simultaneously serving K = 8 users. These K users are uniformly distributed in the cell, where the distance is not smaller than 35 m from the BS. The pilot length is fixed τ p = K [15] , [18] . The system bandwidth and noise variance are 20 MHz and −94 dBm, respectively. The large-scale fading coefficient is calculated using the 3GPP LTE model [34] 
where −35.3 is the average channel gain in dB at a reference distance of 1m, γ = 3.76 denotes the path-loss exponent, d j ki is the distance in meters from the k th user in the i th cell to the BS in the j th cell, and z j ki represents the shadow fading, which has a log-normal distribution with a standard deviation of 5 dB. The maximum pilot and data powers for every user are the same and p max kj = ρ max kj = 300 mW, ∀k, j.
A. CHANNEL ESTIMATION QUALITY COMPARISON
In this subsection, we would like to compare the channel estimation quality of our proposed approach, named disjoint pilot-data power allocation (DPDPA) with the equal pilot power allocation (EPPA) scheme, PPA scheme [14] , and joint pilot-data power allocation (JPDPA) scheme, which is previously described in Section III, Subsection C in this paper.
For fairness in comparison with PPA scheme in [14] , the total pilot power budget of the users in each cell for PPA is set to P = K ρ max kj .
FIGURE 1. The average MSE per user versus the number of BS antennas
M for LS channel estimator. Fig. 1 shows the Monte-Carlo simulations of the average MSE channel estimation error for the LS channel estimation method. It can be seen clearly that the proposed approach DPDPA outperforms all three remaining approaches since DPDPA can find the global minimization point for the sum of NMSE, while PPA in [14] only focuses on the sum MSE of one target cell and PPA is iteratively applied to other cells by using a cell grouping strategy. The gap between DPDPA and PPA is quite large with nearly 3 dB at M = 200. JPDPA is about 0.6 dB worse than our proposed method, since JPDPA uses the closed-from expression of the user SINR to find the optimized pilot power set instead of focusing directly on the NMSE closed form, which is the metric used to measure the channel estimation quality.
Similar to Fig. 1, Fig. 2 presents the simulation results for MMSE channel estimation. In this case, our proposed approach still performs much better than EPPA and PPA with the gap are nearly 1.5 dB and 1.2 dB at M = 200, respectively. However, the proposed DPDPA for MMSE is slightly worse than JPDPA since DPDPA only finds the local minimization point for the sum NMSE minimization problem. Furthermore, we do not simply stop at improving the channel estimation quality, but continue trying to directly improve the sum SE of the system; the simulation results for this will be presented in the following subsection.
B. UPLINK ACHIEVABLE RATE COMPARISON
In this subsection, we compare the uplink achievable rate of our proposed DPDPA with EPPA, PPA [14] , JPDPA schemes and our DPDPA approach using only pilot power allocation (marked as ''pilot only'' in Figs. 3 and 4) with the data power of users assumed the same and are set to the max value p max kj = 300mW, ∀k, j. Fig . 3 gives the CDF of the sum uplink achievable rate of the system at M = 200 for the eight VOLUME 6, 2018 aforementioned approaches. First of all, the performance of MMSE is slightly better than LS for EPPA and DPDPApilot only, while the performances of LS and MMSE are nearly same for our proposed DPDPA approach. The reason is that EPPA and DPDPA-pilot only for MMSE has better channel estimation quality than for LS, and this results in a higher sum achievable rate for MMSE. However, the proposed DPDPA approach takes one more step to directly optimize the sum achievable rate and this step makes the gap between LS and MMSE methods almost negligible. It can be seen clearly that our DPDPA method outperforms the others with nearly 3 bit/s/Hz higher than JPDPA, 12 bit/s/Hz higher than DPDPA-pilot only and 15 bit/s/Hz higher than PPA and EPPA. DPDPA-pilot only still performs better than EPPA and PPA, which means that even without data power allocation, our proposed approach still performs better than the EPPA and PPA schemes. Futher, if we use DPDPA with disjoint pilot and data power allocation, the improvement is increased by 12 bit/s/Hz. Finally, the proposed DPDPA approach performs better than JPDPA because pilot and data power are optimized based on suitable objective functions, in contrast to JPDPA which uses one objective function for both the pilot and power allocation optimizations. Fig. 4 illustrates the CDF of the minimum uplink achievable rate of the system at M = 200 for the eight approaches. The minimum achievable rate is the highest for the proposed DPDPA-LS, where JPPDA is second and DPDPA-MMSE is third. DPDPA-pilot only for both LS and MMSE also improves the minimum achievable rate in comparison with PPA and EPPA. Moreover, the minimum achievable rate for LS is always better than for MMSE in PPA, DPDPA-pilot only and DPDPA approaches. This is because the LS method sees the co-channel interference (the interference from users in other cells which are assigned the same pilot) as noise while minimizing the sum NMSE of channel estimation errors will give more pilot power to the users who have bad channel estimation quality.
V. CONCLUSION
In this paper, we have proposed a disjoint pilot and data power allocation approach for maximizing the sum SE of massive MIMO systems. Our approach is composed of two separate optimization steps. First, we indirectly improve the sum SE of the system by enhancing the channel estimation quality. To do that, we derive closed-form expressions for the NMSE metric, which is a common metric used to measure the estimation error for both the LS and MMSE channel estimation methods. These closed forms only depends on pilot power and large-scale fading coefficients so they are suitable for pilot power allocation. An optimization problem is formulated to minimize the sum NMSE of the system and from that, we find the global optimum solution for the LS method while we propose an iterative approximation algorithm to find the local optimum solution for the MMSE method. After improving the channel estimation quality, the sum SE is improved accordingly, but we take the second step to focus directly on the sum SE of the system. We first propose a closed-form expression for user SINR and interestingly, it is the same for both LS and MMSE. After that, we formulate an optimization problem to maximize the sum SE of the system with only the data power as variables while the optimized pilot power set is taken from the first step. This maximization problem is known to be NP-hard so we propose an alternative optimization problem based on the lower bound of sum SE. The proposed alternative optimization problem guarantees that no users are going to be rejected from service. Finally, we obtain the globally optimized data power set by solving the alternative lower bound maximization problem. Simulation results show that the proposed approach outperforms the existing schemes in terms of the sum SE, channel estimation quality and minimum achievable rate.
APPENDIX PROOF OF THEOREM 1
We first calculate the closed-form expression of NMSE for the LS method. From (5) and (6), the numerator of (11) 
The denominator of (11) is given as
From (29) and (30), we have the closed form of NMSE for the LS method as in (12) . We now calculate the closed form of NMSE for MMSE method. The channel estimation errorh 
Finally, from (30) and (32), we have the closed form of NMSE for MMSE method as in (13) .
