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Introduction
Let M n be a closed manifold of dimension n > 1. For a Riemannian metric g on M , we denote by λ 1 (g) the smallest positive eigenvalue of the Laplacian ∆ g . The Riemannian volume element will be denoted by dV g (in local coordinates, dV g = √ gdx where g is the determinant of the covariant metric tensor), and v(M, g) = dV g is the volume of M . Let c be a conformal class of metrics. Two metrics from the class c are conformal to each other, and, if g ∈ c, then the class c can be characterized by c = {ρ(x)g : ρ(x) > 0}.
In this paper we prove two theorems. λ 1 (g) < ∞.
Theorem 2.
Remark. µ 1 is the smallest positive eigenvalue of the Laplacian on the sphere S n equipped with the normalized standard metric. In the two-dimensional situation, the sup of λ 1 (g) over all normalized metrics is finite. For a sphere, this was proven by Hersch, and, for a surface of an arbitrary genus, this was proven by P.Yang and S.T.Yau. Urakawa showed that this is not the case in higher dimensions (see [SY] , III.8, for all these results and the references). It is easy to see that inf of λ 1 (g) is zero. To get a non-trivial quantity, we used a max-min procedure.
The expression on the left in Theorem 2, I(M ), depends on the smooth structure of the manifold M only. Theorems 1 and 2 say that it is well defined and it is nontrivial, neither is equal to 0 nor is infinite. It was proved in [N] that I(T 2 ) = I(S 2 ) where T 2 is a two-dimensional torus. It looks like the value of I is the same, 8π, for all surfaces except of the real projective plane, for which it equals 12π. There are indications that, in higher dimensions, I(M ) is also not very sensitive to the topology of M , but it may be sensitive to the smooth structure. It remains to be seen, whether or not I(M ) actually distinguishes between different smooth structures.
Theorem 1 might be not completely new, but we failed to find a reference.
Proof of Theorem 1
First, we recall the variational characterization of λ 1 (g). For a smooth function u(x) on M , we denote by R[u] the Rayleigh quotient,
Then,
or, alternatively,
In the last formula, by L we denote a subspace of C ∞ (M ). A special feature of twodimensional manifolds is that the numerator in the Rayleigh quotient is conformally invariant. We will bound the Rayleigh quotient by another quotient, with conformally invariant numerator. Namely, set
If v(M, g) = 1, then, by Schwarz's inequality,
It is easy to see that, if one replaces R[u] by R [u] in (1) and (2), then one gets the same number
In fact, every two dimensional subspace of C ∞ (M ) contains a function, the integral of which equals 0; this implies that the first number is not bigger than the second one. On the other hand, if u is a function with the zero average, and L u = {au + b} (a and b are constants), then sup{R [v] 
. This implies that the second number is not bigger than the first one.
We will prove that
which is stronger than Theorem 1. In the case when M is a manifold with smooth boundary, one can define λ 1 (g) by the same formula (4). In this case, the test functions should be taken to be smooth, up to the boundary, or, alternatively, from the Sobolev space W 1,n (M ). First, we will prove (5) for the standard ball in R n , and then we will make a reduction to this case.
The proof of (5) for the standard ball follows closely the ideas of Hersch. The standard metric on a sphere is conformally Eucledean, so the ball can be realized as the upper hemisphere, S + , of the unit sphere S in R n+1 . Let g s be the standard metric on S, and g = ρ(x)g s . The normalization condition v(S + , g) = 1 can be rewritten as
where dV = dV gs . For a point a ∈ B n+1 , 0 < |a| < 1, we define a conformal mapping T a : B n+1 → B n+1 in the following way. Let y = y(a) = a/|a| 2 , and let I y be the inversion about the unit sphere centered at y,
The inversion I y maps the unit ball B n+1 , centered in the origin, onto the ball, centered in the point z y , and of radius R y where
and
Notice that
and, when a → 0 (|y| → ∞), T a approaches the identity mapping on the unit ball. One defines T 0 to be the identity, and then T a becomes a continuous family of conformal diffeomorhisms of the unit ball, |a| < 1. By S a , we denote the image of the upper hemisphere S + under T a . Let g = ρ(x)g s be a metric on S + that is conformal to the standard one, and that is normalized by (6). The diffeomorphism T a maps it to the metric g a = ρ a (x)g s on S a where
Clearly,
Define
Then V a is a continuous vectorfield in the open ball B n+1 . Formulae (7) and (8) imply that, when V a → b when a → b ∈ S n (the points in R n are identified with vectors, and we use the bold face when an object is a vector). The vectorfield V can be continuously extended to the closed unit ball, and V a = a when a ∈ S n . Therefore, V a = 0, for some a ∈ B n+1 . For that particular value of a, one has
Here, we used the fact that the expression on the left in (9) is conformally invariant. Summing up the equalities (9) over j, from 1 to n + 1, we derive that
We conclude that, for any metric on S + , wich is conformal to the standard one, λ 1 (g) ≤ c n , so, for the conformal class c s of the standard metric on S + , one has ν (c s ) ≤ c n < ∞. One can compute the value of c n :
Next, we show that, for any conformal class c on B n , ν (c) < ∞. Let g be a metric from the class c. One has C −1 g s ≤ g ≤ Cg s , for some constant C. For a normalized metric ρ(x)g s , we define a normalized metric ρ (x)g = αρ(x)g where α is a number, and it is determined uniquely. This is a one-to-one correspondence between normalized metrics in c and in c s . One has
This implies that ν (c) ≤ C n+2 c n .
Finally, let M be and arbitrary closed manifold, and let c be an arbitrary conformal class of metrics on M . Take a finite cover U j , j = 1, . . . , N , of M by coordinate neighborhoods that are diffeomorphic to B n . Let c j be the restriction of c to U j , and let β = max{ν (U j , c j )}. We have already proven that β is a finite number. Pick up a metric g from the conformal class c, and use this metric for defining the Sobolev norms. There exist extension operators E j :
Therefore, λ 1 (ρ(x)g) ≤ βN e 2 for any normalized conformal factor. Q.E.D.
Proof of Theorem 2
Let c be a conformal class of metrics on M , and let g be a metric from the class c. Then we will use the notations ν(c) = ν(g). Our goal is to prove that
for every Riemannian metric g on M . The first step in the proof is to show that, without loss of generality, one can assume that the metric g is Euclidean in a small neighborhood of a certain point x 0 ∈ M . This reduction follows from Lemma 1. Lemma 1. Let g be a Riemannian metric on M , and x 0 ∈ M . For any constant η > 1, there exists a Riemannian metric g , which is Euclidean in a neighborhood of x 0 , and
Proof. Choose local coordinates (x 1 , . . . , x n ) in a neighborhood U of x 0 in such a way that x 0 = (0, . . . , 0) and
, χ(r) = 1 when r < 1/2, and χ(r) = 0 when r > 1. For a number being small enough, we define a Riemannian metric g that coincides with g outside of U , and, inside of the neighborhood U , it is given by
Clearly, for any number δ > 1,
if is small enough. As it was done in the proof of the Theorem 1, we establish a one-to-one correspondence between normalized metrics from the conformal class of g and normalized metrics from the conformal class of g :
Then, (13) implies that δ −1 < α < δ.
For the Rayleigh quotients R ρg [u] and R ρ g [u] , one derives
.
To get (12), one takes δ = η 1/2n . Q.E.D.
¿From this moment, we will assume that the metric g is Euclidean in a neighborhood of a point x 0 ∈ M . It is convenient for us to enlarge the class of conformal factors ρ(x). Let Γ be a smooth compact hypersurface in M . Denote by M Γ the compactification of M \ Γ to a manifold with boundary by "cutting M along Γ". The boundary of M Γ is a double cover of Γ; if the hypersurface Γ is orientable then ∂(M Γ ) consists of two disjoint copies of Γ.
By C ∞ + (M ; Γ) we denote the space of positive smooth functions on M Γ , and we will identify these functions with their restrictions to M \ Γ. For a conformal factor ρ(x) ∈ C ∞ + (M ; Γ), one can define "the spectrum of the Laplacian ∆ ρg " as the set of critical values of the Rayleigh quotient
This problem is equivalent to
Here, in a neighborhood of a point x ∈ Γ, we indicate one side of Γ by "+", and the other side of Γ by "−"; then u ± (x) are the boundary values of u(x) on Γ ± ; n ± are outward normal unit vectors to Γ ± (both words, "normal" and "unit", are understood with respect to the metric taken on the corresponding side of Γ, positive or negative); dA ± are elements of the surface area on Γ induced by the Riemannian metrics ρ ± (x)g Γ . The problem (15) is an example of a transmission problem. Its elliptic regularity is well known; it is also known that it is equivalent to the problem of finding critical values of (14) (e.g., see [Sh] ). Notice that n + and n − are proportional to each other and directed oppositely.
Lemma 2. Let Γ be a smooth compact hypersurface in M . Then
Proof. Clearly, ν Γ (g) ≥ ν(g), so one has to prove that ν Γ (g) ≤ ν(g). Let ρ(x) ∈ C ∞ + (M ; Γ), and M ρ(x) n/2 dV g = 1. Our goal is to show that
We use the Riemannian metric g for defining the spaces H 1 (M ) and L p (M ):
Fix > 0, and consider the functional
One has F ρ (u) ≥ when u ∈ S. Denote by a and b the minimal and the maximal values of the function ρ(x),
The square of the distance, d 2 (x), from a point x ∈ M to Γ (taken with respect to the Riemannian metric g) is a smooth function in a tubular neighborhood U of Γ. Define a family of functions
We will show that
if δ is small enough. (18) implies that λ 1 (ρ δ g) ≥ λ 1 (ρg) − . Take a normalized metric ρ δ = c δ ρ δ . It follows from (ii) that c δ → 1 when δ → 0, and
if δ is small enough. We conclude that ν(g) ≥ λ 1 (M, ρg)−2 , and this implies (17) because is arbitrarily small. Therefore, to prove the lemma, it is sufficient to show (18). Let T be a sufficiently large number that will be chosen later. Divide the set S into two parts S 1 and S 2 :
. Therefore,
The set S 2 is bounded in H 1 (M ), and
Choose a number p, 2 < p < 2n/(n − 2). By the Sobolev embedding theorem,
. By the Hölder inequality,
If the number δ is so small that
Proof of Theorem 2. Let U be a coordinate neighborhood in M such that the metric g is Eucledian in U , g ij − δ ij . Let U be a ball in the corresponding local coordinates. Let S be the unit n-dimensional sphere, with the spherical cap of radius , centered at the south pole, removed. On S , we take the metric that is proportional to the standard one, and that is normalized (this means that the volume of S equals 1). By µ 1 ( ) we denote the smallest positive eigenvalue of the Neumann Laplacian in S . We introduce a conformal factor ρ ,δ (x) on M in the following way. Inside of the ball U , it is defined in such a way that (U, ρ ,δ g) is isometric to S . When x / ∈ U , we set ρ ,δ (x) = δ. The statement of the theorem 2 follows from the following lemma.
In fact, let ρ ,δ (x) = c δ ρ ,δ (x) be a normalized metric on M . Clearly, c δ → 1 when δ → 0. By Lemma 2,
and, after having taken the limit δ → 0, one gets ν(M, g) ≥ µ 1 ( ). Finally,
Q.E.D. Proof of Lemma 3. Throughout the proof of Lemma 3, we use the notations
We introduce the Dirichlet-toNeumann operators R ± (λ) (here, and δ are suppressed in notations). They are defined for the values of λ that do not belong to the spectrum of the Dirichlet Laplacians ∆ ρ ,δ g in M ± . The operator R ± (λ) takes a function φ(x) defined on Γ to ∂u ± /∂n ± where u ± is the solution of the boundary value problem
It is known ( [Fr] ) that, within the intervals where the operators R ± (λ) are defined, they are strictly decreasing, i.e.
for every function φ(x). By (·, ·) ± we denote the L 2 -scalar product with respect to the measures dA ± . Notice that dA − = δ (n−1)/2 c dA + , with a constant c . The third equality from (15) can be rewritten as
It follows from (15) and (21) that λ belongs to the spectrum of ∆ ρ ,δ g if and only if 0 is an eigenvalue of the operator
Let R − (λ) be the Dirichlet-to-Neumann operator induced from (M − , g).
The factor δ 1/2 in front of R − comes from the fact that a unit vector in the metric g has length δ 1/2 in the metric δg. Therefore,
The scalar products (·, ·) ± are proportional to each other , so the operator-valued function R(λ) decreases at the intervals where it is defined. In L 2 (Γ), we will use the scalar product (·, ·) = (·, ·) + .
Denote by β 1 < β 2 ≤ · · · the eigenvalues of the Dirichlet Laplacian ∆ ρg in M + (from this point, we suppress and δ in ρ); denote by 0 = γ 0 < γ 1 ≤ · · · the eigenvalues of the Neumann Laplacian ∆ ρg in M + , and let β − be the smallest eigenvalue of the Dirichlet Laplacian ∆ g in M − . If δ < γ 1 /β − then the second term on the right in (22) is defined on the interval [0, γ 1 ]. For a spherical region S ∼ M + , one has
First, we will show that, if δ is small enough,
Suppose that λ 1 (δ) < β 1 . The operator-valued function R(λ) is defined on [0, β 1 ). It is known that R(λ) is an elliptic pseudo-differential operator of order 1 with a positive principal symbol. Let
be the eigenvalues of R(λ), and let
be the eigenvalues of R + (λ). They are strictly decreasing functions on [0, β 1 ). A constant is a solution of the homogeneous Laplace equation, so α 1 (0) = 0. The operator R(λ 1 (δ)) has a zero mode, so α 2 (λ 1 (δ)) = 0. For λ(δ) < λ < β 1 , the operator R(λ) has at least two negative eigenvalues. Fix a value of λ from this interval. Let S be the codimension-one subspace in L 2 (Γ) that consists of all functions with zero average. It is easy to see that S is an invariant subspace for R + (λ) (R + (λ) maps constants into constants), and the restriction of R + (λ) to S is actually defined on [0, β 2 ). Denote by α the smallest eigenvalue of the restriction of R + (λ) to S. It is positive because α > α + 2 (β 1 ), and β 1 < γ 1 . Notice that R − (0) ≥ 0. If δ is sufficiently small, then
when λ ≤ β 1 . Therefore, the quadratic form (R(λ)φ, φ) is positive on S. Because S is a codimension-one subspace of L 2 (Γ), the operator R(λ) can not have more than one negative eigenvalue. The contradiction implies λ 1 (δ) ≥ β 1 .
Let us show that λ 1 (δ) = β 1 if δ is small enough. Assume that λ 1 (δ) = β 1 . The problem (15) has a non-trivial solution u(x) for λ = β 1 . Let φ(x) be the restriction of u to Γ. Let v(x) be the first eigenfunction of the Dirichlet Laplacian in M + . Because of the rotational symmetry of M + , one has ∂v/∂n + = const on Γ. One derives from Green's formula that Γ φ(x)dA + = 0, or, in other words, φ ∈ S. By a slight abuse of notations, we will use R + (β 1 ) for the restriction of R + (λ) to S, evaluated when λ = β 1 . Then, ∂u/∂n + = R + (β 1 )φ + C where C is a constant (a solution of the non-homogeneous Diriclet problem is determined, up to a constant). Then (1.15) can be interpreted as the problem of solving the equation (R + (β 1 ) + δ n/2 R − (δβ 1 ))φ = C, φ ∈ S.
We multiply the last equation by φ and integrate it over S, to get ((R + (β 1 ) + δ n/2 R − (δβ 1 ))φ, φ) = 0.
On the other hand, we showed above that, if δ is small, the quadratic form ((R + (β 1 ) + δ n/2 R − (δβ 1 ))φ, φ) is positive on S. This ends the proof of (23).
The operators R + (λ) are positive when β 1 < λ < γ 1 ( [Fr] ). Take a small positive number η. One has R(λ) ≥ R(γ 1 − η) ≥ c η > 0 when β 1 < λ < γ 1 − η. For sufficiently small values of δ, δ n/2 R − (δλ) > −c η when λ ≤ γ 1 . Therefore, the operators R(λ) are positive when β 1 < λ ≤ γ 1 − η. This means that λ 1 (δ) can not belong to the interval (β 1 , γ 1 − η). In fact, otherwise, R(λ) would have had a negative eigenvalue when λ 1 (δ) < λ < γ 1 − η. This proves Lemma 3. Q.E.D.
