T HROUGH statistical analysis of a great number of ~entences, we confirm one major difference between Latin and Greek word order, and we explore the ramifications of this observation for some possible cases of word-order transference between Latin and Greek. The difference to which we refer concerns the positioning of the accusative direct object before or after the verb governing it. That there is a significant difference in the Greek and Latin distributions will come as no surprise to Classical linguists: it has long been observed that Latin has a greater tendency to place the verb at the end of the clause than does Greek.
T HROUGH statistical analysis of a great number of ~entences, we confirm one major difference between Latin and Greek word order, and we explore the ramifications of this observation for some possible cases of word-order transference between Latin and Greek. The difference to which we refer concerns the positioning of the accusative direct object before or after the verb governing it. That there is a significant difference in the Greek and Latin distributions will come as no surprise to Classical linguists: it has long been observed that Latin has a greater tendency to place the verb at the end of the clause than does Greek. 1 From this fact alone one might predict that the direct object in Latin is more likely to precede than to follow the verb on which it depends than is the case in Greek-although, logically, this need not be the case. In our study we tested this prediction empirically by tabulating the direct object distributions in sixty passages written by fifteen Latin and ten Greek prose authors. Each passage was randomly selected in the text of an author. We analyzed the first one hundred direct objects in the accusative case that were encountered, tabulating those that occurred before (DO before) and those after (DO after) the verbs that govern them. 2 The raw data can be found at the end of this article in Appendix I.
For classification of the raw data into groups we relied upon cluster analysis. This is a popular numerical method of partitioning data sets from individuals or other objects of study developed in the biological sciences for the purpose of obtaining objective and stable classifications . Whereas other methods of discrimination begin by partitioning the data into predetermined groups, the purpose of cluster analysis is to discover natural groupings (or, "clusters") of the individuals or data sets. Both approaches have their uses, but cluster analysis suits our needs because we want to test the hypothesis that Greek and Latin texts will naturally and consistently clump together into homogeneous groups if measured by the rate at which they put the DO before and after the governing verb.
Essential to cluster analysis is an ability to quantify the characteristics of individuals or other data sets that we wish to categorize. The concept of cluster is dependent on a measurement of the relative distances between values displayed by the various individuals or data sets under study. Values that, when graphed, coincide or are close indicate that the individuals or data sets under study can be clumped together in the same cluster.
There are different techniques for measuring distance and for 2 In several passages, somewhat more or fewer than 100 cases were collected (the lowest number was 96; the highest, 101). The results from these passages were therefore scaled to be comparable to those for other passages. The scaled passages can be easily recognized in Appendix I because they have fractional values. As for the tabulation of direct objects, the following principles were applied:
( 1) For the sake of uniformity and to simplify matters, only cases represented by nouns or pronouns (including substantives) in the accusative case were counted as direct objects. Not counted as direct objects were constructions like indirect statement or relative clauses; nouns and pronouns dependent on verbs requiring the genitive, dative, or ablative; gapped constructions in which the verb or direct object was implied but not explicitly given. Direct objects within indirect statements, relative clauses, etc. were counted.
(2) In relative clauses, relative pronouns in the accusative introducing the clause were counted as direct objects within the clauses.
(3) When there were many direct objects, only the first three were counted. (4) In the case of apposition, both members were counted (unless, of course, they were parts of a name: e.g., Gaium Caesarem). determining which objects of study belong to which clusters. 3 In this paper, we use two popular nonhierarchical and hierarchical clustering techniques that are commonly available in statistics packages today. The data sets we study are sentences in texts of Greek and Roman authors; the quantifiable feature we tabulate is the percentage of direct objects positioned before and after the governing verb.
Of the two clustering techniques, we mainly relied on K-means clustering, an example of nonhierarchical analysis. In K-means clustering, the cases are assigned to clusters in a process that calculates how well the mean values of each newly considered case correspond to the overall means (or, centroids) of all the passages in the existing clusters.
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This form of cluster analysis was chosen because its strength is the determination of natural partitions in a data set, whereas hierarchical techniques are better at uncovering subdivisions within the partitions and the "nearest neighbors." 5 Since we wanted to test whether the data divided naturally into two groups, one composed of Latin texts, the other of Greek texts, K (the initial number of clusters) was set at 2. 6 As the following table shows, the passages did divide nicely into two clusters, one Greek and the other mainly Latin: 3 On the basic concepts of cluster analysis used in this and the preceding paragraph, see Everitt 1993: 1-10. 4 On K-means clustering, see Affifi and Clark 1984: 394-397 . The algorithm is described on pages 394-395 as follows: "(1) Divide the data into K initial clusters. The members of these clusters may be specified by the user or may be selected by the program, according to an arbitrary procedure. (2) Calculate the means or centroids of each of the K clusters. (3) For a given case, calculate its distance to each centroid. If the case is closest to the centroid of its own cluster, leave it in that cluster; otherwise, reassign it to the cluster whose centroid is closest to it. (4) Repeat step 3 for each case. (5) Repeat steps 2, 3, and 4 until no cases are reassigned." 5 Cf. Everitt 1993: 55: "in a hierarchic classification the data are not partitioned into a particular number of classes or clusters at a single step." 6 On the logic of setting K at its "natural" value in an initial analysis of the data, see Affifi and Clark 1984: For the position after the verb, the minimum value we find is 32% and the maximum value is 63%. The bar graph of Figure A shows the clearcut division of our passages into two clusters, one (the "Latin" cluster) with a high value of direct objects before the verb and a low value of direct objects after; the other (the "Greek" cluster) with a more evenly balanced distribution of direct objects. In Figure A , the percentage of occurrence of direct objects before (gray) and after (black) the governing verb in a passage can be read on the vertical axis. The horizontal axis gives the numeric code of each text in the database. 7 For example, on ~he extreme left, we have the values for Ammianus Marcellinus Book 18 (L.1; DO after= 18%; DO before=82%). On the extreme right, we have those for Thucydides Book 7 (G.25; DO after=45%; DO before=55%). We can see that there is a natural division into two clusters: passages on the righthand side, in which the direct object is almost as likely to occur before as after the verb; and those to the left, in which the direct object is much more likely to occur before the verb. The passages on the right (Cluster 2) are all from Greek texts; those on the left (Cluster 1) are primarily from Latin.
We do not have to rely on our visual impression of the graph to grasp that the division into two clusters is statistically significant. The 7 We use numerical reference to save space. For a concordance of the numeric codes and the texts to which they refer, see Appendix I. Table I . Horizontal axis is the code for author and passage. Vertical axis is percentage of accusatives after and before governing verb. For the numeric codes identifying the texts, see Appendix I. In Table II , we show our tabulations for the positiOn of direct objects. MCB is our abbreviation for a direct object occurring before the verb in a main clause. OB indicates any other kind of syntactic construction in which the direct object occurs before the verb governing it. This might be a subordinate clause, a participial construction, an infinitive clause, etc. MCA stands for a direct object occurring after the verb in a main clause. OA indicates any other kind of syntactic construction in which the direct object occurs after the verb governing it.
From the table, we can see that when subjected to a K-means cluster analysis, our 60 passages can be assigned to four groups-two mainly Latin and two exclusively Greek. Clusters I and II are almost entirely composed of Latin authors and are distinguished from the two Greek groups (Clusters III and IV) by the fact that they have a much higher percentage of direct objects that come before their verb (i.e., MCB and OB). Contrariwise, the Greek Clusters III and IV have a much higher percentage of direct objects that follow their verb (i.e., MCA and OA). As the summary statistics at the head of Table II show, there is very low probability that the assignment of the texts to four clusters reflects the operation of chance alone. The variables MCB, MCA, OB, and OA are very useful in separating the clusters. Table III consolidates the summary statistics for the individual clusters from Table II , showing that our Cluster I differs from Cluster II analogously to the way in which Cluster III is different from Cluster IV. In Cluster I, the mean value for DO in the OB position is greater than that in the MCB position; Cluster II has the reverse. 9 Similarly, Cluster III has more direct objects in the OA than the MCA position; and Cluster IV has the reverse. Figure B permits As can be seen when the results are graphed in the form of a dendrogram ( Figure C) , not infrequently works by the same author are nearest neighbors in a cluster. The author with the most texts is Cicero, who is represented by eleven works in the genres of epistle, oratory, rhetoric, and philosophy. All of these works are grouped together in Cluster (D) and, as can be seen in Figure C , many are nearest neighbors. These results suggest that preferences in positioning the direct object with respect to construction type may tum out to be a useful instrument in the tool kit of authorship studies, especially if the authors under consideration for our target text for attribution belong to different clusters in a dendrogram.
Returning to our nonhierarchical form of cluster analysis, we have characterized Clusters I and II as "Latin," and Clusters III and IV as "Greek." As noted, there are two complications. As Table II 
FIGURE C: Dendogram of Data in Table II. Greek passages were classified into our first ("Latin") cluster on Table I and into our hierarchical Cluster (B) in Figure C . On Table II To understand what factors are most responsible for the presence of our five Greek texts in the "Latin" cluster, we can use a technique such as Principal Components Analysis (PCA). In PCA, we try to reduce the number of dimensions (i.e., variables) in a data set with only a small loss of information. Since in our case the data are 3-dimensional-as they are percentages, the fourth variable is just 100% minus the other three-there will be just three principal components, and the third one should play an insignificant role. The point of PCA is to enable us to "see" the relevant pattern of authors and works by plotting the principal component scores in the space of just the first two components, thereby obtaining a 2--dimensional picture of the data set. 11 • PCA is an exploratory statistical technique in that the reduction of the descriptive complexity of a data set allows the key variables and their interrelationships to be better understood. Figure D shows the 60 works plotted in the space of the first two principal components, using the symbol "L" for Latin works and "G" 11 Affifi and Clark 1984: 309-310 , describe PCA as follows: "principal components analysis is performed in order to simplify the description of a set of interrelated variables. In principal components analysis the variables are treated equally; i.e .. they are not divided into dependent and independent variables, as in regression analysis. The technique can be summarized as a method of transforming the original variables into new, uncorrelated variables. The new variables are called the principal components. Each principal component is a linear combination of the original variables. One measure of the amount of information conveyed by each principal component is its variance. For this reason the principal components are arranged in order of decreasing variance. Thus, the most informative principal component is the first, the least informative is the last . . . An investigator may wish to reduce the dimensionality of the problem, i.e., reduce the number of variables without losing much of the information. This objective can be achieved by choosing to analyze only the first few principal components. The principal components not analyzed convey only a small amount of information since their variances are small."
for Greek works. The proportion of the variation in our original data set which is accounted for by the principal components is:
45 .3% 38.9% 15.8%
Hence the 2-dimensional representation accounts for fully 84.2% of the original variation, a clearly acceptable simplification of the data matrix with minimal loss of information. Table II in the space of the first two principal components. "L" =Latin texts; "G" =Greek texts.
This remarkable plot highlights the separation of the works into Latin and Greek clusters along the axis of the first principal component, which, in the present case, contrasts the MCB value against the sum of MCA + OA, with the Latin works having strong MCB measures. Apart from five Greek works appearing in the "L" cluster, the works written in each language cluster closely together. The five anomalous works are the same Greek texts that have emerged as exceptional in our previous analyses: the four books of histories by Cassius Dio and the Greek translation of Augustus' Res Gestae. The PCA enables us to grasp the complex pattern in our data set and to see that the five Greek texts are unusual in that their MCB measures are very high in comparison to the sum of MCA and OA.
The presence of Greek texts in Cluster II, and the absence of Latin texts from Clusters III and IV are striking results that warrant discussion. As we have seen, PCA is a statistical technique whose power is primarily descriptive: through simplification, it enables us to see factors and patterns that would otherwise be hard to discern; however it does not offer an explanation for what it brings into view. For that, further literary, linguistic, and historical analysis is required. A solid point of departure is offered by the Greek version of the Res Gestae, since we know that this is a translation of the (preserved) Latin original 12 -the Greek version's nearest neighbor in our hierarchical cluster analysis (see L.3 and G.l in Figure C ). Close comparison of the two texts shows that the Greek gives practically a word-for-word rendering of the Latin version, so much so, in fact, that we cannot be certain that the translator was a native speaker of Greek, Latin, or some other language. 13 A typical paragraph (20) 
is printed below, facilitating a comparison of the Greek and Latin versions:
Capitolium et Pompeium theatrum utrumque opus impensa grandi refeci Kartt't'WAlOV !Cat 1'0 DOi-!7tTJfOU e£a't'pov EKU't'£pov 1'0 i£pyov avaAm!lacrt v !l£ytcr't'otc; E7t£0'K£ucracra 12 The text written in large letters over the first seventeen columns of the Greek version of the Monumentum Ancyranum states that the text is a translation of an original inscribed on two bronze pillars in Rome (cf. Suet. Vtta Aug. 101). 13 In the literature on the inscription, debate about the native language of the translator has gone on for over a century without reaching a conclusion; see Gage 1977: 11-13 (native language is uncertain); Meuwese 1926 (translator could have been either a Roman or a Greek); T. Mommsen and G. Kaibel in (the translator was a Roman); Nissen 1886: 494 (the translator's native language was neither Latin nor Greek but a language of Asia); Pugliese Carratelli 1947: 79 (agrees with Nissen that translator was from Asia); Regard 1924 (native language is Kotvr\). sine ulla inscriptione nominis mei. Rivas aquarum compluribus locis av£"U bttypayil<; "tO"U EJ.WU OVOJ.lU"tO<;. 'Aymyou<; uM-rwv EV 7tAdcrtot<; to7tot<; vetustate labentes refeci, et aquam, quae Marcia appellatur, duplicavi fonte "t~ 1tUAatO't1l"tl 6A.tcr8avovta<; E1t£0"KcUO"acra Kat ubwp "tO KaA.ouJ.lcvov Mapnov £Si1tA.wcra 1tllrllV novo in rivum eius inmisso. v£av ci<; to pct8pov au-rou £7toX£"t£ucra<;.
In this passage, every direct object precedes the verb in both the Latin and the Greek; indeed, the Greek word order almost exactly mirrors that of the Latin original, a process that when taken to extremes is known as relexification. 14 The same technique of translation (with perhaps even less freedom) was apparently used in the Greek version of Octavian's edict concerning Seleucus of Rhosos (42-30 B.C.) 15 and Augustus' funeral oration for Agrippa. Of these two texts only the Greek translations survive, but their word order is so unnatural that scholars have not hesitated to detect the influence of the Latin original on the Greek and even (in the case of the oration for Agrippa) to attempt a back-translation. l6 Word-for-word translation from Latin gives Greek a color Latinus, 17 a Latin flavor. As a method of official translation into Greek, word-forword translation is not limited to the Augustan age but may be attested at least as late as the third century A.D. Examples include the Pisidian inscription on requisitioned transport from the beginning of the reign of Tiberius; 18 Table I , we find that it is classified into the Greek Cluster 2. Likewise, Stroux's Latin document (V) is assigned squarely to the Latin Cluster 1.
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One reason for the word-for-word style was perhaps a desire to ensure that translations of official documents were as close to the original as possible so as to avoid mistakes and misunderstandings.
22 A second factor is what might be called Roman linguistic imperialism in dealings with the Greek world. Latin remained the official language for legal and government business, even in the Greek East, until well into the third century A.D. 23 Laws and senatus consulta were of course composed in Latin, and in bilingual inscriptions the Latin copy generally precedes the Greek translation. 24 The use of Latin word order in the Lewis 1995: 248 . The editio princeps (p. 6) speaks of how the Greek text is a "word for word" translation from the Latin. 20 See Meyer 1910-12: 25-45 (and esp. 29 , where Meyer notes the Latin word order of the Greek translation of the edict). Stein 1915: 154-156 , thinks that the second edict is a translation from the Latin, too. On the styles found in Greek translations of official Roman documents see Viereck 1888; Stroux 1928: 18-43 . 21 The figures are as follows: Text I (DO after=55%; DO before=45%); Text V (DO after= 14%; DO before= 86%).
22 Cf. Stroux 1928: 19; cf. Sherk 1969: 13 : "senatus consulta were important documents, and their translation could not be left in the hands of amateurs or Greek provincials, who might deliberately or unintentionally distort the true meaning. One official source was responsible for them, and, in the light of the color latinus which they display, that source could only have been in Rome."
23 See Stein 1915: 138-160; Sherk 1969: 13 writes: "the texts span a period of two hundred years, yet one sometimes feels that a single individual has done them all."
24 Cf. Stein 1915: 152 and the literature cited by Laffi 1967: 39 n. 45 . This is also true of the Pisidian inscription, published in Mitchell 1976. Stroux thought that the four Augustan edicts from Cyrene were originally written in Greek (Stroux 1928: 24-25) . The typical Greek translation of an official document may perhaps reflect yet another manifestation of the same striving for linguistic hegemony. As one scholar has put it while describing linguistic conflict in the Roman empire: Roman official texts in Greek "were literal and wooden ... Evidently official Rome would not concede too much. Their Greek had to have a strong Latin flavor. " 25 What "official Rome" did collectively in commissioning Greek translations of official documents reflected the behavior of individual Romans in the government. As early as the second century B.C., the Roman senatorial class, for all its philhellenism and sense of linguistic inferiority vis-a-vis Greek, was uncomfortable about the use of the Greek language for public business. 26 Relevant for understanding the style of the Res Gestae and similar official translations are anecdotes like that about Roman officials like L. Aemilius Paullus, who, though (like Cassius Dio) fluent in Greek, addressed the Greeks in Latin at Amphipolis at the end of the Third Macedonian War. 27 Later, Cicero was criticized by his fellow senator, L. Metellus, for addressing the Syracusan senate in Greek. 28 According to Cicero (perhaps writing tongue-in-cheek), L. Lucullus wrote a Greek history containing some intentional Latinisms, "to make his readers more willing to believe that it was written by a Roman."29
We do not have any of Lucullus' history, so it is impossible to know just what Latinisms he used to season his style with a Roman flavor. 30 That Greeks perceived an SOV word order as characteristically Latinate is suggested by an amusing anecdote in Lucian's Demonax. "A man named Polybius," wrote Lucian, "quite uneducated and ungrammatical, situation may sometimes have been more complicated; cf. Laffi 1967: 38-39 (a calendar from the province of Asia which may represent a Latin draft by the proconsul or other official written up for publication in Greek). 25 Bonner 1929--30 said: 'The emperor has honored me with Roman citizenship.' 'Oh, why didn't he make you a Greek instead of a Roman?' said Demonax." 31 Polybius' word order is SOV, with the verb placed at the end of the sentence-"Romanized Greek," as one scholar has recently noted. The stories about Polybius and Lucullus may help us to understand not only the chancellery style of the Res Gestae translation but the prose style of Cassius Dio as well. 32 We see no evidence that would justify explaining Dio's tendency to end clauses with a verb on diachronic grounds of Greek linguistic evolution or as a feature of the Kotvft. Rather, we believe that one or both of the following two factors may explain his unusual placement of direct objects relative to the governing verb: (1) like Lucullus, Dio may have intentionally added a Latinism to his style; (2) despite his undeniable Greek ethnic background, Latin may have been Dio's preferred language for many years, especially in the period in which he composed his history. The first reason is more conscious: Dio would presumably be embellishing his text with a Latinism in order to reinforce the Romanita of his account of Roman history. The second is more unconscious: living in Italy for so long, Dio has fallen into a Latinate pattern of word order.
To begin with the second possibility, Dio was ethnically a Greek who identified his fatherland as Nicaea but also a second-or possibly even third-generation Roman senator by status, who rose to be praetor in 194, suffect consul in 205 or 206, and who was a member of the consilium principis during the reign of Septimius Severus. 33 For many years, then, Dio was immersed in life in Rome, participating in the Senate and, as a writer of a Roman history, constantly studying texts and documents written in Latin. His father was a senator, which probably meant that Dio (who was born c. 164) spent at least a portion of his 31 Lucian Demonax 40: lloA.u~{ou 1)£ 'ttvO~, KOJ.llDil arratDEU'tOU av8pwrrou Kai croA.oiKou, EirroV'to~. 6 ~amA.Eu~ ~E 'til 'Pw~aiwv rroA.t-rdc;r 'tE'tt~T\KEV. Ei1lE crE, E<pT\, "EA.AT\VU ~&A.A.ov i\ 'Pro~ai:ov rrErrotr\KEL Jones 1986: 96 n. 43 notes that the word order of Polybius' boast "seems to be Latin."
32 Latinisms inDio's prose have long been remarked, but seldom studied in any depth. See Millar 1964: 41-42; and Baldwin 1986:479-486, esp. 481 While Dio's habit of using a more Latin than Greek word order might even suggest that his mother tongue was Latin, this, as we will see, would be a conclusion that does not necessarily follow from our evidence. To be sure applied linguists have observed that learners of second languages often transfer features of their first language (L 1) to the language they are studying (L2). 35 These features may range from the phonological to the morphological or syntactic, including word order. An example is reported by Selinker (1969) . He studied the English of 132 Hebrew-speaking children in Israel and that of 31 native English speakers in the United States. As the following example shows (concerning the relative order of words for time and place in Hebrew, English, and the English interlanguage of the native Hebrew speakers), when in L2 and L 1 two word orders are possible, but a different one is preferred in each language, the interlanguage reflects the preference of Ll. In Selinker's example, the issue is the relative order of words for time and place in Hebrew and English. Speakers of Hebrew prefer to put time before place; English speakers do the opposite. When native Hebrew speakers learned English, they retained their natural tendency to put words for time before words for space. Barnes 1984 and Rich 1990: 1-4. 35 The literature on transference is substantial. For a bibliography see Singh and Martohardjono 1991 ; for a survey of recent trends in transference theory see Odlin 1992: 176-178. 36 Data are taken from Selinker 1969, Table I .
Word combination
Other examples are reported by Odlin involving word-order shifts from L 1 to L2 in second language acquisition of Hawaiian Pidgin English, Bamboo English, Andean Spanish, and Pidgin Fijiian.
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But we need not hypothesize that Dio was a native Latin speaker and a mere learner of Greek (he obviously was not) to explain our data by the theory of linguistic transference. It has been noted that even highly proficient speakers of L2 may persist in borrowing features from L1 that are not present (or, in our case, we should say that are not as frequent) in L2 if they perceive that the distance between L1 and L2 is not great. 38 It is not necessary to invoke the ancient theory that Latin was a Greek dialect 39 to make plausible a claim that a writer like Cassius Dio would have viewed Latin and Greek as closely related languages. The fact is that concerning the location of the accusative direct object there was no correct and incorrect position in either language, just a distributional trend. This is not to say that the first reason of intentional Latinism was not (also) operative. Whether or not Latin was Dio's native or preferred language, Millar observed that Dio's "identification with the Roman world is complete and unquestioned." 40 Aalders noted that Dio speaks of the Romans in the first person-a rarity among Greek authors. He calls Italy, "this land which we inhabit" (1 F 1.3) , and calls the toga, the dress "we use in the Forum" (9 F 39.7). While not eschewing his Greek heritage, by virtue of his education and training, and most importantly his career as a Roman senator and cyistorian, he was deeply immersed in the Latin literary tradition. 41 One possible explanation of Dio's Latinate placement of the direct object relative to the verb, then, is that it is very much in keeping with his self-definition as a Roman. Although far from the quasi-relexification of the official texts we have mentioned, Dio's style would have had the added advantage of giving reinforcement to his goal of Thucydidean objectivity: to his Greek reader (and it was primarily for such a reader that Dio wrote), 42 Dio may have given the 37 Odlin 1990: 98-104 . That the cases studied here should be considered examples of Second Language .Acquisition and not Foreign Language Learning is a point Odlin makes at p. 114. 38 Corder 1983: 95; Kellerman 1983: 114. 39 See Giomini 1953; Gabba 1963 . 40 Millar 1964 : 190. Jones 1986 , notes that Lucian is the first Greek to identify himself with the Romans in this way.
41 See Millar 1964: 34 and passim. 42 On Dio 's intended readership, see Aalders 1986: 290-291. impression that his history was in some sense "official," or at least based closely on Latin sources. 43 Beyond the problem of Dio's style, the lack of a Latin text in Clusters III and IV is just as interesting as the presence of the Greek works in Cluster II. Applied linguists have observed that transference need not be bidirectional. 44 In our study, we failed to find bidirectionality of the kind seen in Dio--though, in the case of Amrnianus Marcellinus we have a Greek writing in a Latin style that in some other, unrelated respects does betray Graecisms. 45 We were especially curious to see if in the passages of Latin writers like Aulus Gellius and Cicero differences could be detected between texts with Greek sources and those with Roman sources. We were unable to find any such differences: even the passages with Greek sources are written in a normal Latin style as far as the relative position of direct object and governing verb is concerned.
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In an important article about word-order transfer, Odlin concludes with mostly linguistic explanations of the data he considered, which were quite different from the Latin and Greek texts we have been studying. Our limited study suggests that some but not all explanations are linguistic. On the linguistic level, it was surely the greater consistency of Latin SOY word order that helped the Latin pattern to prevail over the more flexible Greek positioning of the verb and direct object. 47 This was true not only for Roman authors writing Latin with a Greek 4 3 See Millar 1964: 34. 44 Cf. Andersen 1983: 191-192; Jordens 1983 ; and the literature cited by Gass and Selinker 1983: 14. 45 See Frischer 1996 : 113 (on Ammianus' "sentence" length); Rosen 1982. 46 For example, we found no differences between a very Roman passage such as Cic. Aristotle (p. 208) , and of correspondence between Aristotle and Alexander the Great (p. 209). The passages in Aulus studied with probable Roman sources are: 6.2-3; those studied with probable Greek sources are: 1.1-3. For a recent study of the adaptive linguistic tools used by Roman writers to Latinize the Greek texts they were translating see Rosen 1996 with the literature there cited. 47 Odlin 1990: 109, notes another problem that should be mentioned: the observational difficulty that when a language, like Greek, has a flexible word order, it is difficult to source before them (like Aulus Gellius or Cicero) but also for a Greek author like Ammianus Marcellinus writing in Latin. It was evidently normally easy for both Greeks and Romans to recognize and to respect the tendency of Latin to place the verb at the end of the clause. 48 However, we would supplement Odlin's purely linguistic explanation with Thomason and Kaufman's thesis that "it is the social context, not the structure of the languages involved, that determines the direction and the degree of interference." 49 Certainly, in the interesting case of the Greek translation of the Res Gestae and other official documents, where we encountered the Roman chancellery's habit of translating Latin into Greek through quasi-relexification, we found at work either Roman scrupulosity in legal matters or a sociological factor of linguistic hegemony. Finally, in the case of Cassius Dio we saw the operation of a psycholinguistic or sociolinguistic cause for word-order transference: Dio's conscious or unconscious presentation of himself as a Roman. 5° determine whether any given case of SOY is nonnal or an instance of the influence of Latin. 48 On such metalinguistic awareness see Odlin 1990: 109-110. 49 Thomason and Kaufman 1988: 19. 50 Responsibilities for the work in this article were shared as follows: Bernard Frischer and Ann Taylor fonnulated the research problem. Bernard Frischer put the research team together and wrote the drafts. Data were collected and checked by: Jane Crawford, Ralph Gallucci, and Vasily Rudich. Statistical analyses and interpretations were prepared by: Donald Guthrie, David Holmes, and Fiona Tweedie. Input about stylistic and linguistic matters was provided by: Roger Andersen, Michael Haslam, Ann Taylor, and Brent Vine. Input about epigraphical and historical points was given by: Stanley Burstein, Alain Gowing, Vasily Rudich, and Robert K. Sherk.
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