Content-based image retrieval (CBIR) algorithms have been seen as a promising access method for digital photo collections, sooner or later replacing the traditional text-based methods. Unfortunately, we have very little evidence of the usefulness of these algorithms in real user needs and contexts. One problem is that appropriately designed test collections are not available even for the basic performance testing of the CBIR algorithms. This paper proposes a task-oriented evaluation framework and an efficient procedure for constructing test collections for CBIR algorithms. First, the paper defines a plausible function for these algorithms in general purpose photo retrieval systems. We believe that the CBIR algorithms could be applied effectively in conjunction with text-based photo retrieval. Text-based methods are powerful in retrieving topically related items but do not support browsing. The CBIR algorithms could help in identifying visually similar photos within (often large) result sets of textual queries.
Introduction
Traditional text retrieval methods dominate in operational photo archives. Access is based on manually assigned descriptions (captions, index terms, cataloguing data, etc.) and on standard text retrieval systems. Display and browsing support for thumbnail images is the only major enhancement in the access functions in the digital photo archives when compared with text retrieval systems [2, 5, 22] .
Content-based image retrieval (CBIR) algorithms have been suggested to offer advantages over textual methods in photo retrieval, and are a subject of vast research efforts. Indexing is based on automatic identification and abstraction of indexable visual features within an image using image-processing transformations. One obvious bottleneck of the emerging technologies is that they operate at a very low level of visual abstraction. The most common features used are colour, shape and texture. [4, 9] . Conventional object recognition techniques cannot recognise very general objects in unrestricted contexts, for instance, to classify people and cows into different sets. Instead, approaches based on rich image descriptions of special object types (e.g. specific material surfaces, trees, naked people) have been successfully applied in identifying objects in the image [6] .
A query is typically made by an example image (e.g. photo, drawing, sketch) and applying partial-match methods to rank retrieved photos into some calculated similarity order [7] [8] [9] . Picard and Minka [21] have crystallised the basic "paradigm" of the commercially available CBIR systems in the following way:
1.
Pre-compute features or model parameters for each image.
2.
Have the user specify which models or ranges of parameters are most important.
3.
Have the user select sample images to initiate a query.
The authors state also that "The average person looking for images does not know how to choose model parameters as required in step 2. Moreover, É the choice of parameters is non-intuitive even for the expert image processing researcher." These comments indicate that even the experts developing the algorithms have difficulties in understanding how different visual parameters should be applied in a particular context. The authors were focusing on the segmentation of images, a fairly low level abstraction problem. The choice of parameters might be even more non-intuitive with retrieval on higher abstraction levels.
Some CBIR products are currently being marketed for photo archive applications (e.g. QBIC by IBM, Visual RetrievalWare by Excalibur) including demos in Web, but we know very little about their potential usefulness in real life use. Rasmussen [22] concludes in her comprehensive review that the performance evaluation of the CBIR systems is nearly an untouched area of IR research in general purpose photo collections. Holt & Hartwick [13] is one exception. They tested QBIC on a tiny database of 650 art images, and obtained some promising but variable, and by no means conclusive results.
From the evaluation viewpoint, content-based image retrieval methods are at quite an early stage of development. Text retrieval systems have been exhaustively studied for over 40 years and standard test collections and evaluation methods are available for testing the matching algorithms. The performance characteristics of text matching algorithms are quite well understood [10, 28] . For CBIR algorithms, there are no standard test collections and evaluation frameworks available [22] .
Our general goal is to develop an evaluation framework and a test collection for CBIR algorithms. As the first step, taken in this paper, we outline the basic ideas for the evaluation framework and report the lessons learned from an experiment on building such a test collection. Similarity is a core concept in the evaluation of CBIR algorithms. The algorithms derive estimates for similarity between photos by comparing their feature vectors. In well performing photo retrieval systems these similarity values should correlate with human perceived similarities. If they do not then it is hard to see how the algorithms could help the users in finding photos similar to those they find interesting. We used journalists as an example to examine the ways in which the similarity of photos is perceived by real users searching and selecting photos as a routine task.
The paper is organised as follows. In Section 2 we discuss the CBIR in the light of user needs, introduce the idea of a test collection and its use, and discuss the concept of photo similarity. In Section 3, we describe the exercise conducted on building a test collection. The results on how journalists perceived the similarity of photos are presented in Section 4. In Section 5, we draw conclusions and discuss the lessons learned from the exercise. We do not have the CBIR test results yet. Instead, in this paper, we introduce the evaluation framework.
Outline for an Evaluation Framework of CBIR Algorithms
In outlining an evaluation framework, the first task is to define the function of a system that is to be evaluated. The framework has to include a description of potential users, their needs and the performance criteria relevant to users. Based on these specifications and considering appropriate reliability and validity issues, one can design an experimental setting and data collection procedures to run experiments. [25, 28] .
The Function of CBIR Algorithms in Photo Retrieval
The analysis of user needs in the photo archives embracing a variety of subject areas (e.g. museums, advertising, mass communications) suggests that text-based methods will remain the basic access method in the foreseeable future. Proper name and object type searches are the most commonly identified categories of photo needs. Users define their needs very often using contextual criteria that cannot be derived directly from the photos but rather from the assigned textual descriptions, e.g., news events or general themes [1, 16, 18] . Further, textual descriptions are assigned to photos by most suppliers (e.g. news photo agencies) regardless of the access methods applied. For instance, journalists need captions to check the background of a photo before selecting it for publishing [19] .
CBIR algorithms could make a contribution in photo retrieval systems. Basically, as pointed out by Svenonius [27] and Enser [5] , text based retrieval of images is a vicarious access method and visual access methods have a high potential to enhance retrieval capabilities. However, we want to emphasise that the role of CBIR algorithms as the core of self-contained general purpose photo retrieval systems is not very probable. Rather, we expect them to be exploited as a part of integrated systems which support both textual and contentbased retrieval.
Our earlier studies [18] [19] indicated that end-users of a digital photo archive 1.
had difficulties in formulating focused textual queries 2.
often preferred browsing even in very large thumbnail image sets instead of formulating a more refined query 3.
browsed thumbnail images to find photos looking different (matching different illustration ideas), and to check if similar photos were available for a photo already found and judged interesting 4.
made the final selection by examining enlarged or printed (candidate) photos and their caption texts applying criteria that are difficult to manage by any textual or visual retrieval methods.
We concluded that CBIR algorithms could be a potential technology in developing browsing tools for large sets of thumbnail photos to help in effective collecting of candidate photos.
The above observations help to identify a potential function for CBIR algorithms as a subsystem in an integrated photo retrieval system. The main function is to retrieve photos similar to the one already found or known. Before performing the query-by-example, the user does not know if the query photo is the best of the similar photos available in the database. It just has some features that match to the interests of the user. The query photo may have features that the user does not like or features that are unimportant [21] . This leads to three major questions for the evaluation of CBIR algorithms:
How effective are the algorithms in similarity matching from the user viewpoint? This gives the general goal for the evaluation, but falls mainly outside the scope of this paper.
2.
How can the effectiveness of the CBIR algorithms be measured, i.e. what experimental setting could be relevant for the evaluation? This issue is discussed in Section 2.2.
3.
What aspects of similarity are important to users in a realistic search situation? This issue is discussed in Section 2.3 and in the empirical part of this paper.
The Idea of a Laboratory Test Collection for the Evaluation of CBIR Algorithms
It may sound daring to propose an evaluation framework based on a laboratory test collection. The trend in IR research is towards user-oriented evaluation frameworks emphasising user-system interaction and the essential connection of searching to some background work processes [3, 12] . User-oriented evaluation approaches have also been proposed and experimented with in photo retrieval evaluations (e.g. [14] ). We have justified reasons to make a move apart from the general trend. As pointed out earlier, CBIR algorithms are at an early stage of development. Presently the algorithms are not commonly applied in operational systems, and there is no population of "real" users available for experiments. One possibility is to integrate the CBIR algorithms into an operational text-based photo retrieval system and run user-oriented evaluations by organising a group of potential users to search in simulated task contexts. Because we know so little about the performance characteristics of the CBIR algorithms this approach may turn out to be a time consuming and expensive one. It may also be difficult to make reliable observations about the performance of the CBIR algorithm because of the complex experimental setting. We therefore need an evaluation framework which allows the evaluation of just the CBIR algorithms with respect to human photo assessment -human perceived photo similarity.
The motivation of standard test collections is to provide a common platform for different research groups to conduct performance tests on different algorithms and achieve comparable results. The joint knowledge of CBIR phenomena should cumulate more effectively than in the case of individualistic efforts. One obvious advantage is that new algorithms could be developed and tested more economically and in shorter cycles.
The traditional laboratory framework for evaluation is based on (and has been criticised for) several restrictive assumptions:
1.
No interaction takes place between the systems and the user (batch mode queries).
2.
Requests and queries are pre-defined and static. 3.
Retrieval effectiveness is the primary dimension of performance.
4.
Effectiveness measures are based on the relevance of the retrieved documents to requests [11] .
These assumptions do not make the laboratory framework worthless, but limit the area where the results are valid. The basic unit observed is a single query and the results can be generalised only within that context. For instance, very little can be inferred about their usefulness to a user or their superiority over other types of retrieval methods (e.g. querying vs. browsing). The results just measure the relative effectiveness of two algorithms having an identical function (e.g. to find similar photos) but applying different matching techniques. Obviously, the relative effectiveness of different algorithms is sensitive to the characteristics of the test collection, and we need to know them to make justified decisions in constructing integrated photo retrieval systems for the user-oriented experiments.
Our aim is to base the evaluation of CBIR algorithms on the photo similarity judged by the users in the context of real tasks. The idea of solving a realistic illustration task is to guarantee that the user is anchoring similarity assessments to such criteria that are plausible in his/her work. It also means that the sets of similar photos are not randomly selected but rather those that are most appropriate for the users. The illustrators are not looking for average photos but those which capture people's attention. This is a way to build a bridge between the laboratory framework in evaluation and the user needs and work contexts.
In Figure 1 we outline the steps for acquiring photo similarity assessments in creating the test collection.
Read the article
Develop an illustration idea We assume a person (here a journalist) receiving an illustration task 2 (an article) simulating an episode of his/her daily work (see [18] [19] ). The user develops an illustration idea, makes textual queries and browses thumbnail images (as in real life) to find a photo to illustrate the article. The next step is to identify photos similar to the illustration photo. A new textual query is formulated to retrieve a set of photos matching topically the illustration idea. The user browses the thumbnail images and selects all the photos (s)he considers similar to the illustration photo.
The users are encouraged to think aloud during the whole search and selection process and justify the selections and similarity assessments. This argumentation is a base for categorising sets of similar photos from different search sessions and users.
The idea of the test collection is outlined in Figure 2 . A test collection consists of n test sets each relating to one illustration task. A test set includes a query photo (the illustration photo) and a small database of topical photos resulting from the broad textual query. The topical photo set includes a set of s photos perceived similar to the illustration photo and t other photos fulfilling only the textual query criteria. Fig. 2 presents the components of the test set i.
CBIR algorithms are tested by matching the query photo and the topical photo set. Standard performance measures for the ranked output can be used, e.g., precision at the fixed recall levels (R=0.1-1.0) or after selected number of top documents (document cut-off values DCV= 5,10,15,20, ...). Also other measures based on the average position of similar photos on the ranked output list can be used. The test collection is very compact and portable because it consists of n test sets, each containing a limited topical photo set. 
The Concept of Photo Similarity
Photos can be described by various content and context related attributes [15, 24] , and thus their similarity is also a multidimensional concept. Two photos may be more or less similar with respect to one or more of these attributes. Similarity may be based both on visual and contextual attributes. The visual attributes of similarity are associated to something that can be seen in the photo (the content). They might be quite concrete, such as the existence of a certain object in a photo; shooting distance, e.g. 'face photos' of a person instead of full portraits; the season of the year in the photo etc. The visual attributes might be impressions interpreted by users from visual clues such as a photo with 'a sad atmosphere' or 'action'. The contextual attributes may refer to themes (e.g. 'nuclear power') or news contexts (e.g. ÔBosnia war') with which the photos are associated, or to the attributes of the photo itself, e.g. photo source or cost. In the evaluation of CBIR algorithms the similarity should be based on visual attributes.
We have selected similarity instead of relevance as the primary concept on which to base performance measures. Applying the user-oriented view of relevance (see [20, 23] ) to the illustration tasks in the newsroom, a photo can be said to be relevant if it is useful for the user in accomplishing the illustration task. Two relevant photos may be dissimilar since they may originate from different illustration ideas. For instance, a particular news article may be illustrated by a photo of President Clinton giving a statement or by a photo of demonstrating students in Teheran. In our terminology, ÒsimilarityÓ expresses how close the values of defined visual attributes of a photo are to those of another photo, e.g. two photos of a person.
Content-based image retrieval algorithms base measuring the similarity of photos on a low level visual features like colour, shape and texture. People are expected to perceive similarity on a much higher abstraction level [17] , but these issues have not been studied empirically. J¿rgensen [15] has collected data about the attributes people identify and name when viewing images. Unfortunately, the results do not help us much since the experiment was conducted without linking images to any search task, illustration task or a work context. Why is it important to study similarity perceptions in a real work context? There are several reasons for doing so. First of all, different people look at or focus on different attributes of a photo [15] . By taking "the man in the street" to assess relevance or similarity, we will probably get more permissive and less consistent assessments than from the expert in a work context. For instance, Spink et al. [26] observed that those persons having a clearer definition of the problem they were to solve, assessed the relevance of documents more precisely (fewer documents were assessed as partially relevant). If we compare a judge who only has a fuzzy idea about the illustration task, and a journalist being an expert at it, the difference could be even more significant.
Although we are studying similarity instead of relevance, the effects of the underlying work processes to the resulting assessments may be equally essential. Observing the whole search process from developing the illustration idea up to the examination of candidate photos helps to collect data about the criteria applied in similarity assessments at different stages of the search process.
An Exercise: Building the Test Collection
The goals of the exercise were to 1. test the methodology described for creating a test collection for CBIR, based on user perceived similarity and real illustration tasks 2. find out what criteria journalists apply in assessing the photo similarity.
The exercise was based on simulating typical illustration tasks that journalists perform in the news-room (see [18] ). Four journalists illustrating newspaper articles on a daily basis at their work were used as test persons. Each test person had two hoursÕ time to carry out the following tasks for as many articles as (s)he could:
1.
Simulated illustration task. Illustrate an article. The aim was to produce a photo against which the similarity of other photos would be assessed. We also wanted to find out which photo attributes are exploited in selecting photos for illustration.
2.
Similarity assessment task. Select photos similar to the illustration photo. The aim was to produce the similarity set and to ascertain how journalists assess photo similarity. 3.
Grouping task. If possible, group the selected similar photos and describe the difference between groups. The aim was to reveal if there was heterogeneity among the photos selected as similar. Firstly, the criteria applied may have changed during the interactive online selection phase. Secondly, the similarity criteria perceived in the selection phase may relate to different photo attributes, i.e. the photos are selected using varying criteria. The grouping would also reveal the most important criteria applied in each task since all the photos selected similar would supposedly share some criteria while the less important criteria would vary.
During the tasks the test persons were encouraged to think aloud and all their utterances were tape recorded. The researcher participated actively during the tasks by asking questions.
Simulated Illustration Task
As illustration tasks, we used the following six articles published in the Aamulehti newspaper, the second largest newspaper in Finland. Two test persons carried out the whole procedure for three articles in the two hours time allowed. Article 6 seemed to take more time than the others. The two test persons working with this article managed to conduct the procedure for only two articles. In all, 10 illustration tasks were performed. Articles 1, 3, 5 and 6 were handled twice while Articles 2 and 4 were handled only once.
One article was given to the test person at a time. The test person was asked to read it and then explain the illustration idea (s)he had in mind. In most cases, the test persons gave quite concrete definitions of the photo they wished for the illustration. For example, "I'm going to look for an informal photo of President Yeltsin. He should be alone and be doing something. I don't want any portraits or protocol photos in which he is giving a speech.."
Article 6 was an exception. This article did not produce as concrete descriptions of the illustration ideas as others. The illustration of this article was performed more iteratively and ideas were created during browsing the thumbnail images.
The image retrieval system, based on thumbnail images, textual representations of photo attributes and textual queries, and the interface used in the tasks were the same as used in test personsÕ work-place in Aamulehti newspaper. Thus, no instruction sessions on the use were needed. The photo collection consisted of 25 000 low resolution images and was divided into sub-collections by photo source and archiving year.
The test persons were allowed to search freely for the illustration. They formulated queries and browsed thumbnail images until they were satisfied with the result. Often some candidate photos were printed on paper and the final selection was made from these photos. The searching behaviour was similar to that observed in the newsroom (see [18] ).
The test persons were asked to explain why the selected photo was suitable for illustrating the article, which photo attributes they considered important in it and why it was considered a 'good photo'.
Similarity Assessment Task
The test persons were asked to pick up photos similar to the one they selected for illustration. The concept similar was explained in the following way: "The photos may be similar to each other in many ways. For example, there may be the same persons in the photos, the photos may visually resemble each other, they may express the same feeling or atmosphere or they may document the same news event. You may yourself define what you consider similar." We emphasised that we were mainly interested in similarity perceived from the photos, not from the associated information given, for example, in captions. However, at this stage the test persons were allowed to select photos on what ever basis they preferred.
The photo sets used in the similarity assessments (i.e. topical sets, see Figure 2 ) were retrieved from the database individually for each similarity assessment session. We did not want to exhaust the test persons but wished to offer them enough photos. The researcher assisted the journalist in formulating one or more textual queries to retrieve browsable sets of photos on the topic of the illustration idea. Differences in the size of the photo sets were inevitable, since some topics were poorly represented in the collection (see Table 2 ). While the test persons were working on the task they were asked to explain why they considered the photos they looked at similar or dissimilar. The photos judged similar to the illustration photo were printed on paper.
Grouping Task
The paper prints of photos judged as similar were put side by side on the table and the test persons were asked to recheck if the photos were similar to the illustration image. Then we asked the test person to say if there were any qualities common to all the photos selected. After that, we offered the opportunity to group the photos. If groups were formed, the test persons were asked to describe the grounds for the groupings made. Last, the test persons were asked to explain which photos were (un)suitable for illustrating the article and why.
Results on User-Perceived Similarity
The test persons selected different photos for illustration, even though illustrating the same article. Thus, the photos against which the similarity assessments were made were different for each test person. The test persons created similarity sets of three to nine photos (see Table 2 ). The similarity criteria expressed by them varied according to the article and illustration idea generated. However, each test person applied mainly the same criteria in both selecting the illustration photo (illustration task) and selecting photos similar to that (similarity assessment task). This implies that the actual work context, illustrating an article, was kept in mind when assessing similarity.
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The Similarity Criteria Applied in Online Browsing Sessions Assessment Stage One: Browsing the Thumbnail Images
The first impression seemed to be crucial since only a small share of photos was examined more closely (i.e. thumbnail images enlarged and captions read). The selection of potential thumbnail images for illustration as well as potential "similar" photos depended solely on the visual attributes (please remember that the set of thumbnail images was already fixed by the attributes expressed in the initial query Some of the attributes required of a suitable or a similar photo, often spontaneously defined before the selection session, were recognised in the small thumbnail images. The number of persons, shooting distance and colours often seemed to be the perceived and exploited photo attributes in the first place. The number of persons in the photo (e.g. "Ronaldo alone", "Bill and Hillary Clinton alone", "a mass of ice hockey players") seemed to be important since this attribute was mentioned frequently both in the context of the illustration task and the similarity assessment task. The shooting distance was the next most often expressed criterion at this stage. This criterion came up often when the test person was asked why some photos were discarded ("These are not at all similar. They are shot from a much longer distance"). Photos with few and bright colours were looked for. Often the colours were deemed to be too light or dark. The colours were also exploited in indicating the background (e.g. "there's green...also a football field in the background").
The test persons also tended to examine photos which did not possess the attributes desired but which differed from the other photos in the set. These photos were claimed to look so interesting that the test persons wanted to look at them more closely (e.g. "No, this is not similar. It just seemed so interesting that I wanted to see it "). These photos were explained to be untypical in regard to their colours or composition and thus stood out from the set.
Assessment Stage Two: Examining the Enlarged Photos and Captions
When photos were examined closely, the gestures and facial expressions (e.g. "a triumphant smile") of persons emerged as important criteria in both the illustration and similarity assessment tasks. In all, these attributes were referred to in nine tasks (out of ten). Not only were the faces desired to be seen clearly but the expressions on these faces and the gestures created the desired atmosphere and feeling in the photo. On the contrary, for Article 6, which concerned Islamic countries, the desired atmosphere, a feeling of threat, was generated from the covered faces of Muslims.
The specified action taking place (e.g. playing) in the photos seemed to be a criterion of similarity in three tasks. The background (e.g. a football field) of persons and other objects (e.g. flags, posters) in the photo were said to be important in the context of three tasks.
Some attributes such as the photo composition were mentioned more often during the similarity assessment task than during the illustration task. We did not find out exactly what the test persons meant by the 'composition', but at least criteria such as Òthe persons are in the middle in the photoÓ were put under this term. Other attributes possibly gathered under the label Ôcomposition' were also mentioned frequently: similar cropping, shooting angle and photo direction. These were also the photo attributes mentioned when the test persons described Òa good photoÓ.
The photos were looked at more closely because they visually fulfilled the requirements or were otherwise attractive. However, the test persons also applied contextual criteria. Abstract ideas (e.g., democracy, religion) were referred to as the basis for similarity in tasks 8 and 10, both concerning Article 6.
Grouping the Photos
In the grouping task the test persons were asked 1) to describe what was similar, i.e. shared by all the photos judged as similar, 2) to further group the photos judged as similar if possible, 3) to describe which attributes made the difference between groups.
In most cases, the similarity of selected photos seemed to be based on two or three photo attributes. These were considered important in the context of the article and the illustration idea. Regarding other attributes, the photos might be dissimilar. Again, the number of people, the gestures and facial expressions, shooting distance, the background and action were mentioned most often as the criteria shared by all the photos judged as similar. In two cases, the criteria shared by all similar photos were abstract concepts or atmosphere interpreted from the photos or from the context information. Both of these tasks related to Article 6. The photos selected as similar in the context of Article 6 did not need to share the same visual attributes even if this was sometimes the case.
In nine tasks, some groupings were made, revealing that there was some heterogeneity in the set of photos considered as similar (Table 2) . We would like to point out that for a given article, the photo against which the similarity assessments were made, was different for each test person. 
Task

Article Photos in Topical sets
Photos selected similar Groups formed 1 1 203 6 2 2 2 185 4 2 3 4 5 9 3 2 4 1 203 9 3 5 3 6 1 8 2 6 5 427 6 3 7 3 6 1 6 3 8 6 323 4 2 9 5 427 3 -10 6 199 9 3
the Number of Groups Created in Each Task
The number of people, the gestures and facial expressions, shooting distance, the background, action, photo direction, shooting angle and the direction of movement were used as the bases of groupings. For example, when the number of persons (ÒaloneÓ), background (Òfootball fieldÓ) and composition were mentioned as criteria shared by all the photos in the similarity set, action was the basis of the grouping, i.e., ÒplayingÓ in Group 1 vs. ÒposingÓ in Group 2 (Article 3). The context information was referred to three times as a basis for forming groups of photos unsuitable for illustration. The actual news context (e.g. specific event, country) and the shooting time determined if the photos were usable or useless in the context of the article.
In two cases the grouping revealed that the photos selected as similar were actually for two different page layouts. In the first case, the grouping was based on the number of persons in the photo. The test person claimed that one of the photos with two persons (Group 1) could be chosen for the layout where the photo would have a large space on the page. If the photo was used in a small size, a photo of a person alone (Group 2) would be a better choice. The shared attributes were the facial expressions and gestures of the person(s) in the photo ( Figure  2 ).
In the second case, the grouping was based on which direction the photo was ÒfacingÓ. The meaning of this grouping related again to the layout: the journalist explained that which group to use depended on which side of the article the photo would be: The photo should be facing the article. These cases revealed a problem in our methodology. We had not considered the role of the whole page and its lay out as important as it was.
In addition, some groupings indicated that some photos selected as similar were actually not considered to be very similar. This was due to the data gathering method. To ascertain as many of the criteria applied as possible, the researcher asked why some photos were considered to be dissimilar. The effects of this disturbance can be seen from the following sample in our data: "No, there's nothing similar...well, they are also walking and the shooting distance is about the same and the angle..." and soon after "well, there's a lot of similarity. " Some photos selected as similar were judged to be unsuitable for illustrating the article. The explanations were that the photo was connected to some other news event or country than the one the article was dealing with, the photo expressed another abstract idea than desired (e.g., ÒarmyÓ instead of ÒterrorismÓ) or that the photo was not considered Ògood enoughÓ. However, it is difficult to give any numbers on this matter since the test persons sometimes expressed uncertainty. They explained that in the work-place they would consult the writer of the article or someone in the news-room. For example: Òif this ice hockey player is known as a nice guy on the ice and never offensive, then I couldnÕt use thisÓ. Illustration is sometimes teamwork. 
Conclusions
In this paper we have introduced an evaluation framework and a test collection for CBIR. We also have reported an exercise testing the proposed methodology in building the test collection, and how journalists perceive the similarity of photos. The proposed evaluation framework has the following advantages:
1. So far there has been no evaluation framework of CBIR algorithms available.
2.
The performance testing of CBIR algorithms is based on photo similarity perceived by typical (expert) users in the context of realistic illustration tasks and environment. 3.
The laboratory model and a standard, portable test collection supports efficient prototyping in short development cycles.
In the evaluation framework, the test database from which the CBIR algorithms are supposed to retrieve and rank photos, and the recall base are defined in a unique way, based on concept similarity, not relevance. The test database for each illustration task is built through textual queries and is therefore independent of the algorithms. They may be relatively small (e.g. 100-300 photos), and still the retrieval and ranking capabilities of the algorithms can be measured. If test users are making the broad textual queries in a large operational news photo archive, the resulting test databases are large enough and contain enough variation in colours, shapes and textures. The number of test sets n has, of course, to be high enough to achieve statistically testable results.
The recall base is built on the test user's similarity judgements which form sets of photos judged as similar on explicable criteria. These criteria are based on a real illustration task and the test persons' experience in performing these tasks as a professional work routine. We do not necessarily need to know the similarity criteria applied by the test users in different test queries, but that information is useful. The assessments alone are enough to evaluate average performances, but knowing the similarity criteria helps in making comparisons between differently profiled sets of similar photos.
The recall bases also contain enough variation in visual attributes, which may be secondary to human users, in order to reveal whether the CBIR algorithms too easily estimate as dissimilar such photos which for humans are similar. This may happen, e.g. if portraits of a single person have radically different backgrounds. This algorithm property may also be tested by systematically varying the starting image for the algorithms.
If the CBIR algorithms were to retrieve photos from the whole photo database, they would undoubtedly retrieve visually similar photos not retrieved by the textual queries before. However, at this stage of development, we think that the smaller task proposed in the evaluation framework, based on smaller sets of illustration task dependent photos, is sufficient. We need to learn the capabilities and pitfalls of the CBIR algorithms and to learn to apply them properly. The proposed evaluation framework serves this purpose well.
In the exercise, the four journalists generated ten sets of 2-10 photos judged to be similar in the context of their illustration task. The results showed that the selection of potential photos while browsing the thumbnail images was based on attributes perceivable at a glance. Attributes like the number of persons, shooting distance and colours as well as composition, cropping and the background were mentioned. Such attributes have a role in the first sight assessment of photos. Thumbnail image browsing is the primary area for applying the CBIR algorithms. At this stage, the criteria applied in similarity assessments are clearly more concrete and tangible than at the stage of examining enlarged photos. This is good news for the developers of CBIR algorithms. However, the level of abstraction was in many cases well above the level of elementary features managed by the present CBIR algorithms.
When examining the enlarged photos, the facial expressions and gestures of persons, the action taking place and the feeling or atmosphere in the photo were often referred to. There was some heterogeneity among photos judged as similar and grouping was often found possible by the test persons. All the photos judged as similar seemed to share some important criteria while variance occurred in the values of other attributes.
The journalists taking part in the exercise were experts in their field and were used to select and judge photos quickly. They did not express any major difficulties in conducting the task.
The exercise gave us some important lessons for future work:
¤ Some visually similar photos may be neglected on the basis of contextual criteria if that is available (i.e. the photo related to a specific event other than that discussed in the article and was thus deemed unsuitable for illustrating the article) or just missed. The effect of contextual criteria in the similarity judgements should be removed (e.g., by preventing the scanning of captions while browsing thumbnail images). ¤ In this study we intervened in the similarity assessments by asking why some photos were found dissimilar.
This intervention seemed to sometimes cause judging as similar photos which were not in the first place considered similar. In creating the test collection the test persons should be left free to select photos without any disturbance. ¤ The test persons had difficulties in withdrawing from the illustration task. They continued to select photos for new illustration ideas or photos reminiscent of some of the candidate photos selected earlier. The test persons indicated clearly that these were selected for reasons other than similarity. To exclude these from the set of similar photos, the concluding examination of the selected photos as a complete set (grouping task) is a necessary control step. ¤ The page lay-out seems to be of major significance. The test persons should be given an approximate description of the page lay-out, at least the size of the photo on the page and on which side of the article it would be placed. ¤ There was some heterogeneity among the photos judged as similar. The test persons applied varying criteria in assessing the similarity. This means that the selection of the query photo when testing the CBIR algorithms need further consideration. In our view, there are two possibilities: 1) The query photo should be the illustration photo against which the similarity assessments were originally made. We cannot assume that the CBIR algorithm performs well if any other photo in the similarity set is used as the query photo.
2) The similarity set used in the tests is the group in which the user placed the illustration photo. Now any photo in the similarity set could be used as a query photo. ¤ The source database must be large enough (e.g. similar to the operational ones, 100 000 -300 000 photos) to guarantee a credible querying environment for different illustration ideas generated by the test users. It is highly probable that the users change their behaviour in small databases where the output overload is not a real problem.
Vakkari and JŠrvelin [29] have analysed the literature on information seeking and retrieval and suggested a holistic framework for developing task-embedded IR systems. The categories that should be taken into account in systems development include: tasks, actors (users), (organisational) environments, information needs, sources of information, seeking/searching strategies, retrieval techniques, success (including relevance and effort), as well as time. Each of these is multidimensional and may be classified in several ways. Vakkari and JŠrvelin propose that systematic relationships between the categories should be studied, i.e., which kinds of actors benefit from which kinds of strategies in what kinds of tasks. They criticise the laboratory model of IR for being limited to an artificial task and for not being responsive toward requirements of tasks, actors, environments, etc.
In the present proposal for an evaluation framework of CBIR algorithms tasks, actors, and environments are taken into account by carefully developing the recall bases with respect to realistic illustration tasks, professional illustrators and operational environment. Therefore the performance of CBIR algorithms can be evaluated on realistic criteria. This helps to judge whether CBIR algorithms can be successfully integrated into systems which support real users in their real tasks.
It is clear that the proposed evaluation framework cannot reasonably produce valid findings concerning the performance of CBIR algorithms in other domains, different from the newspaper article illustration domain. Other illustration domains need to be studied and corresponding test collections designed. Working on a broad spectrum of domains guarantees a solid base for evaluation.
