Empirical evidence shows that the dynamics of high frequency-based measures of volatility exhibit persistence and occasional abrupt changes in the average level. By looking at volatility measures for major indices, we notice similar patterns (including jumps at about the same time), with stronger similarities, the higher the degree of company capitalization represented in the indices. We adopt the recent Markov Switching Asymmetric Multiplicative Error Model to model the dynamics of the conditional expectation of realized volatility. This allows us to address the issues of a slow moving average level of volatility and of different dynamics across regimes. An extension sees a more flexible model combining the characteristics of Markov Switching and smooth transition dynamics.
detected from one market to another is the object of a large debate in the literature (see, for example, Gallo and Otranto, 2008; Engle et al., 2012 , and references therein) which extends to the consequences of capital markets integration for portfolio diversification. In this paper we want to model volatilities in a univariate context with the aim to identify which indices present common features in the dynamics, given that each of them represents a different degree of market capitalization. The econometric approach is an extension of the Multiplicative Error Model pioneered by Engle (2002) in the direction of identifying regimes of volatility with a Markov Switching behavior. Sudden changes typically occur when large shocks hit the markets and possibly showing up in the series as common to several indices. This impression is confirmed by the graphs in Fig. 1 where volatilities of six US indices are plotted on the period between January 3, 1996 and February 27, 2009: Standard & Poor's 500 (S&P500, 3263 obs.), Dow Jones 30 (DJ30, 3261 obs.), the S&P400 Midcap (S&P400, 3258 obs.), Russell1000 (RU1, 3262 obs.), Russell2000 (RU2, 3264 obs.) and Russell3000 (RU3, 3262 obs.). 1 The visual inspection of these time series reveals a high degree of persistence and several abrupt changes, particularly clear in the most recent period, with turbulence leading to the burst of the tech bubble, the 2001 recession, the low level of volatility in mid decade and then the explosion of uncertainty following the subprime mortgage crisis. On the other hand, these peaks seem less marked, especially in the first part of the series, for S&P400 and RU2, which are indices representing companies with a lower degree of capitalization.
Recently, Gallo and Otranto (2012) have conjectured the presence of changing levels of the prevailing average volatility by subperiods: the series show in fact alternating regimes which visually involve changes in the level but may also correspond to differences in the dynamics in the series. They propose to extend the class of Multiplicative Error Models (MEMs), developed by Engle (2002) and expanded by Engle and Gallo (2006) , including a Markov Switching dynamics in the parameters to capture the presence of regimes. Being a MEM, this class of models applies to non-negative valued processes, therefore capturing dynamics without resorting to logs and producing forecasts of volatility (and not of log-volatility); moreover, considering the presence of regimes, these models capture the different phases of volatility, characterized by quiet periods, turmoil phases and accommodating brief abnormal peaks, leading to more realistic interpretations.
In particular, applying their model to the same S&P500 volatility series analyzed here, Gallo and Otranto (2012) show that it is possible to obtain a better fit relative to the standard MEM, to avoid the high persistence in the estimated series (which contrasts with the empirical evidence) and to eliminate the residual autocorrelation which affect many realized volatility models. In this paper we propose a further extension of this class of models, allowing also for the possibility that the parameters relative to the error distribution can follow a different change in regime than the parameters of the conditional expected volatility. This is achieved by considering, as in Otranto in this class judging upon its statistical properties and drawing some considerations about the similarities in the changes in regimes across the six series.
The paper is organized as follows: in the next section we introduce the new class of Markov Switching models within the MEM framework. In section 3 we show the empirical results, keeping the standard MEM model as a benchmark. Some final remarks will conclude the paper.
A Class of Markov Switching AMEM
The basic MEM idea is introduced in Engle (2002) and successively developed in Engle and Gallo (2006) : for what is of interest here, the volatility x t of a certain financial time series is modeled as the product of a time varying scale factor µ t (the conditional mean of x t ) which follows a GARCH-type dynamics, and a nonnegative valued error ε t :
where Ψ t represents the information available at time t. This base specification takes the presence of asymmetric responses of volatility to the sign of the returns (Engle and Gallo, 2006) , where the coefficient γ captures a stronger reaction to past volatility when accompanied by negative returns.
We call this model Asymmetric MEM (AMEM); setting γ to zero gives us the standard MEM.
Constraints can be imposed to ensure the positiveness of µ t (ω > 0, α ≥ 0, β ≥ 0, γ ≥ 0) and the stationarity of the process (persistence (α + β + γ/2) less than 1). The Gamma distribution depends only on a single parameter a, providing a mean and a variance of the conditional error equal to 1 and 1/a respectively. Correspondingly, the conditional mean and variance of x t are µ t and µ 2 t /a respectively. Further lags could be added. In order to extend the capabilities of the model to capture extreme events which change market characteristics, such as sudden and persistent changes in the level of the series, Gallo and Otranto (2012) introduce the Markov-Switching AMEM (MS-AMEM):
where s t is a discrete latent variable which ranges in [1, . . . , n], representing the regime at time t.
I st is an indicator equal to 1 when s t ≤ i and 0 otherwise; k i ≥ 0 and k 1 = 0. Accordingly, the constant in regime j is given by (ω + j i=1 k i ). The changes in regime are driven by a Markov chain, such that:
Also in (2.2) the positiveness and stationary constraints given for (2.1) hold within each regime.
Gallo and Otranto (2012) identify three regimes for the S&P500 realized kernel volatility, that can be interpreted as the low, medium-high and very high volatility states. Dealing with the same S&P500 series and in order to compare the changes in regimes of this series with other five series with similar dynamics, we also fix n = 3. When γ st = 0, no asymmetric effects are present (MS-MEM). 2 Accordingly, the unconditional mean of the volatility within each regime is:
4)
The hypothesis that all the coefficients follow the same Markovian dynamics could be quite restrictive; for example, it would be plausible to think that the coefficient of the Gamma distribution follows its own dynamics not subject to the same regime changes as the coefficients of the conditional mean µ t . We propose an alternative model, to be used when the MS-AMEM does not fit the data adequately: we add another equation to (2.2) for the time-varying parameter of the Gamma distribution which changes more or less abruptly, depending on the value of the returns: 
In this case we obtain different regimes for the conditional mean equation and for the Gamma coefficient, which will follow proper dynamics with two regimes. We call the model represented by equations (2.2)-(2.3)-(2.6), the MS-AMEM with Threshold Variance (MS-AMEM-TV). 2 Details about the reparameterization of β st to guarantee a certain coherence between the regime and the level of volatility, and about the solution of possible estimation problems, are in Gallo and Otranto (2012) . In the same work another specification of the MS-AMEM is given, in which the asymmetry deriving from the sign of the returns may affect also the transition probabilities (the so called Asymmetry in Probability MS-AMEM).
Empirical Results
As a complement to the profile of the six volatility series shown in Fig. 1 We have also estimated the original AMEM, shown in equation (2.1), for all the series and compared its statistical performance with respect to the selected MS models. For this purpose we calculated the AIC 3 and some loss functions of interest, namely, the Root Mean Squared Error (RMSE), the Mean Absolute Error (MAE) and Theil's U (the latter calculated using the first differences of observed and forecasted data to detect the capability of the model to capture the turning points). On all accounts Markov Switching behavior is detected (see Table 1 ), with a strong improvement in the residual diagnostics.
One of the motivations to adopt a MS volatility model is the presence of autocorrelated residuals in the AMEM. In the same Table 1 we show the p-values of the Ljung-Box test statistics, in correspondence of lags 1, 5 and 10, for the AMEM and the selected MS models to check how uncorrelated the residuals are. 4 What we observe is that the models with three regimes are able to capture a large portion of the strong residual dependence structure still present in the AMEM.
The estimation results for the MS models are reported in Tables 2 and 3. From Table 2 , we notice a strong difference in model dynamics when the assumption of common dependence of the coefficients on the regimes is relaxed. Starting from the intercepts, the MS models show a significant increase in these coefficients when regimes change, with an increase of more than 5 points in the high volatility third regime; the models with MS and STV or TV do not show similar differences in the intercepts. In this case the more flexible variance is able to capture also abrupt jumps in the series maintaining small intercepts. As a consequence, volatility dynamics 3 Tests based on the likelihood function cannot be used to compare the AMEM with respect to the corresponding MS models because of the presence of nuisance parameters present only under the alternative hypothesis; in this case, with the proper caution, a classical information criterion could provide some information (see Psaradakis and Spagnolo, 2003) ; in particular the AIC seems to choose the correct state dimension more successfully than the BIC, provided that the parameter changes are not too small and the hidden Markov chain is fairly persistent. 4 For MS models we have used the generalized residuals, introduced by Gourieroux et al. (1987) for latent variable models, defined as E(ε t |Ψ t−1 ) = is represented by different coefficient behavior; in the case of models type (2.2), the α and γ coefficients increase with the regime whereas the β coefficients show an opposite behavior; this involves a strong dependence on the most recent observation and on the sign of returns for the regimes of high volatility and a lower persistence. The models containing equation (2.6) show that the third regime depends only on the values corresponding to negative returns and an increasing persistence in the third regime. It is interesting to note also that the estimated coefficients of the RU1 and RU3 volatility are very similar (pointing to a common DGP), whereas they differ from the one of RU2. We can argue that the companies with larger capitalization present in both RU1
and RU3 dominate the behavior of the volatility, while the smaller caps in RU2 behave differently.
In terms of transition probabilities (Table 3) , it is evident that there is a strong permanence in the same regime for all the indices, in particular in regime 1 and 2. Regime 3 is less persistent for all Russell's and for S&P400. Some further insights are gained by looking at the off-diagonal elements of the transition probability matrix, with similar considerations for all the indices. Being in regime 1 there is a very low probability to switch to either of the other two regimes. From the regime of intermediate volatility there is a higher probability to move to the high volatility regime than to revert to a low volatility regime. By the same token, we note that the downward transition from the high volatility states occurs preferably with a move to the intermediate state: joint with the considerations above, there seems to be a strong interaction between regimes 2 and 3 while the period of low volatility is a sort of self standing regime.
The different behavior of the previous coefficients could be misleading in the interpretation of regimes; the level of the volatility within each regime is represented by the unconditional mean (2.4) by regime, which is shown in Table 4 for each series and signals the interpretability of regimes as increasing volatility. Moreover, S&P500, DJ30, RU1 and RU3 present similar levels of volatility in regime 1 and 2, which are higher with respect to the corresponding levels of S&P400 and RU2. The third regime is the one presenting the main differences among the six series; S&P500 and DJ30 are again similar, whereas S&P400, RU1 and RU2 show very high levels of average volatility, with RU3 in an intermediate position. Using smoothed probabilities, we can superimpose the average volatility levels to the observed series as in Figure 2 . Bursts of volatilities, as well as sudden reductions in their values, correspond to a discrete change in the average value around which volatility follows its dynamics. More erratic behavior is apparent in the less frequently inspected indices. It is clear that the MS-AMEM with STV or TV consider the third regime as a state which absorbs the highest peaks, whereas the MS-AMEM corresponds to a higher duration in the regime.
In practice, it seems that there is a certain consistency in the behavior of the high capitalization indices, whereas S&P400 and RU2 show a sort of definitive permanent level shift at the end of 1998, with consistently higher levels of volatility from there on. The coherence among the indices can be evaluated in Table 5 , where we show the percentage of cases in which the indices fall in the same regime. The high capitalization indices are in the same regime in more than 82% of cases, with a maximum in correspondence of RU1 and RU3 (96%). The coherence between high and low capitalization indices is low (between 44% and 65%), whereas there is a high coherence between S&P400 and RU2 (88.5%). Figure 3 addresses the issue of whether regimes are coherent across indices or whether the non-homogeneity is relative to a specific state: we build a bar graph where the frequency in each regime for one index is broken down by the frequency across its own regimes for another index. The S&P500 is the reference index in five panels while the last one reports results between S&P400 and RU2. If regimes agreed perfectly we would have each side bar of the color of the same regime. Variety signals different regime partition. The most striking result is the large coherence between S&P500 and DJ30 at one hand (top left panel) and between S&P400 and RU2 on the other (bottom right panel). The most striking contrast is between the latter two each with the S&P500 (right column, top and middle). This suggests that the small cap companies have a more similar behavior as the mid caps, while the largest of the large caps (well represented by the S&P500) dominate volatility behavior when inserted within an index.
Concluding Remarks
With direct volatility measurement, many interesting questions can be addressed about its dynam- a The model selected are: a MS-AMEM for S&P500, a MS-MEM for Dow Jones, a MS-AMEM-STV for S&P400, a MS-AMEM-TV for Russell1000, Russell2000 and Russell3000. a The model selected are: a MS-AMEM for S&P500, a MS-MEM for Dow Jones, a MS-AMEM-STV for S&P400, a MS-AMEM-TV for Russell1000, Russell2000 and Russell3000. The coefficients p i3 (i = 1, 2, 3) are not directly estimated, but they are obtained as p i3 = 1 − p i1 − p i2 . 
