We prove the existence of a forced time-periodic solution to general nonlinear Hamiltonian PDEs by using pseudoholomorphic curves as in symplectic homology theory. When the nonlinearity is time-periodic and sufficiently regularizing, we prove that for a generic time period a solution exists, thereby complementing the result by Rabinowitz [Rab78]. In order to extend the pseudoholomorphic curve methods from Floer theory to our infinite-dimensional setting and prove a type of Gromov-Floer compactness, we use ideas from the theory of Diophantine approximations to overcome the small divisor problem.
There has been a significant amount of research on the problem of finding time-periodic solutions of Ham PDE, e.g. [BCN80] , [CW93] , [Kuk87] , [Way90] and [Rab78] to mention just a few; we refer to the comprehensive book [Ber07] for an overview of the current state in the field. The existence of time-periodic solutions was proven when the nonlinearity is time-independent or when it has a prescribed time dependence, for example, in [GP08] and [GP09] . We want to stress that we are studying general nonautonomous Hamiltonian PDE without any predescribed time-behaviour of the nonlinearity. In order to employ the maximum principle for proving compactness of the relevant moduli space of pseudoholomorphic curves, though, we do have to make some technical assumption concerning the support of the nonlinearity; we hope to be able to relax this condition in future work.
In this paper, we consider will study general time-dependent Hamiltonian PDEs of the forṁ u = JAu + J∇Ft(u) with underlying Hamiltonian Ht(u) = 1 2 Au, u + Ft(u) =:
for some time-dependent and T -periodic nonlinearity Ft defined in Definition 1.9, and quadratic term HA (also called the free term) defined by a linear, unbounded, self-adjoint (differential) operator A : H → H. We restrict to the case where the Hilbert space is a space of functions in one variable, which depends on the specific Hamiltonian PDE. Before we give some examples of Hamiltonian PDEs of this form (2), let us first address the problem that the differential operator A of the free term HA is actually only densely defined. The free flow φ A t = e tJ A is a linear unitary map and hence extends to a linear unitary map on the whole space H. Even though the existence of the free flow can be established, we have to be careful about the kind of nonlinearities we allow for the flow of the full Hamiltonian to still be guaranteed: even when Ft is smooth, there need not exist a flow of Ft due to compactness problems. The existence of the flow is a very delicate problem and a big amount of great work has been done in this direction. See [Kuk95] , [Ber07] and [DG05] for examples of Hamiltonian PDEs. In this paper we avoid this problem by working with nonlinearities for which finite-dimensional approximations exist and are immediate. Example 1.1 (Nonlinear wave equation (NLW)). We write the nonlinear wave equation as ϕ − ϕxx − ∂1gt(ϕ * ψ, x) * ψ = 0; ϕ = ϕ(t, x) = ϕ(t, x + X), x ∈ S 1 = R/XZ (3)
with ψ ∈ C s (S 1 ) for s > 0 and g being smooth in both components and having uniformly bounded derivatives in the first component. This is a Hamiltonian PDE on the Hilbert space H = W 1 (S 1 , R) × L 2 (S 1 , R). It can be written as HPDE as
with J(ϕ, π) = (−π, ϕ) and with Hamiltonian Ht(ϕ, π) = 1 2 X 0 |ϕx| 2 + |π| 2 + 2gt(ϕ * ψ, x)dx.
However, this Hilbert space does not admit a complete Darboux basis. We will study a different structure in Example 1.5.
Example 1.2 (Nonlinear Schrödinger equation (NLS)). Consider the nonlinear Schrödinger equation
iu + uxx + ∂1ft |u * ψ| 2 , x (u * ψ) * ψ = 0; u = u(t, x) = u(t, x + X), x ∈ S 1 = R/XZ with ψ ∈ C s (S 1 ) for s > 0 and with f smooth in both components. We also require that the map s → f (|s| 2 , ·) is bounded and has bounded derivatives in the first component. The Hilbert space is L 2 (S 1 , C). The Hamiltonian is given by
Ht(u) = 1 2 X 0 |ux| 2 + ft(|u * ψ| 2 , x)dx.
This Hamiltonian PDE descends to an infinite-dimensional Hamiltonian system on projective Hilbert space.
See [Fab19] for more details on this last example. In contrast to [Fab19] , in this paper we will not focus on specific examples but rather consider nonlinear Hamiltonian PDEs with general nonlinearities on linear space.
We start by introducing Hilbert scales in the sense of [Kuk00]: our symplectic Hilbert space H is isometrically isomorphic to ℓ 2 via the complete Darboux basis {e ± n } n∈N by
We will write H0 = H and define H1 to be the (dense) subspace of H0 consisting of those u = nû (n)e ± n for which nû (n)ne ± n is in H0. We define ℓ 2,1 to be the image of H1 under the isomorphism between H0 and ℓ 2 described above. More generally, we define The totality (Hs) s∈R is also known as a Hilbert scale. We let H∞ = ∩Hs and H−∞ = ∪Hs. Note that Hs is dense and embeds compactly in Hr when s > r.
Assume that the nonlinearity Ft : H0 = H → R extends to a smooth map
Then the differential is a map dFt : H−s → (H−s) * ∼ = Hs and so, in particular, for the gradient it holds that ∇Ft : H0 ⊂ H−s → Hs.
If we write
∇Ft(u) = n ∇Ft(u)(n)zn =:
then we see thatv(n) = o(n
The nonlinearities in the examples above satisfy this condition: using the smoothness of f and g, one can show that Ft is smooth as a map from H−s → R. Note that since f and g are bounded and have bounded C α -norms, ∇Ft : H → Hs also has bounded C α -norms. For our methods to work in general, however, we only need the following slightly weaker condition: Definition 1.3. A map Ft : H0 = H → R is called s-regularizing when its gradient is a scale morphism of order −s, that is ∇Ft : H → Hs.
We say that the nonlinearity Ft : H → R is ∞-regularizing when it is s-regularizing for all s ∈ N. This happens in both examples when we would let ψ ∈ C ∞ . We stress here that we have two different kinds of regularity: one is the smoothness of the map Ft : H−s → R, the other is the value of s. The first of these corresponds to the regularity in the time coordinate of the solution to the Hamiltonian PDE, the second to the regularity of the space coordinate. See Section 6 for details and examples. When the nonlinearity is ∞-regularizing, the solution will be smooth in both the space and time coordinate.
When the Hamiltonian is of the form (2), then the gradient is
and so the Hamiltonian equation (1) iṡ
where XH = JA + J∇Ft. Since A is self-adjoint, we can diagonalize it. Here we have to make an assumption on the operator A. All known examples (see [Kuk95] ) satisfy this condition. From now on, we will work with admissible A. So let's choose such a complete Darboux basis consisting of eigenvectors of A, so that A = diag(λ1, λ1, λ2, λ2, . . . ) and Ae 
However, we want the Hilbert basis to be a complete Darboux basis of eigenvectors of the operator A. This forces us to choose
In this setting, we study equation (3) with the same nonlinearity. Now we write the operator A as A = (B, B) with B = √ −∂ 2 x and we write the nonlinear wave equation as
The inner product on
The complete Darboux basis is then given by
and the eigenvalues of A are
so λn = an d with a = 2π/X and d = 1. The flow maps are
X zn with zn defined as above.
Example 1.6 (NLS). The Hilbert space for this PDE is L 2 (S 1 , C) with complete Darboux basis given by
This means that the eigenvalues of the free part of the Hamiltonian A = −∂ 2 x are λ±n = (2πn/X) 2 . So the time-T flow of the free part of the Hamiltonian is
Writing the eigenvalues in the form suggested above, we get λn = an d where a = (2π/X) 2 an d = 2.
Here we already catch a glimpse of what will be a problem we need to address, which does not appear in the finite-dimensional case: in order to apply the machinery of Floer theory in our infinite-dimensional situation, we need to ensure that the system is non-degenerate, i.e. that the time-T flow map has no eigenvalue equal to 1. For the examples above this means that T /X (for Example 1.5) and 2πT /X 2 (for Example 1.6) should not be rational. Compare this condition for Example 1.5 with [Rab78] , who proved existence of forced time-periodic solutions when the number T /X is rational. For general eigenvalues λn = an d we need aT /2π to be irrational, where we stress that a implicitly depends on the space period X. However, even if these numbers are irrational, if n becomes bigger and bigger (a subsequence of) the eigenvalues of the flow could converge to 1. Let us illustrate this problem somewhat: to prove the existence of a solution to the nonlinear PDE, we have to assume that the time-T flow of the free Hamiltonian φ A T has only one fixed point, or, alternatively, that the only solution to the free Hamiltonian equationu
is u ≡ 0. When aT /2π is irrational, this forces the only solution to (4) to be u ≡ 0: if u0 is a fixed point of the time-T free flow, then expanding u0 as û0(n)zn shows that
So as long as aT /2π is irrational, for any n there are no eigenvalues equal to one. In the limit, however, this is not guaranteed: there could be a subsequence of (e iT λn )n converging to 1. This is an instance of the small divisor problem. To solve this problem, we need to control the way in which the eigenvalues (or a subsequence of them) converge to 1. The essence of our approach is that we should not be able to approximate the irrational number aT /2π too well by rational ones. More formally, we make the following definition. Definition 1.7. We call the pair of time and space periods (T, X) ∈ R>0 × R>0 admissible when the number aT /2π is Diophantine.
In particular, the Diophantine number aT /2π has finite irrationality measure. Let us explain this statement: every real number can be approximated by a continued fraction and this gives a measure of how good a real number can be approximated by rationals. For all σ ∈ R there exists p/q ∈ Q such that
The irrationality measure gives is a measure of how good this approximation can be. It is defined as the infimum of the set of real numbers ρ for which
holds for some fixed c > 0 and is usually denoted by r. In particular, it is at least 2. It turns out that the set of numbers of irrationality measure 2 (and hence of Diophantine numbers) has full Lebesgue measure [Bug12, theorem E.3] . By generic time period T we will mean T for which aT /2π has irrationality measure r = 2. For π, it is shown in [Sal08] that r < 8. This is used, for example, in [Fab19] to prove a statement similar our main theorem for the NLSE on projective Hilbert space.
In order to deal with the asymptotic nondegeneracy caused by the small divisor problem, our key idea is as follows: in order for Gromov-Floer compactness to hold, we want to assume that the nonlinearity can be approximated by finite-dimensional ones better than the eigenvalues of the time-T flow of the free Hamiltonian approach 1. This puts restrictions on the regularity of the nonlinearity. To explain this, consider the following: expanding u ∈ H as u = û(n)zn we let u k denote the restriction to
and we write X F,k t for the symplectic gradient of this finite-dimensional restriction. Then the flow φ F,k t of the restricted Hamiltonian F k t restricts to the finite dimensional subspace C k ⊂ H. We prove the main theorem for such finite-dimensional restrictions and show that the result still holds as we increase the dimension. This can be done because even though the time-T free flow map is asymptotically non-degenerate, the assumptions we will place on the nonlinearity assure that this is no problem. Key to this generalization to infinite dimensions is the following. Lemma 1.8. Assume the nonlinearity is s-regularizing with s > 0 such that ∇Ft : H → Hs has bounded C α -norms for all α. Then for all R > 0 we have
, where the C α -norm is taken over the set U k R ⊂ H of all points in H which have distance less than R from C k .
Proof. We have
where we decompose the gradient into a k-component ∇ k Ft and a normal component ∇ k ⊥ Ft such that their sum is the gradient of Ft. Because Ft satisfies the regularity assumption ∇Ft : H → Hs, the coefficientsv(n) in the expansion of ∇Ft(u) satisfyv(n) = o(n
We remark that for (higher) gradients of Ft, the same argument holds and we have convergence with all derivatives:
for all α.
Note that when Ft is ∞-regularizing then the convergence happens exponentially fast.
In order to be able to use the results from Floer and symplectic homology for open sets in finite dimensions as in [HF94] , [Oan04] , [Wen10] , we need a sequence of finite-dimensional Hamiltonians which converges in the proper sense to our infinite-dimensional one as above. To ensure that such an approximating sequence exists, we impose the following restrictions on the nonlinearity. 2. The nonlinearity is s-regularizing with s > s0 := 2 + 4d(r − 1). Here r is the irrationality measure of aT /2π and d the order of the differential operator A.
3. Ft has bounded C 0 -norm and ∇Ft : H → Hs has bounded C α -norms for all α.
4. Ft has bounded support, in the sense that for every k ∈ N there exists R k > 0 such that
To give an example of an A-admissible nonlinearity, let Ft be the nonlinearity from Example 1.2 or Example 1.5 and assume that the functions f and g, respectively, are bounded and have bounded derivatives. Assume that Ft is T -periodic with (X, T ) admissible. If we define Ft by
where χ is a smooth cut-off function with support in
We stress that the notion of A-admissibility depends on the operator A because the irrationality measure of the number aT /2π associated to the eigenvalues of A, as well as the order of the PDE, dictate what regularity we need for the nonlinearity. Observe that the Diophantineness condition is generic in the sense that Diophantine numbers have full Lebesgue measure. Our results do not hold when the number aT /2π is not Diophantine (for example, when it is rational). Note, though, that the Diophantineness condition should rather be thought of as a condition on the time period, rather than on the eigenvalues of A: we start with a Hamiltonian PDE and this condition restricts what time periods the solutions can have. So the result proven in this paper holds for almost all time periods T . The main result is the following: Theorem 1.10. For a Hamiltonian PDE with A-admissible nonlinearity there exists a forced time-periodic solution of regularity
From this main theorem we obtain the following corollary.
Corollary 1.11. Consider a Hamiltonian PDE with s-regularizing time-periodic nonlinearity with bounded C α -norms and bounded support in the sense of Definition 1.9 condition 3 and 4. Then for generic time period T , there exists a forced T -periodic solution of regularity
In particular, when s > 14 we find a strong time-periodic solution to the nonlinear wave equation and when s > 20 we find a strong time-periodic solution to the nonlinear Schrödinger equation, for generic time period. When s = ∞, we find a solution which is smooth in both the space and time coordinate.
We end this introductory chapter on Hamiltonian PDEs by going back to the problem, addressed earlier, that the Hamiltonian Ht is only densely defined, while the flow is defined on all of H. In particular, we do not have a Hamiltonian flow in the usual sense. Rather, it is an sc-Hamiltonian flow, which we define as follows. Definition 1.12. A map H : Hs → R is called strongly sc 1 when the differential dH : Hs × Hs → R extends to a family of maps
Let d ∈ N be the order of the differential operator A, then note that HA is a map
(in fact HA is smooth and quadratic as HA :
. It is strongly sc 1 because dHA is given by
and this defines a family of maps dHA :
Note that ω induces and isomorphism ω :
and so the (sc-) symplectic gradient X 1. φ is sc ∞ in the sense of [HWZ10] for the Hilbert scale (H dm ) m∈N . In particular, the time-derivative defines a family of maps ∂tφ :
2. There exists a strongly sc 1 map Ht :
The free flow φ A t is an sc-Hamiltonian flow. To show that we still get an sc-Hamiltonian flow after we have added the nonlinearity, it is sufficient to show that the flow of Ft is smooth on H k for all k. Then it is immediately sc-Hamiltonian. The first follows from the fact that J∇Ft is smooth as a map from H k to H k+s for s > 0 with uniform bounds, as the compact inclusion H k+s ⊂ H k guarantees that the flow on H k exists by Picard-Lindelöf. The nonlinearities in our examples satisfy this.
Floer theory in finite dimensions
Before stating the main theorem and explaining our approach, let us first give a brief introduction to Hamiltonian Floer theory (following [Sal97] and [AD13] ) and symplectic homology (following [HF94] ) in finite dimensions. Floer homology was initially introduced as a tool to prove the Arnold conjecture about 1-periodic solutions to the Hamiltonian equatioṅ
on a closed finite-dimensional symplectic manifold (M, ω). The notion of a symplectic manifolds generalizes the concept of linear phase spaces and is defined as a manifold with a closed nondegenerate 2-form ω. For the discussion of Floer homology below, we assume that π2(M ) = 0. Examples of such spaces are surfaces of positive genus 1 . The key idea of Floer homology is to do Morse homology on the loop space of such a manifold. Symplectic homology, which we discuss later in this section, is a generalization of Floer homology to open symplectic manifolds with cylindrical ends. To make the machinery of Floer theory for closed manifolds work in the open setting, one needs some extra restrictions and ingredients, as we will see below. An example of such an open manifold for which symplectic homology can be defined, is linear space, which is what we consider in this paper. In both the closed and open case, the construction realizes the 1-periodic solutions of the Hamiltonian equation as critical points of a certain functional on the loop space of the manifold. One then introduces a boundary operator (in the sense of homology) which counts flow lines connecting periodic orbits, thus forming a chain complex similar to the Morse chain complex. Under certain assumptions, it can be proven that the homology of this chain complex is isomorphic to the simplicial homology of the manifold, which proves the Arnold conjecture. We will now introduce Floer theory in more detail.
Let (M, ω) be a closed symplectic manifold of dimension 2n and LM ⊂ C ∞ (S 1 , M ) the connected component of the loop space of M which contains the constant loop (and hence all smooth contractible loops in M ). We will view such loops as smooth maps x : R/Z → M . This space is an infinite-dimensional Fréchet manifold. At a point x ∈ LM , the tangent space TxLM consists of vector fields along x: an element ξ ∈ TxLM is a smooth map ξ :
For a 1-periodic Hamiltonian Ht, we can define a 1-form on T LM by
Since ω is non-degenerate, we see that the zero points correspond to 1-periodic solutions of (5). This form is the differential of the symplectic action functional
where u : D 2 → M is a smooth extension of x : S 1 → M , meaning that u(e 2πit ) = x(t). So we see that critical points of the action functional are the 1-periodic solutions to equation (5). It can be shown that the value of AH is independent of the choice of extension u.
Let us fix a 1-periodic Hamiltonian Ht and assume all its 1-periodic orbits are non-degenerate in the sense that det(1 − dφ H 1 ) = 0, where φ H t is the flow of the Hamiltonian vector field Xt. Since we want to do Morse theory for AH , we need a metric on LM in order to study its flow 1 The theory discussed here in fact holds for monotone manifolds as well, meaning that the first Chern class is a positive multiple of the symplectic form. Examples of monotone spaces are projective space CP n .
lines. Let Jt be a 1-periodic family of ω-compatible almost-complex structures. This induces a time-dependent metric ξ, η t = ω(ξ, Jtη). The inner product on T x(t) LM is
The gradient ∇AH satisfies
and so ∇AH (x) = J x(t)ẋ (t) − ∇Ht(x(t)), where ∇Ht = JtXt. A gradient flow line, then, is defined as a map u :
where u is a smooth map u : R × S 1 → M satisfying u(s, t + 1) = u(s, t). This perturbed Cauchy-Riemann equation is known as the Floer equation. We define the moduli space of Floer curves as
Solutions of the Floer equation (6) are flow lines in LM , which can be seen as cylinders in M whose limit points are 1-periodic solutions x ± of the Hamiltonian equation. The energy of a solution u is defined as
holds. It turns out that a solution u to (6) has finite energy E(u) < ∞ if and only if the limits lims→±∞ u(s, t) are 1-periodic solutions x toẋ = XH (x), assuming all such solutions are nondegenerate. For generic Ht, the moduli spaces are finite-dimensional -although the dimension depends on the connected component. For the one-dimensional component M1(x − , x + ; H, J), we have the following theorem.
Theorem 2.1 (Gromov-Floer compactness). For a compact symplectically aspherical symplectic manifold (M, ω), the moduli space M1(x − , x + ; H, J)/R is compact, where the quotient mods out the R-action on the cylinders.
The higher-dimensional components may not be compact, but they can be compactified by adding broken curves. This will be explained in more detail in the next section.
One can then go further to define a boundary operator as in Morse homology. Assume now that we have constructed an appropriate analogue of the Morse index which assigns to every 1-periodic solution x an integer µCZ (x) ∈ Z (called the Conley-Zehnder index), such that the k-dimensional component of the moduli space contains Floer curves connecting x and y with µCZ (x) − µCZ (y) = k. We can then define the Floer chain complex. Let P(H) be the set of 1-periodic solutions of (5). The chain groups are defined as
The Floer boundary operator counts flow lines (in Z/2Z to avoid trouble with orientations) between critical points of the action functional and is defined as
where the quotient is with respect to the natural R-action on solutions u. Taking the quotient lowers the dimension by 1 and so Gromov compactness Theorem 2.1 ensures that the quotient in the definition of ∂ F is a finite set of points. The homology of this complex is called Floer ho-
. Now the crucial step in proving the Arnold conjecture is to prove that this construction is, in fact, independent of the choice of Hamiltonian so that it makes sense to write F H•(M ). This can be used to construct an isomorphism between the Floer homology and simplicial homology of the symplectic manifold, which proves the Arnold conjecture. This idea of invariance plays a crucial role in our considerations as well and we will come back to it after the following summarized comparison between Morse and Floer theory [Oan04] : [AD13] or [Wen16] .
We can adapt this construction of Floer homology to the setting of linear space (C k , ω) as done in [HF94] (see also [Vit99] , [BO09] , [Wen10] or [Oan04] for Floer homology of open symplectic manifolds). One of the main difficulties one has to overcome in the transition from a compact to a non-compact space, is the fact that compactness of the moduli space will not automatically hold due to the fact that the Floer curves could escape to infinity. In [HF94] Floer homology is constructed for open sets in C k by considering Hamiltonians Ht which, among some other more technical assumptions, satisfy the following two conditions:
• Ht is asymptotically quadratic, meaning that there exists a positive definite linear operator A such that
• The linear Hamiltonian systemẋ = iAx only has the trivial solution.
If we restrict all notions in the setup from Section 1 to C k , the free part of the Hamiltonian HA(u) = Au, u plays this role of quadratic Hamiltonian with linear operator A. The assumption that (T, X) is admissible ensures that the second condition is also satisfied. Compactness can be proven by invoking the maximum principle, which gives C 0 -bounds on the Floer curves. One can then construct Floer homology as in the closed case and this is called symplectic homology. Because we have to ensure that the Floer curves remain bounded, in general invariance of the Hamiltonian in the case of symplectic homology is more subtle than for Floer homology for closed spaces though. Assume H1 and H2 are two (asymptotically quadratic) Hamiltonians as above and H s : [−1, 1] × R × C k → R a monotone homotopy between them. By this we mean a smooth family of Hamiltonians for which H −1 = H1 and H 1 = H2 and ∂sH s ≥ 0. Then the symplectic homology constructed using H s is invariant of s. In our setting things are slightly different: the homotopy we use in Section 3 is not monotone. To overcome this, we could start with the free Hamiltonian HA and add a nonlinear term as long as it has bounded support. This does not change the homology because the maximum principle still holds. This means that the symplectic homology constructed using the free Hamiltonian HA is the same as the symplectic homology constructed using Ht = HA +Ft. Since the existence of a (trivial) solution is guaranteed when the nonlinearity is the zero map, we find a solution to the nonlinear PDE (1). Here we remark that in this paper, we don't go as far as to construct symplectic homology for Hilbert spaces. Rather, we only need that the moduli space of Floer curves is compact to deduce the existence of a single solution to (1). In upcoming papers we will extend the results in this paper by defining Floer homology for Hamiltonian PDEs in full, in order to exhibit the full power of symplectic homology theory.
Main theorem and finite-dimensional results
Before stating the main theorem, let us rewrite the setting a little: when the Hamiltonian Ht is a sum of two terms HA and Ft, then (see for example [MS17] ) the flows of Ht and of HA and Ft are related via
where Gt := Ft • φ A t and where (HA#f )t := HA + ft • φ A −t for any function ft. So T -periodic solutions of (1) are in one-to-one correspondence with u satisfyinġ
We call such solutions φ A T -periodic. We will prove existence of φ A T -periodic solutions, which by the above correspondence implies existence of a true T -periodic solution. From now on we will use Gt as in (7) instead of Ft and say that Gt is A-admissible when Ft is. Note that the norms of F and G coincide because the free flow is unitary. Recall that when Gt ≡ 0, the only solution to the PDE is u ≡ 0.
Theorem 3.1. For a Hamiltonian with A-admissible nonlinearity Gt there exists a (weak) solution u1(t) of the nonlinear Hamiltonian PDE (7) and hence of (1), as well as a Floer curve u : R × R → H for which there exists sequences s ± n ∈ R with s ± n → ±∞ as n → ∞ such that
The solution u1(t) = u1(t, x) to (7) is periodic in both variables as u1(t + T, x) = φ A T u1(t, x) and u(t, x) = u1(t, x + X).
A result similar to our main theorem is proven in [Fab19] for the nonlinear Schrödinger equation on projective Hilbert space (see also Example 1.2). Because of the extra topology on projective Hilbert space, the author can prove the existence of infinitely many solutions rather than just one. We stress that our paper is self-contained, as in contrast to [Fab19] we study the case of general Hamiltonian PDEs.
As a corollary to our main theorem we get Corollary 3.2. For a Hamiltonian PDE with A-admissible nonlinearity there exists a forced time-periodic solution.
Let us explain the statement of the main theorem: by a Floer curve we mean a smooth map u : R × R → H which satisfies the Floer equation and φ A T -periodicity condition
where ∂ = ∂s + i∂t. Here (and after) we write i instead of J because we are working in the complex eigenbasis for the operator JA, where J is multiplication by i in each complex plane Span C {zn}. The map ϕ ∈ C ∞ (R) is a cut-off function specified by
The Floer curve u connects the two solutions in the sense of the asymptotic conditions (8).
The approach we take is to restrict ourselves to a finite-dimensional subspace C k ⊂ H and prove the result there, using the well established results of Floer theory in finite dimensions. Since the Hamiltonian HA is only densely defined but its flow φ A t is an everywhere defined symplectomorphism, we use Floer theory for symplectomorphisms as in [DS94] . We then show that the result holds as we increase the dimension: this crucially uses our assumptions on the nonlinearity, which ensure that the higher-dimensional contributions decrease fast enough so that the finite-dimensional results carry over to infinite dimensions.
We start with the case of finite-dimensional nonlinearities: let Ft : C k → R be any smooth (time-dependent) map with bounded support, then it is automatically A-admissible for any A and any periods (T, X). We refer to Gt := Ft •φ A t as a finite-dimensional nonlinearity. Consider now the s-dependent Floer equation in C
with ϕτ (s) defined by ϕτ (s) = 0 for s ≤ −1 and s ≥ 2τ + 1;
As explained in Section 2, our results stem from a careful analysis of the moduli space of curves satisfying this Floer equation (9). We define the moduli space for the finite-dimensional problem by
Note that the energy E( u) = ∂s u 2 2 of the Floer curves is uniformly bounded by 4T F C 0 (see [MS04, chapter 8]) which is finite by Definition 1.9 condition 3. Assuming transversality (as in step 4 in Section 2) for the moment, the moduli space of such pairs ( u, τ ) is a 1-dimensional manifold. Since for τ = 0 the unique Floer curve ( u, 0) is the constant curve u ≡ 0, Floer curves ( u, τ ) exist for all τ > 0 by Gromov-Floer compactness. Pictorially such Floer curves look like
where the gray area depicts the part where ϕτ (s) = 1. The idea is that when we compactify the moduli space, we add broken holomorphic curves. By this we mean the following: a Floer curve uτ with τ ∈ R connects the trivial solution to itself. If we now let τ → ∞, we say the curve breaks if the limit consists of two concatenated curves, one connecting the trivial solution u0 to a solution u1 of the nonlinear PDE, and one connecting u1 to u0. We then have found a Floer curve which satisfies the asymptotic condition (8) in C k .
• u0 u u1
Note that the assumption that the free Hamiltonian PDE only has the trivial solution is essential here to conclude that the solution u1 at which the curve breaks is a solution to the nonlinear PDE: first, note that when the curve would break where ϕ is zero, then one component would be trivial by energy reasons. Hence we may assume that it breaks where ϕ = 1. Note that the solution u1 is indeed non-trivial as it does not lie outside the support of Ft, in that else it would be a non-trivial fixed point of the free flow, which does not exist. Alternatively, the last claim also directly follows from the maximum principle.
In order to show that we can compactify M k , we crucially use the condition (4) in Definition 1.9 and the following result. This implies that Floer curves u cannot escape the ball BR k (0): if they would, they would be holomorphic outside the ball, where Gt = 0, and so by the above they could not have a maximum which is impossible. So even though the target space of the Floer curve is not compact, the image is contained in a compact set. This means that Gromov-Floer compactness holds, provided that transversality of the perturbed Cauchy-Riemann operator ∂ − ϕτ (s)∇G Finally, we also mention that existence of holomorphic spheres is excluded due to the fact that the symplectic form is exact. This shows that Gromov-Floer compactness indeed holds for M k and that the limit curve connects the trivial solution u0(t) ≡ 0 to a non-trivial solution of the finite-dimensional Hamiltonian system.
Bubbling-off analysis
Let now Gt be an A-admissible nonlinearity and G k t its finite-dimensional restriction with symplectic gradient X G,k t . The main theorem for such finite-dimensional nonlinearities is proven in the previous section. We show that, after passing to a subsequence, the finite-dimensional Floer curves u k = ( u k , k) ∈ M k for the restricted nonlinearity G k t converge in the C ∞ loc -sense as k → ∞ to a Floer curve on the infinite-dimensional Hilbert space, as in the main theorem. This can be done because even though the time-T free flow map is asymptotically non-degenerate, our assumptions on the nonlinearity assure that this is no problem. Also, the finite-dimensional bubbling-off argument (see [MS04, chapter 4] ) to uniformly bound the derivatives still works in our setting as well, and there are uniformy C 0 bounds on the nonlinearity which ensure the energy is finite.
As a first step we would like to bound the Floer curves u k , for all k, in the C α -norm for all α. We will do this by showing the first derivatives are bounded and then using an elliptic bootstrapping argument. Showing that the first derivatives are bounded is done by assuming that
and showing that this assumption leads to the formation of a sphere. We will not argue, as in the finite-dimensional case, that because ω is exact no holomorphic spheres can exist: this would require Gromov-Floer compactness in infinite dimensions. Rather, assuming the first derivative is unbounded, we show that a sphere is being formed as image of the disc where the length of the image of the boundary of the disc converges to zero. We then bound the derivative of the Floer curve by the symplectic area of these discs, which by exactness of ω is the length of the image of the boundary, thereby deriving a contradiction. This implies boundedness in the C 1 -norm. An elliptic bootstrapping argument then gives us boundedness in all C α -norms. We use ideas similar to those in [Fab19] . We stress, however, that contrary to [Fab19] for our problem we work on linear space and with general Hamiltonians with minimal regularity.
We start with a lemma about the first derivatives.
Lemma 4.1. The first derivatives of the Floer curves u k are bounded uniformly in k, i.e.
Proof. We follow the strategy outlined above: assume that the first derivative is unbounded in the sense that for
the sequence (C k ) k∈I converges to ∞ for some index-set I. We can assume that Floer curve attains this maximum at some point z k because of the asymptotic conditions. Now we reparametrize
Let L : C ∞ (S 1 , C k ) → R be the map which assigns to a loop its length with respect to the metric
, where again we restrict the symplectic form ω to C k . Now by exactness
Now we show that for increasing dimension k, the length of the image of the boundary circle decreases. More precisely, we show that for all k, there exists √
As a first step, we show that A is bounded by the energy of the solution u k as k → ∞, which will show that the area is bounded.
Since √ C k → ∞ by our assumption (10), the second term vanishes. Now we write v k (z) = v k (re iθ ) and compute
using Cauchy-Schwarz and the the previous inequality. By setting
which tends to zero as k → ∞. Now the a priori estimate [MS04, chapter 4]
gives us the contradiction we are looking for: for k → ∞ the symplectic area A( v
for k sufficiently large, while r k → ∞ so that the derivative at 0 is zero, which we assumed it was not.
We can now apply the aforementioned bootstrapping argument, to show boundedness of the Floer curves in all C α -norms.
Proposition 4.2. For all k, α ∈ N, we have
Proof. By the result above, and the discussion following the maximum princple, we know that u k C 1 is bounded. We will use the fact that our sequence of finite-dimensional nonlinearities approximates the original one and an elliptic bootstrapping argument, to show boundedness in all C α -norms. By the Sobolev embedding theorem (see e.g. [Bre10, section 9.3]), the inequality
holds for p > 2, with α, β ∈ N and for all β ≤ α − 2/p, and a constant c0 > 0 which is independent of the dimension of the codomain. Now we use induction on α to show boundedness of u k in the W α,p -norms to get boundedness in all C β -norms. We have that boundedness in C 1 implies boundedness in W 1,p . Assume
is bounded for some α > 1, uniformly in k. We have that u k satisfies
By the A-admissibility assumption,
converges to ∇G C α and so the ∇G
and the induction hypothesis, we get boundedness of ∇G k t ( u k ) in the W α,p -norm, with some constant c1 > 0 independent of the dimension of the codomain. Now local regularity of the Cauchy-Riemann operator ∂ together with boundedness of η in the W α,p -norm, implies
is finite. Note that, again, c2 > 0 is independent of the dimension of the codomain, which completes the proof.
Small divisor problem
Informally, we have chosen the setting such that the contributions of the finite-dimensional approximations of the nonlinearity in higher dimensions are negligible compared to the lowerdimensional contributions. In this section, we will make this statement precise by giving bounds on the norms of the tail of u k , and invoke a result from number theory to overcome the small divisor problem.
Let us write a finite-dimensional solution of the (τ, s)-dependent Floer equation (9) as
and call the tail u k,ℓ ⊥ of u k the normal component. The desired statement (Proposition 5.6) needed for the proof in Section 6 of the main theorem, is then that
In order to prove this, we need three lemmas and some corollaries: we first bound the 2-norm of ∂s u k,ℓ ⊥ in terms of the C 0 -norm of the nonlinearity. We then bound its supremum norm in terms of its 2-norm and the C 1 -norm of the differential of u k , which is bounded by Proposition 4.2. These two lemmas are followed by corollaries, specifying how fast convergence of the norms to zero occurs as the dimension increases. We then address the small divisor problem and show that the higher dimensional contributions to u go to 0 faster than the eigenvalues of the free time-T flow φ A T go to 1. Here we use a result from number theory, which states that almost all numbers are Diophantine and hence cannot be approximated by rational numbers too well. We then combine these bounds to prove (11), which will allow us to prove the main theorem.
Lemma 5.1. The inequality
holds for some constant c > 0.
Proof. Let us define the energy of a map as the squared L 2 -norm of its s-derivative. Then, because we are working in an orthogonal basis, the identity
holds when we restrict the domain of the maps to R × [0, T ]. Then by the theory in [MS04, chapter 8], we can write the erergy of u k as
t . An inequality of this form holds for u k,ℓ , because u k,ℓ doesn't necessarily satisfy the Floer equation:
In both the expressions, the first integral is zero because the (truncated) solution is homotopic to the constant solution via the cut-off function ϕ(s). Since the energy of a holomorphic sphere only depends on the classes of the symplectic form and of the map, this shows that the first integrals are zero. Since the identity (12) becomes
where |||Ft||| is the Hofer norm, defined as
The above inequality involving the Hofer norm can be found in [MS04, section 9.1] and uses the fact that |ϕ ′ (s)| ≤ 2. From the definition of the Hofer norm, we see that it is bounded from above by twice the C 0 -norm of F , and so
which concludes the proof.
Combining this with our approximation assumption on the nonlinearity, we immediately get Corollary 5.2. The equality
holds.
Using the above, we can bound the ∞-norm of ∂s u
Proof. Let f : R 2 → R of class C 2 and assume without loss of generality that |f (0)| = f ∞ . Let
f ∞ for |x| ≤ R. Integrating f over a ball of radius R around 0, this implies
If we let f = |∂s u holds.
Now we show that the normal component contributes less, as the dimension increases, than the eigenvalues of the free time-T flow converge to 1.
Lemma 5.5. For m > l, the norm of the m th component ( u k )m of the vector u k , which is part of the normal component, satisfies
for some c > 0. Recall λm = am d is the eigenvalue of e T J A in the eigenspace C = Span {zm} and r is the irrationality measure of the (by assumption) Diophantine number aT /2π.
Proof. We start with
The sequence of eigenvalues (λ k ) k could very well have subsequence converging to an integer multiple of 2π/T . By our assumption that aT /2π is a Diophantine number, this has an irrationality measure r < ∞ which gives a bound on how well these approximations are. The last term in the expression above is bounded from below by m d c
Combining all this, we can prove the statement (11). 
and
by Corollary 5.4, therefore the same holds for the t-derivative
For the integral of ∂t u k,ℓ ⊥ , we then have:
Lemma 5.5 then implies that
and so
This concludes the proof because assumed that the nonlinearity was A-admissible, so that s > 2 + 4d(r − 1) and hence − s 4
Since almost all numbers have r = 2, generically this bound comes down to s > 2 + 4d. In the case of the Schrödinger equation this means we need s > 10 and for wave equation s > 6.
Completing the proof
We now complete the proof of the main Theorem 3.1. This consists of three parts: first, we prove convergence of the sequence (or a subsequence) of Floer curves ( u k ) k to a solution u of the Floer equation on the full Hilbert space. This is not immediate, since H, or even the support of the nonlinearity in H, is not compact, so that we cannot use Gromov-Floer compactness. We will prove this convergence in the C ∞ loc -topology. Secondly, we establish the asymptotic properties to conclude that this Floer curve connects the single (trivial) solution of the free Hamiltonian equation, to a (non-trivial) solution of the full Hamiltonian equation.
Finally, we spend some time establishing regularity of the solution. The regularity of the solution we find will, of course, depend on the regularity of the nonlinearity. We stress here that the existence of finite-dimensional Floer curves u k for the finite-dimensional nonlinearities G k t , which make up the sequence ( u k ) k , is proven in Section 3.
Lemma 6.1. The sequence (or a subsequence of ) (
loc -converges to a smooth solution u : R × R → H of the Floer equation
Proof. We first show that the normal component converges to zero in all C α -norms as the dimension increases. For this, we use that
Since the p-norm of u k,ℓ ⊥ converges to zero uniformly in k ≥ ℓ by Proposition 5.6, and by Proposition 4.2, we have
Elliptic regularity for the Cauchy-Riemann operator then gives us
for all α, and so
for all α. By Proposition 5.6 and (14), we even get
for all α ∈ N. So if a limit exists, convergence will be in the C ∞ loc -topology. To show that the limit exists, we start with the observation that there is a subsequence of ( u k,ℓ ) k of maps from R × R to C ℓ which C ∞ loc -converges to a smooth map u ℓ : R × R → C ℓ as k → ∞ for all ℓ. We stress that the maps u k,ℓ take values in C ℓ , so that compactness holds by analogous reasons as for finite-dimensional nonlinearities. In particular, by Definition 1.9 condition 4, the maximum principle ensures that the image is in a ball of radius R ℓ ⊂ C ℓ . Because we have locally bounded W α,p -norms for all α and hence, by elliptic bootstrapping and passing to a diagonal subsequence, local W α,p -convergence for all α, we also have local convergence in all C α -norms. Passing to a diagonal subsequence yet again, we obtain C ∞ locconvergence for all ℓ simultaneously. Now we show that in each C α -norm, the sequence of maps ( u k ) k thus obtained is Cauchy, which is sufficient to conclude C ∞ loc -convergence. Let ǫ > 0 and α ∈ N. Then there is an ℓ such that sup k≥ℓ u k,ℓ ⊥ C α < ǫ/3. For this ℓ, the sequence ( u k,ℓ ) k converges to u ℓ , so there is k0 ≥ ℓ,
Let us now establish the asymptotic behaviour of the Floer curve. Specifically, we have 
where u0 = 0 is the trivial and only fixed point of the free flow and u1 is a φ A T -periodic orbit of Gt. The solution u1(t) = u1(t, x) is periodic in both variables as u1(t, x + X) = u1(t, x) and u1(t + T, x) = φ A T u1(t, x).
Proof. Because the energy is bounded by the C 0 -norm of G k (and hence that of F k ), we get
Let γ ∈ N and consider the curve u γ : R × R → C γ . Choose γ ≤ |s Since there is no other fixed point of the free flow than the trivial solution, we indeed find a non-trivial fixed point of the full flow.
We finish the proof by showing that we have found a non-trivial solution u1 ∈ H. The means that the coefficients in the (Fourier) expansion satisfy u1(t, ·)(n)n δ → 0 as n → ∞ for δ < 1 4
(s − s0), which is equivalent to saying that the weak partial derivatives ∂ δ x u1(t, x) exists for all such δ and all (t, x) ∈ R × R in H. Since the differential operator A was assumed to be of order d, the result about the x-coordinate follows.
For the t-coordinate, we again recall from the proof of Lemma 6.1 that This implies that ∂ α t u1(t, ·)(n)n δ → 0 as n → ∞ holds for all α ∈ N and δ as above.
We again stress that for generic time period T , the irrationality measure is r = 2, so that s0 = 2 + 4d. As we mentioned in Section 1 already, the regularity of the solution depends on s but also on the specific Hilbert space on which the Hamiltonian PDE is modeled. Let us apply our results to our two examples. .3] we have W k,2 ⊂ C ⌊k−1/2⌋ . Since A is of order 1, we need our solution u1 to be an element of W 1/2+1 in order for it to be in C 1 . For generic time period T the irrationality measure of aT /2π is r = 2, so s0 = 6. For the solution to land in H1 = W 3/2 × W 3/2 ⊂ C 1 × C 1 and be a strong solution to the Hamiltonian system, we need s > 10. However, since we would like to solve the actual nonlinear wave equation, we need u1 ∈ H2 ⊂ C 2 × C 2 . In order to achieve this, we need s > 14.
The Hilbert space for the nonlinear Schrödinger equation is L 2 (R/XZ, C). We have (L 2 ) k = W k,2 . In order to get a strong solution u1 to NLS, we need u1 ∈ C 2 . For generic time period T the irrationality measure of aT /2π is r = 2 and so s0 = 10. This means that when the A-admissible nonlinearity Ft is s-regularizing with s > 20, we have u1 ∈ H 2+ 1 2 = W 2+ 1 2 ,2 ⊂ C 2 so that we get a strong solution.
Note that smoothness in the time coordinate of the φ A T -periodic solution does not imply smoothness in t for the corresponding T -periodic solution of the Hamiltonian PDE. This is because the t-derivative of φ A t involves JA which is only densely defined. So our results do not follow from elliptic regularity and the Hamiltonian PDE itself.
