We compare inflation forecasts of a vector fractionally integrated autoregressive moving average (VARFIMA) model against standard forecasting models. U.S. inflation forecasts improve when controlling for persistence and economic policy uncertainty (EPU). Importantly, the VARFIMA model, comprising of inflation and EPU, outperforms commonly used inflation forecast models.
Introduction
Inflation forecasts are important central bank outputs. The Federal Reserve of the United States (U.S.) produce regular inflation forecasts at various forecast horizons. From a theoretical perspective, Faust and Wright (2013) assert that the non-neutrality of monetary policy in the New-Keynesian framework has led to the importance of inflation forecasting from a policy perspective.
Many methodologies have been applied in forecasting U.S. inflation. For an excellent summary of models see Stock and Watson (2009) , which compares the forecasting performance of various Phillips curve specifications, and also Faust and Wright (2013) for the performance comparison of newer methods. These methodologies range from simple linear models to large data-driven econometric models and from structural models to nonlinear specifications.
From an univariate perspective, there is widespread evidence that the US inflation rate can be best captured by a long-memory process (Barros and Gil-Alana, 2013; Caporin and Gupta, forthcoming) . Interestingly however, the literature on U.S. inflation forecast comparisons either assume inflation to be I(1) or I(0) and then modeled as such (Lovcha and Perez-Laborda, 2013) . Also inflation forecasting models that do not directly control for policy uncertainty are often misspecified, given the recent evidence that economic policy uncertainty affects in-sample behaviour of inflation (Colombo, 2013; Jones and Olson, 2013) .
We address these shortcomings in a Bayesian vector autoregressive fractionally integrated (VARFIMA) model. A VARFIMA model captures the persistence of inflation. The forecasts are conditioned on an uncertainty variable by Baker et al. (2013) to model inflation. Conditioning inflation forecasts on policy uncertainty (EPU) would capture the inflation or deflation effects of uncertainty. We argue that there exists a link between economic uncertainty and inflation. Specifically, the data generating properties of inflation (persistence and volatility) is related to movements in economic policy uncertainty. If a Central Bank targets inflation using interest rates, high policy uncertainty can affect household and firm decisions. As an example, if there is uncertainty about a looming interest rate increase consumers might discount a future hike and cut back on spending and hence inflation moves before any policy decision has been made. For a theoretical overview see Mumtaz and Zanetti (2013) and Bloom (2009) . In Bloom (2009) policy uncertainty leads to inaction by firms whereas in Mumtaz and Zanetti (2013) uncertainty affects expected consumption due to Jensen's inequality. The forecasts are recursive over an out-of-sample period, the starting point of which is determined by tests of structural breaks, and would thus account for time-varying correlation with policy uncertainty. Finally we use the Diebold Mariano (1995) test to compare forecasts from alternative forecasting models.
Data and Methodology
We use monthly U.S. consumer price inflation data, obtained from the FRED database of the St. Louis Federal Reserve, and the uncertainty index of Baker et al. (2013) , obtained from www.policyuncertainty.com, with our period covering January 1985 to June 2014. This gives us a matrix of two time series with a total of 354 observations. In brief, the uncertainty index is derived from three data sources: (i) 10 news paper sources that discuss policy uncertainty, (ii) federal tax code provisions set to expire from the CBO and (iii) disagreement among forecasters from the Survey of Professional Forecasters. An index is then created from the three sources.
To model the long and short range dependence of variables, as well the interdependency between inflation and uncertainty we propose the following VARFIMA(p,d,q) model:
where ̃ is a vector of Gaussian time series, ( ) and ( ) are matrix lag polynomials for the AR and MA coefficient matrices , i=1,…,p, and , i=1,…,q, respectively. ̃ is the vector of the means of the time series and ( ) is a diagonoal matrix that contains the order of fractional integration of time series:
. is the degree of fractional integration of the ith variable and we define ̃ as the vector containing for . We assume that the errors ( ) are i.i.d. with ( ). It is assumed that the roots of ( ) and ( ) lie outside the unit circle. Furthermore the process is stationary if . If any the process is not covariance stationary, but still mean reverting -it takes a long time for mean reversion. Finally, the ( ) operator is defined by a binomial series (for more details see Hassler, 1994) . We estimate the model using Monte Carlo Markov Chains in a Bayesian setup following Ravishanker and Ray (2002) to avoid possible over-fitting. This allows us to incorporate prior information and derive a posterior distribution that can be summarized. We use a uniform prior for ( ), ( ) and ̃, respectively and an improper prior for ̃. We assume that and , where (measuring contemporaneous correlation) is assumed to have a uniform prior on (-1,1).
We compare the forecasting performance of the VARFIMA(p,d,q) against a group of competing models using a weighted squared forecast error specification (see van Dijk and Franses, 2003) . The weighted squared forecast error specification entails assigning heavy weights on extreme events in the forecast loss function. Essentially this test provides an additional comparison of multiple forecasting models over extreme events in addition to the standard MSFE evaluation. We use the Diebold and Mariano (1995) test modified by Harvey et al. (1997) to compare the statistical significance between the competing models. 1 These alternative models include a random walk (RW), an ARIMA(2,0,0), VAR(2), and ARFIMA(2,d,0), with all models selected by the AIC. 2
It is worth noting, at least conceptually, the differences between the models and specifically what differentiates the VARFIMA from its competitors. In the case where long range dependence is not an issue, but only if the data generating properties of a variable is stationary or non-stationary, than the RW, ARIMA and VAR models are suited to fit the data. These models make explicit assumptions about the data generating properties. In particular, if standard tests suggest that a series is stationary, then any movement in that variable away from its unconditional mean will only be determined by the AR coefficients and the reversion tends to be quick. For some series the data is a near unit root process. Standard test might make a type 1 error and reject the null of stationarity when the data is in fact simply a near unit root processi.e. it takes a long time for the variable to revert back to its unconditional mean. The VARFIMA model controls for the possibility of a near unit root, but now its distribution is conditional on that of other variables -or in this paper's case policy uncertainty. In such cases, Bayesian framework of the long memory models offers three advantages: (1) it incorporates subjective information and stationarity or zero restrictions on parameters, through appropriate prior specifications. (2) it provides the exact finite sample distribution for the fractional differencing parameter, and (3) it controls for model uncertainty. Particularly for the prediction purposes, it allows us to average over the entire distribution of the fractional differencing parameter rather than using just one model. This is important since unit root models (a first-differenced VAR model) are usually favoured by the data. Unit root and long-memory models have rather different consequences for the persistence in the data and incorporating this model uncertainty is instrumental for prediction purposes.
Our VARFIMA are obtained using predictive densities. The point forecasts for comparison are taken from the medians. 3 The weighted loss function is specified as:
( 2) Weight ( ) is then defined as (see Van Dijk and Franses (2003) and Aye et al. (2015) for further details):
( ) is the cumulative distribution of (i.e. inflation) that impose heavier weights the left tail of the distribution (i.e. low inflation periods).  ( ). Imposes heavier weights the right tail of the distribution (i.e. high inflation periods).  ( ) ( ( )) . Impose heavier weights on both tails of the distribution.  If , then the loss function reduces to the standard loss function.
The weighted MSFE is specified as:
where T+1 is the start of the forecast and T+P is then end of the forecast. The forecasting performance of model i versus the baseline model 0 is established by calculating the difference between the various loss functions averaged out over the forecast horizon:
Figure 1 provides a motivating factor for using the weighted squared forecast error evaluation. The distribution of inflation is asymmetric with large weights on the tails. 
Results
The differencing parameter for inflation and EPU over the forecast period is presented in Figure  2 . It is worth noting that both inflation and EPU are characterized as stationary variables and that the degree of integration for EPU and inflation has been stable. The differencing parameter for inflation, however, is smaller since the financial crisis in 2008/09 -suggesting that persistence in inflation becomes less of a concern during tepid economic growth. Table 1 compares the root mean squared errors (RMSE) for 12 forecast horizons. The VARFIMA model has the lowest RMSE in the majority of the forecast horizons and performs well for short and longer forecast periods. It never did worse than second place in instances where it had a slightly higher RMSE than an alternative model. None of the models significantly outperform each other for h=1 apart from beating the RW model. The RW model is significantly outperformed by the VAR and ARFIMA models. In fact, the RW model is outperformed by all other model specifications using the DM test for h>1. The various models seem to perform equally well using the DM test, except for h=3 where the VARFIMA model statistically outperforms the ARIMA and VAR models. Note that none of the models significantly outperformed the VARFIMA model - Table 6 supports these results.
The DM test with boom weights also shows that the VARFIMA model has a lower forecast error compared to the other models. This is followed by the ARMA model that is also not bettered by any of the other models. The RW model again performs the worst, preceded by the VAR and then ARFIMA models.
The VARFIMA model beats most of the models also in the DM test adjusted for recession weights. Interestingly the VAR model is a close second at forecasting compared to a poor forecasting performance with boom weights. The VAR model is followed by the ARFIMA, ARMA and RW model.
The ARFIMA and VARFIMA do equally well in the DM test adjusted for tail weights. The RW model is significantly outperformed by other models at each forecast horizon.
The advantage of using a VARFIMA model compared to other forecasting models stems from its ability to produce better forecasts. This is most likely the result of controlling for the persistence in inflation and exploiting the additional information provided by the policy uncertainty variable. One might ask what the marginal benefit of a VARFIMA model over the 
