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Abstract
Let µ be a measure on SL2(R) generating a non-compact and totally
irreducible subgroup, and let ν be the associated stationary (Furstenberg)
measure for the action on the projective line. We prove that if µ is sup-
ported on finitely many matrices with algebraic entries, then
dim ν = min{1,
hRW(µ)
2χ(µ)
}
where hRW(µ) is the random walk entropy of µ, χ(µ) is the Lyapunov ex-
ponent for the random matrix product associated with µ, and dim denotes
pointwise dimension. In particular, for every δ > 0, there is a neighbor-
hood U of the identity in SL2(R) such that if a measure µ ∈ P(U) is
supported on algebraic matrices with all atoms of size at least δ, and
generates a group which is non-compact and totally irreducible, then its
stationary measure ν satisfies dim ν = 1.
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1 Introduction
Let µ be a probability measure on the group G = SL2(R). The linear action
of G on R2 induces an action on the projective space P, and this action admits
stationary measures, that is, probability measures ν on P satisfying µ.ν = ν.
Here and throughout, µ.ν denotes the push-forward of µ× ν by the action map
(A, x) 7→ Ax. Let Gµ denote the subgroup of G generated by1 suppµ; assuming
that Gµ is unbounded and totally irreducible (i.e. does not preserve any finite
set in P), there exists a unique stationary measure, called the Furstenberg
measure of µ, which is central in the study of the asymptotic behavior of random
matrix products, and is important in many other problems. For instance, in
special cases ν is related to the density of states measure in the Anderson-
Bernoulli model of random Schrödinger operators (see Bourgain [6, 7]), and it
has recently become a central ingredient in the dimension theory of self-affine
sets and measures [3, 13, 25].
An important question in applications is to determine how “large” the sta-
tionary measure is. One version of this question asks when it is absolutely
continuous. This happens trivially when µ itself is absolutely continuous, but
can also happen in non-trivial ways, e.g. it may occur even when µ is supported
1Usually Gµ is defined as the smallest closed subgroup supporting µ, and one assumes it
is non-compact. Our definition was chosen so that when µ is finitely supported, Gµ is the
countable group generated by its atoms, rather than the closure of this group. The usual
non-compactness assumption then translates to unboundedness of Gµ.
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on finitely many points. That such examples exist was shown by [4], using
a transversality argument, and explicit examples were recently constructed by
Bourgain [8, 7] (and even more recently by Benoit and Quint in higher dimen-
sions [5]). In general, it remains a difficult problem to determine the analytical
and smoothness properties of ν, but doing so is important in many applications.
In this paper we focus on the problem of determining the dimension of ν,
where we say that ν has (exact) dimension α if ν(Br(x)) = r
α+o(1) as r → 0, for
ν-a.e. x. This problem is complementary to the one on absolute continuity in the
sense that it is interesting when absolute continuity fails (since when it holds,
the dimension is one). There is a classical upper bound for the dimension,
explained below, and our main result is that, under explicit and rather mild
conditions, this upper bound is attained.
In order to state our result we begin with some notation. Fix µ ∈ P(G)
with stationary measure ν, and let χ = χ(µ) denote the Lyapunov exponent of
µ, which is the almost sure value of the limit
χ = χ(µ) = lim
n→∞
1
n
log ‖Xn . . . X1‖ ,
where (Xn) is a sequence of i.i.d. random variables with distribution µ, and the
logarithm, here and throughout the paper, is in base 2. We note that if Gµ is
unbounded and totally irreducible, then χ > 0. Set
λ = λ(µ) = 2χ(µ),
so that ‖Xn . . . X1‖ = λn+o(n) = 2(χ+o(1))n a.s. Then λ is the maximal asymp-
totic expansion rate (or Lipschitz constant) of the matrix Xn . . . X1 acting on
R2, but when the matrices act on P, the essential rate of expansion is asymp-
totically λ2n = 22χn, see Section 2.4 below.
Let H(·) denote the Shannon entropy of a discrete measure or random vari-
able. Let µ⋆n denote the n-th self convolution of µ in G, i.e. the distribution
at time n of the random walk on G started at time zero at 1G and driven by µ.
The random walk entropy of a discrete measure µ is then defined as
hRW(µ) = lim
n→∞
1
n
H(µ⋆n).
The limit is known to exist, see e.g. [20], and quantifies the degree of non-freeness
of the semigroup G+µ generated
2 by suppµ: we always have hRW(µ) ≤ H(µ),
with equality if and only if the semigroup generated by suppµ is generated freely
by it.
Fix a left-invariant Riemannian metric d(·, ·) on G. We say that A ⊂ SL2(R)
is Diophantine if there is a constant c > 0 such that every pair of sequences
A1, . . . , An and A
′
1, . . . , A
′
n with Ai, A
′
i ∈ A satisfies
A1 . . . An 6= A′1 . . . A′n =⇒ d(A1 . . . An, A′1 . . . A′n) > cn.
(this property of A is independent of the metric chosen, see Section 2.3).
2Again, here we mean the countable semigroup generated by suppµ, we do not take the
closure.
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Theorem 1.1. Let µ be a finitely supported measure on G with Gµ unbounded
and totally irreducible. Then the unique µ-stationary measure ν is exact dimen-
sional, and if suppµ is Diophantine, then
dim ν = min
{
1,
hRW(µ)
2χ(µ)
}
. (1.1)
If, in addition, suppµ generates a free semigroup, then
dim ν = min
{
1,
H(µ)
2χ(µ)
}
.
Remark 1.2. 1. Exact dimensionality holds with no assumption on µ besides
positivity of the Lyapunov exponent, a fact which is known to the ex-
perts (and is related to the exact dimensionality of self-similar measures
established by Feng and Hu [14]), but has apparently not appeared in the
literature. We provide a proof in Theorem 3.4 below.
2. The right-hand side of (1.1) is always an upper bound for dim ν.
3. In [21], Ledrappier showed3 that for any µ one has the formula
dim ν = min
{
1,
hF (µ)
2χ(µ)
}
,
where hF (µ) =
∫ ∫
log dAνdν (x) dAν(x)dµ(A) is the Furstenberg entropy of
ν. This is a more general result, since it requires no assumptions what-
soever on µ, but it is of less practical use than (1.1), because hF (µ) is
in general difficult to compute. One consequence of Theorem 1.1 is that
when suppµ is Diophantine and hRW(µ)/2χ(µ) ≤ 1, we obtain its value,
hF (µ) = hRW(µ).
4. Even when dim ν = 1, Theorem 1.1 does not imply absolute continuity. It
is possible that this can be proved, at least in some cases, by a refinement of
our methods and those of Varjú [27], but this requires further investigation.
In general, the Lyapunov exponent of µ is hard to calculate, but when µ
is supported close to the identity of G the exponent is clearly close to zero,
and if the random walk entropy of µ is not too small, the right-hand side in
Theorem 1.1 will be 1. In bounding the random walk entropy we can rely
on uniform expansion bounds in G, due to Breuillard and Gelander [10], and
associated spectral gap derived in [11]. Specifically, it follows from these results
that if Gµ is non-amenable, and if µ is finitely supported with µ(g) > δ0 for
every g ∈ suppµ, then there is a constant c = c(δ0) such that hRW(µ) ≥ c (see
Section 6). Moreover, unboundedness and total irreducibility of Gµ imply that
it is non-amenable (see Section 6). Combining these facts with Theorem 1.1 we
obtain
3In [21] a different notion of dimension was used for ν, but since the dimension of ν is
exact, it coincides with the usual one.
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Theorem 1.3. For every δ0 > 0 there exists an identity neighborhood U ⊆ G
such that if µ is a Diophantine measure supported on U with Gµ unbounded and
totally irreducible, and all of µ’s atoms have mass at least δ0, then the stationary
measure ν satisfies dim ν = 1.
One may wonder whether the assumption that µ is Diophantine is unnec-
essary, and the only assumptions needed are positive Lyapunov exponent and
non-atomic stationary measure. There is some analogy between this and the
conjecture that there is a left neighborhood of 1 in which the corresponding
Bernoulli convolutions are absolutely continuous (see [23] for background). In
the Bernoulli convolutions setting, Varjú recently established that for every
h > 0 there is a left neighborhood of 1 in which the corresponding Bernoulli
convolution is absolute continuous if the parameter is algebraic and has height
less than h [27]. Theorem 1.3 is in the same spirit but avoids the height as-
sumption, although, instead of absolute continuity, it gives only full dimension.
Finally, we mention that using similar methods to the ones in this paper,
the following result for infinitely supported measures can be proved.
Theorem 1.4. Let µ ∈ P(G) be supported on a compact set, have positive
Lyapunov exponent and non-atomic stationary measure ν. If dimµ > 0 then
dim ν = 1.
We do not include a proof of this; a closely related result has appeared
recently in [18], and the reader is referred there for details. It remains a challenge
to determine whether the same holds when µ is continuous (i.e. has no atoms),
but of dimension zero. For some related questions see [18].
All of the results above are valid more generally when µ is a measure on the
group G˜ of 2× 2 matrices of determinant ±1. In fact it can be derived from the
G case: indeed the action of G˜ factors through that of G, and the fibers of the
factor map G˜ → G has two points. Thus if we start with a measure on G˜ and
project it to G, then neither the random walk entropy, nor amenability of Gµ,
is affected; and the results for G may be lifted to G˜.
The proof of Theorem 1.1 is an outgrowth of methods from [16, 17], see also
[12], which dealt with the dimension of self-similar measures in Euclidean space.
The stationary measure ν is in many respects like a self-similar measure: when
µ is finitely supported, stationarity implies that ν decomposes into “copies” of
itself via ν =
∑
A∈suppµ µ(A) · Aν. Two key differences compared to the self-
similar case are that, first, A does not contract P, but only most of it; and
the action of A on P is not linear. The latter in particular makes it impossible
to view ν at small scales as a convolution of a scaled copy of µ with another
measure, which was crucial to the argument in [16]. However, the linearization
method used in [17] in the study of multidimensional self-similar measures can
be applied in the present setting to show that locally there is an approximate
convolution structure to ν. This allows us to apply theorems about convolutions
of measures on R, and carry through the argument from the self-similar case.
Much of our work will go towards controlling the linearization, and we hope this
paper can serve as an exposition of the method.
5
Organization
The first two sections are devoted to developing basic properties of the action.
Specifically, in Section 2 we examine the metric properties of the action, esti-
mating the amount of expansion/contraction when an element of g acts on P
or an element of P acts on G by evaluation, and associated quantities; and in
Section 3 we recall the theorems of Furstenberg and Oseledets, along with some
variants, and prove exact dimensionality of the stationary measure.
In Section 4 we begin to discuss entropy, introducing suitable partitions of
P and G, reviewing entropy-related methods, establishing convergence of some
entropies to the dimension of ν, and proving a reduction from Theorem 1.1 to
a statement about entropy growth under convolutions. In Section 5, we recall
from [16] the inverse theorem for convolutions on R and develop the linearization
argument which allows us to transfer it to the present setting and complete the
proof of the main theorem. Finally, Section 6 contains the proof Theorem 1.3
and several examples, as well as a discussion of the Diophantine property and
other assumptions of our theorems.
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Notation
We summarize here our main notation and conventions.
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G, d(·, ·) G = SL2(R) with a left-invariant Riemannian metric d(·, ·)
P, dP(·, ·) Real projective line with rotation-invariant measure dP(·, ·) of diameter 1.
µ Probability measure on G.
ν The stationary measure on P associated with µ
χ The Lyapunov exponent of µ
λ = 2χ (except in Section 2)
G+µ , Gµ The semigroup and group generated by suppµ.
Br(x) Open ball of radius r
P(X) Space of probability measures on X .
x The line (i.e. point in P) determined by x ∈ R2 \ {0}.
∠u(x) Normalized angle between x and u (by default u = (1, 0)).
θ.η Push forward of θ × η through the action map G×P→ P
θ ⋆ θ′, θ⋆n Convolution in G
η ∗ η′, η∗n Convolution in R (also applied to measures on P ∼= [0, 1)).
A∗ Transpose of a matrix A (all our matrices are real)
λ+A, λ
−
A Singular values of A (eigenvalues of (A
∗A)1/2), with λ+A ≥ λ−A
u+A, u
−
A Singular vectors of A (eigenvectors of A
∗A corresponding to λ+A, λ
−
A)
v+A , v
−
A v
+
A = Au
+
A/λ
+
A, v
−
A = Au
−
A/λ
−
A
Dn, DGn level-n dyadic partition of P (or R) and G (see Section 4.2)
St Scaling map: St(x) = 2
tx
Ts Translation map: Ts(x) = x+ s
µx,n Component measures, Section 4.5
µA Conditional measure, µA =
1
µ(A)µ|A
Pi∈I , Ei∈I See Section 4.5
H(µ,B) Shannon entropy
H(µ,B|C) Conditional Shannon entropy
dim η Exact dimension of a measure η (if exists).
2 Geometry of the action
In this section we develop some elementary (geo)metric properties of the G-
action on P. In particular we estimate the contraction properties of the maps
x 7→ gx for g ∈ G, and of the evaluation maps g 7→ gx for x ∈ P, and variations
on them.
2.1 Projective space and induced action
Let P = RP1 denote the 1-dimensional projective space, i.e. (R2 \ {0})/ ∼
where ∼ is the relation of colinearity, x ∼ y if and only if x = cy for some
c ∈ R. For x ∈ R2 \ {0} we write x ∈ P for its equivalence class, and generally
denote elements of P by x, with x an implicit representative. Later on we shall
not distinguish notationally between elements of R2 \ {0} and P, implicitly
converting a vector 0 6= x ∈ R2 to the point x ∈ P, and elements of P with
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unit-vector reprsentatives. But for clarity the distinction is maintained in the
following few sections.
Denote by dP(·, ·) the rotation-invariant metric on P given for x, y ∈ P by
dP(x, y) =
1
π
∣∣∣∣∣arcsin
((
1− ( 〈x, y〉‖x‖ ‖y‖)
2
)1/2)∣∣∣∣∣ .
With this metric P is isometric to S1 with a metric proportional to arc-length,
normalized so that the total circumference is 1.
For a unit vector u let u⊥ denote its rotation by π/2. We obtain linear
coordinates for P by taking the (normalized) angle that x forms with u; in fact
for any representative x = (x1, x2) ∈ R2 we define
∠u(x) =
1
π
arctan
〈x, u〉
〈x, u⊥〉 .
This does not depend on the representative so we may write ∠u(x). This map
is discontinuous on the line Ru⊥ (or at u⊥ in P), but becomes continuous if we
identify the points 0, 1 in the range, i.e. take the range to be R/Z instead of
[0, 1). Note that for any u the distance in P is given by
dP(x, y) = |∠u(x) − ∠u(y)|,
assuming the distance is less than 1/2. We write ∠(w) = ∠(1,0)(w) for the angle
formed with the x-axis. A section (partial inverse) map to ∠u is given by the
map γu : [0, 1)→ S1,
γu(θ) = cosπθ · u+ sinπθ · u⊥.
The map is not continuous as a map [0, 1) → S1 but is continuous and well-
defined as a map from R/Z→ P. These maps provide a system of charts for P
with connecting maps given by translation.
Now suppose that A is an invertible 2 × 2 matrix and x ∈ P. Then we
can define Ax = Ax, and this is independent of the representative x because if
x = y then x = ty for some 0 6= t ∈ R, hence Ay = Atx = t(Ax), so Ay = Ax.
One similarly checks that if B is another matrix then B(Ax) = (BA)x, and we
obtain a well defined action of SL2(R) on P. The action is easily seen to be
continuous. It is not faithful, since A and −A act in the same way, but the
stabilizer is the two-point group {−1, 1}, so locally in G, the action is faithful.
We do not distinguish notationally between a matrix A and the induced map
of P, denoting the latter also by A. In cases where there may be ambiguity we
shall introduce suitable notation locally. For the next few sections this will not
be a problem, as we are distinguishing explicitly between vectors and elements
of P.
2.2 Some linear algebra: singular values and singular vec-
tors
Let A be a d×d real matrix and denote its transpose by A∗. Then A∗A is sym-
metric and positive-definite, so we may list its eigenvalues, with multiplicities,
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in decreasing order, writing them as λ21 ≥ . . . ≥ λ2d. The numbers λ1 ≥ . . . ≥ λd
are called the singular values of A (these are the square roots of the eigenvalues).
Again using the symmetry of A∗A, we can find an orthonormal basis u1, . . . , ud
of eigenvectors of A∗A, with ui corresponding to λ
2
i , and assuming the singular
values are distinct, this basis is unique up to multiplication of the vectors by
−1. We refer to u1, . . . , ud as the singular vectors4 of A. Note that
〈Aui, Auj〉 = 〈ui, A∗Auj〉 =
〈
ui, λ
2
juj
〉
= λ2jδi,j ,
so {Aui}di=1 forms an orthogonal basis of Rd, with ‖Aui‖ = λi.
The geometric interpretation of these numbers is well-known: denoting by
B1(0) the Euclidean unit ball of R
d, and vi = Aui/λi, we find that
A(B1(0)) = A
{∑
aiui :
∑
a2i ≤ 1
}
=
{∑
aiAui :
∑
a2i ≤ 1
}
=
{∑
bivi :
∑
(bi/λi)
2 ≤ 1
}
.
Since {vi} is an orthonormal basis of Rd, this shows that the image of the
unit ball is an ellipsoid with principal axes of lengths λ1, . . . , λd in directions
v1, . . . , vd.
For a 2 × 2 matrix A ∈ SL2(R) we write λ+A = λ1 = ‖A‖ and λ−A = λ2,
and similarly u+A = u1, u
−
A = u2 and v
+
A = v1, v
+
A = v2. We sometimes drop
the subscript A when it is clear from the context. We note that λ+A · λ−A =√
detA∗A = detA, so for A ∈ SL2(R) we have λ+Aλ−A = 1.
The singular values of A are the same as those of A∗.
The singular vectors of A and A∗ do not have such a simple relation, but
when the singular values are large, the singular vectors are related by the fol-
lowing.
Lemma 2.1. Let A ∈ SL2(R) and write λ = λA, u± = u±A. Then the singular
vectors w± = u±A∗ of A
∗ satisfy
dP(A∗w+, u
+) = O(λ−2),
dP(A∗w−, u
−) = O(λ−2).
Proof. We have
| 〈A∗w+, u−〉 | = | 〈w+, Au−〉 | ≤ ∥∥w+∥∥ ∥∥Au−∥∥ = λ− ∥∥w+∥∥ = λ−.
Therefore, writing A∗w+ = a+u+ + a−u−, we conclude that |a−| ≤ λ−1, and
using ‖A∗w+‖ = λ we have
A∗w+
‖A∗w+‖ = O(λ
−2)u− +
√
1−O(λ−4) · u+,
implying the claim. The distance for A∗w−, u− follows by orthogonality.
4They are sometimes called the right singular vectors of A.
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Note. Above u± denote both unit singular vectors and the corresponding ele-
ments of P. Observe that a singular vector of an SL2(R)-matrix with λ > 1
is defined uniquely up to sign, so the corresponding element of P is defined
uniquely.
2.3 Left invariant metric on G
Let G = SL2(R), the group of 2 × 2 matrices of determinant 1. It is a 3-
dimensional real Lie group.
We endow G with a left-invariant Riemannian metric d(·, ·), so that
d(hg1, hg2) = d(g1, g2),
hence
Br(h) = h · Br(1G).
Let us compare d to the norm metric. Suppose that g, g′ ∈ G. Write h = g−1g′,
then
g − g′ = g(1G − h).
Now, there is an r0 such that the metrics d and the norm-metric are bi-Lipschitz
equivalent on Br0(1G) (actually, this is true for any r0 > 0), and in particular
there is a constant α such that ‖1G − u‖ ≤ α · d(1G, u) for all u ∈ Br0(1G). It
follows that if d(g, g′) < r0, then
‖g − g′‖ ≤ ‖g‖ ‖1G − h‖ ≤ ‖g‖ · α · d(1G, h) = ‖g‖ · α · d(g, g′).
A similar calculation gives ‖g − g′‖ ≥ ∥∥g−1∥∥−1 · α−1 · d(g, g′). Using the fact
that ‖g−1‖ = ‖g‖ for g ∈ SL2(R), we obtain
Conclusion 2.2. There exist an r0 > 0 and α > 0 such that if g, g
′ ∈ G and
d(g, g′) < r0 then
α−1 ‖g‖−1 ≤ ‖g − g
′‖
d(g, g′)
≤ α ‖g‖ .
In particular, a set A ⊆ G is Diophantine in the sense given in the introduction
if and only if there exists a constant c > 0 such that for every pair of sequences
A1, . . . , An and A
′
1, . . . , A
′
n in A, if A1 . . . An 6= A′1 . . . A′n then ‖A1 . . . An −
A′1 . . . A
′
n‖ > cn. This also shows that the property of being Diophantine is
independent of the left-invariant metric d we choose.
2.4 Expansion estimates and linearization
Let g ∈ G, write λ = ‖g‖, and let u± = u±g and v± = v±g be the elements of P
corresponding to the singular vectors of g and their images under the action of g
(see notation in Section 2.2). Consider the map ĝ : P→ P with the coordinates
∠u+ in the domain and the coordinates ∠v+ in the range, i.e. the map
ĝ : R/Z → R/Z;
θ 7→ ∠v+ ◦ g ◦ γu+(θ).
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We have
g(γu+(θ)) = g(cosπθ · u+ + sinπθ · u−)
= (λ cos πθ · v+, λ−1 sinπθ · v−),
so
ĝ(θ) = ∠v+(λ cos πθ · v+, λ−1 sinπθ · v−)
=
1
π
arctan
λ−1 sinπθ
λ cosπθ
=
1
π
arctan
1
λ2
tanπθ.
Calculating the derivative,
d
dθ
ĝ(θ) =
1
λ2 cos2 πθ + λ−2 sin2 πθ
.
This shows immediately that
Lemma 2.3. For g ∈ G the induced map ĝ : P → P expands by at most λ2g
and contracts by at most λ−2g .
The upper and lower bound in the lemma are very far from each other,
but a much tighter estimate can be obtained if we exclude a small part of P.
Indeed, given ε > 0, the ratio of cosπθ and sinπθ is bounded away from 0 for
θ 6∈ (12 − ε, 12 + ε), so∣∣ d
dθ
ĝ(θ)
∣∣ = Θε( 1
λ2
)
for θ 6∈ (1
2
− ε, 1
2
+ ε
)
.
Differentiating further, a similar calculation shows that
∣∣ d2
dθ2
ĝ(θ)
∣∣ = Oε( 1
λ2
)
for θ 6∈ (1
2
− ε, 1
2
+ ε
)
.
Let us say that a map f between metric spaces scales by a > 0 with distortion
b > 0 if
b−1 <
d(f(x), f(y))
ad(x, y)
< b
for all x, y in its domain.
Recalling that distance in P is given by the difference of angles, and using
elementary calculus, we obtain, noting that θ = 12 corresponds to u
− = u−g :
Lemma 2.4. For g ∈ G the induced map ĝ : P → P scales P \Bε(u−g ) by λ−2g
with distortion Θε(1), and furthermore, assuming x, x0 ∈ P \Bε(u−g ), and using
the coordinates given by the angle,
ĝ(x) = ĝ(x0) + ĝ
′(x0) · (x− x0) +Oε
( (x− x0)2
λ2g
)
.
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2.5 Separating G by the action on P
For a k-tuple x = (x1, . . . , xk) ∈ P k write fx : G → P k for the map g 7→
(gx1, . . . , gxk). Endow the range with the supremum product metric and let
matrices act pointwise on k-tuples. Observe that for any g, h ∈ G and x ∈ P k,
fx(hg) = hfx(g).
For a 3-tuple x of distinct points, fx is a smooth injection and is bi-Lipschitz to
its image in any sufficiently small compact neighborhood of the identity in G.
By another compactness argument, for every ε > 0, the bi-Lipschitz constants
of the map can be bounded independently of x (but depending on ε) as long as
the coordinates of x are ε-separated, i.e. dP(xi, xj) ≥ ε for i 6= j.
Now for fixed g0 ∈ G and r > 0 consider fx restricted to Br(g0) = g0 ·
Br(1G). Assume that the 3-tuple x = (x1, x2, x3) is ε-separated and that xi ∈
P \ Bε(u−g0). Assume further that r is small enough that Br(1G) satisfies the
conclusion of the previous paragraph and no h ∈ Br(1G) moves points in P by
more than ε/4, so hxi ∈ P \ Bε/2(u−g0). This implies that if h ∈ Br(1G) and
g = g0h, then g0 acts by contracting the coordinates of x and hx by Θε(‖g0‖2),
hence g−10 acts on g0x = fx(g0) and gx = g0hx = fx(g) by expanding by
Θε(‖g0‖2). Thus, for g ∈ Br(g0) and h = g−10 g ∈ Br(1G), we have
dP(fx(g), fx(g0)) = Θε(‖g0‖−2) · dP(g−10 fx(g), g−10 fx(g0))
= Θε(‖g0‖−2) · dP(fx(h), fx(1G))
= Θε(‖g0‖−2) · d(h, 1G) (because fx is Θ(1)-bi-Lip on Br(1G))
= Θε(‖g0‖−2) · d(g0h, g01G) (because d is left-invariant)
= Θε(‖g0‖−2) · d(g, g0).
We have proved:
Lemma 2.5. For any ε > 0 and 0 < r < r(ε), if g0 ∈ G and x = (x1, x2, x3) ∈
P
3 is ε-separated and xi /∈ Bε(u−g0), then the map g 7→ gx scales by ‖g0‖−2 with
distortion Oε(1) on Br(g0).
3 Furstenberg measure
In this section we review basic results from the theory of randommatrix products
and Furstenberg measure, and set up some notation that will be used later. We
then prove that the Furstenberg measure is exact dimensional.
3.1 The theorems of Furstenberg and Oseledets
We review some classical results on random matrix products, and prove some
quantitative variants.
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Theorem 3.1 (Furstenberg). If µ ∈ P(G) with Gµ unbounded and totally ir-
reducible, then there exists a unique µ-stationary measure ν on P , and it is
non-atomic. Furthermore, if X1, X2, . . . denotes an i.i.d. sequence of matrices
with marginal µ, then with probability one X1X2 . . .Xnν converges weakly to a
random Dirac mass δz, and ν = E(δz).
The unique stationary measure is called the Furstenberg measure of µ.
For our application, the weak convergence in the theorem is too coarse.
What we will actually need is information on how far X1 . . . Xnν typically is
from δz, and more generally, for fixed u ∈ P, how far X1X2 . . . Xnu is from z.
We will derive this information from another classical result:
Theorem 3.2 (Furstenberg, Oseledets). Let µ ∈ P(G) with Gµ unbounded and
totally irreducible, and let X1, X2, . . . be i.i.d. matrices with marginal µ. Then
the almost sure limit χ = limn→∞
1
n log ‖X∗n . . . X∗1‖ exists and is a.s. constant
and is positive, and, writing λ = 2χ, we have
(i) With probability one, there exists a (random) orthonormal pair u+, u− ∈
R2 such that ‖X∗n . . .X∗1u+‖ = λn(1+o(1)) and ‖X∗n . . . X∗1u−‖ = λ−n(1+o(1)).
(ii) Writing Yn = X
∗
n · . . . ·X∗1 and u+n = u+Yn , u−n = u−Yn , with probability one
we have u+n → u+ and u−n → u− in P and dP(u+n , u+) = dP(u−n , u−) =
λ−2n(1+o(1)).
(iii) Writing Zn = Y
∗
n = X1X2 . . .Xn and w
+
n = Znu
+
Zn
, w−n = Znu
−
Zn
, with
probability one we have w+n → u+ and w−n → u− in P, and dP(w+n , u+) =
dP(w
−
n , u
−) = λ−2n(1+o(1)).
Part (i) is standard; part (ii) is not usually given in the statement but it
follows from some of the standard proofs (e.g. [24]). In order to derive (iii), note
that by Lemma 2.1 we have dP(w
+
n , u
+
n ) = O(‖Yn‖−2). By (i), ‖Yn‖ = λn(1+o(1))
and by (ii) dP(u
+
n , u
+) = λ−2n(1+o(1)). Combining the last three bounds gives
(iii).
The version we require of Theorem 3.1, which was alluded to earlier, is the
following:
Proposition 3.3. Let µ, X1, X2, . . . and λ, χ, u
±, u±n , w
±
n be as in the last the-
orem. Then ν = E(δu+) and ν = limn→∞ E(δw+n ) (in the weak
∗ sense). Fur-
thermore, if εn → 0 slowly enough, then for every z ∈ P,
P
(
dP(X1 . . . Xnz, u
+) < 2−2(χ−εn)n
)
→ 1 as n→∞. (3.1)
Proof. Fix δ > 0. By Lemma 2.4, the (random) set Iδn = P \ Bδ(u−X1...Xn) is
mapped by X1 . . . Xn into a ball of radius Oδ(‖X1 . . . Xn‖−2) around w+n , and
by (iii) of Oseledets’s theorem, with probability one, dP(w
+
n , u
+) < 2−2(χ+o(1))n
as n→∞. By the same theorem also ‖X1 . . . Xn‖−2 = 2−2(χ+o(1))n as n→∞.
It follows that with probability one, if zn ∈ Iδn then
dP(X1 . . . Xnzn, u
+) < 2−2(χ+o(1))n as n→∞. (3.2)
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Therefore by choosing εn → 0 slowly enough, using Egorov’s Theorem and
Borel-Cantelli Lemma, we ensure that with probability one, for every sequence
zn ∈ Iεnn , for n sufficiently large,
dP(X1 . . .Xnzn, u
+) < 2−2(χ−εn)n. (3.3)
Let ν denote the stationary measure. By total irreducibility of Gµ we know
that ν is non-atomic. Since εn → 0 it follows that ν(Bεn(z)) → 0 as n → ∞,
uniformly in z ∈ P, and in particular ν(Iεnn )→ 1 as n→∞ uniformly over the
probability space (note again that Iεnn is random). Using ν = E(X1 . . .Xnν),
which is immediate from stationarity, the above implies∥∥ν − E(X1 . . .Xn(ν|Iεnn ))∥∥→ 0.
(here ‖ · ‖ denotes total variation). But (3.3) implies that with probability one,
X1 . . . Xn(ν|Iεnn )→ δu+ as n→∞,
where convergence is in the weak∗ sense, so E(X1 . . . Xn(ν|Iεnn )) → E(δu+) as
n→∞. Combining this with the previous limit gives ν = E(δu+). Since almost
surely δw+n → δu+ as n→∞, we also obtain ν = limn→∞ E(δw+n ).
Finally, (3.1) will follow from (3.3) once we show that for each fixed z and
δ > 0,
lim
n→∞
P(u−X1...Xn ∈ Bδ(z)) = δ′
where δ′ → 0 as δ → 0. Now, the distribution of X1 . . . Xn is the same as that
of Xn . . . X1 (because the sequeunce is i.i.d.). So we must prove
lim
n→∞
P(u−Xn...X1 ∈ Bδ(z)) = δ′
According to Theorem 3.1, the probability in the last equation converges to
ν∗(Bδ(z)), where ν
∗ is the Furstenberg measure for the random product of
X∗n. Since these matrices also generate an unbounded totally irreducibly group
when the original ones do, it follows that ν∗ is continuous, and so taking δ′ =
supz ν
∗(Bδ(z)), the claim is proved.
3.2 Symbolic coding
Let Ω0 = suppµ ⊆ G and Ω = (Ω0)N, endowed with the product structure and
the product measure µ̂ = µN. For a word w ∈ Ω∗0 we write
Aw = w1 · . . . · wn;
λw = ‖Aw‖ = λ+Aw .
Assume that µ satisfies the assumptions of Theorem 3.1 and let ν be the sta-
tionary measure. Then by the same theorem, the map π : Ω → P, w 7→ πw,
given by
δπw = lim
n→∞
w1 . . . wnν µ̂-a.e. w,
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is defined µ̂ -a.e., and
ν =
∫
δπwdµ̂(w).
We denote by S the left shift on Ω.
3.3 Exact dimensionality of Furstenberg measure
The Furstenberg entropy of ν is defined by
hF (ν) =
∫ ∫
log
dAν
dν
(x) dAν(x) dµ(A).
It is known that 0 ≤ hF (ν) ≤ H(µ). The quantity hF (µ) can also be expressed
as − ∫ ∫ log dA−1νdν (x)dν(x)dµ(A). The equality of the two expressions can be
obtained by applying A−1 to the inner integral above.
Recall that ν is said to have dimension α if ν(Br(x)) = r
(1+o(1))α as r → 0,
at ν-a.e. x. Ledrappier [21] showed that log ν(Br(x))/ log r → α = hF (ν)/2 logλ
in ν-probability as r → 0.
Theorem 3.4. Assume that µ satisfies the assumptions of Theorem 3.2 and
let ν be the stationary measure. Then ν is exact dimensional and the local
dimension is ν-a.e. equal to hF (ν)/2 logλ.
Let us first explain the main idea of the proof. By a version of the Besicovitch
differentiation theorem, we know that
dAν
dν
(x) = lim
I→x
Aν(I)
ν(I)
ν-a.e. x, (3.4)
where the limit is over intervals I = (a, b) containing x as b − a → 0. Now
suppose that we fix a µ̂-typical w = (A1, A2, . . .) ∈ Ω and set x = πw. Let
r = λ−2N for a large N . We wish to estimate ν(Br(x)). We may write
ν(Br(x)) =
(
N∏
n=1
ν((A1 . . . An−1)
−1Br(x))
ν((A1 . . . An)−1Br(x))
)
· ν((A1 . . . AN )−1Br(x)).
Now, if we ignore the error terms in Oseledets’s theorem one expects
(A1 . . . An)
−1Br(x) to be a neighborhood of (A1 . . . An)
−1x of diameter λ2nr =
λ2(n−N), and in particular, (A1 . . . AN )
−1Br(x) has diameter O(1). Also
note that (A1 . . . An)
−1x is just π(Snw), and that ν((A1 . . . An)
−1Br(x)) =
Anν((A1 . . . An−1)
−1Br(x)). Therefore, taking logarithms in the previous equa-
tion and multiplying by −1/N , we obtain
− 1
N
log ν(Bλ−2N (x)) =
1
N
N∑
n=1
log
Anν(Bλ2(n−N)(π(S
n−1w)))
ν(Bλ2(n−N)(π(S
n−1w)))
+O(
1
N
).
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Now, when 1 ≪ n ≤ N the ball Bλ2(n−N) is very small, so by (3.4) one can
expect the n-th term in the sum above to be very close to dAnνdν (π(S
n−1w)).
Making this substitution, the average above becomes the ergodic average of the
function w 7→ dw1νdν (πw), and we find that − 1N log ν(Bλ−2N (x)) → hF (ν) as
N →∞. After normalizing properly, this is what the theorem claims.
The remainder of this section is devoted to making the sketch above precise.
We begin with a more detailed discussion of the differentiation theorem for
measures. First, we note that (3.4) is well known when the convergence I → x
is restricted to right-handed neighborhoods [x, x + r) of x, or to left-handed
neighborhoods; and together these two limits give (3.4). Next, write
fA(I) =
Aν(I)
ν(I)
.
We shall require the following maximal-type inequalities, which are essentially
taken from the proof of the differentiation theorem:
Lemma 3.5. For every A ∈ Ω0 and t > 0,
ν({x : sup
I :x∈I
fA(I) > t}) ≤ 2t−1
and
Aν({x : inf
I :x∈I
fA(I) < t
−1}) ≤ 2t−1.
Proof. Let E ⊆ P denote the set of x such that there exists an interval Ix
containing x with fA(Ix) > t, that is, Aν(Ix) > tν(Ix). We want to show that
ν(E) ≤ 2/t. Write Ix = (x − r−x , x + r+x ), and let E+, E− ⊆ E denote the sets
of x such that, respectively, (x− r−x , x] and [x, x+ r+x ) contain at least half the
Aν-mass of Ix. Then E = E
− ∪ E+ so it suffices to show that ν(E±) ≤ 1/t.
Let us show this for E+. Given ε > 0, we can find R > 0 and a compact subset
E+R ⊆ E+ such that ν(E+R ) > (1 − ε)ν(E) and r+x ≥ R for x ∈ E+R . We can
choose a finite sequence {xi} ⊆ E+R such that E+R ⊆
⋃
i[xi, xi + r
+
xi) and this
union is disjoint. Hence
1 ≥
∑
i
Aν([xi, xi + r
+
xi)) ≥
∑
i
tν([xi, xi + r
+
xi)) ≥ tν(E+R ) ≥ t(1− ε)ν(E+).
The claim follows by taking ε→ 0. For the second inequality, reverse the roles
of ν and Aν and argue in the same way.
Corollary 3.6.
µ̂(w ∈ Ω : sup
I :πw∈I
fw1(I) ≥ t) ≤ 2t−1,
µ̂(w ∈ Ω : inf
I :πw∈I
fw1(I) ≤ t−1) ≤ 2t−1.
Proof. Both follow from the previous lemma using the relations ν = πµ̂, π(µ̂[A]) =
Aν and µ̂ =
∑
A∈A µ(A)µ̂[A], and by decomposing Ω into
⋃
A∈A[A].
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Let F± : Ω× R+ → R+ be the functions
F+(w, r) = sup{log fw1(I) : πw ∈ I and |I| ≤ r},
F−(w, r) = inf{log fw1(I) : πw ∈ I and |I| ≤ r},
and denote
∆F (w, r) = F+(w, r) − F−(w, r).
For µ̂-a.e. w we have F+(w, r) → log dA1νdν (πw) and F−(w, r) → log dA1νdν (πw)
as r → 0, hence ∆F (w, r) → 0 (this relies on −∞ < dA1νdν (πw) < ∞, which is
the case for µ̂-a.e. w). Note that F+(w, r) ≥ F−(w, r), so ∆F ≥ 0, and that
r1 ≤ r2 =⇒ ∆F (w, r1) ≤ ∆F (w, r2).
Also, observe that for µ̂-a.e. w ∈ Ω and every interval I containing πw, both
log dA1νdν (πw) and log fw1(I) lie between F
−(w, |I|) and F+(w, |I|), hence∣∣∣∣log dA1νdν (πw) − log fw1(I)
∣∣∣∣ ≤ ∆F (w, |I|). (3.5)
Corollary 3.7. The function w 7→ supr>0∆F (w, r) is in L1(µ̂).
Proof. By interchanging sups and logarithms,
sup
r>0
∆F (w, r) = log sup
I :πw∈I
fw1(I)− log inf
I :πw∈I
fw1(I),
so it suffices to show that each term on the right hand side is in L1. These
arguments are the same and we give details only for the first term. For any
non-negative function G : Ω→ R we have ∫ Gdµ̂ = ∫∞
0
µ̂(G ≥ t)dt, so, setting
G(w) = log sup
I :πw∈I
fw1(I),
the previous corollary implies
µ̂(w : G(w) ≥ t) = µ̂(w : sup
I :πw∈I
fw1(I) ≥ et) ≤ 2e−t.
Thus
∫∞
0
µ̂(G ≥ t)dt <∞, as desired.
Finally, in the sketch above we eventually arrived at an ergodic average. The
justification for this move is a variant of Maker’s theorem.
Theorem 3.8. Let (X,F , θ, T ) be an ergodic measure-preserving system. Let
Gt : X → R be a measurable 1-parameter family of measurable functions (i.e.
(t, x) 7→ Gt(x) is measurable) such that supt |Gt| ∈ L1, and suppose that
G = lim
t→0
Gt
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exists a.e. Let tN,n : X → R be functions with the property that for θ-a.e. x
and every ε > 0, for large enough N ,
|tN,n| < ε for 1 ≤ n ≤ (1− ε)N.
Then
1
N
N∑
n=1
GtN,n(x)(T
nx) =
∫
Gdθ θ-a.e. x.
The proof is a minor modification of the standard Maker’s theorem [22] and
we omit it.
Proof of exact dimensionality. Fix a µ̂-typical w = (A1, A2, . . .) ∈ Ω and let
x = π(w), so that x is also the expanding direction of the sequence of products
A1 . . . An in the Oseledets theorem. Let λn = ‖A1 . . . An‖ denote the larger
singular values of A1 · . . . · An, and u±n the corresponding singular vectors. In
particular, u+n → x. Let δ > 0 be such that ν(Bδ(y)) > 0 for all y ∈ P (such
δ exists since ν is non-atomic). Assume that w satisfies the Oseledets theorem
and (3.2) with parameter δ. More precisely, we assume that for some εn → 0,
λn(1−εn) ≤ λn ≤ λn(1+εn),
andA1 . . . An maps I
δ
n := P \Bδ(u−n ) into a neighborhood of x of radius (λ−2)n(1−εn).
Fix a large N (which we mostly suppress in our notation) and set
r = rN = λ
−2(1−εN )N
and
I0 = Br(x);
In = (A1 . . . An)
−1I0.
Then I0 is a neighborhood of x and In is a neighborhood of
xn = (A1 . . . An)
−1x = π(Snw).
By Lemma 2.3, every interval in P is expanded under A1 . . . An by at most
λ2n ≤ λ2n(1+εn), so
|In| ≤ λ2n|I0| ≤ 2λ−2(N−n) · λ2N(εN+εnn/N).
Writing
ε˜N =
logλ
N
+ εN + sup
1≤n≤N
εn
n
N
,
we have ε˜N → 0, and have obtained the bound
|In| ≤ λ−2((1−ε˜N )N−n). (3.6)
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We do not require a lower bound for |In|, but shall want one for |IN |. Let
U = Iδn = P \Bδ(u−N). Then by our choice of εN we know that I0 ⊇ A1 . . . ANU ,
whereby
IN = (A1 . . . AN )
−1I0 ⊇ (A1 . . . AN )−1(A1 . . . ANU) = U.
By definition of δ there exists c > 0 such that
ν(IN ) > c for all N. (3.7)
Finally, we note that
dim(ν, x) = lim
N→∞
− log ν(Bλ−2N (x))
2N logλ
=
1
2 logλ
lim
N→∞
− log ν(BrN (x))
N
.
Therefore we need to estimate 1N log ν(BrN (x)) =
1
N log ν(I0).
Assuming the parameters above have been fixed, write
ν(I0) =
(
N∏
n=1
A1 . . . An−1ν(I0)
A1 . . . Anν(I0)
)
· (A1 . . . ANν(I0))
=
(
N∏
n=0
ν(In−1)
Anν(In−1)
)
· ν(IN ).
Taking logarithms,
− log ν(I0) = − log ν(IN ) +
N∑
n=1
log fAn(In−1).
By (3.5), we have∣∣∣∣log dAnνdν (πSn−1w)− log fAn(In−1)
∣∣∣∣ ≤ ∆F (Sn−1w, |In−1|).
Together with the previous equation we get∣∣∣∣∣− 1N log ν(I0)− 1N
N∑
n=1
log
dAnν
dν
(π(Sn−1w))
∣∣∣∣∣ ≤ 1N log ν(IN )
+
1
N
N∑
n=1
∆F (Sn−1w, |In|).
By the ergodic theorem, the average on the left-hand side converges µ̂-a.s. to
hF (ν), so we will be done once we show that the right-hand side tends to 0.
Indeed, by (3.7) the first term is O(1/N). As for the second term, by (3.6) we
know that we have |In| < tN,n for tN,n = λ−2((1−ε˜N )N−n), which clearly satisfies
the hypotheses of Theorem 3.8. This shows that 1N
∑N
n=1∆F (S
n−1w, |In|)→ 0
a.s. (Here we use the fact that limr→0∆F (w, r) = 0 for µ̂-a.e. w by (3.4).) This
completes the proof.
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4 Entropy and dimension
As in the introduction, we fix µ ∈ P(G) with Lyapunov exponent χ = logλ > 0,
and let ν = µ.ν be the unique stationary measure.
4.1 Expansion and re-scaling
We often identify P with [0, 1) via P ∋ (x, y) 7→ 12 + 1π arctany/x ∈ [0, 1). One
benefit is that we can now apply scaling to P, and we define St : R→ R by
Stx = 2
tx.
Note that Ss+t = SsSt.
The basic geometric fact about the action of g ∈ G on P is that on the
complement of an ε-ball it scales by a factor of ‖g‖−2 with bounded distortion.
Thus, locally it acts like S−2 log‖g‖+Oε(1), followed by a translation.
In particular if η ∈ P(P) is a probability measure without atoms, then for
g far enough from the identity all but a negligible fraction of the support of η
is contracted roughly by a factor of ‖g‖2.
4.2 Dyadic partitions
Let Dn = {[k/2n, (k+1)/2n) : 0 ≤ k < 2n} denote the level-n dyadic partition
of [0, 1). We transfer Dn to P using the usual identification. When t is not
an integer, we write Dt = D⌊t⌋. Also, Dn(x) denotes the unique element of Dn
containing it.
We also want dyadic-like partitions DGn on G. Specifically, we want a family
of partitions DG1 ,DG2 , . . . of G into measurable sets such that for some constant
M the following holds:
(i) DGn+1 refines DGn .
(ii) Every D ∈ DGn contains at most M elements of DGn+1.
(iii) Every D ∈ DGn contains a ball of radius 1M · 2−n and is contained in a ball
of radius M · 2−n (recall that we are using the left-invariant metric).
There are various ways to get such a system. If we replace 2−n by rn0 for some
small r0 ∈ (0, 1), then such partitions EGn can be constructed in the general
setting of a doubling metric space (see e.g. [19] and references therein). For the
sake of tradition we stick with cells of size roughly 2−n; we can obtain them by
setting DGn = EG⌊−n/ log r0⌋.
Alternatively, we can use the structure of G = SL2(R) and construct the
partitions explicitly, or use local charts to pull back the standard Dyadic par-
tition on R3, taking care to “stitch” the partitions together where the charts
meet so that the properties are preserved. We leave such possibilities to the
interested reader.
We extend the notation Dt for non-integer t and Dn(x), discussed above for
P, to the partition of G.
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4.3 Preliminaries on entropy
We write H(η,A) = −∑A∈A η(A) log η(A) for the entropy of a probability
measure η with respect to a partition A. Here the logarithm is in base 2 and
0 log 0 = 0. The conditional entropy with respect to a countable partition F is
H(η,A|F) =
∑
F∈F
η(F ) ·H(ηF ,A),
where ηF is the conditional measure on F . For a probability measure η on [0, 1)
or P, the quantity
1
n
H(η,Dn)
is called the scale-n entropy of η. This quantity is between 0 and 1 and gives a
finite-scale approximation of the dimension.
For a discrete probability measure µ we write H(µ) for the entropy with re-
spect to the partition into points, and for a probability vector α = (α1, . . . , αk),
we write H(α) = −∑ki=1 αi logαi. We will rely on standard properties of en-
tropy, for more details see [16, Section 3.1] and [18, Section 2.4]. The properties
below hold for measures on the real line (or on P), or on the group G; in the
latter case the entropy is considered relative to the partitions DGn .
Lemma 4.1. As a function of the measure, entropy satisfies:
(i) H(·,A) is concave.
(ii) H(·,A) is “almost-convex”: if α is a probability vector, then
H(
∑
αiµi,A) ≤
∑
αiH(µi,A) +H(α).
Properties (i) and (ii) also hold for the conditional entropy H(·,A|F).
We note how entropy is affected by scaling and translation: for t, u ∈ R we
have
H(Stµ,Dn−t) = H(µ,Dn) +O(1) (4.1)
and
H(Tuµ,Dn) = H(µ,Dn) +O(1).
If µ is supported on a set of diameter 2−(n+c), then
H(µ,Dn) = Oc(1), (4.2)
and hence, for m > n, and if again µ is supported on a set of diameter 2−(n+c),
then using the basic identity H(µ,Dm|Dn) = H(µ,Dm)−H(µ,Dn) we have
H(µ,Dm|Dn) = H(µ,Dm)−Oc(1). (4.3)
Next we collect some useful estimates for the entropy.
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Lemma 4.2. (i) If each E ∈ E intersects at most k elements of F and vice
versa, then |H(µ, E)−H(µ,F)| = O(log k).
(ii) If f, g : P→ P and |f(x)− g(x)| ≤ C2−m for x ∈ P, then
|H(fµ,Dm)−H(gµ,Dm)| ≤ OC(1).
(iii) If f is bi-Lipschitz with constant C, then
H(fµ,Dn) = H(µ,Dn) +O(logC).
(iv) for every ε > 0 there is δ > 0 such that if η, θ are two measures and
‖η − θ‖ < δ, then for any finite partition A with k elements,
|H(η,A) −H(θ,A)| < ε.
Combining the last two lemmas we also obtain
Lemma 4.3. Suppose that f scales suppµ by u > 0 with distortion C. Then
H(fµ,Dn−log u) = H(µ,Dn) +OC(1).
4.4 Convergence of entropy to dimension
Write
α = dim ν.
We have seen that ν is exact dimensional (Theorem 3.4). This implies that5
lim
n→∞
1
n
H(ν,Dn) = α.
Below we establish that a number of other natural entropies converge to α as
well. Before doing so we need a simple lemma.
Lemma 4.4. Let ξ, ζ be random variables defined on a probability space (Ω,F ,P),
and with values in P. Suppose that P(dP(ξ, ζ) < 2
−(1−ε)n) = 1 − δ. Write
η = E(δξ) and θ = E(δζ). Then
|H(θ,Dn)−H(η,Dn)| = O((ε + δ)n+H(δ)), (4.4)
and in fact
H(P, ξ−1Dn | ζ−1Dn) = O((ε + δ)n+H(δ)). (4.5)
5The limit limn→∞
1
n
H(η,Dn) (which in general may not exist, or may be distinct from
the dimension) is sometimes called the entropy dimension of η, and denoted dime η.
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Proof. Suppose first that δ = 0, so that dP(ξ, ζ) < 2
−(1−ε)n always holds.
Consider the random pair (ξ, ζ) ∈ P2 and the measure τ = E(δ(ξ,ζ)). Let
T = {∅,P} denote the trivial partition ofP and note thatH(η,Dn) = H(τ,Dn×
T ) and H(θ,Dn) = H(τ, T × Dn). Now, by the assumption that dP(ξ, ζ) <
2−(1−ε)n, we see that given ξ, or the atom of Dn to which it belongs, there are
O(2εn) possible atoms of Dn ×Dn to which ζ can belong. Thus
H(τ,Dn ×Dn) = H(τ,Dn ×Dn|Dn × T ) +H(τ,Dn × T )
= O(εn) +H(η,Dn),
and similarly H(τ,Dn × Dn) = O(εn) + H(θ,Dn). Hence assuming δ = 0 we
have found that
|H(θ,Dn)−H(η,Dn)| = O(εn).
For δ > 0, let Ω denote the event that dP(ξ, ζ) < 2
−(1−ε)n, so P(Ω) = 1− δ.
Let η′ = E(δξ|Ω), η′′ = E(δξ|Ωc) and let θ′ = E(δζ |Ω) and θ′′ = E(δζ |Ωc), so
that η = (1 − δ)η′ + δη′′ and θ = (1− δ)θ′ + δθ′′. Thus, by Lemma 4.1 (i) and
(ii) we have
|H(η,Dn)−H(η′,Dn)| < H(δ) + δ |H(η′′,Dn)−H(η′,Dn)| ≤ H(δ) + 2δn,
where we used that |Dn| = 2n. Similarly, we have |H(θ,Dn)−H(θ′,Dn)| <
H(δ) + 2δn. Finally, by the previous paragraph we know that
|H(θ′,Dn)−H(η′,Dn)| = O(εn). Combining these three bounds gives (4.4).
For the second statement, we can apply the first statement to the random
variables ξ′ = (ξ, ξ), ζ′ = (ξ, ζ) and measures η′ = E(δξ′), θ
′ = E(δζ′). Since
H(η′,Dn ×Dn) = H(η,Dn) we conclude that
|H(η,Dn)−H(θ′,Dn ×Dn)| = O((ε + δ)n+H(δ)).
But also H(η,Dn) = H(P, ξ−1Dn) and H(θ′,Dn×Dn) = H(P, ξ−1Dn∨ζ−1Dn),
so the last bound is precisely the conditional entropy in (4.5).
Proposition 4.5. For any c > 0, for any An ⊆ G, with µ⋆n(An) > c, for any
w ∈ P we have
1
2χn
H((µ⋆n)An.w,D2χn) = α+ oc(1) as n→∞. (4.6)
Proof. First we prove the inequality for An ≡ G, that is,
1
2χn
H(µ⋆n.w,D2χn) = α+ o(1) as n→∞. (4.7)
Fix w ∈ P. Let X1, X2, . . . be i.i.d. random matrices with marginal µ, so
that µ⋆n is the distribution of the random product Zn = X1X2 . . .Xn, and let
u+ = limZnu
+
Zn
, so that
ν = E(δu+).
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Next, let wn = Znw, so that µ
⋆n.w = E(δwn). By Proposition 3.3, we have
P
(
dP(u
+, wn) < 2
−2(χ−εn)n
)
→ 1 as n→∞, (4.8)
for some εn → 0. By the previous lemma (taking ξ = u+ and ζ = wn and
replacing n by 2χn, which is formally equivalent), we have∣∣∣∣ 12χnH(ν,D2χn)− 12χnH(µ⋆n.w,D2χn)
∣∣∣∣→ 0 as n→∞,
and (4.7) follows.
Now, in order to prove the asymptotic equality (4.6), it is enough to prove the
inequality≥. Indeed, by concavity and almost-convexity of entropy (Lemma 4.1),
the convex combination of the normalized entropy in the left-hand side of (4.6)
together with the analogous normalized entropy for the complements of An, is
asymptotically equal to the normalized entropy of µ⋆n.w, and we already know
that the latter converges to α by (4.7). Thus, knowing the inequality for both
An and A
c
n (the complementary sets) proves the desired equality. Note that
if the masses of the complements tend to zero, then their contribution to the
convex combination also tends to zero, so we get equality in this case also.
To this end, define
νn := E(δu+ |Zn ∈ An),
and note that, using wn = Znw as above, we have
(µ⋆n)An.w = E(δwn |Zn ∈ An).
By (4.8),
1− P
(
dP(u
+, wn) < 2
−2(χ−εn)n |Zn ∈ An
)
= oc(1) as n→∞.
Using the previous lemma again (taking ξ = u+ and ζ = wn conditioned by
{Zn ∈ An}) yields∣∣∣∣ 12χnH(νn,D2χn)− 12χnH((µ⋆n)An.w,D2χn)
∣∣∣∣→ 0 as n→∞.
To complete the proof we must now show that
H(νn,D2χn) ≥ 2χαn+ oc(n).
For this, note that by the Radon-Nikodym theorem, νn =
∫
fn dν for some
0 ≤ fn ≤ 1/c. By exact dimensionality of ν we have ν(Br(x)) = rα+ox(1) for
ν-a.e. x, hence, as is well-known, ν(Dn(x)) = rα+ox(1) for ν-a.e. x. For such
x the bound on fn gives νn(Dn(x)) ≤ 2−n(α+ox,c(1)). Taking logarithms and
integrating gives the desired entropy bound, and proves the proposition.
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Corollary 4.6. Let c and An ⊆ G be as in the previous proposition. Let
w = (w1, w2, w3) ∈ P3, and write ρw(g) = gw = (gw1, gw2, gw3) and
En = ρ−1w D2χn
(where D2χn refers to the product partition in P3). Then
1
2χn
H((µ⋆n)An , En) = α+ oc,r(1)
Proof. Let ρwi(g) = gwi and let
En,i = ρ−1wiD2χn
so that En =
∨
i=1,2,3 En,i. Then
H((µ⋆n)An , En) = H((µ⋆n)An , En,1) +H
(
(µ⋆n)An , En,2 ∨ En,3 | En,1
)
.
By the previous proposition we know that the first summand is of order 2χαn+
o(n), so we must show that the other summand is o(n). For this it is enough to
show that for each i = 2, 3.
H
(
(µ⋆n)An , En,i | En,1
)
= o(n) (4.9)
This follows from Lemma 4.4. Indeed, adopting the notation of Proposition 3.3,
writing wn,i = X1X2 . . . Xnwi, and assuming εn → 0 slowly enough, by that
proposition
P
(
dP(wn,i, u
+) < 2−(2χ−εn)n
)
→ 1 as n→∞,
whereby by a slight increase of εn we have
P
(
dP(wn,i, wn,1) < 2
−(2χ−εn)n
)
→ 1 as n→∞.
Since µ⋆(An) > c, the last equation remains true if we condition on X1 . . . Xn ∈
An, and then (4.9) follows from Lemma 4.4, equation (4.5).
Proposition 4.7. 12χnH(µ
⋆n,DG1 ) = α+ o(1) as n→∞.
Proof. Fix 1/10-separated w1, w2, w3, w4 ∈ P. Let r < 1/20 be small enough
to apply Lemma 2.5 (with ε = 1/10). For any g0 ∈ G we certainly have
u−g0 /∈ Br(wi) for three out of the four points. Thus for each n we can partition
G into measurable sets A1n, A
2
n, A
3
n, A
4
n such that for each i = 1, 2, 3, 4,
g ∈ Ain =⇒ u−g /∈ Br(wj) for j 6= i,
so that
pn,i := µ
⋆n(Ain) > c > 0.
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(In fact, we can take c = 1/5, provided r > 0 is sufficiently small. This follows
from the claim that
lim
r→0
lim
n→∞
µ⋆n({g ∈ G : u−g ∈ Br(w)}) = 0,
uniformly in w ∈ P, which is a consequence of Proposition 3.3 and continuity
of the stationary measure.) Now observe that∣∣∣H(µ⋆n,DG1 )− 4∑
i=1
pn,i ·H((µ⋆n)Ain ,DG1 )
∣∣∣ ≤ 2,
by Lemma 4.1, using that 2 = log 4 is the maximal entropy of H(µ⋆n, {Ain}4i=1).
Thus it is enough for us to show that for every ε > 0, for all large enough n,
| 1
2χn
H((µ⋆n)Ain ,DG1 )− α| < ε assuming pn,i > c. (4.10)
Without loss of generality we prove this for i = 4. From now on we fix i = 4
and a parameter c > 0. Define
En :=
∨
i=1,2,3
ρ−1wi (D2χn)
(recall again that ρw(g) = gw). Let εn → 0 and
Γn = {g ∈ G : 2−(2χ+εn)n ≤ ‖g‖−2 ≤ 2−(2χ−εn)n}.
By Theorem 3.2 we can choose εn so that
µ⋆n(Γn)→ 1. (4.11)
By Lemma 2.5 and our choice of the sets Ajn, for any g0 ∈ A4n the map Br(g0)→
P
3, g 7→ (gwj)j 6=4, scales by ‖g0‖−2 with distortion O(1). It follows that if
2−(2χ+ε)n ≤ ‖g0‖−2 ≤ 2−(2χ−ε)n, then in an O(1)-neighborhood of g0 ∈ A4n
each atom of DG1 can be covered by O(2εn) atoms of En and vice versa. It
follows that ∣∣H((µ⋆n)Γn∩A4n ,DG1 )−H((µ⋆n)Γn∩A4n , En)∣∣ = o(n).
By (4.11) and the fact that µ⋆n has only exponentially many atoms, we also
have
|H((µ⋆n)Γn∩A4n ,DG1 )−H((µ⋆n)A4n ,DG1 )| = o(n),
|H((µ⋆n)Γn∩A4n , En)−H((µ⋆n)A4n , En)| = o(n).
Combining these estimates, (4.10) becomes
| 1
2χn
H((µ⋆n)A4n , En)− α| < ε, assuming µ⋆n(A4n) > c,
and this is the statement of the previous corollary.
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4.5 Component measures
For x ∈ R recall that Dn(x) denotes the unique element of Dn containing it,
and for a measure η on [0, 1) (or P), define the level-n component of η at x to
be the conditional measure on Dn(x):
ηx,n =
1
η(Dn(x))η|Dn(x).
We define components of a measure θ ∈ P(G) in the same way, using the
dyadic partitions DGn , so θg,n = 1θ(DGn (g))θ|DGn (g).
4.6 Random component measures
We often view ηx,n as random variables, with n chosen uniformly within some
specified range, and x chosen independently of n according to η. This is the
intention whenever ηx,n appears in an expression P(. . .) or E(. . .). For example,
if U is a set of measures then P0≤i≤n(ηx,i ∈ U) is the probability that ηx,n ∈ U
when 0 ≤ i ≤ n is chosen uniformly and x is independently chosen according to
η.
Similarly, Ei=n(H(ηx,i,Di+m)) denotes the expected entropy of a component
at level n (note that we took i = n, so the level is deterministic), measured at
scale n+m, so by definition,
H(η,Dn+m|Dn) = Ei=n(H(ηx,i,Dn+m)). (4.12)
As another example, for every n we have the trivial identity
η = Ei=n(ηx,i).
We view components of measures on G as random variables in the same way
as above and adopt the same notational conventions.
When several random components are involved, they are assumed to be
chosen independently unless otherwise specified. Thus θg,i × ηx,i is obtained by
choosing g and x independently according to θ and η, respectively.
The distribution on components has the convenient property that it is almost
invariant under repeated sampling, i.e. choosing components of components.
More precisely, for a probability measure η ∈ P(P) and m,n ∈ N, let Pηn denote
the distribution of components ηx,i, 0 ≤ i ≤ n, as defined above; and let Qηn,m
denote the distribution on components obtained by first choosing a random
component ηx,i, 0 ≤ i ≤ n, as above, and then, conditionally on θ = ηx,i,
choosing a component θy,j , i ≤ j ≤ i+m with the usual distribution (note that
θy,j = ηy,j is indeed a component of η).
Lemma 4.8. Given η ∈ P(P) and m,n ∈ N, the total variation distance be-
tween Pηn and Q
η
n,m satisfies∥∥Pηn −Qηn,m∥∥ = O(mn ).
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In particular, let Ai,Bi ⊆ P([0, 1)d), write α = P0≤i≤n(ηx,i ∈ Ai), and suppose
that θ ∈ Ai implies Pi≤j≤i+m(θx,j ∈ Bj) ≥ β. Then
P0≤i≤n(ηx,i ∈ Bi) > αβ −O(m
n
).
These are essentially applications of the law of total probability, for details
see [17, Lemma 2.7].
Similar statements hold for components of measures on G. We leave these
generalizations to the reader.
4.7 Reduction of main theorem to two entropy inequali-
ties
Although it is possible to give an effective proof of Theorem 1.1, the proof is
most transparently presented by contradiction. The following proposition says
that if the main theorem fails, then, when the measure µ⋆n is conditioned on
typical dyadic cells of diameter O(1), the resulting measures have two important
properties: first, their entropy is substantial (it grows linearly up to a suitably
chosen scale), and second, when the measures are convolved with the stationary
measure ν, then the result does not have substantially more entropy than ν
we started out with. These properties will be seen in the next section to be
incompatible with the multi-scale regularity of ν.
Proposition 4.9. If µ ∈ P(G) is as in Theorem 1.1, with suppµ Diophantine,
and if the conclusion of Theorem 1.1 fails, then there are constants c, c′ > 0
such that as n→∞,
Ei=1
(
H((µ⋆n)g,i,DGcn)
) ≥ c′ · n− o(n),
Ei=1 (H((µ
⋆n)g,i.ν,D2χn+cn)) ≤ H(ν,Dcn) + o(n).
Proof. Write α = dim ν. We have seen that H(ν,Dn) = (α+ o(1))n. Therefore,
for every c > 0,
H(ν,D2χn+cn|D2χn) = H(ν,D2χn+cn)−H(ν,D2χn)
= (α+ o(1)) · (2χn+ cn)− (α + o(1)) · 2χn
= (α+ o(1)) · cn as n→∞.
On the other hand, by the identity µ⋆n = Ei=1 ((µ
⋆n)g,i) and linearity of con-
volution, we have
ν = Ei=1 ((µ
⋆n)g,i.ν) ,
so by concavity of entropy,
H(ν,D2χn+cn|D2χn) = H (Ei=1 ((µ⋆n)g,i.ν) ,D2χn+cn|D2χn)
≥ Ei=1 (H((µ⋆n)g,i.ν,D2χn+cn|D2χn)) .
Now, for gn chosen randomly according to µ
⋆n we have 1n log ‖gn‖ → χ in
probability. Consequently, as n→∞, the random level-1 component (µ⋆n)g,1.ν
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is supported on a set of diameter O(2−(2χ+o(1))n) with probability tending to 1,
hence it intersects 2o(n) cells of the partition D2χn. It follows that
Ei=1 (H((µ
⋆n)g,i.ν,D2χn+cn|D2χn)) = Ei=1 (H((µ⋆n)g,i.ν,D2χn+cn))− o(n),
as n→∞. Putting this all together, we conclude that
Ei=1 (H((µ
⋆n)g,i.ν,D2χn+cn)) ≤ (α+ o(1)) · cn
= H(ν,Dcn) + o(n) as n→∞.
This is the second statement in the proposition.
Now suppose that suppµ is Diophantine, and choose the constant c above
to be a constant such that d(g1 . . . gn, g
′
1 . . . g
′
n) > 2
−cn for all pairs of sequences
g1, . . . , gn ∈ suppµ and g′1, . . . , g′n ∈ suppµ, with g1 . . . gn 6= g′1 . . . g′n. Then
each atom of DGcn contains O(1) atoms of µ⋆n, and we have
H(µ⋆n,DGcn) = H(µ⋆n)−O(1) as n→∞.
On the other hand, by Proposition 4.7,
H(µ⋆n,DG1 ) = 2αχn− o(n) as n→∞.
By the definition of the random walk entropy hRW = hRW(µ), we have H(µ
⋆n) =
hRW·n+o(n). Thus, assuming for the sake of contradiction that dim ν < hRW/2χ,
and writing c′ = hRW − 2χα > 0, we conclude that
Ei=1
(
H((µ⋆n)g,i,DGcn)
)
= H(µ⋆n,DGcn|DG1 )
= (hRW − 2χα) · n− o(n)
= c′ · n− o(n) as n→∞.
This is the first statement in the proposition.
5 Inverse theorem, linearization, and completion
of the proof
5.1 Multiscale formulas for entropy
A simple property of scale-n entropy of a measure is that when m ≪ n it is
roughly equal to the average of the scale-m entropies of its components, and for
convolutions a related bound can be given. The proofs are similar to e.g. [16,
Lemmas 3.4 and 3.5]. Below we write η ∗ η′ for the convolution of measures on
R or P.
Lemma 5.1. (i) For any η ∈ P(P), for every m,n ∈ N,
1
n
H(η,Dn) = E1≤i≤n( 1
m
H(ηx,i,Di+m)) + O(m
n
).
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(ii) For any η ∈ P(G) with support of diameter O(1),
1
n
H(η,DGn ) = E1≤i≤n(
1
m
Hm(ηx,i,DGi+m)) +O(
m
n
).
For convolutions in P (or R), we have a lower bound:
Lemma 5.2. For any η, θ ∈ P(P), for every m,n ∈ N,
1
n
H(θ ∗ η,Dn) ≥ E1≤i≤n( 1
m
H(θy,i ∗ ηx,i,Di+m))−O( 1
m
+
m
n
).
In the expectations above, the random variables ηx,i and θy,i are independent.
Before we state the analogous formula for convolutions θ.η where θ ∈ P(G)
and η ∈ P(P), we note that when g ∈ G acts on a measure η ∈ P(P), it typically
(i.e. unless η gives substantial mass to a small neighborhood of u−g ) scales most
of η by ‖g‖−2. This implies that for large i,
H(η,Di) ≈ H(gη,Di+2 log‖g‖) ≈ H(S−2 log‖g‖gη,Di).
Thus if θ is supported near g, then we should measure the entropy of θ.η at
resolution 2 log ‖g‖-scales smaller than that at which we consider η.
Lemma 5.3. Let θ ∈ P(G) and η ∈ P(P). Suppose that θ is supported on a
set of diameter O(1), let g0 ∈ supp θ and set ℓ = 2 log ‖g0‖. Given δ > 0 let
Eδ =
{
(g, x) ∈ G×P : x /∈ Bδ(u−g )
}
;
pδ = 1− θ × η(Eδ).
Then for integers m < n,
1
n
H(θ.η , Dn+ℓ) ≥ E0≤i≤n
(
1
m
H(θg,i.ηx,i , Di+ℓ+m)
∣∣∣ (g, x) ∈ Eδ)
− Oδ
(
1
m
+
m
n
)
− pδℓ+H(pδ)
n
.
In particular, if η is continuous, then
1
n
H(θ.η , Dn+ℓ) ≥ E0≤i≤n
(
1
m
H(θg,i.ηx,i , Di+ℓ+m)
∣∣∣ (g, x) ∈ Eδ)− oη(1)
asm,n/m→∞, and the error term is uniform in θ assuming that ∫ log ‖g‖ dθ(g)
(equivalently, ℓ) grows at most linearly in n.
Proof. Using the conditional entropy formula, for any measure σ ∈ P(P) we
have (see proof of Lemma 3.4 in [16]):
1
n
H(σ,Dn+ℓ) = 1
n
H(σ,Dℓ) + 1
n
n∑
i=1
1
m
H(σ,Di+ℓ+m|Di+ℓ) +O(m
n
).
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Now, given i, we have the identities θ = Ej=i(θg,j) and η = Ej=i(ηg,j). By lin-
earity of the convolution operation over the measures, we have θ.η = Ej=i(θg,j.ηx,j),
so by concavity of entropy,
H(θ.η,Di+ℓ+m|Di+ℓ) = H (Ej=i(θg,j.ηx,j),Di+ℓ+m|Di+ℓ)
≥ Ej=i (H(θg,j.ηx,j ,Di+ℓ+m|Di+ℓ)) .
Using this and substituting σ = θ.η into the previous identity we get
H(θ.η , Dn+ℓ) ≥
≥ H(θ.η,Dℓ) +
n∑
i=1
Ej=i
(
1
m
H(θg,j.ηx,j ,Di+ℓ+m|Di+ℓ)
)
+O(m). (5.1)
Now, since θ has diameter O(1), there is an interval I ⊆ P of lengthO(‖g0‖−2) =
O(2−ℓ) such that if g ∈ supp θ and x /∈ Bδ(u−g ), then gx ∈ I. Write
θ.η =
∫
δgx d η(x) dθ(g)
=
∫
Eδ
δgx d η(x) dθ(g) +
∫
P \Eδ
δgx d η(x) dθ(g).
The first term has total mass 1 − pδ = θ × η(Eδ) and is supported on I, and
the second has total mass pδ. Re-writing the last line as a convex combination
(1− pδ)σ′ + pδσ′′, with the measure σ′ is supported on I, we have H(σ′,Dℓ) =
O(1) and trivially H(σ′′,Dℓ) ≤ ℓ. It follows from almost-concavity of entropy
(Lemma 4.1 (ii)) that
H(θ.η,Dℓ) ≤ O(1) + pδℓ+H(pδ).
Thus, after dividing by n, the term H(θ.η,Dℓ) in (5.1) is absorbed in the error
term of the inequality we are trying to prove. It remains to analyze the sum of
expectations in (5.1). For this, fix i and condition on Eδ:
Ej=i (H(θg,j.ηx,j,Di+ℓ+m|Di+ℓ)) ≥
≥ (1− pδ)Ej=i (H(θg,j.ηx,j,Di+ℓ+m|Di+ℓ) | (g, x) ∈ Eδ )
+ pδEj=i (H(θg,j.ηx,j,Di+ℓ+m|Di+ℓ) | (g, x) /∈ Eδ )
≥ Ej=i (H(θg,j.ηx,j ,Di+ℓ+m|Di+ℓ) | (g, x) ∈ Eδ )−mpδ.
(5.2)
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Finally, fixing (g, x) ∈ Eδ, and assuming i large relative to δ, the component
ηx,i is supported on the complement of Bδ/2(u
−
g ) and so g acts on its support
by contracting by ‖g‖−2 with distortion Oδ(1). Since ηx,i is supported on a
set of diameter 2−i the set θg,i.ηx,i is supported on an interval of diameter
Oδ(2
−i · ‖g‖−2) = Oδ(2−(i+ℓ)) so H(θg,i.ηx,i,Di+ℓ) = Oδ(1) and we can remove
the conditioning in the entropy in the last line of (5.2) at a cost of Oδ(1).
Inserting what we have got into (5.1), the inequality in the lemma is proved.
For the second statement we only need to show that pδ → 0 as δ → 0. When
η is continuous, we have η(Bδ(u
−
g ))→ 0 as δ → 0 uniformly in g. Therefore by
Fubini,
pδ = θ × η(P \Eδ) =
∫
η(Bδ(u
−
g ))dθ(g)→ 0 as δ → 0,
as desired.
5.2 Entropy porosity
One of the important properties of the stationary measure ν is that most of
its components have essentially the same entropy when measured at a suitable
scale. We will make use of this mainly through the common upper bound on
the entropy of components.
For the following discussion consider a general probability measure η ∈ P(P).
We say that η is (h, δ,m)-entropy porous from scale n1 to n2 if
Pn1≤i≤n2
(
1
m
H(ηx,i,Di+m) ≤ h+ δ
)
> 1− δ. (5.3)
We say that η is h-entropy porous if6 for every δ > 0, m > m(δ) and n > n(δ,m)
the measure is (h, δ,m)-entropy porous from scale 0 to n.
It turns out that entropy porosity passes to components. The next lemma
appears in [18] verbatim, but we repeat it here for the reader’s convenience.
Lemma 5.4. Let 0 < δ < 1, k ∈ N and n > n(δ, k). If η ∈ P(P) is (h, δ2/2,m)-
porous from scale 0 to n, then
P0≤i≤n
(
ηx,i is (h, δ,m)-entropy
porous from scale i to i+ k
)
> 1− δ. (5.4)
Proof. By assumption,
P0≤i≤n
(
1
m
H(ηx,i,Di+m) ≤ h+ δ
2
2
)
> 1− δ
2
2
. (5.5)
6This implies that lim sup 1
n
H(η,Dn) ≤ h, but the converse is false in general. Entropy
porosity is closely related to the notion of uniform entropy dimension from [16], but that
definition made more requirements and did not specify some of the parameters, which we
want to be explicit about here.
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Let Bi ⊆ P(P) denote the set of measures θ with 1mH(θ,Di+m) > h + δ, andAi ⊆ P(P) the set of θ such that Pi≤j≤i+k(θx,j ∈ Bj) > δ. It suffices for us to
show that P0≤i≤n(ηx,i ∈ Ai) ≤ 2δ/3. Indeed, if we had P0≤i≤n(ηx,i ∈ Ai) >
2δ/3, then Lemma 4.8 would imply P0≤i≤n(ηx,i ∈ Bi) = 2δ2/3−O(k/n), which,
assuming as we may that n large relative to k, δ, contradicts (5.5).
We note that entropy porosity is stable under translation and re-scaling in
the following sense: For every h, δ > 0 and m there exist δ′ > 0 such that if η
is (h, δ′,m)-entropy porous from scale 0 to n, then for any non-singular affine
map A, the measure Aη is (h, δ,m)-entropy porous at these scales, as long as n
is large compared to A. We shall not need this, though, and omit the proof.
Returning to our stationary measure ν, from its “approximate self-similarity”
we show that
Proposition 5.5. The measure ν is α-entropy porous, where α = dim ν, and
in particular ν satisfies (5.4).
Proof. Let δ > 0 and set
ε = ε(δ) = sup{ν(Bδ(x)) : x ∈ P}.
Given g ∈ G and Iδg = P \Bδ(u−g ), we know by Lemma 2.4 that g|Iδg scales by
‖g‖−2 with distortion Oδ(1). Write ν = ν(Iδg ) · νIδg +(1− ν(Iδg ))νP \Iδg , and note
that ν(Iδg ) > 1− ε(δ). By Lemma 4.1(ii), we have
1
m
H(νIδg ,Dm) ≥
1
1− ε
( 1
m
H(ν,Dm)− ε− 1
m
H(ε)
)
,
so, assuming m large relative to δ, we have
1
m
H(νIδg ,Dm) = (1 −O(ε))
1
m
H(ν,Dm).
Similarly, writing
gν = ν(Iδg ) · g(νIδg ) + (1− ν(Iδg )) · g(νP \Iδg ),
by concavity of entropy, the previous discussion and Lemmas 4.2 and 4.3,
1
m
H(gν,D2 log‖g‖+m | D2 log‖g‖) ≥ 1− ε
m
H(g(νIδg ),D2 log‖g‖+m|D2 log‖g‖)
=
1− ε
m
H(νIδg ,Dm)−Oδ(
1
m
).
In the last line we used the fact that g(νIδg ) is supported on a set of sizeO(‖g‖−2),
hence intersects Oδ(1) atoms of the partition D2 log ‖g‖, and therefore,
H(g(νIδg ),D2 log ‖g‖) = Oδ(1).
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Now, if we again assume m large relative to δ we conclude that
1
m
H(gν,Dm+2 log‖g‖ | D2 log ‖g‖) ≥ (1−O(ε)) 1
m
H(ν,Dm).
Since 1mH(ν,Dm) = α+ o(1) as m→∞, for m large enough, we obtain
1
m
H(gν,Dm+2 log‖g‖ | D2 log ‖g‖) ≥ (1−O(ε))α. (5.6)
Fix an m as above and consider a fixed i ∈ N. Let X1, X2, . . . be i.i.d. with
marginal µ and define the stopping time τ to be the minimal τ ∈ N such that
‖X1X2 . . . Xτ‖ ≥ 2i/2. Note that ‖X1X2 . . . Xk‖ → ∞ a.s., so τ is almost surely
finite. It is an easy consequence of stationarity that
ν = E(X1X2 . . . Xτν).
Thus, by concavity of entropy,
1
m
H(ν,Di+m|Di) = 1
m
H (E(X1 . . . Xτν),Di+m|Di)
≥ E
(
1
m
H(X1 . . . Xτν,Di+m|Di)
)
≥ (1−O(ε))α.
In the last line we used (5.6), with g = X1X2 . . .Xτ , so that
2 log ‖g‖ = 2 log ‖X1X2 . . .Xτ‖ = i+O(1)
by the definition of τ .
To conclude the argument, by Lemma 5.1 and (4.12), for large enough n,
α ≥ 1
n
H(ν,Dn)− ε
= E1≤i≤n(
1
m
H(νx,i,Di+m))−O(m
n
)− ε
=
1
n
n∑
i=1
1
m
H(ν,Di+m|Di)−O(m
n
)− ε,
so for large enough n,
1
n
n∑
i=1
1
m
H(ν,Di+m|Di) ≤ α+ 2ε.
This is bounded above by α+2ε, but each term in the average is bounded below
by α−O(ε). Thus by Markov’s inequality,
1
n
#
{
1 ≤ i ≤ n : 1
m
H(ν,Di+m|Di) > α+ ε′
}
< ε′,
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where ε′ = O(
√
ε). But this just means that
P1≤i≤n
(
1
m
H(νx,i,Di+m) ≤ α+ ε′
)
> 1− ε′.
Since ε, and hence ε′, can be made arbitrarily small by making δ small, this is
what was claimed.
5.3 Entropy growth under convolution: Euclidean case
Recall that θ ∗ η denotes the convolution of measures on R. The entropy of
a convolution is generally at least as large as each of the convolved measures,
although due to the discretization involved there may be a small loss:
Lemma 5.6. For every η, θ ∈ P([0, 1)),
1
n
H(η,Dn)−O( 1
n
) ≤ 1
n
H(θ ∗ η,Dn) ≤ 1
n
H(η,Dn) + 1
n
H(θ,Dn) +O( 1
n
).
Typically one expects the upper bound to be the correct one, but in general
this is not the case and one cannot rule out that the lower bound is achieved, i.e.
there is no entropy growth at all. It is quite non-trivial to give useful conditions
under which the upper bound is achieved, but Theorem 2.8 of [16] provides a
verifiable condition under which at least some entropy growth occurs.
Theorem 5.7. For every ε > 0 there exists δ = δ(ε) > 0 such that for every
m > m(ε, δ) and n > n(ε, δ,m), the following holds:
Let η ∈ P([0, 1)) and θ ∈ P([0, 1)) be probability measures and suppose that
η is (1− ε, δ,m)-entropy porous from scale 1 to n. Then
1
n
H(θ,Dn) > ε =⇒ 1
n
H(θ ∗ η,Dn) > 1
n
H(η,Dn) + δ.
More generally, if η is (1 − ε, δ,m)-entropy porous from scale n1 to n2 and
n2 − n1 > n(ε, δ,m), then
1
n2 − n1H(θ,Dn2 |Dn1) > ε
=⇒ H(θ ∗ η,Dn2 |Dn1) > H(η,Dn2 |Dn1) + δ · (n2 − n1). (5.7)
5.4 Linearization
We require an analogous statement for convolutions θ.η, where η ∈ P(P) and
θ ∈ P(G). The main idea, similar to that in [17], is to reduce the “non-linear
convolution” θ.η to an average of linear convolutions involving (images of) com-
ponents of θ and η, to which, with an additional argument, we can apply the
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Euclidean theorem above. Our argument is then based on linearization7 of
the action map G × P → P. We interpret sums and differences of elements
in P, and also their products with scalars, using the identification of P with
[0, 1) ⊆ R. They are well defined as long as all terms are nearby in P. Assume
that B1×B2 ⊆ G×P is a product of r-balls and (g0, x0) ∈ B1×B2, and x0 is far
enough from u−g0 . For x0 ∈ P write θ.x0 for the push-forward of θ by g 7→ gx0,
and for g0 ∈ G we write g0η for the push-forward of η by g0 (so θ.x0 = θ.δx0 and
g0η = δg0.η). Then some calculus shows that on B1 ×B2 the map (g, x) 7→ gx
is very close, up to translation, to the map (g, x) 7→ (gx0) + g0x, which in turn
(using that x0 is far from u
−
g0) is close to (g, x) 7→ gx0+ ‖g0‖−2 x. In particular,
since the convolution θ.η of θ ∈ P(B1) and η ∈ P(B2) is the image of θ × η
under (g, x) 7→ gx, we find that θ.η will be close enough to the image of θ × η
under the map (g, x) 7→ (gx0) + ‖g0‖−2 x, which is just (θ.x0) ∗ (S−2 log λg0 η).
This will imply that their entropies, at suitably small scales, are close.
Lemma 5.8. For 0 < r < 1, h ∈ Br(1G) and x ∈ Br(x0) we have
hx− hx0 = x− x0 +O(r2).
Proof. For h0 = 1G the map ĥ0 is the identity on P, so its first derivative is
identically 1 and its second vanishes. Thus for h ∈ Br(h0), writing h in local
coordinates around h0 = 1G, we find that
∥∥∥ĥ′∥∥∥
∞
= 1+O(r) and
∥∥∥ĥ′′∥∥∥
∞
= O(r),
and by first-order approximation of ĥ at x0, for x ∈ Br(x0) we have
hx = hx0 + ĥ
′(x0)(x− x0) +O((x − x0)2)
= hx0 + (1 +O(r))(x − x0) +O((x − x0)2)
= hx0 + (x − x0) +O(r2),
as claimed.
Corollary 5.9. For 0 < r < 1, h ∈ Br(1G) and x ∈ Br(x0) we have hx0−x0 =
O(r) and hx− x0 = O(r).
Proposition 5.10. Let 0 < ε < 1, let 0 < r < r(ε), and let (g, x) ∈ Br(g0) ×
Br(x0) ⊂ G×P. Assume that x0, x /∈ Bε(u−g0). Then
gx = gx0 + g0x− g0x0 +Oε( r
2
λ2g0
)
= gx0 + ĝ
′
0(x0)(x − x0) +Oε(
r2
λ2g0
)
where addition and scaling in P is performed via the identification P = [0, 1).
7The “correct” way to linearize is to use coordinates; concretely, lift Br(g0)×Br(x0) to the
tangent space T (G×P) = TG×T P via the logarithmic map, incurring some distortion, apply
the derivative map, and project back down to P. However this introduces some unnecessary
complications, and instead we use a more elementary approach relying on the simple angle-
based coordinates in P.
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Proof. Write g = g0h with h ∈ Br(1G) and observe that since r is small rel-
ative to ε and x0 /∈ Bε(u−g0) we can assume that hx0 /∈ Bε/2(u−g0); and since
dP(x, x0) < r we can also assume that x, hx /∈ Bε/2(u−g0). Using the first order
approximation of ĝ0 at x0 (Lemma 2.4) and using hx − hx0 = x − x0 + O(r2)
(Lemma 5.8) and hx0−x0 = O(r) and hx−x0 = O(r) (Corollary 5.9), we have
gx− gx0 = ĝ0(hx) − ĝ0(hx0)
= ĝ′0(x0)(hx − hx0) +Oε(
(hx− x0)2 + (hx0 − x0)2
λ2g0
)
= ĝ′0(x0)(x − x0) +Oε(
r2
λ2g0
).
This gives the second claim. Applying the calculation above with g = g0 we
conclude that g0x− g0x0 = ĝ′0(x0)(x− x0) +Oε(r2/λ2g0). Substituting this into
the second equation in the statement gives the first.
We endow P(P) with the compatible metric given by
̺(η, η′) = sup
{∣∣∣∣∫ fdη − ∫ fdη′∣∣∣∣ : f : P→ R is 1-Lipschitz} .
Corollary 5.11. Let 0 < ε < 1 and 0 < r < r(ε). Let θ ∈ P(G) and η ∈ P(P)
be supported on sets of diameter O(r) and let g0 ∈ supp θ and x0 ∈ supp η.
Assuming that x0 /∈ Bε(u−g0), there are u, v ∈ R such that
̺ (θ.η , Tu((θ.x0) ∗ (g0.η))) = Oε( r
2
λ2g0
),
̺
(
θ.η , Tv((θ.x0) ∗ (Slog ĝ′0(x0)η))
)
= Oε(
r2
λ2g0
).
Moreover, given n > n(ε), for k = − log r + 2 logλg0 , we have that θ.η is
supported on a set of diameter Oε(2
−k) and for 0 < r < r(ε, n),
H(θ.η,Dk+n) = H((θ.x0) ∗ (Slog ĝ′0(x0)η),Dk+n) +Oε(1).
Proof. The first two statements are immediate from the previous proposition.
We interpret sums and differences of elements in P, and also their products with
scalars, using the identification of P with [0, 1) ⊆ R. They are well defined as
long as all terms are nearby in P, with u = g0x0 and v = ĝ
′
0(x0)x0. Next, since
r is small relative to ε we can assume that x 6∈ Bε/2(u−g ) for all g ∈ supp θ and
x ∈ supp η. Thus, the action map (g, x) 7→ gx on the product of the supports
scales by Θε(λ
−2
g ), and since λg = Θ(λg0) for g ∈ supp θ, we conclude that θ.η
is supported on a set of diameter Oε(2
−k).
For the last statement, note that since θ.η is the image of θ × η under the
action map (g, x) 7→ gx, and (θ.x0) ∗ (Slog ĝ′0(x0)η) is its image under (g, x) 7→
gx0+Slog ĝ′0(x0)x, so by Lemma 4.2 it is enough to show that after a translation
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these two maps differ uniformly (on the support of θ×η) by at most O(2−(k+n)).
In fact, by the previous proposition, up to a translation, these maps differ from
each other by Oε(ĝ
′
0(x0)r
2), and by Lemma 2.4 and the assumption x0 /∈ Bε(u−g0)
we know that ĝ′0(x0) = Θε(λ
−2
g0 ). Thus, after translation, these maps differ
uniformly, on a set of diameter O(r), by at most
Oε
( r2
λ2g0
)
= Oε(r · 2−k) = Oε(2−(k+n)),
assuming r ≤ 2−n. This proves the claim.
5.5 Entropy growth under convolution: G-action
We now study the growth of entropy for convolutions θ.η. We begin with
some elementary observations about the scale at which we should consider this
measure. If the support of θ in G is of diameter O(1), then all elements g ∈
supp θ have the same norm up to a bounded multiplicative constant, and they
contract (most of) P by a factor of roughly O(‖g‖2). Therefore, if η does not
give too much mass to the exceptional part of P (which is automatic if η is
non-atomic and we work at a small enough scale), then most of the mass of θ.η
will be supported on a set of diameter O(‖g‖−2). Thus properties of θ, η that
are observed at scale n translate to properties of θ.η at scale 2 log ‖g‖+ n.
Lemma 5.12. Let η ∈ P(P) and let ρ, δ > 0 be such that η(B) < δ for every
ball B ⊆ P of radius ρ. Then for 0 < r < r(ρ) and every measure θ ∈ P(G)
supported on a set of diameter r, writing ℓ = 2 log ‖g0‖ for some g0 ∈ supp θ,
for every m we have
η
(
x ∈ P : H(θ.x,Dℓ+m) > 1
3
H(θ,DGm)−Oρ(1)
)
> 1− 4δ.
Proof. By Lemma 2.5, there are constants r(ρ) > 0 and C = C(ρ) > 0 such
that for every 0 < r < r(ρ) and B = Br(g0), for every ρ-separated triple
x = (x1, x2, x3) ∈ (P \Bρ(u−g0))3, the restriction to B of the map fx : g 7→
(gx1, gx2, gx3) scales by 2
−ℓ with distortion C, and hence by Lemma 4.3 there
is a constant C′, depending only on C, such that
H(fxθ,Dℓ+m) ≥ H(θ,DGm)− C′.
Since the partition Dℓ+m on (P)3 is just
∨Diℓ+m, where Diℓ+m = π−1i Dℓ+m is
the pullback of Dℓ+m by the projection πi : (P)3 → P to the i-th coordinate,
we have
H(fxθ,Dℓ+m) = H(fxθ,D1ℓ+m) +H(fxθ,D2ℓ+m|D1ℓ+m)
+ H(fxθ,D3ℓ+m|D1ℓ+m ∨ D2ℓ+m)
≤
3∑
i=1
H(fxθ,Diℓ+m)
=
3∑
i=1
H(πifxθ,Dℓ+m),
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and since πifxθ = θ.xi, this and the previous inequality imply that
H(θ.xi,Dℓ+m) ≥ 1
3
H(θ,DGm)− C′ for some i ∈ {1, 2, 3}. (5.8)
Now let
E =
{
x ∈ P : H(θ.x,Dℓ+m) < 1
3
H(θ,DGm)− C′
}
.
We must show that η(E) < 4δ. Indeed, if this were not the case then, since
Bρ(u
−
g0) < δ by the choice of ρ, δ, we would have η(E \ Bρ(u−g0)) ≥ 3δ. Again
by the properties of ρ, δ this means we can choose (x1, x2, x3) ∈ (E \Bρ(u−g0))3
which are ρ-separated. But now these points are in E but satisfy (5.8), which
is a contradiction. Thus η(E) < 4δ, as claimed.
We note that if η is a fixed and non-atomic measure and δ > 0 is given, then
there always exists a ρ > 0 such that the hypothesis of the previous lemma is
satisfied.
Theorem 5.13. For every ε > 0 there exists δ1(ε) > 0, such that for every
0 < δ < δ1(ε), ρ > 0, m ≥ m(ε, δ, ρ) and N ≥ N(ε, δ, ρ,m), the following holds.
Suppose that η ∈ P(P) and θ ∈ P(G) satisfy
(i) The measure η is (1 − ε, δ,m)-entropy porous from scale 1 to N ;
(ii) η(B) < δ2 for every ball B ⊆ P of radius ρ;
(iii) θ has support of diameter at most 1/ε.
Let g0 ∈ supp θ and set ℓ = 2 log ‖g0‖. Then
1
N
H(θ,DGN ) > ε =⇒
1
N
H(θ.η,DN+ℓ) > 1
N
H(η,DN ) + δ − ℓ
N
δ2.
Remark 5.14. The role of ρ in the theorem is to quantify the continuity of the
measure η. If we change the order of quantifiers and fix a non-atomic measure
η in advance, then for given δ there is a ρ > 0 satisfying (ii), so the conclusion
holds (uniformly in θ) as soon as m, N are suitably large (in a manner that now
depends on ρ, hence η).
The role of ℓ in the theorem is to control the amount of expansion/contraction
of elements in the support of θ. Note that as long as ℓ = O(N), the entropy
increment δ − δ2ℓ/N will be positive as long as δ is small enough (and ρ,m,N
corresponding to it).
Proof. Recall from Section 4.2 that M > 0 is a constant such that every level-i
dyadic cell in G contains at most M level-(i + 1) sub-cells. In particular, if
θ ∈ P(G) is supported on a level-i cell then 1mH(θ,DGi+m) ≤ logM . We may
assume without loss of generality that logM ≥ 1.
Let δ > 0 be small enough that
δ′ = (40 logM)
√
δ
ε
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satisfies the conclusion of Theorem 5.7 when applied with parameter
ε′ =
ε
26
(instead of ε in the theorem). Let m,n be large enough to satisfy the conclusion
of that theorem, as well as additional conditions we will see below. Assume that
N is large with respect to the other parameters.
Let η, θ satisfy (i)-(iii). Write PN for the distribution on independently
chosen pairs of components (θg,i, ηx,i) with 0 ≤ i < N , and let
E1 =
{
(θg,i, ηx,i) : x /∈ Bρ(u−g )
}
.
We remark that we are slightly abusing notation here: The pair of measures
(θg,i, ηx,i) in general does not determine g, x and i. However, we extend our
notion of component so that θg,i is viewed as the triple (θ, g, i) and similarly
with ηx,i, and view P
N as a distribution on pairs of such triples. We will
continue with this convention later and allow ourselves to refer to g, x, i when
given components as above.
Lemma 5.15.
PN (E1) > 1− δ2.
Proof. For every component θg,i of θ we have by assumption η(Bρ(u
−
g )) < δ
2,
so the conclusion follows from Fubini.
Lemma 5.16.
1
N
H(θ.η,DN+ℓ) ≥ E0≤i≤N
(
1
n
H(θg,i.ηx,i,Dℓ+i+n)
∣∣∣ E1)
− O
( 1
n
+
n
N
)
− ℓ
N
δ2. (5.9)
Proof. This is immediate from Lemma 5.3. Using the notation of the lemma
and setting
pρ = θ × η((g, x) ∈ G×P : x ∈ Bρ(u−g ))
we have (by the argument in the previous lemma) that pρ ≤ δ2, and the trivial
bound gives H(pρ) ≤ 2 so the error term H(pρ)/N in that lemma is absorbed
in the error term of (5.9).
For g ∈ G and x ∈ P define
ℓ(g, x) = log ĝ′(x).
Lemma 5.17. Assuming that n is large enough relative to ε, δ,
E0≤i≤N
(
1
n
H(θg,i.ηx,i,Dℓ+i+n)
∣∣∣ E1)
≥ E0≤i≤N
(
1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ∣∣∣ E1)− δ2. (5.10)
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Proof. It is enough to prove the inequality with an O(1) error, but without the
1/n factors. For this, first observe that for all g ∈ supp θ and x ∈ supp η,
H(θg,i.ηx,i,Dℓ+i+n) = H(θg,i.ηx,i,D2 log ‖g‖+i+n) +O(1),
since ‖g‖ = Θ(‖g0‖). By Corollary 5.11, there is an i0 ∈ N, depending on δ,
such that for i > i0 and (θg,i, ηx,i) ∈ E1,
H(θg,i.ηx,i,D2 log ‖g‖+i+n) =
= H
(
(θg,i.x) ∗ (Sℓ(g,x)ηx,i),D2 log ‖g‖+i+n
)−Oε(1)
(applying the corollary with r = 2−i). We can further replace the partition
D2 log ‖g‖+i+n in the right-hand side with Dℓ(g,x)+i+n, absorbing the difference
into the error. Finally, by re-scaling we have
H
(
(θg,i.x) ∗ (Sℓ(g,x)ηx,i),Dℓ(g,x)+i+n
)
=
= H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
)−O(1).
Thus in the event E1, the desired inequality holds pointwise, and hence in ex-
pectation.
In order to evaluate the lower bound obtained in the last lemma, define
E2 =
{
(θg,i, ηx,i) ∈ E1 :
1
nH
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
)
> 1nH(ηx,i,Di+n) + δ′
}
Lemma 5.18. For n large enough and N large enough relative to n,
E0≤i≤N
(
1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ∣∣∣ E1)
≥ 1
N
H(η,DN ) + δ′ · PN (E2)− δ2.
Proof. By Lemma 5.6, for any pair of components (θg,i, ηx,i) (even not in E2),
we have the trivial bound
1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ≥ 1
n
H(ηx,i,Di+n) − O( 1
n
). (5.11)
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Thus, conditioning the expectation on E2 and its complement in E1,
E0≤i≤N
(
1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ∣∣∣ E1)
= PN (E2
∣∣ E1) · E0≤i≤N ( 1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ∣∣∣E2)
+ PN(E1 \ E2
∣∣ E1) · E0≤i≤N ( 1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n
) ∣∣∣E1 \ E2)
≥ PN (E2) ·
(
E0≤i≤N
(
1
n
H (ηx,i,Di+n)
∣∣∣E2)+ δ′)
+ PN(E1 \ E2) · E0≤i≤N
(
1
n
H (ηx,i,Di+n)
∣∣∣E1 \ E2)−O( 1
n
)
≥ E0≤i≤N
(
1
n
H (ηx,i,Di+n)
)
+ δ′ · PN (E2)−O( 1
n
)(1− PN (E2))
=
1
N
H(η,DN ) + δ′ · PN (E2)−O( 1
n
+
n
N
).
In the last line we used the multiscale entropy formula from Lemma 5.1(i).
Assuming that n and N are suitably large, this proves the lemma.
Combining all of the inequalities so far, for large n and N we have
1
N
H(θ.η,DN+ℓ) ≥ 1
N
H(η,DN ) + δ′ · PN (E2)− (3 + ℓ
N
)δ2. (5.12)
Our goal is now to bound PN (E2) from below by proving that with non-negligible
probability, pairs (θg,i, ηx,i) satisfy the hypotheses of the Euclidean inverse the-
orem. Specifically, recall that ε′ = ε/26, and set
E3 =
{
(θg,i, ηx,i) :
ηx,i is (1− ε′, δ′,m)-entropy porous
from scale i to scale i+ n
}
,
E4 =
{
(θg,i, ηx,i) :
1
n
H(S−ℓ(g,x)θg,i.x,Di+n) > 2ε′
}
.
Lemma 5.19. For n sufficiently large, we have
E1 ∩ E3 ∩ E4 ⊆ E2. (5.13)
Proof. For (θg,i, ηx,i) ∈ E1, we have x 6∈ Bρ(u−g ), hence θg,i.x is supported on
a set of diameter Oρ(2
−(i+ℓ(g,x))), so S−ℓ(g,x)θg,i.x is supported on a set of
diameter Oρ(2
−i). Thus, by (4.3) we have for (θg,i, ηx,i) ∈ E1 ∩ E4,
1
n
H(S−ℓ(g,x)θg,i.x,Di+n | Di) ≥ 1
n
H(S−ℓ(g,x)θg,i.x,Di+n)− Oρ(1)
n
>
ε
26
= ε′,
for n sufficiently large. Now, by our choice of parameters, Theorem 5.7 applies
for all (θg,i, ηx,i) ∈ E1 ∩ E3 ∩ E4, with the conclusion that
1
n
H
(
(S−ℓ(g,x)θg,i.x) ∗ ηx,i,Di+n | Di
)
>
1
n
H(ηx,i,Di+n|Di) + δ′
=
1
n
H(ηx,i,Di+n) + δ′.
Thus (5.13) has been verified.
Lemma 5.20. For N large enough relative to δ, n,
PN (E3) > 1−
√
2δ.
Proof. By hypothesis (i), η is (1 − ε,m, δ)-porous from scale 1 to N , so by
Lemma 5.4, if N is large enough relative to δ and n,
P0≤i<N
(
ηx,i is (1− ε,m,
√
2δ)-entropy
porous from scale i to i+ n
)
> 1−
√
2δ.
Since δ′ >
√
2δ, the conclusion follows.
Lemma 5.21. For δ small enough, n large relative to ρ and N large enough,
PN (E4) ≥ ε
5 logM
.
Proof. We are assuming 1NH(θ,DGN ) > ε, and can assume N is large relative to
ε,m, so by Lemma 5.1(ii),
E0≤i≤N
(
1
n
H(θg,i,DGi+n)
)
>
ε
2
.
Note that 1nH(θg,i,DGi+n) ≤ logM by the definition of dyadic partitions on G,
hence
P0≤i≤N
(
1
n
H(θg,i,DGi+n) >
ε
4
)
>
ε
4 logM
. (5.14)
By hypothesis (ii) we can apply Lemma 5.12 to η. Since θg,i is supported on a
set of diameter O(2−i), by that lemma there exists an i1 = i1(ρ) ∈ N, such that
for i > i1, with η-probability at least 1− 4δ2, a point x ∈ P satisfies8
1
n
H(θg,i.x,Dℓ(g,x)+i+n) >
1
3
· 1
n
H(θg,i,DGi+n)−Oρ(
1
n
). (5.15)
8Replacing ℓ in Lemma 5.12 by ℓ(g, x) in the partition here costs O(1/n), which is absorbed
in the error term.
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Thus if θg,i belongs to the event in (5.14), then with η-probability at least 1−4δ2
over the choice of x, and assuming n large enough relative to ρ, we have
1
n
H(S−ℓ(g,x)θg,i.x,Di+n) = 1
n
H(θg,i.x,Dℓ(g,x)+i+n) +O( 1
n
)
>
ε
12
−Oρ( 1
n
)
>
ε
13
.
Thus, assuming N is large relative to i1 (i.e. relative to ρ), and δ is small relative
to ε,
PN (E4) = P0≤i≤N
(
(θg,i, ηx,i) :
1
n
H(θg,i.x,Di+ℓ(g,x)+n) > ε
13
)
≥ Pi1≤i≤N
(
(θg,i, ηx,i) :
θg,i is in the event in (5.14)
and x satisfies (5.15) for θg,i
)
− i1
N
≥ ε
4 logM
(1− 4δ2)− i1
N
>
ε
5 logM
.
We are now ready to complete the proof of the theorem. By (5.13), for δ
sufficiently small, and m,n and N each large enough relative to the previous
parameters, we have
PN (E2) ≥ PN (E1 ∩ E3 ∩ E4)
≥ PN (E4)− (1− PN (E3))− (1− PN (E1))
≥ ε
5 logM
−
√
2δ − δ
≥ ε
10 logM
.
Plugging this into (5.12), we get
1
N
H(θ.η,DN+ℓ) ≥ 1
N
H(η,DN ) + ε
10 logM
· δ′ − (3 + ℓ
N
)δ2
=
1
N
H(η,DN ) + ε
10 logM
· 40 logM
√
δ
ε
− (3 + ℓ
N
)δ2
=
1
N
H(η,DN ) + 4
√
δ − (3 + ℓ
N
)δ2
≥ 1
N
H(η,DN ) + δ − ℓ
N
δ2.
This completes the proof.
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5.6 Proof of Theorem 1.1
We continue to argue by contradiction, starting with Proposition 4.9. Let c, c′
as in that proposition and fix a small 0 < ε < 1−dim ν satisfying 0 < ε < c′/2c.
By Proposition 5.5 the stationary measure ν is (1 − ε)-entropy porous. Fix
δ1(ε) provided by Theorem 5.13. We are aiming to get a contradiction with
conclusions of Theorem 5.13. For any 0 < δ < δ1(ε) the measure η = ν satisfies
condition (ii) for ρ > 0 sufficiently small, since ν is non-atomic by assumption.
Condition (i) holds by the definition of entropy porosity, form andN sufficiently
large. Further, θ is going to be one of the raw components (µ⋆n)g,1, having
support of diameter O(1), by our choice of the dyadic partition on G. Thus,
Theorem 5.13 applies. The first conclusion of Proposition 4.9 is
Ei=1
(
H((µ⋆n)g,i,DGcn)
) ≥ c′ · n− o(n).
Recall that H((µ⋆n)g,1,DGcn) ≤ logM · cn for all g ∈ G. Let
In = {g ∈ G : H((µ⋆n)g,1,DGcn) > εcn},
then, conditioning the previous expectation on In and its complement,
c′n− o(n) ≤ µ⋆n(In) · Ei=1
(
H((µ⋆n)g,i,DGcn)
∣∣∣ g ∈ In)+
+ µ⋆n(G \ In) · Ei=1
(
H((µ⋆n)g,i,DGcn)
∣∣∣ g /∈ In)
≤ µ⋆n(In) · logM · cn+ εcn.
Since we chose ε satisfying that 0 < ε < c′/2c, we obtain
µ⋆n(In) ≥ γ := c
′
2c · logM (5.16)
for n sufficiently large. Further, let ǫn → 0 and define as in Proposition 4.7
Γn = {g ∈ G : 2−(2χ+ǫn)n ≤ ‖g‖−2 ≤ 2−(2χ−ǫn)n}.
By Theorem 3.2 we can choose ǫn so that
µ⋆n(Γn)→ 1.
Theorem 5.13 then implies that for g ∈ In ∩ Γn we have
H((µ⋆n)g,1.ν,Dcn+2 log ‖g‖) > H(ν,Dcn) + cnδ − 3χnδ2, (5.17)
for n sufficiently large. Observe that for g ∈ Γn,
H((µ⋆n)g,1.ν,Dcn+2χn) ≥ H((µ⋆n)g,1.ν,Dcn+2 log ‖g‖)− o(n), (5.18)
by Lemma 4.2. We will need the following lemma.
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Lemma 5.22. For g ∈ Γn we have
H((µ⋆n)g,1.ν,Dcn+2χn) ≥ H(ν,Dcn)− δ2O(n) − o(n).
First we finish the proof of the theorem, and then give the proof of the lemma.
Our goal is to get a contradiction with the second conclusion of Proposition 4.9,
which asserts
Ei=1(H((µ
⋆n)g,i.ν,Dcn+2χn)) ≤ H(ν,Dcn) + o(n). (5.19)
Conditioning on In and using (5.17), (5.18), and then conditioning on Γn \ In
and using the last lemma, we obtain
Ei=1(H((µ
⋆n)g,i.ν,Dcn+2χn)) ≥ µ⋆n(In) · [H(ν,Dcn) + cnδ − 3χnδ2]
+ µ⋆n(Γn \ In) · [H(ν,Dcn)− δ2O(n) − o(n)]
≥ µ⋆n(Γn) ·H(ν,Dcn) +
+ γ[cnδ − 3χnδ2]− δ2O(n) − o(n)
= H(ν,Dcn)
+ γ[cnδ − 3χnδ2]− δ2O(n) − o(n).
In the second inequality we used that
(1− µ⋆n(Γn))H(ν,Dcn) ≤ cn(1− µ⋆n(Γn)) = o(n).
For δ sufficiently small and n sufficiently large we get a contradiction with (5.19),
as desired. It remains to prove Lemma 5.22.
Proof of the lemma. Let θ = (µ⋆n)g,1. We have
(µ⋆n)g,i.ν = θ.ν =
∫
gν dθ(g),
hence by concavity of the entropy,
H((µ⋆n)g,1.ν,Dcn+2χn)) ≥
∫
H(gν,Dcn+2χn) dθ(g). (5.20)
Consider the conditional measures ν−g = νBρ(u−g ) and ν
+
g := νP \Bρ(u−g ); we have
ν = cgν
−
g + (1 − cg)ν+g , where cg = ν(Bρ(u−g )) ≤ δ2,
by the choice of ρ. Again using concavity of the entropy, we obtain
H(gν,Dcn+2χn) ≥ (1 − cg) ·H(gν+g ,Dcn+2χn)
≥ (1 − δ2) ·H(gν+g ,Dcn+2χn)
≥ H(gν+g ,Dcn+2χn)− δ2O(n).
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Recall that the action of g scales P \Bρ(u−g ) ⊇ supp ν+g by ‖g‖−2 with distortion
Oρ(1), hence
H(gν+g ,Dcn+2χn) = H(ν+g ,Dcn+2χn−2 log ‖g‖) +Oρ(1)
≥ H(ν+g ,Dcn)− εnn−Oρ(1),
by Lemma 4.3 and the definition of Γn. Finally,
H(ν+g ,Dcn) ≥ H(ν,Dcn)− cgH(ν−g ,Dcn)−H(δ2) ≥ H(ν,Dcn)− δ2O(n),
by the almost-convexity of entropy. Combining this with the last two inequalities
and substituting into (5.20) yields the desired claim. This concludes the proof
of the lemma and of the main theorem.
6 Applications and examples
Denote by G+A the semigroup generated by A and by GA the group generated by
A. In order to apply Theorem 1.1, we need to check that suppµ is Diophantine
and G+µ is free. If the latter is not the case, computing hRW(µ) exactly is usually
impossible, but one may be able to obtain lower bounds yielding lower bounds
for dim ν.
6.1 Diophantine property
We start with a few general comments. Recently there has been interest in the
Diophantine property for groups. Following [1], we say that a finitely generated
metric group is Diophantine if every nontrivial element of the word ball Bn(1) in
the group is separated from 1 by at least |Bn(1)|−β for some β > 0 independent
of n. Note that our condition that A is Diophantine, for a finite set A, is weaker,
at least formally, than the condition that the group GA is Diophantine and has
exponential growth (the conditions are equivalent when A is symmetric). It is
mentioned in [1] that very little is known about the Diophantine property in
semi-simple Lie groups, although it is conjectured that a random k-tuple has
this property. See [1] for further references.
The following lemma is standard; we provide a proof for completeness.
Lemma 6.1. Suppose that all the entries of the matrices in suppµ are algebraic.
Then suppµ is Diophantine.
Proof. Before starting the proof, note that in the case of rational entries the
argument is immediate.
Let a1, . . . , ak be all the entries of the matrices in A := suppµ ⊂ G. It is
easy to see by induction that for any product A1 . . . An, with Ai ∈ A, its entries
are integer polynomials in a1, . . . , ak of degree n and coefficients bounded by 2
n.
Let f(x1, .., xk) be an integer polynomial of degree n and coefficients bounded
by H in absolute value. Assuming f(a1, ..., ak) is not zero, it suffices to bound
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it from below in absolute value by cn/Hu for some c, u > 0 depending only on
the {ai}. Let F = Q(a1, . . . , ak) be the field over Q generated by {ai}.
Claim: We may assume that ai are algebraic integers. This is because we
can choose positive integers p1, ..., pk such that bi = pi ·ai is an algebraic integer.
Let p = p1 · . . . · pk (note that this depends only on the ai). Then
pn · f(a1, ..., ak) = g(b1, ..., bk),
and g is an integer polynomial of degree n with coefficients bounded by H · pn.
So if we have c = c(b1, ..., bk) > 0 such that g(b1, ..., bk) > c
n/(Hpn)u, then
f(a1, ..., ak) > c
n/(H · p(u+1)n), which is what we wanted (using the constant
c/pu+1 instead of c).
Assuming now that ai are algebraic integers, let F
′ be the normal closure of
F = Q(a1, ..., ak) and Γ = Gal(F
′/Q), so the fixed field of Γ is Q. Note that
F ′, hence Γ, depends only on the ai, and Γ is finite.
Now we do the usual thing: if f(x1, ..., ak) is not zero then also
∏
s∈Γ s(f(x))
is non-zero, but it is both an algebraic integer and rational, so its absolute value
is at least 1. Hence
1 ≤
∏
s∈Γ
|f(sx)| = |f(x)| ·
∏
s∈Γ\{id}
|f(sx)|.
The last product has |Γ| − 1 factors |f(sx)|, each of size at most
H ·max |Γ-conjugates of ai|n. Dividing gives the bound that we want.
As already mentioned, the Diophantine property in groups is hard to check,
especially for non-amenable groups; for example, it is an open problem whether
almost every pair of elements and their inverses in SU(2) is Diophantine (see
[15]). However, in some cases (rather special) we can obtain results using
transversality methods.
Definition 6.2. Suppose that the setA(λ) = {A(λ)1 , . . . , A(λ)m } ⊂ PSL2(R), λ ∈ I,
depends on the parameter λ continuously, where I ⊂ R is an interval. We say
that the family {A(λ), λ ∈ I} satisfies a transversality condition of order k ≥ 1
if there exists C > 0 such that for any n ∈ N and any i1, . . . , in and j1, . . . , jn
in {1, . . . ,m}n, with i1 6= j1, either
A
(λ)
i1
A
(λ)
i2
· · ·A(λ)in −A
(λ)
j1
A
(λ)
j2
· · ·A(λ)jn ≡ 0 for all λ ∈ I,
or∣∣∣{λ ∈ I : ‖A(λ)i1 A(λ)i2 · · ·A(λ)in −A(λ)j1 A(λ)j2 · · ·A(λ)jn ‖ ≤ r}∣∣∣ ≤ Cr1/k for all r > 0.
The following lemma is standard and easy, see [16, Section 5.4] for details.
Lemma 6.3. Suppose that {A(λ), λ ∈ I} satisfies the transversality condition
of some order k ≥ 1. Then the set
{λ ∈ I : A(λ) is not Diophantine}
has packing dimension zero.
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Example 6.4. A(λ) =
{[
1 0
1 1
]
,
[
1 λ
1 1 + λ
]}
The action of A(λ) on the projective line can be expressed using a linear
fraction representation, which corresponds to a specific choice of charts, yielding
an iterated function system (IFS) { xx+1 , x+λx+1+λ}. The transversality condition of
order one for this parametrized IFS has been verified in [26] for λ ∈ [0.215, 0.5]
(for λ ≥ 0.5 the IFS satisfies the Open Set Condition, which corresponds to the
case of an obviously free semigroup with a Diophantine property). This implies
transversality for A(λ). It is clear that the group generated by A(λ) is free when
λ is transcendental. Let νpλ be the stationary measure for the (p, 1−p) Bernoulli
measure supported on A(λ). Our theorem implies that the formula dimH(νpλ) =
min{H(p)/2χpλ, 1}, where 2χpλ is the corresponding Lyapunov exponent, holds
for all λ outside a set of packing dimension zero in the transversality interval,
uniformly in p. In particular, dimH(ν
1/2
λ ) = 1 for all λ ∈ [0.215, 0.268] outside
a set of packing dimension zero, see [26, Corollary 6.3]. For comparison, the
exceptional set in [26] is of Lebesgue measure zero and depends on p; on the
other hand, in [26] absolute continuity is proved a.e. in the “super-critical” region
{λ : H(p) > 2χpλ}, which we do not handle in this paper.
Other examples of a similar kind may be found in [4]. We do not know how
to verify higher order transversality for such families.
6.2 Free semigroups
There are many papers on freeness and non-freeness of specific subgroups and
semigroups of SL2(C); see e.g. [2] and references therein. Many of the papers
focus on the set
Sλ =
{[
1 0
λ 1
]
,
[
1 λ
0 1
]}
=: {Aλ, Bλ}. (6.1)
It is known that the semigroup G+Sλ is free when |λ| ≥ 1, | arg(λ)| ≤ π/4, see [9].
(For λ ≥ 1 real, this is easy to see from the fact that Aλ(R2++) ∩Bλ(R2++) = ∅,
where R2++ is the open 1st quadrant x > 0, y > 0.) It is also clear that if λ is
algebraic, then G+Sλ is free if and only if G
+
Sλ′
is free, for λ′ a Galois conjugate
of λ. It is known that the semigroup G+Sλ may be free when the group GSλ is
nonfree. Observe that the Lyapunov exponent of a measure µ supported on A
may be estimated by
2χ(µ) ≤ 2max{log ‖A‖ : A ∈ A}, (6.2)
which in the case of A = Sλ yields 2χ ≤ 2 log(1 + |λ|). We thus obtain the
following:
Corollary 6.5. Suppose that λ ∈ R is algebraic, |λ| ≤ √2 − 1, and one of
the Galois conjugates λ′ of λ satisfies |λ′| ≥ 1, | arg(λ′)| ≤ π/4. Then the
stationary measure νλ, corresponding to the uniform measure {1/2, 1/2} on Sλ,
has dim νλ = 1.
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6.3 Strong Tits alternative and applications
The following result is stated in the special case of GL2(C). Below all norms
are 2-norms, unless otherwise stated.
Theorem 6.6 ([11, Cor. 1.5]). There exists ε > 0 such that if F is a finite
subset of GL2(C) containing 1G and generating a non-amenable subgroup Γ,
and if f ∈ ℓ2(Γ), then there exists g ∈ F such that ‖f − f ◦ g−1‖ ≥ ε‖f‖.
We now demonstrate how this can be used to prove Theorem 1.3. Recall
that ⋆ denotes the convolution operation in G.
Lemma 6.7. Suppose that µ ∈ P(G). Assume that 1G ∈ suppµ, that µ is purely
atomic and all atoms have mass at least δ, and that for every f ∈ ℓ2(Gµ) there
is a g ∈ suppµ with ∥∥f − f ◦ g−1∥∥ ≥ δ ‖f‖. Then there exists an ε = ε(δ) > 0
such that ‖µ ⋆ f‖ ≤ (1− ε) ‖f‖ for all f ∈ ℓ2(Gµ), and hRW(µ) ≥ − log(1− ε).
Proof. First, let f ∈ ℓ2(Gµ) and choose g ∈ suppµ as guaranteed by the hy-
pothesis. Then µ⋆f is a convex combination of ℓ2 functions of norm ‖f‖, among
which appear the functions f (corresponding to the action of 1G) and f ◦ g−1.
By choice of g these functions are at least (1 − δ) ‖f‖ apart, and their weights
in the convex combination are at least δ, so by uniform convexity of the norm
in ℓ2 there exists an ε > 0 such that ‖µ ⋆ f‖ < (1 − ε) ‖f‖.
For the second statement note that by the above, ‖µ⋆n ⋆ f‖ < (1− ε)n ‖f‖,
and that the ℓ2-norm dominates the ℓ∞ norm for functions on Gµ. Thus for
f = 1{1G} we conclude that
sup
g∈G
µ⋆n(g) =
∥∥µ⋆n ⋆ 1{1G}∥∥∞
≤ ∥∥µ⋆n ⋆ 1{1G}∥∥
≤ (1 − ε)n ∥∥1{1G}∥∥
= (1 − ε)n,
which, substituting the bound into the definition of Shannon entropy, immedi-
ately gives that
1
n
H(µ⋆n) > − log(1− ε).
Letting n→∞ proves the second claim.
Let µ ∈ P(G) be finitely supported, and for ε > 0 let
µε = εδ1G + (1− ε)µ.
Lemma 6.8. hRW(µ) = hRW(µε)/(1− ε).
Proof. Since ν ⋆δ1G = ν for every ν ∈ P(G) and convolution is bilinear, we have
(µε)
⋆n =
n∑
k=1
(
n
k
)
εk(1− ε)n−kµ⋆n−k,
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so (µε)
⋆n is a convex combination of µ⋆k, k = 0, . . . , n, with weights pn,k =(
n
k
)
εk(1 − ε)n−k which tend to zero uniformly as n → ∞. By concavity and
almost convexity of entropy, we have
n∑
k=0
pn,k · 1
n
H(µ⋆k) ≤ 1
n
H((µε)
⋆n) ≤
n∑
k=0
pn,k · 1
n
H(µ⋆k) +
1
n
H(pn).
Since pn is supported on 0, . . . , n, we have H(pn) ≤ log(n+1) and we conclude
that
lim
n→∞
1
n
H((µε)
⋆n) = lim
n→∞
n∑
k=0
pn,k · 1
n
H(µ⋆k)
= lim
n→∞
n∑
k=0
pn,k · 1
n
k(hRW(µ) + o(k))
= hRW(µ)
n∑
k=0
pn,k · k
n
= (1− ε)hRW(µ),
where we used that H(µ⋆k) = k(hRW(µ) + o(1)) as k → ∞ and that the dis-
tribution pn is binomial with parameters (n, 1− ε) and so the mean value of k
under the distribution pn,k is 1− ε.
Corollary 6.9. For every δ > 0 there exists ρ > 0 such that if µ ∈ P(G)
is purely atomic, all its atoms have mass at least δ, and suppµ generates a
non-amenable group, then hRW(µ) > ρ.
Proof. By Theorem 6.6, there is a δ > 0 such that if S ⊆ P(G) contains the
identity and generates a non-amenable group, then for every f ∈ ℓ2(G) there
exists some g ∈ S such that ∥∥f − f ◦ g−1∥∥ ≥ δ ‖f‖. Now suppose that µ ∈ P(G)
is purely atomic with atoms of mass at least δ, and suppµ generates a non-
amenable group. Then by the first lemma above (with δ(1 − δ) instead of δ),
hRW(µδ) > ρ > 0 for some ρ = ρ(δ) > 0, and by the second lemma, the same is
true for µ (with ρ/(1− δ) instead of ρ). This is what we wanted.
Proof of Theorem 1.3. Fix ρ > 0 and δ > 0 as in the last corollary. If µ is
supported close enough to the identity of G, we will have χ(µ) < ρ/2, and
therefore, if Gµ is non-amenable, we have hRW(µ)/2χ(µ) > 1. If, furthermore,
Gµ is unbounded and totally irreducible, Theorem 1.1 implies that dim ν = 1.
This is exactly Theorem 1.3 except that in the statement above we have an
additional non-amenability assumption. But non-amenability follows from the
unboundedness and total irreducibility of Gµ. This implication is standard, but
we sketch a proof for the reader’s convenience.
Let H = Gµ. The assumptions are that H is unbounded and totally ir-
reducible. Then µ has positive Lyapunov exponent and non-atomic stationary
measure ν. If H is amenable, then there is an invariant measure on P for the ac-
tion of H . Since invariant measure is stationary, from uniqueness of the latter it
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follows that ν is invariant. Then ν is invariant under the action of every element
of H . Positive Lyapunov exponent implies that H contains hyperbolic matrices,
for which the invariant measure must be supported on the fixed points, that is,
the two eigendirections. However, in that case all the eigendirections for such
elements of H coincide and the measure ν is atomic, a contradiction.
Example 6.10. Theorem 1.3 applies to measures µ supported on S±λ := Sλ∪S−λ,
where Sλ is from (6.1), with λ algebraic.
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