Abstract. This paper focuses on the Cyclops64 computer architecture and presents an analytical model and performance simulation results for the preloading and loop unrolling approaches to optimize the performance of SVD (Singular Value Decomposition) benchmark. A performance model for dissecting the total execution cycles is presented. The data preloading using "memcpy" or hand optimized "inline" assembly code, and the loop unrolling approach are implemented and compared with each other in terms of the total number of memory access cycles. The key idea is to preload data from offchip to onchip memory and store the data back after the computation. These approaches can reduce the total memory access cycles and can thus improve the benchmark performance significantly.
Introduction
The design concept of computer architecture over the last two decades has been mainly on the exploitation of the instruction level parallelism, such as pipelining,VLIW or superscalar architecture. For the next generation of computer architecture, hardware threading multiprocessor is becoming more and more popular. One approach of hardware multithreading is called CMP (Chip MultiProcessor) approach, which proposes a single chip design that uses a collection of independent processors with less resource sharing. An example of CMP architecture design is Cyclops64 [1] [2] [3] [4] [5] , a new architecture for high performance parallel computers being developed at the IBM T. J. Watson Research Center and University of Delaware. More details of Cyclops64 architecture are described in Section 2.
This paper focuses on the Cyclops64 computer architecture and presented performance model and simulation results for the preloading and loop unrolling approach to optimize the performance of SVD benchmark. The key idea is to preload data from offchip to onchip memory and store the data back after the computation. The contributions include: (1) a performance model for dissecting the total execution cycles; (2) detailed analysis of the tradeoff of the data preloading approaches using "memcpy" or hand optimized "inline" assembly code, and the loop unrolling approach.
The remainder of this paper is organized as follows. The target platform Cyclops64 will be introduced in Section 2. The SVD benchmark and the GaoThomas algorithm are presented in Section 3. Different memory access approaches are introduced in Section 4 and detailed analysis of these approaches in Section 5. Simulation results and validation of the analysis are shown in Section 6. The conclusions are summarized in Section 7.
Cyclops64(C64) is a petaflop supercomputer project under development at IBM research Laboratory. The Cyclops64 project is a renovative idea to explore the threadlevel parallelism. Figure.1 shows the hardware architecture of a Cyclops64 chip, the main component of a Cyclops64 node. Each Cyclops64 chip has 80 processors, each consisting of two thread units, a floating-point unit and two SRAM memory banks of 32KB each. A 32KB instruction cache, not shown in the figure, is shared among five processors. In a Cyclops64 chip architecture there is no data cache. Instead a half of each SRAM bank can be configured as scratch-pad memory. Such a memory provides a fast temporary storage to exploit locality under software control. The latency of onchip scratch-pad memory is 2 cycles. Cyclops64 system also has offchip memory modules. The default offchip latency is 36 cycles. It could become larger when there is heavy load of memory accesses from many thread units. This parameter can be preset in the Cyclops64 simulator. In this paper, we preset the offchip latency to be 36 or 80. On the software side, one important part of the Cyclops64 system software is the Cyclops64 thread virtual machine. CThread is implemented directly on top of the hardware architecture as a micro-kernel/run-time system that fully takes advantage of the Cyclops64 hardware features. Cyclops64 thread virtual machine includes a thread model, a memory model and a synchronization model. The details of those models are explained in [6] . Suffice it to say that, the Cyclops64 chip hardware supports a shared address space model: all on chip SRAM and off-chip DRAM banks are addressable from all thread units/processors on the same chip.
SVD for Complex Matrices
In our implementation, we will focus on the one sided Jacobi SVD method since it is most suitable for parallel computing. The idea is to generate an orthogonal matrix V such that the transformed matrix AV = W has orthogonal columns. Normalizing the Euclidean length of each nonnull column of W to unity, we will get the relation:
where the U is a matrix whose nonnull columns form an orthonormal set of vectors and Σ is a nonnegative diagonal matrix. Since V H V = I, where I is the identity matrix, we have the SVD of A given by A = U ΣV H . Hestenes [7] uses plane rotations to construct V . He generates a sequence of matrices {A k } using the rotation
where the initial A 1 = A and Q k is a plane rotation matrix. The post-multiplication by Q k affects only two columns, denoted by u and v, for real matrices, we have:
For complex matrices, we have
where the angel β is from w: w = |w|e jβ , the formulas to get c and s are:
We set c = 1 and s = 0 if |w| = 0. The peudocode of the one-sided Jacobi routine for complex matrices is show in Listing.1.1, which we refer to as "basic rotation routine". 
GaoThomas Algorithm
The plane rotations have to be applied to all column pairs exactly once in any sequence (a sweep) of n(n − 1)/2 rotations. Several sweeps are required so that the matrix converges. A simple sweep can be a cyclic-by-rows ordering. For instance, let us consider a matrix with 4 columns, with the cyclic-by-rows order, the sequence of a sweep is:
(1, 2), (1, 3), (1, 4) , (2, 3) , (2, 4) , (3, 4) . It is easy to see some pairs are independent and may be executed in parallel if we change the order in the sequence. Another possible sequence for a sweep can group independent pairs and executes them in parallel:
where the pairs in curly brackets are independent.We call each of these groups a step. In this research, we implemented the GaoThomas algorithm. This algorithm computes the pairs of n elements on n/2 processors when n is a power of 2. A sweep is composed of n − 1 steps, each step consisting of n/2 pairs of rotations. Therefore, one sweep consists of n(n − 1)/2 rotations. In our shared memory implementation, the number of slave threads p can be set to be equal to the number of available processors. All the column pairs in one step can be treated as a work pool, the works in this work pool are shared among the p slave threads, where 1 ≤ p ≤ n 2 . GaoThomas algorithm can compute n(n−1)/2 rotations of a matrix with n columns on n/2 processors. When the size of the matrix increases, group based GaoThomas algorithm can be adopted. For instance, when the matrix size is now 2n and we only have n/2 processors, we can group two columns together and treat them as one single unit. Generally speaking, for a matrix with n columns, if we group g columns together as a group, then we have n/g groups and can use the basic GaoThomas algorithm for n/g elements, except now each element is a group. For a matrix with n columns and group size g, one sweep contains n/g − 1 steps, each step contains n/2g instances of a rotation of two groups, which can run in parallel on maximum n/2g processors. The rotation of two groups includes the rotation of all possible pairs of matrix columns in these two groups.
Optimization of Memory Access

Naive Approach
The default memory allocation using "malloc()" in the Cyclops64 simulator is from the offchip memory, while the local variables are allocated from the stack located on the onchip scratch-pad memory. Assuming that the matrix data originally reside on the offchip memory, we implemented an SVD program where all the memory accesses are from the offchip memory. This implementation is referred to as the naive version in the following discussions. Also, the loop within the inner product computation of the rotation routine is implemented without any loop unrolling in the naive approach.
Preloading
In order to reduce the cycles spent on memory accesses, we can preload the data from the offchip memory to the onchip scratch-pad memory. Thus the data accesses in the computation part of the rotation routine are directly from the onchip memory. The updated data are then stored back to the offchip memory.
There are two ways to preload data. The simplest way is to use the "memcpy" function from the C library. The pseudo-code for the "memcpy" preloading in the twocolumn rotation routine is shown in Listing 1.2. We refer to the code segment from the line 10 to line 12 as the "computation core", which consists of the computation of three inner products and a column rotation. Preloading for the group based rotation routine is similar, except that two "groups" of columns are preloaded. The "memcpy" function based preloading has the problem of paying extra overhead of function calling. Additionally, the assembly code of the "memcpy" function is not fully optimized, which is shown with analysis in the next section.
To overcome these two problems, we implement preloading by using an optimized inline assembly code instead of a function call. We refer to this approach as the "inline" approach. For this approach, each "memcpy" function call is replaced with a segment of inline assembly code. The assembly code segment for the "memcpy" and "inline" preloading approaches (either group based rotation routine or basic rotation routine) are shown in Listing 1.4 and Listing 1.5. From the listings, we can see that memcpy and inline approaches have different instruction scheduling. The effect of different ways of instruction scheduling on the total memory access cycles is analyzed in Section 5.
Loop Unrolling of Inner Product Computation
There are three inner product function calls in the rotation routine. We implemented two versions of loop unrolling for the loop in the inner product computation: unrolling the loop body 4 times or 8 times. The idea is that loop unrolling makes it possible to schedule instructions from multiple iterations, thus facilitating the exploitation of instruction level parallelism.
Performance Model
Dissection of Execution Cycles
We begin with a simple execution trace example in Listing 1.3 to illustrate how to dissect total execution cycles into several parts. In the listing, the first column is the current cycle number. We notice that at cycle 98472, there is a note "DLL = 1", which means that there is a one-cycle latency related to memory access. The reason is that at cycle 98472, the instruction needs the operand R9, which is not ready at cycle 98472 because the LDD instruction at cycle 98470 has two cycles of latency. Similarly, at cycle 98475, the FMULD instruction needs the input operand R8 generated by the FDIVD instruction at cycle 98469. R8 is not ready at cycle 98475 and needs an extra latency of 25 cycles since the FDIVD instruction has 30 cycles of latency from the float point unit. Counting the total number of cycles from cycle 98469 till cycle 98501, there are 33 cycles which include 7 instructions, 1 cycle of "DLL" and 25 cycles of "DLF". The integer unit may also cause certain latency called "DLI", which is similar to the "DLF" in the trace example. Therefore, we have the following equation:
where the " INST" part stands for the total number of instructions, "DLL" represents the cycles spent on memory access, "DLF" represents the latency cycles related to floating point instructions, and "DLI" represents the latency cycles related to integer instructions. 
Analysis of Naive Approach
All memory accesses in the naive approach are from the offchip memory and the computation core part has a large number of "DLL" latency cycles. We denote the size of the matrix as n × n. Each element of this matrix is a double complex number. We focus on one sweep that consists of n 2 basic rotations for either the non-group based approach or the group based approach. A basic rotation, as shown in Listing 1.1 consists of two different parts, the inner product part and the column rotation part. We analyze the total "DLL" latency cycles for both of them in this subsection.
First, there are three inner product function calls in the basic rotation routine. Each one of them consists of n iterations, each iteration producing a multiplication of two complex numbers and adding it to the sum. From the trace of the innermost iteration (the offchip latency is set to be 80 cycles), we see that the innermost iteration has a "DLL = 76". In general, if we preset the offchip latency to be L cycles, then the total number of "DLL" cycles in each iteration is L − 4. Therefore, in one sweep, the total number of "DLL" cycles within the inner product part is:
Second, for the column rotation part in the basic rotation routine, we conduct a similar analysis. The total number of "DLL" cycles of this part is:
Therefore the total number of "DLL" cycles in the naive implementation of GaoThomas algorithm (either group based or non group based, just one sweep) including both inner product and column rotation is:
(11)
Analysis of "Memcpy" Approach
Using either the "memcpy" or "inline" preloading approach, the computation core accesses data from the onchip memory. The "DLL" part in the computation core is roughly zero due to the overlap of the short onchip memory access latency (2 cycles) with the float point unit latency. Therefore, from the program without preloading to the program with preloading, the decrease of the total number of "DLL" cycles in the computation core is DLL naive , which is the cycles we save by using preloading, and thus the gain we expect to get. Moving data from the offchip memory to the onchip memory results in an extra cost, which consists of two parts: the first part is the total "DLL" cycles in the code segment that is responsible for moving data, and the second part is the extra instructions incurred. The equation for the first part is derived as follows.
First, we derive the total number of "memcpy" function calls (which are responsible for loading data "in"). For the basic non-group-based GaoThomas algorithm, there are totally n 2 basic rotations (shown in Listing 1.1) in one sweep. A basic rotation needs to load in two columns, each of length n. Loading a double complex number needs two "LDD" instructions. Therefore, the total number of "LDD"s for preloading data is:
where the first "2" stands for loading "two" columns, n is that the length of the column, and the second "2" means that loading a double complex number needs two LDDs.
For the group based algorithm, if the group size is g, there are totally n/g 2 group based rotations. At the beginning of each group based rotation, we need to load in two groups of columns (i.e, 2 × g columns) and each column needs n × 2 LDDs. Therefore, the total number of LDDs for preloading data during one sweep is:
If we treat the non-group-based GaoThomas algorithm as a group-based algorithm with group size one, then we can use (13) for either the group based algorithm or non-groupbased algorithm. Second, we compute the latency incurred by the LDDs. The execution trace segment of the assembly code for the "memcpy" function is shown in Listing 1.4, with the offchip latency set to be 80. From the Listing 1.4, we observe that each LDD instruction causes a long latency of 80 cycles, which is reflected where the "STD" instructions exist. If we preset the offchip latency to be L, then each "LDD" causes a latency of L cycles. So the total number of "DLL" cycles for preloading data using "memcpy" is:
In addition to the change in the total "DLL"s, we also observe the increase in the total instruction count as:
where the first part n/g 2 × g × 4n is the total number of "LDD"s for preloading data. We need a same amount of "STD", thus a multiplication by 2. Also we need to use "LDD" and "STD" to store data back, thus another multiplication by 2.
Analysis of "Inline" Approach
The total amount of data preloaded for the "inline" preloading approach is the same as the "memcpy" approach. Therefore the total number of "LDD"s of the inline approach is the same as the "memcpy" approach:
In the "inline" approach, 8 LDDs in a row are followed by 8 STDs in a row, as shown in Listing 1.5. From the trace we can see that we will have one "DLL=73" every 8 LDDs if we preset the offchip latency to be 80. If the offchip latency is L cycles, there is a "DLL=L − 7" every 8 "LDD" instructions. Therefore, the total number of "DLL" cycles for preloading data using the "inline" approach is:
From (17), we can see very clearly that preloading data using the "inline" approach is better than using the "memcpy" approach because DLL inline is approximately 1/8 of DLL memcpy .
Analysis of the Loop Unrolling
The loop unrolling method only affects the inner product routine. For unrolling 4 times, each inner product routine now contains n/4 iterations, each iteration consisting of Listing 1.5. Trace of the "inline" approach computation of the sum of 4 multiplications of complex number. Based on the trace of the innermost iteration, the "DLL" incurred inside the inner product part can be summarized in (18):
Similar analysis of unrolling 8 times can give us:
6 Simulation Result
Cyclops64 Simulation Environment
The software tool chain of Cyclops64 platform currently provides a compiler, linker and simulator for users. A number of optimization levels are supported by the compiler. A multi-chip multi-threading functional accurate simulator (FAST) is also provided. We developed a Trace Analyzer that can take the output trace from the simulator and generate the dissection of execution cycles and analysis of the code simulated. The analyzer can generate statistics about the total "DLL" related to a certain instruction. For instance, in the example shown in Listing 1.5, the "DLL" latencies caused by the "LDD" instruction are reflected in the STD instruction. we call such latencies "related/associated" to the STD instruction. Table 1 shows the change of total "DLL"s for different approaches with the group size set to be one. In the table, for the preloading based approaches (memcpy or inline), the change of the "STD associated DLL latency" is the cost we pay for preloading, as shown in the third and fifth column of this table. The predicted value of this part is computed using (14) for the memcpy approach, and (17) for the "inline" approach. The change of the total "DLL"s in the computation core (inner product and column rotation) is the gain we achieved. Without preloading the equation for this part is (11), with preloading, the number of total "DLL" cycles in this part is approximately zero. Therefore, for two preloading approaches, the equation for the cycles saved in the computation core is (11). The difference percentage between the measured value from the simulation trace and the predicted value from the equations is computed using the following equation:
Model Validation
Dif f.P ercentage = |M easurement − P rediction| (M easurement + P rediction)/2 .
From the table, we can see the predicted value is very close to the measured value and the difference percentage is quite small. The prediction for the "memcpy" approach has a relatively bigger difference percentage since the extra overhead of function calling is not accounted for in our simplified model. Figure. 2 shows the comparison of total execution cycles and the dissection to four parts as in (8). Each figure is composed of five clusters of stacked bars. Within each cluster, the leftmost stacked bar is the microlevel breakdown of the naive approach, the second from the left shows the four times unrolling approach, the third one is the eight times unrolling approach, the fourth one is the "memcpy" approach, the fifth one is the "inline" approach. The first cluster shows the five approaches when group size equals one, the second cluster has group size 2, so on so forth. Within each stacked bar, the brown bar (the top bar) shows the total "DLL" cycles, the deep blue bar (the bottom bar) shows the total number of instructions, the light blue bar shows the total "DLI" latency, the yellow bar (in the middle) shows the total "DLF" float point unit latency. There are several observations from the figures. (1) All the proposed approaches have performance improvement over the naive approach except the "memcpy" method (for group size 1). ( 2) The figure also shows how the "DLL" cycles change with the increase of the group size. For preloading based approaches ("memcpy" and "inline"),
Comparison of different approaches
