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Abstract  
Aiming at the shortcomings appearing in the BP neural network method for obtaining the road surface power 
spectrum density, the paper applies a new cubic spline weight function neural network (CSWFNN) to the 
identification of road surface power spectrum density. First, a vibration model with four freedoms is established to 
simulate the actual vehicles. Subsequently, we deduce the nonlinear relationship between power spectrum density of 
the response and that of the excitation, and then acquire some input and output data. Next, a CSWFNN is built and 
trained until converges. In the end, the paper analyses the errors of CSWFNN in the identification of road surface 
power spectrum density. The results show that the proposed method in the paper successfully overcomes the 
deficiencies of BP neural network method, and consequently enhances the identification precision of road surface 
power spectrum density. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
Keywords :Road surface. Power spectrum density. Cubic spline weight function. Neural network. 
1.Introduction 
 The excitation imposed on running vehicles is mainly road surface roughness [1]. Owing to the 
random features of road surface, power spectrum density (PSD) is usually exploited to depict the road 
surface roughness. Although measurement is the most direct method for obtaining road surface 
roughness, yet the complexity of road surface limits its practical application [2]. Considering that the 
existing approaches fail to meet practical requirements, the paper employs the neural network method to 
identify road surface roughness. 
BP neural network is a widely used one of all the neural network schemes. Notwithstanding, it has 
own problems [3], such as usual local minimization, slow or unsuccessful convergence, and difficult 
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determination of network structure. Cubic spline weight function neural network (CSWFNN), a new 
neural network method, is proposed to overcome the deficiencies of BP neural network [4] and has the 
advantages of simple structure, quick convergence, and so on. Given the merits of CSWFNN, the paper 
uses it to identify the road surface roughness. 
2.Vibration model of a Simplified Four-Wheel Vehicle
 A vehicle is essentially a complicated system with many material points, usually holding eighteen 
freedoms, so it is really difficult to explore the entire vibrations of a vehicle. Simply, we utilize a 
simplified four-freedom model to depict a vehicle [5]. According to the d'alembert principle, we establish 
the dynamical equation of the vehicle model in Fig. 1 as follows: 
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where M, C, and K are the mass, damping, and stiffness matrix of the vehicle, respectively; U is the 
displacement vector of the vehicle, and Q stands for the road excitation; kt and Ct represent the stiffness 
and damping matrix of the tire, respectively.  
Fig. 1 The half of a simplified four-wheel vehicle model 
3.Cubic Spline Weight Function Neural Network 
 The general structure of CSWFNN is shown in Fig. 2. As shown in Fig. 2, CSWFNN has just the 
input and output layer, which are connected by spline weight function. The circle labeled as 
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1, 2, ,j j n ¦ " in Fig. 2 represents the jth neural unit of the output layer, functions as an adder and 
adds all the input data together for directly inputting their sum. Assume that the dimension numbers of 
the input and output vector are m and n, respectively, and, as a result, before being trained the numbers of 
spline weight function is definitely the product of m and n, which successfully circumvents the difficulty 
of determining the network structure occurring in BP neural network. 
Fig. 2 The general structure of CSWFNN: the input and output layer have m and n knots, respectively. 
The paper employs the popular cubic bending moment interpolation method to build the cubic spline 
function. Suppose that the input sample of the ith knot divides the range of [a,b] into 
0 1: Na x x x b'      "  and labels the designation value of the weight function 
 jiw x corresponding to '  as > @0 1, , , Ny y y" . Hence, the cubic spline function of the weight function 
 ji iw x  can be expressed as following: 
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where   ,i iki k tx x xª º ¬ ¼ , 1, 2, ,k N " . After the first derivation of two endpoints in the given range is 
determined, Mik can be expressed as follows: 
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4.Cswfnn Model Regarding Identification of Road Surface Power Spectrum Density
In accordance with GB7031-86, the displacement power spectrum density can be exposited as: 
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where n is the spatial frequency, n0 is the reference spatial frequency, usually n0=0.1m
-1, W stands for the 
frequency exponent determining the frequency structure of road surface power spectrum density, 
generally W=2, and Gq(n) means the road spectrum with respect to the reference spatial frequency. 
The temporal frequency f and spatial frequency n satisfy f=nv, where v represents the velocity of the 
vehicle. When W=2, Equ. (4) can be rewritten as  
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Thus, the exposition of the acceleration power spectrum density is 
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The power spectrum density of the road surface roughness of q1(t) and q2(t) satisfy 
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. Hence 
solve (1) and we can obtain 1 1( )u qH f , 1( )qH fT , 1 2 ( )u qH f and 2 ( )qH fT , where  nmH f denotes the 
frequency response function of the output n with respect to the input m. According to [7], the power 
spectrum density of the output response 1u and T can be expressed as 
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where  *H f is the complex conjugation transposed matrix of  H f .
Then, we can compute the power spectrum density  1uS f of mass centre in vertical direction and 
the power spectrum density  S fT of pitch angle; subsequently, the two computed power spectrum 
density are designated as the input vector of the neural network and the power spectrum density of B-
class road surface as the output vector of the neural network; consequently, the established neural 
network is shown in Fig. 3. 
Fig. 3 The structure of the established CSWFNN. 
5.Application of Cswfnn to Identification of Road Surface Power Spectrum Density 
According to [8], the parameters of the vehicle model in Fig. 1 are: m1=920kg, m2=m3=50kg,
a=1.109m, b= 1.09m, c1=c3=80 N.s/m, c2=3340N·s/m, c4=2845N·s/m, k1=k3=294kN/m, k2=33.4kN/m, 
k4=42.2kN/m, I=948kg·m
2, v=80km/h. 
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Fig. 5 The identification error curve of CSWFNN 
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According to [9], the statistical frequency of road surface roughness is between 0.011m-1 and 2.83 
m-1. Given that the usual velocity of the vehicle is 10~30m/s, the general frequency ranges from 0.33Hz 
to 28.3Hz. Since the intrinsic frequency of the suspension part is mostly 1-2 Hz, and those of others range 
from 10 Hz to 15 Hz, the frequency range of 0.3-28.3 Hz is able to cover the intrinsic frequency of the 
suspension system [10]. Therefore, we mainly consider the power spectrum density of road surface 
roughness only between 0.3Hz and 28.3Hz. Next, we utilize the above data to train the neural network 
until it converges. To assess the performance of the neural network, we input the simulated data of 
vertical acceleration power spectrum density and pitch angle concerning vehicle mass centre on the B-
class road surface to the trained neural network; the results are shown in Fig. 4 and the error in Fig. 5. As 
is shown in Fig. 4, the identification value really corresponds to the actual value. Fig.5 exhibits that the 
maximal error is 4.78%, the minimal error is 0.12%, and the average error is 2.01%. In accordance with 
[11], the identification error using AR method is 10.22% and that using pseudo white noise is 9.29%, 
which implies that CSWFNN outperforms the existing methods in the identification of road signal. 
Conclusions
The paper utilizes a new cubic spline weight function neural network (CSWFNN) to identify the 
road surface signal, effectively overcoming the shortcomings of BP neural network. First, a simplified 
four-wheel vehicle model is set up to simulate the actual vehicles. Then, a CSWFNN is built to identify 
the road surface power spectrum density and the results are compared with the existing methods. The 
comparison indicates that the CSWFNN outperforms the existing methods in the identification of road 
surface signal. 
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