Abstract. In this paper we study a type of stochastic McKean-Vlasov equations with non-Lipschitz coefficients. Firstly, by an Euler-Maruyama approximation existence of its weak solutions is proved. And then we observe pathwise uniqueness of its weak solutions. Finally, it is shown that the Euler-Maruyama approximation has an optimal strong convergence rate.
Introduction
Given T > 0. Suppose that a complete filtered probability space (Ω, F , {F t } t∈[0,T ] , P) and a standard d-dimensional Brownian motion W t on the probability space are given. Consider the following stochastic McKean-Vlasov equation(SMVE) on R d :
where ξ is a F 0 -measurable random variable, and the coefficients b :
is defined in Section 2.1).
If b and σ in Eq.(1) are independent of the probability distribution µ t of the process at time t, Eq.(1) is a standard Markov process and has been well studied in the literature (c.f. [3] [5]). Besides, there are stochastic differential equations whose coefficients depend not only on the process but also on the probability distribution of the process at time t as indicated in Eq. (1) . The study on SMVEs was initiated by Henry P. McKean [6] who was inspired by Kac's program in Kinetic Theory. And then there have been numerous results (c.f. [11] ). Let us mention some works. Recently, Huang-Wang [4] studied existence and uniqueness of strong solutions for Eq.(1) under some integrable conditions. Besides, if the diffusion coefficient is independent of µ t , the second named author [7] showed that under Lipschitz and linear growth conditions, Eq.(1) has a unique mild solution in a real separated Hilbert space, and the Euler approximation of the mild solution converges to itself. Later, under more general conditions than that in [7] , Govindan-Ahmed [2] proved Eq.(1) has a unique mild solution, and the Yosida appromiximation of the mild solution converges to itself. If b and σ depend on µ t as follows: [11] investigated existence and uniqueness of strong solutions for Eq.(1) with a fixed point argument if the coefficients are globally Lipschitz continuous. Recently, Chi [1] proved that if the coefficients are continuous and satisfy linear growth condition, a weak solution of the multivalued SMVE exists by the Euler approximation.
In this paper, we study Eq.(1) under non-Lipschitz conditions. Firstly, we establish weak existence of Eq.(1) under a linear growth condition. Next, pathwise uniqueness is obtained under two non-Lipschitz conditions. Thus, by weak existence and pathwise uniqueness, we prove existence and uniqueness of a strong solution for Eq.(1). Finally, the convergence rate of the Euler-Maruyama approximation is discussed.
It is worthwhile to mentioning our conditions and methods. We give two non-Lipschitz conditions which can not be covered by the conditions in [4] . Moreover, our conditions are more straight than that in [4] . Besides, we prove existence of martingale solution of Eq.(1) by an Euler-Maruyama approximation , which implies its weak existence. Thus, a number of complex calculation, as that in [9] [13], is avoided.
The rest of the paper is organized as follows. In Section 2, we recall some basic notations and notions, and give some necessary concepts and assumptions. And then we prove existence and uniqueness of a strong solution of Eq.(1) in Section 3. In Section 4, the convergence rate of the Euler-Maruyama approximation is investigated.
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
The Framework
In the section, we recall some basic notations and notions, and give some necessary concepts and assumptions.
Notations and notions.
In the subsection, we introduce notations and notions used in the sequel.
Let C(R d ) be the space of continuous functions on R d . And let C k 0 (R d ) be the collection of all continuous functions which have bounded, continuous partial derivatives of every order up to k where k is a positive integer. Let ∂ ij denote the differentiation with respect to the coordinates with corresponding numbers (e.g.
be the space of all probability measures defined on B(R d ) carrying the usual topology of weak convergence. For convenience, we shall use | · | and · for norms of vectors and matrices respectively. Furthermore, let · , · denote the scalar product in R d . Let A * denote the transpose of the matrix A.
Define the Banach space
be the set of probability measures on B(R d ). We put on M λ 2 (R d ) a topology induced by the following metric:
is a complete metric space.
Some concepts.
In the subsection, we introduce the concepts of strong solutions, weak solutions and pathwise uniqueness. Consider Eq.(1), i.e.
Definition 2.1. We say that Eq.(1) admits a strong solution with the initial value ξ if there exists a continuous process
2 )ds < +∞, a.s.P, and
From the above definition, we know that
Definition 2.2. We say that Eq.(1) admits a weak solution with the initial law µ 0 if there exists a stochastic spaceŜ :
2 )ds < +∞, a.s.P,
Such a weak solution is denoted by (Ŝ;Ŵ ,X). 
Some assumptions.
In the subsection, we give out some assumptions: (H 1 ) The functions b, σ are continuous in (x, µ) and satisfy for (
where
where L 2 > 0 is a constant, and κ(x) is a positive, strictly increasing, continuous concave function and satisfies
2 ) The functions b and σ satisfy for (
where λ i > 0 is a constant and γ i (x) is a positive continuous function, bounded on [1, ∞) and satisfying
Besides, by the proof of Theorem 2.3 in [13] , we know that there exists a 0 < η < 1 e such that
is a positive, strictly increasing, continuous concave function and satisfies κ η (0) = 0,
, by the similar deduction to above it holds that
That is, (H ′ 2 ) implies (H 2 ).
Existence and uniqueness of strong solutions
In the section, we study existence and uniqueness of strong solutions for Eq.(1). The main result is the following theorem. The proof of the above theorem is made up of two parts-existence of weak solutions and pathwise uniqueness. Firstly, we prove existence of weak solutions for Eq.(1). To do that, we introduce the definition of martingale solutions for Eq.(1). Set 
is a continuousW t -adapted martingale, whereW t is the right continuous version of W t ,
s denotes the law of w s under P and
Here and hereafter we use the convention that the repeated indices stand for the summation. We have the relationship between martingale solutions and weak solutions as follows. Since its proof is similar to that of [1, Proposition 2.10], we omit it. Next, we give a lemma which will take an important part in the sequel. 
where C > 0 is a constant depending on T , p, L 1 .
Proof. Set τ k := inf {t 0, |X t | k}, k ∈ N. If these inequalities (4) and (5) hold for the processX τ k , let k → +∞, by Fatou's Lemma it follows that these inequalities (4) and (5) also hold forX t . So we might as well suppose thatX t is bounded. For Eq. (1), by the Hölder inequality and BDG inequality, it holds that
where C > 0 is a constant depending on T , p, L 1 . By Gronwall's inequality, one can get (4) . By the similar deduction to above, we obtain
The proof is completed. Proof. Firstly, for fixed n ∈ N, consider the following Euler-Maruyama approximation equation
2 n and [a] denotes the integer part of a. By solving a deterministic problem, this equation can be solved step by step. That is, there exists a solution X n to Eq.(6). By (2) and Lemma 3.4, we have
where C is independent of n. Since E | ξ | 2p < +∞, we further have
, and then by Lemma 20.3 in [3, P.185] we derive that {P n } is tight. So there exist a subsequence still denoted by {P n } and P 0 such that P n weakly converges to P 0 as n → +∞. Now set
Since Eq.(6) has a weak solution X n , by Proposition 3.3, we know that there exists a martingale solution P n on (W, W ) of Eq. (6), which yields that M n,f t is a continuous W t -adapted martingale under P n . So for any continuous, bounded andW s -measurable functional G,
To prove that P 0 on (W, W ) is a martingale solution to Eq.(1), we just need to prove that M f t defined by (3) is a continuousW t -adapted martingale under P 0 . That is,
Note that P n weakly converges to P 0 . Thus, it is clear that
We now prove that
and
With the help of Theorem c.6 [3, P.324] and the weak convergence of P n to P 0 , we know that there exist a probability space (Ω,F ,P) and W-valued processesX n · ,X · on it satisfying (i) The law ofX n · andX · are P n and P 0 , respectively, (ii)X n · a.s.
→X · as n → ∞. Based on (i), (8) (9) become
In the following, we are devoted to proving (10) . On one side, by (ii), it holds that X n un a.s.
→X u for u ∈ [s, t] as n → ∞. Next, we observe ρ(µ n un , µ u ). By the definition of ρ, it holds that
Note that for any λ > 0,
Thus, by (7) we have that imply that lim n→∞ EP X n un −X u = 0 and furthermore lim n→∞ ρ(µ n un , µ u ) = 0. On the other side, by (i) (2) and (7), it holds that
By the continuity of b and the dominated convergence theorem, we obtain (10) . By the similar means, one can prove (11) . The proof is now completed.
So, by Proposition 3.3 and Theorem 3.5, we know that Eq.
(1) has a weak solution. Next, we prove that pathwise uniqueness holds for Eq. (1) (κ(y s ) + y s )ds < ∞, where κ(u) satisfies the conditions in (H 2 ), then y t ≡ 0, ∀t 0.
Proof. Set z t := t 0 (κ(y s ) + y s )ds, and then we just need to prove z t = 0. Note that z t is absolutely continuous and nondecreasing. Thus, it holds that
which is a contradiction. So t 0 = ∞ and z t = 0.
Proposition 3.7. Suppose that (H 2 ) holds. Then pathwise uniqueness holds for Eq.(1).
Proof. Suppose that (Ŝ;Ŵ ,X 1 ) and (Ŝ;Ŵ ,X 2 ) are two weak solutions to Eq.(1) witĥ
t , and then Z t satisfies
Applying the Itô formula to Z t , we obtain that
By taking the expectation on two sides, one can havê
Put G t :=Ê | Z t | 2 , and by (H 2 ), it holds that
Note that
Thus, by the Jensen inequality, we get that
By Lemma 3.6 we have that G t = 0 and then Z t = 0, ∀t 0, a.s.. Therefore pathwise uniqueness is right.
Finally, Theorem 3.1 can be proved by Theorem 3.5, Theorem 3.7 and [5, Proposition 3.20, P.309].
The convergence rate for the Euler-Maruyama approximation
In the section we consider the onvergence rate for the Euler-Maruyama approximation {X n t } defined in (6), i.e. 
Proof. Set H t := X n t − X t , and then H t satisfies
It follows from the Itô formula that
For J 1 , by (H ′ 2 ) and (13) it holds that
where in the last inequality the following result is used that
, and for 0 < η < The proof is completed.
