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コンピュータによる
販売予測手法について
広 田 俊 郎
I 序
企業を，所与の経営構造や資本のもとに，原材料，労働用役， 等を購入
し，生産というプロセスを経て，製品をアウトプットとして産み出し，また
流通というプロセスを経て，消費者に製品を販売することによって，貨幣収
入を得ようとするシステム，としてとらえよう。この企業システムの目的の
一つに，利潤原則が考えられる。経営者は，株主のためにも，自己の威信や
地位，そして俸給のためにも，この利潤原則にしたがって，企業システムを
制御していかなければならない。そのために短期的には，システムの運営を
合理的に行うこと，長期的には，システム設計を合理的なものとすることが
必要である。その両者に関して，販売予測は不可欠である。
システムのプロセスの好ましい運営，たとえば，生産活動，在庫管理，物
的流通活動，等の好ましい運営とは，そのプロセスが意図しているアウトプ
ット水準（製品の生産量）が，有効なアウトプット水準（製品の販売量）と
一致するようにすることである。だが時間的には販売に先立って，生産活動，
在庫管理，物的流通活動等の運営水準を決めなければならない。そこで，そ
れらの意思決定に際して，販売予測が不可欠のものとなる。このように，シ
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ステムのプロセス運営に関して，販売予測が利用される場合は，主に時系列
分析が用いられる。販売量における現実に生起しつつある現象や，過去にお
いて見られた循環的変動やトレンド的変化，等の情報を用いて販売予測を行
うことによって，合理的なシステムのプロセスの運営が図られる。
また，システム設計，たとえば生産設備投資計画，要員雇用計画，倉庫立
地問題，新製品開発，等に関しても，販売量の予測は不可欠である。ただ
し，この場合の販売予測は，時系列分析によることもあるし，回帰分析によ
ることもある。
このように重要な意義を持っている販売予測を，コンピューク化すること
が企てられてきた。そのとき，コンピュータによる販売予測活動を，三つの
レペルに分けて考えることができる。まず最初のレベルの活動は，デーク・
ベース・システムの確立に関するものである。次のレベルの活動は，予測プ
ログラムの作成および利用に関するものである。そして最後のレベルの活動
として，販売予測モデルの管理に関するものが考えられる。
本稿では，デーク・ベース・システムの確立，等の議論を取り扱わない。
すなわち，予測プログラムの作成，利用，販売予測モデルの管理，等につい
て論ずることにする。そして特に，予測プログラムについては，時系列分析
クイプのものに限ることとした。
I 時系列モデルの予測フ゜ログラム
1. 時系列モデル
ある変数の時間を通じてのデークが与えられているとき，それを解析して
当該変数の動きの特質を読みとり，それをふまえて予測をする，という方法
をとるのが時系列モデルによる予測である。この方法は，予測したい変量
が，他の変量によってその水準が決定されるというような理論を，明示的に
示すことなくそれ自身の変量の動き自体をもとにして，当該変量の将来の予
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測を行おうとするものである。だから時系列モデルを用いてある製品の販売
量を予測する場合，予測システムに対する唯一のインプットは当該製品の販
売量の過去の歴史である。たとえば市場で何が生じているか，産業や経済の
動向，競争的または補完的製品の販売量，価格変化，広告宣伝費支出，その
他などについては，一切問わないのである。
時系列分析は当該変数の過去のデークを用いて，その変数の予測を行うた
めに，まず，過去のデークの動きを，移動平均法や指数平滑法で近似させ，
それから得られた当該変数の近似的な動きを与える時系列モデルを，将来に
ひきのばして，予測を行おうとする。だから，対象とするデークに対して，
どのような方式を用いてその動きを近似するのが好ましいか，という吟味が
まず行われる必要がある。そしてできるだけ精度の高い予測が可能であるた
めには，過去の時系列データの動きが，移動平均法や指数平滑法の様々な変
型によって，出来うる限り近似させられることが望ましい。そのためには，
過去の時系列の動きそのものの特徴を把握しておくことが必要となる。
2. 変動成分の識別
時系列デークをもとにして販売予測値を出す前に，予じめ時系列デークの
構造としてどのような特徴があるかを見抜いておくことが販売予測を有効な
ものとする。時系列デークにおいて通常見出される特徴とは次のようなもの
である。
長期的趨勢変動
規則的変動（循環変動，周期変動，季節変動）
偶然変動
不規則変動
これらを見出すためには，横軸に時間をとったグラフにデークを書き出す
ことによって一応の見当をつけることができる。しかし，そのときの判断
が，主観的なものではないかどうかを見きわめるために，種々の工夫が考え
られる。たとえば，季節変動や循環変動の検出については，コレログラムを
描くことによって調べることができる。ここで，コレログラムとは，時系列
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図ー 1
軸に，
デークについて K期離れた時系列データの自己相関係数 m を求め， Kを横
m を縦軸にとって描いたグラフを言う。たとえば，今変数 zに関し
て n期にわたる時系列デークがあるとする。そのとき
1 n~ 
工（
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(1-1) 
Gはzの平均を示す）
を計算し，点(k,m) をグラフ上に記しそれらを結んでいく。そして， もし
得られた結果が図ー1のようなものであれば，時系列データには 6期間の幅を
持つ循環変動があると見なす。
また，趨勢変動の識別については， まず時系列デーク y，を時間 tの線
形関数とみなして，
y、=a+bt+u, (1-2) 
とおき，最小二乗法により回帰係数を推定し，ある直線を時系列デークにあ
てはめる。そしてここで MAD (Mean Absolute Daviation,平均絶対偏
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差）なる概念を導入する。それは実際の時系列デークの大きさと，あてはめ
られた直線によって指定される大きさとの偏差の絶対値の総和をデータ数で
除したものである。最小二乗法によって， a,6という回帰係数を与えたと
き， MADは次のような式で示される。
1 ^ ＾ MADT=-:EIY、-（a+bt)I 
n (1 
-3) 
この MADTは，時系列データのあてはめられた直線に対するバラッキを示
している。だから，あてはめられた直線における 1年間分の増分 bM(Mは
当該時系列の 1年の期間数）と MADTとを比較して，
MADT 
bM 
<a (a：定数） (1-4) 
のときには，与えられた時系列デークを直線で近似しても両者のバラッキが
少ないことを意味する。だから，そのとき，時系列データには趨勢変動が見
られるとするのである。
また季節変動要因の識別に関しては，次のように行う。まず時間の幅が 1
年である基本系列期間｛ふ｝ （k=l, M)を考える。そして， pe=［ . n-K 立〕
(C Jはガウス記号）を定義する。それは基本系列の K期が最終期から見
て何年目であるかを示す。そして，K期以後の K期と同じ季節にあたる時系
列データについて，趨勢要因をとり除きながら，その平均を求める。すなわち
~ 1 P' ＾ ふ＝
P,+ 1入＝ 0
区 {Xk+AM-b(k十入M)} (1-5) 
そしてふ＝ふーaによって，基本系列を得る。そして基本系列に趨勢要因を
合成させた理論的な値と実際の時系列データとのバラッキをMADTSとして
求める。
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MADTs= 
1 M ~ 
蝸{|ふ＋ら＋b'(k+P.M)-Xk+P,MI} 
(1-6) 
そして
MADT 
-Mm<P (Pは1以上の定数）ならば，季節変動が見られるとす
る。
このようにして，時系列データの特徴を見出し，それぞれに適合した予測
モデルを利用していけばよい。次に，それらを述べよう。
3. 移動平均法
移動平均法では，過去におけるある変数の大きさはある種のランダムな要
因が加わって規定されていると見なす。そこでそれは隣りあう幾つかのデー
クの平均をとっていくことによって，時系列デークからランダム性を除去す
る。そしてそれは，なめらかにされた時系列デークから，変数の大きさの本
来的傾向を読みとろうとする。平均をとる場合，各デークのウェイトのかけ
方が一様であるならば単純移動平均，ウェイトのかけ方が異なるならば加重
移動平均といわれる。ここでは前者を取りあげていくことにする。
移動平均法を用いるに当って，過去のデークの解析と予測の二通りの使用
の方法を考えることができる。前者を予測のための準備作業と見れば，それ
は直接に予測を導出するのではないが，それを予測に役立てることができ
る。その意味でこの場合の移動平均法の用い方は，変動成分の識別において
種々な特徴を見抜いた場合と同じような役割を果すのである。ただし変動成
分の識別において趨勢変動は直線をもってあてはめられるが，移動平均法に
よると，もっと柔軟に過去の趨勢変動の特徴を明らかにすることができる点
にそのメリットがあると言えよう。
今，販売量Sについて”個の時系列デークが与えられているとする。 そ
1 
して仮りに 5期にわたっての移動平均を導出するものとする。一 (S叶 S叶
5 
S叶 S4+S5)を計算し，それを S3の本来値とみなす。以下
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- 1 
S、-2=-~-(S,_4+S、-3+S、-2+S、ー1+S、)
5 
(2 -1) 
とする計算を続けていくと，ぶからS.-2までの系列が得られる。この系列の
動きは，現実のランダムな要因にもとづく不規則な変動をならしてなめらか
にした時系列データの動きの本来的な特徴を示してくれる。そこでは，たと
えば時系列デークは直線的な増加傾向を見せているとか，はっきりした季節
変動を示しているとか，またロジスティック曲線に近いような動きをしてい
る，等の特徴が読み取れるであろう。そのようなことを参考としながら， n
期以後の販売量の動向を予測することができるのである。
移動平均値の二つ目の立場としての予測を明示的に導出するやり方では
1 品＝一(S叶 S叶 S叶 S叶 S5)
5 
とするやり方をふまえて
瓦情(S、-4+s、-3+S、-2+S、ー1+S、)
(2 -2) 
(2 -3) 
とする。今 n期まで時系列デークがあるとすれば (2-3) 式によって
n+I期の販売量を予測することができる。 だが，販売実績値の入手にとも
なうリード・タイムより， t時点で (t-k)期までの販売実績値しか利用で
きないときは5、*＝S、-i+lをもって t期の販売予測値とする。
このような方法の難点は，もとの時系列が趨勢的な増加傾向を示している
ときには，予測値がどうしても過小に見積られるということである。そこ
で，趨勢要因を最小二乗法で求め，それを補正することを考える。今，移動
平均をとる場合の期間の幅を Mで表わす。そして n期までの M 期間の販
売実績値， Sn-M+l,……,s.-1, s•から，最小二乗法によって，販売量 St
と期間 tとの線型関係を求める。そのとき，期間 nを期間〇，期間
n-M+Iを一(M-I)等のように，時間座標の変換を行なう。すなわち 2図
のようにする。そのとき
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S、=a+bt'(t'は新ししい時間座標）
として，最小二乗法によって回帰係数は
b=匹Stt’-MS、f (M:デーク数）
区t12-MF
(2 -4) 
(2 -5) 
ふ=5、—祝I (2 -6) 
となる。 i'=-M-1
t(t+1)（2t+1) 
2 
'1Jt2= 6 という公
式などを利用して
M-1 
b=12[2 
U"-V” 
M(M-1)（M+1)] 
(2 -7) 
ここでび＝ S•-M+l+ ……＋Sn-1+S”
V.= (M-l)S._M+l十・・・・・・＋2S._2+S←l
(2 -8) 
(2 -9) 
St 
n-M+I 
-M+I 
n
 
。
n+k 
k t' 
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＾ また， aは次のように推定される。
A Un ^ M-1 
a= M +b(2) (2 -10) 
したがって販売量 Stと，新しく定義された時間座標 t/ （期間 nを0と
する）との間の関係は
M-1 
s,＇＝伶＋ 12[2 Un-Vn ]〔が＋圧
M(M+1)（M-1)2〕
(2 -11) 
となる。 これを用いて n 期より K 期将来の販売予測値を S*•+K とすると
Sい＝伶＋12[M;~](k+~
M(M+1)（M-1)]（K+ 2)  
(2 -12) 
が得られる。 (2 -12)式は回帰式の外挿とも見ることができるが，移勤平
均法との関連で言えば，第 1項に示された移動平均の部分に，第2項の趨勢
要因を補正したものととらえることもできる。その際，趨勢を示す6に
(k+~)が乗ぜられているのは，伶がSn_M2-1 の本来値を示しているか
らだと考えられる。
4. 移動平均法のコンピュータ・プログラム
ここでは，平均法を用いて時系列データをなめらかにして本来的傾向を読
みとる方法についてのコンピュータ・プログラムについて紹介しよう。
フロー・チャートは以下のように示される。
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移動平均法のコンピュータ・プログラム
C mo HEIKIN 
DIMENSION S (100), SS (100) 
READ・ (5, 100) M, N 
READ (5, 101) (S (I), I= 1, N) 
DO 1 I=l,N 
SS (I) =0 
1 CONTINUE 
BM=M 
Ll=N-M+l 
DO 3 I=l, Ll 
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T=o.o 
L2=l+M-1 
DO 2 J=l, L2 
T =T+S(J) 
2 CONTINUE 
K=l+M/2 
SS(K) =T/BM 
3 CONTINUE 
DO 4 l=l,N 
WRITE (6,200) I, SCI), SS(I) 
4 CONTINUE 
100 FORMAT (2110) 
101 FORMAT (8FlO. 1) 
200 FORMAT (10, 2Fl0. 1) 
STOP 
END 
5. 指数平滑法
移動平均法は，予測を導出するに多量の（すなわち少くとも移動平均の幅
に当る数の）データを必要とした。その点を改良して，前期の実績データと
今期についての予測値をもとにして来期以後の販売予測値を導出できるよう
にしたのが指数平滑法である。今期の実績値を S、，前期において導出され
た今期についての販売予測値を 5←1 (t-1期に導出されたという意味で添
字は i-1) とすると，今期出す来期についての販売予測値は， 平滑化定数
a を用いて，
S=aS、+（1-a)S.、-i (3 - 1) 
として求められる。ここで用いた&-1も (3-1)式によって求められた
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ものであり，そのような関連を過去にもどって求めていくと，今期出す来期
についての販売予測値は実質上過去の相当期のデークに依存していることが
わかる。すなわち
S.-1=aS、ー1+(1-a)S.ヽ —2 (3-2) 
であり， （3-2)を (3-1)に代入するというような手続きを繰り返す
と，
S.=aS、+a(1-a) S、ー1+(1-a)源ー2
=aS、+a(I-a)S、→十………
” =a区(1-a) んふ＋（1-a)•S.-•-1
kQO 
(3-3) 
となる。したがって S は s,_1 から S、―•までの”個の実績デークと何ら
かの方式で定められた初期値 5t-•-1 とに依存して決められたことがわかる。
このように実質上は過去の数多くのデークに依存しながら，実際の販売予測
導出の手続きにおいては今期の実績値と前期においてなされた予測値，それ
に平滑化定数を用いるだけであるのが指数平滑法の特徴である。
このような導出方法について，その意味は次のように解釈される。一つの
解釈のし方は，指数平滑法は，より最近の実績値により高いウエイトをか
け，順次過去に逆のぼるにしたがってウエイトを低めていった加重移動平均
を求めるものだととらえることである。実際，ウエイトであるa,a(I-a), 
…••ヽ・等を加えると a 1 = 1となっている。 移動平均法の精神は，1-(1-a) 
もとの時系列データのそれぞれは，あるランダムな要因を含んでいるものと
見なし，移動平均をとった系列によって本来的な動きを見つけるということ
である。この場合も，時系列デークに対して同じような見方をとって，来期
の予測値を導出しようとするのであるという解釈をするのである。また別の
解釈としては，来期の実績値はより大きく今期の実現値に影響を受け，相関
を持つし，より過去の時期についてであればあるほど相関の程度が小さいと
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考え，それゆえ過去に逆のぽるほどウエイトを指数的に減少させたようなし
方で加重平掏を求め，来期の予測値を導出しようとするのであるとするもの
がある。すなわち前者は時系列データのランダム性，後者は時系列デークの
自巳相関に着目して指数平滑法の解釈を行っているのである。
6. 定常時系列に対する適用
何らの趨勢的傾向もまた季節変動も見られない時系列を定常時系列とい
う。そのような時系列に対しては既に述べた基本的な公式
5、=aS叶 (1-a)百←1
を用いて予測値を導出できる。ただし，平滑化定数 a の値によって， 予測
値は変ってくる。最も良好な予測値を与える平滑化定数 a とは， 与えられ
た，時系列データをもとに
して過去の各時期について
仮想的に導出した予測値と
実績値との偏差の絶対値
平均 MADを最小にする
ものだと考えてよいであろ
う。定常時系列に対して，
良好な乎滑化定数を探索
し，そのもとでの予測値を
導出するコンピュータ・プ
ログラムを以下において紹
介する゜ただし，そのフロ
ー・チャートは以下のよう
に示される。
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C SAITEKI ALPHA NO TANSAKU TO YOSOKU 
C S(I) ZISSEKICHI 
C SS(I) YOSOKUCHI 
DIMENSION S(50), SS(50), FM(200), AMAD(50) 
READ (5,100) N, SI, C 
READ (5, 101) (S (I), I= 1, N) 
A=o.o 
J=O 
WRITE (6, 200) 
SS(l) = SI 
5 CONTNUE 
DO 1 I=l,N 
K=l+l 
SS(K) =A*S(I) + (1-A)*SS(I) 
1 CONTINUE 
DO 2 I=l,N 
FM(I) =O. 0 
2 CONTINUE 
J=J+l 
DO 3 1=1,N 
FM(J) =ABS(S(l)-SS(I)) +FM(J) 
3 CONTINUE 
BN=N 
AMAD(J) =FM(J)/BN 
WRITE(6, 201)J, A, AMAD(J) 
A=A+C 
IF(A. GE. 1. 0) GO TO 4 
GO TO 5 
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4 CONTINUE 
WRITE(6, 202) 
J=l 
8 CONTINUE 
AMADM = AMADO) 
FJ=J 
6 CONTINUE 
J=J+l 
IF(AMAD(J). EQ. o.0) GO'l'O 7 
IF (AMADCJ). GE. FMM) GO TO 6 
GO TO 8 
A=C*FJ 
WRITE(6, 203) A, AMADM 
7 CONTINUE 
DO 9 l=I,N 
K=I+l 
SS(K) = f',.*S(I) + (1-A)*SS(I) 
9 CONTINUE 
DO 10 I=l, N 
WRITE(6, 204) I, S(I), SS(I) 
10 CONTINUE 
100 FORMAT(IIO, 2FlO. l) 
101 FORMAT(8F10. l) 
200 FORMAT(lHO, 6X, 4HSTEP, 18X,2HA+16X,4H 
MAD/) 
201 FORMAT (10, 2F20. 5) 
202 FORMAT(IHO, 5X, SHKIKAN, IOX, IOHZISSEKICHI, 
llX, 9HYOSOKUCHI) 
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203 FORMAT (2F20. 5) 
204 FORMAT(IlO, 2F20. 5) 
STOP 
END 
7. 傾向変動を考慮した指数平滑法
(753) 135. 
販売量が趨勢的変化を示している時系列については，通常の指数乎滑法だ
けでは十分に趨勢的変化を考慮して販売予測を出すことはできない。実際，
趨勢的変化を示している時系列デークについて通常の指数乎滑法を適用した
場合，最小の MADをもたらす平滑化定数は1となり， 今期の実績値をそ
のまま来期の予測値とするようなことになってしまうのである。そこで趨勢
要因を補正することを考える。まず，通常の方法によって t期における予測
を導出する。
5、=aS、+（1..:..a)S.、_1 (3-4) 
そして t+k期における予測値を次式によって求める。
S*、＋ K国＋T、（k+~) (3-5) 
ここで T、は t期における，一期当りの趨勢的変動を示し，それは次式
のように指数平滑法によって求められるとする。
T、=a(S,、→5、-1)-r(l-a)T、ー1 (3 -6) 
また（3-5)式における
1-a 
a 
は S、の指数平滑法による推定に硯れる遅
れを修正するためのものである。
だが， T、およぴ5、の双方を指数乎滑法によって求めるには，両者に関し
てその初期値を定めておく必要がある。それには与えられた時系列デークを
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初期値を導出するためのデータと，予測を導出するためのデータの二組に分
ければよい。最初の組には M偏のデータを配し， s-M+l,s-M+2・.. S-1, s。
とする。そして最小二乗法を適用して傾向線を求める。すなわち，（2-4),
(2, 5)などより
M-1 
応 12[ 2 u。-V。
M(M-V)（M+1)］ (3-7) 
を得る。ここで
u。 =S-M+l+• …•• +Sー1+S。 (3-8) 
Vo= (M-1)S-M+1+…＋2S_2+S-1 (3 -9) 
である。まだぶは，この最初のM個のデータの平均に趨勢要因を補正して求
められる。
- u。-M-1
S1=訂 -+T1・ 2 (3-10) 
そして，これらの初期値をもとにして，第2のデータの組から予測値を求め
ればよい。この場合のコンピューク・プログラムは次のように示される。
ただしその前にそのフロー・チャートは以下のように示される。
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S (I)=aS (1)+(1-a)S (1-1) 
T(I)=(3 （S (1)-S (I-I))+ (1-fJ)'l'(I-I) 
l-a• 
S • (I十k)=S(J)+T(I)（K+--“) 
C TREND O IRET A YOSOKU 
DIMENSION S(lOO), ST(20), SSS(lOO), SS(lOO), 
T(lOO) 
READ(5, 100) N, M, K, A, B 
READ (5, 101) (ST (I), I= 1, M) 
READ(5, 102) (S(I), I= 1, N) 
C SHOKICHI BLOCK ************* 
UO=0. o 
DO 1 l=l,M 
UO=ST(I)+UO 
1 CONTINUE 
VO=o.o 
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DO 2 1=2,M 
I l=l-1 
VO= I l*ST(I) + VO 
2 CONTINUE 
BM=M 
T(l) = 12*(CBM-1. 0)/2. O*UO-VO)/(BM*(BM-1, O)* 
(BM+l, 0)) 
S(l) = UO/BM+T(l)*(BM-1. 0)/2. 0 
C YOSOKU BLOCK 
L=N-K 
BK=K 
DO 3 I=l, L 
J=I+l 
IK=I+K 
SSS(J) =A*S(I)+(l-A)*SSS(I) 
T(J) =B*(SSS(J)-SSS(I)) + (1-B)*J(I) 
SS(IK) = SSS(J) +T(l)*BK 
3 CONTINUE 
WRITE(6, 200) 
DO 4- l=K,L 
WRITE (6, 201) I, S (I),_ SSS (I), SS (I) 
4 CONTINUE 
100 FORMAT (3110, 2F10. 1) 
101 FORMAT (8F10. 1) 
102 FORMAT (8F10. 1) 
200 FORMAT (IHO, 5X, 5HKIKAN, lOX, lOHZISSEKICHI, 
25X, 9HYOSOKUCHI/) 
201 FORMAT (110, 3F20. 5) 
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STOP 
END 
8. 季節変動を考慮した指数平滑法
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販売動向に季節変動が見られる製品の販売予測に当っても，二段がまえで
指数平滑化を行う必要がある。季節的な変動の型自身は，決して確定的なも
のではないので，その指数乎滑を行なわなければならない。また，販売量か
ら季節要因を除去調整したものから，確率的なランダム要因を取り去るため
に，その指数平滑を行なわなければならない。このようにして得られる指数
平滑予測値に，前に求めた季節変動要因を付与することによって季節変動す
る製品について販売予測を行なうことができる。今季節指数 F、を次のよう
に示す。
S、
F、=-＝
S、
(3-11) 
ここで S、は販売実績値， Stは季節性を除去調整した販売値である。 まず
季節指数を12カ月にわたって，すなわち F←12,……F、-2, F口を導出す
る。そのし方は後で述べることにする。このようにして導出された季節指数
を用いて，季節性を除去した系列の予測値を導出する。そのとき t期の販
売実績値から季節性を除去するにあたっては12期前，すなわちちょうど一年
前の同月についての季節指数を用いるものとする。
~ St ~ 
st=a 
F、ー12
+(1-a)S←1 (3-12) 
このようにして得られたぶをもとにして t期より T期先の販売予測を導
出する。
S、,p＝ぶF,-12+P (3-13) 
また (3-12)式を導出した後で，次式により季節指数の更新を行なってお
く。
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s, 
F,＝P--;:;-＋（1-B)Ft-12 
s, 
(3-14) 
最初にF、ー12, ……F,-2,F、-1の季節指数を求めるには (3-14)式のような
方法によったのである。
この場合も， S、およぴ r、の初期値を定めるために，与えられた時系列
データを二組に分ける。最初の組には 12n期のデータを配し， それから初
期値を求める。まず季節性を除去した販売水準については
翌s,I
So= 
ーヽ 1
12n 
(3-15) 
として導出し，また季節指数については
n-1 
:ESー121-1
t = 0 ~ 
F-1= n +S。 (3 -16) 
(J=O, 12) 
を用いて， Fー11, Fー10…………Fー1,Foを導出しておくことにすればよ
い。
この場合のコンピュータ・プログラムは以下のように示される。そのフロ
ー・チャートは次のように示される。
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9l 
~ S(IJ 
'll(O)ょ二I_±!__
Iヽ
m•• 1 
三S(-12t-11)
1 -0 F(-11)＝ 
mS(O) 
区S(-12t)
F(O)主
） 
M=l2m 
C KISETSU YOIN O IRET A YOSOKU 
(759) Hl 
DIMENSION S(100), ST(50), SS(l00-12), SSS(lOO), 
F(lOO), 
READ(5, 100) N, M, A, B 
READ (5, 101) (S (I), I= 1, N) 
READ (5,102) (ST(I), I=I, M) 
C SHOKICHI BLOCK **** 
STSUM=O.O 
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DO I l=l,M 
STSUM = ST(I) + STSUM 
I CONTINUE 
BM=M 
SSS(l) = STSUM/BM 
MM=M/12 
BMM=MM 
DO 2 1=1,12 
STSSUM=o.o 
DO 3 J=L,MM 
K=12*0-1)+1 
STSSUM = ST(K) + STSSUM 
3 CONTINUE 
F.(I) = STSSOM/BMM 
2 CONTINUE 
C YOSOKU BLOCK ********** 
DO 4 l=I,N 
K=l+I 
SSS (K) = A *S (I) /F (I) + (I -A) KSSS (I) 
IT=l+I2 
F(IT) =B*S(l)/SSS(I) + (1-B)*E(I) 
4 CONTINUE 
WRITE(6, 200) 
WRITE(6, 201) (F(l), I= I, N) 
DO 5 l=I,N 
DO 6 J=I, 12 
IJ=l+J 
SS(I, J) = SSS(I)*F(IJ) 
6 CONTINU.E 
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5 CONTINUE 
WRITE (6, 202) 
DO 7 I=l,N 
WRITE (6, 203) (I, S (I), SS (I, J), J = 1,12) 
7 CONTINUE 
100 FORMAT (2Il0, 2F10. 1) 
101 FORMAT (8F10. l) 
102 FORMAT (8F10. l) 
200 FORMAT (lHO, lOX, llHKISETSTUSISU/) 
201 FORMAT (12F6. 3) 
(761) 143 
202 FORMAT (lHO, 20X, 61HIKI NI OKERU I+ JKI NO 
YOSOKUCHI/ 
1 2HKI, 9X, 3HI+l 6X,3HI+3, 6X,3HI+4, 6X, 3HI+5, 
6X, 3HI+6, 
1. 6X, 3HI+7, 6X, 3HI+8, 6X, 3HI+9, 6X, 4HI+10, 5X, 
4HI + 1, 5X, 4HI + 12/) 
203 FORMAT (31, 13F9. 1) 
STOP 
END 
皿 販売予測モデルの管理
以上で述べてきたように，時系列モデルによって販売予測を行う場合，予
じめ変動成分の識別を行ない，データの構造を見きわめてから，それに応じ
た予測方式を取るとしても， その販売予測方式がいつまでも妥当なもので
あり続けるとは限らない。何らかの事情で，従来の販売予測方式が不正確な
予測しか導出できないものとなっている可能性がある。だから， 販 売 予 測
モデルの妥当性をチェ．ックするような工夫が必要となる。そこでブラウン
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(Brown)は追跡信号 (Trackingsignal) なる概念を導入する。 それを
t. s. で示すと次式のようになる。
t. s. = SU
E 
MAD 
(3-17) 
ここで SUEは累績偏差 (sumof errors)を示しており，次式のように示
される。
SUE、＝区e;=SUE、ー1十et (3-18) 
またMADは絶対偏差の平掏を示すが，現に生起しつつある事象については
単純に平均をとるよりも，期待値を導出した方がその概念の本来の意図にか
なっていると見て，次式によって導出される。
MAD、 =aIS, —S、 I +(I-a)MAD,-1 (3 -19) 
今累績偏差が正規分布N (o, dsuE) をなすとすれば次式が導かれる。
dsuE= 匹 •MAD (3-20) 
2-v'a 
この式の導出に関しては以下のような関係が用いられる。予測誤差年が正
規分布 N (0, q)をなすとすれば，標準偏差と MADとの間には
MAD=0.8ヽ (3-21) 
なる関係があることがその第 1である。これは， X がN (o, 1) の正規分布
をしている場合， lxlの期待値が MADであるから
oc 
MAD = E( l xl ) ＝ ぷ、~ xe -x•/2ヽふ1干＝ 0 . 7979ヽ
゜ (3-22) 
から導かれる。
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また，指数平滑法によって予測するとき，累績偏差の標準偏差と需要の標
準偏差との間には
d 1 SUE = - -dD 
{面2-a)
(3-23) 
なる関係がある。他方，予測誤差の標準偏差は，需要の標準偏差と次のよう
な関係を持つ。
＝ヽ／ 2 、D
2-a 
(3-24) 
このようにして (2-22), (3-23), (3-24) より (3-20)が導かれ
る。
ここで， dsuE と MADの関係を利用して生産管理，管理図を用いて行う
ように販売予測の管理図を用いて行うことを考える。販売予測の管理図を，
横軸に期間，縦軸に累積偏差を MADで除したもので示す。もし， 当該予
測のシステムが有効なものであれば， MADで除した累積偏差は正の向き
にも負の向きにも趨勢的に増大することがない筈である。仮に， MADで除
vテ
した累積偏差の絶対値が k~ (Kは信頼性によって規定される定数）を2va 
越えるようなことがあれば，当該販売予測システムは検討しなおす面がある
とするわけである。
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図ー 3 プラウンのt.s．による販売予測の管理図
t.s. 
k 左
2亙
上方管理限界
下方管理限界←―------- ----------_ ＿--
-K丘
2亙
表ー 1 プラウンの t.s. の管理限界
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トリッグ (Trigg)は，このプラウンの t.s．に対して問題点を指摘する。
プラウンの t.s.には，ある時期に発生した大きな誤差の影署がいつまでも
残り，仮りに予測システムが途中から極めて良好な予測を導出しても， t.s. 
はゼロとはならないという欠点があること，が第一点である。次に，彼の t.s. 
においては，ある時期から非常に正確な予測が行なわれはじめると，皮肉に
も t.s. がかえって大きくなる事態が生ずることを指摘する。たとえば，途
中から完全な予測が行なわれ出したとする。 すると MADは短期間で 0の
近傍に導かれるが，累積編差は，そのままにとどまるから， t.s. は無限大
にまで近づくこととなってしまうとするのである。そこでトリッグは別の型
の t.s. を定式化する。それは次式のように示される。
t. s. SME ＝訂誼 (3-25) 
ここで SMEは平滑化誤差を示し次式で導かれる。
SME、=ae、+（1-a)SME、-l (3-26) 
この定式化では，ブラウンのように，累積された数を，一期当りの数で割る
という奇妙な誤りの源泉になる定式化をさけて，一期当りの数として平滑化
誤差は定義されている。今予測システムが極めて不完全な予測しか導出でき
ないような状態に陥ったとき，すべての誤差は正か負かの同一符号を持つよ
うになる。そのとき， SMEは絶対値において， MADに近づいて行くので
t. s. は＋1か，ー1に近づいて行く。しかし t.s.は，＋1およびー1を越える
ことはない。そのような限界の中で，どのような水準が販売予測システムの
管理限界であるのか，が問題となる。それを明らかにするために，予測誤差
年は標準偏差がヽであると仮定し， SMEの標準偏差をヽを用いて表せばよ
い。そうすれば、と MADの大きさとの間には関連があったから， SME
の標準偏差が MADを用いて表わされることとなり， t.s. の管理限界が得
られる。以上のことを実行すると
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oc 
SME=~- a(l-a)1 e1 
i-0 
(3-27) 
ヽSME= ✓王 (a(1-a)i ei)2 
i-o 
= ✓ a双 1 双ヽ2
1-(1-a) 
=✓三二、
2-a 
(3 -28) 
ところで a が十分小さいときV百二石キ2, またヽ ＝l.25MADを用いて
‘SME=0.88V百MAD (3-27) 
を得る。だから， トリッグの．t.s.による管理限界は0.88-v'akとなる。
それを表に示すと次のようになる。
表ー 2 トリッグの t.s．の管理限界
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1V むすぴに代えて
以上，移動平均法，指数平滑法，等の予測手法およぴコンピューク・プロ
グラム，そして販売予測モデルの管理をめぐる議論を展開した。これらの手
法について，現在種々の接近法が開発されている段階であり，これ以後の発
展については他日を期したい。また実際に販売予測をコンビューク化するに
当って，デーク・ベース・システムについての問題が，ネックとなるケース
も多いかもしれない。それについても別の機会に論ずることとしたい。
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