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1. INTRODUCTION 
Let C : = C[ -r, 01, r E [0, + co), be the Banach space of continuous 
functions 4 : [ - r, 0] + R” with the sup norm. For any continuous function 
z:R-tR” and PER, Z~ E C is defined by means of z,(0) = z(t+ e), 
-r < 8 < 0. The main aim of this paper is to give sufficient conditions 
assuring the existence of bounded solutions to perturbed delay differential 
equations (D.D.E.) of the following type: 
i(t) =g(z,) + Ml, ZI, E), (l.l), 
where h(t, 4, 0) s 0 and E is a parameter in some open subset of RN 
containing E=O. In the case where r =0 the above D.D.E. reduces to an 
ordinary differential equation whose study has been exploited by several 
authors (see for example [ 1, 3, 6, 11, 123). The method given by Palmer in 
[ 123 consists of solving Eq. (l.l), with the aid of a functional equation 
F(x, E) = 0 in some Banach space. Unfortunately the main theoretical 
theorem given there cannot be used in some cases because of certain 
assumptions concerning the index of the linear operator L : = D,F(O, 0) 
and the existence of a suitable manifold. These problems are overcome (for 
example in [6]) when heteroclinic orbits are concerned, by constructing 
“suitable” functions in such a way that, if these functions are different from 
zero for some E # 0, then (l.l), has a heteroclinic orbit (provided that 
(1.1 )0 does). This method has been applied even in the case where r > 0 
*Work performed under the auspicies of G. N. F. M.-C. N. R. (ltaly) and within the 
activity of the research group “Evolution Equations and Applications” M.P.I. 
319 
0022-247X/90 $3.00 
Copyright :P 1990 by Academx Press, Inc 
All rights of reproduction m  any form reserved 
320 FLAVIANO BATTELLI 
[7]. Anyway, conditions assuring that these functions are not zero have 
been given only in particular cases reducing essentially to the above cited 
one, where the index of L is zero [lo]. 
In [l] a theorem concerning the existence of an implicit solution to a 
functional equation and extending the quoted theorem of Palmer has been 
given. The purpose of this paper is to show how this result can be used to 
solve the above problem of the existence of bounded solutions to ( 1. 1 ),. 
The result we obtain is essentially equivalent to giving conditions assuring 
that the functions given in [lo] are not zero for some E # 0. Anyway, our 
method, based on the construction of “Melnikov-type” functions, is very 
different from the one given in [lo] and sufficiently general to include not 
only the case of heteroclinic orbits, but also the case of bounded solutions 
whose corresponding variational system has an exponential dichotomy on 
both [a, +co) and (--co, -a], ~20. 
After some generalities, Section 2 is devoted to showing some results 
concerning properties of systems having exponential dichotomies. These 
results are partially related to the ones given in [ 131 for the case of systems 
of O.D.E. The present method, which enables us to extend the results to 
D.D.E., is based on an idea in [6]. In the same Section we also recall the 
theorem given in [ 11. 
Section 3 is devoted to the proof of the main theorem of this paper 
together with some related results. The construction of the “Melnikov- 
type” functions, done in the same Section, is complicated by the fact that 
the index of L may be greater than zero. If it were zero our results reduce 
to the result given in [ 10, Theorem 5.21 for a special case of Eq. (l.l), 
when (l.l), has a homoclinic orbit. 
2. GENERALITIES 
Let Xi, . . . . X,, V be Banach spaces and F: Xl x ... x X, + V be a 
(local) Cm-map, m > 1. By DfF(x,, . . . . x,), 1 < i < n, 1 <k Q m, we denote 
the kth derivative of F with respect to the ith variable evaluated at 
(x,, .-., x,). Of course 0: DJF has an obvious meaning. If L: X -+ V is a 
linear map between Banach spaces, 9L and NL denote the range and the 
kernel of L, respectively. We say that L is Fredholm with index I if WL is 
closed, dim ML, codim WL < + co, and Z= dim .ML - codim WL. 
If U is a subset of a Banach space X, Cm(U, n) denotes the space of all 
Cm-functions defined on some neighborhood of U and taking values on R”. 
Moreover CT(U, n) : = (h E C”‘(U, n) 1 supoGkGm( 1 D’/z(x)l ; x E U} -c + co >. 
Cy(U, n) is a Banach space under the sup norm. 
Let .Y(C, n) be the space of linear continuous maps going from C to KY. 
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Let A+:R+ -+ 6p(C, n), resp. A _ : R _ + 9( C, n), be continuous maps 
such that IA+(O)-A-(O)1 < +co. For any tell define A(t) by 
A(t) = A+(t) 
if t>O 
A-(t) if t < 0. 
(2.1) 
Consider the following linear D.D.E. 
i(t) = A(t) xI, t>s 
(2.2) 
x, = 4 E c. 
Let a > 0 and write J,’ = [a, + co), J; = (-co, -a]. Suppose that (2.2) 
has a solution x(t) continuous on J= J’ and define the semigroup 
T(t,s):C+C, T(t, $14 =x,, t,sEJ, t > s. 
We say that T(t, s) (or system (2.2)) h as an exponential dichotomy on 
J= J’ with constants k, 6 > 0 and projections P(s) and Q(s) = 0 -P(s), 
s E J, if P(s) is strongly continuous and the following conditions hold [8]: 
(i) T(t, s) P(s) = P(t) T(t, s); 
(ii) TO, s),~~(~, is an isomorphism of We(s) onto 9Q(t) and T(s, t): 
&?Q(t) + 9Q(s) is defined as the inverse of T(t, s),~~(~); 
(iii) 1 T(t, s) P(s)1 < kepS(‘-s) s< 4 s, t E J; 
(iv) 1 T(s, t) Q(t)1 < ke-6(‘-s) s < t, s, t E J. 
We also assume that %Q(s) is finite-dimensional. &Y’(s) and aQ(s) are 
called the “stable” and “unstable” subspaces of T(t, s). 
Let B, := B,( [ -r, 01, KY*) be the Banach space of all R”*-valued 
functions $ defined on C-r, 01, which are of bounded variation, 
continuous from the left on (-r, 0), and satisfying e(O) = 0. Then there is 
a map (see [S]) q: [w -+ B, continuous both on R, and K such that 
A(t) 4 = i‘” &rl(t, 0) d(e) a. -I 
We can extend the definition of q(t, 0) setting q(t, f3) = 0, for 0 > 0 and 
q( t, 0) = r](t, -r) for 0 G -r. Then (2.2) reads 
i(t)={’ o,q(t,e)x(t+e)de. 
-r 
(2.3) 
Let B:= {I+!I: [-r,O]-W*I$ b is ounded measurable). We say that a 
function y : [a, t] + B, t B G + r, satisfies the formal adjoined system to 
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(2.3) with initial data li/ E B, at 1, if, for any s E [IO. t - Y] the following 
holds: 
Y(S) + j’.Jw v( c(, s - a) da = constant 
A 
j’, = II/. 
12.4) 
Existence and uniqueness of solutions to (2.4) is known [S]. Define 
C&(n) := {h: R + WJh E Cg(R+, n) n Cz(K, n)} and, for m 2 1, 
C&(n) := (h E Cr-‘(R, n)]h E Cy(R+, n) n CT(K, n)>. The following 
lemma is a simple extension of Lemma 3.4 in [ 10): 
LEMMA 2.1. With the above hypotheses on A(t) suppose further that 
1 A(t) 1 < M, for some positive constant M and for any t E R and that the 
system (2.2) has an exponential dichotomy on both J,’ and J; (a, b > 0) with 
constants k, 6 and projection P’(s) and P-(s), respectively. Then the 
operator L : CL, 0 -+ Ci, 0 defined as: (Lx)(t) = x(t) - A(t) x, is Fredhofm of 
index Z= dim 9Q-( -b) - dim !%?Q’(a). Furthermore: 
N(L)={[T(t, -b)b](O)Ir$E9?Q-(-b)andT(a, -b)#EgP+(a)}, 
.9(L) = 
i I 
h E Cz, ,, I+ m y(t) h(t) dt = 0, for any bounded solution 
-0z 
p E C;(R, UP*) to (2.4) . 
I 
The above Lemma 2.1. will be used in Section 3 together with the 
following theorem whose proof has been given in [ 11: 
THEOREM 2.2. Let X, Y be Banach spaces, F: X x RN + V be a C2-map 
defined on a neighborhood of (0,O) and such that the linear operator 
L : = D, F(0, 0) is Fredholm with index ZB 0. Suppose that d : = 
dim NL > Z, F(0, 0) = 0, and: 
(a) there exists a linear subspace W c RN, dim W = d - Z, such that 
E E W and D, F(0, 0) E E WL *E=o; 
suppose further that there exist E’ E RN and a Einear subspace So c NL such 
that dim So = d - Z and 
(b) D, F(0, 0) e” # 0, the equation Lx = -D, F(0, 0) E’ has a solution 
p(&‘) and 
(c) FESS and {D~F(O,O)~(E~)+D,D,F(O,O)E~} weaL==-w=O. 
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Then there exist a neighborhood U c I&!‘, OE U, /I > 0, and maps 
x:Ux(-~,~)-t~,~:Ux(-~~~)~[W~~uchthatthefoZZowinghold: 
x(i, 0) = 0, &(i, 0) = 0, DZ&([, 0) Z&O 
F(x(i, a), 4L 0)) = 0, forany(i,a)EUx(-bB,B). 
Moreover D, F(x([, o), E(C, a)): X + Y is a Fredholm epimorphism with 
index Z, for any aE(-/I,/?), a#O. 
In the same paper [l] a result related to the above Theorem 2.2, 
especially concerning the cases Z = d - 1, Z = d, has also been proved. 
In the remainder of this paper we will need some results concerning 
perturbations of linear systems having exponential dichotomies. The main 
result of this Section is the following: 
THEOREM 2.3. Let s2 x U be an open neighborhood of (0,O) E Cx RN, 
and q5 E CT(lR x 52 x U, n) be such that $(t, 0, E) = 0 and D2&t, 0,O) = 0. 
Suppose that the system i-(t) x A(t) x, has an exponential dichotomy on J: , 
with constants k, 6 and projection P’(s), s > a. Then, for any s > a, there is 
a (local) Cm-map II: : 9P+(s) x U+ C such that the range of the map 
(5, E) H (ns+ (& E), E) is a ZOCd C”- submanifold of C x U and, for any E E U, 
the “fibre” K : = %‘nd ( , E) at E, is a local Cm-submanifold of C such that for 
any [ E w  the following holds: 
There exist k* > 0 such that the solution x(t, s, {, E) to 
a(t) = A(t) x, +&t, x,, E) 
x,=4 
(2.5) 
satisfies 
Ix,(,s,~,~)I~k*exp{-(6/2)(t-s)} for any t Z s> a. (2.6) 
Moreover x:(0,0)=0, Dz,+(O, 0) = OBP+~s~xRN, and P’(s) n,’ =P+(s). 
Proof Let Y := (yECz([-r, oo), n)lsup,,, {I y,exp(6/2) tl} < +co} 
and 
{ 
0 
Xo(W= , 
if -r<8<0 
if 19= 0. 
It is known [S, lo] that P’(s) X0, Q+(s) X0 are defined for s> a, and 
T(t, s) P+(s) X0, T(t, s) Q+(s) X0 satisfy the same estimates (iii) and (iv) 
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as T( f, S) P+(s), T(r, s) Q+(s); moreover (2.5) has a bounded solution in 
[s, CG) if and only if the equation 
s 
+ <cc 
- r(t+s,~)Q+(u,x,~(u,y~,~)du for any t30 (2.7) 
*+S 
has a solution y(t) E Y, for some < E C. From [S] we know that the 
left-hand side of (2.7) defines a local Cm-map: 9: BP+(s) x U x Y + Y. 
Moreover 9(0, E, 0) r0 and D,F(O, E, 0)= O,, so that, by the Uniform 
Contraction Principle [2] we get the existence of a local Cm-map 
aP+(s)X U+Y, ([,E)t-+X(t, &E)EY such that S(& E, x(t, 5, F)) = 0 and 
x(t,O,~)-O,foranyt~s-r,and~~U.Define~,+:~P+(~)xU--,Cby 
n:(Lt,E):= xs( ;6,&)=e-j+m Us, u) Q+(u) X&u, x,, E) du. (2.8) 
r 
From 9(& E, x(t, 5, E)) E 0 we get (2.5); the remaining conclusions are 
obvious. 
+ Remarks. (i) n, is obviously C” also in s > a, and hence we can 
see it as a Cm-map of tibre-bundles rr+ : IE + C x [a, co) x U, where 
~={(t,s,~)It~~P+(s)} and 71+(5,~,~)=(~+(5,&),~,&). 
(ii) The above Theorem 2.3 has an obvious analogue when the 
dichotomy is on J; . 
(iii) The hypothesis 4 E Cr(R x Sz x U, n) of the above Theorem 2.3 
can be weakened in the following sense: 4 E Cm(R x 52 x U, n) and the 
derivatives of 4 with respect to (5, E), up to the order m, are bounded 
above by an exponential ear, 0 < fl< 6. In fact in this case we can still take 
the derivatives in (2.7) under the integral sign and the proof is still correct. 
However, in this case 6/2 in (2.7) and in the proof of Theorem 2.3 must be 
changed with (6 - p)/2. 
Theorem 2.3 has several consequences. Here we show how to use it to 
prove the existence of (local) “stable” manifolds for non-linear systems 
whose linear part has an exponential dichotomy, and, second, to get 
properties of smooth projections for linear systems having an exponential 
dichotomy and whose matrix depends on parameters. 
THEOREM 2.4. Let Q c C be an open set, gE CT+ ‘(Q, n) and suppose 
that the system 
i(t) =&,I (2.9) 
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has a bounded solution y E CF(R, n) such that (y,l TV W} c Vc Vc s2, and 
the corresponding variational system t(t) = Dg(y,) [, has an exponential 
dichotomy on both J,’ and Jh (a, b > 0) with constants k, 6 and projection 
P’(s) and P-(s), respectively. Then there are Cm-maps z&+ : 9P+(s) + C, 
and nSp : NP-(s) --* C such that the solution y’(t, s, <) (resp. y-(t, s, 5)) to 
(2.9) satisfying rt(, 3, 5)=xX+(5), l~%p+b) (rev. Y;(, s, 5)=71;(t), 
5 E NP-(s)) exists on [s-r, 00) (resp. on (- 00, s]) and satisfies 
IY+(t>S, O-Y(f)1 -+o exponentially fast as t + + co 
(rev. lyp(4s, Wy(t)l -+O exponentially fast as t + - co ) 
and moreover 
ID,y’(t, s, 5)l +O exponentially fast as t + f 0D. (2.10) 
Proof: Set x = z - y(t), #(t, 5) = g(5 + Y,) - g(yl) - Dg(y,) 6 and apply 
the above Theorem 2.3 and the remark (ii) following it with N= 0. In order 
to extend x-(t, <), whose existence is assured for t E (-co, -s], up to s, 
let us define a (local) map: 
qx,[)(t):= xl-T(t, -b)n:&)-I’ T(t,s)K&(s,x,)ds -s<t<s. 
-b 
It is clear that z(t) = x(t) + y(t) satisfies (2.9) if and only if %(x(t), 5) = 0. 
Furthermore Y(0, 0) = 0, D1 Y(0, 0) = 0. The conclusion follows easily from 
the Implicit Function Theorem. Finally, from the proof of Theorem 2.3, we 
see that x’(t, 5) can be thought of as a (local) P-map RP+(s) -+ 9, 
satisfying (2.7) and hence the conclusion (2.10) follows. 
THEOREM 2.5. Let U c RN be an open neighborhood of 0 E RN and 
A E Cy( J: x U, n*) be a family of matrices A(t, E) (bounded together with 
their derivatives) such that 07 A( t, E) is Lipschitz-continuous uniformly with 
respect to t E R. Suppose, also, that the system 
i(t) = A(t, 0) x, (2.11) 
has an exponential dichotomy on J: with constants K, 6 and projection 
P’(s). Then there exists .eO > 0 and Cm-projections P+(s, E), for (E 1 <co, 
such that P+(s, 0) = P’(s), NP+(a, E) = NP+(a), and the systems 
i(t) = A( t, E) x, (2.12) 
have an exponential dichotomy on J: with constants p, 612 independent of 
E, and projections P+(s, E), Q+(s, E) = 0 - P+(s, E). Moreover, if T(t, s, F) 
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the 
L=(k 
semigroup ussociuted with (2.12), and 1 E 1 < co, for an?> 
, , . . . . kN) E N ,‘, / k 1 : = k, + . + k,. there e.uists flh > 0 and Ml, > 0, 
such that, for any t 3 a: 
$’ T(t, a, .z) P+(a, E) , 
I I 
$T(a,t,E)Q+(t,c) <Mkexp{-fik(t-a)l. 
(2.13) 
Proof Write i(t) = A(t, E) X, = A(t, 0) X, + [A(& E) - A(t, 0)] .x, := 
A(t, 0) x, + qS(t, x,, E). The fact that the system (2.12) has, for E sufficiently 
small, an exponential dichotomy with constants K” and 6/2 independent of 
E is known [7, Lemma 3.11. Moreover, the projection of the dichotomy 
P’(s, E) can be chosen in such a way that 
P+(a, E) 5 := n,‘(P+(a) <, E)= P+(a) 5 
- s +m T(a, u) Q+(u) X,[A(u, E) - A(u, O)] (1 
xx,(, P+(u)t,&)du. (2.14) 
Clearly P+(a, E) is C” and P+(a, 0) = P’(a). Moreover, from Theorem 2.2 
we get P’(a) P+(a, E)= P’(a) and it is also easy to see, using (2.14), 
that P+(a, c) P’(a) = P+(a, 8). Hence, A”P+(a, E) = MP+(a) (and 
[P’(a, &)I2 5 = ?q(P’(u) P+(a, E) t, E) = zn,‘(P’(u) 5, E) = P+(a, E) t, so 
P’(a, a) is a projection). It remains to show (2.13). From the proof of 
Theorem 2.2 we see that, for any t > a: 
T(t, a, 8) P+(a, E) 
= T(t, a) P+(u) 
+ j' T(t, u) P'(u) XOCN u, E) - A(u, 0)] T(u, a, E) P+(a, E) du 
0 
- c” T(t, u) Q+(u) X,[A(u, F) - A(u, 0)] T(u, a, E) P+(a, E) du. 
(2.15) 
Jt 
Let ti(t, cl, c2) := I T(t, a, cl) P+(a, cl) - T(t, a, .s2) P+(a, sZ)J; after a few 
computations we get 
Ir:2/j~+-e~6”-Ic’~(y~~,&2)du 
(2.16) 
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and hence the result, for k = 1, follows from [4, Lemma 1, p. 281. So, we 
can take the derivatives, in (2.15) under the integral sign, and see that the 
difference between these derivatives, evaluated at different E, satisfies an 
estimate similar to (2.16). The first part of (2.13) is then proved by the 
induction. To show the second one, observe that, for any s > t > a, one can 
write (see [6]) 
T(t, s, ~1 Q+b 8) 
= T(t, s) Q+(s) Q+b, 6) 
+ (. T(l, u)P+(u)Xo[A(u, E)--A(u, 0)] T(u, s, E) Q+(s, ~)du 
- 
.r 
’ T(t, u) Q+(u) X,[A(u, E)--A(u, 0)] T(u, s, E) Q+(s, E) du. 
f 
The same method as above, together with Lemma 2 in[4, p. 291, shows the 
second estimate in (2.13). 
Remarks. (i) Theorem 2.5 is true also under a weaker assumption on 
the matrices A(t, E) (similar to the ones about 4 in Remark (iii) following 
Theorem 2.3) and extend to the case of D.D.E. some of the results given, 
for the O.D.E., in [13, Sect.21. 
(ii) Theorem 2.5 and the above Remark (i) has an analogue when 
the dichotomy is supposed on J;. 
3. EXISTENCE OF BOUNDED SOLUTIONS 
In this Section we consider the problem of the existence of bounded 
solutions to a D.D.E. like 
i(f) = s(zt) + h(4 zt, E), (3.1) 
where EE UC [WN, OE U, and: 
(i) g E Ci(Q, n), Sz c C being open, and h E Ci(Iw x 0 x U, n), 
h( r, fj, 0) = 0. 
We also assume that: 
(ii) the unperturbed system: 
i(f) = dz,) (3.2) 
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has a bounded solution y : R -+ KY such that :y, 1 t E R f c V’c Vc Sz. and 
the corresponding variational system 
i;(t)= A(t) i,, A(t) := Dg(y,) (3.3) 
has an exponential dichotomy on both J: , J; with projections P’(t) and 
constants k, 6. 
Set Q&(t) = 0 -P’(t). Without loss of generality we can assume a = 0. 
Owing to Lemma 2.1 the linear map L: Ci o -+ Cz, o, (Lx)(t) : = i(t) - 
Dg(y,) x, is Fredholm; let us denote by I its index and let d: = dim A-L. 
So the linear system (3.3) has a d-dimensional space of bounded solutions 
in CL,, (and hence in Cj), and the adjoined variational system, defined as 
in (2.4) has a (d- I)-dimensional space of bounded solutions in C’g. 
Let 4 E 9?Q -( - 6) be such that T(0, -b) 5 E &?P+(O). From Theorem 2.4 
we get the existence of y + (t, 0, y - (t, 5). defined respectively on [0, + cc ) 
and (-co, 01, satisfying (3.2) and 
Y-J 9 5) = jib, r,‘( 2 t)=G(T(O, -b) <I. (3.4) 
Since i)(t) is a bounded solution to (3.3) we see that yeb~9Q-( - b) and 
7’(0, -6) Ij-, = dOe NP+(O). From Lemma 2.1 we also get that 
is a d-dimensional subspace of C. Let us write it as 98 @ (j-b) and denote 
by %‘” a (sufficiently small) neighborhood of 0 E 99. 
For any t E R and < E YY” define a linear map A(t, 0 E U(C, IV) by: 
A(& 5) = 
MY:( 3 O)> if f>O 
&(Y,-( 2 5))? if t < 0. 
The third hypothesis we need is the following: 
(iii) For any 5 E *Iy-, the linear system 
S(t) = Act, 5) i, (3.5) 
has a d-dimensional space of solutions in CL,,. 
Consider the linear operator L(r) : Ck, 0 -+ Cz, ,, defined by [L( 0 x](t) : = 
-t(t) - A(t, 5) x,. From Lemma 2.1 it follows, then, that the formal adjoined 
system to (3.5) has a (d- I)-dimensional space of bounded solutions in Cf. 
Let T(f, s, 5) be the semigroup associated with the system (3.5). From 
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Theorem 2.4 we get the existence of projections P’ (t, s, t;) and Q * (t, s, 5) = 
0 - P’(t, S, tJ) of the dichotomy of T(t, s, t) satisfying: 
exponentially fast as t + + 00 
j$4Wkt, -+O exponentially fast as t + - co. 
Obviously the same conclusion holds even if T( t, S, <), P+ (s, <), Q - (t, l) 
are replaced by P(s, t, r), P’*(t, l), Q -*(s, 5). Using the relationship 
between the true adjoint and the formal adjoint [S] we can suppose that 
the formal adjoined system to (3.5) has exactly (d-Z) independent 
bounded solutions in Cg, which are C’ in 5 and such that their derivatives 
with respect to 5 go to zero exponentially fast as 1 t 1 + + co. If 
(yl(t, i;), . . . . ydp,(t, 5)) is a basis for the space of bounded solutions to the 
formal adjoined system to (3.5) with the above properties, define, for any 
j = 1, . . . . d-Z, linear maps d,(r, 5): RN-+ 5! by means: 
Llf(z, 5)E :=y y,k 4) Wdt + 7, Y:(<), 0) E dt 
0 
d,(z,r)&=d:(z,~)&--,-(t,5)&. 
(3.6) 
(3.7) 
From the previous part it follows that d,(z, 4) are Cl-functions with 
respect to (z, 5). Before giving the main result of this section, we need the 
following. 
LEMMA 3.1. Let U c RN be an open neighborhood of 0 E RN, L(u) be a 
Cl-family of Fredholm operators between Banach spaces, L(p): X --) V, such 
that dim NL(p) is independent of p E U. Then, tf kE C’( U, V) satisfies 
k(u)E .%?L(p), for any p E U, there exists a (local) Cl-map x(u) such that 
L(P) X(P) = WI1 for any u E U. 
Proof Eventually shrinking U, we can suppose that the index of L(/A) 
is independent of ZA E U, and hence codim &?L(p) is also independent. Let 
S c Y be a finite-dimensional subspace such that V = S @ gL(u), for any 
p E U, 1 p 1 sufficiently small. Let P(u): Y + V be a projection such that 
&‘P(p) = WL(,u) and -flP(c() = !S = ..VP(O), for any p E U. So, P(0) P(p) = 
P(O), P(u) P(O)= P(u) and hence, from k(u)E.%?L(p), it follows: 
L(p) x-k(p) = 0 if and only if P(O)[L(p) x - k(u)] = 0. 
Now, let W c X be a subspace such that X = W 0 ,VL(O) and x0 E W be 
such that L(0) x0 = k(0). Define 9: W x U--f %P(O) by means of: $9(x, p) = 
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P(O)[L(p) x-k(p)]. It is obvious that 3(-u”, 0) =0 and D,Y(.?, 0) = 
P(0) L(0) =L(O). The conclusion follows from the Implicit Function 
Theorem. 
We are now ready to show the following: 
THEOREM 3.2. Let Sz c C be an open set, g E Ci(sZ, n) and suppose that 
(i), (ii), (iii) hold true. Let I=dirngQ-(-b)-dim8Q+(O) and assume 
0 < I < d. Let A, (T, [) be defined as in (3.7) and assume that there exists 
z E iw such that the following hold: 
(a) the map it--, [A,(z, 0) E],, ,. ,dp,~ W-’ is onto; 
(b) there exists 8’ E U such that D,h(t + ~,p,, 0) .z” # 0 and 
A,(z, O).z”=Ofor anyj= 1, . . . . d-1; 
(c) rank [D,A,(z, 0) E’ DzA,(t, 0) E’] = d-Z. 
Then there exist a positive constant o. E R, a (compact) neighborhood Y 
of zero in R’, and a map E: P  ^ x (-co, oo) -+ U such that for any 
(u, o) E %’ x ( - oo, oo) and E = ~(u, o) the perturbed D.D.E. 
l(t) =&,I + h(t, -?I, 4~ ~1) (3.8) 
has a bounded solution y(t, cc, a) satisfying also 
Moreover the variational system of (3.8) along y(t, p, G) has an exponential 
dichotomy on both JO+ and J; with projections P’(s, u, o), and Q’(s, u, o) 
: = 0 - P* (s, ,u, a), satisfying: 
,!S?P+(O,u,a)+T(O, -b)BQ-(-b,u,a)=C. (3.10) 
In particular if I = 0 the above sum is direct. 
Proof Let us define a map F: CL x RN + Ci by means of 
F(x, E)(t) : = -t(t) - My, + x,) -&,)I - h(t + ~9 YI + xt, &I= 0, (3.11) 
and observe that the existence of a solution to (3.8) satisfying (3.9) is 
equivalent to the existence of a solution x(t, E) E CL, E = E(P(, G), to (3.11) 
such that 1x,(, &A, o))l =0(a) (note that a solution x(t)E CL,, to (3.11) 
must belong to Ci). Since g, h are C*-maps, using the same arguments as 
the ones given in [9] (see also [ 10, p. 251)] we see that F is a C2-map. To 
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show the present theorem we will prove that conditions (a), (b), and (c) of 
Theorem 2.2 hold. To do this define a map Q: CE + Cg by means of: 
From Lemma 2.1 one obtains JQ = .B?L, being Lx(t) : = i(t) - Dg(y,) x,. 
Then condition (a) holds if and only if dim 9?[Q 0 D2 F(0, 0)] = d- I. 
Using the definition (3.11) we get [D, F(O,O)&](t)= -D,h(t+z,y,,O)~ 
and so 
dim%?[QoD2F(0,0)]=d-Z if and only if 
y,(c 0) D&t + 7, Y,, 0) dt 1 =d-I /=l d-1 
if and only if the map E H [d,(z, 0) E]~=, d-, is onto. 
In the same way we see that D, F(0, 0) E’E 9L if and only if 
A,(T,O)E~=O for anyj= l,..., d - I. Now let us consider condition (c) of 
Theorem 2.2. Let 
W(t + 7, y:(t), 0) E if t>O 
D,h(t+r,y;(<),O)& if t CO. 
It is clear that k(t, 5, E) E Cg, o, hence k(t, 5, E) x @L(t) if and only if 
d,(r,t)~=Oforanyj=l,..., d- I. From (a) we get the existence of E, E RN 
such that d,(z, 5) E, = 6, (the Kroneker’s symbol). Let 2”: W x lRdPf + 
R-’ be the map X(<, (CI~, . . . . ad-,)) : = [d,(t, ()(E’ + lj$:: aLEi)],, I .d-, 
(recall that W has been defined before (iii)). Y? is a Cl-map and 
2(0,0) = 0, D22(0, 0) = ORa 
From the Implicit Function Theorem we get the existence of a (local) 
map THEE U such that k’(t, 5) := k(t, 5, E(<))EBL(~); eventually 
shrinking W, we can also suppose that t E W. From Lemma 3.1 it follows 
the existence, for any 5 E W, of p(t, 5) belonging to Ci, o together with its 
derivatives with respect to t and 5, and satisfying the following D.D.E.: 
At, t) = A(t, OP,( > 4) + kO(c 5). (3.12) 
Taking the derivative of (3.12) with respect to t and 5 and evaluating the 
result at 5 = 0, we get: 
ii(4 0) - A(r)P,( 30) - CD2gh) p, + DzD,h(~ + T, Y(, 0) ~‘1 i, 
= D, D,h(t + t, y,, 0) E’ (3.13) 
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(Wf) D,P(f, 0) -A(f) @!P,( > 0) 
- CD'g(y,)p, + DzD,h(t + T, i'r, 0) co] @(t, iy) 
= D&t + T, y,, 0) DE(O) 5 (3.14) 
being 
qt, 5) := &Y+(c 0) 5 if t30 
&~-(t,O)t if t CO. 
Since ?;‘(t, 5) satisfies (3.2) with the conditions (3.4), it is easy to see 
that @(t,[)e,,VL and moreover ((j,,@(t,t,)Ji=l,..., d-l})=A‘L if 
(it wrL,})=~. 1 n order to see that condition (c) of the present 
theorem implies condition (c) of Theorem 2.2, observe that 
tit4 0) - A(t)O,( > 0) = (-v)(t) 
(W)D, At, 0) -A(t) D, P,( 9 0) = (L&d , O))(t) 
How(t):= {D;F(O,O)~(E~)+D,D~F(O,O)E~) w(t) 
=- tD2&h+ D D h t+z,y,,O)~‘} w,, 2 3 ( for any I E A ‘L 
and finally, that condition (c) of Theorem 2.2 is the same as 
rank += yz(t,O)Hod(t,O)dt j+m y,(t,O)H,@(t,<,)dt 1 =d-I. --oc ~ ,w., r=l. ..d-/ 
Using (3.13) we obtain easily s!z y,(t, 0) H,d(t, 0) dt= D,d,(t, 0) E”. 
Furthermore, taking the derivative of the identity d,(z, 5) s(r) ~0 with 
respect to 5, evaluating the result at 5 = 0, and using (3.14) we see that 
s 
+ ,x 
.Y,(A 0) fC,@(t, C,) dt = [D,~,(L 0) ~‘1 5,. -72 
It is now obvious that (c) of Theorem 2.2 is satisfied. The existence of 
3‘ c R’, co > 0, and y(t -t: r, p, a) = x(t, p, a) + y(t), for any (,LA, a) E V x 
( -oo, CT~), satisfying (3.8) and (3.9) is then assured. Equation (3.10) 
follows from the fact that L(p, CT) := D 1 F(x(t, p, a), ~(p, a)): CL + Cg is a 
Fredholm epimorphism of index I for any CJ E ( --co, (TV), [T # 0. In fact 
[Lb, 0) xl(t) = -t(t) - CDdy,( 7 PU, 0)) + D,h(t + 5, I’,( , P, 01, +L, o))l x, 
and hence [L(p, (r) x](t) = 0 is the linear variational system of (3.8) along 
Y(C cc. 0): 
-3t)= CDg(y,( ,P. ~))+Dzh(t+t,y,(, ,u,o).E(/~, o))l s,. (3.15) 
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Since L(p, 6) : CL + Cg is an epimorphism we can write 
~imy(l)((~)dt=Oforanysolutiony(t)~C~to 
--a0 
the formal adjoined system to (3.15) ; 
that is the formal adjoined system to (3.15) has no solution in Cz. 
If p’(s) and o’(s) = 0 -i?*(s) are the projection of the dichotomy of 
the semigroup T(t, s) associated to (3.15), we find then: 
So, if So denotes the annihilator of the subspace S, 
[ai?+( T(0, -b)WQ-(-b)]O 
= [aP+(o)]“n [F(O, -&m-(-b)]O 
=[dv&+(0)]“n{ljEC*~71’(-b,0)l/m4i?P-*(-b)} 
=w~+*(0)n{l/bEC*I~(-bb,O)l)Ea?F-*(-b)} 
=(ljEa~+*(O)I~*(-tJ,0)~EaP-*(-b)}=(0} 
and hence 
aP+(O)+T(o, -b).sQ-(-b)=C. 
Remarks. (i) Condition (3.10) . is a kind of “transversality condition” 
(see for example [7]). 
(ii) Theorem 3.1 can be applied when (3.2) has a heteroclinic orbit 
connecting two hyperbolic equilibrium points of (3.2) : y(t) + x(t) = CI as 
t + - cc (resp. y(t) + x(t) = /I as t + + co). In this case the index of L, 
defined as in the proof of Theorem 3.1, is Z= n, - nS, n, (resp. nP) being the 
number of positive (resp. negative) eigenvalues of the system: 
i(t) = Dg(a) x, (resp. i(t) = Og(/I) x,). 
(iii) In the case of D.D.E. here considered, we always have a 
one-dimensional manifold A! such that F(x, 0) ,A = 0, i.e., A! = {x”(t) = 
y(t+a)-y(t)laE[W} and To.&= (y(t)). Hence, either if Z=d- 1 or Z=d 
we can apply directly Theorem 1 in [1] and the method of the present 
Section to get the following: 
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THEOREM 3.3. With the notations and basic hypotheses of Theorem 3.2 
(i.e., (a), lb), und (c) excluded), suppose that, ,for some T E R, 
D,( t + z, II,, 0) EO # 0 and one of the following conditions is satkfied: 
(i) I=d 
(ii) I=d-1 and A(~.E):= ~+~y(trO)D3h(t+z,~,,0)~dt satisfies 
d(z,~~)=OandD,d(z,~~)#O 
(here y(t) is the unique bounded solution, up to u multiplicative constant, to 
the formal adjoined system to (3.3)). Then there exist a0 > 0 and a compact 
neighborhood Y” of 0 E R’ such that for any (p, a) E 9. x ( -oo, a,) and 
E = CEO the perturbed system (3.8) has a bounded solution y( t, ,u, a) satisfying 
also (3.9) and (3.10). 
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