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Kurzzusammenfassung
Diese Dissertation ist im Bereich der Komplexita¨tstheorie angesiedelt. Sie
befasst sich dort mit Blattsprachen, einer Verallgemeinerung des Begriffs des
Nichtdeterminismus. Blattsprachen in verschiedenen Berechnungsmodellen
werden untersucht, im Einzelnen:
• Es wird erkundet, wie Blattsprachen dabei helfen ko¨nnen, Trennungen
zwischen Komplexita¨tsklassen zu erzielen:
Die Trennung zweier Komplexita¨tsklassen, also der Beweis, dass die
beiden Klassen tatsa¨chlich verschieden sind, ist ein schwieriges Problem
der Komplexita¨tstheorie.
Es wird untersucht, wie man bestimmte Komplexita¨tsklassen, die durch
Blattsprachen beschrieben werden, trennen kann, indem man die Eigen-
schaften der Blattsprachen direkt ausnutzt.
• Es werden auch Blattsprachen fu¨r nichtdeterministische endliche Auto-
maten untersucht. Diese Blattsprachen fu¨r endliche Automaten stehen
im Zusammenhang mit Pha¨nomenen aus der mathematischen Logik.
Schon lange ist bekannt, dass ein Zusammenhang zwischen Logik und
endlichen Automaten besteht: Monadische logische Formeln der zwei-
ten Stufe erkennen genau die regula¨ren Sprachen. Und so wie die Blatt-
sprachen eine Erweiterung des Nichtdeterminismus in der Komplexi-
ta¨tstheorie sind, sind die Lindstro¨mquantoren in der Logik eine Verall-
gemeinerung der Existenzquantoren.
Es wird untersucht, wie die Lindstro¨mquantoren mit den Blattsprachen
fu¨r endliche Automaten im Zusammenhang stehen.
• Auch Komplexita¨tsklassen von Funktionen werden betrachtet. Dort
gibt es einen Begriff, der den Blattsprachen entspricht: die Blattfunk-
tionen.
Eine interessante Erkenntnis auf dem Gebiet der Blattsprachen war
die Tatsache, dass es eine regula¨re Blattsprache gibt, mithilfe derer die
Komplexita¨tsklasse PSPACE dargestellt werden kann.
Es wird untersucht, ob es, in Anlehnung an die einfache Blattspra-
che fu¨r PSPACE, eine einfache Blattfunktion fu¨r die Funktionenklasse
FPSPACE gibt.
Abstract
This dissertation deals with problems from complexity theory. We take a
look at leaf languages, which are a generalization of non-determinism. Leaf
languages in several computation paradigms are examined, in detail:
• We take a look at how leaf languages could help separating certain
complexity classes.
The separation of two complexity classes – the proof that both classes
indeed are distinct – usually is a hard problem in complexity theory.
We examine how certain complexity classes, which are defined by leaf
languages, can be separated by directly exploiting properties of the leaf
languages.
• We also examine leaf languages for non-deterministic finite automata.
Those leaf languages for automata are linked with certain notions from
mathematical logic.
It is long known that there exists a connection between logic and finite
automata: monadic second order logical formulas recognize exactly the
regular languages. And as the leaf languages are a generalization of
non-determinism in complexity theory, the Lindstro¨m quantifiers are a
generalization of the existential quantifier in logic.
We study how Lindstro¨m quantifiers relate to leaf languages for finite
automata.
• We also take a look at complexity classes of functions. There, a notion
which resembles the leaf languages can be defined: leaf functions.
An interesting result from the field of leaf languages was the fact that
there is a regular leaf language which describes the class PSPACE.
We try to find, in the style of the simple leaf language for PSPACE, a
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Die Komplexita¨tstheorie bescha¨ftigt sich mit Problemen, die ein Compu-
ter bearbeiten kann, den Algorithmen, die diese Probleme lo¨sen – und dem
Rechenaufwand, den diese Algorithmen haben. Dabei interessieren wir uns
hauptsa¨chlich fu¨r den Aufwand an Rechenzeit und Speicherplatz. Um Re-
chenzeit und Speicherplatz vergleichbar messen zu ko¨nnen, muss man sich
zuerst auf eine Rechnerarchitektur einigen, auf der die Algorithmen aus-
gefu¨hrt werden sollen. Um die Aufwandsanalyse mo¨glichst einfach zu ma-
chen, sollte diese Rechnerarchitektur mo¨glichst wenige, einfach strukturierte
Kompontenten besitzen. Andererseits muss sie auch die volle Berechnungs-
sta¨rke besitzen, die Computer besitzen ko¨nnen. Ein solches Modell, das wir
im Weiteren benutzen werden, ist die Turing-Maschine (kurz: TM ). Sie be-
steht aus einem unendlich langen Band, das in Felder unterteilt ist, einem
Schreib-/Lesekopf, der sich u¨ber das Band bewegen kann, und einer Kontrol-
leinheit, in der ein Programm gespeichert werden kann, das angibt, wie sich
der Kopf in Abha¨ngigkeit des Bandinhalts bewegen soll.
Bei der Untersuchung von mathematischen Problemen und Algorithmen
fu¨r deren Lo¨sung traf man immer wieder auf Probleme, fu¨r die man kei-
ne effizienten Algorithmen finden konnte. Eines dieser Probleme war das
so genannte Problem des Handlungsreisenden: Gegeben sind eine Liste von
Sta¨dten und eine Obergrenze in Kilometern. Die Frage ist nun, ob es eine
Rundreise durch alle Sta¨dte gibt, die nicht la¨nger ist als die gegebene Ober-
grenze. Der einzige Algorithmus, den man fu¨r dieses Problem fand, besteht
im Wesentlichen darin, alle mo¨glichen Rundreisen auszuprobieren und fu¨r
jede einzelne zu testen, ob sie kurz genug ist. Da die Menge der Rundreisen
exponentiell zu der Menge der Sta¨dte ist, ist dieser Algorithmus ab einer
bestimmten Anzahl von Sta¨dten nicht mehr praktikabel. Man traf immer
wieder auf solche Probleme, die sich einer effektiven Lo¨sung entzogen. Sie
hatten alle die Gemeinsamkeit, dass die einzige Lo¨sungsmo¨glichkeit das Aus-
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probieren schien: Man muss eine in der Eingabe exponentiell große Anzahl
von mo¨glichen Lo¨sungen daraufhin testen, ob sie eine bestimmte Bedingung
erfu¨llen, wobei das Abtesten der Bedingung selbst effektiv mo¨glich ist. All die-
se Probleme sind durch so genannte nichtdeterministische Turing-Maschinen
effektiv lo¨sbar. Diese nichtdeterministischen Maschinen sind hypothetische
Rechnermodelle, die nicht realisierbar sind. Sie sind, grob gesprochen, Paral-
lelrechner, die beliebig viele Prozessoren zur Verfu¨gung haben. Die Rechnung
einer nichtdeterministischen Turing-Maschine la¨uft meistens genau so ab wie
die einer u¨blichen, deterministischen TM. Es gibt aber bestimmte Situatio-
nen, in denen sich die nichtdeterministische TM verzweigen kann; aus einer
werden zwei TM, die auf verschiedene Weise weiterrechnen. Auf diese Weise
entsteht statt eines Berechnungspfades ein Berechnungsbaum. Die vorhin ge-
nannten Probleme lassen sich mit diesen hypothetischen Maschinen effektiv
lo¨sen. Um z.B das Handlungsreisendenproblem zu lo¨sen, muss die nichtdeter-
ministische Maschine auf den verschiedenen Pfaden ihres Berechnungsbaums
die verschiedenen Reiserouten auswa¨hlen. Die Antwort auf die Frage
”
Gibt
es eine Reiseroute, die ku¨rzer als die Obergrenze ist?“, ist nun
”
ja“, falls min-
destens ein Berechnungspfad existiert, auf dem eine Reiseroute ausgewa¨hlt
wurde, die kurz genug ist. Allgemein akzeptiert eine nichtdeterministische
TM die Eingabe genau dann, wenn mindestens ein Pfad des Berechnungs-
baumes akzeptiert.
Die Menge aller Probleme fu¨r die ein effektiver Algorithmus fu¨r eine nicht-
deterministische TM existiert, nennt man NP, dies steht fu¨r nichtdeterminis-
tische Polynomialzeit. Die Menge der Probleme, fu¨r die sogar ein effektiver
Algorithmus fu¨r eine deterministische TM existiert, nennt man P. Dies ist
die Menge aller Probleme, die wir als effektiv lo¨sbar ansehen. Die vielleicht
wichtigste Frage der Komplexita¨tstheorie ist nun, ob die Mengen P und NP
verschieden sind.
Nichtdeterministische Maschinen akzeptieren eine Eingabe, wenn min-
destens ein Pfad des Berechnungsbaums die Eingabe akzeptiert. Nun stellte
man sich die Frage, was passieren wu¨rde, wenn man die Akzeptanzbedin-
gung der Maschine a¨ndern wu¨rde. Man kann z.B. festlegen, dass die Eingabe
dann akzeptiert wird, wenn die Anzahl der akzeptierenden Pfade gerade ist.
Alle Probleme, die durch Polynomialzeit-TM mit einer solchen Akzeptanz-
bedingung gelo¨st werden ko¨nnen, fasst man in der Klasse ⊕P zusammen.
Die Akzeptanzbedingung
”
mindestens die Ha¨lfte aller Pfade muss akzeptie-
ren“ fu¨hrt zur Klasse PP. Die Akzeptanzbedingung
”
der erste Pfad muss
akzeptieren“ fu¨hrt zur Klasse P.
Man kann die Akzeptanzbedingung nun beliebig verallgemeinern, indem
man die Ausgaben der Maschine auf den einzelnen Pfaden des Berechnungs-
baumes als Zeichenkette interpretiert und akzeptiert, wenn die Zeichenkette
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in einer bestimmten Sprache liegt, der so genannten Blattsprache. Dadurch
kann jeder Blattsprache eine Komplexita¨tsklasse zugeordnet werden. Diese
Idee der Blattsprachen haben zu Beginn der neunziger Jahre des vorigen
Jahrhunderts Bovet, Creszenzi und Silvestri in [BCS92] und parallel dazu
Vereshchagin in [Ver93] eingefu¨hrt.
In den drei Hauptteilen dieser Arbeit werden wir uns mit verschiedenen
Aspekten von Blattsprachen bescha¨ftigen.
• In Kapitel 3 wollen wir erkunden, wie Blattsprachen dabei helfen ko¨n-
nen, Trennungen zwischen Komplexita¨tsklassen zu erzielen:
Die Trennung zweier Komplexita¨tsklassen, also der Beweis, dass die bei-
den Klassen tatsa¨chlich verschieden sind, ist ein schwieriges Problem
der Komplexita¨tstheorie. Um dies zu bewerkstelligen, muss man min-
destens eine Menge finden, die in einer der beiden Klassen liegt, aber
nicht in der anderen. Der Beweis der Zugeho¨rigkeit zu einer Klasse ist
der einfachere Teil: Es genu¨gt, einen Algorithmus fu¨r das Problem anzu-
geben, der die Ressourcenbeschra¨nkung der Klasse einha¨lt. Der Nach-
weis, dass eine Menge nicht in einer Komplexita¨tsklasse liegt, kann
jedoch nur gelingen, wenn man zeigt, dass alle Algorithmen, die die
Menge akzeptieren, die Ressourcenbeschra¨nkung nicht erfu¨llen. D.h. al-
so, man muss eine untere Schranke fu¨r die Komplexita¨t eines Problems
finden. Es gibt nur wenige Methoden, mit denen ein solcher Nachweis
gelingt, und diese Methoden funktionieren auch nur in wenigen Fa¨llen.
In diesem Kapitel soll nun eine Methode beschrieben werden, mit der
man bestimmte Komplexita¨tsklassen trennen kann, die durch Blatt-
sprachen beschrieben werden. Diese Trennung beruht darauf, dass die
Blattsprachen, die die Klassen beschreiben, bestimmte Eigenschaften
besitzen.
Wesentliche Inhalte dieses Kapitels wurden schon in [GKV03] vero¨ffent-
licht.
• In Kapitel 4 wollen wir Blattsprachen nicht fu¨r Turing-Maschinen, son-
dern fu¨r nichtdeterministische endliche Automaten untersuchen. Diese
Blattsprachen fu¨r endliche Automaten stehen im Zusammenhang mit
Pha¨nomenen aus der mathematischen Logik:
Da die Blattsprachen eine Verallgemeinerung der nichtdeterministi-
schen TM sind, liegt es nahe, auch die nichtdeterministischen endlichen
Automaten mithilfe von Blattsprachen zu verallgemeinern. Es stellt sich
dabei heraus, dass endliche Automaten, denen als Blattsprache wieder-
um eine regula¨re Sprache zur Verfu¨gung steht, genau so ma¨chtig sind
wie gewo¨hnliche nichtdeterministische Automaten.
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Schon lange ist bekannt, dass ein Zusammenhang zwischen Logik und
endlichen Automaten besteht: Monadische logische Formeln der zwei-
ten Stufe erkennen genau die regula¨ren Sprachen. Und so wie die Blatt-
sprachen eine Erweiterung des Nichtdeterminismus in der Komplexi-
ta¨tstheorie sind, sind die Lindstro¨mquantoren in der Logik eine Verall-
gemeinerung der Existenzquantoren.
In diesem Kapitel wollen wir zeigen, wie die Lindstro¨mquantoren mit
den Blattsprachen fu¨r endliche Automaten im Zusammenhang stehen.
Wesentliche Inhalte dieses Kapitels wurden schon in [GV01] vero¨ffent-
licht.
• Schließlich wollen wir in Kapitel 5 noch einen Blick auf Komplexita¨ts-
klassen fu¨r Funktionen werfen. Dort gibt es einen Begriff, der den Blatt-
sprachen entspricht: die Blattfunktionen. In diesem Abschnitt wollen
wir die Funktionenklasse FPSPACE mithilfe von Blattfunktionen be-
schreiben:
Eine interessante Erkenntnis auf dem Gebiet der Blattsprachen war
die Tatsache, dass es eine regula¨re Blattsprache gibt, mithilfe derer die
Komplexita¨tsklasse PSPACE dargestellt werden kann.
Allerdings betrachtet die Komplexita¨tstheorie nicht nur Entscheidungs-
probleme, sondern auch Funktionen. Es werden also auch Komple-
xita¨tsklassen von Funktionen untersucht. Dort wurde auch der Ver-
such unternommen, einen den Blattsprachen entsprechenden Begriff zu
definieren: die Blattfunktionen. Die Ausgaben auf den Bla¨ttern des Be-
rechnungsbaumes einer TM werden als Eingaben einer Funktion – der
Blattfunktion – verwendet und die Ausgabe dieser Funktion ist dann
die Ausgabe der TM auf ihrer Eingabe.
In diesem Kapitel wollen wir nun, in Anlehnung an die einfache Blatt-
sprache fu¨r PSPACE, eine einfache Blattfunktion fu¨r die Funktionen-
klasse FPSPACE angeben. Diese einfache Blattfunktion wird die Ma-
trixmultiplikation sein. Im Beweis werden wir daru¨ber hinaus noch eine
ganze Menge weiterer Darstellungen von FPSPACE angeben.




Wir verwenden als Berechnungsmodelle die Turing-Maschine (TM) und den
Transducer. Diese Modelle unterscheiden sich nur in der Ausgabe: TM geben
auf jede Eingabe nur ein Zeichen aus, das durch den Endzustand bestimmt
ist, wa¨hrend Transducer ein Wort ausgeben, das durch den Inhalt des Be-
rechnungsbandes am Ende der Berechnung bestimmt ist.
Bei der Definition von Blattsprachen geht man von Polynomialzeit-Tu-
ring-Maschinen aus. Jeder Sprache A u¨ber einem Alphabet ∆ wird eine Kom-
plexita¨tsklasse auf folgende Weise zugeordnet:
Eine Sprache L ⊆ Σ∗ ist in der Klasse, wenn es eine nichtdeterministische
Polynomialzeit-TM M mit folgenden Eigenschaften gibt: Die Eingabe von
M sind Wo¨rter x u¨ber Σ. Auf jedem ihrer Berechnungspfade gibt M einen
Buchstaben aus ∆ aus. Auf eine Eingabe spannt M einen Berechnungsbaum
auf. An den Bla¨ttern des Berechnungsbaum steht jeweils ein Zeichen aus ∆.
Die Zeichen an allen Bla¨ttern hintereinander gelesen ergeben das Blattwort
von M auf x. Dann liegt x genau dann in L, wenn das Blattwort von M auf
Eingabe x in A liegt.
Diese Definition werden wir nun formaler beschreiben: Eine Blatt-Turing-
Maschine (BTM) ist ein Tupel M = (Z,Σ,Γ, δ, z0,, E,∆, β), wobei Z die
endliche Zustandsmenge, Σ das Eingabealphabet, Γ ⊃ Σ das Arbeitsalpha-
bet, δ : Z × Γ → (Z × Γ × {L,N,R})∗ die U¨berfu¨hrungsfunktion, z0 ∈ Z
der Startzustand,  ∈ Γ \ Σ das Leersymbol, E ⊆ Z die Menge der End-
zusta¨nde, ∆ das Blattalphabet und β : E → ∆ eine Funktion ist, die jedem
Endzustand z ein Zeichen des Blattalphabets β(z) zuordnet.
Auf Eingabe x spannt M nun einen Berechnungsbaum TM(x) auf, wobei
die Anordnung der A¨ste des Baumes durch die Anordnung der Nachfolger
bei δ bestimmt ist. Falls M auf jedem Pfad schließlich in einen Endzustand
u¨bergeht, dann endet also jeder Pfad in einem Blatt. Jedem der Bla¨tter des
Berechnungsbaumes wird nun durch die Funktion β ein Zeichen aus ∆ zu-
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geordnet. Die Zeichen an allen Bla¨ttern von TM(X) zusammengenommen
bilden nun eine Zeichenkette, die wir leafstringM(x) nennen. Falls M bei
Eingabe x auf einem seiner Pfade nicht ha¨lt, so ist leafstringM(x) nicht defi-
niert.
Sei nun A eine Sprache u¨ber ∆. Dann ist Leaf(A) eine wie folgt definierte
Komplexita¨tsklasse: Eine Sprache L ist in Leaf(A), wenn es eine BTMM mit
Blattalphabet ∆ und ein Polynom p gibt, so dass M auf jede Eingabe x auf
jedem Berechnungspfad nach ho¨chstens p(|x|) Schritten anha¨lt und falls gilt
x ∈ L ⇔ leafstringM(x) ∈ A. Wir haben nun also eine Komplexita¨tsklasse
mithilfe der Blattsprache A beschrieben.
Wir hatten schon in der Einfu¨hrung einige Komplexita¨tklassen genannt.
und behauptet, dass sie mithilfe von Blattsprachen beschreibbar wa¨ren. Wir
wollen nun Blattsprachen u¨ber dem Alphabet {0, 1} fu¨r diese Klassen ange-
ben:
P wird durch die Blattsprache A =def
{
w ∈ {0, 1}∗ ∣∣ es existiert ein u ∈
{0, 1}∗ mit w = u1} beschrieben. Dies gilt, da in A nur das letzte Zeichen
von Interesse ist. U¨bertragen auf die BTM heißt das aber, dass nur der letzte
Berechnungspfad beachtet werden muss. Damit wird die BTM aber effektiv
zu einer deterministischen TM.
NP wird durch die Blattsprache A =def
{
w ∈ {0, 1}∗ ∣∣ es existiertn u, v
∈ {0, 1}∗ mit w = u1v } beschrieben. Ein Wort ist in A, wenn es mindestens
eine 1 entha¨lt. Aus einer nichtdeterministischen TM, die eine Sprache L ∈ NP
akzeptiert, la¨sst sich also eine BTM M ′ fu¨r die Blattsprache A erzeugen,
indem man jedem akzeptierenden Endzustand eine 1 und jedem ablehnenden
Endzustand eine 0 zuordnet.
⊕P wird durch A =def
{
w ∈ {0, 1}∗ ∣∣ |w|1 ≡ 0 (mod 2)} beschrieben,
wobei fu¨r ein Wort w ∈ Σ∗ und ein Zeichen x ∈ Σ der Ausdruck |w|x die
Anzahl der Vorkommen von x in w beschreibt. Eine Sprache L ist in ⊕P,
wenn eine nichtdeterministische TM M existiert, fu¨r die gilt, dass x genau
dann in L ist, wenn die Anzahl der akzeptierenden Pfade vonM auf Eingabe
x gerade ist. Man kann nun wieder eine BTM M ′ fu¨r die Blattsprache A
erzeugen, indem man jedem akzeptierenden Endzustand eine 1 und jedem
ablehnenden Endzustand eine 0 zuordnet.
Die Blattsprache fu¨r PSPACE la¨sst sich zwar nicht so einfach beschreiben,
ist aber immer noch regula¨r (siehe [HLS+93]).
Es gibt noch Komplexita¨tsklassen, die mithilfe von NPTM definiert wer-
den, die aber nicht mit dem von uns verwendeten Blattsprachenbegriff be-
schrieben werden ko¨nnen, die Promise-Klassen. Sie zeichnen sich dadurch
aus, dass die Akzeptanzbedingung fu¨r eine Eingabe nicht das Gegenteil der
Ablehnungsbedingung ist. So ist zum Beispiel die Klasse UP folgendermaßen
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definiert: Eine Menge L ist in UP, falls eine NPTM M existiert, so dass fu¨r
alle x die beiden folgenden Bedingungen gelten:
1. x ∈ L⇔M(x) besitzt genau einen akzeptierenden Berechnungspfad,
2. x /∈ L⇔M(x) besitzt keinen akzeptierenden Berechnungspfad.
Promise-Klassen unterscheiden sich von den bisher behandelten Klassen da-
durch, dass es fu¨r jede Promise-Klasse NPTM gibt, die keine Menge aus die-
ser Klasse akzeptieren, da sie fu¨r irgendeine Eingabe weder die Akzeptanz-
noch die Ablehnungsbedingung erfu¨llen. Das
”
Promise“ dieser Klassen be-
zieht sich also auf das Versprechen der NPTM, auf jede Eingabe entweder
die Akzeptanz- oder die Ablehnungsbedingung zu erfu¨llen.
Im Blattsprachenzusammenhang kann man Promise-Klassen definieren,
indem man nicht eine sondern zwei Blattsprachen definiert, die akzeptie-
rende und die ablehnende Sprache. Der bisherige Fall ist dann einfach der
Spezialfall, bei dem die beiden Sprachen Komplemente sind.
Seien also nun A und B Sprachen u¨ber ∆ mit A ∩ B = ∅. Dann ist
Leaf(A,B) eine wie folgt definierte Komplexita¨tsklasse: Eine Sprache L ist
in Leaf(A,B), wenn es eine BTM M mit Blattalphabet ∆ und ein Poly-
nom p gibt, so dass M auf jede Eingabe x auf jedem Berechnungspfad nach
ho¨chstens p(|x|) Schritten anha¨lt und folgende zwei Bedingungen gelten:
1. x ∈ L⇔ leafstringM(x) ∈ A,
2. x /∈ L⇔ leafstringM(x) ∈ B.
Wir ko¨nnen jetzt auch fu¨r UP eine Blattsprachendefinition geben: UP =
Leaf(A,B) mit A =def
{
x ∈ {0, 1}∗ ∣∣ |x|1 = 1} und B =def {0}∗.
Es existiert noch eine andere Art von Promise-Klassen, bei denen nicht
die Akzeptanz- und Ablehnungsbedingungen eingeschra¨nkt sind, sondern die
Form des Berechnungsbaums der NPTM: Wir werden uns mit den balan-
cierten TM bescha¨ftigen. Dies sind NPTM, deren Berechnungsba¨ume bina¨re
Ba¨ume sind, bei denen alle Knoten die folgenden Eigenschaften besitzen:
1. Der linke Teilbaum ist ein vollsta¨ndiger Bina¨rbaum.
2. Die Ho¨he des linken Teilbaums ist mindestens so groß wie die Ho¨he des
rechten Teilbaums.
Solche TM zeichnen sich dadurch aus, dass sowohl die Anzahl ihrer Pfade
auf eine bestimmte Eingabe in Polynomialzeit berechenbar ist als auch das
Ergebnis ihrer Berechnung fu¨r einen Pfad mit gegebener Nummer.
Wir bezeichnen als BLeaf(A) die Klasse aller Mengen, die durch ba-
lancierte NPTM mit Blattsprache A akzeptiert werden ko¨nnen. Die Klasse
BLeaf(A,B) ist analog definiert.





Ein großes Problem der Komplexita¨tstheorie war schon immer der Versuch,
Komplexita¨tsklassen zu trennen, also von zwei Komplexita¨tsklassen zu zei-
gen, dass sie tatsa¨chlich verschieden sind. Das wohl beru¨hmteste Beispiel sind
die Klassen P und NP: Wir wissen nur, dass P ⊆ NP gilt, aber nicht, ob P
eine echte Teilmenge von NP ist.
Betrachtet man allerdings Orakelklassen, so waren Trennungen im Allge-
meinen leichter zu erzielen: Schon 1975 fanden Baker, Gill und Solovay ein
Orakel B mit der Eigenschaft PB 6= NPB [BGS75].
Nun gibt es andererseits ein Orakel Amit der Eigenschaft PA = NPA. (Je-
de PSPACE-vollsta¨ndige Menge ist ein solches Orakel.) Wir wissen natu¨rlich
nicht, welche dieser beiden Aussagen dem nicht-relativierten Fall entspricht.
Man hat sich nun die Frage gestellt, ob es Orakel gibt, die sozusagen
den nicht-relativierten Fall
”
simulieren“, d.h., bei denen die Trennungsergeb-
nisse dem nicht-relativierten Fall entsprechen. Eine Idee in diese Richtung
waren die zufa¨lligen Orakel, also Mengen, bei denen die Mitgliedschaft durch
einen Mu¨nzwurf entschieden wird. Bennett und Gill [BG81] stellten die Zu-
fallsorakelhypothese auf, die besagt, dass jede Trennung, die bezu¨glich eines
zufa¨lligen Orakels erzielt wird, auch im unrelativierten Fall gilt. Leider stellte
sich im Jahr 1994 heraus, dass diese Hypothese falsch ist [CCG+94].
Ein weiterer Versuch trennende Orakel zu finden waren die generischen
Orakel. Sie wurden von Blum und Impagliazzo [BI87] in die Komplexita¨ts-
theorie eingefu¨hrt. Die generischen Orakel beruhen auf dem Prinzip der Stu-
fenkonstruktion. Generische Orakel besitzen alle Eigenschaften, die durch eine
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Stufenkonstruktion erzwungen werden ko¨nnen. Diese Stufenkonstruktion war
in der Berechenbarkeitstheorie (siehe z.B. [Soa87]) eine Methode, um Orakel
mit bestimmten gewu¨nschten Eigenschaften zu erhalten. In ihrem Beweis fu¨r
die Orakeltrennung von P und NP benutzen Baker, Gill und Solovay eben-
falls diese Methode. Deshalb trennt ein generisches Orakel auch P und NP,
und man kann sogar zeigen, dass die gesamte Polynomialzeithierarchie durch
generische Orakel zu einer echten Hierarchie wird.
Leider wurde gezeigt, dass die generische Orakelhypothese ebenfalls falsch
ist [Fos93], dass es also Trennungen von Komplexita¨tsklasssen bezu¨glich ge-
nerischer Orakel gibt, die im unrelativierten Fall nicht gelten. Dennoch ist
es sinnvoll, die generischen Orakel zu studieren, denn sie ko¨nnten helfen, die
Frage
”
P = NP“ zu beantworten. Denn Blum und Impagliazzo zeigten, dass
P 6= NP gilt, falls P 6= UP bezu¨glich eines generischen Orakels gilt.
Es gibt nun Ergebnisse, die Orakeltrennungen und Blattsprachen verbin-
den. In ihren Arbeiten, die das Gebiet der Blattsprachen begru¨ndeten, ha-
ben Bovet, Crescenzi und Silvestri [BCS92] und parallel dazu Vereshchagin
[Ver93] gezeigt, dass die Trennung von Blattsprachenklassen bezu¨glich eines
Orakels durch das Betrachten der Blattprachen entschieden werden kann. In




Wir betrachten Turing-Maschinen, die auf eine Informationsquelle neben ih-
rem Programm und ihrer Eingabe zuru¨ckgreifen ko¨nnen, ein Orakel.
Ein Orakel O ist eine totale Funktion O : N → {0, 1}. (Wenn man diese
Funktion als charakteristische Funktion ansieht, kann man ein Orakel auch
als eine Menge natu¨rlicher Zahlen ansehen.) Ein endliches Orakel v ist ei-
ne partielle Funktion v : N→ {0, 1} mit endlichem Definitionsbereich D(v).
Wir werden endliche Orakel, deren Definitionsbereich ein Anfangsbereich der
natu¨rlichen Zahlen, also eine Menge {0, 1, . . . , n}, ist, auch mit bina¨ren Zei-
chenketten v(0)v(1) . . . v(n) gleichsetzen. Ebenso werden wir Orakel O, die
ja den Definitionsbereich N besitzen, mit unendlichen bina¨ren Zeichenketten
gleichsetzen.
Eine Orakel-Turing-Maschine M ist nun eine Turing-Maschine mit einem
zusa¨tzlichen Band B (dem Orakelband) und vier speziellen Zusta¨nden zq, z+,
z− und z?. Sei v nun ein Orakel oder ein endliches Orakel. Falls M nun auf v
3.2. GRUNDLAGEN 21
zuru¨ckgreift, so schreiben wir dafu¨r M v. Dabei kann M auf folgende Weise
auf v zuru¨ckgreifen: Die TM kann wa¨hrend ihrer Berechnung die Bina¨rdar-
stellung einer Zahl auf das Orakelband schreiben. Wenn auf dem Orakelband
nun die Bina¨rdarstellung der Zahl n steht und die TM in den Zustand zq
geht, geschieht im na¨chsten Schritt folgendes: Das Orakelband wird gelo¨scht
und die TM geht in einen der Zusta¨nde z+, z− oder z? u¨ber. Falls n nicht im
Definitionsbereich von v liegt, gehtM v in den Zustand z? u¨ber; falls v(n) = 1
gilt, geht M v in den Zustand z1 u¨ber, und falls v(n) = 0 gilt, so geht Mv in
den Zustand z0 u¨ber.
Nichtdeterministische Polynomialzeit-Orakel-Turing-Maschinen bezeich-
nen wir als NPOTM .
Orakel-Transducer sind analog definiert.
3.2.2 Generizita¨t
Wir verwenden den Begriff der Generizita¨t von Orakeln so, wie er von Blum
und Impagliazzo in [BI87] eingefu¨hrt wurde:
Ein endliches Orakel w erweitert ein endliches Orakel v, in Zeichen v v w,
falls D(v) ⊆ D(w) gilt und beide Orakel auf D(v) u¨bereinstimmen. Ein Ora-
kel O erweitert ein endliches Orakel, falls O und v auf D(v) u¨bereinstimmen.
In diesem Fall nennen wir v auch ein Pra¨fix von O.
Eine Menge D von endlichen Orakeln ist dicht, falls fu¨r jedes endliche
Orakel v ein w ∈ D existiert, das v erweitert.
Sei C = {D1, D2, . . .} eine aufza¨hlbare Menge dichter Mengen von endli-
chen Orakeln. Wir nennen ein Orakel O C-generisch, falls O fu¨r jedes i ∈ N
ein endliches Pra¨fix wi ∈ Di besitzt. Eine Menge von endlichen Orakeln ist
arithmetisch, falls sich Zugeho¨rigkeit zu ihr als endliche First-Order-Formel
u¨ber rekursiven Pra¨dikaten ausdru¨cken la¨sst. Sei A nun die Menge aller dich-
ten, arithmetischen Mengen von endlichen Orakeln. Ein Orakel heißt dann
generisch, wenn es A-generisch ist.
3.2.3 Blattsprachenreduktionen
In den Arbeiten von Bovet, Crescenzi und Silvestri [BCS92] und Vereshcha-
gin [Ver93] wurde eine spezielle Reduktion zwischen Sprachen vorgestellt,
die in diesen Arbeiten auf Blattsprachen angewandt wurde, die Polylogzeit-
Reduktion.
Wir nennen eine Funktion f : Σ∗ → Σ∗ Polylogzeit-Bit-berechenbar, falls
zwei Polynomialzeit-Orakel-Transducer R : N2 → Σ und l : N→ N existieren,
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so dass fu¨r alle x ∈ Σ∗ gilt:
f(x) = Rx(|x|, 1)Rx(|x|, 2) · · ·Rx(|x|, lx(|x|)).
D.h. also, die einzelnen Bits der Ausgabe von f(x) lassen sich in polyloga-
rithmischer Zeit berechnen.




∣∣ x ∈ A}.
Seien nun (A,R) und (A′, R′) zwei Paare von Sprachen. (A,R) ist Poly-
logzeit-Bit-reduzierbar auf (A′, R′) (kurz: (A,R) ≤pltm (A′, R′) ), falls eine
Polylogzeit-Bit-berechenbare Funktion f existiert, fu¨r die sowohl f(A) ⊆ A′
als auch f(R) ⊆ R′ gilt. (Fu¨r den Fall R = A und R′ = A′ heißt dies
x ∈ A⇔ f(x) ∈ A′.)
Nun wurde in [BCS92] und [Ver93] ein Zusammenhang zwischen Polylog-
zeit-Bit-Reduktionen zwischen Blattsprachen und der Trennung von Orakel-
klassen, die mithilfe dieser Blattsprachen definiert sind, hergestellt. Dieses
Resultat lautet:
Satz 3.2.1 [BCS92, Ver93]. Seien (A,R) und (A′, R′) Paare von Blatt-
sprachen. Dann gilt
BLeafO(A,R) ⊆ BLeafO(A′, R′) fu¨r alle Orakel O ⇐⇒ (A,R) ≤pltm (A′, R′).
3.3 Generische Orakel und PLT-Reduktionen
Bevor wir zum zentralen Ergebnis dieses Kapitels kommen ko¨nnen, mu¨ssen
wir noch mehrere technische Lemmata zeigen.
Lemma 3.3.1. Sei M eine balancierte NPOTM mit Eingabealphabet {0, 1}
und Orakelalphabet Σ. Fu¨r x ∈ Σ∗ ist die Funktion f(x) =def leafstringMx(|x|)
Polylogzeit-Bit-berechenbar.
Beweis. Der Transducer l aus der Definition von ≤pltm muss in unserem Fall
die Anzahl der Pfade des balancierten Berechnungsbaums vonM auf Eingabe
|x| und Orakel x berechnen. Da l selbst die Eingabe |x| und das Orakel x zur
Verfu¨gung hat, kann einfach M simuliert werden.
Der Transducer R muss dann auf Eingabe (|x|, k) die Ausgabe von M
auf Berechnungspfad k bei Eingabe |x| und Orakel x berechnen. Da auch R
sowohl |x| als auch x direkt benutzen kann, kann der Berechnungspfad k von
M direkt simuliert werden. Da der Berechnungsbaum von M balanciert ist,
ist es auch einfach, den Berechnungspfad k zu finden. 
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Diese Funktion besitzt die Eigenschaft δ(n+ 1) = δ(n) + n.






∣∣ O(δ(x) + 1) . . . O(δ(x) + x) ∈ A}.
Lemma 3.3.4. Seien A und B arithmetische Mengen und sei BLeafG(A) ⊆
BLeafG(B) fu¨r alle generischen Orakel G. Dann existiert eine balancierte
NPOTM Mˆ , so dass fu¨r alle generischen Orakel G und fu¨r alle x gilt x ∈
LA(G)⇔ leafstringMˆG(x) ∈ B.
Beweis. Zuerst eine Beobachtung:
Fu¨r alle Orakel O gilt aufgrund der Definition von LA(O), dass LA(O) ∈
BLeafO(A). Fu¨r alle generischen Orakel G gilt dann LA(G) ∈ BLeafG(B),
da wir BLeafG(A) ⊆ BLeafG(B) vorausgesetzt haben. Sei Mk die k-te Ma-
schine in einer Aufza¨hlung aller balancierten NPOTM. Dann gibt es also
fu¨r jedes generische Orakel G ein k, so dass fu¨r alle x gilt x ∈ LA(G) ⇔
leafstringMGk (x) ∈ B.
Nun ko¨nnen wir das Lemma beweisen. Wir fu¨hren dazu einen Wider-
spruchsbeweis durch. Die folgende Annahme ist das Gegenteil der Aussage
des Lemmas:
Annahme Y: Fu¨r alle k existieren ein x und ein generisches Orakel G, so
dass
x ∈ LA(G)⇔ leafstringMGk (x) /∈ B.
Fu¨r den Widerspruch zeigen wir, dass unter Annahme Y die Familie C =




∣∣ es existiert ein x mit x ∈ LA(z) ⇔ leafstringMzm(x) /∈
B
}
• C2m+1 =def Dm (die m-te dichte arithmetische Menge)
eine Familie dichter Mengen ist. Dann gilt fu¨r jedes C-generische Orakel G,
dass
• G generisch ist (da A und B arithmetisch sind, sind also auch die
Mengen C2m arithmetisch),
• fu¨r alle m ein x existiert mit x ∈ LA(G)⇔ leafstringMGm(x) /∈ B.
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Dies steht im Widerspruch zu der zu Beginn dieses Beweises gemachten Be-
obachtung, dass fu¨r alle generischen Orakel G ein k existiert, so dass fu¨r alle
x gilt x ∈ LA(G)⇔ leafstringMGk (x) ∈ B. Also muss Annahme Y falsch sein.
Nun mu¨ssen wir aber noch zeigen, dass unter Annahme Y die Mengen
C2m dicht sind.
Wir zeigen zuerst, dass folgendes gilt:
Behauptung Z: Falls Annahme Y gilt, dann gibt es fu¨r jedes m und fu¨r
jedes sˆ mit |sˆ| ∈ δ(N) ein Orakel H ∈ sˆ · {0, 1}ω und ein x mit x ∈
LA(H)⇔ leafstringMHm (x) /∈ B.
Dies geschieht durch einen Widerspruchsbeweis. Wir nehmen an, dass Y
gilt, es aber ein m gibt, so dass fu¨r alle Orakel H ∈ sˆ · {0, 1}ω und fu¨r alle
x gilt x ∈ LA(H)⇔ leafstringMHm (x) ∈ B. Dann definieren wir eine NPOTM




leafstringMGˆm(x), falls |sˆ| ≤ δ(x),
ein Wort aus B, falls |sˆ| > δ(x) und
G(δ(x) + 1) . . . G(δ(x) + x) ∈ A
ein Wort aus B, falls |sˆ| > δ(x) und
G(δ(x) + 1) . . . G(δ(x) + x) /∈ A
wobei Gˆ =def sˆ·G(δ(r)+1)G(δ(r)+2) · · · . Dann istM ′ eine NPOTM und fu¨r
jedes generische Orakel G gilt x ∈ LA(G) ⇔ leafstringM ′G(x) ∈ B, was im
Widerspruch zu Annahme Y steht. Damit haben wir Behauptung Z bewiesen.
Nun ko¨nnen wir zeigen, dass unter Annahme Y die Mengen C2m dicht
sind, d.h., dass fu¨r alle endlichen Orakel s ein z ∈ C2m mit s v z existiert.
Wir wa¨hlen ein sˆ so, dass s v sˆ und |sˆ| = δ(r) fu¨r ein geeignetes r gel-
ten. Sei m beliebig. Wa¨hle x als lexikographisch kleinstes Wort, fu¨r das ein
Orakel H wie in Behauptung Z beschrieben existiert. Sei qx die lexikogra-
phisch gro¨ßte Orakelfrage, die wa¨hrend der Berechnung von MHm (x) an H
gestellt wird. Wir definieren z =def H(0)H(1) . . . H(qx). Dies ergibt sˆ v z
und z ∈ C2m. Also ist C2m dicht. 
Das Hauptresultat dieses Kapitels setzt, wie schon Satz 3.2.1, die Tren-
nung von Blattsprachenklassen bezu¨glich Orakeln mit der ≤pltm -Reduzierbar-
keit der Blattsprachen selbst in Beziehung; allerdings geht es im Folgenden
um generische Orakel:
Satz 3.3.5. Seien A und B arithmetische Mengen. Dann gilt
BLeafG(A) ⊆ BLeafG(B) fu¨r alle generischen Orakel G ⇐⇒ A ≤pltm B.
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Beweis. Die Folgerung von rechts nach links folgt mit R = A, A′ = B und
R′ = B direkt aus Satz 3.2.1. Wir mu¨ssen also nur noch die Richtung von
links nach rechts zeigen.
Seien A und B arithmetische Mengen und sei BLeafG(A) ⊆ BLeafG(B)
fu¨r alle generischen Orakel. Wir mu¨ssen nun eine ≤pltm -Reduktion von A nach
B angeben.
Aufgrund von Lemma 3.3.4 wissen wir, dass eine balancierte NPOTM
Mˆ existiert, so dass fu¨r alle generischen Orakel G und fu¨r alle x gilt x ∈
LA(G)⇔ leafstringMˆG(x) ∈ B.
Die Maschine Mˆ ko¨nnen wir nun benutzen, um eine ≤pltm -Reduktion von
A nach B anzugeben:
Eingabe: Ein Wort w, |w| = x, w = w(0)w(1) . . . w(x− 1).
Ausgabe: Ein Wort v mit w ∈ A⇔ v ∈ B.
Algorithmus: Sei s =def 0
δ(x)w0m der Pra¨fix eines generischen Orakels G,
wobei m so groß ist, dass bei einer Simulation von MˆG(x) alle Fragen
an G im Bereich des Anfangsstu¨cks s liegen. Dann gilt x ∈ LA(G) ⇔
w ∈ A.
Nun ko¨nnen wir eine NPOTM M ′ konstruieren, die auf Eingabe x mit
Orakel w das Verhalten von MˆG(x) simuliert. (Dies ist mo¨glich da wir
G gerade so konstruiert haben, dass das Wissen u¨ber w ausreicht, um
G zu simulieren.) M ′ ist also balanciert und es gilt leafstringMˆG(x) =
leafstringM ′w(x). Aufgrund von Lemma 3.3.1 wissen wir aber, dass
v =def leafstringM ′w(x) Polylogzeit-Bit-berechenbar ist. Außerdem wis-
sen wir wegen Lemma 3.3.4, dass x ∈ LA(G)⇔ v ∈ B.




Das folgende Resultat ist aus der Berechenbarkeitstheorie bekannt, siehe z.B.
[BI87]:
Proposition 3.4.1. Sei Π irgendeine Eigenschaft von Orakeln, die durch
eine First-Order-Formel mit berechenbaren Pra¨dikaten und einem Pra¨dikat
O(x) (das das Enthaltensein im Orakel ausdru¨ckt) und die nicht von einer
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endlichen Menge von Bits des Orakels abha¨ngt. Dann haben entweder alle
generischen Orakel diese Eigenschaft oder keines.
Daraus ergibt sich folgende Folgerung aus dem Satz 3.3.5:
Korollar 3.4.2. Seien A und B arithmetische Mengen. Dann gilt
BLeafG(A) 6⊆ BLeafG(B) fu¨r alle generischen Orakel G ⇐⇒ A 6≤pltm B.
Daraus folgern wir also, dass jede Orakeltrennung zwischen Klassen, die mit-
hilfe von arithmetischen Blattsprachen definiert werden, relativ zu jedem
festen generischen Orakel gilt.
Korollar 3.4.3. Seien A und B arithmetische Mengen, und sei Ĝ ein festes
generisches Orakel. Dann sind die folgenden drei Aussagen a¨quivalent:
(1) Es existiert ein Orakel O mit BLeafO(A) 6⊆ BLeafO(B).
(2) BLeaf
bG(A) 6⊆ BLeaf bG(B).
(3) BLeafG(A) 6⊆ BLeafG(B) fu¨r alle generischen Orakel G.
Beweis. Es existiere ein Orakel O mit BLeafO(A) 6⊆ BLeafO(B). Wegen Satz
3.2.1 folgt daraus, dass A 6≤pltm B. Aufgrund von Korollar 3.4.2 folgt daraus,
dass BLeafG(A) 6⊆ BLeafG(B) fu¨r alle generischen Orakel G. Daraus folgt
trivialerweise, dass BLeaf
bG(A) 6⊆ BLeaf bG(B) und daraus folgt wiederum tri-
vialerweise, dass BLeafO(A) 6⊆ BLeafO(B) fu¨r ein Orakel O ist. 
Das vorhergehende Resultat bedeutet insbesondere, dass alle relativier-




Korollar 3.4.4. Alle Orakeltrennungen zwischen Klassen, die eine relati-
vierbar vollsta¨ndige Menge besitzen, gelten gleichzeitig bezu¨glich desselben
festen generischen Orakels Ĝ.
Beweis. Die Tatsache, dass eine Klasse C als BLeaf(A,R) mit R = A cha-
rakterisiert werden kann (d.h. C = BLeaf(A)), ist a¨quivalent mit der Aus-
sage, dass C eine vollsta¨ndige Menge in allen relativierten Welten besitzt
[BCS92, Satz 4.2]. Wenn nun aber eine Klasse C eine arithmetische relativier-
bar vollsta¨ndige Menge besitzt, ist sie natu¨rlich auch durch eine arithmetische
Blattsprache charakterisierbar. Deshalb ist jede Klasse, die relativierbar eine
arithmetische vollsta¨ndige Menge besitzt, in der Form BLeaf(A) mit arith-
metischem A darstellbar. Das Resultat folgt nun unmittelbar aus Korollar
3.4.3. 
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Da ≤pltm reflexiv und transitiv ist, ko¨nnen wir einen plt-Grad als die Klasse
aller Mengen definieren, die a¨quivalent bezu¨glich ≤pltm sind. Dann ko¨nnen wir
das obige Ergebnis so auffassen, dass die Ordnung der plt-Grade isomorph
zu der Ordnung der relativierten Komplexita¨tsklassen ist. Dies dru¨cken wir
in folgendem Korollar aus, wobei arithmetische plt-Grade plt-Grade sind, die
einen arithmetischen Repra¨sentanten besitzen.
Korollar 3.4.5. Sei Gˆ irgendein festes generisches Orakel. Dann ist die Fa-
milie {
BLeafGˆ(A)
∣∣ A ist arithmetisch},
partiell geordnet bezu¨glich Teilmengenbeziehungen, isomorph zu der partiellen
Ordnung aller arithmetischen plt-Grade.
Blum und Impagliazzo haben gezeigt, dass zwei ressourcenbeschra¨nkte
Klassen, deren Beschra¨nkungen
”
polynomiell unscharf“ sind, identisch sind,
wenn sie relativ zu einem generischen Orakel zusammenfallen [BI87]. Genauer
gesagt haben Blum und Impagliazzo folgendes gezeigt:
Proposition 3.4.6. Sei f eine berechenbare Funktion, L eine entscheidba-
re Menge. Falls L durch eine Orakel-TM in Zeit f(|x|) (bzw. Platz f(|x|))
berechenbar ist, dann ist sie auch ohne Orakel in Zeit O(f(|x|)) (bzw. Platz
O(f(|x|))) berechenbar.
Wir ko¨nnen Korollar 3.4.2 umformen und damit ihr Resultat auf alle
Blattsprachen-beschreibbaren Klassen ausdehnen.
Korollar 3.4.7. Seien A und B arithmetische Mengen. Falls ein generi-
sches Orakel G mit BLeafG(A) ⊆ BLeafG(B) existiert, dann gilt BLeaf(A) ⊆
BLeaf(B).
3.4.2 Ressourcenbeschra¨nkte Generizita¨t
Beinahe alle interessanten syntaktischen Komplexita¨tsklassen zwischen P
und PSPACE ko¨nnen durch Blattsprachen ausgedru¨ckt werden (dabei ist
PP eine prominente Ausnahme, siehe [Vol99b]). Wenn man den Beweis des
Satzes 3.3.5 betrachtet, erkennt man, dass die relevanten Klassen dichter






, also in quasipolynomieller Zeit, entschieden wer-
den ko¨nnen. Deshalb ist das entstehende Orakel nicht nur A-generisch (wobei
A wieder die Menge aller dichten, arithmetischen Mengen von endlichen Ora-
keln ist, wie in der Definition der generischen Orakel erwa¨hnt), sondern sogar
QP-generisch. Damit ist das folgende Korollar gezeigt:
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Korollar 3.4.8. Sei A eine regula¨re Menge. Dann gilt
BLeafO(A) 6⊆ BLeafO(B) fu¨r ein Orakel O
⇐⇒ BLeafG(A) 6⊆ BLeaf(B)G fu¨r ein QP-generisches Orakel G.
Daru¨ber hinaus genu¨gt, um eine Komplexita¨tsklasse von P zu trennen,
ein P-generisches Orakel.
Korollar 3.4.9. Sei A eine regula¨re Menge. Dann gilt
BLeafO(A) 6⊆ PO fu¨r ein Orakel O
⇐⇒ BLeafG(A) 6⊆ PG fu¨r ein P-generisches Orakel G.
3.4.3 Typ-2-Komplexita¨t
In [CIY97] zeigten Cook, Impagliazzo, und Yamakami, dass zwei beliebi-
ge Komplexita¨tsklassen, die gewisse allgemeine Bedingungen erfu¨llen, genau
dann relativ zu einem generischen Orakel verschieden sind, wenn ihre kor-
respondierenden Typ-2-Klassen verschieden sind. Wir werden sehen, dass
dies eine Verbindung zwischen Blattsprachentheorie und Typ-2-Komplexi-
ta¨tstheorie erzeugt.
Zum Begriff Typ-2-Komplexita¨t : Als Typ-0-Objekte bezeichnen wir Zah-
len oder Zeichenketten. Typ-1-Objekte sind Funktionen auf Typ-0-Objekten
– und damit, als Spezialfa¨lle, auch Mengen und Relationen. Somit sind die
Komplexita¨tsklassen, die wir bis jetzt behandelt haben, Typ-1-Komplexita¨ts-
klassen. Typ-2-Objekte wiederum sind Funktionen auf Typ-1- und Typ-0-
Objekten.
Eine k-stellige Typ-2-Funktion F u¨ber Σ∗ ordnet allen k-tupeln −→x von
Wo¨rtern u¨ber Σ∗ und Mengen X ⊆ Σ∗ einen Wert in Σ∗ zu. Eine Typ-2-
Relation ist eine 0-1-wertige Typ-2-Funktion. Sei R eine Typ-2-Relation und
sei C eine Klasse von Typ-2-Relationen. Fu¨r eine feste Menge X definieren
wir R[X] =def
{−→x ∣∣ R(−→x ,X)} und C[X] =def {R[X] ∣∣ R ∈ C}.
Wir nennen eine Typ-2-Funktion F Polynomialzeit-berechenbar, falls ein
deterministischer Orakel-Transducer M und ein Polynom p existieren, so
dass M mit Eingabe −→x auf dem Eingabeband und Orakel X den Wert
F (−→x ,X) nach ho¨chstens p(|−→x |) Schritten ausgibt, wobei jede Orakelfrage
als ein Schritt za¨hlt.
Eine einstellige Typ-2-Relation R ist genau dann auf eine einstellige Typ-
2-Relation S Polynomialzeit-Many-One-reduzierbar (kurz: R ≤pm S), wenn
eine Polynomialzeit-berechenbare einstellige Typ-2-Funktion F und eine Po-
lynomialzeit-berechenbare zweistellige Typ-2-Relation Q existieren, so dass
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fu¨r alle Wo¨rter x und Mengen X gilt R(x,X) = S(F (x,X), Q[x,X]), wobei
Q[x,X] =def {z | Q((x, z), X)}.
Eine von Cook, Impagliazzo und Yamakami untersuchte Frage war, wel-
che Inklusionsbeziehung zwischen Typ-2-Klassen gelten. Fu¨r unter ≤pm ab-
geschlossene Klassen wurde dies zu relativierter Inklusion bezu¨glich eines
generischen Orakels in Beziehung gesetzt [CIY97, Theorem 3.2]:
Proposition 3.4.10. Seien C und D Klassen berechenbarer Typ-2-Relatio-
nen. Wenn wir nun annehmen, dass C und D unter ≤pm abgeschlossen sind,
dann gilt fu¨r jedes generische Orakel:
C ⊆D ⇐⇒ C[G] ⊆D[G].
Im Rahmen von Blattsprachen ko¨nnen Typ-2-Komplexita¨tsklassen wie
folgt definiert werden: Gegeben seien zwei Mengen A,R ⊆ Σ∗ mit A∩R = ∅.
Dann geho¨rt die Typ-2-Relation S zur Typ-2-Klasse BLeaf(A,R) genau
dann, wenn eine NPOTM M existiert, so dass fu¨r alle Worte x und Mengen
X gilt:
S(x,X) =⇒ leafstringMX (x) ∈ A
und
¬S(x,X) =⇒ leafstringMX (x) ∈ R.
Da leicht zu sehen ist, dass jede Klasse BLeaf(A,R) unter ≤pm abge-
schlossen ist, erhalten wir mithilfe von Satz 3.3.5 und Proposition 3.4.10
eine vollsta¨ndige kombinatorische Charakterisierung der Inklusionsbeziehun-
gen zwischen sinnvoll beschreibbaren syntaktischen Typ-2-Klassen.
Korollar 3.4.11. Seien A und B arithmetische Mengen. Dann sind die fol-
genden Aussagen a¨quivalent.
(1) A ≤pltm B.
(2) BLeafG(A) ⊆ BLeafG(B) fu¨r ein generisches Orakel G.
(3) BLeaf(A)[G] ⊆ BLeaf(B)[G] fu¨r ein generisches Orakel G.
(4) BLeaf(A) ⊆ BLeaf(B).
Beweis. Die A¨quivalenz von (1) und (2) ist einfach Satz 3.3.5 und die A¨qui-
valenz von (3) und (4) ist nur Proposition 3.4.10. Die A¨quivalenz von (2) und
(3) folgt aus Satz 3.4.13, den wir weiter unten angeben werden. 
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Typischerweise besitzt eine Typ-1-Komplexita¨tsklasse C eine natu¨rliche
Typ-2-Entsprechung, die mithilfe der gleichen Ressourcen definiert wird, die
zur Beschreibung von C benutzt wurden. Cook, Impagliazzo und Yamakami
[CIY97] untersuchten die Frage, fu¨r welche Klassen C und C ihre relativierten
Versionen u¨bereinstimmten, d.h. CO = C[O] fu¨r alle Orakel O. Betrachten wir
z.B. die Klasse BPP aller Sprachen, die von probabilistischen Polynomialzeit-
TM mit zweiseitig beschra¨nkter Fehlerwahrscheinlichkeit akzeptiert werden.
Da nicht jede probabilistische TM die letzte Eigenschaft besitzt, ist BPP eine
Promise-Klasse. Die relativierte Klasse BPPO entha¨lt alle Mengen, die rela-
tiv zu einem Orakel O von einer probabilistischen TM akzeptiert werden, die
relativ zu O beschra¨nkten Fehler hat. Die Typ-2-Klasse BPP andererseits
verlangt, dass die Maschinen beschra¨nkten Fehler fu¨r alle Eingaben und alle
Orakel besitzen. Deshalb besteht BPP[O] aus allen Mengen, die relativ zu
Orakel O von einer probablistischen TM akzeptiert werden, die relativ zu al-
len Orakeln beschra¨nkten Fehler besitzt. Deshalb giltBPP[O] ⊆ BPPO, aber
die umgekehrte Richtung ist nicht klar. Es gibt sogar ein Orakel O, fu¨r das
BPP[O] 6= BPPO gilt [CIY97]. Bei generischen Orakeln a¨ndert sich die Si-
tuation jedoch. Cook u.a. zeigten, dass BPP[G] = BPPG fu¨r jedes generische
Orakel G gilt. In [CIY97] wurde auch von mehreren anderen Klassen nach-
gewiesen, dass sie sich wie BPP verhalten. Eine komplette Charakterisierung
der Klassen C mit Typ-2-Entsprechung C, die die Eigenschaft CG = C[G] fu¨r
generisches G besitzen, wurde nicht erreicht.
Wir ko¨nnen, indem wir die Methode des Forcierens anwenden, eine beina-
he vollsta¨ndige Antwort auf diese Frage fu¨r Klassen geben, die durch Paare
von Blattsprachen (A,R) definiert werden. Die hinreichende Bedingung, die
wir im Satz 3.4.13 erhalten, na¨mlich dass A∪R co-rekursiv-aufza¨hlbar (d.h.
das Komplement einer rekursiv-aufza¨hlbaren Menge) sein muss, ist sehr all-
gemein und wird von allen uns bekannten Blattsprachen-definierbaren Spra-
chen erfu¨llt. Insbesondere sind natu¨rlich komplementa¨re Paare von Blattspra-
chen (A = R) co-rekursiv-aufza¨hlbar. Fu¨r alle Blattsprachen A gilt deshalb
BLeafG(A) = BLeaf(A)[G]. Dies beweist die A¨quivalenz von (2) und (3) in
Korollar 3.4.11.
Bevor wir zum Satz 3.4.13 kommen ko¨nnen, beno¨tigen wir einige De-
finitionen und Resultate aus der Literatur. Eine Orakeleigenschaft ist eine
Typ-2-Relation S(x,X), die nicht von den Worten x, sondern nur von den
Mengen X abha¨ngt. Deshalb bezeichnen wir Orakeleigenschaften mit S(X).
Wir sagen, ein endliches Orakel v forciert eine Orakeleigenschaft S, falls
S(X) fu¨r alle Orakel X gilt, die v erweitern. Das folgende Lemma ist aus der
Literatur bekannt. Ein Beweis findet sich z.B. in [CIY97, Lemma 2.1].
Lemma 3.4.12. Sei S eine Π01-Orakeleigenschaft und sei G ein generisches
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Orakel. Dann gilt S(G) genau dann, wenn irgendein endliches Pra¨fix von G
die Eigenschaft S forciert.
Nun ko¨nnen wir den folgenden Satz beweisen:
Satz 3.4.13. Sei (A,R) ein Paar von Blattsprachen, wobei A ∪ R co-re-
kursiv-aufza¨hlbar ist. Dann gilt BLeafG(A,R) = BLeaf(A,R)[G] fu¨r jedes
generische Orakel G.
Beweis. Wir mu¨ssen nur die Inklusion ⊆ zeigen. Unser Beweis folgt dem
Beweis von Proposition 4.2 in [CIY97]. Sei L ∈ BLeafG(A,R). Also existiert
eine balancierte NPOTM M , so dass fu¨r alle x gilt, leafstringMG(x) ∈ A∪R
und x ∈ L ⇔ leafstringMG(x) ∈ A. Wir definieren die Orakeleigenschaft Q
durch
Q(X)⇐⇒def fu¨r alle x, leafstringMX (x) ∈ A ∪R.
Da A∪R co-rekursiv-aufza¨hlbar ist, ist Q eine Π01-Orakeleigenschaft, fu¨r die
Q(G) gilt. Deshalb existiert aufgrund von Lemma 3.4.12 ein endliches Pra¨fix
v von G, so dass fu¨r alle Orakel O, die v erweitern, Q(O) gilt. Wir definieren
nun eine Typ-2-Relation S ′ durch
S ′(x,X)⇐⇒def leafstringMXv (x) ∈ A,
wobei wir mit Xv das Orakel bezeichnen, das dadurch entsteht, dass in
X das Pra¨fix mit La¨nge |v| durch v ersetzt wird. Offensichtlich gilt S ′ ∈
BLeaf(A,R) und wegen Gv = G erhalten wir S ′[G] = L. Damit haben wir
L ∈ BLeaf(A,R)[G] gezeigt. 
3.5 Das P-NP-Problem
In der Einfu¨hrung zu diesem Kapitel hatten wir erwa¨hnt, dass generische
Orakel mo¨glicherweise dabei helfen ko¨nnten, eine Lo¨sung fu¨r das P-NP-
Problem zu finden und das mit der Tatsache begru¨ndet, dass Blum und
Impagliazzo gezeigt haben, dass P 6= NP, falls P 6= UP bezu¨glich eines ge-
nerischen Orakels. Wir wissen außerdem, dass es ein Orakel gibt, das P und
UP trennt. Nun ko¨nnte man hoffen, dass man mithilfe von Korollar 3.4.3
ein generisches trennendes Orakel finden kann. Dazu mu¨sste aber UP durch
eine Blattsprache beschreibbar sein. Leider gibt es aber keine Blattsprache
A, so dass UP = BLeaf(A) relativierbar gilt (siehe [BCS92]). UP kann als
echte Promise-Klasse nur mit Blattsprachenpaaren beschrieben werden und
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fu¨r diese gilt Satz 3.3.5 nicht (wa¨hrend Satz 3.2.1 sehr wohl fu¨r Paare von
Blattsprachen gilt.)
Das Hauptproblem im Beweis des Satzes 3.3.5, das den Sprachenpaa-
ren (A,B) entgegensteht, ist, die Dichtheit fu¨r die Mengen C2m im Beweis
des Lemmas 3.3.4 nachzuweisen. Eine interessante Frage ist nun, welche Be-
dingung fu¨r die Sprachenpaare hinreichend ist, um die Dichtheit der C2m
nachzuweisen. Eine Bedingung haben wir schon gefunden: A = B. Vielleicht
gibt es ja allgemeinere Bedingungen und vielleicht erfu¨llt ja ein Paar, das UP





Man kann die Klasse NP nicht nur durch nichtdeterministische Turing-Ma-
schinen, sondern auch mithilfe der Klasse P und Existenzquantoren dar-
stellen: Eine Menge A ist genau dann in NP, wenn eine Menge B ∈ P
und ein Polynom p existieren, so dass gilt A =
{
x ∈ N ∣∣ ∃y ∈ N(|y| ≤
p(|x|) ∧ (x, y) ∈ B)}. Mengen in NP sind also Projektionen von Mengen
aus P. Da die Blattsprachen eine Verallgemeinerung des Nichtdeterminismus
sind und eine Parallele zwischen Nichtdeterminismus und Existenzquanto-
ren besteht, kann man also Blattsprachen als eine Art von verallgemeinerten
Quantoren bezeichnen.
In der Logik werden auch Existenzquantoren verwendet. So, wie es bei
Turing-Maschinen eine Verallgemeinerung – na¨mlich die Blattsprachen – gibt,
existieren in der Logik ebenfalls Verallgemeinerungen des Existenzquantors.
Eine solche Verallgemeinerung sind die Lindstro¨m-Quantoren, siehe [EF95,
Kap. 10.1].
Regula¨re Sprachen werden unter anderem mithilfe von endlichen Automa-
ten beschrieben. Hier unterscheidet man deterministische endliche Automa-
ten (DEA) und nichtdeterministische endliche Automaten (NEA). So, wie
man nichtdeterministische TM mithilfe von Blattsprachen verallgemeinern
kann, kann man auch nichtdeterministische endliche Automaten zu Blattau-
tomaten (BA) verallgemeinern. Blattsprachen fu¨r endliche Automaten wur-
den zum ersten Mal in [PV01] betrachtet.
Ein bekanntes Resultat ist die Tatsache, dass NEA nicht ma¨chtiger sind
als deterministische DEA, dass also beide Maschinenmodelle die gleichen
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Sprachen akzeptieren ko¨nnen. Ein Ergebnis in [PV01] war nun, dass man so-
gar mit regula¨ren Blattsprachen die Ma¨chtigkeit des Maschinenmodells nicht
vergro¨ßert.
Der Satz von Bu¨chi-Elgot-Trachtenbrot stellt einen Zusammenhang zwi-
schen logischen Formeln mit Existenzquantoren und regula¨ren Mengen dar.
Wir wollen in diesem Kapitel zeigen, dass auch zwischen den verallgemei-
nerten logischen Quantoren und den verallgemeinerten endlichen Automaten
ein Zusammenhang besteht.
4.2 Grundlagen
4.2.1 Endliche Automaten und Blattsprachen
In diesem Kapitel werden wir endliche Automaten mit verallgemeinerten Ak-
zeptanzkriterien, wie sie in [PV01] eingefu¨hrt wurden, definieren.
Sie beruhen auf dem Modell der nichtdeterministischen endlichen Auto-
maten. Ein solcher Automat erzeugt auf Eingabewort w einen Baum mo¨gli-
cher Berechnungen. Wir wollen die Bla¨tter des Baumes auf natu¨rliche Weise
ordnen. Deshalb machen wir folgende Definition:
Ein endlicher Blattautomat (BA) ist ein Tupel M = (Z,Σ, δ, s,Γ, β), wo-
bei Z die endliche Zustandsmenge, Σ das Eingabealphabet, δ : Z × Σ → Z+
die U¨bergangsfunktion, s ∈ Z der Startzustand, Γ das Blattalphabet und
β : Z → Γ eine Funktion ist, die jedem Zustand z einen Wert β(z) zuordnet.
Fu¨r z ∈ Z und a ∈ Σ entha¨lt das Zustandswort δ(z, a) alle mo¨glichen Nach-
folgerzusta¨nde vonM wenn der Buchstabe a im Zustand z gelesen wird, und
die Anordnung der Zusta¨nde in diesem Wort definiert eine totale Ordnung
auf den Nachfolgezusta¨nden. Laut Definition ist es mo¨glich, dass ein Zustand
im Wort der Nachfolgezusta¨nde mehrmals vorkommen kann.
Sei M wie oben. Der Berechnungsbaum TM(w) von M auf Eingabe w ist
ein markierter gerichteter Baum, der wie folgt definiert ist:
• Die Wurzel von TM(w) ist mit (s, w) markiert.
• Sei v ein Knoten in TM(w) mit der Markierung (z, x), wobei x 6= ε, d.h.
x = ay fu¨r ein a ∈ Σ und y ∈ Σ∗. Sei δ(z, a) = z1 . . . zk. Dann hat v
k Kinder in TM(w), die die Markierungen (z1, y), . . . , (zk, y), in dieser
Reihenfolge, besitzen.
Jedes Blatt des Baumes hat eine Markierung der Form (z, ε) mit z ∈ Z.
Wenn wir einem Blatt mit der Markierung (z, ε) das Zeichen β(z) zuordnen,
dann nennen wir die Zeichenkette der den Bla¨ttern zugeordneten Zeichen,
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von links nach rechts in der durch δ induzierten Anordnung gelesen, den
leafstringM(w).
Definition 4.2.1. Fu¨r ein A ⊆ Γ∗ besteht die Klasse LeafFA(A) aus al-
len Sprachen B ⊆ Σ∗, fu¨r die ein Blattautomat M mit Eingabealphabet
Σ und Blattalphabet Γ existiert, so dass fu¨r alle w ∈ Σ∗ gilt: w ∈ B ⇔
leafstringM(w) ∈ A.
Das folgende Resultat aus [PV01] u¨ber die Ma¨chtigkeit regula¨rer Blatt-
sprachen fu¨r endliche Automaten werden wir fu¨r eines unserer Resultate
beno¨tigen:
Proposition 4.2.2. LeafFA(REG) = REG.
4.2.2 Logik
Wir folgen der Standardnotation fu¨r die monadische Logik zweiter Stufe, wie
sie z.B. in [Str94] eingefu¨hrt wird. Wir betrachten nur String-Signaturen,
d.h. Signaturen der Form 〈Pa1 , . . . , Pas〉, wobei alle Pra¨dikate Pai una¨r sind
und in jeder Struktur A folgendes gilt: A |= Pai(j) gdw. das j-te Zeichen der
Eingabe ist der Buchstabe ai. Solche Strukturen sind also Wo¨rter u¨ber dem
Alphabet {a1, . . . , as}. Variablen erster Stufe erstrecken sich u¨ber Positionen
in solch einem Wort, d.h. von 1 bis zur Wortla¨nge n. Variablen zweiter Stufe
erstrecken sich u¨ber Untermengen von {1, . . . , n}. Das lineare Ordnungssym-
bol der Logik bezieht sich auf numerische Ordnung auf {1, . . . , n}. Aus tech-
nischen Gru¨nden nehmen wir außerdem an, dass jedes Alphabet eine ihm
innewohnende lineare Ordnung besitzt und wir schreiben deshalb Alphabete
als Symbolfolgen. So schreiben wir z.B. im obigen Fall (a1, . . . , as).
Die Basisformeln sind in der u¨blichen Weise aus Variablen erster und zwei-
ter Ordnung, Booleschen Konnektoren {∧,∨,¬}, den relevanten Pra¨dikaten
Pai , den Symbolen {=, <}, den Konstanten min und max, den Quantoren
{∃,∀} erster und zweiter Stufe und Klammern aufgebaut. Fu¨r eine Formel
ϕ bezeichnen wir die durch ϕ erzeugte Sprache (d.h. die Menge aller Model-
le von ϕ) mit Lϕ. Also ist Lϕ eine Menge von Wo¨rtern. Wir benutzen das
Zeichen
”
,“ um Formeln zu benennen, z.B. ϕ , ∃xP1(x).
SOM ist die Klasse aller durch die gerade beschriebenen Formeln darstell-





Logic“, also “monadische Logik zweiter Stufe“. In der Literatur wird diese
Logik manchmal mit
”
MSO“ bezeichnet. FO ist die Unterklasse von SOM, die
nur Sprachen entha¨lt, die durch Formeln erster Ordnung beschrieben werden
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ko¨nnen. Es ist bekannt [MP71], dass FO der Klasse der sternfreien Sprachen
entspricht. Wir werden uns in diesem Kapitel mit dem folgenden bekannten
Resultat bescha¨ftigen (siehe auch [BE58, Bu¨c62, Tra61]):
Proposition 4.2.3 (Satz von Bu¨chi-Elgot-Trachtenbrot). Die Klassen
SOM und REG sind identisch.
Nun werden wir unsere Logik um verallgemeinerte Quantoren erweitern.
Definition 4.2.4. Wir betrachten eine Sprache L u¨ber dem Alphabet Σ =
(a1, a2, . . . , as). Mithilfe dieser Sprache kann ein Lindstro¨m-Quantor QL de-
finiert werden, der auf eine Sequenz von s− 1 Formeln wie folgt angewendet
werden kann:
Sei x ein k-Tupel von Variablen (deren Wertebereich, wie gesehen, von 1
bis zur
”
Eingabela¨nge“ n reicht). Wir nehmen die lexikographische Ordnung
auf {1, 2, . . . , n}k an und schreiben x(1) < x(2) < · · · < x(nk) fu¨r die Folge
mo¨glicher Werte, die x annehmen kann. Seien ϕ1(x), . . . , ϕs−1(x) Formeln
und komme jede der Variablen aus x in jeder Formel ϕi(x) als freie Variable
vor. Dann kann man mithilfe des k-adischen Lindstro¨m-Quantors QL eine
neue Formel QLx
[
ϕ1(x), ϕ2(x), . . . , ϕs−1(x)
]
definieren, in der x gebunden
ist. Diese Formel wird auf einem Wort w = w1 · · ·wn genau dann wahr, wenn
das Wort v = v1 . . . vnk der La¨nge n
k zu L geho¨rt, wobei der i-te Buchstabe
vi von v folgendermaßen definiert ist:
vi =def

a1 falls w |= ϕ1(x(i)),
a2 falls w |= ¬ϕ1(x(i)) ∧ ϕ2(x(i)),
...
as−1 falls w |= ¬ϕ1(x(i)) ∧ · · · ∧ ¬ϕs−2(x(i)) ∧ ϕs−1(x(i)),
as falls w |= ¬ϕ1(x(i)) ∧ · · · ∧ ¬ϕs−2(x(i)) ∧ ¬ϕs−1(x(i)).
Wir bezeichnen v auch als fxϕ1···ϕs−1(w).
Man kann so z.B. auch den schon bekannten Existenzquantor erster Ord-
nung darstellen. Dafu¨r beno¨tigt man s = 2, Σ = {0, 1} und L∃ = 0∗1(0+1)∗.
Der Allquantor kann analog durch die Sprache L∀ =def 1∗ dargestellt wer-
den. Die Quantoren QLmod p fu¨r p > 1 sind unter dem Namen Modulo-Za¨hl-
Quantoren bekannt.
Die Lindstro¨m-Quantoren der Definition 4.2.4 sind genau das, was als
”
Lindstro¨m-Quantoren auf Strings“ bezeichnet wurde [BV98]. Die urspru¨ng-
liche, generellere Definition aus [Lin66] benutzt Transformationen auf be-
liebigen Strukturen, nicht notwendigerweise mit String-Signatur. In diesem
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Kapitel werden wir uns nur mit Reduktionen auf Sprachen oder algebrai-
schen Wortproblemen bescha¨ftigen; deshalb scheint uns die obige Definition
in unserem Zusammenhang die natu¨rlichste.
SeiM ein endliches Monoid. Dann definiert jedes S ⊆M einM -Wortpro-
blem, d.h. eine SpracheW(S,M) die aus allen Worten w u¨ber dem Alphabet
M besteht, die
”
ausmultipliziert“ ein Element von S ergeben.
Die folgende Definition stammt von Barrington, Immerman und Strau-
bing [BIS90].
Definition 4.2.5. Wenn L Wortproblem u¨ber einem endlichen Monoid ist,
dann nennen wir den Lindstro¨mquantor QL einen Monoidquantor .
Es ist bekannt, dass jede regula¨re Sprache ein homomorphes Urbild eines
Wortproblems u¨ber einemMonoid ist und dass umgekehrt jedes Wortproblem
u¨ber einem Monoid regula¨r ist. Deshalb ist ein Monoidquantor nichts anderes
als ein Lindstro¨mquantor QL mit regula¨rem L.
Die Klasse QMonFO ist die Klasse aller Sprachen, die durch die Anwen-
dung eines Monoidquantoren auf ein passendes Tupel von FO-Formeln defi-
niert werden kann. Alle Sprachen, die durch FO-Formeln mit dem zusa¨tzli-
chen Monoidquantor definierbar sind, nennen wir FO(QMon).
Es ist schon la¨nger bekannt [BIS90], dass QMonFO den regula¨ren Sprachen
entspricht. Dieses Ergebnis wurde vor kurzem in [LMSV01] erweitert:
Satz 4.2.6. FO(QMon) = QMonFO = REG.
Eines der Resultate dieses Kapitels wird sein, dass in diesem Zusammen-
hang die Quantoren erster Stufe durch monadische Quantoren zweiter Stufe
ersetzt werden ko¨nnen, ohne die Ausdruckssta¨rke zu erho¨hen.
Ein Gruppoid ist eine endliche Multiplikationstabelle mit Identita¨t. Fu¨r
ein festes Gruppoid G definiert jedes S ⊆ G ein G-Wortproblem, also eine
Sprache W(S,G), die aus den Worten w u¨ber G besteht, die in einer solchen
Weise geklammert werden ko¨nnen, dass w zu einem Element aus S ausmul-
tipliziert. Gruppoid-Wortprobleme stehen zu kontextfreien Sprachen in der-
selben Beziehung wie Monoid-Wortprobleme zu regula¨ren Sprachen: Jedes
Wortproblem ist kontextfrei und jede kontextfreie Sprache ist ein homomor-
phes Urbild eines Wortproblem. Dieses Ergebnis wird in [BLM93] Valiant
zugeordnet.
Die folgende Definition stammt von Be´dard, Lemieux und McKenzie
[BLM93]:
Definition 4.2.7. Falls L ein Wortproblem u¨ber einem endlichen Gruppoid
ist, so nennen wir den Lindstro¨mquantor QL einen Gruppoidquantor .
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Der Gebrauch von Gruppoidquantoren wird hier durch das Symbol QGrp
dargestellt, das genau so benutzt wird, wie QMon oben.
Lindstro¨mquantoren zweiter Stufe u¨ber Zeichenketten wurden in [BV98]
eingefu¨hrt. Hier sind wir hauptsa¨chlich an den Quantoren interessiert, die
Mengenvariablen binden, so genannte monadische Quantoren.
Definition 4.2.8. Wir betrachten eine Sprache L u¨ber Alphabet Σ = (a1,
a2, . . . , as). Sei X = (X1, . . . , Xk) ein k-Tupel von una¨ren Variablen zweiter
Stufe (d.h. Mengenvariablen), deren Werte, wie oben erwa¨hnt, Untermengen
von {1,. . . ,n} sind. Es gibt 2nk verschiedene Instanzen (Belegungen) von X.
Wir nehmen die folgende Ordnung auf diesen Instanzen an: Sei jede Instanz
eines einzelnen Xi durch die Bitfolge s
i
1 · · · sin kodiert, wobei gelten soll sij =
1 ⇐⇒ j ∈ Xi. Dann kodieren wir eine Instanz von X durch die Bitfolge
s11s
2
1 · · · sk1s12s22 · · · sk2 · · · s1ns2n · · · skn und ordnen die Instanzen lexikographisch




< · · · < X(2nk) fu¨r die
geordnete Folge aller Instanzen.
Seien ϕ1(X), ϕ2(X), . . . , ϕs−1(X) Formeln und komme jede der Variablen
aus X in jeder Formel ϕi(X) als freie Variable vor. Dann kann man mithilfe
des monadischen Lindstro¨mquantors zweiter Stufe QL eine neue Formel ϕ =
QLX
[
ϕ1(X), ϕ2(X), . . . , ϕs−1(X)
]
definieren, in der X gebunden ist. Diese
Formel wird auf einem Wort w = w1 · · ·wn genau dann wahr, wenn das Wort
v = v1 . . . v2nk der La¨nge 2




a1 falls w |= ϕ1(X(i)),
a2 falls w |= ¬ϕ1(X(i)) ∧ ϕ2(X(i)),
...
as−1 falls w |= ¬ϕ1(X(i)) ∧ · · · ∧ ¬ϕs−2(X(i)) ∧ ϕs−1(X(i)),
as falls w |= ¬ϕ1(X(i)) ∧ · · · ∧ ¬ϕs−2(X(i)) ∧ ¬ϕs−1(X(i)).
Wir nennen das Wort v auch fXϕ1···ϕs−1(w).
Wenn wir als Beispiele wieder die Sprachen L∃ und L∀ betrachten, so
erhalten wir die u¨blichen Existenz- und Allquantoren zweiter Stufe.
Falls das obige L ein Monoid-Wortproblem ist, dann nennen wir QL einen
monadischen Monoidquantor zweiter Stufe; falls L ein Gruppoid-Wortpro-
blem ist, dann nennen wir QL einen monadischen Gruppoidquantor zweiter
Stufe.
Die Klasse mon-Q1LFO entha¨lt alle Sprachen, die durch die Anwendung
eines bestimmten monadischen Monoidquantors QL zweiter Stufe auf ein
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passendes Tupel von Formeln, die selbst keine Quantoren zweiter Stufe ent-
halten, definierbar sind. Die Klasse mon-Q1MonFO wird analog definiert, wo-
bei hier beliebige monadische Monoidquantoren zweiter Stufe erlaubt sind.
Die Klasse mon-Q1MonSOM wird analog definiert, wobei hier Tupel von SOM-
Formeln erlaubt sind. Die Klasse SOM(mon-Q1Mon) wird analog definiert, wo-
bei aber die Monoidquantoren genau so wie alle anderen Quantoren benutzt
werden ko¨nnen. Klassen mit mon-Q1Grp werden analog definiert.
Wir haben noch nicht beschrieben, wie Formeln mit freien Variablen auf
String-Signaturen behandelt werden sollen. Hier folgen wir der in [Str94,
pp. 14ff] eingefu¨hrten Notation: Formeln mit freien Variablen beschreiben
Sprachen von Wo¨rtern, an deren einzelne Buchstaben noch Variablen erster
und zweiter Ordnung angeha¨ngt werden. Diese erweiterten Wo¨rter werden
(V1,V2)-Strukturen genannt, wobei V1 eine Menge von Variablen erster Stufe
und V2 eine Menge von Variablen zweiter Stufe ist. Formal ist eine (V1,V2)-
Struktur u¨ber dem urspru¨nglichen Buchstabenalphabet Σ ein Wort u¨ber dem
Alphabet Σ× 2V1 × 2V2 .
4.3 Blattsprachen und verallgemeinerte Quantoren
Wir beweisen zuerst ein technisches Lemma, das wir in den spa¨teren Beweisen
noch beno¨tigen werden.
Lemma 4.3.1. Sei Σ ein Alphabet. Sei V1 eine Menge von Variablen ers-
ter Ordnung und sei V2 eine Menge von Variablen zweiter Ordnung. Sei
X = (X1, . . . , Xk) ein Vektor von monadischen Variablen zweiter Stufe. Sei-
en ϕ1(X), ϕ2(X), . . . , ϕs−1(X) logische Formeln, die regula¨re Mengen von
(V1,V2 ∪ {X1, . . . , Xk})-Stukturen u¨ber Σ beschreiben.
Sei Γ = (a1, a2, . . . , as) ein geordnetes Alphabet und sei L ⊆ Γ∗. Defi-
niere ϕ , QLX
[
ϕ1(X), ϕ2(X), . . . , ϕs−1(X)
]
. Dann ist ϕ eine Formel, die
eine Menge Lϕ von (V1,V2)-Strukturen u¨ber Σ definiert und es gibt einen
Blattautomaten M , der die Sprache Lϕ mit Blattsprache L akzeptiert.
Beweis. Dass ϕ eine Menge von (V1,V2)-Strukturen beschreibt, ist offen-
sichtlich, da ϕ laut Definition die Variablen X1, . . . , Xk bindet. Nun mu¨ssen
wir noch den Blattautomaten M beschreiben.
Seien M1, . . . ,Ms−1 deterministische Automaten, die Lϕ1 , . . . , Lϕs−1 ak-
zeptieren. Fu¨r 1 ≤ i < s sei Mi = (Qi,Σ × 2V1 × 2V2∪{X1,...,Xk}, δi, si, Ai).
Betrachte das u¨bliche Kreuzprodukt von Automaten Mi in der Form
M× =def
(×s−1i=1Qi,Σ× 2V1 × 2V2∪{X1,...,Xk}, δ×, (s1, s2, . . . , ss−1),×s−1i=1Ai)
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mit U¨bergangsfunktion
δ×((q1, q2, . . . , qs−1), (v, S, T )) = (δ1(q1, (v, S, T )), . . . , δs−1(qs−1, (v, S, T ))).
Unser Blattautomat
M =def
(×s−1i=1Qi,Σ× 2V1 × 2V2 , δ, (s1, s2, . . . , ss−1),Γ, β)
wird nun wie folgt definiert:
M soll nur (V1,V2)-Strukturen als Eingabe haben. Deshalb mu¨ssen wir
natu¨rlich das Verhalten von M× auf jeder mo¨glichen Instanz von X = (X1,
. . . , Xk) simulieren. Die Simulation dieser Instanzen geschieht auf den ein-
zelnen Berechnungspfaden von M .
Jede Eingabeposition von M× kann ein Element der Mengenvariable Xi
sein oder auch nicht. Anders ausgedru¨ckt: Wenn w die Eingabe von M ist,




2) von w, wobei wj ∈
Σ, Vj1 ⊆ V1 und Vj2 ⊆ V2 ist, M× fu¨r die Fa¨lle Xi ∈ Vj2 und Xi /∈ Vj2
simulieren. Also gibt es fu¨r jeden Buchstaben von w 2k Mo¨glichkeiten fu¨r
simulierte Eingaben. Wir kodieren die Elemente von P({X1, . . . , Xk}) durch
Si, 1 ≤ i ≤ 2k, wobei jede Menge Si auf folgende Weise definiert ist: Xj ∈ Si
genau dann, wenn das j-te Bit von bink(i − 1) (die Bina¨rkodierung der mit
eventuellen fu¨hrenden Nullen auf La¨nge k gepaddeten natu¨rlichen Zahl i−1)
den Wert 1 besitzt.
Die U¨bergangsfunktion von M ist nun definiert als
δ((q1, q2, . . . , qs−1), (x, S, T )) = δ×((q1, q2, . . . , qs−1), (x, S, T ∪ {S1}))
δ×((q1, q2, . . . , qs−1), (x, S, T ∪ {S2}))
...
δ×((q1, q2, . . . , qs−1), (x, S, T ∪ {S2k}))
Dabei ist zu beachten, dass die U¨berfu¨hrungsfunktion fu¨r Blattautomaten
auf Folgen von Zusta¨nden abbildet. Schließlich definieren wir
β(q1, . . . , qs−1) =def

a1, falls q1 ∈ A1,
a2, falls q1 /∈ A1 ∧ q2 ∈ A2,
...
as−1, falls q1 /∈ A1 ∧ · · · ∧ qs−2 /∈ As−2 ∧ qs−1 ∈ As−1
as, falls q1 /∈ A1 ∧ · · · ∧ qs−2 /∈ As−2 ∧ qs−1 /∈ As−1.
M auf Eingabe w = w1 . . . wn spannt nun einen Berechnungsbaum TM(w)
der Tiefe n und Grad 2k auf. Ein solcher Baum besitzt (2k)n = 2nk Bla¨tter.
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Wir werden nun zeigen, dass das Blattwort auf TM(w) identisch zum Wort
fXϕ1···ϕs−1(w) ist.
Jede der 2k Verzweigungen pro Buchstabe der Eingabe entspricht ei-
ner Menge Si, 1 ≤ i ≤ 2k. Deshalb ko¨nnen wir jeden Zweig durch einen
Bitvektor bink(i − 1) (der Si beschreibt) kodieren. Bei der Anordnung der
Bla¨tter von TM(w) sind die Verzweigungen um so wichtiger, je na¨her sie
der Wurzel des Baumes stehen. D.h. also, die Verzweigungen bei fru¨heren
Buchstaben der Eingabe sind wichtiger als die Verzweigungen bei spa¨te-
ren Buchstaben. Deshalb ko¨nnen wir einen Pfad in TM(w) durch die Bit-
folge bink(i1 − 1)bink(i2 − 1) · · · bink(in − 1) der La¨nge nk kodieren. Die Fol-
ge hat die Bedeutung: Auf dem j-ten Eingabesymbol wurde die Menge Sij
ausgewa¨hlt. Falls Pfad l eine lexikographisch kleinere Kodierung als Pfad
l′ besitzt, dann steht das Blatt von l im Blattwort TM(w) links vom Blatt
von l′. Da es genau 2k verschieden Bitfolgen bink(i) gibt, entspricht jede die-
ser Folgen einer Menge Si und somit korrespondiert sie auch zu Zweig i in
einer Verzweigung des Berechnungsbaumes. Darum ist die Menge aller 2nk
Bina¨rfolgen der La¨nge nk komplett mit Kodierungen von Berechnungspfaden
ausgefu¨llt. Daraus folgt, dass der Pfad mit Nummer l im Berechnungsbaum
durch die Bitfolge der La¨nge nk kodiert ist, die die Bina¨rdarstellung von l−1
ist.
Nun wollen wir zeigen, dass auf Pfad l das Mengentupel X
(l)
(wobei die
Notation von Definition 4.2.8 verwendet wird) simuliert wird. Die Kodierung
von Pfad l ist die Bina¨rfolge z, die die Zahl l − 1 darstellt. Wir ko¨nnen z
in n Teile der La¨nge k aufteilen: z = z1z2 . . . zn. Wie schon gesagt, kodiert




j . . . z
k
j die Simulation von Mengen Xi auf folgende
Weise: zij = 1 genau dann, wenn die Menge Xi bei Eingabesymbol j gewa¨hlt




2, . . . , z
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n des
Strings z = z11z
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2 . . . z
k




n . . . z
k
n ab. Da z aber die Zahl l − 1
repra¨sentiert, ist dies gerade die Definition des Tupels X
(l)
.
Also ko¨nnen wir schließen, dass auf Pfad l des Berechnungsbaumes das
Verhalten der Automaten M1, . . . ,Ms−1 auf Eingabe w und X
(l)
simuliert
wird. Jeder Automat Mk simuliert die Formel ϕk. Falls also bei Automat
Mk beim Lesen des letzten Buchstabens der Eingabe der Zustand qk erreicht
wird, dann gilt qk ∈ Ak ⇔ w |= ϕk(X(l)).
Wenn wir die Definition der Funktion β betrachten, dann sehen wir, dass
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der Buchstabe auf dem Blatt von Pfad l
a1, falls w |= ϕ1(X(l)),
a2, falls w |= ¬ϕ1(X(l)) ∧ ϕ2(X(l)),
...
as−1, falls w |= ¬ϕ1(X(l)) ∧ · · · ∧ ¬ϕs−2(X(l)) ∧ ϕs−1(X(l))
as, falls w |= ¬ϕ1(X(l)) ∧ · · · ∧ ¬ϕs−2(X(l)) ∧ ¬ϕs−1(X(l))
ist. Aber dies ist der l-te Buchstabe des Wortes fXϕ1···ϕs−1(w) (siehe Definition
4.2.8). Damit haben wir bewiesen, dass das Blattwort des Berechnungsbaums






ϕ1(X), ϕ2(X), . . . , ϕs−1(X)
] ⇔ fXϕ1···ϕs−1(w) ∈ L
⇔ leafstringM(w) ∈ L
Also akzeptiert M mit Blattsprache L die Sprache Lϕ. 
Eine Sprache L ⊆ Γ∗ besitzt einen neutralen Buchstaben c ∈ Γ, falls fu¨r
alle u, v ∈ Γ∗ gilt: uv ∈ L ⇐⇒ ucv ∈ L. Sei N die Klasse aller Sprachen
mit neutralem Buchstaben.
Das Hauptergebnis dieses Abschnitts lautet nun, dass endliche Automa-
ten mit Blattsprache L genau die Sprachen akzeptieren, die durch einen mo-
nadischen Q1L-Quantor definiert werden, falls L ∈ N gilt.
Satz 4.3.2. Fu¨r alle L ∈ N gilt LeafFA(L) = mon-Q1LFO.
Beweis. LeafFA(L) ⊇ mon-Q1LFO:
Sei ϕ eine mon-Q1LFO-Formel, die eine Sprache Lϕ ⊆ Σ∗ definiert. Dann
hat ϕ die Form QLX
[
ϕ1(X), ϕ2(X), . . . , ϕs−1(X)
]
, wobei die ϕi(X), 1 ≤
i ≤ s− 1 Formeln erster Ordnung sind, mit der Ausnahme, dass in ihnen die
monadischen Variablen inX vorkommen ko¨nnen. Also folgt aus Lemma 4.3.1,
dass ein Blattautomat Mϕ existieren muss, der die Sprache Lϕ akzeptiert.
LeafFA(L) ⊆ mon-Q1LFO:
Sei Γ = {a1, a2, . . . , as−1, c}, L ∈ N ∩ P(Γ∗), wobei c neutral ist, und
sei M = (Q,Σ, δ, q1,Γ, β) ein Blattautomat. Wenn M mit Blattsprache L
arbeitet, akzeptiert er eine bestimmte Sprache A ⊆ Σ∗. Wir mu¨ssen eine
mon-Q1LFO-Formel ϕ mit Lϕ = A konstruieren.
Zuerst ordnen wir das Blattalphabet so an, dass c das letzte Zeichen
in Γ ist; also Γ = (a1, a2, . . . , as−1, c). Sei Q = {q1, . . . , ql} und sei m =def
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max
{ |δ(q, a)| ∣∣ q ∈ Q, a ∈ Σ}. Die Formel ϕ wird die Form QLX[ϕ1(X),
ϕ2(X), . . . , ϕs−1(X)
]
besitzen, wobei X =def (Xm, . . . , X1, Yl, . . . , Y1) gilt.
Wir wollen die Nummer eines Berechnungspfades von M auf Eingabe
w in den Variablen Xi kodieren. Dies wird auf folgende Weise geschehen:
j ∈ Xi genau dann, wenn M beim Lesen des j-ten Zeichens von w die i-te
Alternative der Nachfolgerfunktion wa¨hlt.
In den Variablen Yi wollen wir die Folge der Zusta¨nde vonM auf Eingabe
w fu¨r einen bestimmten Berechnungspfad kodieren. Dies wird auf folgende
Weise geschehen: j ∈ Yi genau dann, wenn M (auf dem Berechnungspfad,
der durch die Variablen Xl gegeben ist) beim Lesen des j-ten Zeichens der
Eingabe im Zustand qi ist.
Die Formeln ϕk mu¨ssen also bei Eingabe w und einer Instanz von X
folgendes ausdru¨cken:
1. Alle ϕk mu¨ssen u¨berpru¨fen, ob die Xi einen Berechnungspfad von M
auf w kodieren. Falls dies nicht der Fall ist (falls z.B. ein j und i1 6= i2
mit j ∈ Xi1 und j ∈ Xi2 existieren), dann muss w 6|= ϕk(X) fu¨r alle
k ∈ {1, . . . , s− 1} gelten. (Ein Blick auf die Definition von fXϕ1···ϕs−1(w)
zeigt, dass der erzeugte Buchstabe dann c sein wird.)
2. Alle ϕk mu¨ssen u¨berpru¨fen, ob die Yi eine korrekte Folge von Zusta¨nden
vonM auf dem durch die Xi kodierten Berechnungspfad kodieren. Falls
dies nicht der Fall ist, so muss w 6|= ϕk(X) fu¨r alle k ∈ {1, . . . , s − 1}
gelten. (Der Buchstabe von fXϕ1···ϕs−1(w) wird dann wieder c sein.)
3. Falls X eine Berechnung von M kodiert, falls also die Xi die Nummer
eines Berechnungspfades und die Yi die korrekte Folge von Zusta¨nden
auf diesem Pfad kodieren, dann gilt w |= ϕk(X) genau dann, wenn M
auf dem vonXi kodierten Berechnungspfad das Blattsymbol ak erzeugt.
(Der Buchstabe von fXϕ1···ϕs−1(w) wird dann identisch zu dem von M
auf dem durch Xi kodierten Pfad sein.)
Solche FO-Formeln sind leicht zu konstuieren.
Nun zeigen wir, dass das Wort fXϕ1···ϕs−1(w) im Wesentlichen mit dem
Wort leafstringM(w) identisch ist. Das heißt genauer: Falls alle Vorkommen
von c aus beiden Wo¨rtern gelo¨scht werden, sind sie identisch. Also sind die
beiden Wo¨rter a¨quivalent, was das Enthaltensein in L angeht.
Da jede Berechnung von M durch eine bestimmte Instanz von X kodiert
wird, ist auch jeder Buchstabe von leafstringM(w) in fXϕ1···ϕs−1(w) enthalten.
Und da jede Instanz von X, die keine korrekte Berechnung von M kodiert,
den Buchstaben c in fXϕ1···ϕs−1(w) erzeugt, wissen wir, dass die Anzahl der Vor-
kommen fu¨r alle von c verschiedenen Buchstaben in beiden Worten identisch
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sind. Nun mu¨ssen wir nur noch zeigen, dass die Reihenfolge der Buchstaben
in beiden Worten identisch ist.
Seien p1 und p2 Berechnungspfade in M , u und v die auf diesen Pfaden
erzeugten Blattsymbole und X1 und X2 die Kodierungen der korrekten Be-
rechnungen, die zu diesen Pfaden geho¨ren. (Oben wurde gezeigt, dass die
Buchstaben u und v dann auch im Wort fXϕ1···ϕs−1(w) von X1 und X2 erzeugt
werden.) Wir zeigen dass p1 genau dann vor p2 positioniert ist, wenn die
Kodierung von X1 vor der Kodierung von X2 angeordnet ist.
Der Definition von fXϕ1···ϕs−1(w) zufolge kann die Kodierung einer Instanz
Xk in n Bitfolgen der La¨nge m + l aufgeteilt werden. Jede dieser Folgen
hat die Form xm . . . x1yl . . . y1. Die j-te solche Folge entspricht dem j-ten
Eingabesymbol, wobei zum einen xi = 1 ↔ j ∈ Xi gilt (es gibt immer nur
ein xi = 1, da die Xk Kodierung korrekter Berechnungen sind), und zum
anderen yi = 1↔ j ∈ Yi (es gibt auch immer nur ein yi = 1).
Zwei unterschiedliche Berechnungspfade haben eine Wortposition, an der
der erste Unterschied auftritt. Wir nennen diese Position d. Da die Berech-
nung von M bis zu d auf beiden Pfaden identisch ist, sind nicht nur die
Entscheidungen der Nachfolgerfunktion fu¨r beide Pfade bis d identisch, son-
dern auch die Folgen der von M angenommenen Zusta¨nde.
Daraus folgt aber, dass die Kodierungen derXk bis zur Bitfolge d identisch
sind. Also entscheidet diese Folge daru¨ber, welche Kodierung von ho¨herer
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der d-te String von X2.
Das eindeutige x1a = 1 ist die Wahl fu¨r die Nachfolgefunktion des d-ten
Eingabesymbols auf Berechnungspfad p1, wa¨hrend x
2
b = 1 die entsprechen-
de Auswahl fu¨r Pfad p2 ist. Dann gilt genau dann a < b, wenn p1 vor p2
in TM(w) angeordnet ist. (Dies gilt aufgrund der Ordnung, die die Nachfol-
gerfunktion auf dem Berechnungsbaum induziert.) Außerdem ist der String
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0 . . . 010 . . . 000 . . . 0y2l . . . y
2
1. Also ist die Anordnung von X1 und X2 identisch
zur Anordnung von p1 und p2.
Dies beschließt den Beweis, dass, wenn man vom Buchstaben c absieht,
die Wo¨rter fXϕ1···ϕs−1(w) und leafstring
M(w) identisch sind. Deshalb gilt
w ∈ A ⇔ leafstringM(w) ∈ L
⇔ fXϕ1···ϕs−1(w) ∈ L
⇔ w ∈ Lϕ.
Dies heißt aber, dass ϕ die von M akzeptierte Sprache A akzeptiert. 
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4.4 Monoidquantoren
Wir ko¨nnen jetzt eine Erweiterung von Proposition 4.2.3 angeben: Falls wir
den monadischen Formalismus zweiter Stufe durch Monoidquantoren erwei-
tern, erhalten wir dadurch keine gro¨ßere Ausdruckssta¨rke.







mon-Q1MonFO ⊆ mon-Q1MonSOM ⊆ SOM(mon-Q1Mon)
und
mon-Q1MonFO ⊆ FO(mon-Q1Mon) ⊆ SOM(mon-Q1Mon)
sind trivial.
Um REG ⊆ mon-Q1MonFO zu zeigen benutzen wir, dass jede regula¨re
Sprache von einer SOM-Formel definiert werden kann, die aus einem einzi-
gen Existenzquantor zweiter Stufe gefolgt von einer FO-Formel besteht. Dies
ist ein Ergebnis aus [Tho82]. Außerdem wissen wir schon, dass Existenz-
quantoren auch Monoidquantoren sind. Sie entsprechen dem Quantor QL∃
mit L∃ = 0∗1(0 + 1)∗.
Nun mu¨ssen wir nur noch SOM(mon-Q1Mon) ⊆ REG zeigen. Wir fol-
gen dabei dem Beweis von Satz III.1.1 in [Str94]. Dort wird SOM ⊆ REG
mithilfe einer Induktion u¨ber den Aufbau von SOM-Formeln gezeigt. Da
SOM(mon-Q1Mon)-Formeln auch nur SOM-Formeln mit nur einem neuen Kon-
struktionselement – den Lindstro¨mquantoren – sind, mu¨ssen wir die Induk-
tion nur um einen Fall erweitern:
Seien Σ ein Alphabet und V1 und V2 Mengen von Variablen erster bzw.
zweiter Ordnung. Eine Formel ϕ ∈ SOM(mon-Q1Mon) mit freien Variablen
V1∪V2 akzeptiert dann eine Sprache Lϕ ∈ (Σ×2V1×2V2)∗. Wir mu¨ssen zeigen,
dass Lϕ regula¨r ist. Wie wir schon erwa¨hnt haben, benutzt der Beweis eine In-
duktion (siehe [Str94, pp. 21ff]). Der neue Fall im Induktionsschritt ist nun die
Situation ϕ , QLX
[
ϕ1(X), ϕ2(X), . . . , ϕs−1(X)
]
. Nach Induktionsvoraus-
setzung existieren DEAs M1,M2, . . . ,Ms−1, die die (V1,V2 ∪ {X1, . . . , Xk})-
Strukturen, die Modelle fu¨r ϕ1, ϕ2, . . . , ϕs−1 sind, akzeptieren. Lemma 4.3.1
sagt uns dann aber, dass es einen BlattautomatenMϕ gibt, der Lϕ mit Blatt-
sprache L akzeptiert.
Da L aber regula¨r ist, sagt uns Proposition 4.2.2 wiederum, dass Lϕ eben-
falls regula¨r ist. Damit ist die Induktion gezeigt und der Beweis abgeschlos-
sen. 
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Wir ko¨nnen nun eine Normalform fu¨r die monadische Monoidlogik zweiter
Stufe angeben, wenn wir das obige Ergebnis mit dem im Beweis genannten
Ergebnis von Thomas [Tho82] verbinden:
Korollar 4.4.2. Jede SOM(mon-Q1Mon)-Formel ist a¨quivalent zu einer For-
mel der Form ∃Xϕ(X), wobei X eine Mengenvariable und ϕ eine Formel
ohne Quantoren zweiter Stufe ist.
4.5 Gruppoidquantoren
Zum Ende dieses Kapitels bescha¨ftigen wir uns noch mit der Ausdruckssta¨rke
von monadischen Gruppoidquantoren zweiter Stufe. Wir werden zeigen, dass
sie ausdrucksstark genug sind, um jede Sprache in LOGCFL zu definieren.
Dabei ist LOGCFL die Klasse aller Sprachen, die in logarithmischem Platz
auf eine kontextfreie Sprache reduzierbar sind.
Satz 4.5.1. LOGCFL ⊆ mon-Q1GrpFO.
Beweis. In [LMSV01] zeigten Lauteman et al. LOGCFL = QGrpFO. Das
heißt aber, dass es fu¨r jede Formel L ∈ LOGCFL eine Formel ϕ mit L = Lϕ
gibt, die aus einem verallgemeinerten Quantor fu¨r eine kontextfreie Sprache
und einer ihm folgenden Formel der Logik erster Stufe besteht.
Solch ein CFL-Quantor kann aber durch einen monadischen Lindstro¨m-
quantor zweiter Stufe u¨ber eine andere kontextfreie Sprache simuliert werden:
Betrachten wir die Formel ϕ , QLx1 · · ·xk
[
ψ(x1 · · ·xk)
]
, wobei ψ eine Formel
erster Stufe und L eine kontextfreie Sprache u¨ber (0, 1) ist. (Fu¨r gro¨ßere
Alphabete la¨uft der Beweis vollsta¨ndig analog ab.) Sei L′ die Sprache, die
man aus L erha¨lt, wenn man einen neutralen Buchstaben hinzunimmt. Sei
z.B. L′ u¨ber dem Alphabet (0, 1, c) definiert. Dann setzen wir
ϕ′ , QL′X1 · · ·Xk
[








xi ∈ Xi ∧ ∀y(y ∈ Xi → xi = y)
) ∧ ψ(x)),




xi ∈ Xi ∧ ∀y(y ∈ Xi → xi = y)
) ∧ ¬ψ(x)).
Dann sind nur die Mengen, die aus einem einzigen Element bestehen, Zu-
weisungen der Mengenvariable Xi, die nicht zum neutralen Buchstaben c in




fu¨hren. Und diese korrespondieren, bei gleicher relativer Anord-




(w) ∈ L′ ⇐⇒ f (x1,...,xk)ψ (w) ∈ L, und somit gilt Lϕ = Lϕ′ .
Damit haben wir gezeigt, dass LOGCFL = QGrpFO ⊆ mon-Q1GrpFO
gilt. 
Nachdem sie in [PV01] endliche Blattautomaten eingefu¨hrt hatten, unter-
suchten Peichl und Vollmer die Ma¨chtigkeit verschiedener Klassen von Blatt-
sprachen. Ein spezieller Fall, der in diesem Artikel offen gelassen wurde, ist
die Frage, wie ma¨chtig Blattautomaten mit kontextfreien Blattsprachen sind;
mit anderen Worten, wie sich die Klasse LeafFA(CFL) zu anderen, bekann-
ten Klassen verha¨lt. Die einzigen bekannten oberen und unteren Schranken
waren CFL ( LeafFA(CFL) ⊆ DSPACE(n2) ∩ DTIME(2O(n)). Wir ko¨nnen
nun die untere Schranke verbessern:
Korollar 4.5.2. LOGCFL ⊆ LeafFA(CFL).
Beweis. Satz 4.5.1 liefert uns LOGCFL ⊆ mon-Q1GrpFO = mon-Q1CFLFO.
Satz 4.3.2 sagt uns aber, dass die letztere Klasse mit LeafFA(CFL) identisch
ist. Beides zusammen ergibt LOGCFL ⊆ LeafFA(CFL). 
4.6 Offene Fragen
Es ist uns noch immer nicht mo¨glich, eine vollsta¨ndige Einordnung der Klas-
se LeafFA(CFL) vorzunehmen. Ist die Inklusion LOGCFL = QGrpFO ⊆
mon-Q1GrpFO = Leaf
FA(CFL) echt, sind also Lindstro¨mquantoren zweiter
Stufe in diesem Zusammenhang ma¨chtiger als Quantoren erster Stufe? An-
ders betrachtet: Es ist relativ einfach zu sehen, dass jede Sprache der Klasse
LeafFA(CFL) durch Kellerautomaten mit linear großem Hilfsband und expo-
nentieller Zeitbeschra¨nkung akzeptiert werden kann. Das heißt
LOGCFL = NAuxPDA-SPACE-TIME(log n, nO(1))
⊆ LeafFA(CFL)
⊆ NAuxPDA-SPACE-TIME(n, 2O(n)).
Ist eine dieser Inklusionen vielleicht eine Gleichheit?
Wir haben gesehen, dass es sehr einfache regula¨re Sprachen L gibt, fu¨r
die Q1LFO = REG. Da wa¨ren z.B. L∃ oder die ”
deterministische“ Sprache
Ldet = 1(0+1)
∗ (die als Blattsprache u¨ber TM die Klasse P beschreibt). Gibt
es vielleicht noch restriktivere Quantoren, mit deren Hilfe man interessante
Unterklassen von REG beschreiben kann?




Bisher haben wir uns ausschließlich mit Komplexita¨tsklassen von Mengen
bescha¨ftigt. Ein Gebiet der Komplexita¨tstheorie sind aber auch Komple-
xita¨tsklassen von Funktionen. Will man den Ressourcenverbrauch bei der
Berechnung einer Funktion messen, muss man zuerst ein Berechnungsmodell
festlegen. In unserem Fall sind dies TM, die ein Wort u¨ber einem Alphabet
ausgeben, die Transducer.
Jede deterministische Komplexita¨tsklasse von Mengen besitzt ein Pen-
dant auf der Funktionenseite. So ist z.B. FP, die Klasse der in Polynomi-
alzeit von einem deterministischen Transducer berechenbaren Funktionen,
die Entsprechung zur Klasse P der in Polynomialzeit entscheidbaren Mengen
und FPSPACE, die Klasse der in polynomiellem Platz von einem determinis-
tischen Transducer berechenbaren Funktionen die Entsprechung zur Klasse
PSPACE der in polynomiellem Platz entscheidbaren Mengen.
Da ein nichtdeterministischer Transducer auf seinen verschiedenen Be-
rechnungspfaden verschiedene Ausgaben berechnen kann, muss eine Methode
gefunden werden, wie man daraus einen eindeutigen Funktionswert erzeugen
soll. Es gibt mehrere Mo¨glichkeiten, einen nichtdeterministischen Transducer
einen Funktionswert berechnen zu lassen. Es ist z.B. mo¨glich, die Anzahl der
verschiedenen Ergebnisse zu za¨hlen; so erha¨lt man die Klasse span-P. Man
kann auch nur die Pfade za¨hlen, auf denen ein von 0 verschiedenes Ergebnis
herauskommt; so erha¨lt man die Klasse #P.
In [KSV00] wurde ein Methode eingefu¨hrt, um eine einheitliche Beschrei-
bung aller Klassen, die mit nichtdeterministischen Transducern erzeugt wer-
den ko¨nnen, zu ermo¨glichen. Die Methode der Blattfunktionen ist inspiriert
von der in [BCS92] eingefu¨hrten Methode der Blattsprachen. Das Prinzip die-
ser Methode lautet: Ein Transducer generiert auf einer Eingabe einen Vektor
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von Werten. Auf diesen Vektor wird nun eine Funktion – die Blattfunktion
– angewandt und der Funktionswert ist das Ergebnis der Berechnung.
Ein Resultat aus [HLS+93] ist die Tatsache, dass die Klasse PSPACE
durch eine regula¨re Blattsprache beschrieben werden kann. Dies ist insofern
bemerkenswert als PSPACE eine platzbeschra¨nkte Klasse ist, wa¨hrend alle
Blattsprachenklassen ja zeitbeschra¨nkte Klassen sind. In diesem Kapitel soll
fu¨r die Funktionenklasse FPSPACE ein a¨hnliches Ergebnis erzielt werden wie
fu¨r PSPACE. Es wird gezeigt, dass es eine
”
einfache“ Blattfunktion gibt, die
FPSPACE beschreibt, na¨mlich die Matrixmultiplikation. Wenn man einer
Funktion f die Blattsprachenklasse f -FP zuordnet (siehe 5.2.1), dann heißt
die obige Aussage genauer:
Satz 5.1.1. Sei F eine Funktion, die als Eingabe eine Folge von 3 × 3-
Matrizen mit Eintra¨gen aus {−1, 0, 1} erha¨lt und den linken oberen Eintrag
des Produktes dieser Matrizen ausgibt. Dann gilt F-FP = FPSPACE.
Wa¨hrend wir diesen Satz beweisen, werden wir noch eine Vielzahl anderer
Beschreibungen fu¨r FPSPACE finden, unter anderem durch Straight-Line-
Programme und Matrixprogramme.
Es gibt noch andere Beschreibungen von FPSPACE durch einfache Blatt-
funktionen, wie die folgende von Wagner mit einem endlichen Automaten
[Wag02].
Satz 5.1.2. Es gibt einen endlichen Automaten M mit Ausgabe, so dass fu¨r
die von M berechnete Funktion fM gilt: fM -FP = FPSPACE.
Beweis. Sei f ∈ FPSPACE. Dann ist die Menge { (x, i) ∣∣ f(x)i = 1} in
PSPACE. Es existiert eine NPTM M , die mit einer bestimmten regula¨ren
Blattsprache B die Menge akzeptiert. Nun ko¨nnen wir eine NPTM M ′ defi-
nieren, die wie folgt arbeitet: Auf Eingabe x verzweigt M ′ sich zuerst in so
viele Pfade, dass die Zahl der Pfade auf jeden Fall mindestens so hoch ist wie
|f(x)|. Jeder Pfad entspricht einem i. Auf dem zu i geho¨renden Pfad wird
dann M auf Eingabe (x, i) simuliert. Außerdem muss M ′ noch sicherstellen,
dass alle Blocks fu¨r verschiedene Werte von i durch ein spezielles Symbol #
auf dem Blattwort getrennt sind. Sei nun M ′′ ein endlicher Automat, der als
Eingabe ein Blattwort von M ′ erha¨lt und wie folgt arbeitet: Wa¨hrend M ′′
die Symbole eines Blocks fu¨r ein i liest, simuliert er einen weiteren endlichen
Automaten M ′′′, der B akzeptiert. Sobald M ′′ auf ein durch # markiertes
Blockende trifft, gibt er 1 aus genau dann, wenn sich M ′′′ in einem Endzu-
stand befindet und 0, wenn nicht. Beim na¨chsten Block beginnt M ′′ dann
erneut die Simulation von M ′′′ vom Startzustand aus. Also gibt M ′′ nur an
den Trennsymbolen # ein Zeichen aus und diese Zeichen ergeben zusammen
genau f(x). 
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Leider hilft diese Beschreibung nicht dabei, die innere Struktur der Klasse
FPSPACE deutlich zu machen.
5.2 Grundlagen
5.2.1 Komplexita¨tsklassen von Funktionen
Wir halten ein Alphabet Σ = {0, 1} fest. Deterministische TM berechnen
Funktionen f : Σ∗ → Σ∗. Wir benutzen eine der bekannten Bijektionen zwi-
schen Σ∗ und den natu¨rlichen Zahlen N bzw. den ganzen Zahlen Z um TM
Funktionen f : Σ∗ → N bzw. f : Σ∗ → Z berechnen zu lassen. Die Klasse aller
Funktionen f : Σ∗ → Z, die von TM mit polynomiellem Platzbedarf berech-
net werden ko¨nnen, nennen wir FPSPACE. In diesem Fall tra¨gt die Anzahl
der Zellen, die auf dem Ausgabeband verbraucht werden, nicht zum Platz-
bedarf der Maschine bei; deshalb darf der Ausgabewert einer FPSPACE-
Funktion exponentiell lang im Vergleich zur Eingabe sein. Die Klasse aller
Funktionen f : Σ∗ → N, die von PSPACE-TM berechnet werden ko¨nnen,
nennen wir FPSPACE+.
Wir werden einige Za¨hlfunktionen benutzen: Fu¨r eine TM M und Einga-
be x definieren wir acc(M,x) als die Anzahl akzeptierender und rej(M,x)
als die Anzahl ablehnender Berechnungspfade von M auf x. Wir definieren
#PSPACE als die Klasse von Funktionen f : Σ∗ → N, fu¨r die eine NPSPACE-
TM existiert, so dass fu¨r alle x gilt f(x) = acc(M,x). Außerdem definieren
wir Gap-PSPACE als die Klasse aller Funktionen f : Σ∗ → Z, fu¨r die eine
NPSPACE-TM existiert, so dass fu¨r alle x gilt f(x) = acc(M,x)−rej(M,x).
SeiM eine APTIME-TM. Ein akzeptierender Berechnungsbaum (oder Be-
weisbaum) [VT89] auf Eingabe x ist ein Teilbaum T ′ des Berechnungsbaumes
TM(x) von M auf x, dessen Wurzel mit der von TM(x) u¨bereinstimmt, dessen
Bla¨tter akzeptierende Bla¨tter von TM(x) sind und dessen Knoten folgende
Bedingungen erfu¨llen:
• Jeder existenzielle Knoten in T ′ hat genau einen Nachfolger in T ′.
• Jeder universelle Knoten in T ′ hat alle Knoten, die Nachfolger in TM(x)
sind, auch als Nachfolger in T ′.
Dann definieren wir #(M,x) als die Anzahl unterschiedlicher akzeptierender
Berechnungsba¨ume von M auf Eingabe x und wir definieren #APTIME als
die Klasse aller Funktionen f : Σ∗ → N, fu¨r die es eine APTIME-TMM gibt,
so dass fu¨r alle x gilt f(x) = #(M,x).
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Proposition 5.2.1 [Lad89]. FPSPACE+ = #PSPACE = #APTIME.
In [KSV00] wurde ein allgemeines Konstrukt zur Beschreibung von Funk-
tionenklassen vorgestellt, welches starke A¨hnlichkeit mit dem Prinzip der
Blattsprachen besitzt. Wir werden eine leicht vereinfachte Version benutzen,
die fu¨r unsere Zwecke ausreicht:
Sei Γ ein Alphabet und sei Ω die Menge aller endlichen Vektoren (Fol-
gen) von Elementen aus Γ. Eine Blattfunktion ist eine Funktion F : Ω → Z,
die diese Vektoren auswertet. (In [KSV00] wurde eine etwas allgemeinere
Form von Blattfunktionen eingefu¨hrt, die dort Generators genannt wurde.)
Jede Blattfunktion F definiert eine Klasse F -FP. Dies ist die Klasse aller
Funktionen f : Σ∗ → Z, fu¨r die Polynomialzeit-berechenbare Funktionen
g : Σ∗ × N → Γ und h : Σ∗ → N existieren, so dass fu¨r alle x ∈ N die
Folge Sx = (g(x, 0), g(x, 1), . . . , g(x, h(x))) zu Ω geho¨rt und außerdem gilt
f(x) = F (Sx). Man denke bei g(x, i) an die Ausgabe auf Pfad i einer nicht-
deterministischen TM auf Eingabe x und bei Sx an die Folge der Ausgaben
der TM, also das Blattwort von M(x), das von der Blattfunktion F ausge-
wertet wird.
Seien F1 und F2 zwei Funktionenklassen. Wir definieren F1 − F2 als die
Klasse der Differenzen von Funktionen aus F1 und F2 (nicht zu verwech-
seln mit F1 \ F2). D.h. also F1 − F2 =def
{
f
∣∣ es gibt f1 ∈ F1 und f2 ∈





Arithmetische Schaltkreise u¨ber den natu¨rlichen Zahlen besitzen Eingabe-
gatter mit Werten aus {0, 1} und konstante Gatter 0, 1 und −1. Ihre inne-
ren Knoten sind Gatter, die Addition und Multiplikation berechnen. Ein
arithmetischer Schaltkreis mit n Eingabegattern berechnet eine Funktion
f : {0, 1}n → Z auf die offensichtliche Weise.
Sei C = (Cn)n∈N eine Familie arithmetischer Schaltkreise, wobei Cn n
Eingabegatter besitzt und seien s, d : N→ N Funktionen. Wir sagen, dass C
die Gro¨ße s (Tiefe d) besitzt, falls fu¨r jedes n ∈ N die Anzahl der Gatter in
Cn nicht gro¨ßer ist als s(n) (die La¨nge des la¨ngsten Pfades in Cn nicht gro¨ßer
ist als d(n)).
Seien F : {0, 1}∗ → Z und s, d : N → N Funktionen. Wir sagen F ∈
AC-SIZE-DEPTH(s, d), falls eine Familie C arithmetischer Schaltkreise der
Gro¨ße s und Tiefe d existiert, so dass fu¨r alle x ∈ {0, 1}∗ gilt f(x) = C|x|(x).
5.2. GRUNDLAGEN 53
Straight-Line-Programme
Ein n-Eingaben-Straight-Line-Programm, das m Register benutzt, ist nach
[BOC92] (wobei Ben-Or und Cleve diese spezielle Form von Programmen
als Linear-Bijection-Straight-Line-Programs bezeichneten) eine Folge SP =
(st)1≤t≤l von Instruktionen, wobei jede Instruktion st eine der folgenden For-
men besitzt:
• Rj ← Rj + c ∗Ri,
• Rj ← Rj − c ∗Ri,
• Rj ← Rj + xk ∗Ri, oder
• Rj ← Rj − xk ∗Ri;
wobei i, j ∈ {1, . . . ,m}, i 6= j, c ∈ {0, 1} und k ∈ {1, . . . , n}. Wir nennen l
die La¨nge von SP .
Ein solches Programm berechnet eine Funktion fSP : {0, 1}n → Z wie
folgt: Sei x = x1 · · ·xn. Zu Beginn der Berechnung hat das Register R1 den
Inhalt 1 und alle u¨brigen Register haben den Inhalt 0. Dann werden die
Instruktionen s1; s2; . . . ; sl in dieser Reihenfolge ausgefu¨hrt; dabei a¨ndern sie
den Inhalt der Register in der natu¨rlichen Weise. Schließlich ist der Inhalt
des Registers R1 das Ergebnis der Berechnung, also der Wert von fSP (x).
Sei SP = (SPn)n∈N eine Familie von Straight-Line-Programmen und sei
s : N → N eine Funktion. Wir sagen, dass SP die Gro¨ße s besitzt, falls fu¨r
jedes n ∈ N die La¨nge von SPn nicht gro¨ßer als s(n) ist. Seien F : {0, 1}∗ → Z
und s, r : N→ N Funktionen. Wir sagen F ∈ SLP-SIZE-REG(s, r), falls eine
Familie SP von Straight-Line-Programmen der Gro¨ße s existiert, so dass kein
SPn mehr als r(n) Register benutzt und fu¨r alle x ∈ N gilt f(x) = SP|x|(x).
Matrixprogramme
Als d-dimensionales n-Eingaben-Matrixprogramm bezeichnen wir eine Folge
MP = (Nt)1≤t≤l von d × d-Matrizen, deren Eintra¨ge Elemente der Menge
{−1, 0, 1} ∪ {x1, . . . , xn,−x1, . . . ,−xn} sind (siehe [CMTV98]). Wir nennen
l die La¨nge des Programmes.
Ein solches Programm berechnet eine Funktion fMP : {0, 1}n → Z wie
folgt: Sei x = x1 · · ·xn. Das Ergebnis der Berechnung von MP ist
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in anderen Worten: fMP (x) ist der linke obere Eintrag der Matrix
∏l
t=1Nt.
SeiMP = (MPn)n∈N eine Familie von Matrixprogrammen und sei s : N→
N eine Funktion. Wir sagenMP hat die Gro¨ße s, falls die La¨nge vonMPn fu¨r
kein n ∈ N gro¨ßer als s(n) ist. Seien F : {0, 1}∗ → Z und s, d : N→ N Funk-
tionen. Wir sagen F ∈ MP-SIZE-DIM(s, d) falls eine Matrixprogrammfamilie
MP der Gro¨ße s existiert, so dass alleMPn die Dimension d(n) besitzen und
dass fu¨r alle x ∈ N gilt f(x) =MP|x|(x).
Uniformita¨t
Jedem Berechnungsbaum TM(x) einer alternierenden TM M auf Eingabe x
kann ein arithmetischer Schaltkreis CM(x) auf folgende Weise zugeordnet wer-
den:
1. Jeder existenzielle Knoten in TM(x) ist ein Additionsgatter in CM(x).
2. Jeder universelle Knoten in TM(x) ist ein Multiplikationsgatter in CM(x).
3. Zwei Knoten, die durch eine Kante in TM(x) verbunden sind, sind durch
einen Draht in CM(x) verbunden.
4. Falls ein Pfad in TM(x) akzeptierend ist – was bedeutet, dass eine 1
auf dem Blatt ausgegeben wird –, so ist das korrespondierende Gat-
ter in CM(x) die Konstante 1. Falls ein Pfad ablehnend ist, so ist das
entsprechende Gatter die Konstante 0.
5. Die Wurzel von TM(x) ist das Ausgabegatter von CM(x).
Es ist nun einfach zu sehen, dass #(M,x) = CM(x) gilt. Wir sagen dann,
dass M(x) den Schaltkreis CM(x) beschreibt. Man beachte, dass der Schalt-
kreis keine Eingabegatter besitzt.
Wir sagen, dass M schaltkreiserhaltend ist, falls M fu¨r jede Eingabe x
einen vollsta¨ndigen bina¨ren Berechnungsbaum TM(x) erzeugt und falls sich
die Berechnungsba¨ume fu¨r verschiedene Eingaben gleicher La¨nge ho¨chstens
an den Ausgabewerten der Bla¨tter unterscheiden du¨rfen.
Um arithmetische Schaltkreise mit Eingabegattern beschreiben zu ko¨n-
nen, mu¨ssen wir alternierende Transducer betrachten. Ein alternierender
Transducer M auf Eingabe x beschreibt einen arithmetischen Schaltkreis
CM(x), falls M nur Ausgaben aus der Menge {−1, 0, 1, 2, 3, 4, . . . , |x|+1} auf
seinen Bla¨ttern produziert. Der dadurch beschriebene Schaltkreis ist wie bei
TM, mit dem folgenden Unterschied:
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4. Falls auf einem Blatt von TM(x) die Ausgabe eine Zahl 2 ≤ i ≤ |x|+ 1
ist, dann ist das entsprechende Gatter in Cx ein Eingabegatter mit
Beschriftung xi−1. Falls die Ausgabe eine Zahl −1 ≤ i ≤ 1 ist, so ist
das entsprechende Gatter eine Konstante i.
Der vom Schaltkreis auf Eingabe x berechnete Wert ist CM(x)(x). Falls
der Transducer M fu¨r alle Eingaben der gleichen La¨nge identische Berech-
nungsba¨ume erzeugt (was eine sta¨rkere Bedingung als
”
schaltkreiserhaltend“
ist), dann nennen wir die erzeugten arithmetischen Schaltkreise CM(|x|). Der
Transducer beschreibt dann eine Schaltkreisfamilie CM .
Wir sagen nun, dass ein Schaltkreisfamilie C UFBT-uniform ist, falls sie
in der oben beschriebenen Weise durch einen Polynomialzeit-Transducer be-
schrieben werden kann.
Eine Familie SLP von Straight-Line-Programmen ist UFBT-uniform, falls
ein nichtdeterministischer Polynomialzeit-Transducer existiert, der nur voll-
sta¨ndige bina¨re Berechnungsba¨ume erzeugt und der auf Eingabe x als Blatt-
wort das Straight-Line-Programm SLP|x| ausgibt, wobei die einzelnen In-
struktionen auf den Bla¨ttern ausgegeben werden.
Die Definition fu¨r Matrixprogramme ist analog: Wir mu¨ssen einen nicht-
deterministischen Polynomialzeit-Transducer finden, der auf Eingabe x auf
seinen Bla¨ttern die Matrizen von MP|x| ausgibt.
Boolesche Schaltkreise
Fu¨r den Beweis von Lemma 5.3.1 beno¨tigen wir den Begriff der Booleschen
Schaltkreise. Eine ausfu¨hrliche Abhandlung u¨ber dieses Thema findet sich
z.B. in [Vol99a].
Boolesche Schaltkreise untescheiden sich von den arithmetischen Schalt-
kreisen dadurch, dass sie statt der Additions- und Multiplikationsgatter ∧-
und ∨-Gatter besitzen. Wir betrachten nur Boolesche Schaltkreise mit einem
einzigen Ausgabegatter. Ein Boolescher Schaltkreis Bn mit n Eingabegattern
berechnet also eine Funktion fBn : {0, 1}n → {0, 1}. Eine Familie B Boole-
scher Schaltkreise berechnet also die charakteristische Funktion einer Menge,
sie akzeptiert demnach diese Menge.
Wir sagen, dass eine Familie Boolescher Schaltkreise B von einem de-
terministischen Transducer M beschrieben wird, falls dieser Transducer auf
Eingabe 1n eine Kodierung des Schaltkreises Bn auf seinem Ausagabeband
ausgibt.
Fu¨r eine Funktion f bezeichnen wir mit UL-SIZE(f) die Klasse aller Men-
gen L, fu¨r die eine Schaltkreisfamilie der Gro¨ße f existiert, die L akzeptiert
und die von einem deterministischen Transducer M mit Platzbedarf log(p)
beschrieben wird.
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5.3 Resultat
Wir beno¨tigen zwei technische Lemmata fu¨r den Beweis unseres Hauptresul-
tats:
Lemma 5.3.1. P ⊆ UFBT-AC-SIZE-DEPTH(2nO(1) , nO(1)).
Beweis. Sei L ∈ P. Wir wissen (siehe z.B. [Vol99a] Korollar 2.30.), dass
P = UL-SIZE(n
O(1)). D.h. also, dass es ein Polynom p gibt und dass ein de-
terministischer Transducer M mit Raumkomplexita¨t log(p) existiert, der auf
Eingabe 1n auf seinem Ausgabeband einen bina¨ren Booleschen Schaltkreis Bn
der Gro¨ße (und damit natu¨rlich auch Tiefe) p(n) ausgibt. Dieser Schaltkreis
akzeptiert genau die Wo¨rter x der La¨nge n, fu¨r die x ∈ L gilt. Da log(p(n))
die Raumkomplexita¨t von M ist, ist die Zeitkomplexita¨t 2log(p(n)) = p(n).
Damit ist M also ein Polynomialzeit-Transducer.
Wir wollen nun Booleschen Schaltkreise durch arithmetische Schaltkreise
simulieren. Dabei hilft uns die Tatsache, dass fu¨r x, y ∈ {0, 1} gilt: ¬x =
1+ (−1) · x, x ∨ y = x · (1 + (−1) · y) + y und x ∧ y = x · y. Also ko¨nnen wir
jedes Boolesche Gatter durch einen bina¨ren arithmetischen Schaltkreis mit
ho¨chstens 4 Gattern ersetzen, der bei gleicher Eingabe das gleiche Ergebnis
liefert. Bemnach ko¨nnen wir eine Familie A bina¨rer arithmetischer Schalt-
kreise mit Gro¨ße und Tiefe 4 · p(n) finden, die konstante Gatter 1 und −1
besitzen und fu¨r die gilt A|x|(x) = B|x|(x) fu¨r alle x ∈ N. Es gibt natu¨rlich
einen deterministischen Polynomialzeit-Transducer MA, der A beschreibt.
Wir mu¨ssen aber einen alternierenden Polynomialzeit-TransducerM ′ finden,
der eine Familie CM ′ total bina¨rer arithmetischer Schaltkreise produziert, fu¨r
die CM ′(|x|)(x) = A|x|(x) gilt.
M ′(x) wird zuerst MA(1|x|) simulieren und A|x| in geeigneter Kodierung
auf sein Arbeitsband schreiben. Dann wird M ′(x) einen Berechnungsbaum
aufbauen, der A|x| a¨hnelt. Da aber A|x| als arithmetischer Schaltkreis kein
Baum sein muss, M ′(x) aber nur einen Baum CM ′(x) erzeugen kann, mu¨ssen
einige Vera¨nderungen vorgenommen werden:
Jeder Unterschaltkreis von A|x|, dessen Resultat von mehr als einem Gat-
ter beno¨tigt wird, wird fu¨r jede Benutzung einmal repliziert. Diese Replika-
tion startet an der Wurzel.
Der resultierende bina¨re arithmetische Schaltkreis CM ′(x) kann durch die
Replikationen von exponentieller Gro¨ße sein, aber seine Ho¨he ist identisch zu
der von A|x|; durch diesen Prozess ist aus einem azyklischen Graph ein Baum
geworden.
Außerdem kann CM ′(x) einfach aufgeblasen werden, um zu erreichen, dass
er total balanciert ist.
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Da die Ho¨he von TM ′(|x|) = CM ′(|x|) den Wert 4 · p(|x|) besitzt, ist seine
Gro¨ße maximal 24·p(|x|). Da CM ′(|x|)(x) = A|x|(x) = B|x|(x) gilt, wissen wir,




Lemma 5.3.2. Sei f ∈ #APTIME. Dann gibt es ein Polynom r, so dass
fu¨r jedes Polynom q mit q ≥ r eine schaltkreiserhaltende APTIME-TM Mq
mit Berechnungsba¨umen der Tiefe genau q(|x|) existiert, fu¨r die gilt: f(x) =
#(Mq, x).
Beweis. Sei f ∈ #APTIME. Wir wissen, dass #PSPACE = #APTIME gilt.
Also gibt es eine NPSPACE-TMMf , die f ∈ #PSPACE zeigt. Wir benutzen
den Beweis von Proposition 5.2.1, um zu zeigen, dass eine vonMf abha¨ngige
APTM M ′ existiert mit f(x) = #(M ′, x) fu¨r alle x ∈ N. Damit ha¨tten wir
nur #APTIME ⊆ #PSPACE ⊆ #APTIME gezeigt. Wir werden den Beweis
jedoch ein wenig erweitern um gleichzeitig zu zeigen, dass man M ′ auch so
konstruieren kann, dass die TM total balancierte Berechnungsba¨ume erzeugt.
Sei x eine Eingabe fu¨r Mf die die La¨nge n besitzt. Ohne die Anzahl
akzeptierender Pfade von Mf auf x zu vera¨ndern ko¨nnen wir alle Berech-
nungen so aufblasen, dass sie – fu¨r ein Polynom p – die La¨nge 2p(n) besit-
zen. Außerdem ko¨nnen wir annehmen, dass es nur eine einzige akzeptierende
Konfiguration gibt. Wir betrachten den folgenden alternierenden Algorith-
mus reach(C,D,K), der genau dann akzeptiert, wenn Konfiguration D aus
Konfiguration C in genau 2k Schritten erreichbar ist.
function reach(C,D, k);
begin
if k = 0
then










Wa¨hle existenziell eine Konfigura-
tion E“. Diese existenzielle Verzweigung kann mithilfe eines vollsta¨ndigen
Bina¨rbaumes erzielt werden. Falls die Anzahl der Verzweigungen keine Po-
tenz von 2 ist, ko¨nnen wir den Baum mithilfe von nicht-erreichbaren Konfi-
gurationen aufblasen. Die Notation ∧ ist ein bina¨rer Operator, der bedeutet:
”
Wa¨hle universell einen der beiden Nachfolger“. Also erzeugt ein Aufruf der
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Funktion reach(C,D, k) eine vollsta¨ndig balancierten Berechnungsbaum. Der
rekursive Aufruf
”
[reach(C,E, k− 1)∧ reach(E,D, k− 1)]“ sorgt dafu¨r, dass
zwei vollsta¨ndige Ba¨ume derselben Gro¨ße an jedes Blatt des ersten Baumes
geha¨ngt werden. Dies setzt sich fort, bis k = 0 gilt und damit ist der gesamte
Berechnungsbaum vollsta¨ndig balanciert.
Da die Erzeugung des Berechnungsbaumes nur von der Eingabela¨nge –
nicht von der Eingabe selbst – abha¨ngt, sind alle Berechnungsba¨ume fu¨r
Eingaben derselben La¨nge identisch.
Der alternierende Algorithmus, der Mf auf Eingabe x simuliert, ist der
Aufruf reach(init, acc, p(n)), wobei init die Startkonfiguration von Mf auf
Eingabe x und acc die eindeutige akzeptierende Konfiguration ist.
Da durch Induktion u¨ber k gezeigt werden kann, dass die Anzahl der
Berechnungspfade von C nach D der La¨nge 2k identisch zur Anzahl der
akzeptierenden Berechnungsba¨ume von reach(C,D, k) ist, ist auch die Anzahl
der akzeptierenden Berechnungen vonMf auf Eingabe x identisch zur Anzahl
akzeptierender Berechnungsba¨ume von reach(init, acc, p(n)).
Also wird reach(init, acc, p(n)) von M ′(x) berechnet. Sei h : N → N die
Funktion, die die Ho¨he des Berechnungsbaumes in Abha¨ngigkeit der Einga-
bela¨nge berechnet. Wir ko¨nnen ein Polynom finden, das eine obere Schranke
fu¨r h bildet. Dieses Polynom wird das von uns gesuchte r. Fu¨r ein Polynom
q mit q ≥ r wird die TM Mq wie folgt arbeiten: Auf Eingabe x wird zuerst
q(|x|) brechnet. Dann wirdM ′(x) simuliert, wobei die Ho¨he des Berechnungs-
baumes mitgeza¨hlt wird. HatM ′(x) auf Ho¨he h(|x|) die Berechnung beendet,
so wird der Berechnungsbaum um q(|x|) − h(|x|) Ho¨henstufen aufgeblasen
ohne die Anzahl der akzeptierenden Pfade zu vera¨ndern. 
Unser Hauptresultat liefert nun verschiedene Charakterisierungen von
FPSPACE mithilfe von Za¨hlklassen, arithmetischen Schaltkreisen, Straight-
Line-Programmen, Matrixprogrammen und Blattsprachen. Die Aussage des
Satzes 5.1.1 ist dabei die Gleichheit (FPSPACE = F-FP) des folgenden Sat-
zes.
Satz 5.3.3. Sei Σ die Menge aller 3× 3 Matrizen u¨ber {−1, 0, 1} und F : Σ∗
→ Z mit
























Beweis. Wir zeigen, dass der folgende Inklusionskreis gilt: K1 ⊆ K3 ⊆ K4 ⊆
K5 ⊆ K6 ⊆ K7 ⊆ K8 ⊆ K1. Außerdem zeigen wir noch, dass K2 = K3 gilt.
Damit ist die Aussage bewiesen.
K1 ⊆ K3
Sei f ∈ FPSPACE. Wir mu¨ssen nun zwei NPTM M1,M2 finden, so dass fu¨r
alle x ∈ N gilt f(x) = #p(M1, x)−#p(M2, x).
Sei M ein PSPACE-Transducer, der f berechnet. Daraus ko¨nnen wir auf
einfache Weise zwei PSPACE-Transducer M+f and M
−
f konstruieren die Mf
simulieren und max{f(x), 0} bzw. max{−f(x), 0} berechnen. Beide Trans-




Das bedeutet FPSPACE ⊆ FPSPACE+ − FPSPACE+. Wir wissen aber
bereits, dass FPSPACE+ = #PSPACE. Und daraus folgt dann FPSPACE ⊆
#PSPACE−#PSPACE.
K2 = K3
“⊇”: Sei f ∈ Gap-PSPACE und sei Mf eine NPSPACE-TM, die zeigt, dass
f ∈ Gap-PSPACE. Dann gilt f(x) = acc(Mf , x)− rej(Mf , x).
Sei M+f eine NPSPACE-TM, die identisch zu Mf ist. Dann gilt natu¨rlich
acc(M+f , x) = acc(Mf , x). Wir konstruieren nun eine weitere NPSPACE-TM
M−f wie folgt: M
−
f (x) simuliert Mf (x) und invertiert auf jedem Pfad das
Akzeptanzverhalten von Mf (x). Dies bedeutet acc(M
−
f , x) = rej(Mf , x).
Insgesamt gilt f(x) = acc(M+f , x) − acc(M−f , x) fu¨r alle x, woraus f ∈
#PSPACE−#PSPACE folgt.
“⊆”: Sei f ∈ #PSPACE − #PSPACE. Dann gibt es zwei NPSPACE-
TM M1 und M2 mit f = acc(M1, x) − acc(M2, x). Wir konstruieren eine
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NPSPACE-TM Mf , die auf Eingabe x folgendermaßen arbeitet: Sie beginnt
mit einer bina¨ren Verzweigung. Auf dem ersten Pfad wird dann M1(x) simu-
liert. Falls M1 auf einem Pfad akzeptiert, so akzeptiert auch Mf . Falls M1
ablehnt, so zweigt sich M in zwei Pfade auf. Auf dem ersten akzeptiert Mf
und auf dem zweiten wird abgelehnt.
Auf dem zweiten Pfad der Verweigung zu Beginn der Berechnung wird
M2(x) simuliert. FallsM2 akzeptiert, so verzweigt sichMf in zwei Pfade; auf
dem ersten wird akzeptiert und auf dem zweiten wird abgelehnt. Falls M2
ablehnt, so lehnt auch Mf ab.
Offensichtlich gilt acc(Mf , x)− rej(Mf , x) = acc(M1, x)− acc(M2, x) fu¨r
alle x. Damit gilt aber f ∈ Gap-PSPACE.
K3 = K4
Dies folgt direkt aus Proposition 5.2.1.
K4 ⊆ K5
Sei f ∈ #APTIME − #APTIME. Also existieren zwei APTIME-TM M1
und M2 mit f(x) = #(M1, x) − #(M2, x) fu¨r alle x ∈ Σ∗. Wir mu¨ssen
nun einen alternierenden Polynomialzeit-Transducer M finden, der auf je-
de Eingabe x einen vollsta¨ndigen bina¨ren Berechnungsbaum produziert, der
einen arithmetischen Schaltkreis C|x| (nur abha¨ngig von der Eingabela¨nge)
mit C|x|(x) = #(M1, x)−#(M2, x) beschreibt.
Aufgrund von Lemma 5.3.2 wissen wir, dass zwei schaltkreiserhaltende
APTIME-TM M ′1 und M
′
2 existieren, die beide Berechnungsba¨ume der Ho¨he
q(|x|) fu¨r ein Polynom q erzeugen und fu¨r die gilt #(M1, x) = #(M ′1, x) und
#(M2, x) = #(M
′
2, x). D.h. also, dass fu¨r unseren gesuchten Transducer M
ausreichend ist, wenn C|x|(x) = #(M ′1, x)−#(M ′2, x) gilt.
Die Berechnungsba¨ume TM ′1(x) und TM ′2(x) ko¨nnen auch als arithmetische
Schaltkreise mit Ausgabe #(M ′1, x) bzw. #(M
′
2, x) betrachtet werden. Wir
konstruieren nun einen neuen schaltkreiserhaltenden Transducer M ′, der auf
Eingabe x immer konstante arithmetische Schaltkreise der Ho¨he q(|x|) + 2
mit CM ′(x) = #(M
′
1, x)−#(M ′2, x) erzeugt:
M ′(x) verzweigt sich zuerst existenziell. Auf beiden Pfaden verzweigt
M ′(x) sich dann universell. Nun gibt es vier Pfade. Auf Pfad 1 wird M ′1(x)
simuliert; auf Pfad 2 wird ein komplett balancierter Berechnungsbaum S1 der
Ho¨he q(|x|) erzeugt, der, als arithmetischer Schaltkreis CS1 ohne Eingabe in-
terpretiert, den Wert 1 ausgibt. Auf Pfad 3 wird ein komplett balancierter Be-
rechnungsbaum S2 der Ho¨he q(|x|) erzeugt, der, als arithmetischer Schaltkreis
CS2 ohne Eingabe interpretiert, denWert−1 ausgibt. Auf Pfad 4 wird schließ-
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lichM ′2(x) simuliert. Offensichtlich gilt CM ′(x) = (CM ′1(x)∗1)+(−1∗CM ′2(x)) =
#(M ′1, x)−#(M ′2, x).
Nun ko¨nnen wir unseren gesuchten Transducer M konstruieren: M ′ ist
schaltkreiserhaltend. Das heißt, dass seine Berechnungsba¨ume – mit der Aus-
nahme der Bla¨tter selbst, die von der Eingabe abha¨ngen – nur von der Einga-
bela¨nge abha¨ngen. Die einzigen Bla¨tter, die aber tatsa¨chlich von der Einga-
be abha¨ngen sind die der Teilba¨ume TM ′1(x) und TM ′2(x). Jedes dieser Bla¨tter
kann in deterministischer Polynomialzeit berechnet werden. Demnach ko¨nnen
wir einen Polynomialzeit-Transducer M ′p finden, der auf Eingabe (x, n) mit
1 ≤ n ≤ 2q(|x|)+2 die Ausgabe des Pfades n von M ′(x) berechnet. Dann
ko¨nnen wir aber aufgrund von Lemma 5.3.1 einen Polynomialzeit-Transducer
M ′c finden, der auf Eingabe (x, n) einen arithmetischen Schaltkreis erzeugt,
der M ′p(x, n) berechnet.
Der TransducerM simuliert nun auf Eingabe x den TransducerM ′(x) und
simuliert dann, nachdem er Pfad n dessen Berechnungsbaumes beendet hat,
M ′c(x, n). Durch diese Simulation wird das Blatt n von CM ′(x) durch einen
weiteren arithmetischen Schaltkreis ersetzt. Dieser Schaltkreis hat allerdings
die virtuelle Eingabe (x, n). Falls eines seiner Eingabebla¨tter sich auf ein Bit
von n bezieht, dann muss M(x) dieses Eingabegatter durch ein konstantes
Gatter ersetzten, das den gleichen Wert besitzt wie dieses Bit von n. Danach
mu¨ssen noch alle Ba¨ume derM ′p(x, n) zu gleicher Gro¨ße ”
aufgebla¨ht“ werden,
ohne die Berechnung zu vera¨ndern.
Der resultierende Berechnungsbaum TM(x) ha¨ngt nur von der Eingabe-
la¨nge ab und ist ein vollsta¨ndiger Bina¨rbaum. Die Ausgaben an seinen Bla¨t-
tern sind alle aus der Menge {−1, 0, 1, 2, 3, . . . , |x|+1} und der arithmetische
Schaltkreis, der von ihm beschrieben wird, hat die Eigenschaft C|x|(x) =
#(M ′1, x)−#(M ′2, x).
Damit haben wir f ∈ UFBT-AC-SIZE-DEPTH(2nO(1) , nO(1)) gezeigt.
K5 ⊆ K6
Sei f ∈ UFBT-AC-SIZE-DEPTH(2nO(1) , nO(1)). Dann existiert ein alternieren-
der Polynomialzeit-Transducer M , der nur vollsta¨ndige Berechnungsba¨ume
produziert fu¨r die gilt CM(|x|)(x) = f(x).
Es ist seit [BOC92] bekannt, dass die Berechnung eines arithmetischen
Schaltkreises u¨ber den ganzen Zahlen durch ein Straight-Line-Programm mit
nur drei Registern simuliert werden kann (siehe dazu auch [Vol99a], Theo-
rem 5.15). Sei P|x| das Straight-Line-Programm, das den Schaltkreis CM(|x|)
simuliert. Wir werden nun zeigen, dass es einen Polynomialzeit-Transducer
MS gibt, der auf Eingabe x auf dem Blatt jedes seiner Berechnungspfade
eine Instruktion von P|x| ausgibt, so dass das gesamte Blattwort das gesamte
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Programm in korrekter Reihenfolge darstellt. Wir sagen dann, dass MS(x)
das Straight-Line-Programm P|x| beschreibt.
Dabei bedienen wir uns des Beweises von Theorem 5.15 in [Vol99a]. Dort
wird, nach Ben-Or and Cleve [BOC92], der Begriff des Offsets eingefu¨hrt:
Ein Straight-Line-Programm mit Registern R1, . . . , Rk erzeugt einen Offset
o in Register Ri, 1 ≤ i ≤ k, falls bei beliebigem Registerinhalt in allen
Registern vor Start des Programms, wobei Ri den Inhalt x besitzt, sich der
Inhalt aller Register mit Ausnahme von Ri nach Ausfu¨hrung des Programms
nicht gea¨ndert hat und Ri den Inhalt x+ o hat.
Sei C ein Gatter eines arithmetischen Schaltkreises und seien i, j, k ∈
{1, 2, 3} mit {i, j, k} = {1, 2, 3} die Register. Wir wollen ein Straight-Line-
Programm finden, das in Register Rj einen Offset von Ri∗fC erzeugt und ein
Programm, das in Register Rj einen Offset von −Ri ∗ fC erzeugt. Der oben
genannte Beweis zeigt, das dies mo¨glich ist. Die Programme haben folgende
Form:
Falls C ein Eingabegatter ist, so lauten die Programme Rj ← Rj+fC ∗Ri
bzw. Rj ← Rj−fC ∗Ri. Falls C die direkten Vorga¨nger D und E besitzt und
falls gilt fC = fD + fE bzw. fC = fD ∗ fE, dann ko¨nnen wir die Programme
fu¨r fC unter der Annahme, dass schon Straight-Line-Programme fu¨r fD und
fE existieren, konstruieren:
Existentielles Gatter
Offset von Ri ∗ fC in Rj:
1. Offset von Ri ∗ fD in Rj;
2. Offset von Ri ∗ fE in Rj;
3. Offset von Ri ∗ fE in Rj;
4. Offset von −Ri ∗ fE in Rj.
Offset von −Ri ∗ fC in Rj:
1. Offset von −Ri ∗ fD in Rj;
2. Offset von −Ri ∗ fE in Rj;
3. Offset von Ri ∗ fE in Rj;
4. Offset von −Ri ∗ fE in Rj.
In beiden Programmen neutralisiert das vierte Unterprogramm den Ef-
fekt des dritten Unterprogramms. Die Programme wu¨rden also dasselbe
leisten, wenn die beiden letzten Unterprogramme fehlen wu¨rden. Die-




Offset von Ri ∗ fC in Rj:
1. Offset von −Rk ∗ fE in Rj;
2. Offset von Ri ∗ fD in Rk;
3. Offset von Rk ∗ fE in Rj;
4. Offset von −Ri ∗ fD in Rk.
Offset von −Ri ∗ fC in Rj:
1. Offset von Rk ∗ fE in Rj;
2. Offset von Ri ∗ fD in Rk;
3. Offset von −Rk ∗ fE in Rj;
4. Offset von −Ri ∗ fD in Rk.
Offensichtlich benutzt jedes Programm genau 4 Unterprogramme und in
jedem Unterprogramm wird nur das Resultat eines einzigen arithmetischen
Gatters benutzt. Fu¨r einen vollsta¨ndig balancierten arithmetischen Schalt-
kreis der Tiefe d wird das resultierende Straight-Line-Programm aus genau 4d
Instruktionen bestehen. Da C|x| vollsta¨ndig balanciert ist, gilt die Eigenschaft
auch fu¨r diesen Schaltkreis.
Wir verwenden im Weiteren den Begriff der Konfigurationen, der benutzt
wird, um die Situation eines Transducers zu einem bestimmten Zeitpunkt
seiner Berechnung zu beschreiben. Die Informationen, die beno¨tigt werden,
um eine Konfiguration eines Transducers zu beschreiben, sind die Inhalte
der Ba¨nder, die Positionen der Ko¨pfe und der Zustand des Transducers. Fu¨r
einen Transducer N und Konfiguration c nennen wir die Berechnung von
N , die bei Konfiguration c startet, N(c). Sie erzeugt den Berechnungsbaum
TN(c).
Sei c eine Konfiguration, die von M auf Eingabe x erreicht wird und sei
der Zustand von c universell, existentiell oder ein Endzustand. Dann erzeugt
M(c) den Berechnungsbaum TM(c), der auf schon bekannte Weise als arith-
metischer Schaltkreis aufgefasst werden kann. Sei G(c) das Gatter an der
Wurzel von TM(c). Wir werden nun durch Induktion u¨ber die Ho¨he h von
TM(c) zeigen, dass ein nichtdeterministischer Polynomialzeit-Transducer M
′
s
existiert, der fu¨r i 6= j sowohl das Straight-Line-Programm, das den Offset
Rj ∗ fG(x,c) in Register Ri erzeugt, als auch das Straight-Line-Programm, das
−Rj ∗ fG(x,c) in Register Ri erzeugt, beschreiben kann.
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h = 0: Die Wurzel von G(c) ist das einzige Gatter von TM(c). Dies bedeutet,
dass M bei Konfiguration c einen Endzustand erreicht hat. Also gibt
M(c) direkt einen Wert fG(c) ∈ {−1, 0, 1, 2, . . . , |x| + 1} aus. Falls das
zu beschreibende Straight-Line-Programm
”
Erzeuge Offset Rj ∗ fG(x,c)
in Register Ri“ lautet, dann gibt M
′
S den Straight-Line-Befehl ”
Rj ←
Rj + fG(x,c) ∗Ri“ aus. Falls ”Erzeuge Offset −Rj ∗ fG(c) in Register Ri“
zu beschreiben war, so wird
”
Rj ← Rj − fG(c) ∗Ri“ ausgegeben.
h→ h+ 1: G(c) hat zwei Vorga¨ngergatter D(c1) and E(c2), wobei c1 die
Konfiguration ist, die auf der linken Verzweigung des Berechnungs-
baums TM(c) die erste Konfiguration mit universellem, existentiellem
oder Endzustandund ist und c2 die entsprechende Konfiguration auf
der rechten Seite. Sei G(c) ein universelles Gatter und das zu beschrei-
bende Straight-Line-Programm laute
”
Erzeuge Offset Rj ∗ fG(x,c) in
Register Ri“.
M ′S(c) teilt sich in 4 A¨ste auf. (Da wir einen Bina¨rbaum beno¨tigen,
geschieht dies in zwei Schritten.) Auf den A¨sten werden dann folgende
Straight-Line-Programme beschrieben:
1. Offset von −Rk ∗ fE(c2) in Rj;
2. Offset von Ri ∗ fD(c1) in Rk;
3. Offset von Rk ∗ fE(c2) in Rj;
4. Offset von −Ri ∗ fD(c1) in Rk.
Dies geschieht, indem auf den A¨sten 2. und 4. der linke Pfad von M(c)
simuliert wird und auf den A¨sten 1. und 3. der rechte Pfad simuliert
wird, bis die Gatter D(c1) bzw. E(c2) erreicht werden. Aufgrund der
Induktionshypothese wissen wir, dass die Straight-Line-Programme in
1.− 4. schon durch M ′S beschrieben werden ko¨nnen.
Nun ko¨nnen wir MS konstruieren. MS(x) verzweigt sich in zwei Pfade.
Auf dem ersten Pfad wird ein vollsta¨ndiger bina¨rer Berechnungsbaum der
Ho¨he d konstruiert, auf dessen Bla¨tter, mit Ausnahme der letzten beiden
Bla¨tter, Straight-Line-Befehle ohne Effekt (also z.B. R1 ← R1 + 0 ∗ R1)
geschrieben werden. Auf seine letzten beiden Bla¨tter werden die folgenden
Befehle geschrieben:
1. R2 ← R2 + 1 ∗R1
2. R1 ← R1 − 1 ∗R2
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Auf dem zweiten Pfad der ersten Verzweigung simuliert MS(x) die Maschine
MA(x) bis der erste universelle oder existentielle Zustand erreicht wird. Wir
nennen die Konfiguration von MA zu diesem Zeitpunkt cA. Nun wird M
′
S
mit der Aufgabe simuliert, das Straight-Line-Programm
”
Erzeuge Offset R2∗
fG(cA) in R1“ zu beschreiben.
Es ist nun einfach zu sehen, dassMS(x) das Straight-Line-Programm P|x|
beschreibt. Und da P die Funktion f berechnet, haben wir bewiesen, dass
f ∈ UFBT-SLP-SIZE-REG(2nO(1) , 3) gilt.
K6 ⊆ K7
In Theorem 5.35 von [Vol99a] wurde gezeigt, dass eine enge Beziehung zwi-
schen Straight-Line-Programmen und Matrixprogrammen existiert: Aus ei-
nem beliebigen Straight-Line-Programm der La¨nge l mit k Registern kann
man ein a¨quivalentes Matrixprogramm der gleichen La¨nge mit Dimension k
erzeugen, indem man jeden Befehl des Straight-Line-Programm nach einfa-
chen Regeln in eine Matrix umwandelt.
K7 ⊆ K8
Sei f ∈ UFBT-MP-SIZE-DIM(2nO(1) , 3). Dann existiert ein nichtdeterministi-
scher Polynomialzeit-TransducerM , der eine Familie von Matrixprogrammen
beschreibt, die f berechnen. Sei h die Funktion, die auf Eingabe x die An-
zahl der Bla¨tter von TM(x) berechnet und sei g die Funktion, die auf Eingabe
(x, n) die Matrix berechnet, die auf Pfad n von TM(x) ausgegeben wird, wobei
die Variablen xi durch das i-te Bit von x ersetzt werden. Beide Funktionen
sind in FP und fu¨r alle x gilt f(x) = F(g(x, 1), . . . , g(x, h(x))). Deshalb gilt
f ∈ F-FP.
K8 ⊆ K1
Sei f ∈ F-FP. Dann gibt es zwei Polynomialzeit-berechenbare Funktionen
g : Σ∗ × N→ Σ und h : Σ∗ → N, so dass fu¨r alle x gilt f(x) = F(g(x, 1), . . . ,
g(x, h(x))).
Die Matrizen g(x, i) ko¨nnen in polynomiellem Platz berechnet werden.












in polynomiellem Platz berechnet werden kann. Dies wird durch die Tatsache
erschwert, dass h(x) exponentielle Gro¨ße in |x| erreichen kann. Dies fu¨hrt
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nicht nur dazu, dass es exponentiell viele Matrizen g(x, i) gibt, die nicht alle
in polynomiellem Platz gespeichert werden ko¨nnen, sondern auch noch dazu,
dass die Eintra¨ge der Matrix
∏h(x)
i=1 g(x, i) exponentiell in h(x) sein ko¨nnen,
was ihnen exponentielle La¨nge in |x| gibt.
Aber diese Probleme ko¨nnen durch ein Verfahren u¨berwunden werden,
dass z.B. auch im Beweis des Satzes #APTIME ⊆ FPSPACE in [Lad89]
benutzt wurde:
Sei prod(x, a, l) =
∏min{a+2l−1,h(x)}








Außerdem ko¨nnen wir die Gleichung prod(x, a, l+1) = prod(x, a, l) · prod(x,
a + 2l, l) verwenden, um eine rekursive Prozedur zur Berechnung von f(x)
zu erhalten.
Es ist uns zwar aufgrund ihrer Gro¨ße immer noch nicht mo¨glich, die Teil-
produkte prod(x, a, l) auf das Arbeitsband zu schreiben, aber wir beschreiben
nun eine rekursive Prozedur bit(i, j, k, x, a, l), die das k-te Bit des Eintrags
(i, j) der Matrix prod(x, a, l) berechnet:
function bit(i, j, k, x, a, l);
begin
if l = 0
then
Gib das k-te Bit des Eintrags (i, j) der Matrix g(x, a) aus.
else
Gib das k-te Bit des Eintrags (i, j) der Matrix
prod(x, a, l − 1) · prod(x, a+ 2l−1, l − 1) aus.
end
Dieses Verfahren ist deshalb rekursiv, weil zur Berechnung von prod(x, a, l−
1) · prod(x, a+ 2l−1, l − 1) wieder auf die Prozedur bit zuru¨ckgegriffen wird.
Da die Addition und die Multiplikation in logarithmischem Platz berech-
net werden ko¨nnen, ist es uns mo¨glich, das Matrixprodukt zweier Matrizen
mit exponentiell großen Eintra¨gen in |x| in polynomiellem Platz in |x| zu
berechnen. Wir mu¨ssen nur die obige Prozedur fu¨r jedes Bit jedes Eintrags
laufen lassen. Falls die Prozedur ein Bit ihrer Eingabe verlangt, wird ihr dies
durch einen rekursiven Aufruf von bit gegeben.
Die Tiefe der Rekursion ist |h(x)|. Dies ist polynomiell in |x|. Wa¨hrend
jeden Schrittes der Rekursion beno¨tigen wir Platz, der logarithmisch in der
Gro¨ße der Matrizen prod(x, b,m) mit 0 ≤ m ≤ |h(x)| ist. Dieser Platzbedarf
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ist polynomiell in |x|. Demnach beno¨tigt die Berechnung von bit(i, j, k, x, a, l)
polynomiellen Platz. Da f(x) der Eintrag (1, 1) der Matrix prod(x, 1, |h(x)|)
ist, ko¨nnen wir diesen Wert durch Aufrufe von bit(1, 1, k, x, 1, |h(x)|) fu¨r 1 ≤
k ≤ |f(x)| erzeugen. 
5.3.1 Kompakte Versionen von Komplexita¨tsklassen
Sei C ein Boolescher Schaltkreis mit n Eingabegattern. Dann beschreibt C
ein Wort aus {0, 1}2n dessen i-tes Bit durch die Ausgabe von C auf Eingabe
i− 1 gegeben ist. (Auf diese Weise ko¨nnen durch Schaltkreise natu¨rlich nur
Wo¨rter beschrieben werden, deren La¨nge eine Potenz von 2 ist; allerdings
gibt es Mo¨glichkeiten, willku¨rliche Wortla¨ngen zu erreichen. Siehe dazu auch
[Vei98].) Wir nennen fu¨r eine Sprache L die Menge aller Booleschen Schalt-




Helmut Veith hat gezeigt (siehe [Vei98]), dass die kompakte Version einer
Sprache L vollsta¨ndig fu¨r eine Komplexita¨tsklasse C unter Projektionen ers-
ter Ordnung ist, wenn L eine Blattsprache fu¨r C ist. Dabei sind Projektionen
erster Ordnung (
”
First-Order Projections“), wie sie in [Imm99] beschrieben
sind, eine uniforme Version der Projektionsreduktionen von Valiant (siehe
[Val82]).
Korollar 5.3.4. Gegeben sei das Problem, fu¨r eine Folge von 3×3-Matrizen
u¨ber {−1, 0, 1} herauszufinden, ob der Eintrag in der oberen linken Ecke des
Produkts der Matrizen ungleich 0 ist. Dann ist die kompakte Darstellung
dieses Problems vollsta¨ndig fu¨r PSPACE unter Projektionen erster Ordnung.
Beweis. Aus Satz 5.3.3 folgt direkt, dass die Funktion F in ihrer Entschei-
dungsversion (
”
Ist der Eintrag in der oberen linken Ecke des Produkts der
Eingabematrizen ungleich 0?“) eine Blattsprache fu¨r PSPACE ist. Mithilfe
des Resultats von Veith folgt daraus das Korollar. 
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