). ' The term "estimator" refers to the estimation technique as an operator which converts a set of data into a set of parameter estimates. The distinction between the estimator and the estimate is analogous to the distinction between a random variable and one particular value of the random variable. In applying either of the three criteria to determine the importance of an hypothesized influence of one variable on another, questions can arise as to how much of a shift in behavior is consequential. Some hypotheses clearly have a significant influence on the existence of a behavior mode or desirability of a particular policy. For example, Section IV gives an example where omitting a single model relationship eliminates a mode of fluctuating behavior seen in the actual system. In such a case, a relationship is obviously important for model behavior; and, to the extent that one has confidence in the model as a representation of the real system, suggests that the relationship may be crucial for real behavior as well.
Abstract-This paper contrasts two approaches to testing the importance of model variables: single-equation statistical 25, 1977; revised July 29, 1977 and January 9, 1978 ath (t2 + n -k),/t + n -k), Equation (3) implies that, as the t-statistic approaches zero, the partial correlation coefficient likewise approaches zero. Equation (4) shows that the partial correlation coefficient decreases whenever the absolute value of the t-statistic decreases ((arh lOth)> 0), provided there are more data points than parameters to be estimated (n -k > 0).
Because the partial correlation coefficient is so closely coupled to the t-statistic, it may indicate that a variable contributes little in "explaining movements" in a particular dependent variable when, in fact, the relationship between the two variables is simply difficult to measure given available data. Therefore, the partial correlation coefficient is not a reliable guide to model specification. To 6 To show still a more complex case, consider Curve C in Fig. 1 . Curve C shows alternating periods of growth and leveling off rather than growth and decline as in Curves A and B. Curve C might be judged significantly different from Curve A by both the first and second criteria. But the outcomes might not be significantly different from the standpoint of the third criterion if policies that reduce fluctuations in A also contract the leveling-off periods in C, and conversely. In applying either of the three criteria to determine the importance of an hypothesized influence of one variable on another, questions can arise as to how much of a shift in behavior is consequential. Some hypotheses clearly have a significant influence on the existence of a behavior mode or desirability of a particular policy. For example, Section IV gives an example where omitting a single model relationship eliminates a mode of fluctuating behavior seen in the actual system. In such a case, a relationship is obviously important for model behavior; and, to the extent that one has confidence in the model as a representation of the real system, suggests that the relationship may be crucial for real behavior as well.
In other instances, establishing the importance of a particular hypothesis may be more a matter ofdegree. In this instance, several additional questions should be addressed by the analyst. First, does model behavior match available data more closely with or without the hypothesized relationship? For Equation (6) gives orders booked OB as the product of the number of salesmen S and sales effectiveness SE. Sales effectiveness, in turn, depends upon delivery delay recognized by market DDRM (7). Equation (8) gives delivery rate DR as the product of production capacity PC and production capacity fractioi. PCF. Production capacity fraction PCF rises as the ratio of backlog BL to production capacity PC rises (9) ; the ratio indicates the minimum delivery delay which could be achieved by utilizing 100 percent of production capacity. If the function g& ) is approximated as linear and g2(* ) is specified as a third-order polynomial (constrained to be zero when (BL/PC) equals zero), (5) [24] . The experimental framework is used here to evaluate accuracy of statistical tests of the impact of delivery delay on sales.
First, an experiment is conducted under the highly idealized conditions of perfect measurement of all model variables. As shown in the first estimation in Table I , when data measurement is perfect, statistical estimation (using ordinary least squares (OLS)) results in a statistically significant estimate for the parameter K2 (t-statistic equal to -9.69) and a high partial correlation coefficient (-0.7049). However, when moderate measurement errors9 are permitted to enter the data, the statistical results are adversely affected, as shown in the second estimation in Table I Overall, the statistical tests based on the error-corrupted data give no evidence to support the hypothesized influence of delivery delay on sales, even though, by the very design of the computer experiment, a direct impact ofdelivery delay on sales is present in the data-generating model. What the tests 8 Forrester [6] represents both g,(-) and 92( ) as nonlinear functions.
However, in the following simulations, delivery delay recognized by the market DDRM does not move into significantly nonlinear regions of the relationship gI( ), permitting gI( ) to be approximated as linear.
The linearized form simplifies the statistical testing. ' Random errors with standard deviations equal to 10 percent of the current value of the error-free data are present in Table I . Errors of this magnitude are typical in economic data according to Morgenstern [17] . Fig.  410 In contrast, to the previous simulation, Fig. 4 shows continued growth in orders booked and continued increase in production capacity. Therefore, with the direct link between delivery delay and sales eliminated, the marketgrowth model no longer exhibits the recurring fall-offs in sales observed in the real firm.
Analysis of the basic feedback structure of the marketgrowth model (Fig. 2) clearly shows why omitting the influence of delivery delay on sales shifts model behavior from the pattern seen in Fig. 3 to the outcome in Fig. 4 . Loop 1 in Fig. 2 In a recent application, Mass [15] , [16] [21] , Hicks [9] , Kaldor [12] , and Duesenberry [4] Mass' results also indicate the importance of explicitly representing the factors of production underlying inventory production and the processes involved in their ordering and acquisition. Relating inventory production back to underlying factors of production is essential to fully understanding the different behavior modes arising from labor versus capital acquisition.
B. Testing Alternative Investment Functions
Senge [25] has recently combined model-behavior testing and single-equation statistical testing to study alternative investment functions. The study compares the formulation for capital investment employed in the System Dynamics National Model (SDNM) [7] to the neoclassical investment function developed by Jorgenson and colleagues (see [10] and [11] ). Both investment formulations determine desired stock of capital along neoclassical lines, as a function of desired output and desired capital-output ratio (which, in turn, depends on marginal revenue, the productivity of capital, and the cost of capital services). The investment formulations differ in the formulation of desired output and in the form of lagged response ofinvestment expenditures to changes in desired output and the optimal capital-output ratio. In the SDNM formulation, desired output responds to average past shipment rates, as well as to discrepancies between desired and actual levels of output inventory and backlog of unfilled orders for output. In the neoclassical formulation, desired output equals current output. In addition, the SDNM formulation assumes that investment responds relatively rapidly to changes in desired output, but that desired capital-output ratio responds more slowly to incentives for changing factor proportions. Desired capitaloutput ratio changes slowly in order to reflect real-life delays in perceiving productivity of various factors and managerial caution in changing capital-output ratios. In contrast, the Jorgenson neoclassical formulation assumes that expenditures respond equally rapidly to changes in desired output and changes in relative factor prices and productivities. " In order to-assess the possible behavioral implications of the differences in investment function specification. Senge studies them within a dynamic model of a consumer-goods sector of the economy. 12 First, he shows that elimination of the hypothesized influence of inventory and backlog discrepancies on investment shifts the pattern of model response to increased orders for consumer goods. When the '" The investment formulations also differ in several other ways not considered in the present summary (see [25] ). 12 The model employed corresponds closely to the "standard production sector" of the System Dynamics National Model (see [7] inventory and backlog conditions of the sector influence desired output, investment and hiring respond together to the perceived increase in demand as manifest in rising backlog of unfilled orders for output and falling inventory.
When inventory and backlog discrepancies no longer influence capital investment, investment only increases after production and shipments increase. But labor must first increase before production and shipments can rise. Therefore, elimination of the hypothesized influence of inventory and backlog discrepancies on capital investment delays the response of investment to an increase in demand until employment has first increased. Senge argues that this shift in the determinants of capital investment can lead to implausible investment behavior in the presence of a tight labor market.
In assessing the importance of the investment hypotheses on modes of behavior generated by the consumer-goods sector model. Senge finds that the hypothesized delay in adjusting factor mixes plays in important role in generating the 18-to 20-year cycle in capital stock and investment described in the preceding section. Consider again the response of the production sector to an increase in orders for output, starting from an equilibrium condition where factors are optimally balanced. As the sector recognizes the higher demand for output, it begins to augment its stocks of labor and capital. However, because of the shorter delay in obtaining labor, the level of employment rises more rapidly than the capital stock, thereby driving the mix of factors away from the optimal mix. When the hypothesized delay in adjusting factor mixes is included in the investinent function, investment responds relatively slowly to the imbalance of factors resulting from the rapid adjustment of labor. Once the imbalance is perceived, capital stock continues to expand beyond the level needed to meet output demand in order to rebalance factors. When producers are assumed to have perfect knowledge of optimal factor mix and to respond to such information instantaneously, the pattern of factor expansion changes. When employment begins to increase more rapidly than capital stock, the sector reduces its effort to increase labor and increases its effort to increase capital stock. As a result, the pattern of relatively rapid adjustment of employment and slower adjustment ofcapital stock shifts to a pattern of concommitant adjustments in both factors. In contrast to model-behavior tests, single-equation statistical tests have a much narrower role in selecting model variables. For example, the widely used t-test and partial correlation coefficient provide information only on the precision with which a given parameter can be estimated, not on the importance of the parameter or the associated variables. We have argued that such tests should be viewed as tests of data usefulness, not as tests ofmodel specification. That is, failure to pass the statistical tests should not lead the modeler to reject the hypothesized relationship in question, but rather to recognize that the hypothesis is difficult to measure from the available data. Conversely, passing such tests does not mean that the hypothesis in question is in any sense "important," only that it is measurable. The example presented in Section IV shows that reliance on singleequation statistical tests as the sole guide to model specification can lead to rejection of relationships that are in fact extremely important for system behavior.
Continued research aimed at developing the modelbehavior testing approach and integrating it more fully with more established testing approaches may contribute to a basic reorientation of model-building and theory testing in the social sciences. Although the limitations of singleequation statistical testing have been well understood for some time, modeling practice continues to be dominated by the single-equation testing perspective. Model-builders continue to reject hypotheses on the basis of low statistical significance (see [8] and [22] 
