Об одном подходе к определению результанта двух целых функций / An Approach to the Determination of the Resultant of Two Entire Functions by Кытманов, Александр Мечиславович & Ходос, Ольга Вениаминовна
УДК 517.53
Об одном подходе к определению результанта двух
целых функций
А.М. Кытманов, О.В.Ходос1
Аннотация
Получен результант для целых функций, позволяющий определить, имеют
ли данные функции общие нули.
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Введение
Классические рекуррентные формулы Ньютона устанавливают связь между сте-
пенными суммами корней алгебраического уравнения и его коэффициентами (см.,
например, [1, 2, 3]). Эти формулы можно получить с помощью интегральной форму-
лы Коши. Данное обстоятельство позволяет расширить класс функций, для которых
справедливы рекуррентные формулы. А именно, для класса целых функций конеч-
ного порядка роста можно получить формулы, связывающие между собой коэффи-
циенты разложения Тейлора функции и степенные суммы нулей в отрицательной
степени (см. [4, гл.1] ).
В данной работе, применяя методы комплексного анализа, мы обобщаем класси-
ческий результант Сильвестра на целые функции конечного порядка роста. Полез-
ность данного обобщения следует из того, что, например, в уравнениях химической
кинетики возникают функции и уравнения, являющиеся экспоненциальными поли-
номами (см. [5]).
Напомним, что для данных многочленов f и g, классический R(f, g) может быть
определен различными способами:
a) используя определитель Сильвестра (см., например, [1, 2, 3]);
b) используя формулу для произведения R(f, g) =
∏
{x:f(x)=0}
g(x) (см., например,
[1, 2, 3]);
c) используя способ Безу-Кэли (см., например, [6]).
В нашем подходе мы берем в качестве основного определения формулу произведе-
ния. Это мотивировано тем, что целые функции являются естественным обобщением
многочленов в комплексном анализе.
В ряде статей [7] – [11] были предложены обобщения понятия результанта для ана-
литических функций в кольце, матричнозначных функций, мероморфных функций
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на римановой поверхности, для систем алгебраических уравнений. Но во всех этих
исследованиях предполагалось, что число нулей или полюсов конечно. Наш случай
отличается существенно от других тем, что целые функции могут иметь бесконечное
число нулей. Так что в итоговой формуле должны быть предельные переходы. Пер-
вым шагом в определении результантов двух целых функций явилась работа [12],
в которой рассмотрен случай, когда одна из функций — целая, а вторая является
многочленом (или целой функцией с конечным числом нулей).
1 Основной подход
Пусть f(z) и g(z) — целые функции на комплексной плоскости C вида
f(z) = a0 + a1z + a2z
2 + . . .+ anz
n + . . . , a0 = 1, (1)
и
g(z) = b0 + b1z + b2z
2 + . . .+ bnz
n + . . . . (2)
В дальнейшем будем рассматриватьтрансцентные функции f(z) т g(z), т.е целые
функции, у которых бесконечно много коэффициентов aj и bj отличны от нуля. Нас
будет интересовать вопрос, когда эти функции имеют хотя бы один общий ноль.
Если f и g — многочлены, то ответ на этот вопрос дает классический результант
Сильвестра (см., например, [2]). Если f(z) — многочлен, а g(z) — трансцендентная
функция, то он решен в статье [12]. Цель данной работы рассмотреть трансцендент-
ные функции f и g.
Основным подоходом к решению данной задачи является формула логарифмиче-
ского вычета (см., например ).
Пусть γR = {z : |z| = R} — окружность в центром в нуле и радиуса R. Пусть
нули f(z) не лежат на γR. Рассмотрим интеграл
IR =
1
2pii
∫
γR
g(ζ)
df(ζ)
f(ζ)
. (3)
По формуле логарифмического вычета он равен
IR =
NR∑
k=1
g(αk),
где NR — число нулей функции f(z) в круге CR = {z : |z| < R} (нули считаются
вместе с их кратностями), а αk — сами нули.
Если мы рассмотрим интегралы
ImR =
1
2pii
∫
γR
gm(ζ)
df(ζ)
f(ζ)
, m ∈ N,
2
то
ImR =
NR∑
k=1
gm(αk).
Применяя к последовательности ImR , m = 1, . . . , NR, классические рекуррентные
формулы Ньютона (см., например, [2]), можно получить выражение
NR∏
s=1
g(αs). (4)
Тем самым ответить на вопрос: имеют ли функции f(z) и g(z) общие нули в круге
CR. Если теперь неограниченно увеличивать R, то возможны два варианта: либо для
какого-то R выражение (4) обратится в ноль, т.е. f и g(z) имеют общий нуль в CR;
либо выражение (4) не обратится в ноль для любого R, т.е. f и g(z) не имеют общих
нулей в C.
Тем самым для построения результанта функций f(z) и g(z) необходимо научить
вычислять интегралы (3) и (4) для любого R, не находя самих нулей функции g(z).
Здесь мы рассмотрим один подход к решению этой задачи.
Обозначим через Pn(z) — многочлен Тейлора функции f(z) порядка n, т.е.
Pn(z) = a0 + a1z + a2z
2 + . . .+ anz
n,
а через Qn(z) остаток f(z)− Pn(z).
Предположим, что для данного n существует радиус R > 0 такой, что
|Pn(z)| > |Qn(z)|, если |z| = R, (5)
т.е. на окружности γR = {z : |z| = R} выполнено неравенство (5), и кроме того все
корни многочлена Pn(z) лежат в круге CR.
Покажем, что в этом случае интегралы вида (3) могут быть вычислены через
коэффициенты Тейлора функций f(z) и g(z).
Так как для достаточно больших R справедливо неравенство (лемма о модуле
старшего члена)
|Pn−1(z)| < |an|Rn, (6)
если an 6= 0, то по теореме Руше многочлен Pn(z) имеет в круге CR = {z : |z| < R}
ровно n корней (считаемых вместе с их кратностями) и не имеет корней вне этого
круга.
Поэтому будем предполагать в дальнейшем, что для данного R выполнены усло-
вия (5) и (6). Так что все корни многочлена Pn(z) лежат в круге CR.
Рассмотрим интеграл
Js =
1
2pii
∫
γR
ζs
dζ
Pn(ζ)
, s ∈ N. (7)
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Сделаем в интеграле (7) замену переменных ζ → 1/w, тогда
Js = −
∫
γ 1
R
1
ws
· d
(
1
w
)
Pn
(
1
w
) .
Так как Pn(ζ) = a0 + a1ζ + . . .+ anζn, то
Pn(1/w) = a0 + a1/w + . . .+ an/w
n =
1
wn
(a0w
n + a1w
n−1 + . . .+ an) =
1
wn
P ∗n(w), (8)
где P ∗n(w) = a0wn + a1wn−1 + . . .+ an. В силу условия (5) многочлен P ∗(w) не имеет
корней в круге C 1
R
. Имеем
Js =
∫
γ 1
R
1
ws
· dw
w2
· 11
wn
· P ∗n(w)
=
∫
γ 1
R
wn−s−2 · dw
P ∗n(w)
.
Отсюда получаем утверждение.
Лемма 1. Если n− s− 2 > 0, то Js = 0; если n− s− 2 < 0, то
Js =
2pii
(s− n)! ·
∂s+1−n
∂ws+1−n
1
P ∗n(w)
∣∣∣∣
w=0
.
Так что при условии (5) интеграл Js можно вычислить в конечном виде. Эта лем-
ма является одной из основных при нахождении результанта двух целых функций.
2 Исследование условий (5) и (6)
Здесь мы исследуем вопрос, когда и для каких функций выполняются условия
(5) и (6).
Приведем оценку на R, для которого неравенство (6) выполняется. Очевидно, что
неравенство (6) выполняется, если выполнено неравенство
n−1∑
k=0
|ak|Rk < |an|Rn.
Считая R > 1, получим, что неравенство (6) выполнено, если выполнено неравенство
n−1∑
k=0
|ak| < |an|R.
таким образом справедливо утверждение.
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Лемма 2. Пусть an 6= 0 и для числа R > 1 выполнено неравенство
R >
n−1∑
k=0
|ak|
|an| , (9)
то все корни многочлена Pn(z) лежат в круге CR.
Так как
n−1∑
k=0
|ak| 6
∑
k=0
|ak| = K,
то справедливо следствие.
Следствие 1. Пусть an 6= 0. Если для числа R выполнено неравенство
R >
K
|an| ,
то все корни Pn(z) лежат в круге CR.
Найдем теперь при каких условиях на R выполнено неравенство |Pn(z)| > ε|an|Rn
для некоторого 0 < ε < 1, т.е.
|a0 + a1z + . . .+ anzn| > ε|an|Rn. (10)
Поскольку (по лемме о модуле старшего члена)
|Pn(z)| > |an|Rn − |Pn−1(z)|,
то при 0 < ε < 1 справедливо неравенство
|an|Rn − |Pn−1(z)| > ε|an|Rn,
т.е.
|an|(1− ε)Rn > |Pn−1|
при достаточно больших R.
Лемма 3. Если для R выполнено неравенство
R >
n−1∑
k=0
|ak|
|an|(1− ε) ,
то выполнены условия (6) и (10).
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Следствие 2. Если
R >
K
|an|(1− ε) ,
то выполнены условия (6) и (10).
Найдем, когда при выполнении неравенства (10) справедливо неравенство
ε|an|Rn > |Qn(z)| = Rn
∣∣∣∣∣
∞∑
k=n+1
ak
zk
Rn
∣∣∣∣∣ .
Это будет означать, что для данного R выполнено неравенство (5).
Из последнего неравенства получим
ε|an| > R
∣∣∣∣∣
∞∑
k=n+1
ak
zk
Rn+1
∣∣∣∣∣ . (11)
Поскольку
R
∣∣∣∣∣
∞∑
k=n+1
ak
zk
Rn+1
∣∣∣∣∣ 6 R
( ∞∑
k=n+1
|ak|Rk−1−n
)
,
то неравенство (11) выполнено, если выполнено условие
ε|an| >
∞∑
k=1
|an+k|Rk. (12)
Пусть R =
K
|an|(1− ε) , тогда (12) выполнено, если выполнено неравенство
ε|an| >
∞∑
k=1
|an+k|
(
K
|an|(1− ε)
)k
. (13)
Так что справедливо утверждение
Лемма 4. Если для R =
K
|an|(1− ε) выполнено условие (13), то справедливы нера-
венства (5) и (6).
Приведем простые достаточные условия, при которых выполнена лемма 4. Для
этого напомним некоторые понятия из теории целых функций (см., например, [14,
15]).
Целая функция f(z) имеет конечный порядок (роста), если существует такое по-
ложительное число A, что при |z| = R→ +∞ выполнено условие
f(z) = O(er
A
).
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Нижняя грань ρ чисел A, для которых выполняется это соотношение, называется
порядком функции.
Для определения порядка роста справедлива формула
ρ = lim
n→∞
lnn
ln 1
n
√
|an|
, (14)
где an — коэффициенты Тейлора функции f(z) вида (1). В частности, ρ = 0, если
lim
n→∞
lnn
ln 1
n
√
|an|
= 0.
Предположим, что выполнено неравенство
|an+k| 6 c|an|kα для некоторых c > 0, α > 1, и для всех n, начиная с некоторого номера n.
Тогда, заменя условие (13), более сильным получим
ε|an| > c
∞∑
k=1
(
K
|an|1−α(1− ε)
)k
= c
∞∑
k=1
(
K|an|α−1
(1− ε)
)k
, (15)
при выполнении которого выполнено (5).
Суммируя геометрическую прогрессию и учитывая, что an → 0 при n → ∞
(т.е знаменатель прогрессии становится по модулю меньше 1, начиная с некоторого
номера n), получим
c
∞∑
k=1
(
K|an|α−1
(1− ε)
)k
= c
K|an|α−1
1− ε−K|an|α−1 ,
т.е. условие (15) принимает вид
ε|an| > c K|an|
α−1
1− ε−K|an|α−1 .
Предполагая, что α > 2, отсюда получим
ε(1− ε−K|an|α−1) > K|an|α−2.
Тогда
K|an|α−2 + εK|an|α−1 < ε(1− ε).
При достаточно больших n последнее неравенство, очевидно, выполняется.
Лемма 5. Если для всех k выполнено условие
|an+k| 6 c|an|kα (16)
для некоторых c > 0, α > 2 и для всех достаточно больших n, то, начиная с этого
n, справедливы неравенства (5) и (6).
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Пример 1. Рассмотрим функцию f(z) с коэффициентами an = ee
−n , тогда получаем,
что
1
|an+k| = e
en+k , а
1
|an|kα = e
kαen ,
поэтому имеем (для выполнения (16)
ee
n+k > ekαen или ek > kα,
что, очевидно, справедливо. Так что для функции f(z) с коэффициентами an = ee
−n
неравенство (5) выполняется для всех n достаточно больших. Заметим, что данная
функция имеет порядок 0.
3 Построение результанта
Рассмотрим интеграл (3)
IR =
1
2pii
∫
γR
g(ζ)
df(ζ)
f(ζ)
=
1
2pii
∫
γR
g(ζ)
d
(
Pn(ζ)
(
1 + Qn(ζ)
Pn(ζ)
))
Pn(ζ)
(
1 + Qn(ζ)
Pn(ζ)
) =
=
1
2pii
∫
γR
g(ζ)
dPn(ζ)
Pn(ζ)
+
d
(
1 + Qn(ζ)
Pn(ζ)
)
1 + Qn(ζ)
Pn(ζ)
 .
Вычислим интеграл
JR =
1
2pii
∫
γR
g(ζ) · dPn(ζ)
Pn(ζ)
,
сделав замену ζ → 1/w. Получим
JR = − 1
2pii
∫
γ 1
R
g
(
1
w
)
·
d
(
P ∗n(w)
wn
)
P ∗n(w)
wn
= − 1
2pii
∫
γ 1
R
g
(
1
w
)
·
(
dP ∗n(w)
P ∗n(w)
− n
dw
wn+1
1
wn
)
=
= − 1
2pii
∫
γ 1
R
g
(
1
w
)(
dP ∗n(w)
P ∗n(w)
− ndw
w
)
.
Напомним, что P ∗n(w) определяется равенством (8), а в силу (2)
g
(
1
w
)
=
∞∑
k=0
bk
wk
.
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Поэтому
JR = − 1
2pii
∫
γ 1
R
( ∞∑
k=0
bk
wk
)
·
(
dP ∗n(w)
P ∗n(w)
− ndw
w
)
=
= −
∞∑
k=0
bk
1
2pii
∫
γ 1
R
1
wk
·
(
dP ∗n(w)
P ∗n(w)
− ndw
w
)
.
Имеем ∞∑
k=0
bk
1
2pii
∫
γ 1
R
n
wk
· dw
w
= nb0.
А
1
2pii
∫
γ 1
R
1
wk
· dP
∗(w)
P ∗(w)
=
1
2pii
∫
γ 1
R
1
wk
· d(lnP ∗(w)).
Так как многочлен P ∗(w) не имеет корней в C 1
R
, то lnP ∗(w) определен в этом круге.
Поскольку P ∗n(w) = a0wn + a1wn−1 + . . .+ an, то lnP ∗(w) =
∞∑
k=0
ckw
k, где ck определя-
ются по формулам
ck =
(−1)k−1
kakn
∣∣∣∣∣∣∣∣
an−1 an 0 . . . 0
2an−2 an−1 an . . . 0
. . . . . . . . . . . . . . .
kan−k an−k+1 an−k+2 . . . an
∣∣∣∣∣∣∣∣ (17)
(см., например, [4, §2, лемма 2.3]).
Поэтому
1
2pii
∫
γ 1
R
1
wk
· dP
∗(w)
P ∗(w)
= − 1
2pii
∫
γ 1
R
lnP ∗(w)
1
wk
=
=
1
2pii
∫
γ 1
R
lnP ∗(w)
kdw
wk+1
=
k
2pii
∫
γ 1
R
∞∑
s=0
csw
s · dw
wk+1
= kck.
Следовательно, справедливо утверждение
Теорема 1. Интеграл
JR =
1
2pii
∫
γR
g(ζ) · dPn(ζ)
Pn(ζ)
= nb0 −
∞∑
k=1
kbkck,
где bk — коэффициенты Тейлора функции g(z), а ck определяются формулами (17).
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Используя формулу (17) можно получить
Следствие 3. Интеграл
JR = lim
k→∞
1
akn
∣∣∣∣∣∣∣∣∣∣∣
nb0 b1 b2 . . . bk
an−1 an 0 . . . 0
2an−2 an−1 an . . . 0
. . . . . . . . .
. . . ...
kan−k an−k+1 an−k+2 . . . an
∣∣∣∣∣∣∣∣∣∣∣
Доказательство. Утверждение следствия вытекает из [12, теорема 3], в которой до-
казано равенство
nb0 −
∞∑
k=1
kbkck = lim
k→∞
1
akn
∣∣∣∣∣∣∣∣∣∣∣
nb0 b1 b2 . . . bk
an−1 an 0 . . . 0
2an−2 an−1 an . . . 0
. . . . . . . . .
. . . ...
kan−k an−k+1 an−k+2 . . . an
∣∣∣∣∣∣∣∣∣∣∣
.

Так что интеграл JR может быть вычислен через коэффициенты Тейлора функ-
ций f(z) и g(z).
Рассмотрим далее интеграл
J˜R =
1
2pii
∫
γR
g(ζ) ·
d
(
1 + Qn(ζ)
Pn(ζ)
)
1 + Qn(ζ)
Pn(ζ)
.
Так как на окружности γR справедливо неравенство (5), то
|Qn(ζ)|
|Pn(ζ)| < 1, поэтому
на γR определен ln
(
1 +
Qn(ζ)
Pn(ζ)
)
.
Следовательно,
J˜R =
1
2pii
∫
γR
g(ζ) · d ln
(
1 +
Qn(ζ)
Pn(ζ)
)
= − 1
2pii
∫
γR
ln
(
1 +
Qn(ζ)
Pn(ζ)
)
· g′(ζ)dζ =
= − 1
2pii
∞∑
s=1
1
s
∫
γR
g′(ζ) ·
(
Qn(ζ)
Pn(ζ)
)s
dζ
Наша дальнейшая цель заключается в вычислении интегралов
J˜sR =
1
2pii
∫
γR
g′(ζ) ·
(
Qn(ζ)
Pn(ζ)
)s
dζ.
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Положим Qn(ζ) = ζn+1
∞∑
k=0
an+k+1ζ
k. Обозначим Q∗n(ζ) =
∞∑
k=0
an+k+1ζ
k, т.е. Qn(ζ) =
ζn+1Q∗n(ζ).
Сделаем в интеграле J˜sR замену ζ → 1/w, тогда имеем
J˜sR =
1
2pii
∫
γ 1
R
g′
(
1
w
)
·
(
Q∗n
(
1
w
)
Pn
(
1
w
))s · dw
w2+(n+1)s
=
1
2pii
∫
γ 1
R
g
(
1
w
)
·
(
Q∗n
(
1
w
)
P ∗n(w)
)s
· dw
ws+2
,
где (напомним) P ∗n(w) = a0wn+a1wn−1+. . .+a0. Функция g′
(
1
w
)
=
∞∑
m=0
(m+ 1)cm+1
wm
.
Так что нам нужно вычислить интегралы вида
1
2pii
∫
γ 1
R
(
Q∗n
(
1
w
)
P ∗n(w)
)s
· dw
ws+m+2
.
Разложим в степенной ряд функцию (P ∗n)−s(w). Многочлен P ∗n(w) не имееет корней в
замыкании круга C 1
R
, поэтому функция (P ∗n)−s(w) — голоморфна в замыкании этого
круга.
Для нахождения разложения функции (P ∗n)−s(w) воспользуемся следующим ре-
зультатом из [12, лемма 4].
Let A and B be power series with non-zero radius of converges.
A =
∞∑
k=0
akz
k = a0 + a1z + a2z
2 + · · ·+ anzn + . . . , a0 6= 0,
B = An =
∞∑
k=0
bkz
k = b0 + b1z + b2z
2 + · · ·+ bnzn + . . . ,
a0 6= 0, а степень n может быть и комплексной. Тогда справедливы формулы
bk =
an−k0
k!
∣∣∣∣∣∣∣∣∣∣∣
na1 −1a0 0 . . . 0
2na2 (n− 1)a1 −2a0 . . . 0
3na3 (2n− 1)a2 (n− 2)a1 . . . 0
. . . . . . . . .
. . . ...
knak ((k − 1)n− 1)ak−1 ((k − 2)n− 2)ak−2 . . . (n− (k − 1))a1
∣∣∣∣∣∣∣∣∣∣∣
,
(18)
k > 1. А b0 = an0 .
Полагая, что n = −s, P ∗n(w) = a0wn + a1wn−1 + . . .+ an, а (P ∗n)−s(w) =
∞∑
k=0
dskz
k из
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формулы (18) получим dsk =
a−s−kn
k!
×
×
∣∣∣∣∣∣∣∣∣∣∣
−san−1 −1an 0 . . . 0
−2san−2 (−s− 1)an−1 −2an . . . 0
−3san−3 (−2s− 1)an−2 (−s− 2)an−1 . . . 0
. . . . . . . . .
. . . ...
−ksan−k (−(k − 1)s− 1)an−k+1 (−(k − 2)s+ 2)an−k+2 . . . (−s− (n− (k − 1)))a1
∣∣∣∣∣∣∣∣∣∣∣
=
=
(−1)ka−s−kn
k!
∣∣∣∣∣∣∣∣∣∣∣
san−1 an 0 . . . 0
2san−2 (s+ 1)an−1 2an . . . 0
3san−3 (2s+ 1)an−2 (s+ 2)an−1 . . . 0
. . . . . . . . .
. . . ...
ksan−k ((k − 1)s+ 1)an−k+1 ((k − 2)s+ 2)an−k+2 . . . (s+ (n− (k − 1)))a1
∣∣∣∣∣∣∣∣∣∣∣
,
(19)
где k > 1. А ds0 = a−s0 .
Найдем теперь разложение функции
(
Q∗n
(
1
w
))s
. Обозначим
(
Q∗n
(
1
w
))s
=
∞∑
k=0
esk
wk
.
Воспользовавшись формулой (18), получим
esk =
as−kn+1
k!
∣∣∣∣∣∣∣∣∣∣∣
san+2 −1an+1 0 . . . 0
2san+3 (s− 1)an+2 −2an+1 . . . 0
3san+4 (2s− 1)an+3 (s− 2)an+2 . . . 0
. . . . . . . . .
. . . ...
ksan+k+1 ((k − 1)s− 1)an+k ((k − 2)s− 2)an+k−1 . . . (s− (k − 1))an+1
∣∣∣∣∣∣∣∣∣∣∣
,
(20)
где k > 1. А es0 = asn+1. Поэтому выполнено утверждение.
Лемма 6. Справедлива формула
1
2pii
∫
γ 1
R
(
Q∗n
(
1
w
)
P ∗n(w)
)s
· dw
ws+m+2
=
∞∑
k=0
esk · dsm+k+s+1,
где esk, dsm+k+s+1 определяются формулами (19), (20).
Применяя формулы (19), (20), определение интеграла J˜sR и теорему 1, получим
утверждение
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Теорема 2. Интеграл IR равен
IR = JR + J˜R = lim
k→∞
1
akn
∣∣∣∣∣∣∣∣∣∣∣
nb0 b1 b2 . . . bk
an−1 an 0 . . . 0
2an−2 an−1 an . . . 0
. . . . . . . . .
. . . ...
kan−k an−k+1 an−k+2 . . . an
∣∣∣∣∣∣∣∣∣∣∣
−
−
∞∑
s=1
1
s
∞∑
m=0
(m+ 1)
∞∑
k=0
esk · dsm+k+s+1 · bm+1.
Рассматривая функцию gp(z) =
∞∑
k=0
bpkz
k, получаем следствие
Следствие 4. Справедлива формула
IpR =
1
2pii
∫
γR
gp(ζ)
df(ζ)
f(ζ)
= lim
k→∞
1
akn
∣∣∣∣∣∣∣∣∣∣∣
nbp0 b
p
1 b
p
2 . . . b
p
k
an−1 an 0 . . . 0
2an−2 an−1 an . . . 0
. . . . . . . . .
. . . ...
kan−k an−k+1 an−k+2 . . . an
∣∣∣∣∣∣∣∣∣∣∣
−
−
∞∑
s=1
1
s
∞∑
m=0
(m+ 1)
∞∑
k=0
esk · dsm+k+s+1 · bpm+1,
p = 1, . . . , n.
Применяя теперь рекуррентные формулы Ньютона, получим выражение (4).
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