We reduce the embedding problem for hypo SU (2) and SU (3)-structures to the embedding problem for hypo G 2 -structures into parallel Spin(7)-manifolds. The latter will be described in terms of gauge deformations. This description involves the intrinsic torsion of the initial G 2 -structure and allows us to prove that the evolution equations, for all of the above embedding problems, do not admit non-trivial longtime solutions.
Introduction
In [13] N.Hitchin introduced a flow equation for cocalibrated G 2 -structures on a manifold M , whose solutions yield parallel Spin(7)-structures on I × M , for some interval I ⊂ R. In this sense, a solution of the flow equation embeds the initial G 2 -structure into a manifold with a parallel Spin(7)-structure and is therefore called a solution of the embedding problem for the initial structure. Similar equations are 1 sstock@math.uni-koeln.de
The Embedding Problem for Special Geometries
A G-structure on a manifold M is a reduction of the structure group of the frame bundle to a certain Lie subgroup G ⊂ GL(n). We are interested in the cases where M = M n is a compact oriented manifold of dimension n ∈ {5, 6, 7, 8} and G ∈ {SU (2), SU (3), G 2 , Spin(7)}.
The above groups can be realized as the isotropy group of certain model forms ϕ 0 ∈ Λ k R n * , under the natural action of GL + (n). The corresponding forms ϕ ∈ C ∞ (Λ k T * M ) on M are called the structure tensors of the G-structure. A positive basis of T p M , for which ϕ ∼ = ϕ 0 , is called a Cayley frame for ϕ and we say that ϕ is of type ϕ 0 . Since G ⊂ SO(n), the structure tensors induce a metric g = g(ϕ) on M and we denote by ∇ g the Levi-Civita connection of the metric. The structure is called parallel if ∇ g ϕ = 0 holds. In the above cases, ∇ g ϕ = 0 can be translated into the apparently weaker conditions dϕ = d * ϕ = 0. (1) The structure on M n+1 is parallel if and only if the initial structure is hypo and evolves according to the evolution equations from the table.
(2) The metric of the G n+1 -structure on I × M n is given by g = dt 2 + g t , where g t is the family of metrics induced by the G n -structures on M n .
Proof: Choosing a Cayley frame (E 1 (t), .., E n (t)) for the family of G n -structures, we obtain a Cayley frame for the lift by
., E n (t)).
This proves that the lift actually defines a G n+1 -structure and that the metric is given by the formula in (2) . The proof of (1) is similar to the G 2 -case. Definition 1.6. Let M n be a manifold of dimension n ∈ {5, 6, 7}, equipped with a hypo G n -structure. A family of G n -structures which solves the evolution equations from Proposition 1.5 and equals the initial structure at t = 0 is called a solution of the embedding problem for the initial G n -structure.
The lift from Proposition 1.5 does not preserve the hypo condition. This motivates Definition 1.7. Let M n be a manifold of dimension n ∈ {5, 6}, equipped with a G n -structure. We call
the hypo lift of the G n -structure to S 1 × M n . Conversely, given a G n+1 -structure on a manifold M n+1 , we obtain a G n -structure on any oriented hypersurface i :
where ∂ ∂θ is a global vector field along i : M n ֒→ M n+1 , which is orthonormal to M n . We call the G n -structure the structure induced by the G n+1 -structure and ∂ ∂θ .
Note that we just applied the lifts from Proposition 1.5 to the structures
where A ∈ GL + (5) is defines by
., e 5 ) := (e 1 , e 3 , e 4 , e 2 , e 5 ).
Lemma 1.8. The hypo lift maps hypo structures to hypo structures.
Proof: In the SU (2)-case, we obtain dρ = 0 if dω 1 = dρ 2 = 0. The compatibility condition ω 2 3 = ω 2 1 and dρ 3 = 0 imply dσ = 0. For a hypo SU (3)-structure we obtain immediately dψ = dσ + dθ ∧ dρ = 0.
We will now study the compatibility of the hypo lift with the evolution equations from Proposition 1.5.
is the hypo lift of some family of SU (3)-structure (ρ, σ) on M 6 . Theṅ
Proof: By assumption we have ψ = σ − dθ ∧ ρ and ϕ = − ρ + dθ ∧ ω. Hencė ψ =σ − dθ ∧ρ and dϕ = −d ρ − dθ ∧ dω and part (1) follows. Similarly for part (2) ,
Lemma 1.10. Let ψ be a G 2 -structure on M 7 with metric g.
and only if
and g( ∂ ∂θ , ∂ ∂θ ) = 1.
if and only if
Proof: If ψ is the hypo lift of some SU (2) or SU (3)-structure, we get L ∂ ∂θ i ψ = 0 and the orthogonality condition on the S 1 -directions. Conversely, we define forms
Since ∂ ∂θ is orthonormal to M 6 and G 2 acts transitively on S 6 , we can find a Caley frame for which σ and ρ are of model type. Hence (σ, ρ) defines a SU (3)-structure 
Integral Curves in Fréchet Spaces and the
Cauchy-Kowalevski Theorem
Hamilton [12] gives an introduction to Fréchet manifolds which goes far beyond of what we require for our purposes. Although Proposition 2.4 and Corollary 2.5
can be generalized to Fréchet manifolds, we focus on Fréchet spaces to keep the technical effort at a minimum.
A locally convex topological vector space F is a vector space with a collection of seminorms { . } n∈N , i.e. functions { . } n : F → R which satisfy
for all f, g ∈ F and scalars λ. Such a family defines a unique topology which is metrizable if and only if N is countable. In this case the topology is characterized by the property
The topology is Hausdorff if and only if f n = 0 for all n ∈ N , implies that f = 0. The space is sequentially complete if every Cauchy sequence converges, where f k is a Cauchy sequence if it is a Cauchy sequence for every seminorm . n . 
of smooth sections of F is a Fréchet space, where the collection of seminorms Given an open subset U ⊂ F , we consider the subset of all sections in F , whose image lies in U ,
For f ∈ U we can find ε > 0 such that
Smooth maps between Fréchet spaces can be defined as follows: Let U ⊂ F be an open subset of a Fréchet space F and P : U → E a continuous and nonlinear map into another Fréchet space E. We say that P is C 1 on U if for every f ∈ U and every v ∈ F the limit
exists and the map DP : U × F → E is continuous. Consequently, we say that P is C k on U if P is C k−1 and the limit
exists for all f ∈ U and v 1 , .., v k ∈ F , and the map
continuous. We call P a smooth map on U if P is C k for all k ∈ N. We summarize Corollary 3.3.5 and Theorem 3.6.2 from [12] in the following
is completely symmetric and linear separately in v 1 , .., v k ∈ F .
In the following we will consider curves c(t) ∈ F in a Fréchet space F , which are integral curves of a vector field that is tangent to some subspace E ⊂ F . In finite dimension we would expect that any such integral curve with c(0) ∈ E actually stays in the subspace for all times. This conclusion fails for Fréchet spaces, as was pointed out to us by Christian Bär:
2 and hence defines an integral curve of the vector field X(c) := ∆c. Although X is tangent to E, i.e. X(0) = 0, and c 0 = 0 ∈ E, the curve doesn't stay in E, since c t = 0, for t > 0. Note also that t → c t (x) is not real analytic in t = 0.
Proposition 2.4. Suppose E ⊂ F is a closed subspace of the Fréchet space F and that X : U ⊂ F → F is a smooth map defined on some open subset U ⊂ F . Let f ∈ F and assume that
where
where c (k) : (−ε, ε) → F is the k th derivative of c(t) by t.
Proof: First we prove by induction on k that the k
For k = 0 this is just the assumption
∈E by induction hypothesis
and since E is closed, we conclude that (1) holds for k + 1. Next we show that for k ≥ 0 and any choice of smooth curves t → v 0 (t) ∈ U and t → v 1 (t), ..,
holds. Applying Theorem 2.3 (1) to the map
and (2) follows, since D (k) X is linear in the arguments in {...}, cf. Theorem 2.3
(2). We will now show by induction on k that c (k) (0) ∈ E holds. For k = 1 we havė
for sufficiently small t, we can apply (2) to see that c (k+1) (t), again for sufficiently small t, can be expressed as a linear combination of
where j ∈ {1, .., k + 1} and
we get from c (1) (0), .., c (k) (0) ∈ E and (1)
and hence c (k+1) (0) ∈ E.
The following corollary can be regarded as a conservation law for certain integral curves in Fréchet spaces.
Corollary 2.5. If the curve c : (−ε, ε) → F from Proposition 2.4 satisfies for all t ∈ (−ε, ε)
where the series converges w.r.t. the Fréchet topology in F , then
for all t ∈ (−ε, ε).
Proof: From Proposition 2.4 we get c (k) (0) ∈ E for all k ≥ 1 and hence
since E ⊂ F is closed and the series converges in F .
A formal power series in X = (X 1 , .., X n ) with coefficients in R is an expression of the form
where a p ∈ R and
power series S(X), we define
and denote by ∆ the interior of Γ, called the domain of convergence of the series. Hence the series
We recall the following result:
Proposition 2.6. Suppose S(X) is a formal power series with domain of convergence ∆. Forx = (x 1 , ..,x n ) ∈ R n with |x| ∈ ∆ and r 1 , .., r n with 0 < r i < |x i |,
(1) For any subset P ⊂ N n , the series
converges absolutely for all x ∈ K. In particular, the series S(x) := p∈N n a p x p converges absolutely for x ∈ K.
(2) Suppose that P N ⊂ N n is a family of subsets, N ∈ N, such that lim
Proof: Since |x| ∈ ∆ we can find C > 0 such that
Hence for
Since r i /|x i | < 1, we can apply the method of majorants to see that S P (x) converges absolutely for x ∈ K. To prove uniform convergence consider
Given ε > 0, we can choose M large, so that
nCCi , for i = 1, .., n, where
The notation . means that the corresponding factor is omitted. Since
Definition 2.7. Let U ⊂ R n open and x 0 ∈ U .
(1) A function f : U → R is called real analytic in x 0 ∈ U if there exists a formal power series S with
for all x in a neighborhood of x 0 .
(2) A function f : U → R is called real analytic in U if f is real analytic for every
Note that the coefficients of S can be computed in terms of partial derivatives, which shows that S is uniquely determined by the condition f (x) = S(x − x 0 ). Moreover we have the following basic properties, cf.
[5] p.123:
Lemma 2.8.
(1) If f : U → R is real analytic in x 0 ∈ U , then it is differentiable in a neighborhood of x 0 and the derivatives are again real analytic functions in x 0 ∈ U .
(2) If f and g are real analytic in x 0 , then the product f g is real analytic in x 0 .
(3) If f : U → R is real analytic, then 1/f is real analytic in all points x ∈ U , where f (x) = 0. 
F is unique in the sense that any other real-analytic solution of the above initial value problem agrees with F in some neighborhood of {t 0 } × D 0 .
Remark 2.10. Since the solution F = (f i , .., f s ) : D 1 → R s from Theorem 2.9 is real analytic, we can develop each component in a convergent power series around
Applying Proposition 2.6 (2) with P N := {0, .., N } × N n shows that
converges locally uniformly to the function f i (t, x), for N → ∞. The partial derivatives of a formal power series S(X) are defined by,
The formal power series ∂S ∂Xi has the same domain of convergence ∆ as the formal power series S. Moreover, the function ∂S ∂Xi : ∆ → R is the partial derivative of the function S : ∆ → R w.r.t. x i , cf. Satz 3.2 in [5] . Hence we can apply again Proposition 2.6 (2) to see that all partial derivatives of the function f N i (t, x) converge locally uniformly to the corresponding partial derivative of f i (t, x). In summary, the functions
converge, as N → ∞, locally in C ∞ -topology to the solution F (t, x) from Theorem 2.9.
Definition 2.11. Suppose M is a real analytic manifold and π : V → M is a rank s real analytic vector bundle. We call a map
a real analytic first order differential operator if every point of M has a neighborhood U ⊂ M , which is the domain of a real analytic chart u : U → R n , and there exists a real analytic trivialization (π, v) :
such that for every local section c :
holds, where c i is the i th component of v • c : U → R s .
We can now prove the following global version of the Cauchy-Kowalevski Theorem, 
where the series converges in the C ∞ topology on C ∞ (V ).
Proof: We will first show that we can find local sections c t : U ⊂ M → V , which solve the initial value problem locally. Secondly, we prove that the compactness of M ensures the existence of a global solution. Eventually we will use the uniqueness part of the Cauchy-Kowalevski Theorem to prove the uniqueness statement of the Theorem.
By Definition 2.11 we can find a real analytic chart u : U ⊂ M → R n and a
holds, where G :
is real analytic and hence we can find by the Cauchy-Kowalevski Theorem a real analytic solution
where v p : V p ∼ = R s is the isomorphism induced by the local trivialization (π, v). By definition, the map c : (−ε, ε) × U ⊂ M → V is real analytic and satisfies
Now we have for i = 1, .., s and j = 1, .., n
Since by definition v • c(t, p) = F (t, u(p)) holds, we get from (1), applied to c ṫ
i.e. c t is the desired local solution of the initial value problem. Moreover, we get by Remark 2.10
where the series converges locally in C ∞ topology.
Suppose now we apply the above construction to obtain two local sections
where t ∈ (−ε, ε), ε := min{ε 1 , ε 2 } and U 1 ∩ U 2 = ∅. Since c 1 and c 2 both solve the
where j ∈ {1, .., k + 1} and v 1 (t), .., v j (t) ∈ {c 
If M is compact, we can cover M by finitely many domains U 1 , .., U N of local sections c i (t) : U i ⊂ M → V , which yield a global section c(t) : M → V , where t ∈ (−ε, ε) and ε := min{ε 1 , .., ε N }.
From (4) we get
and since M is compact, the series converges in C ∞ topology.
To prove uniqueness, suppose that we have two real analytic solutions c 1 , c 2 : (−ε, ε) × M → V of the initial value problem. By (1) we have for k = 1, 2 and
and by (4)
for i = 1, .., s and j = 1, .., n. Hence we showed
Since F 1 and F 2 are both real analytic and satisfy
the uniqueness part of the Cauchy-Kowalevski Theorem yields
3. The Model Case G 2 ⊂ Spin (7) Lemma 1.9 and 1.10 motivate the conjecture that the embedding problem for hypo SU (2) and SU (3)-structures might be reduced to the embedding problem for G 2 -structures. The reduction to the G 2 -case has the advantage that no compatibility conditions are involved. To solve the embedding problem for hypo structures we consequently focus on studying the evolution equatioṅ
on a compact seven dimensional manifold M . We will describe the solution ψ t by a family of gauge deformations, i.e.
where A t ∈ C ∞ (Aut(T M )). Since the orbit of the model tensor ψ ∈ Λ 4 R 7 * is open, it follows that any smooth deformation ψ t of the initial structure ψ can be described in such a way. The evolution equationψ t = dϕ t can be translated into an equation
for the family of gauge deformations. This description involves the intrinsic torsion of the G 2 -structure ψ t . The intrinsic torsion T ∈ End(T M ) of a G 2 -structure ϕ is
Proof:
, it suffices to observe that
holds.
We can now compute the evolution of the metric and the torsion endomorphism.
Theorem 3.2. Let ψ t be a family of hypo G 2 -structures on M 7 , which evolves under the flowψ t = dϕ t . Then the evolution of the underlying metric g t and the torsion endomorphism T t are given bẏ
where Ric t = Ric(g t ) is the Ricci tensor of the metric g t .
Since the evolutionψ t = dϕ t preserves the hypo condition dψ t = 0, or equivalently T t ∈ S 2 w.r.t. g t , we get
The metric g = dt 2 + g t on I × M 7 has holonomy contained in Spin (7) and hence is Ricci flat. The Gauss equations and the Codazzi-Mainardi equations yielḋ
dt is the Weingarten map and Φ t is the flow of the vector field d dt , cf. for instance [1] . So W t = T t and the Theorem follows.
We will now apply the Cheeger-Gromoll Splitting Theorem to prove that the floẇ ψ = dϕ does not admit nontrivial longtime solutions. Then the flowψ t = dϕ t is defined for all times t ∈ R if and only if the initial structure is already parallel.
Proof: The metric on the product M 8 := R × M 7 has holonomy contained in Spin (7) and hence is Ricci flat. Since g = dt 2 + g t , the first factor actually defines a line. Now we can apply the Cheeger-Gromoll Splitting Theorem and see that M 8 splits as a Riemannian product. Note that the line, i.e. the first factor of M 8 , is actually the one dimensional factor that splits off in the decomposition as a Riemannian product, cf. Lemma 6.86 in [2] . Hence g t = g 0 is constant and Theorem 3.2 yields T t = 0.
In Lemma 1.9 (1) we showed that a longtime solution of the SU (3) embedding problem would yield a longtime solution for the G 2 embedding problem. Combining part (1) and (2) of Lemma 1.9, shows that a longtime solution of the SU (2) embedding problem would also yield a longtime solution for the G 2 embedding problem if in addition the equation (
If the initial SU (2)-structure is hypo, we have dω 1 = 0, for all times t. So
and we obtain the following SU (2) and SU (3)-analogue of Theorem 3.3.
Corollary 3.4. There are no nontrivial longtime solutions for the hypo SU (2) and SU (3) embedding problem on compact manifolds.
In view of Proposition 3.1, the following theorem yields solutions of the G 2 embedding problem.
Theorem 3.5. Let ψ be a real analytic hypo G 2 -structure on the compact manifold M 7 . Then the intrinsic torsion flow  
Moreover, the solution A t is of the form
where the series converges in the C ∞ -topology on C ∞ (End(T M )).
Proof: To apply Theorem 2.12 we have to show that the map
is a real analytic first order differential operator in the sense of Definition 2.11. For this choose local coordinates u : U ⊂ M → R 7 , for which ϕ is real-analytic. These coordinates induce a local trivialization (π, v) of the bundle π :
For a fixed local section
Now it suffices to find an expression
for the coefficients f ab : U → R, where
shows that the intrinsic torsion is a first order invariant of the G 2 -structure and hence we can find an expression of the form (1) that is actually polynomial in a kl and ∂a kl ∂uj , and real analytic in u, since the initial structure is real analytic.
Lemma 3.6. Suppose ψ is a G 2 -structure on M and F ∈ Diff(M ). Then the intrinsic torsion satisfies
Proof: By Koszul's formula we have F * (∇
Since ∇ g ϕ = −T ψ, we get
and the Lemma follows from the non-degeneracy of F * ψ.
is the hypo lift of some SU (4 − k)-structure on M 7−k . Then the Ricci tensor Ric of the metric g = g(ψ) satisfies for each
The intrinsic torsion T satisfies
and dθ • T = 0 if the structure is hypo.
Proof: If ψ is the hypo lift of some structure on M 7−k , then g = dθ
Hence the Ricci tensor satisfies Ric
If the structure is hypo, i.e. T is symmetric, we get in addition
then Aψ is still the hypo lift of some SU (4 − k)-structure.
Proof: By Lemma 1.10 we have L ∂ ∂θ i (Aψ) = 0 and
Now the Lemma follows from Lemma 1.10.
We can now state the main result of this section,
, which is the hypo lift of some SU (4 − k)-structure on M 7−k . Then the solution A t of the intrinsic torsion flow from Theorem 3.5 satisfies
In particular, A t ψ is the hypo lift of some family of SU (4 − k)-structures on M 7−k .
Proof: We apply Corollary 2.5 with the following dictionary,
Note that U ⊂ F is open by Example 2.2, and that X is smooth and E ⊂ F is closed, since differential operators are smooth by Example 3.6.6. in [12] . By Proposition 3.1, Theorem 3.2 and the definition of A t , the curve c(t) is an integral curve of the vector field X. From Lemma 3.7 we get c(0) = (id, T 0 ) ∈ E f , where f := (id, 0) ∈ F . Now it suffices to show that X is tangent to U ∩ E f , i.e.
X |U ∩E f : U ∩ E f → E. We can now solve the embedding problem for real analytic hypo SU (4−k)-structures on M 7−k by reducing it to the embedding problem for real analytic hypo G 2 -structures on M = S 1 × .. × S 1 × M 7−k . Namely, the hypo lift of the initial SU (4 − k)-structure yields a real analytic hypo G 2 -structures on M . Theorem 3.5 yields a solution A t of the intrinsic torsion flow. By Theorem 3.9 the family of G 2 -structures ψ t = A t ψ is still the hypo lift of some family of SU (4 − k)-structures. Now Lemma 1.9 proves that the family of SU (4 − k)-structures is a solution of the embedding problem.
Corollary 3.11. For any real analytic hypo SU (2), SU (3) and G 2 -structure on a compact manifold, the embedding problem admits a unique real analytic solution.
Moreover, the solution can be described by a family of gauge deformations
where the series converges in the C ∞ -topology on C ∞ (End(T M )). Taking the trace of the first factor V * ⊗ V , we obtain a map Identifying V * ⊗ V = Hom(V, V ), we define
and so
Taking again the trace, we obtain a map
with tr(L 
is the desired equivariant map.
