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enthalpy o f transfer measured using the pure CO2 mobile phase

AHg-mp

enthalpy o f solvation o f the solute by the mobile phase

AHg-sp

enthalpy o f sorption o f the solute into or onto the stationary phase

ASjrans

entropy o f transfer

ASs_mp

entropy o f solvation o f the solute by the mobile phase

ASs-sp

entropy o f sorption o f the solute into or onto the stationary phase

XXV

AS mod

entropy o f transfer measured using the formic acid modified CO2 mobile
phase

ASpure

entropy o f transfer measured using the pure CO2 mobile phase

|iL

microliter

jxm

micrometers

p

density (g/mL)

p’

density rate (g/mL/min)

piiq

reference density o f the liquid state for a given fluid. Used to calculate
the solubility parameter.
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A B ST R A C T

Although supercritical fluid chromatography (SFC) is now well established and still
growing rapidly, it must offer clear advantages over other techniques. Thus proper
method development in SFC is a necessity. There are many diverse and synergetic
parameters controlling SFC separations, resulting in complex retention behavior. This
work describes the proper approach to method development, including investigations into
unique mobile phases and some techniques which can be used for optimization o f SFC
separations.

In Chapter One, the concepts o f chromatography with supercritical fluids are first
introduced, including method development and optimization. Chapter Two focuses on
mobile phase method development, and examines the effects o f adding a small amount of
formic acid (0.3, 0.5, and 0.7%) to a carbon dioxide mobile phase. Chosen in part
because it does not respond to the flame ionization detector (FID), the formic acid is
observed to increase the solvation o f polar analytes, and improve selectivity and peak
shape. Thermodynamic measurements are made in order to quantitatively compare the
modified and pure mobile phases.

In the lower temperature and pressure ranges,

preferential solvation o f polar compounds by the formic acid modifier results in more
dramatic thermodynamic differences for the two mobile phases.

Chapter Three illustrates the usefulness o f short capillary columns for the reduction o f
method development time and for rapid analysis o f simple mixtures. In Chapters Four
and Five, the simplex algorithm is evaluated for rapid optimization o f SFC separations,
and is a preferred technique that can be applied to any number o f variables, requiring little
knowledge o f the sample.

Chapter Six introduces simultaneous interpretive methods o f optimization, in which
response surfaces are generated by retention mapping. Using very few data and an
appropriate model, retention surfaces are used to produce a response surface, which is
then searched for the optimum. Chapter Seven summarizes SFC method development,
and provides a comparison o f optimization techniques. Appendix A gives useful hints in
the operation o f SFC instrumentation, while Appendices B and C list important computer
programs for the optimization o f separations in supercritical fluid chromatography.
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1.1

IN T R O D U C T IO N

This chapter begins with an introduction to the concepts o f chromatography using
supercritical fluid mobile phases, including practical applications. The factors which
must be considered when developing a separation in SFC are then discussed, followed
by an introduction to the optimization of selectivity and retention.

1.2

C H R O M ATO G RA PH Y

Chemical separations are the cornerstone o f modem analytical chemistry, primarily
because methods for chemical analysis are rarely, if ever, specific. Consequently, the
separation of analytes from each other and from potential interferences is an important
step in most analytical procedures, qualitative or quantitative. Chromatography is one of
the most powerful and w idely used analytical separation techniques which has
applications in virtually all branches o f science. The appearance o f chromatographic
applications has been explosive over the last four decades, resulting not only from the
development o f several new types o f chromatographic techniques but also from the
growing need by scientists for better methods to characterize complex mixtures. More
recently, chromatography has also become quite popular for preparative separations,
particularly high performance liquid chromatography (HPLC). The tremendous impact
o f chromatography on science is attested by the 1952 Nobel prize that was awarded to
A. J. P. Martin and R. L. M. Synge for their discoveries in this field, and twelve other
Nobel prizes awarded between 1937 and 1972 that were based upon research in which
chromatography played a vital role (1.1).

1.3 SU PER C R ITIC A L FL U ID S IN C H R O M A TO G R A PH Y
Supercritical fluid chromatography (SFC) is an instrumental chromatographic method
similar to liquid and gas chromatography, except that it employs a supercritical fluid as
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the mobile phase. Although SFC was first employed by Klesper et al. in 1962 for the
separation o f nickel porphyrins using supercritical chlorofluoromethanes as mobile
phases (1.2), it was not until some major technological improvements occurred in the
early 1980's that its use became significant. SFC is currently growing steadily and
rapidly, and today it is recognized as a necessity in many analytical laboratories.

A supercritical fluid can be defined as any substance for which both the pressure and
temperature are above their critical values, and the substance can no longer be described
as a liquid or a gas. This supercritical region is illustrated in the upper right quadrant
(region A) of the phase diagram for carbon dioxide (Figure 1.1), the substance most
commonly employed for supercritical fluid-based separations.

The attractiveness o f supercritical fluids as mobile phases for chromatography can be
realized by examination o f Table 1.1. Since supercritical fluids possess properties that
are typically intermediate between gases and liquids, we can exploit their high solvating
power (relative to GC), yet retain high solute diffusivities (relative to HPLC). For
example, gas chromatography (GC) cannot be used for the analysis o f thermally labile
or involatile compounds, which constitute the vast majority (over 75%) o f all chemical
compounds. On the other hand, liquid chromatography (LC) in theory is applicable to
all types o f compounds, but as currently practiced has a fairly low peak capacity
(number of resolvable peaks) relative to GC and the lack o f a sensitive, easy-to-use
detector for compounds without a chromophore (cf. flame based detectors in GC). With
SFC, the densities of supercritical fluids are sufficient to dissolve many compounds at
near-ambient temperatures (usually 32-100°C). Moreover, the solvating power o f the
fluid can be varied continuously by varying the pressure (density) and temperature.
Mobile phase viscosity remains low enough to permit the use o f long, open tubular
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25

31.1
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Phase diagram for carbon dioxide. Although region A is the only true

supercritical region (by definition), it should be noted that a phase transition will not occur
if either (but not both) the temperature or pressure is reduced below its critical value, i.e.,
in going from region A to regions B or C.

N evertheless, region A is generally

distinguished from regions B and C since a phase transition could occur if the temperature
or pressure was lowered, respectively, in the latter regions.
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T able 1.1 P hysical properties o f typical gases, liq u id s, and supercritical
fluids used in ch rom atograph y1.

P roperty
Density (g/mL)
Viscosity (poise)
Solute diffusion
coefficient (cm2/sec)

G as
(h eliu m )

S u p ercritica l
flu id

L iq u id
(w a ter)

0.001

0.3-0.9

1.0

10-4

10-3

10-2

0 .01-1

10-3

10-5

1. Data obtained from: Smith, Roger M., Supercritical Fluid Chromatography, Royal
Society o f Chemistry, London, 1988.
(capillary) columns with minimal pressure drop, which results in very high efficiencies
and peak capacities. Alternatively, packed columns can be employed as in HPLC, but
with a much higher pressure drop per unit length.

Finally, although lower than in gases, the diffusivities o f solutes in supercritical fluids
significantly exceed those in liquids, and the resulting optimal range o f inner diameter
for capillary column is larger for supercritical fluids (15-35 |im vs 5 |im for liquids) and
more easily interfaced to the injector and detector. With packed columns, the superior
mass transfer characteristics (higher diffusivities) also allow the same efficiency to be
achieved at higher linear velocities than in LC, and thus faster analyses with equivalent
resolution.

1.4 SFC IN S T R U M E N T A T IO N
A schematic diagram o f an SFC instrument is shown in Figure 1.2. With the exception
o f the restrictor at the end o f the column which is required to maintain the pressure
needed for the supercritical state, the components are basically the same as in GC and
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LC. As always, a high purity mobile phase is required, and SFC-grade fluids are
available from a number of sources (1.3,1.4). Generally it is easier to deliver the
supercritical fluid in the liquid state (cf. gaseous state) with a high pressure syringe
pump or alternatively, a reciprocating piston pump. By cooling the pump heads with a
circulating refrigerated bath, a more reliable solvent fill and delivery is achieved. With
carbon dioxide and other nonpolar fluids, an adsorbent trap is generally installed prior to
the pump to eliminate irreproducible amounts o f polar compounds that could
significantly influence the separation. When mobile phase composition programming is
required, the output o f two independent pumps containing different fluids can be
changed with time to produce the desired gradient.

The restrictor is both a unique and important component o f SFC, which serves to
maintain the supercritical state o f the fluid as well as to control the linear velocity o f the
mobile phase. It is across the restrictor that the supercritical fluid decompresses into a
gaseous phase. In those instances where detection is performed after decompression
(FID, MS, etc.), the restrictor design can be very important in terms o f analyte
precipitation within the restrictor or aggregation prior to detection. A variety o f designs
have been reported, including the linear, frit, integral, tapered, and the sheath flow
restrictor (1.5,1.6). The linear restrictor is not recommended for general use except on
the waste side of the sample splitter (if employed) or where detection is performed prior
to decompression. Except for the sheath flow design, all restrictors are commercially
available and are based on the principle o f uncompensated flow constriction. At a given
viscosity o f the supercritical fluid (determined by its pressure (density) and
temperature), the linear velocity or mass flow rate is determined by the amount o f flow
constriction provided by the restrictor, which is a function o f its length and size o f its
orifice(s) (1.7), neither o f which can be varied after the restrictor is made.

DETECTOR

SYRINGE

COMPRESSED

FLUID

INJECTOR

ADSORBENT
TRAP

PUMP

s

RESTRICTOR

COLUM N

REFRIGERATION

...........................OVEN
Figure 1.2

Schematic diagram o f typical instrumentation for supercritical fluid

chromatography (SFC). With the exception o f the restrictor which is required to
maintain the pressure needed for the supercritical state, the components are basically the
same as in gas and liquid chromatography: mobile phase, pump, injector, column, and
detector.
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Although quite workable, the present commercially available restrictors do not permit as
much control over linear velocity/mass flow rate as is desirable. This type o f restriction
necessitates a change o f the restrictor whenever a different linear velocity is desired
under the same condition or to maintain the same mass flow rate when conditions such
as pressure or temperature are changed. In addition, column plugging and/or analyte
precipitation/aggregation during decompression is sometimes a problem, although this
can be alleviated to a degree by judicious regulation of the restrictor temperature.

1.5

A PPLIC A TIO N S

Historically, SFC has found its most widespread use in the chemical and petroleum
industries for the separation and quantitation o f a broad range o f samples. Such samples
typically have nonpolar to moderately polar constituents, with an upper molecular
weight lim it ranging from 2000 to 10,000 daltons.

The classes o f compounds

successfully separated by SFC include high molecular weight petroleum hydrocarbons,
surfactants, polystyrene, polyethylene, polymer additives, paints, siloxanes, adhesives,
pesticides, waxes, fatty acids, alcohols, amines, amides, etc. They are frequently not
amenable to GC or LC for reasons discussed earlier. SFC has also been useful for
performing simulated distillations (1.8). Although a general review o f SFC applications
is beyond the scope o f this chapter, there are several good reviews which provide
excellent coverage of applications outside the natural products area (1.9,1.10).

1.5.1

N atural Products A pplications

Very few reports o f natural products applications appeared until the mid- to late-1980's,
although in retrospect it seems clear from the successful separations of industrial fatty
acids, alcohols, etc. that SFC would be applicable to many classes o f natural products.
Indeed, the capability provided by SFC using a carbon dioxide mobile phase and a flame
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ionization detector (FID) detector to separate and detect low levels o f complex mixtures
o f nonchromophoric compounds at temperatures mild enough to avoid thermal
decomposition or rearrangement has finally begun to become widely appreciated.
Unless otherwise stated in the review o f applications that follows, it is understood that
the mobile phase was pure carbon dioxide.

1.5.1.1

Fatty acids and lipids. Several separations o f fatty acids and lipids have

been reported. Gorner and Perrut (1.11) demonstrated the feasibility o f separating
unsaturated fatty acid methyl esters on a (polar) silica column. In contrast, Nomura et
al.(1.12) successfully separated free fatty acids, their methyl esters, and other lipid
materials on a nonpolar octadecyl-derivitized silica gel column (fewer active sites).
Finally, Geiser et al. (1.13) compared the separation o f lauric, myristic, palmistic,
stearic, and arachidic acids on seven different stationary phases using dry or watersaturated carbon dioxide and found that the latter provided superior resolution and peak
shape with all seven columns. According to the authors, the primary benefit o f water
appears to be the masking o f undesirable retention sites (probably silanols) from the
more polar compounds.

Holzer and co-workers analyzed lipids obtained from a

hydrothermal vent methanogen and associated vent sediment (1.14). Neutral lipids o f
the thermophilic methanogen consisted of: (1) straight chain alkanes (n-C22 to n-C36),
with n-C24, n-C28, n-C32, and n-C36 predominating; and (2) C25, C30, and C35isoprenoids and hydroisoprenoids, with the squalene (C30) series being the most
abundant (95.6%). Polar lipids o f the thermophilic methanogen consisted o f diphytanyl
glycerol diether (61.6%), macrocyclic glycerol diether (15.3%), dibiphytanyl diglycerol
tetraether (11.8%), and an unidentified component (11.4%).
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1.5.1.2

Su gars/carb ohydrates.

Following derivatization via trimethylsilation,

Chester and Innis (1.15) achieved excellent resolution o f glucose oligomers from 2 to 18
units on a polymethylsiloxane (DB-1) capillary column with FID detection. Kuel and
co-workers (1.16) analyzed glucose polymers and three classes o f glycosphingolipids
after permethylating them and then using a polymethylphenylsiloxane (5% phenyl)
capillary column, a programmed density ramp, and a flame ionization detector.

Herbreteau et al. described an analysis o f sugars performed on polar silica-based packed
columns using a methanol-modified carbon dioxide mobile phase and a light-scattering
detector (1.17). The selectivity was considerably different from that found in HPLC.
By using a methanol composition gradient, mono-, di-, and trisaccharides could be
eluted in the same analysis without a substantial baseline shift.

1.5.1.4 Steroids. A number o f different types o f steroids have been examined with
SFC. Raynor et al. (1.18) and Morgan et. al. (1.19) described preliminary results o f
separation o f ecdysteroids using carbon dioxide and a variety o f polar and nonpolar
silica-based packed columns. These groups later collaborated for the analysis o f
phytoecdysteroids from Silene nutans and Silene otites using SFC and SFC/MS
(1.20).

Shah and co-workers (1.21) reported the normal-phase HPLC and SFC

separations o f steroids with FT-IR spectrometric detection on a range o f cyanopropyl
columns. The order o f elution o f the steroids in both SFC and HPLC was related to the
number o f hydroxy groups present in the steroid molecule. David and Novotny used a
phosphorus-selective detector follow ing derivatization o f the steroids with
dimethylthiophosphinic chloride (using 4-dimethylaminopyridine as the catalyst) to
analyze low levels o f steroids in plasma and in urine (androsterone, estradiol, and
estriol) (1.22).
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1.5.1.5

A lkaloids.

Holzer and co-workers (1.23) exploited the efficiency o f

capillary SFC for the separation o f pyrrolizidine alkaloids (PAs). Complete separation
o f the PAs o f the retronecine and otonecine family was achieved with pressureprogramming. The mild operating conditions prevented thermal decomposition o f 8 PAs
in a sample from Senecio anonymus.

Balsevich and co-workers (1.24) used SFC/UV

or SFC-mass spectrometry (MS) (thermospray interface) for the separation in less than 8
minutes o f 40-60 indole alkaloids from leaves o f Catharanthus roseus; the high quality
electron impact (El) mass spectra obtained permitted the identification o f several
alkaloids.

Janicot and co-workers (1.25) studied the optimization o f the separation o f six opium
alkaloids (narcotine, papaverine, thebaine, ethylmorphine, codeine, and morphine)
using silica and aminopropylsilica packed columns and mobile phases consisting o f pure
or modified carbon dioxide. The aminopropylsilica packed columns gave a faster
separation, supposedly due to insufficient retention which could be increased somewhat
by the addition o f an aminated modifier to the methanol-modified carbon dioxide.
Longer analysis times (~ 10 min.) and better resolution were obtained with the silica
column and a complex mobile phase o f carbon dioxide-methanol-methylamine-water.

1.5.1.6

T erp en es.

Morin et al. reported a method for the separation and

identification via on-line SFC/FTIR o f polycyclic aromatic hydrocarbons or
sesquiterpene hydrocarbons (1.26).

Later they separated and identified several

sesquiterpene hydrocarbons obtained from copaiba balsam oil and ylang-ylang oil using
silica as the stationary phase (1.27). The low temperature employed (40°C) preserved
structural information for these compounds, which included cc-copaene, trans-abergamotene, p-caryophyllene, P-bisabolene, and humulene from copaiba balsam oil
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and P-caryophyllene, a-copaene, germacrene D and a-fam esene from ylang-ylang oil.
The relatively high densities employed (0.6-0.9 g/mL) slightly obscured some o f the
anticipated spectral features. W e have utilized SFC for the separation o f a synthetic
mixture of sesquiterpene lactones. Although this class o f natural products is typically
more polar than the sesquiterpene hydrocarbons, at least some o f the lactones can be
separated with pure carbon dioxide as a mobile phase (1.28). For those compounds
which show limited solubility in the pure carbon dioxide, a small amount o f a polar
modifier, such as formic acid, can be added to enhance their solubility in the mobile
phase (vide infra).

1.5.1.7

O ther N atural Products A pplications.

Calvey and co-workers (1.29)

described the separation o f peracetylated aldononitrile derivatives and byproducts o f
monosaccharides by SFC/FT-IR using a cyanopropyl column. Berry et al. (1.30) used
silica and amino-bonded silica columns and CO 2 m odified with methanol or
m ethoxyethanol to effect separations o f mixtures o f xanthines, carbamates,
sulfonamides, steroids, and ergot alkaloids in synthetic and natural samples, including
an extract from Claviceps purpurea. Later and co-workers (1.31) demonstrated the
feasibility o f drug screening by SFC with a polymethylsiloxane capillary column and
FID detection. Results for the analysis o f steroids, antibiotics, and drugs o f abuse such
as cannabinoids in synthetic mixtures are given, as well as in human and equine urine.
Roach et al. (1.32) reported an analysis o f trichothecenes utilizing capillary
SFC/negative ion chemical ionization (CI)-MS.

A capillary SFC/MS interface

incorporating a heated frit restrictor is described. The trichothecene mycotoxins, T-2
toxin, deoxynivalenol, and roridin A (I), were used to evaluate the effect o f restrictor
temperature and carbon dioxide mobile phase on the negative ion Cl spectra o f these
compounds, under electron capture, proton abstraction, and chloride attachment
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conditions. When the restrictor temperature did not exceed the oven temperature by
more than 100 °C, sample transfer into the mass spectrometer was retarded, but neither
temperature nor the carbon dioxide mobile phase significantly affected negative ion Cl
conditions. Yamauchi and Saito (1.33) described the fractionation o f lemon-peel oil by
semi-preparative SFC using a silica gel (10-20 (i.m) packed-column. Hydrocarbons
(including terpenes), alcohols and aldehydes, esters, and others compounds could be
separated by class.

1.6

O RG ANIZED M ETHOD D EVELO PM EN T IN SFC

Over the past two decades, chromatography has advanced into a highly sophisticated
instrumental technique, and hardly resembles the technique described in a 1903 paper
(1.34) by Tswett in which the components o f a leaf extract were separated during
filtration through an adsorbent powder. Chromatography has come to be characterized
by high speed and high resolution techniques, a result o f high efficiency columns and
sensitive detection methods.

The use o f supercritical fluids as mobile phases in

chromatography was first reported almost thirty years ago (1.35); however,
development was slow because o f experimental and technological problems. Recent
technological advances have solved many o f the earlier encountered problems in SFC,
such as pressure restriction, small i.d. capillaries, and stationary phase immobilization.
These advances have made it possible to perform reliable, reproducible and sound
chromatographic separations; however, even with state o f the art instrumentation,
sensible choices o f phase systems and operating conditions must be made in order to
obtain adequate or optimum separations.

This development o f chromatographic

methods is a difficult task, especially when supercritical fluids are used as the mobile
phase.

In the supercritical region, there is a high degree o f synergism between

temperature and pressure (density), and small changes in one o f these parameters can
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result in large changes in retention. Peak reversals are commonplace as the operating
conditions are altered in SFC.

There are many factors which must be considered when developing a separation in SFC,
including the proper choice o f column, stationary phase, mobile phase, detector and
operating conditions such as temperature, density and gradient size and shape. It is
essential that the development stage be governed by an organized approach that includes
the following steps:
1. sample characterization
It is important to acquire as much knowledge about the sample as possible, and to know
certain characteristics such as:
• polarity, volatility and structure of components
• solvent composition
• history o f the samples (e.g. synthesis details or type o f matrix)
Once a sample is characterized, a starting point may be found by searching the literature
for similar applications and chromatographic solutions.
2. method selection
When considering possible solutions for a separation o f a given sample, one should
consider what mobile and stationary phases are to be used. The selection o f sample
introduction method will depend on factors such as the state of the sample (e.g. solid or
liquid), concentration o f the analytes o f interest and the solvent composition. There is a
large number o f detectors that can be used with SFC, and the choice o f detector should
also be considered during method selection based on the information needed.
3. initial chromatographic run
It is necessary to scout out the sample in an initial run. Very often this is best
accomplished by using programmed analysis (density, temperature) to assure all
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components elute, even though the final analysis should ideally be obtained under
constant conditions.
4. optimization o f the separation
Only recently has SFC had the flexibility o f instrumentation needed to optimize many
parameters such as injection, detection and column choice.

A s SFC matures,

chromatographers are better equipped to obtain quality separations through the
optimization of many instrumental and operating parameters.

1.7

SEPA R A TIO N PA R A M ETER S IN SFC

In the development o f an SFC separation, there are several experimental parameters that
must be optimized in order to attain the goals o f a given separation. In the following
section, the various parameters that determine the success or failure o f a separation
method will be discussed.

1.7.1

Fluid Selection

To be useful as a supercritical fluid in chromatography, a substance must have a
relatively low critical temperature and pressure. Table 1.2 lists critical and related
properties o f a number o f substances that have been used as supercritical fluids in
chromatography.

Carbon dioxide has been the mobile phase o f choice for SFC,

primarily because o f its relatively mild critical parameters, low cost, chemical inertness
and detector compatibility13 including the flame ionization detector (FID) used widely in
GC and the UV detector in LC. However, the utility o f carbon dioxide as a mobile
phase is somewhat limited because o f its nonpolarity (1.36), and many polar
compounds appear to be insoluble in it. The elution o f polar compounds is difficult and
the peak shapes for these polar compounds are usually poor. This latter difficulty may
be due to active sites on the stationary phase rather than any inherent deficiency in the
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mobile phase itself. Supercritical pentane has also been used as a nonpolar mobile
phase, but almost exclusively with capillary columns in order to minimize the mobile
phase volume and thus the risks associated with flammable gases. Nitrous oxide has
recently been shown to be o f considerable value for amines (1.37), and sulfur
hexafluoride has been shown to provide excellent selectivity for group-type separations
o f hydrocarbons (1.38), although it requires the use of a gold-plated FID. Ammonia

T able 1.2

C ritical and R elated Param eters o f Selected Pure F lu id s1.

F orm u la

T c (°C)

P c (atm)

CO2

31.1

72.8

0.46

0.96

n ‘C5H 12

196.6

48.3

0.20

0.51

Nitrous Oxide

n 2o

36.5

71.7

0.45

0.94

Sulfur Hexafluoride

sf6

45.5

37.1

0.74

1.61

Ammonia

nh

132.5

111.5

0.24

0.40

Xe

16.6

58.4

1.10

2.30

Dichloromethane2

CC12H2

NA3

60

NA

NA

Trifluoromethane

chf3

25.9

46.9

0.52

NA

Chlorodifluoromethane4 c h c i f 2

96.0

48.4

0.525

1.12

Dichlorodifluoromethane c c i 2f 2

111.8

40.7

0.56

1.12

S u b sta n ce
Carbon Dioxide
Pentane

Xenon

3

Pc (g /m L )

P400 atm

1. Data obtained from Perry's Chemical Engineering Handbook and Green, S., Bertsch,
W., HRC&CC, J. High Resolut. Chromatogr. & Chromatogr. Commun., 11, 1988,
414-415.
2. Fujimoto et al., J. Chromatogr. Sci., 1989, 27, 325-328.
3. NA = not available.
4. Ong, C. P., Lee, H. K., Li, S.F.Y., Anal. Chem., 62, 1990, 1389-1391.
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has been suggested as an alternative to carbon dioxide for polar compounds, but it tends
to be fairly reactive with various high-pressure seals on commercial equipment, as well
as a potential environmental hazard. The problems o f seal degradation (leaks) are
compounded by the fact that ammonia can then react with carbon dioxide to form the
insoluble salt, ammonium carbonate, which could potentially plug the entire system.
Xenon has the advantage o f being very inert and completely transparent to infrared
radiation, making it ideal for use with SFC/FT-IR. Unfortunately it is very expensive
and is not a good solvent for polar compounds. The various Freons listed near the
bottom have been employed less frequently, although they show promise with polar
compounds. Chlorodifluoromethane has been reported to be somewhat corrosive with
respect to the flame ionization detector (1.39), but was much more effective in eluting
various phenolic compounds than carbon dioxide.

In addition to the pure supercritical fluids listed in Table 1.2, much research has been
performed on the use o f modifiers with supercritical fluids.

That is, rather than

switching to a completely different supercritical fluid for the mobile phase, a small
percentage o f a secondary solvent can be added to modify the mobile phase while
(hopefully) maintaining the mild critical parameters o f the primary fluid. Through the
use o f modifiers, one can increase the fluid's dielectric constant, introduce hydrogen
bonding, or alter mass transfer characteristics and the solvent viscosity (1.40).
Modifiers allow the chemical tailoring o f the mobile phase to meet a specific
chromatographic need, and have been observed to increase solvent strength, enhance
selectivity, and improve peak shape and column efficiency (1.41). The improvements in
peak shape and efficiency are often due to the deactivation (covering up) o f active sites
present on some types o f stationary phases. The following modifiers have proven to be
useful in one way or another with carbon dioxide (1.42,1.43):

various alcohols
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including methanol, ethanol, isopropanol and hexanol; acetonitrile, tetrahydrofuran, 1,4dioxane, water, formic acid, ion-pairing agents, dimethylsulfoxide, methylene chloride,
and dimethylacetamide, as well as others.

For pure fluids, Giddings has reported a classification based on the solubility parameter
(1.44). Note that in contrast to liquids, the mobile phase strength o f a supercritical fluid
varies with density, as shown in Table 1.3.

With modified mobile phases, it is

somewhat more difficult to estimate their polarity. Polarity can be measured with
solvatochromic probes (1.45), but the results may sometimes be misleading due to
specific probe-fluid interactions.

1.7.2

Column and Stationary Phase Selection

Both capillary and packed columns have been used successfully in SFC, although the
debate over which was better in terms o f separating power, quantitative reproducibility,
and compatibility with polar analytes was formerly a source o f great controversy. Not
unexpectedly, SFC capillary columns are similar to the fused silica columns used in GC,
except that their inner diameters are reduced from 200 to 250 jim down to 100 to 50 pm
(or less) to reflect the reduced mass transfer (lower diffusion coefficients) in a
supercritical fluid compared to a gas (Table 1.1), and the stationary phase is either
crosslinked or bonded to the fused silica to avoid dissolution by the strongly solvating
supercritical fluid mobile phase. Packed SFC columns used in the past were virtually
identical to the bonded-phase HPLC columns, although usage o f shorter, smaller inner
diameter columns (0.5-2 mm i.d.) or packed capillary columns is now somewhat
favored to make the flow rate more compatible with various detectors (FID, MS, etc.).
Whereas packed columns at present nearly always provide a greater separation per unit
time (1.46), the much greater permeability (lower pressure drop per unit length) o f
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TABLE
1 .3
S O L U B IL IT Y
C O M PO U N D S1

Compound

PARAM ETERS

d

OF

SELEC TED

(cal/mL) 1/2

Carbon dioxide
0.1 (g/mL)

0.9

0.3

2.6

0.5

4.3

0.7

6.0

0.9

7.7

n-heptane

8.0

toluene

8.9

benzene

9.2

1-propanol

12.0

2-propanol

12.4

methanol

14.5

formamide

19.2

water

23.4

1 Data from Giddings et al., Science, 4, 67 (1968); Tijssen et al., J. Chromatogr., 122,
185 (1976); and Karger et al., J. Chromatogr., 125,71 (1976).
capillary columns allows much greater lengths (1-10 m vs 5-10 cm for packed columns)
to be employed and correspondingly greater total efficiency (peak capacity) to be
achieved; this is sometimes desirable for complex samples. However, one o f the
greatest limiting factors for packed column use in SFC has been the active sites present
in conventional HPLC-type bonded-phase columns. This results in poor peak shape for
polar compounds, and in many cases (basic compounds) solutes become irreversibly
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adsorbed and do not elute at all. The use o f modifiers is frequently very beneficial in
this regard, providing coverage o f these active sites; and recently, better methods o f
deactivation and coating o f porous silica particles for packed-columns have renewed
hope in the successful use o f these columns for polar and basic compounds (1.47,1.48).

The features o f packed and capillary columns have been exhaustively compared and
contrasted, and detailed treatments my be found elsewhere (1.44,1.49,1.50). It suffices
to say that a plethora o f commercially available columns exists, and the complementary
nature o f the two types o f columns is now widely appreciated. Although new types o f
columns will no doubt continue to be introduced, at present much research is being
performed for the purpose o f improving the existing ones. For packed columns this
means reducing the number o f active sites while for capillaries it is reducing the inner
diameter to a value that is closer to the theoretical optimum for mass transfer, the latter
will unfortunately require further improvements in sample introduction and detection
before it can be exploited completely.

1.7.3

Sam ple Introduction M ethods

Two types of injectors are frequently employed. For packed column SFC, a standard
six port rotary valve with an external sample loop o f 1-10 pL has proven to be quite
reliable. For SFC with capillary columns, a similar rotary valve with an internal "loop"
o f 0.2 to 0.5 pL is typically employed. Frequently the rotor is pneumatically actuated in
very rapid fashion to allow only a small fraction o f sample to be introduced; this is done
to avoid column overload. Alternatively, the flow from the injector is split off in the
same fashion as in GC.
discrimination.

A disadvantage o f the latter mode is potential sample
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Another powerful means o f sample introduction is a direct on-line extraction apparatus.
Generally speaking, extraction and other sample preparation techniques lag far behind
most other analytical procedures. Sample preparation still requires hours in most cases,
and is usually the rate limiting step in an analysis. This is particularly true in the
analysis and characterization o f natural products. Soxhlet devices have improved
extractions over batch techniques, but such devices are still very time-consuming
(several hours to over a day) and can only utilize pure solvents with relatively low
boiling points. Moreover, the relatively high temperature required for the Soxhlet or
similar extraction is incompatible with many natural products that are thermally unstable.
Some extractions could be made more selective by using mixed solvents systems such
as ethanol-water/hexane, but the mixed systems nearly always require crude batch
techniques. In addition to the initial extraction, subsequent purification steps must be
performed before any analysis can be made. These procedures can be quite involved,
depending o f the compound(s) o f interest. Each extraction step within the purification
procedure must be performed exhaustively to obtain high yields since single-step
recoveries are not always very high.

With the advent o f supercritical fluid extraction (SFE), sample preparation can be
reduced to several minutes and higher recovery percentages can be obtained. This
technique has been repeatedly shown to be vastly superior to conventional extraction
methods, yet the advantages o f SFE remain largely unappreciated in many areas o f
science which would clearly benefit from this technique. Moreover, SFE is easily
coupled to GC and SFC, permitting extraction and analysis to be performed in the same
step.
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A schematic diagram o f the instrumentation typically employed in SFE/SFC is shown in
Figure 1.3. With the pump valve in position 1, the supercritical fluid passes through the
extraction cell at a predetermined temperature and pressure (density). The extraction can
be performed in a static mode or a dynamic mode. In the static extraction, the material is
extracted for a certain length o f time before it is allowed to pass on to the focusing trap.
When a dynamic extraction is performed (Figure 1.3 ), the supercritical fluid is
continuously passed over the sample matrix in the cell carrying away with it any
extractable material. When the supercritical fluid and analyte reaches the trap, the fluid
is vented (losing its solvating power at the lower temperature and pressure) and the
extracted material precipitates inside the glass lined cryofocusing trap. After a certain
length o f time, the pump valve is switched to position 2, and the trap is also heated (by
removing cooling carbon dioxide). This allows the extracted material to be moved onto
the analytical column for separation and analysis to be completed.

In Figure 1.3, the 8-port valve is shown in the vent mode. This mode is commonly
employed to remove any interfering components from the sample. For example, if the
material is known to be soluble at a given density, some interfering material in the matrix
could be extracted at conditions just under that density, and this portion could be vented
to waste (through ports 1 and 2 in Figure 1.3). After this interfering material is
removed, the valve can be switched to extract position (through ports 2 and 3) and the
density raised to just above the required density to extract the material of interest. In this
fashion, we can perform a partially selective extraction o f the sample; this is yet another
important advantage of SFE over other extraction techniques.

PUMP VALVE
POSITION 1

EXTRACTION
CELL

PUMP

PUMP VALVE
POSITION 2
Atmosphere

AAAA

Cooling
CO„

ON/OFF

MICRO-ADJ.

VALVE

VALVE
CRYOGENIC FOCUSING
TRAP

----------------------------------

COLUMN

HEATED Zo

ne

Figure 1.3 Schematic diagram of an on-line supercritical fluid extraction (SFE) apparatus. See text for discussion.
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1.7.4

D etection M ethod

One o f the nice features of SFC (depending on the mobile phase selected) is the potential
ability to use on-line virtually any o f the detectors em ployed in LC (before
decompression) or GC (after decompression). Although the flame ionization (FID) and
absorption (UV-vis) detectors, which provide little if any structural information, have
seen the most widespread use until now, applications utilizing mass spectrometers (MS)
or Fourier-Transform infrared (FT-IR) spectrometers (1.51) continue to increase, along
with those performed with element specific detectors. Other detectors that have been
employed to date (along with common abbreviations) are as follows: atomic emission
(AE), inductively coupled plasma (ICP), nitrogen and phosphorous thermionic detector
(NPD), chemiluminescence, flame photometric (FPD), electron capture (ECD),
photoionization (PID), light scattering (LSD), supersonic jet spectroscopy (SJS) and
nuclear magnetic resonance (NMR).

1.8

O PTIM IZA TIO N

Like all conventional chromatographic techniques (GC, LC, etc.), resolution in SFC is
determined by the product o f three terms— efficiency, selectivity, and retention— as
shown in eq 1.1,

R _ M
RS - 4

a

A L
1+k'

r, n
[L1]

where N is the number o f theoretical plates, a is the selectivity, and k' is the retention
(capacity) factor. Each o f the three terms in the fundamental resolution equation (1.52)
can be optimized to improve the separation. Retention (k') and selectivity (a ) should
first be optimized via changes in the density or composition o f the mobile phase, the
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temperature, and the gradients, if any, associated with these variables. Optimization o f
these two chromatographic terms is clearly the first step, since it will indicate if the
current mobile phase/stationary phase combination is adequate for the separation being
considered. The efficiency of a column, N, is determined by its length and the nature o f
the stationary phase, including column diameter or particle size. Given the square root
dependency o f resolution on N, large changes in parameters controlling N (e.g., column
length or linear velocity) will result in only moderate changes in resolution, and thus
should only be considered if changes in selectivity and retention do not suffice.

Whereas temperature and mobile phase composition are the primary variables used to
modulate retention on a given column in GC and LC, respectively, in SFC it is feasible
to employ several variables in combination to control retention— pressure (density),
temperature, and composition— although each is often employed individually. From
thermodynamic and other considerations, density has been shown to be a more
fundamental variable than pressure; and for those supercritical fluids for which density
can be predicted from pressure via an accurate equation o f state (e.g., Peng-Robinson),
it is possible to attain a precise density simply by controlling the pressure and
temperature. The variation o f density with pressure at constant temperature is frequently
nonlinear near the critical temperature o f the fluid and gradually approaches linearity as
the temperature is increased, as the curves in Figure 1.4 clearly illustrate for carbon
dioxide. Although the variation in retention is usually sufficient with changes in
density, greater variation is usually possible via changes in the mobile phase
composition. For the separation o f homologous or oligomeric compounds with pure
supercritical fluids, an asymptotic density gradient has been shown to be superior to a
linear density or pressure gradient (1.53).

Even better results are possible if a

temperature gradient is superimposed onto the density gradient.

By including a
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temperature gradient, the reduction in column efficiency due to reduced mass transfer
(reduced solute diffusion coefficients) that occurs with an increase in density is not as
large (1.54). The decreased efficiency that occurs with density programming in SFC is
a minor disadvantage compared to temperature or mobile phase programming in GC and
LC, respectively.

For nonhomologous or non-oligom eric compounds, optimization is much less
predictable and is generally done on a trial and error basis. Several procedures for a
systematic, multi-parameter approach to selectivity and retention optimization have been
developed in our laboratory and are discussed in subsequent chapters. These methods
are essential for the development o f truly optimized separations in SFC, since most
parameters controlling retention are synergistic, and it is difficult if not impossible to
predict the effect on retention and selectivity a change in one or more o f these parameters
will have.
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Figure 1.4. Dependence o f carbon dioxide density on pressure at several temperatures
above the critical temperature (31.1 °C). Data obtained using the Peng-Robinson
equation-of-state (1.55),
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FO RM IC AC ID M O D IFIED CARBO N D IO XIDE AS A M O BILE PHASE
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2.1 INTRODUCTION
Supercritical fluids make excellent chromatographic mobile phases for several reasons.
Since the density approaches that o f a liquid, the fluid possesses necessary solvating
power, but solute diffusivities remain high so that a higher column efficiency (relative to
liquid chromatography) can be attained (2.1). Another advantage is the ability to control
the solvating power o f the fluid, which is a continuous function o f the pressure and
temperature. However, a fluid must have a low critical temperature and pressure to be
useful as a mobile phase, and SFC practice is limited by the number o f fluids available
with relatively mild critical parameters.

Carbon dioxide has been the dominant mobile phase o f choice for SFC, mostly because
o f its relatively mild critical parameters, low cost, chemical inertness and detector
compatibility (2.2). However, this fluid has a limited usefulness as a mobile phase
because o f its nonpolarity (2.3). As a result, the analysis o f polar compounds is
difficult if not impossible using a pure carbon dioxide mobile phase.

Rather than completely change the mobile phase, a small percentage o f a secondary
solvent can be added to modify the mobile phase while maintaining the mild critical
parameters o f the primary fluid. Through the use o f modifiers, one can increase the
fluid's dielectric constant, introduce hydrogen bonding, or alter mass transfer
characteristics and the solvent viscosity (2.4). Modifiers allow the chemical tailoring o f
the mobile phase to meet a specific chromatographic need. Modifiers have been
observed to increase solvent strength, enhance selectivity, and improve peak shape and
\

column efficiency (2.5).
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The attractiveness o f formic acid as a modifier lies in its compatibility with flame
ionization detection (FID). Not only does this modifier increase the solvent strength o f
the mobile phase providing improved solubility, lower capacity factor and altered
selectivity for polar components, it is one o f few polar modifiers which can be used with
the FID. Reasons for retaining the FID include its near universality, a low limit o f
detection (1 ng/s to 10 pg/s), and a linear dynamic range exceeding seven orders o f
magnitude. While the effects o f a variety o f modifiers in SFC have been described
previously (2.6-2.16), none o f these studies have examined the individual properties o f
formic acid modified carbon dioxide. Researchers have reported applications in which
formic acid was used as a modifier for SFC as well as supercritical fluid extractions
(SFE) (2.14,2.17,2.18), indicating its usefulness as a mobile phase additive; however,
investigations into the actual effects o f formic acid on solubility and retention have not
been conducted at all.

Our objective is to examine in detail the effect o f adding a small percentage o f formic
acid to a carbon dioxide mobile phase as a means o f increasing its solvating power for
polar solutes. This is done through comparisons o f the modified mobile phase to a pure
carbon dioxide mobile phase in several ways. Our evaluation includes data on the
retention as a function o f density and temperature, and includes enthalpy measurements,
entropy effects, and the actual separation o f some polar compounds. The polar solutes
chosen are difficult to elute with pure carbon dioxide, yet for SFC to become a widely
used separations technique, it w ill have to be more amenable to these types o f polar
components.
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2.2 THEORY
The free energy associated with the transfer o f a solute from the mobile phase to the
stationary phase can be related to the distribution coefficient (K d ) by the following
equation:
AG = - RT In {KD}

(2.1)

where R is the molar gas constant and T is the temperature (2.19). Substituting k' =
K d /P, and since AG = AH-TAS, where k' is the capacity factor, P is the phase ratio,
and AH and AS are the enthalpy and entropy o f transfer, respectively, we can solve this
equation in terms o f In k':

In k' =

+

+ In p }

(2.2)

The enthalpy o f transfer is obtained from the slope o f a plot o f In k' against reciprocal
temperature (1/T) at constant density (p):

{ w f }

= _ TT

AH = - R (slope)

(2.3)

P
The enthalpy o f transfer by definition is the sum o f the enthalpies o f all the individual
steps required for the transfer o f the solute from the mobile to the stationary phase. In a
rigorous treatment one might choose to delineate several steps, but for the convenience
of the present study we shall describe the transfer with only two: (i) desolvation o f the
solute in the mobile phase, and (ii) sorption (adsorption or partitioning) o f the solute
onto (into) the stationary phase. Mathematically we can represent this as

'^transfer -

AHs_mp + AHs.Sp

(2.4)
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where AHs.mp and AHs.sp the enthalpies o f solvation and sorption, respectively (s =
solute, mp = mobile phase, and sp = stationary phase). Note that in contrast to SFC and
HPLC, the s-mp interactions (solvation) are normally assumed to be negligible in GC,
although Berger has recently suggested that solvation by carbon dioxide and other
selected carrier gases can occur at pressures and densities as low as those observed in
conventional GC (2.20).

Generally speaking, AHs_sp is a large negative number and thus

will usually

be negative, meaning that solute retention (transfer from mobile to stationary phase) is
an exothermic process.

However, AH^-angfe,. can be endothermic (positive) if the

enthalpy o f solvation, AHs_mp, is sufficiently negative, a condition promoted by strong,
specific solute-solvent interactions, where the "solvent" may be either the parent
supercritical fluid or the modifier, if present.

One o f the main objectives o f the present study is a thermodynamic comparison o f the
mobile phase effects o f the pure and modified CO2 , i.e., the differences in the enthalpy
and entropy o f solvation for several solutes. Unfortunately, as shown in eq 2.4,
solvation is only one part o f the solute transfer process that is measured via eqs 2.2 and
2.3. The approach below, however, allows us to measure the difference in solvation for
the pure and modified CO2 mobile phases.

Expressing eq 2.4 in terms o f the two mobile phases o f the present study, one obtains

AHmo(j = AHs.sp rn(Xj - AHs.mp motj

(2.5)

AHpure - AHs.sppure - AHs.mppure

( 2 .6 )
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where "mod." and "pure" refer to the formic acid modified and pure carbon dioxide
mobile phases, respectively. By subtracting eq 2.6 from eq 2.5, the following result is
obtained

AAHtrans

= AHpure - AHmo(j.
= (AHs-sp^ure - AH s-sp,mod.) -(A H s-mp,pure ■ AHs-mp,niod.)

(2.7)

The stationary phase component to retention is assumed to be the same with both mobile
phases (which we will justify later):

^^s-sp.mod. ~ AHs_sppure or AAHs_gp ~ 0

(2.8)

Rearrangement o f eq 2.7 (in view o f eq 2.8) yields

AAHs_mp = (AHs.mp mo(j - AH^mp^^g)« AAHp.^

(2.9)

Thus by subtracting the total enthalpies o f transfer, quantities that can be measured
directly, the difference in enthalpies o f solvation can be determined.

A similar approach can be used to estimate differences in the entropy o f solvation. The
entropy o f transfer is calculated from the intercept and the phase ratio, P, from eq 2.2.

AS = R (intercept - In P)

(2. 10)
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Although P can sometimes be difficult to estimate for packed columns, it is easily
calculated for a capillary column if the column radius and film thickness are known (see
Experimental Section).

AASs.mp = (^Ss.mp>mo(j- - ASg.ujppm-g) ~ ASpofg - ASmo(jt

2.3

(2.11)

EX PER IM EN TA L

The chromatographic system consisted o f a Model 501 supercritical fluid chromatograph
(Lee Scientific, Salt Lake City, Utah) utilizing a flame ionization detector (FID) set at
375°C. The instrument was controlled with a Zenith AT computer. The syringe pump
had a capacity o f 150 mL, and was maintained at approximately 5 °C using a cooling
jacket attached to a refrigerated circulating bath. Data were collected with an IBM-AT
computer using Omega-2 software (Perkin-Elmer, Norwalk, CT). A pneumatically
driven injector (Valeo, Houston, Texas) with a 200 nL loop was used in conjunction
with a splitter. The split ratio was approximately 20:1, and the timed injection duration
ranged from 0.02 to 0.25 seconds.

Three capillary column were used for this study: a 1 meter SB-Octyl-50 (50% octyl,
50% methyl polysiloxane, 50 pm i.d., 0.25 pm df), a three meter SB-Biphenyl-30
(30% biphenyl, 70% methyl polysiloxane 50 pm i.d., 0.25 pm df) and a three meter
SB-M ethyl-100 (100% methyl polysiloxane, 100 pm i.d., 0.25 pm df). The data
obtained for the figures were obtained on the 50% octyl column; however, all three
columns gave similar results, as summarized in Tables 2.2 - 2.4.

The two mobile

phases were SFC grade carbon dioxide and SFC grade 0.3% (w/w) formic acid in
carbon dioxide (Scott Specialty Gases, Baton Rouge, LA).

Since such small

percentages o f formic acid were used (mole fraction = 0.003), the density o f the formic
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acid-modified carbon dioxide (FA-CO 2 ) was assumed to be essentially the same as that
o f the pure carbon dioxide at the same pressure. Linear velocities ranged from 0.6 - 1
cm/s through a frit restrictor, estimated from the retention time o f methane at 100 atm
and 100°C. The retention time for an unretained solute, t0, was usually measured using
the leading edge o f the solvent peak. Previous experiments in our laboratory have
shown the difference in the retention time of methane (a widely accepted marker for to in
SFC with CO2 ) and the leading edge o f the methanol peak to be less than 2% under
most conditions, resulting in negligible differences in the calculation o f the capacity
factor (k1) when the methanol marker was employed for convenience, even for
compounds only moderately retained. At lower temperatures and pressures, methane
was used to check the value for t0. The phase ratio, P, was calculated in the usual way
for a capillary column, i.e., from the column radius and the film thickness (P = rc / 2df).

The polar solutes chosen were pentanoic acid (PA), phenethyl alcohol (PhEA), mbromobenzoic acid (mBrBzA), p-nitrophenylacetic acid (pNPAA), o-benzoylbenzoic
acid (oBBzA), 2'-acetonaphthone (AcNap) and oleic acid (OA). These compounds
were dissolved in methanol at a concentration of approximately 1 mg/mL.

2.4

R ESU LTS AN D D ISC U SSIO N

Retention processes in SFC can be very complex since the compressibility is large, and
the solute and solvent molecule sizes and energies differ significantly (2.21). Solvation
o f the solute by the mobile phase plays an important role in determining the amount o f
retention, especially for nonvolatile and/or polar solutes. In the highly compressible
near-critical region, the polar modifier may cluster about the solute due to attractive
intermolecular forces (2.22-2.24). When a modifier is present, long-range attractive
solute-solvent interactions result in a large volume contraction and a preferential modifier
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enrichment in the vicinity o f the solute. This clustering effect results in a local
composition o f the polar modifier that is much higher than the bulk concentration. The
degree o f local ordering about the solute m olecule is very dependent on the
compressibility o f the fluid, and thus depends heavily on the pressure o f the fluid.
Basic thermodynamic parameters can be used to describe solute retention in SFC, and
we use these parameters here to measure differences in the degree o f solvation provided
for a given solute by the modified and pure carbon dioxide mobile phases.

2.4.1

M ob ile-S tation ary P h ase Interactions

While it can be argued that stationary phase swelling due to mobile phase adsorption (or
partitioning) may increase the film thickness and thus change the phase ratio and entropy
o f transfer, reports to date on the adsorption o f supercritical solvents into different
stationary phases have been discordant. Work by Sie and coworkers (2.25) as well as
others (2.26, 2.27) indicates that changes in the phase ratio due to adsorption o f carbon
dioxide are usually small; in contrast, Springston and co-workers reported the swelling
o f a polymethylsilicone stationary phase (SE-30) to approximately twice its thickness
(2.28). Even if such drastic swelling does occur, it results in a shift in AS values o f
only 1.4 cal mol-1 K’1, which is insignificant compared to the magnitude o f AS values
generally observed (-15 to -30 cal mol’1 K’1). The emphasis is on the comparison o f
pure and modified CO2 , and the absolute values o f the entropies are less important

Although we have addressed the issue o f stationary phase swelling caused by the
adsorption o f pure supercritical carbon dioxide, we also need to assume that this
adsorption phenomenon will be the same or nearly the same for the formic acid-modified
carbon dioxide (FA-CO 2 ) so that eqn 2.9 can be used to estimate AAHs. mp, the
differences in the enthalpy o f solvation in the mobile phase. Qualitatively, we would
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expect formic acid to interact with the stationary phases even less than carbon dioxide on
the basis o f polarity considerations alone, especially using the 50% octyl 50% methyl
polysiloxane phase and the 100% methyl polysiloxane phase (2.29,2.30). Also, even if
their adsorption tendencies were equal on an energetic basis, the much greater
abundance o f the carbon dioxide should allow it to dominate the adsorption process. It
does appear reasonable, therefore, to assume that the carbon dioxide o f the FA-CO 2
mixture will adsorb preferentially onto the stationary phase and that, for equal densities,
the stationary phase environment (degree o f swelling and chemical composition) is
essentially the same using either pure CO2 or our FA-CO 2 as the mobile phase. A more
quantitative and detailed justification for this assumption is given below:

(a) Solubility parameter considerations indicate that CO2 matches the stationary phase
polarity much more closely than does formic acid, affirming that CO2 is more likely to
adsorb or partition into the stationary phase than the formic acid. Table 1.3 shows a
comparison o f solubility parameters and although the solubility parameter o f formic acid
is not shown, it can be expected to be somewhere between formamide and water, i.e., in
the range o f 19-25 (cal/mL)1/2. This is markedly different than that o f heptane (for the
sake o f comparison, heptane is assumed to have a solubility parameter similar to that o f
the active portion o f the polysiloxane stationary phases, especially the 50% octyl phase),
indicating that formic acid would not partition into or adsorb onto the stationary phase to
any appreciable extent.

It is interesting that when isopropyl alcohol (IPA) modified CO2 is used as the mobile
phase, the IPA will sometimes preferentially adsorb or partition into the stationary
phase; however, this only occurs at lower pressures and densities when the solubility
parameter o f CO2 is quite low (2.31). At these low densities, IPA's solubility parameter
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is actually closer to that o f the stationary phase than is carbon dioxide's, as can be seen
in Table 2.1. While the 8 for IPA is approximately 4 (cal/mL)1/2 higher than that o f
heptane, carbon dioxide at a fluid density o f 0.1 g/mL has a 8 o f only 0.9 (cal/mL)1/2,
which is 7.1 (cal/mL)1^2 lower than that o f heptane. Since the solubility parameter o f
IPA matches that of the stationary phase more closely than does carbon dioxide at a low
density, it is preferentially adsorbed. At higher densities, the solubility parameter o f
CO 2 increases, becoming more like that o f the stationary phase, and the preferential
adsorption o f IPA is diminished (2.31).

(b) In reversed-phase liquid chromatography (RPLC), the organic component o f a
hydro-organic mobile phase w ill preferentially "wet" the stationary phase since its
polarity matches that o f the stationary phase more closely than does water. By analogy,
carbon dioxide should have a greater tendency to adsorb onto (into) the stationary phase
than does formic acid.

(c) Polar modifiers are known to reduce retention by clustering around solute molecules.
The retention o f the compounds that most closely resemble the stationary phase,
hexadecane and octadecane, was virtually unaffected by the addition o f the formic acid
modifier to the CO2 (see Figure 2.6, Tables 2.2 - 2.4). This clearly indicates that the
clustering and preferential solvation does not occur for these compounds, and that the
formic acid modifier will show little or no affinity for the stationary phase as well.

2.4.2

Comparison of Thermodynamic Properties

Figures 2.1 - 2.6 are plots o f In k' versus reciprocal temperature (van't H off plots)
which lead to the determination o f the enthalpy o f transfer, as well as the entropy,
according to equations 2.2, 2.3 and 2.10. The temperature range for these graphs is
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55°C to 110°C, and the capacity factor reproducibilities for the solutes were always less
than 2% RSD. Figure 2.1 is a van't H off plot for pentanoic acid, and not only does it
show a reduction in the retention, but a lower slope as well when the modified mobile
phase is used. This lower slope is indicative o f a more negative enthalpy o f solvation
for the modified mobile phase (AHs.mpmod < AHs_mppure in eq 2.9), resulting from the
increased mobile phase solvation o f this analyte.

Figure 2.2 shows the van't H off plot for another polar solute, 2'-acetonaphthone. We
have found that for certain polar solutes, there are two regions o f solvation which occur
with the modified mobile phase. In the region o f higher temperatures and pressures, to
the left o f this graph, the enthalpy o f solution is less negative than the enthalpy o f
sorption (AHs_mp mod > AHs_sp>mo(j ), and thus the overall enthalpy o f transfer (AHmo^)
is negative (eq 2.5). As the temperature and pressure are lowered, however, the
solvation o f the solute in the mobile phase increases due to increased clustering o f the
modifier around the polar solute. In this more highly compressible state, attractive
forces can move the modifier molecules into energetically favorable locations more
easily than at higher pressures where the fluid is less compressible (2.22). As AHS_
mp.mod.

becomes more and more negative (eq. 2.5), it will at some point equal AHS_

sp.mod-

This condition will result in a slope o f zero in the van't H off plot. As pressure

and temperature are lowered even more, AHs_mp mod will become more negative than
AHs-sp^nod.’ the enthalpy o f transfer will become positive (endothermic), and the slope
o f the line will correspondingly become negative. We call this the region o f retrograde
behavior or more simply the "rolloff region, and differences in solvation w ill be
extreme at these lower temperature/pressure conditions.
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The retrograde behavior is even more pronounced for certain acidic polar solutes, such
as m-bromobenzoic acid shown in Figure 2.3. From this figure it is clear that lower
temperatures are required to observe this inverse behavior when higher densities are
used. For a given temperature, a higher density requires a higher pressure, and the
phase is less compressible. At the higher density, therefore, clustering o f the modifier is
not as large because o f the higher pressure required for that density. Other solutes show
similar behavior, as shown in Figures 2.4 and 2.5 for p-nitrophenylacetic acid and obenzoylbenzoic acid.

Tables 2.2 - 2.4 give the enthalpy and entropy data obtained from the van’t H off plots
discussed above obtained for the different stationary phases. These tables first list the
total enthalpies obtained from the slope (eq. 2.3). As mentioned earlier, the slope for
the polar solutes with the modified mobile phase was obtained by using data from the
high temperature region o f the van't H off plots, before the rolloff is observed. The
enthalpy measured for the pure carbon dioxide mobile phase was in the range o f -5
kcal/mol to -8 kcal/mol when a density o f 0.4 g/mL was used, which is consistent with
previously reported values (2.3). The values obtained with the formic acid-modified
carbon dioxide range were typically less negative, and ranged from -0.2 to -5 kcal/mol.
The measured enthalpies o f transfer (AHtrans. eq 2.4) for the modified mobile phase are
more positive than those obtained for the pure mobile phase, since there is a larger
degree o f solvation in the modified fluid (AHs.mp is more negative for the modified
mobile phase than for the pure carbon dioxide mobile phase in eq 2.4). The third
column gives values for the difference in the heat o f solvation for the two mobile
phases, normalized to a standard density, where p° is an arbitrarily chosen standard
state o f 1 g/mL, and p is the density at which the enthalpy was measured. This
normalization eliminates the "state effect", i.e., effects due to differences due solely to
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Figure 2.1 Van't Hoff plots for pentanoic acid solute at a density o f 0.1 g/mL. Open
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acid modified carbon dioxide mobile phase.
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Figure 2.4 Van't Hoff plots for p-nitrophenylacetic acid solute. Mobile phases and
densities as in figure 2.3.
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Table 2.2 Comparison of measured enthalpies and entropies for mobile phases o f pure carbon dioxide and
formic-acid modified carbon dioxide^ on the 50% octyl 50% polymethylsiloxane column.
density
(g/mL)

solute 2

AHpypg
kcal mol*1

^Hmod.
kcal mol*1

p°/p(AAH)
kcal mol*1 K*1

^Spure
cal mol*1 K*1

ASmod.
cal mol*1 K*1

0.1

PA

-7.1 ± 0 . 3

-5.0 ± 0.7

-10.9 ± 0.8

-29.7 ± 0.7

-24.9 ± 0.8

0.2

n-Ci6H 34
n-Cl8H38
AcNap

-2.9 ± 0.2
-4.1 ± 0 . 2
-5.7 ± 0.3

-2.8 ± 0.1
-4.0 ± 0.2
-4.4 ± 0.4

-0.5 ± 0.2
-0.1 ± 0.3
-6.7 ± 0.5

-18.1 ± 0.4
-20.1 ± 0.6
-23.5 ± 0.9

-17.9 ± 0.3
-20.3 ± 0.5
-20.8 ± 1.7

0.4

mBrBzA
pNPAA
oBBzA

-7.9 ± 0.3
-6.9 ± 0.2
-7.7 ± 0.2

-3.5 ± 0.3
-3.4 ± 0.4
-3.5 ± 0.4

-11.1 ± 0 . 4
-8.7 ± 0.5
-10.7 ± 0.5

-32.1 ± 0.8
-28.0 ± 0.7
-28.9 ± 0.7

-21.9 ± 0.8
-20.1 ± 1.1
-19.2 ± 1.1

0.5

mBrBzA
pNPAA
oBBzA

-7.8 ± 1.0
-6.7 ± 0.5
-7.6 ± 0.2

-4.0 ± 1.0
-4.4 ± 0.5
-4.2 ± 0.2

- 7.7 ± 1.4
- 4.6 ± 0.7
- 6.8 ± 0.3

-33.4 ± 0.9
-29.2 ± 0.7
-30.4 ± 0.7

-24.8 ± 0.9
-24.8 ± 0.5
-23.4 ± 0.2

1.9 ± 0.2
3.0 ± 0.2
3.0 ± 0 . 5
-1.1 ± 0.6

-24.6
-24.6
-26.8
-23.1

rolloff region3
0.4
mBrBzA
pNPAA
oBBzA
0.2
AcNap

±
±
±
±

0.4
0.3
0.6
0.7

-6.6
-2.3
-1.0
-11.7

±
±
±
±

0.6
0.7
1.6
1.7

1 0.3% (w/w) formic acid in carbon dioxide.
2 PA = pentanoic acid, AcNap = 2'-acetonaphthone, mBrBzA = m-bromobenzoic acid; pNPAA = p-nitrophenylacetic acid; oBBzA =
o-benzoylbenzoic acid.
3 The rolloff region refers to the lower temperature range (55-70 °C) where the van’t Hoff plots for the modified mobile phase have a
negative slope.

Table 2.3 Comparison of measured enthalpies and entropies for mobile phases of pure carbon dioxide and
formic-acid modified carbon dioxide on the 30% biphenyl 70% polymethylsiloxane column*
density
(g/mL)

solute
kcal mol*1

AHmod.
kcal mol*1

p°/p(M H)
kcal mol*1 K*1

^Spure
cal mol*1 K*1

^m od.
cal mol'1 K*1

0.1

PA

-6.0 ± 0.3

-4.4 ± 0 .1

-7.9 ± 0.3

-26.6 ± 0.7

-22.7 ± 0.3

0.2

n-Ci6H34
n-Cl8H38
AcNap

-4.8 ± 0.4
-5.9 ± 0.2
-4.7 ± 0.2

-4.7 ± 0.2
-5.9 ± 0.5
-3.6 ± 0.2

-0.4 ± 0.4
-0.3 ± 0.5
-5.3 ± 0.3

-22.5 ± 1.0
-24.4 ± 0.5
-18.6 ± 0.5

-22.4 ± 0.6
-24.4 ± 1.3
-15.8 ± 0.6

0.4

mBrBzA
pNPAA
oBBzA

-5.5 ± 0.6
-4.9 ± 0.5
-5.0 ± 0.3

-0.5 ± 0.9
-0.3 ± 0.4
-0.2 ± 0.9

-12.4 ± 1.0
-11.6 ± 0 .6
-11.8 ± 0 .9

-25.8 ± 1.7
-22.6 ± 1.2
-21.6 ± 0 .9

-12.7 ± 2.4
-10.4 ± 1.2
-9.1 ± 2.4

2.9 ± 0.9
4.5 ± 1.1
5.9 ± 1 .1
-0.6 ± 0 .2

-20.9
-23.4
-27.1
-20.1

rolloff region
0.4
mBrBzA
pNPAA
oBBzA
0.2
AcNap

± 1 .1
± 1.2
± 1.2
± 0.3

-3.2 ± 2.8
3.0 ± 3 .1
8.0 ± 3 .3
-7.4 ± 0.6

1. Conditions as in Table 2.2.

U\
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Table 2.4 Comparison of measured enthalpies and entropies for mobile phases of pure carbon dioxide and
formic-acid modified carbon dioxide on the 100% polymethylsiloxane colum n/
density
(g/mL)

solute

AHpuie
kcal mol*1

AHmod.
kcal mol'1

p°/p(AAH)
kcal mol*1 K*1

ASpmg
cal mol*1 K*1

^^mod.
cal mol'1 K'1

0.1

PA

-6.4 ± 0.2

-4.9 ± 0.1

-7.4 ± 0.2

-30.1 ± 0.6

-26.5 ± 0.3

0.2

n-Ci6H34
n-Ci8H38
AcNap

-2.9 ± 0 .1
-3.2 ± 0.1
-4.5 ± 0.1

-2.8 ± 0 .1
-3.1 ± 0.1
-3.7 ± 0.2

-0.6 ± 0 .1
-0.2 ± 0.1
-4.0 ± 0.2

-19.5 ± 0 .2
-19.8 ± 0.2
-22.8 ± 0.3

-19.2 ± 0.1
-19.8 ± 0 .1
-20.7 ± 0.5

0.4

mBrBzA
pNPAA
oBBzA

-6.8 ± 0.1
-6.6 ± 0 .1
-7.6 ± 0.1

-3.7 ± 0.1
-3.9 ± 0 .1
-4.0 ± 0 .1

-7.7 ± 0.2
-6.8 ± 0.1
-8.9 ± 0 .1

-32.8 ± 0.4
-32.0 ± 0.4
-34.1 ± 0.3

-24.5 ± 0.2
-25.0 ± 0.2
-24.9 ± 0.3

rolloff region
0.4
mBrBzA
pNPAA
oBBzA
0.2
AcNap

1.3 ± 0.2
1.4 ± 0.2
0.7 ± 0.3
-1.1 ± 0 .1

-20.1
-20.1
-20.7
-17.3

±
±
±
±

0.2
0.2
0.3
0.1

-10.1
-9.4
-11.1
-13.2

± 0.6
± 0.6
± 0 .9
± 0.3

1. Conditions as in Table 2.2.
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the number o f solvent molecules in the immediate vicinity (solvation sphere) o f the
solute, and facilitates the comparison o f chemical effects at enthalpies measured at
different densities. Comparison o f the thermodynamic data at densities o f 0.4 g/mL and
0.5 g/mL show that the differences between the two mobile phases are less when higher
densities are used. This is true for two reasons. First, the solvating power o f the pure
carbon dioxide increases with density; and second, solvation by the formic acid modifier
is reduced because o f the higher pressure (lower compressibility) required for the higher
density (2.21, 2.22).

Entropy o f transfer data obtained with the two mobile phases are also in Tables 2.2 2.4. Differences in ASs.mPiin0(j. and ASs_mp>pure reflect an increase in the order o f the
formic acid modified mobile phase due to the clustering effect. In most forms o f
chromatography, the stationary phase is more ordered than the mobile phase, so that the
transfer o f a solute from the mobile phase to the stationary phase results in a decrease in
entropy. Examination of Tables 2.2 - 2.4 (last two columns) reveals that this is also true
for the system we are studying, for both the pure and the modified mobile phases.
However, our data also indicate that, for polar solutes, the entropy o f transfer is less
negative when the formic acid modifier is present, typically by 4-12 cal mol"1 K*1. This
is also consistent with the clustering o f the modifier that occurs around polar solutes in
the modified mobile phase, i.e., a more ordered environment than with a pure mobile
phase.

Similar decreases in entropy are not observed for the nonpolar solutes

(hydrocarbons), even at the lower densities where clustering is favored, indicating that
little or no clustering interaction with the formic acid occurs around these solutes.

Tables 2.2 - 2.4 also provide thermodynamic data in the "rolloff region o f the modified
mobile phase for 2 ’-acetonaphthone at 0.2 g/mL and for the three acidic solutes at 0.4
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g/mL. Comparing data in this region with the data from the pure carbon dioxide, it can
be seen that a startling difference in the energy o f interaction and mobile phase ordering
can be obtained by adding a small amount (0.3% by weight) o f formic acid to carbon
dioxide. The normalized heat of mobile phase solvation is as much as 27 kcal/mol more
negative with the modified mobile phase, while the entropy o f transfer is as much as 28
cal mol'1 K'1 less negative.

From the enthalpy and entropy data in Tables 2.2 - 2.4, it is clear that there is no
appreciable interaction between the formic acid and nonpolar hydrocarbons. The van't
Hoff plot associated with data from Table 2.2 is shown in Figure 2.6, and it can be seen
that the retention o f these nonpolar compounds remains relatively unchanged. The small
decrease in retention observed with the modified mobile phase for the hydrocarbons is
believed to be due to a slight increase in mobile phase density resulting from the addition
o f the modifier to the carbon dioxide. The capacity factors for the two hydrocarbons
(hexadecane and octadecane) obtained using the pure carbon dioxide mobile phase and
the formic acid modified mobile phase are compared in Table 2.5, which also includes
data on the more polar solutes. It is clear that while substantial differences are observed
for the more polar solutes, the change in retention for the hydrocarbons is minimal.

Although the individual values of the enthalpy and entropy o f transfer vary, as expected,
depending on the stationary phase, the amount by which these values change as we
switch mobile phases remains relatively constant regardless o f the stationary phase (cf.
Tables 2.2 - 2.4). The difference between the enthalpy and the entropy o f transfer for
the two mobile phases are similar for all three columns, indicating that the formic acid
does not interact with the stationary phase to any appreciable extent, and that the
observed effects are predominantly mobile phase effects. Thus the assumption o f eq.
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2.8 is shown to be valid since there is no apparent discrimination between the different
stationary phases by the modifier.

2.4.3

R etention Effects : In k ’ vs D ensity

Comparisons o f the two mobile phases can also be made by examining In k1 versus
density plots for the two mobile phases, and Figure 2.7 shows these plots for pnitrophenylacetic acid and o-benzoylbenzoic acid using a temperature o f 100 °C. It was
previously observed that the relationship between In k' and density is nonlinear (2.27),
and our plots corroborate this observation. Differences in retention between the two
mobile phases are less at higher densities, consistent with our reported differences in
enthalpies o f solvation (Tables 2.2 - 2.4). For example, when the formic acid modifier
is used the capacity factor o f p-nitrophenylacetic acid is reduced by about 40% when the
density is 0.3 g/mL, but it is reduced by only 15% at the higher density o f 0.5 g/mL.
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Figure 2.6 Van't Hoff plots for hexadecane (circles) and octadecane (squares) solutes at
a density of 0.2 g/mL. Mobile phases as in figure 2.1.
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Figure 2.7 In k' vs density plot for p-nitrophenylacetic acid(square) and obenzoylbenzoic acid (circle) solutes at a temperature of 100°C. Mobile phases as in
figure 2.1.
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2.4.4

Chromatographic Separations

To illustrate the effect o f the formic acid modifier in a practical sense, chromatograms
for separations obtained for the pure and the modified mobile phases are compared in
Figures 2.8 and 2.9. Identical conditions are used for the comparisons, except for the
change in mobile phase. A significant reduction in retention occurs when formic acid
modified mobile phase is used, as well as a reduction in peak-tailing in some cases. The
reduction in peak-tailing is especially evident in Figure 2.9 for the some solutes. Some
peak broadening is seen in this chromatogram for early eluting peaks due to their elution
prior to a density gradient initiated and is not caused by any direct difference in the two
mobile phases. A change in selectivity was clearly observed for most solutes o f the
present study when the formic acid was used. Although selectivity was slightly reduced
for peaks 2 and 3 o f Figure 2.8, they are still baseline resolved even after the reduction
in selectivity. Overall, the formic acid modified carbon dioxide appears to provide better
peak spacing. Table 2.6 compiles some o f the differences in retention and selectivity
that are illustrated qualitatively in Figures 2.8 and 2.9.
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Table 2.5

Comparison of the capacity factors obtained with mobile

phases of pure carbon dioxide and formic-acid modified carbon dioxide1
at a temperature of 100 °C on the 50% octyl 50% methyl polysiloxane
column.

%

density

k’

k’

g/mL

pure

modified

n ' c 16H 34

0.2

0.515 ± 0.001

0.505 ± 0.002

-1.9

n ‘c 18H 38

0.2

0.889 ± 0.003

0.928 ± 0.002

+4.4

PA

0.1

0.501 ± 0.010

0.288 ± 0.002

-42

AcNap

0.2

1.562 ± 0.005

1.016 ± 0.004

-35

mBrBzA

0.4

0.401 ± 0.003

0.185 ± 0.010

-54

pNPAA

0.4

0.804 ± 0.002

0.384 ± 0.006

-52

oBBzA

0 .4

1.622 ± 0.010

0.668 ± 0.010

-59

mBrBzA

0.5

0.185 ± 0.001

0.080 ± 0.002

-57

pNPAA

0.5

0.352 ± 0.001

0.141 ± 0.002

-60

oBBzA

0.5

0.638 ± 0.004

0.224 ± 0.004

-65

solute2

change

1 0.3% (w/w) formic acid in carbon dioxide.
2 PA = pentanoic acid, AcNap = 2'-acetonaphthone; mBrBzA = m-bromobenzoic acid;
pNPAA = p-nitrophenylacetic acid; oBBzA = o-benzoylbenzoic acid.
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Table 2.6

Comparison of retention and selectivity obtained for mobile

phases of pure carbon dioxide and formic-acid modified carbon dioxide1
on the 50% octyl 50% methyl polysiloxane column.________________ ___
solute

PA2-3

tr' / min.

tr' / min.

a

a

pure

modified

pure

modified

3.63 ± 0.07

1.63 ± 0.02

PhEA2*3 3.99 ± 0.08

AcNap2 6.81 ± 0.03

mBrBzA3 7.82 ± 0.05

6.69 ± 0.13

oBBzA3 9.21 ± 0.09

1.71 ± 0.04

1.45 ± 0.02

1.05 ±0.01

1.12 ± 0 .0 1

1.08 ± 0.01

1.14 ± 0 .0 3

1.09 ± 0 .0 2

1.07 ± 0.02

4.21 ± 0.02

4.71 ± 0.02

pNPAA3 8.46 ± 0.09

1.79 ± 0.03

2.91 ± 0.03

7.17 ± 0.03

OA2

1.10 ± 0 .0 3

7.63 ± 0 .1 1

8.13 ± 0.15

1 0.3% (w/w) formic acid in carbon dioxide.
2 See Figure 2.8 for these solutes. (PA = pentanoic acid, PhEA = phenethyl alcohol,
AcNap = 2'-acetonaphthone, OA = oleic acid)
3 See Figure 2.9 for these solutes. (mBrBzA = m-bromobenzoic acid; pNPAA = pnitrophenylacetic acid; oBBzA = o-benzoylbenzoic acid.)
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Figure 2.8 Comparison o f (a) pure CO2 and (b) 0.3% formic acid in CO2 for the following solutes: 1 = pentanoic acid, 2 = phenethyl
alcohol, 3 = 2-acetonaphthone and 4 = oleic acid. Chromatographic conditions: initial density o f 0.075 g/mL for 8 minutes, 0.1
(g/mL)/min ramp to 0.8 g/mL, oven temperature = 75 °C, detector temperature = 375 °C.
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Figure 2.9 Comparison o f (a) pure CO2 and (b) 0.3% formic acid in CO2 for the following solutes: 1 = pentanoic acid, 2 = phenethyl
alcohol, 3 = m-bromobenzoic acid, 4 = p-nitrophenylacetic acid and 5 = o-benzoylbenzoic acid. Chromatographic conditions as in figure
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2.4.5

Higher Concentrations of Formic Acid

We have extended this study to higher concentrations o f formic acid in carbon dioxide.
In addition to the 0.3% formic acid modified carbon dioxide, we have also studied 0.5%
and 0.7% formic acid in CO 2 . For the higher concentrations, a 1m x 50 Jim x 0.25 |im
methyl-100 column was employed with three solutes: (i) p-nitrophenylacetic acid, (ii)
pentanoic acid and (iii) 2 ’-acetonaphthone. As before, the difference between the
modified and pure carbon dioxide mobile phases for these solutes is quite large,
especially in the lower temperature range. However, the enthalpy and entropy o f
transfer (AHmod. and ASmod.) using different percentages (0.3, 0.5, and 0.7%) change
only slightly. As formic acid concentration increases, AH becomes slightly more
positive, and AS becomes slightly more negative (see eqns. 2.3-2.11). This is in
accordance with the theory developed, and is not suprising.

Figure 2.10 shows the van’t H off plot for p-nitrophenylacetic acid at a density o f 0.4
g/mL for the pure CO2 , and modifier concentrations o f 0.5% and 0.7% formic acid. It
can be observed that while the difference between the pure and the modified mobile
phases are large, the changes for the different concentrations are small. Table 2.7
provides comparisons o f the enthalpies and entropies o f transfer for the different
concentrations o f modifier (0.3, 0.5, and 0.7% formic acid). The same rolloff in the
low temperature region is observed for p-nitrophenylacetic acid at these higher
concentrations o f formic acid as was observed using 0.3% formic acid. In the higher
temperature region, the enthalpy o f transfer becomes slightly more positive (lower
slope) as modifier concentration increases. However after the rolloff, the slope is
roughly the same for all concentrations. This may indicate that modifier clustering does
not appreciably increase at higher concentrations o f modifier.
observed for the entropy of transfer as can be seen in Table 2.7.

Similar trends are
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Figure 2.10 Van’t H off plots for p-nitrophenylacetic acid at a density o f 0.4 g/mL.
Open symbols are for the pure carbon dioxide mobile phase, and the closed symbols are
for the 0.5% (squares) and 0.7% (circles) formic acid modified carbon dioxide mobile
phase.
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Table 2.7

Comparison of measured enthalpies and entropies for mobile phases o f pure carbon dioxide and

different percentages of formic acid in carbon dioxide on the 100% methylpolysiloxane column*.
solute

AH

AS

mobile phase (kcalm oH) (cal moHK*1)

p°/p(AAH)

AAS

(kcalmol*1) (cal m oH K '1)

AHro(3)

po/p(AAH)ro

ASro

AASro

(kcalmol'1) (cal m oH K '1) (kcalmol'1) (cal m oH K '1)

pN P A A (0.4 g/m L )
p u re1

-6.6 ± 0.1

-32.0 ± 0.4

-6.6 ± 0 .1

-32.0 ± 0.4

pure2

-6.8 ± 0.1

-30.3 ± 0.4

-6.8 ± 0.1

-30.3 ± 0.4

0.3% FA

-3.9 ± 0.1

-25.0 ± 0.2

-6.8 ± 0.1

7.1 ± 0 .4

1.4 ± 0.2

-9.4 ± 0.6

-20.1 ± 0.2

22.7 ± 0.7

0.5% FA

-3.3 ± 0.1

-21.3 ± 0.2

-8.9 ± 0.1

9.0 ± 0.4

1.5 ± 0.1

-7.3 ± 0.1

-20.9 ± 0 .1

24.4 ± 0.4

0.7% FA

-2.7 ± 0.1

-19.8 ± 0.4

-10.4 ± 0.1

10.5 ± 0.6

1.5 ± 0.1

-7.7 ± 0.1

-20.8 ± 0.1

24.0 ± 0.4

PA (0.1 g/m L)
pu re1

-6.4 ± 0.2

-30.1 ± 0.6

pure2

-6.5 ± 0.1

-28.9 ± 0.2

0.3% FA

-4.9 ± 0.1

-26.5 ± 0.3

-14.8 ± 0.2

3.6 ± 0 .7

-

-

-

-

0.5% FA

-4.8 ± 0.1

-24.5 ± 0.2

-17.7 ± 0.1

4.4 ± 0.3

-

-

-

-

0.7% FA

-4.6 ± 0.1

-24.3 ± 0.3

-19.1 ± 0.1

4.6 ± 0.4

-

-

-

-

(continued...)

Table 2.7

(continued) Comparison of measured enthalpies and entropies for mobile phases o f pure carbon

dioxide and different percentages of formic acid in carbon dioxide on the 100% methylpolysiloxane column*.
solute

AH

AS

p°/p(AAH)

AAS

AHro

ASr0

p°/p(AAH)ro

AASro

A cN ap (0.2 g/m L)
pure1

-4.5 ± 0 .1

-22.8 ± 0.3

-4.5 ± 0 .1

-22.8 ± 0.3

pure2

-4.5 ± 0 .1

-20.8 ± 0.2

-4.5 ± 0 .1

-20.8 ± 0.2

0.3% FA

-3.7 ± 0 .2

-20.7 ± 0.5

-4.0 ± 0.2

2.1 ± 0.5

-1.1 ± 0 .1

-13.2 ± 0.3

-17.3 ± 0.1

9.6 ± 0.4

0.5% FA

-3.7 ± 0 .1

-18.6 ± 0 .3

-4.2 ± 0.1

2.2 ± 0.4

-0.9 ± 0.2

-10.7 ± 0.2

-18.9 ± 0.2

10.1 ± 0.3

0.7% FA

-3.6 ± 0 .1

-18.4 ± 0 .2

-4.7 ± 0 .1

2.3 ± 0.3

-0.9 ± 0.2

-10.7 ± 0.7

-18.3 ± 0 .2

10.1 ± 0 .7

* Percentages listed are weight to w eight For the 0.5% and 0.7% (w/w) formic acid data, a 1 m x 50 pm x 0.25 pm df capillary
column was used. For the 0.3% (w/w) formic acid data re-presented here, a 3 m x 100 pm x 0.25 pm df capillary column was used.
1 This data for the pure CO2 is used for comparison with the 0.3% (w/w) formic acid data, as both were obtained on the 3 m x 100
pm x 0.25 pm df capillary column.
2 This data for the pure CO2 is used for comparison with the 0.5% and 0.7% (w/w) formic acid data, as both were obtained on the 1
m x 50 pm x 0.25 pm df capillary column.
3 subscript "ro" indicates rolloff region. See text for details
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2.5

CONCLUSIONS

Although the solvation o f polar solutes by pure supercritical carbon dioxide is
sometimes insufficient for moderately to very polar compounds, a small percentage o f
formic acid can improve the situation dramatically, at least for the polar compounds o f
this study. The heat o f solvation in the mobile phase for polar compounds is larger
when the formic acid modifier is used, and the large reduction in the capacity factor
indicates an increase in the solubility o f these components. When formic acid is added
to the mobile phase, a decrease in the mobile phase entropy was observed for polar
solutes. This results from the large degree o f solvent ordering (clustering) o f the formic
acid modifier around polar solutes. A larger difference in retention is observed at lower
pressures (densities) since the fluid is more compressible and there is a larger number of
excess modifier molecules surrounding the solute.

Similar trends in thermodynamic

measurements were observed at concentrations o f 0.5 and 0.7% formic acid modified
carbon dioxide. However, the improvement in solvation with larger percentages was
small compared to the initial improvement over pure carbon dioxide.

This was

especially true in the low temperature domain, where increases in AHmod. and ASm(Kj.
were almost negligible. It is also noteworthy that this modifier may in some instances
reduce problems associated with solute insolubility such as plugging o f small diameter
open tubular columns. The selectivity for a separation can change significantly when the
modifier is present, and with the use o f nonpolar stationary phases, this change in
selectivity is usually an improvement.
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CHAPTER THREE

SH O RT C A PILL A R Y C O LU M N S FO R R A PID ANALY SIS IN
SU PER C R ITIC A L FL U ID C H R O M A TO G R A PH Y
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3.1

INTRODUCTION

A major disadvantage associated with the use o f commercially available capillary
columns in supercritical fluid chromatography (SFC) is the long analysis time usually
required.

The analysis time required for packed columns is usually an order o f

magnitude smaller than for capillary columns. Separations o f simple samples can be
carried out on a packed column very rapidly and efficiently, however this type o f
column suffers from a large pressure drop which greatly limits the overall performance.
Because o f this pressure drop, van Deemter curves are not as favorable as would
otherwise be predicted for packed columns (3.1, 3.2), and the pressure drop also limits
the ability to utilize pressure programming as a gradient method (3.3). Complex
samples with many components are usually not as easily resolved using packed
columns, and must therefore be separated on very long, open tubular columns which
provide 100-500 times higher plate numbers (3.1).

We have found that rapid separations can be carried out on short capillary SFC columns
with surprising resolution and efficiency. Although short capillary columns have been
previously proposed for rapid analysis (3.4), the previous study focused primarily on
the advantages o f small diameter columns that are not yet available commercially. In
addition, the linear velocities employed in the previous study were unusually high,
placing great demands on the other components o f the system that leave little margin for
error. In the present work, we have utilized commercially available 50 (im i.d. columns
with a range o f linear velocities that are more easily attainable and reproducible with
presently available technology, and thus o f greater potential interest to industrial
laboratories. We hope to show that short capillary columns with conventional inner
diameters can be used with conventional linear velocities to greatly reduce the time
required for method development and, in some cases, the final analysis. W e will
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demonstrate that short conventional capillaries can not only be used to separate simple
mixtures o f two to ten components, but more complicated samples with over forty to
fifty components as well.

3.2

EX PE R IM E NT A L

The chromatographic system consisted o f a Model 501 supercritical fluid chromatograph
(Lee Scientific, Salt Lake City, Utah) with the flame ionization detector (FID) set at
375°C. The instrument was controlled with a Zenith AT computer. A pneumatically
driven injector with a 0.2 pi loop was used in conjunction with a splitter. Split ratios
used were between 5:1 and 50:1 depending on sample concentration and the chosen
linear velocity, while the timed injection duration ranged from 100 ms to 1 s. We found
that variation o f both the split ratio and the injection time allowed greater control over the
amount o f solute transferred onto the column. Data were collected with an IBM-AT
computer using Omega-2 software (Perkin-Elmer, Norwalk, CT).
\

The capillary columns used were a 0.6 meter 50 pm i.d. SB-Octyl-50 (50% n-octyl,
50% methyl polysiloxane), a 1 meter x 50 pm i.d. and a 3 meter x 50 pm i.d. SBBiphenyl-30 (30% biphenyl, 70% methyl polysiloxane), all with a film thickness o f
0.25 pm. The mobile phase was SFC grade carbon dioxide (Scott Specialty Gases,
Baton Rouge, LA). Two different frit restrictors were used to provide two linear
velocities o f 1 and 2 cm/s. Linear velocities were estimated from the retention time o f
methane at 100 atm and 100°C.
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3.3
3.3.1

RESULTS AND DISCUSSION
T heory

Although the slope o f the van Deemter curve for capillary columns at high linear
velocities is very steep (3.1, 3.2), linear velocities o f ten times the optimum are
commonly employed. Operating at these high linear velocities results in a dramatic
decrease in efficiency. As the linear velocity approaches the optimum, it becomes more
feasible to use shorter columns even with complicated samples. Many o f the separations
carried out today on very long capillary columns could be accomplished at least as well
with a fraction o f the original column length if a slower linear velocity was used. By
using different restrictors which give a variety o f linear velocities, a range o f plate
heights can be obtained from just one column. For very fast separations o f simple
mixtures, the analysis time can be reduced by using a higher linear velocity while
maintaining a sufficient number o f plates, as shown in Figure 3.1 with a 2 cm/s linear
velocity. Using that same column for a more complex sample might require a lower
linear velocity, as in Figure 2.2 which was obtained at 1 cm/s.

3.3.2

C hrom atogram s

Figure 3.1 shows the analysis o f a simple mixture o f low molecular weight solutes o f
varying functionality and polarity. These were separated in less than six minutes
utilizing a simple density gradient, and are well resolved from the solvent peak. A linear
velocity o f 2 cm/s was used for this separation. This linear velocity is commonly
employed, and the density gradient used was modest, indicating that fast separations can
be made with little modifications. Figure 3.2 demonstrates the resolving ability a 1 meter
column can have. This sample was obtained from Exxon Chemical Company and
contains equimolar amounts o f octanol and 2-ethyl hexanol that were ethoxylated with 9
moles o f ethylene oxide per total mole o f alcohol. This ethoxylation results in a bell
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shaped distribution o f 40-50 oligomers, with a mean centered at 9 ethoxylate units.
Separation was completed in just over thirty minutes using a linear velocity o f about 1
cm/s. It was further optimized and transferred to a longer column for greater resolution.
This is shown in Figure 3.3 where a three meter column provides near-baseline
resolution. Various other separations not shown were carried out with equal success,
including separations on short 50% octyl 50% methyl polysiloxane columns, and 100%
methyl polysiloxane columns.

3.3.3

E fficien cy C on sid eration s

A plate height calculation was made on the 1 meter 30% biphenyl column using the
semi-empirical equation o f Foley and Dorsey (3.5, 3.6) which accurately accounts for
peak asymmetry. Experimentally, ideal symmetric peaks are rare due to a variety o f
intracolumn and extracolumn effects which cause peak asymmetry.

Therefore,

efficiency measurements based on a Gaussian peak profile will result in efficiency
measurement errors. At a temperature o f 75°C and isoconfertic conditions o f 0.2 g/mL,
the 30% biphenyl column had a plate count of about 5000 for a linear velocity o f 1 cm/s
using the compound biphenyl as the test solute (k* o f about 4). U sing the same
conditions, but at a linear velocity o f 2 cm/s, the plate count dropped to less than 1800.
Although this result is somewhat lower than that predicted by theory and other
experimental results (3.7-3.9), and lower than that usually realized by packed-column
SFC, it is still more than sufficient for simple mixtures, as is evident from Figure 3.1.
In addition, it should be noted that previous estimates o f column efficiency in SFC have
been based exclusively on less accurate plate count equations that overestimate column
efficiency by as much as 100%, while the Foley-Dorsey equation yields results that are
within 1.5 percent o f the correct value o f efficiency when the assymetiy is between 1.09

81

130 n
120

-

100

-

90807060504030-

20

-

0

1

2

3

4

5

6

Minutes

Figure 3.1 Rapid separation using a 1 meter 50 pm i.d. capillary column at 2
cm /s and C 0 2 at 6 0 ° C.

Components are (left to right): hexane (solvent),

propylbenzene, butylbenzene, acetophenone, propiophenone, biphenyl and
benzophenone. Conditions: density held at 0.1 g/mL for 3 minutes then ramped
to 0.4 g/mL at 0.15 g/mL per minute, followed by a second density ramp o f 0.3
g/mL per minute to a final density o f 0.8 g/mL.
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Figure 3.2 Preliminary separation o f a complex ethoxylated surfactant mixture
using a 1 meter 50 pm i.d. capillary column at 1 cm/s. Mobile phase was C 0 2 at
80° C. Conditions: density held at 0.14 g/mL for 5 minutes, then ramped to 0.35
g/mL at 0.05 g/mL per minute, followed by a second density ramp o f 0.015 g/mL
per minute to a final density o f 0.83 g/mL.
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Figure 3.3 Final separation o f the ethoxylated surfactant using a 3 meter 50 urn
i.d. capillary column at 1 cm/s. Conditions : density held at 0.14 g/mL for 15
minutes then ramped to 0.5 g/mL at 0.017 g/mL per minute, followed by a second
density ramp o f 0.005 g/mL per minute to a final density o f 0.83 g/mL.
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and 2.76. Combined with rapid pressure or density programming, these short capillary
columns deliver suprising efficiency and peak capacity.

3.3.4

Reduction in the Total Analysis T im e

For a new sample, the time required for analysis must include the development o f the
method for separation. In the case o f SFC, a great amount o f time can be saved by
performing the method development with a very short column. Additional time will o f
course be saved if this short column proves to be sufficient, once the conditions are
optimized, for the final analysis. If a longer column is necessary, the method can easily
be transferred from a short to a longer column by increasing the times for the steps in the
gradient program by a factor equal to the increase in column length. This will result in
longer hold times and lower gradient ramp rates.

In the present example with the surfactant mixture, six runs on the short column were
required to optimize the separation, with each run requiring thirty to forty minutes.
Equivalent runs on the 3 meter column (employed for the final separation) took about
100 minutes. Thus by utilizing the 1 meter column instead o f the 3 meter during method
development, five to six hours o f time were saved.

The amount o f time saved would have been even greater if a longer column had been
required for the final separation, or if more runs had been needed to optimize the
separation sufficiently. The latter is particularly relevant if empirical optimization
strategies such as the sequential simplex optimization algorithm are to be utilized in SFC
method development, since the number o f runs required for simplex optimization may
be as high as twenty to thirty. Faster separations (via shorter columns) are indisputably
needed under these circumstances.
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3.4

CONCLUSIONS

By using short capillary columns, the time required for method development in SFC can
be substantially reduced. In addition, these short "method-development" columns will
frequently possess sufficient resolving power to serve as the final analytical column. It
is important to appreciate that column efficiency at a given linear velocity can be
increased in SFC by using columns with smaller inner diameters, but that as column
diameter is reduced from conventional values (50 to 100 pm) to diameters near the
optimum (= 10 pm ), injection and detector volumes must be reduced 200 fold, and
detector time constants must be reduced at least 30 fold (3.10) to minimize extracolumn
band broadening. This is frequently impossible or unfeasible, and for this reason it is
likely that conventional SFC capillary columns with inner diameters significantly larger
than the optimum will continue to prevail for some time, with longer lengths frequently
being used to compensate for their lower efficiency. As we have shown, however, it is
prudent to use o f shorter lengths o f conventional diameter columns for method
development and other preliminary experiments to minimize the total time required for
analysis. In a future report we w ill show how a simplex optimization algorithm can be
utilized in SFC separations with short capillary columns.
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4.1

INTRODUCTION

More often than not, the initial separation o f a given sample is unsatisfactory, usually
because the desired resolution between all the peaks o f interest is insufficient. To
improve the separation in an efficient manner, an optimization procedure with well
defined goals is strongly recommended (4.1). The goals set may vary depending on
how many peaks are o f interest, the resolution required, the importance o f analysis time,
and other considerations. The point at which an optimization procedure is terminated
depends on the quality of the separation desired; there is a distinct difference between an
acceptable and an optimum separation. The criterion for optimization is usually based on
a minimum resolution in some maximum time frame (4.2). Many chromatographic
response functions (CRF's) have been developed and used based on this idea (4.3,4.4).

Each o f the three terms in the fundamental resolution equation (4.5) can be optimized to
improve the separation. Retention (k1) and the selectivity (a) should first be optimized
via changes in the density o f the mobile phase, the temperature, and the gradient rates.
Optimization o f these two parameters is clearly the first step, since it will indicate if the
current mobile phase/stationary phase combination is adequate for the separation being
considered. The efficiency of a column, N, is determined by its length and the nature o f
the stationary phase, including column diameter or particle size. Given the square root
dependency o f resolution on N, large changes in parameters controlling N (e.g., column
length or linear velocity) will result in only moderate changes in resolution, and thus
should only be considered if changes in the parameters controlling selectivity and
retention in SFC (composition, density, temperature (or their respective gradients, if
employed)) do not suffice.
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Supercritical fluid chromatography (SFC) displays GC- and/or LC-like behavior,
depending on both the solutes and the experimental conditions. Some components may
partition by their vapor pressures while others partition by solvent-like properties o f the
mobile phase (4.6). As the experimental conditions are changed, the behavior o f some
or all o f these components may be reversed. Elution order may also depend on such
properties as basicity and steric hindrance (4.7). Finally, many o f the the parameters that
control retention and selectivity are moderately to highly synergistic (4.8). For these
reasons, univariate optimization strategies (sequential optimization o f one parameter at a
time) or intuitive approaches are often ineffective in locating a true optimum (4.3), hence
the need for a simultaneous multivariate approach in order to obtain the best possible
separation.

Historically, SFC has largely been used for the separation o f homologous or oligomeric
series o f compounds (particularly those without chromophores), and methods for these
types o f separations are relatively easy to develop intuitively. However, as SFC is
applied more frequently to samples with diverse, nonhomologous components, it is
clear that a better optimization strategy (or theory) will be necessary.

The sequential simplex method is a multivariate optimization procedure that uses a
geometrical figure called a simplex to move throughout the response surface in search o f
the optimum set o f experimental conditions (4.9). The simplex has been successfully
used in various forms o f chromatography, particularly HPLC (4.10-4.12) and GC
(4.13-4.16).

To our knowledge, however, the present study represents the first

application o f the simplex method to SFC. In the present work we investigate the ability
o f a simplex algorithm to optimize SFC separations. First, the simplex method is used
with a synthetic test mixture for initial assessment o f the procedure, and then it is applied
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to some difficult-to-separate sesquiterpene lactones using a more rigorous three
parameter optimization.

4.2 THEORY
4.2.1

Simplex Algorithm

In the simplex method, the number o f initial experiments conducted is one more than the
number o f parameters (temperature, gradient rate, etc.) to be simultaneously optimized.
These initial experiments establish the vertices o f a geometric figure (simplex), which
will subsequently move through the parameter space in search o f the optimum. Once the
initial simplex is established, the vertex with the lowest value is rejected, and a new
point is found by reflecting the simplex in the direction away from the rejected vertex.
In this way the simplex proceeds toward the optimum set o f conditions. A program
which performs the simplex algorithm is provided in Appendix B. More details on the
simplex algorithm are available elsewhere (4 .3 ,4 .4 ,4 .9 ,4 .1 7 -4 .1 9 ).

Some advantages o f the simplex method include (1) little chromatographic insight is
required, (2) computational requirements (relative to other statistical strategies) are
minimal, and (3) any number o f parameters may be considered. Some disadvantages of
the simplex algorithm are (1) a large number o f experiments may be required to find an
optimum, (2) little insight into the response surface is provided, and (3) a local rather
than a global optimum may be found (4.3). With respect to the latter deficiency, the
chances o f finding a global optimum are enhanced by using a modified simplex which
allows other operations besides reflection, such as expansions and contractions. The
chances o f a mistaking a local optimum for the global optimum are also reduced by
restarting the simplex in a different region o f the parameter space. If the same optimum
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is found after restarting the simplex, it is probable that the global optimum has been
found.

4.2.2

Response Functions

For chromatographic optimization, it is necessary to assign each chromatogram a
numerical value, based on its quality, which can be used as a response for the simplex
algorithm. Chromatographic Response Functions (CRFs), used for this purpose, have
been the topic o f many books and articles, and there is a wide variety o f such CRFs
available (4.3,4.4,4.20,4.21). The criteria employed by CRFs are typically functions
o f peak-valley ratio, fractional peak overlap, separation factor, or resolution. After an
extensive (but not exhaustive) survey, we identified two CRFs that are straightforward
and easy to use. We intentionally avoided the more complicated CRFs that include
factors o f maximum analysis time, minimum retention time, or other arbitrary weighting
factors. As discussed by Schoenmakers (4.3), these complex CRFs are neither as
versatile nor as desirable as previously believed. The "multiple" weighting factors o f
these CRFs can usually be reduced to a single weighting factor simply by rearrangement
o f the CRF.

The first CRF we considered uses a threshold criterion based on resolution between
peaks (Rs), given by the equation :

CRF-1 =

~

Rs,min ^ x

kco
0

Rs,min<x

(4.1)

In equation 4.1, kco is the capacity factor for the last peak (retention time may be used
instead), and Rs.min is the minimum acceptable resolution set arbitrarily by the user.
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CRF-1 favors chromatograms with a resolution greater than an arbitrary value "x" for all
peaks in the shortest amount o f time possible. For chromatograms where Rs,min < x
for any pair o f peaks, the response is set to zero. If the resolution between all pairs o f
peaks is greater than x, the response is set equal to l/k(o. Thus as analysis time
decreases, the response function value increases provided that the resolution does not
fall below the threshold value. For our analyses, Rs,min was chosen to be unity. A
different value may be more appropriate in some instances.

An inherent problem with CRF-1 is its inability to distinguish between chromatograms
with a resolution below the threshold. A ll such chromatograms would have a value o f
zero, among which the algorithm could not differentiate. A more continuous CRF may
therefore be desirable in some instances.

The second CRF we considered is a continuous one based on the ratio o f peak height to
valley depth. There are several ways in which this ratio can be implemented, and the
specific method we used, first introduced by Christophe (4.22), is illustrated in Figure
4.1. The resulting CRF is

I I < y P i,i-l* P i,i+ l
CRF-2

(4.2)

where, for the i1*1 peak, Pi}i_i = 1 - -jj-jr- and P^i+i = 1 - - j p - (see Figure 4.1).

CRF-2 also favors short analysis times and well resolved peaks. There is no threshold
value for resolution, and the compromise between resolution and analysis time is not as
well defined as in CRF-1. Inclusion o f analysis time in the denominator of an objective
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Figure 4.1 Illustration o f the peak-valley ratio measurement used for the optimization
process. See eq 4.2 for the response function used in conjunction with this criterion.
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Figure 4.2 Relationship between resolution and peak-valley ratio as calculated from the
equation P = 1 - 2 exp ( -2Rs2 ). See reference 4.3 for details.
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function may result in the loss o f some information, compensated for by a rapid analysis
time (4.23). It is important to note, however, that as peaks become overlapped CRF-2
decreases rapidly, as shown in Figure 4.2, and it is unlikely that a short analysis time
will compensate for poor resolution (4.3). This is true only to a point, however, as the
peak-valley ratio utilized by CRF-2 does not diminish to an appreciable extent until the
resolution falls below a value o f 1 to 1.25. If a minimum resolution is an absolute
requirement, it is probably better to use a threshold criterion such as that introduced
earlier so that the desired resolution is set by the user.

4.2.3

Solven t Peak

A common problem in SFC is the separation o f the solvent peak and the first peak o f
interest. For reproducibility and quantitation, it is important to separate the peaks o f
interest from the highly asymmetric, tailing solvent peak. If CRF-1 or any other CRF
that uses resolution (Rs) is employed, a procedure suggested by Schoenmakers et. al.
(4.24) and modified in our laboratory can be used to measure the resolution between the
solvent peak and the first solute peak.

Schoenmakers1calculation uses the width o f each peak measured at 13.5% relative to

the solute peak and a weighting factor proportional to the width o f the solvent peak.
Our modification is the measurement o f both peak widths at 50% relative to the solute
peak instead o f at 13.5%. We have found the former measurement significantly easier
because it more readily avoid problems caused by (i) potential baseline disturbances on
the lower part o f the solvent peak tail resulting from the start o f a gradient or (ii)
imprecise peak width measurements resulting from low signal-to-noise ratios (i.e., near
the limit o f detection).

1

wf =wspvr
2 .3 5 U

Rf
R

2 +kl
2W f + k,

Figure 4.3 Illustration o f the method for determining resolution between the solvent
peak and the first peak o f interest. The method was taken and modified from that
introduced by Schoenmakers et.al.(4.24). See equations 4.3 and 4.4 in text
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In order to be equivalent to Schoenmakers1 original expression, our modification
requires that the coefficient in the denominator o f the weighting factor expression be
reduced from 4 to 2.35. Our modifications are shown in eq 4.3 and in Figure 4.3.

wf = ^

f

(4.3)

In eq 4.3, w Sp is the width o f the solvent peak measured at 50% relative to the solute
peak, N is the plate count o f the column, and to is the retention time o f the solvent peak.
The solute peak used to calculate the efficiency will obviously affect the value o f wf} and
should typically have a k’ between two and four. Note that if the solvent peak was ideal
(symmetric instead o f tailed), w f would be unity. For broader solvent peaks, w f
becomes larger. The resolution between the solvent peak and first analyte peak (RssP)
is calculated by
2+ki

RsSP“ 2 w f d t l Rs°

<4 -4 >

where Rs° = AtR/Wsoiute and k i is the capacity factor for the solute peak.

Note that no such modifications for the solvent peak are generally necessary for CRFs
that employ a peak-valley ratio, since the overlap is measured directly and no
assumptions are made concerning peak shape. As the first solute peak becomes more
overlapped with the solvent tail, the peak-valley ratio will rapidly decrease toward zero,
and give rise to an unfavorable response.
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4.2.4

Increasing N

For a new sample, the time required for analysis must include the development o f the
method for separation. In the case o f SFC, a great amount o f time can be saved by
performing the method development with a very short column (4.25). This can be done
efficiently in combination with the modified simplex algorithm described above.
Additional time will o f course be saved if this short column proves to be sufficient, once
the conditions are optimized, for the final analysis. If the current column does not
provide the required efficiency, the resolution can be increased by a factor y via a y2
increase in column length. If a gradient is being used, the gradient rate should be
decreased appropriately. Assuming that In k vs the variable o f interest (density,
pressure, or temperature) is linear, the gradient rate should be decreased by y2 (4.26).
Note that although an increase in column length results in a proportional increase in
analysis time, hours o f analysis time have already been saved by first optimizing the
separation on a short column.

If the separation is still unsuitable after optimizing the experimental conditions and
column length, selectivity must be optimized further by changing the stationary phase,
the type o f column, or the mobile phase by changing it or adding a modifier.

4.3
4.3.1

EX PER IM EN TA L
SFC System

The chromatographic system consisted o f a Model 501 supercritical fluid chromatograph
(Lee Scientific, Salt Lake City, Utah) with the flame ionization detector (FID) set at
375°C. The instrument was controlled with a Zenith AT computer. A pneumatically
driven injector with a 200 nL or a 500 nL loop was used in conjunction with a splitter.
Split ratios used were between 5:1 and 50:1 depending on sample concentration and the
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chosen linear velocity, while the timed injection duration ranged from 50 ms to 1 s. We
found that variation o f both the split ratio and the injection time allowed greater control
over the amount of solute transferred onto the column. Data were collected with an IBMAT computer using Omega-2 software (Perkin-Elmer, Norwalk, CT). The simplex
program and the response function calculation programs were written in TrueBASIC
(TrueBASIC Inc., Hanover, N.H.). The capillary columns used were a 0.55 meter, a 1
meter and a 3 meter SB-Biphenyl-30 (30% biphenyl, 70% methyl polysiloxane), with a
50 pm internal diameter and a film thickness o f 0.25 pm. The mobile phase was SFC
grade carbon dioxide (Scott Specialty Gases, Baton Rouge, LA). Linear velocities were
1.5 cm/s and 2.0 cm/s through the 50 pm frit restrictor, estimated from the retention
time o f methane at 100 atm and 100°C. To prevent plugging, the 15 pm split restrictor
was run out o f the oven into a vial o f methylene chloride. This was important in the
analysis o f the more polar sesquiterpene lactone sample (vida infra). Density was held
constant until the solvent had eluted, at which point a gradient program was initiated.

4.3.2

Samples

Two samples were used to test the simplex method. Sample #1 was a synthetic test
mixture consisting o f six low-to-medium molecular weight solutes (acetophenone,
propiophenone, bicyclohexyl, biphenyl, undecylbenzene and benzophenone) of varying
polarity and functionality dissolved in HPLC grade hexane. An injection duration o f
100 ms was used with this sample.

Sample #2 was a synthetic mixture o f three

sesquiterpene lactones (glaucolide A, burrodin and psilostachyin A) dissolved in HPLC
grade methylene chloride. An injection duration o f 200 ms was used in conjunction
with this sample.
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4.3.3

Sim plex A lgorithm

The modified simplex algorithm was based on that used by Nelder and Mead (4.27)
except that any vertex obtained through a contraction that had the worst response was
kept and the next-to-worst vertex was rejected instead. This avoids massive contractions
which often reduces the parameter space too quickly (see ref 4.9). Experimental
conditions for the initial vertex are chosen intuitively by the user; the remaining vertices
o f the initial simplex are calculated by the algorithm using a user-specified step size.
Boundary conditions for the parameter space were specified according to instrumental
limitations or arbitrary, but with rational user judgement When the simplex algorithm
moved outside the set boundaries, a response value o f negative infinity was given to that
coordinate. Peak and valley heights were measured from the chromatograms on screen
using the data collection system and a program was written to calculate the peak-valley
ratio response function from these values. The response function value was
subsequently used in the simplex program.

4.4
4.4.1

R E SU L T S AND D ISC U SSIO N
Tw o V ariable Sim plex

While the simplex algorithm can be performed using any number or kind o f parameters,
the number o f experiments required for convergence to an optimum rapidly increases as
more parameters are considered (4.3). Also, since the number o f parameters changing
is larger, the response surface is more complex, i.e., with more local optima, and thus a
global optimum may be more difficult to find. For these reasons it is advisable to limit
the parameters to the ones believed to be important in the optimization process. For
SFC, these include density (or pressure), temperature, mobile phase composition, and
gradients o f each. To reiterate, the key to a rapid optimization for a given separation is
to consider only the most important variables.
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In our first attempts at SFC optimization we considered only two parameters: density
gradient and column temperature. The boundary limits for this simplex were 0.01-0.4
g/mL/min. for the density gradient rate and 40-200 °C oven temperature. The linear
velocity for this simplex was approximately 1.5 cm/s. Sample #1 described earlier was
used to test the optimization procedure. Table 4.1 gives the experimental conditions and
value o f the response function (CRF-2) at each vertex o f the simplex. The amount o f
peak overlap can be ascertained by multiplying the response in the tables by tw (see eq
4.2). Also note that the "retained vertices" column refers to the vertices kept just prior to
the generation o f the current vertex. Figure 4.4 illustrates the movement o f the simplex
algorithm and the evolution o f the CRF. When the simplex algorithm chose conditions
outside the boundary limits, a very negative response value was given to that coordinate.
This can be seen in the tables, and in the response progress figures where negative
columns indicate this very negative response. Chromatograms for selected vertices in
the simplex are shown in Figure 4.5.

The simplex was terminated after a good

separation was obtained under four minutes. The best result was obtained at vertex 16,
at a density gradient o f 0.207 g/mL/min and an oven temperature o f 90°C, as seen in
Figure 4.5d.

Given the possibility of finding a local rather than a global optimum, the simplex was
restarted from another region o f the parameter space using the same boundary limits and
linear velocity as before. The data for this second simplex is given in Table 4.2. Figure
4.6 shows the simplex movement and the progression o f the CRF values. The best
response was obtained at vertex 13, with a density gradient o f 0.22 g/mL/min and an
oven temperature o f 97°C. The response at vertex 13 (0.239) is essentially equivalent to
that at vertex 16 (0.234) in the first simplex (cf Tables 4.1 and 4.2). The somewhat
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Table 4.1

V ertex

Results of 2 Parameter Simplex-Run #1.

D ensity
Rate
^ g/m L /m in )

T em p .

R e sp o n se

twa

(°C )

(E qn 4.2)

(m in )

S im p le x R etained
M ovem en t V e rtice s

1

0.075

75

0.150

6.51

-

-

2

0.123

88

0.186

5.00

-

-

3

0.088

123

0.122

4.52

-

-

4

0.110

40

- oo b

reflection

1,2

5

0.094

102

0.175

4.84

cw contraction

1,2

6

0.142

115

0.187

3.93

reflection

2,5

7

0.175

135

0.0601

3.45

expansion

2,5

8

0.172

101

0.205

3.85

reflection

2 ,6

9

0.211

100

0.205

3.67

expansion

2,6

10

0.229

128

-O O

-

reflection

6,9

11

0.150

98

0.199

4.24

cw contraction

6,9

12

0.218

83

0.201

3.94

reflection

9,11

13

0.279

85

-O O

-

reflection

9,12

14

0.182

95

0.221

3.99

cw contraction

9,12

15

0.174

112

0.193

3.68

reflection

9,14

16

0.207

90

0.234

3.69

cw contraction

9,14

17

0.179

84

0.227

4.11

reflection

14,17

18

0.204

80

0.227

3.97

reflection

14,17

-

a. tw is the retention time o f the last eluting peak.
b. This value is given to conditions which are outside the boundary limits.
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Figure 4.4 The first simplex optimization o f density gradient rate and column temperature
performed on the test mixture; showing (a) sim plex movement, and (b) response
progress.
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Figure 4.5 Four chromatograms from the first two parameter simplex : (a) vertex 1, (b)
vertex 3, (c) vertex 15, (d) vertex 16. Components are, from left to right, hexane
(solvent), acetophenone, propiophenone, bicyclohexyl, biphenyl, undecylbenzene, and
benzophenone.

See Table 4.1 for conditions and response values for these

chromatograms. Signal corresponding to tallest peaks were (a) 26 pA (b) 44 pA (c) 48
pA and (d) 17.2 pA.
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Table 4.2
V ertex

Results of 2 Parameter Simplex-Run #2.

D e n sity

T em p . R e s p .

twa

R ate
(g /m L /m in ) (°C )(E q n 4 .2 )

S im p le x

R etained

M ovem en t

V e rtice s

(m in )

1

0.150

50

0

-

-

-

2

0.247

63

0.103

4.3 6

-

-

3

0.176

98

0.215

4.2 6

-

-

4

0.272

111

-oo3

-

reflection

2,3

5

0.181

65

0.171

5.17

cw contraction

2,3

6

0.110

101

0.164

5.02

reflection

3,5

7

0.144

91

0.202

4.1 0

cr contraction

3,5

8

0.139

124

0.122

3.75

reflection

3,7

9

0.170

80

0.201

4.50

cw contraction

3,7

10

0.202

87

0.236

3.80

reflection

3,9

11

0.231

85

0.223

3.93

expansion

3,9

12

0.237

103

0.211

3.53

reflection

3,11

13

0.220

97

0.239

3.49

cr contraction

3,11

14

0.275

84

-O O

-

reflection

11,13

15

0.201

95

0.213

3.87

cw contraction

11,13

a. Conditions as in Table 4 .1 .
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Figure 4.6 The second run for the simplex optimization o f density gradient rate and
column temperature performed on the test mixture; showing (a) simplex progress, and (b)
response progress.
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faster convergence o f the second simplex is explained by its larger initial step sizes, thus
requiring less time to reach the optimum region. Nonetheless, since both trial runs
converged to essentially the same conditions, it is highly probable that the global
optimum has been reached.

From Tables 4.1 and 4.2 it can be seen that the last vertices in the simplex are not
always the ones with the best response. This is due to the fact that once an optimum
region is reached, the simplex begins to "circle" the optimum. At this point it is
advisable to discontinue the simplex, as many experiments could be wasted in the close
vicinity o f the optimum (4.3). In our view, whenever a set o f experimental conditions
that provides the desired separation within the maximum specified analysis time has
been found, the optimization procedure (method development) can be halted. Although
we feel that this is the most practical criterion for ending a simplex, other more rigorous
criteria for simplex termination are also available. One such criterion is based on a
comparison o f the relative change in the various experimental conditions (4.17). For the
last three vertices o f the first simplex (Table 4.1), the relative standard deviation for the
density rate and temperature are 8% and 6%, respectively. Although somewhat higher
than desirable, we believe these data indicate that the predicted optimum for density rate
and temperature are close to the true optimum.

Whereas linear density gradient at constant temperature may result in a more predictable
solvent strength program, asymptotic density gradients have been shown to give a better
separation for the later-eluting oligomeric peaks o f higher molecular weight samples
(4.28), particularly when a temperature gradient is performed simultaneously (4.29).
Unfortunately, asymptotic gradients are more tedious to generate experimentally, and
this disadvantage would be exacerbated during the course o f a sim plex run.
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Fortunately, however, asymptotic density gradients can usually be approximated by a
linear pressure program. Thus in order to consider the possible benefits o f optimizing
these variables, a third simplex algorithm was run using simultaneous linear pressure
and temperature gradients on this same test mixture used in simplex runs 1 and 2. The
boundary limits for this simplex were 5-150 atm/min and 5-40 °C/min. The results for
this simplex were impressive, and Figure 4.7a shows the simplex progress, and the
CRF evolution is shown in Figure 4.7b. Two chromatograms for this optimization are
shown in Figure 4.8. Figure 4.8a is the chromatogram obtained for the initial vertex,
while Figure 4.8b is the chromatogram for vertex 13, at which the best response was
obtained. The major improvement observed is about a 33% reduction in analysis time.
For separations to be transferred to a longer column, this reduction o f analysis time
becomes very significant. For this separation, a higher linear velocity o f 2 cm/s was
used, resulting in a shorter analysis time than that observed in Figs. 4.5a-d, and thus
higher response function values. The temperature gradient reduced peak tailing (cf.
Figs. 4 .5,4.8) and allowed closer peak spacing without overlap, also contributing to the
shorter analysis time.

4.4.2

Three Variable Simplex

While the above optimizations provides a useful graphical representation o f the simplex
progress, the initial density (or pressure) is also an important parameter that should be
considered in SFC optimizations. We have found that, other factors being equal, the
starting density determines the highest initial temperature that can be used without
merging the first solute peak and the solvent peak. For this reason the starting density
was also included as a parameter in the simplex.
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Figure 4.7

Simplex optimization using tw o simultaneous gradients (pressure and

temperature) performed on the test mixture; showing (a) simplex progress, and (b)
response progress.
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Figure 4.8 Two chromatograms from the simultaneous gradient sim plex: (a) vertex 1,
and (b) vertex 13 (best response). Signal corresponding to tallest peaks were (a) 22 pA
and (b) 52 pA.
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This three variable simplex algorithm was employed to optimize the separation o f a
sesquiterpene lactone sample.

One o f the largest groups o f plant products,

sesquiterpene lactones possess great biological activity and are useful in many medical
and agricultural capacities (4.30).

Separation techniques often used for these

compounds include column liquid chromatography, gas chromatography (GC), and
reversed-phase HPLC. None o f these methods, however, have proven to be completely
satisfactory. Classical column chromatography does not always provide the needed
resolution, GC analysis may result in thermal degradation o f the sample, and HPLC is
limited by the lack o f a sensitive universal detector.

For these reasons, SFC would appear to be a promising alternative for the separation o f
these compounds. To our knowledge, the present study represents the first separation
o f this class o f compounds by SFC. Although somewhat polar and perhaps more
amenable to a modified CO2 mobile phase, at least some sesquiterpene lactones can be
separated with pure CO2 (vide infra).

For the optimization o f the sesquiterpene sample, a 55 cm SB-Biphenyl-30 column with
an internal diameter and film thickness o f 50 (im and 0.25 (im, respectively, was used
for the separation. Boundary limits were 0.2-0.5 g/mL (initial density), 0.01-0.4
g/mL/min. (density gradient rate), and 50-200°C (temperature). Table 4.3 gives the
experimental parameters used in the simplex and the responses for the vertices; simplex
movement was not shown due to the difficulty o f graphically representation o f a threedimensional figure in two dimensions. Figure 4.9 shows how the CRF evolved as the
simplex progressed. After thirty vertices the simplex was terminated, with vertex 18
giving the best response with initial density o f 0.319 g/mL, a 0.101 g/mL/min density
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gradient after solvent elution, and an oven temperature o f 62°C. Figure 4.10a shows the
optimized chromatogram for this short column.

4.4.3

Increasing N for the final separation

We have found that it is worthwhile to have several different lengths o f columns on
hand so that the efficiency can be varied as necessary once the selectivity and retention
have been optimized. From Figure 4.10a it is clear that the 55 cm column does not
provide sufficient resolution for this sesquiterpene lactone sample. The resolution in
this chromatogram is about 0.4 for the last two peaks. Transferring the method to a 300
cm column, an increase in length o f 5.5, should increase Rs by a factor o f V 5 3 to a
value near unity. The corresponding gradient rate to use would be (0.101 g/mL/min) /
5.5 = 0.018 g/mL/min. To achieve a resolution greater than unity, we employed a
slightly lower gradient rate o f 0.010 g/mL/min. Note that we intuitively selected this
lower gradient rate for the final separation to provide a slightly higher resolution. The
resulting separation is shown in Figure 4.10b. A decrease in the signal to noise ratio is
apparent here, resulting from longer analysis times which decrease the peak heights.

4.4.4

Response Functions

The continuous CRF used above (CRF-2) proved to be the most efficient and successful
o f all the CRFs we exam ined.

Calculation o f CRF values was quick and

straightforward, aided by a simple, yet effective, computer program. As can be seen
from Figure 4.5, however, and as stated in the theory section, continuous CRFs do
compromise resolution with analysis time up to a point. If a threshold CRF with
Rs,min = L5 (e.g., CRF-1) been used in the first simplex instead o f the continuous
CRF-2, vertex 16 would not have been the best set o f conditions, but would rather have
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received a value o f zero because o f peaks two and three (see Figure 4.5). The simplex
would have obviously taken a different course dictated by that criterion.

If column efficiency is constant throughout an optimization procedure, a useful
parameter to use in eq 4.1 instead o f Rs would be the separation factor S, defined as
(4.31):

(4.5)

ti+t2

Equation 4.5 has the advantage o f easily being obtained from the chromatogram, and is
related to resolution in the following manner:

Unfortunately we cannot always assume that the column efficiency will be constant for
all peaks in a chromatogram, or for chromatograms run under different conditions. As
shown by Snyder, Dolan and Gant (4.32), the band width o f a peak observed in
gradient elution is reduced compared to that obtained under nongradient conditions. The
factor by which the band width is reduced is usually a function o f gradient steepness,
and is also determined by the instantaneous value o f k' as the solute leaves the column.
This reduction in bandwith cannot be estimated under nongradient conditions, so that in
order to correctly use the separation factor approach, band widths for each
chromatogram under different gradient conditions would have to be calculated. In
general, it is easier to measure resolution directly using eq 4.7

(4.7)

Table 4.3 Results of 3 Parameter Simplex
Vertex

Temperature R esponse

twa (min)

Sim plex

Retained

M ovement

Vertices

reflection

1 ,2 ,4

2.09

Cw contraction

1,2,4

4.74

reflection

1,2,6

1.73

Cw contraction

1,2,6

reflection

1,6,8

Cw contraction

1,6,8

reflection

1,6,10

2.41

cw contraction

1,6,10

4.66

reflection

1,10,12

Initial

Density

Density

Rate

(°C)

1

0.250

0.100

60

0.132

2

0.486

0.171

84

0

3

0.309

0.383

84

-oo3

4

0.309

0.171

154

0

5

0.387

-0.089

115

-oo

-

6

0.329

0.265

91

0.0901

7

0.401

0.186

2

-O O

8

0.332

0.175

116

9

0.121

0.189

95

10

0.395

0.175

86

0.157

2.06

11

0.317

0.186

42

-O O

-

12

0.328

0.177

98

0.055

13

0.320

0.037

71

0.129

(Eqn 2)
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Table 4.3 Results of 3 Parameter Simplex (continued).
Sim plex

Retained

Movement

Vertices

reflection

1,10,13

2.73

Cwcontraction

1,10,13

0.128

2.43

reflection

1,10,15

74

0.146

3.52

Cwcontraction

1,10,15

0.101

62

0.163

3.76

reflection

1,10,17

0.316

0.082

50

0

-

expansion

1,10,17

20

0.440

0.143

88

0

-

reflection

10,17,18

21

0.298

0 .1 1 1

67

0.132

3.73

Cwcontraction

10,17,18

22

0.231

0.025

49

-OO

2.73

reflection

17,18,21

23

0.354

0.138

77

0.136

2.85

Cwcontraction

17,18,21

24

0.365

0.107

75

0.141

2.47

reflection

17,18,23

25

0.317

0.060

64

0.143

2.38

reflection

17,18,24

26

0.273

0.059

58

0.128

2.31

reflection

17,18,25

Vertex

Temperature R esponse

twa (m in)

Initial

Density

Density

Rate

(g/mL)

(g/m L/min)

14

0.315

0.031

47

-O O

-

15

0.325

0.141

85

0.131

16

0.326

0.241

83

17

0.322

0.088

18

0.319

19

(°C)

(Eqn 2)

Table 4.3 Results of 3 Parameter Simplex (continued)
Vertex

Initial

Density

D ensity

Rate

Temperature R esponse
(°C)

twa (min)

(Eqn 2)

Sim plex

Retained

Movement

Vertices

27

0.342

0.095

71

0.131

2.51

Cw contraction

17,18,25

28

0.338

0.130

74

0.147

2.42

reflection

17,18,27

29

0.310

0.117

69

0.130

2.46

reflection

17,18,28

30

0.334

0.101

70

0.133

2.36

cw contraction

17,18,28

a.Conditions as in Table 4.1.
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Figure 4.9 Response progress for the three parameter simplex on the sesquiterpene
lactone sample.
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Figure 4.10 Chromatograms from the sesquiterpene lactone sample optimization for (a) the separation with the best response from the
simplex (vertex 16), and (b) the separation after transfer to the three meter column. Conditions for chromatogram (a) are given in Table
4.3 and for chromatogram (b) were : 0.319 g/mL initial density, 0.01 g/mL/min gradient, 62 °C oven temperature. Components are,
from left to right, methylene chloride (solvent), psilostachyin A, burrodin, and glaucolide A. Signal corresponding to tallest peaks were
(a) 44 pA and (b) 16 pA.
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where ti and t2 are the retention times and Wavg is the average width o f the peaks at the
baseline. For pairs o f peaks with resolution obviously greater than that desired, a
measurement is not needed for threshold CRFs like CRF-1.

4.4.5

S olven t Peak

The anticipated problem o f separating the first solute peak from the solvent peak was
solved by using a response function which severely penalizes such overlap. Since
gradients were initiated immediately after the solvent had eluted, analyte peaks on or
near the tail o f the solvent peak were broad because they were eluted under non-gradient
conditions. Figure 4.5b demonstrates this effect. Since the peaks eluting under non
gradient conditions are not focused, the relative height o f the valley is greater and the
chromatogram is thus penalized. When the first solute peak elutes late enough to be
truly influenced by the gradient, it will receive a better value from the response function.
Our results indicate that it requires less than one minute o f gradient conditions for the
first solute peak to be focused and sharp, and well separated from the solvent.

Since the length o f time necessary to elute the solvent will change depending on initial
conditions, it may be difficult to determine the hold time needed. Although it is
reasonable to use the longest hold time that w ill be encountered for any one
chromatogram for all the chromatograms considered, doing this w ill penalize those
chromatograms in which the solvent elutes well before the end o f the set hold time. A
better approach is to either manually start gradients once the solvent has eluted, or to run
a solvent blank before each sample to determine the hold time. Alternatively, if the
linear velocity could be accurately predicted, the elution time o f the solvent for a given
set o f experimental conditions could be predicted, assuming the solvent was more or
less unretained (k'=0). A more sophisticated solution would be the use o f a data
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feedback system to start the gradients once the detector signal returns to a given value
after solvent elution.

4.5

C O N C L U SIO N S

A systematic method development scheme is clearly desirable for SFC and, as we have
shown in the present work, the modified simplex algorithm is a promising approach to
the optimization o f SFC separations. By using a short capillary column and first
optimizing the selectivity and retention, rapid separations are possible in the
development stage, with the potential o f optimizing efficiency later if needed. This
saves hours o f analysis time, especially if the short column proves to be sufficient for
the final separation. Confidence that the global optimum has been found is provided by
the convergence to the same conditions o f two simplexes started at different points
within the parameter space.

This chapter deals with basic investigations into the usefulness o f the simplex for SFC
separations, and there are many avenues open for development While the successfully
implemented has been shown, additional studies focusing on the selection o f the best
combinations o f experimental parameters to optimize are provided in the following
chapter. Other opportunities for research include the extension o f the simplex method to
packed columns and modified mobile phases.

Finally, other optimization strategies,

such as a grid search (4.33), factorial design (4.34), or window diagrams (4.35) may
also prove to be useful, and these are discussed in subsequent chapters.
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CHAPTER FIVE

SIM PLEX O PT IM IZ A T IO N OF SU PER C R ITIC A L FLU ID
SE PA R A T IO N S.

II. R E FIN E M E N T A N D A PPLIC A TIO N
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5.1

IN T R O D U C T IO N

In the preceding chapter the modified simplex algorithm was evaluated for its usefulness
in the optimization o f separation conditions in SFC. While that chapter described the
simplex approach and illustrated its applicability for method development in SFC, this
chapter will deal with some finer aspects o f simplex directed optimizations.

As stated earlier, many optimization criteria have been developed and used based on the
idea o f achieving a minimum resolution in some maximum time frame. While the peakvalley ratio and threshold resolution criteria (see eqns. 4.1 and 4.2) both work well with
sequential approaches such as the simplex, a refinement is introduced here which allows
for the number o f peaks to change (increase), correctly influencing the progress o f the
simplex without interrupting the flow o f the procedure.

Temperature programming in SFC has been performed in SFC primarily in conjunction
with density or pressure programs for the elution o f oligomeric samples and to increase
resolution at higher densities. The importance o f temperature programming in SFC and
its role in method development is discussed and illustrated as a three-parameter simplex
and a four-parameter simplex are compared.

While programmed analysis is often required in order to elute all solutes in a reasonable
timeframe with reasonable sensitivity, an ideal separation would not involve changing
any o f the parameters during the course o f a chromatographic run (5.1). The ability o f
the simplex to optimize nonprogrammed separations is illustrated for a simple mixture.

Evaluation o f the optimization procedures should be performed using synthetic test
mixtures as accurate and reasonable performance tests. Ultimately, the procedure must

127

be shown to be useful for actual applications, and in this chapter the simplex is used in
the optimization of a “real” sample.

5.2
5.2.1

EXPERIMENTAL
SFC System

The chromatographic system is the same as has been described in earlier chapters. The
capillary columns used were: SB-Biphenyl-30 (30% biphenyl 70% methyl polysiloxane)
with a 50 pm internal diameter and a film thickness o f 0.25 pm (lengths o f 1 meter and
3 meters); SB-Methyl-100 (100% methyl polysiloxane) with a 50 pm internal diameter
and a film thickness o f 0.25 pm (length o f 9 meters).

5.2.2

Samples

Several samples were used to test the simplex method. A synthetic test mixture
consisting o f twelve solutes o f varying functionality: isoquinoline, quinoline,
naphthalene, diphenylamine (DPA), dioctyl pthalate (DOP), octadecane, eicosane,
undecylbenzene, benzophenone, 2'-acetonaphthone, phenanthrenequinone (PAQ), and
N -phenyl-l-naphthylam ine (PNA) o f varying polarity and functionality at a
concentration o f 1 mg/mL was used for some o f the analyses. Also, a test mixture o f
quinoline and naphthalene at a concentration o f approximately 1 mg/mL was used. For
a real application, a mixture o f PCBs (Arochlor 1254) was also analyzed.

5.2.3

Simplex Algorithm

The modified simplex algorithm was based on that used by Nelder and Mead (5.2), and
is the same as described in Chapter 4. Peak and valley heights were measured from the
chromatograms on screen using the data collection system and a program was written to

128

calculate the peak-valley ratio response function from these values. The response
function value was subsequently used in the simplex program.

5.3

R E SPO N SE FU N C T IO N S

For chromatographic optimization, it is necessary to assign each chromatogram a
numerical value, based on its quality, which can be used as a response for the simplex
algorithm. In chapter four, two CRFs were identified that are straightforward and easy
to use. If the optimization process guides us in the proper direction, the number o f
peaks may increase as conditions improve. In using product criteria, as in equation 4.2,
the calculated CRF for the newly obtained chromatogram may be lower than the
previous one, while the number o f peaks has actually increased. It is then clear that the
quality o f the previous separations have been misinterpreted.

For sequential methods o f optimization, such as the simplex, this can be quite
problematic. To deal with the problem, one would be required to keep track o f previous
responses, and restart the simplex once the number o f peaks increases.

For n

parameters, the previous n+1 chromatograms would have to be re-evaluated. Using
equation 4.2, the previous results would be updated to IIP = 0. This process would
have to be performed repeatedly, each time the number o f peaks increased.

Rather than restarting the simplex each time this occurs, it is possible to include the
number o f peaks as a parameter in the response function. A simple alteration o f
equation 4.2 eliminates the problems, and is written as:

n-N/Pi,i-i»Pi,i+i
CRF-3 = n +

(5.1)
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where, n = the number o f peaks o f interest, and, for the i ^ 1 peak, P y .j = 1 - ^ 7 - and
p i,i+l = 1 - ^

(see

4-!)-

In order to illustrate the importance o f using CRF-3 versus CRF-2 when the number of
peaks increase, two optimizations o f the twelve component sample were conducted; one
using CRF-2 and a second using CRF-3. The results o f the four parameter simplexes
can be compared by examining Tables 5.1 and 5.2, and the responses can be compared
by noting that the response using CRF-3 is equal to (n + CRF-2), where n is the number
o f observed peaks. When CRF-2 is used, the best response obtained after 40 vertices
has a combined peak-valley ratio o f only 0.52 and an analysis time o f 10.25 minutes
(note: the CRF-2 value in the table is the quotient o f peak-valley ratio divided by the
analysis time).

This is in great contrast to the success o f CRF-3. As can be seen in

Table 5.2, a new peak was first detected at vertex 3, and the chromatogram for that
vertex is shown in Figure 5.1. The simplex algorithm continued on its normal course,
and an excellent separation is reached after only 13 vertices. Vertex 13 had a combined
peak-valley ratio product of 0.55 in 7.6 minutes (note: the CRF-3 value in Table 5.2 is
the number o f peaks plus the quotient o f the peak valley ratio divided by the analysis
time), and that separation is shown in Figure 5.2.

The slow progress o f the optimization using CRF-2 is a result o f two problems: (i) the
simplex has to be restarted each time an increase in peaks occurs, and (ii) the algorithm
cannot distinguish between several chromatograms which each have a value o f zero (cf.
Tables 5.1 and 5.2). If several vertices have a response o f zero, they are assumed to be
equivalent by the algorithm, when in fact all o f these vertices may not be equivalent. By
incorporating the number o f peaks into the CRF, restarting the simplex can be avoided,
and the algorithm can make use of all previous vertices during its progress.
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Table 5.1

Four Parameter Simplex Optimization Using CRF-2 (Eqn 4.2)

W ith An Increase in the N um ber o f O bserved Peaks.
T em p . R e sp o n se
V ertex
D e n s . T em p . D e n s .

1
2

3
4
5
6

7

(fi/m L )
0.150
0.340
0.190
0.190
0.190
0.308
0.320

8

0 .2 1 0

9

0.150

10
11
12

13
14
15
16
17
18
19
20
21
22

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

0 .2 2 0

0.320
0.303
0.188
0.150
0.250
0.334
0 .2 0 0
0 .2 1 1

0.063
0.270
0.215
0.133
0.144
0.231
0.264
0.193
0.125
0.161
0.248
0.255
0.232
0.242
0.266
0.184
0.232
0.258
0 .2 1 0

0.208
0.226
0.239

(°C ) (g /m L /m in ) (°C /m in)
75
0 .2
5
86
0 .2 2
9
86
0.29
9
121
0 .2 2
9
0 .2 2
24
86
21
115
0.28
22
65
0.29
47
11
0.23
87
0 .2
5
0.24
12
126
104
22
0.29
55
0.28
20
52
0 .2 2
9
100
0 .2
5
127
0.25
15
92
23
0.29
98
0.224
10
11
51
0.23
75
0.26
17
83
0.232
11
125
16
0.255
114
0.264
18
14
67
0.247
54
11
0.228
12
95
0.236
128
0.259
17
104
0.262
17
59
0.241
13
60
10
0.227
106
0.242
13
94
0.242
13
83
19
0.165
82
24
0 .1 0 0 1
121
22
0.199
75
0 .2 2
13
89
4
0.203
87
19
0.217
106
0.204
17
83
14
0.216
92
10
0.206

1 "B" indicates a boundary violation.

0.000
0.000
0.006
0.000
0.006
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
B1
0.036
0.000
B
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.006
0.000
0.043
0.051
0.000
0.000
0.028
0.000
0.031
0.000
0.037
0.000
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Table 5.2

Four Parameter Simplex Optimization Using CRF-3 (Eqn 5.1)

W ith An Increase in the N um ber o f O bserved Peaks.
T em p .
T em p .
Vertex
D en s.
D en s.
R e sp o n se
R ate
R ate
(g /m L /m in ) (°C /m in )
(g /m L )
(°C )
(C R F -3 )
75
1
0.15
0 .2 0
5
11.155
0.34
86
0 .2 2
2
9
11.398
0.19
86
3
0.29
9
12.006
121
4
0 .2 2
0.19
9
11.055
86
0 .2 2
24
0.19
12.007
5
0.24
14
45
9.011
6
0.25
0 .2 1
102
11
0.23
12.039
7
105
21
8
0.31
0.28
11.056
9
0.19
83
0 .2 2
9
12.029
92
B1
10
0.06
17
0.26
11
0.27
88
11
0.23
12.016
12
0.23
93
18
0.16
12.068
22
0.25
97
12.072
13
0.09
14
0.26
99
3
11.103
0.16
0 .2 1
89
0 .2 1
18
15
12.046
11.041
0.14
16
0.17
98
19
0.24
90
0 .2 1
13
12.035
17
0.27
107
23
11.051
18
0.15
0 .2 1
89
0 .2 0
13
12.060
19
98
20
0 .2 0
0.16
19
12.033
92
21
0.23
15
12.018
0 .2 0
22
0.25
81
0 .1 2
23
1 2 .0 1 1
0
.2
2
97
14
23
0 .2 0
12.048
94
24
0 .2 2
12.024
19
0.15
0 .2 2
93
12.061
25
0.17
18
0.24
99
12.041
0 .1 2
15
26
0 .2 2
91
17
12.008
27
0.19
21
0.23
88
0 .1 2
11.188
28
0 .2 2
95
16
12.049
29
0.18
95
12.047
30
0.23
0.13
17
1 "B" indicates a boundaiy violation«
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Figure 5.1 Vertex 3 o f a simplex optimization o f the twelve component mixture using
CRF-3 . Conditions: density = 0.19 g/mL, temperature = 86 °C, density gradient rate =
0.29 g/mL/min, temperature gradient rate = 9 °C/min. Components are listed in the
experimental section.
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Figure 5.2 Vertex 13 o f a simplex optimization o f the twelve component mixture using
CRF-3 . Conditions: density = 0.25 g/mL, temperature = 97 °C, density gradient rate =
0.09 g/mL/min, temperature gradient rate = 22 °C/min. Components are listed in the
experimental section.
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5.4

O PTIM IZA TIO N PARAM ETERS:

TEM PER A TU RE

PR O G RA M M IN G
While the simplex algorithm can be performed using any number or kind o f parameters,
the number o f experiments required for convergence to an optimum rapidly increases as
more parameters are considered (5.3). Also, response surface complexity tends to
increase with the number of parameters being optimized, i.e., with more local optima,
and thus a global optimum may be more difficult to find. For these reasons it is
advisable to limit the parameters to the ones believed to be important in the optimization
process. For SFC, these may include density (or pressure), temperature, mobile phase
composition, and gradients o f each. Some o f these parameters are essential to include,
while others may not be as important. The importance o f temperature programming is
discussed in general, followed by the investigation into its importance as a variable in
optimization.

Obviously, the density o f the mobile phase is an important parameter since it has the
primary control o f retention in SFC. As stated in the chapter one, the influence o f
density on solvent properties can be illustrated using the concept o f solubility parameters
for supercritical fluids (5.3). Large variations in the solubility parameter can be
achieved for a supercritical fluid through variation o f the density o f that fluid.
Temperature is also important as the selectivity o f the solutes can be changed readily
through a change in temperature. Because the temperature dependence o f retention for
each solute is different, retention inversions are often observed, and selectivity can be
fine tuned through changes in separation temperature.

While it is clear that both density and temperature are important parameters to consider in
any optimization process, the programming o f these parameters must also be
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considered.

Density programming during a separation in SFC is analogous to

temperature programming in GC, or eluent composition programming in HPLC. The
idea of programmed analysis is to vary the operating conditions during the separation so
that all solutes may be eluted under optimal conditions. Real-life samples usually have
some components which elute at low densities, and some components which elute at
high densities. If a constant low density is used for the analysis, the later eluting peaks
will have unreasonably high capacity factors. If a constant high density is used, the
early peaks elute together and unresolved. This “general elution problem” is why
programmed analysis is most often used (5.4). As stated earlier, it is density which is
the primary retention controlling parameter in SFC, and when necessary should be the
parameter to be programmed.

Another possibility is to use eluent composition programming, as is done in HPLC, first
introduced into SFC by Klesper, Schmitz and co-workers (5.5); however, this is not a
very attractive option for several reasons: (i) the critical data for binary mixtures may
display strong non-linearities, resulting in uncertainties in the physical state o f the
mobile phase; (ii) the preclusion o f the possibility o f density programming, since there
are very few data about the dependence o f density on the temperature and pressure o f
mixtures; (iii) the loss of detection versatility and (iv) it would require more complicated
equipment and software. Eluent programming should only be used if isocratic (pure or
modified supercritical fluid) conditions with density programming does not provide
adequate results.

Another parameter which may be programmed during an SFC separation is the
temperature, and temperature programming has been applied in SFC primarily to: (i)
increase density (negative temperature programming) (5.6) and (ii) increase diffusion
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coefficients during a density program. Temperature programming has been especially
useful in conjunction with density programming for the elution o f oligomeric mixtures
when density programs alone resulted in insufficient separations (5.7).

U sing

temperature programming at constant pressure or density is uncommon since the
separation would be based on differences in solute volatility, and could probably be
carried out under GC conditions.

In order to compare separations obtained with and without temperature programming,
two simplex optimizations were carried out for the twelve component mixture (described
above in the experimental section): a three parameter simplex (density, temperature and
density rate) and a four parameter simplex (density, temperature, density rate,
temperature rate).

5.4.1 T hree P aram eter Sim plex
The twelve component mixture described earlier was used to test the optimization
procedure. Table 5.3 gives the experimental conditions and value o f the response
function (CRF-3) at each vertex o f the simplex. When the simplex algorithm chose
conditions outside the boundary limits, a very negative response value was given to that
coordinate, indicated in Table 5.3 by the letter “B ”. The best results were obtained on
vertex 22, which had a response o f 12.076 and an analysis time o f 8.62 minutes, with a
combined peak-valley ratio of 0.655.

5.4.2

Four Param eter Sim plex

Table 5.2 gives the experimental conditions and value o f the response function (CRF-3)
at each vertex o f the simplex. When the simplex algorithm chose conditions outside the
boundary limits, a very negative response value was given to that coordinate, indicated
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Table 5.3

Three Param eter Simplex Optimization of the Twelve

Component Mixture.
Vertex
D ens.
______________(g/mL)
1
2

3
4
5
6

7
8

9
10
11
12

13
14
15
16
17
18
19
20
21
22

23
24
25

Tem p.
(°C)

0.570
0.218
0.218
0.375
0.257
-0.188
0.382
0.275
0.232

75
99
99
169
130
106
135
108
23
133

0 .0 1 1

102

0.289
0.157
0.232
0.087
0.238
0.148
0.169
0.327
0.157
0.144

106
103
106
103
105
58
77
117
85
73
97

0 .1 0 0

0 .2 1 0

0.255
0.180
0.251

D ens.
Rate

R esponse
(C R F-3)

0.05
0.14
0.427
0.144
-0 .2 0 1
0.27
0.165
0.15
0.169
0.15
0.164
0.153
-0.0353
0.194
0 .1 1

0.142
0.107
0.118
0.253
0 .1

101

0.0467
0.157
0.178

89
118

0.162

0 .1 2

(1) B indicates boundary violation. See text for details.

11.036
6 .0 0 0
B1

9.010
B
10.004
B
9.056
B
10.018
B
9.082
B
12.003
B
12.008
11.015
12.007
9.018
11.042
11.041
12.076
11.025
12.048
11.028
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in Table 5.2 by the letter “B”. As previously mentioned, the best results for the four
parameter simplex was at vertex 13, which had a combined peak-valley ratio o f 0.55 in
7.6 minutes.

For this particular sample, the three parameter simplex gave a separation just as good (a
little better) as the four parameter simplex. When comparing simplex optimizations of
different parameters, it becomes difficult to actually prove that one is better than the
other. How fast an optimization procedure takes is governed to some extent by chance,
since it can depend strongly on how close the initial simplex is to the optimum. Also, as
mentioned previously, more experiments w ill be required for a larger number o f
variables; so that it would naturally take longer to optimize four parameters than it would
to optimize three parameters.

Clearly, there will be cases in which temperature programming is required to achieve
adequate resolution in the high density region o f the chromatogram. This would
probably be the case for higher molecular weight samples in which the resolution at very
high densities is insufficient. In any event, a method should first be developed using a
density program alone. By programming only one parameter, the optimization should
proveed more quickly. Following the optimization, a temperature program can be
superimposed if the resolution at the higher densities needs improvement.

5.5 NONPROGRAMMED ANALYSIS
In section 5.4 it was pointed out that programmed analysis should only be used if the
range o f capacity factors for the solutes is too broad. The use o f programmed analysis
requires more complicated equipment, can reduce reproducibility, and adds to the total
analysis time because o f the time required to return to the initial conditions. Therefore,
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nonprogrammed analysis should be used if it is feasible and practical. Thus far, the
simplex has been illustrated only for the optimization o f programmed analysis; however,
it should be obvious that it can also be used for nonprogrammed analysis. A twoparameter simplex optimization was performed on a simple two-component mixture o f
quinoline and naphthalene using the one meter 30% biphenyl capillary column. The
density and temperature were optimized, and the simplex progress is shown in Figure
5.3a, with the boundaries illustrated with dashed lines. The response progress is shown
in Figure 5.3b. As can be seen from Table 5.4, the best response was obtained from
vertex 20, and that separation is shown in Figure 5.4.

5.6

A PPLIC A TIO N

To illustrate the performance o f the simplex algorithm with a real sample, the separation
o f Arochlor 1254 was optimized. Arochlor 1254 is a mixture o f polychlorinated
biphenyls (PCBs) that has been used heavily in the past as pesticides, in electrical
transformers, as well as for other uses. These PCBs have been shown to be toxic and
harmful to the environment, and analysis o f these compounds is essential for the
evaluation o f waste sites, ponds, rivers and other environmentally important areas.
While the analysis o f PCBs can be achieved by GC, the environmental matrices in
which they usually exist can be quite complex. Instead o f fractionating these complex
samples, the analysis can be performed completely by SFC. A nine meter methyl-100
capillary column (50 pm i.d. x 0.25 pm df) was used for a three parameter (density,
temperature, density rate) simplex optimization o f this sample, and Table 5.5 gives the
results for this optimization. Figure 5.5 shows the first chromatogram obtained for this
sample, in which 19 peaks were detected. A vast improvement is observed after the
simplex optimization, and the resulting chromatogram can be seen in Figure 5.6, in
which 28 peaks were detected. As pointed out earlier, CRF-3 is essential for the rapid
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optimization for mixtures such as this one in which the number o f components increase
during the optimization.

Table 5.4

Simplex Optimization of an Isobaric Isothermal Separation

Quinoline and Naphthalene.
Vertex

Density

Temperature

R esponse

(g/mL) ________(°C)____________ (CRF-2)_____________
1
2

3
4
5
6

7
8

9
10
11
12

13
14
15
16
17
18
19
20

0.250
0.636
0.354
-0.328
0.469
0.573
0.331
0.215
0.088
0.234
0.307
0.169
0.307
0.400
0.261
0.261
0.296
0.342
0.281
0.292

100

0.07

126
197
171
137
234
133
193

0 .0 0

221

256
164
160
188
159
184
208
175
178
183
195

1 "B" indicates a boundary violation.

0.29
B1
0.23
B
0.28
0.34
B
B
0.36
0.19
0.40
0.29
0.38
B
0.39
0.35
0.40
0.41
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Figure 5.3 Two parameter simplex optimization - nonprogrammed separation o f
naphthalene-quinoline, showing (a) simplex progress and (b) simplex response
progress.
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Figure 5.4 Chromatogram o f the optimized separation o f naphthalene - isoquinoline
under nonprogrammed conditions o f 0.292 g/mL and 195 °C.
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Table 5.5 Three Parameter Simplex Optimization of Arochlor 1254.
Vertex

D en s.
(g/mL)

Tem p.
(°C)

D en s.
R esponse
Rate
(g/mL/min) (CR F-3)

1

0 .2

100

0.050

19.001415

2

0.39

106

0.062

14.113328

3

0.25

124

0.062

20.000737

4

0.25

106

0.097

15.031304

5

0.07

114

0.077

B1

6

0.31

108

0.066

19.000023

7

0.26

115

0 .0 2 0

23.000025

8

0.26

120

-0.017

9

0.16

118

0.023

22.000055

10

0.24

138

0 .0 2

18.000250

11

0 .2 1

109

0.043

23.000680

12

0.17

105

-0.004

13

0.23

119

0.045

22.000246

14

0.30

111

0.050

20.000742

15

0 .2 0

116

0.03

25.000055

16

0 .2 1

108

0.017

25.000084

17

0 .2 1

103

0.003

26.000049

18

0.15

104

0.029

24.000224

19

0.16

106

-0 .0 0 2

20

0 .2 0

109

0.032

26.000221

21

0.25

114

0.014

28.000023

22

0.24

101

0 .0 0 2

26.000166

23

0.26

94

-0 .0 0 1

24

0.18

94

0 .0 1 1

20.000055

25

0.23

109

0.013

26.000431

B

B

B

B

1. "B" indicates a boundary violation. See text for details.
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Figure 5.5

Chromatogram from vertex 1 o f the simplex optimized separation o f

Arochlor 1254. Conditions: 0.2 g/mL, 100 °C, 0.05 g/mL/min. See text for more
details.
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Figure 5.6 Chromatogram from vertex 21 o f the simplex optimized separation o f
Arochlor 1254. Conditions: 0.25 g/mL, 114 °C, 0.014 g/mL/min. See text for more
details.
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6.1

INTRODUCTION

One o f the most attractive features o f supercritical fluid chromatography (SFC) is the
ability to control a large number o f factors in order to achieve adequate chromatographic
separations. Some o f the conditions that can be varied are the mobile phase primary
fluid, modifier, percent composition o f modifier, pressure, density, temperature, as well
as gradients (shape and slope) o f many o f these parameters. With this large number of
variables, the proper choice o f conditions for an optimum separation can be difficult.
First, the stationary phase and mobile phase should be chosen, based on the nature o f
the sample. This should be followed by the optimization o f the density (pressure),
temperature and gradient rate conditions. Having the ability to “fine-tune” both volatility
effects via temperature and solvation effects via density, tremendous potential exists for
creating ideal elution conditions for all solutes o f a given sample. However, elution
order reversal is prevalent as a function o f both density and temperature since these
effects influence each solute differently.

This makes the prediction o f the best

conditions difficult at best. Even with this clear call for a systematic approach to the
optimization o f SFC separations, few reports o f such approaches have been reported
(6 .1-6.2). Thus any method development that is carried out is usually based on operator
intuition and a trial and error approach, and most SFC separations must be assumed to
be achieved under non-optimum conditions. Even if a separation is obtained which
provides the desired resolution, the required analysis time may be much larger than that
required at the true optimum, as we show below. For separations which may become
routine, any reduction o f the analysis time can make substantial differences over a period
o f time.

Optimization procedures can generally be classified into one or both o f two categories:
sequential and simultaneous methods.

A sequential method is one in which the
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experimental and evaluation stages alternate throughout the procedure, with the results
o f previous experiments being used to predict further experiments in search o f the
optimum. One such sequential procedure is the simplex algorithm, which we have
previously reported in SFC (6.2). Simultaneous methods are characterized by an
experimentally designed collection o f all data, followed by the evaluation o f this data at a
later stage. One simultaneous approach known as a grid search involves the collection
o f a large number o f data points throughout the experimental set of conditions at regular
intervals in order to map the response surface. However, response surfaces are usually
complex (complexity will increase with the number o f solutes) and would require a large
number o f data points to reflect the ruggedness o f the surface.

Some simultaneous methods which overcome the difficulty o f mapping complex
response surfaces are referred to as interpretive methods, in which retention surfaces are
described by a model and a minimum o f data points. The retention surfaces for the
individual solutes are used to calculate the response surface according to some
predetermined criteria. This response surface is then searched for the optimum.

The latter approach is described here for SFC. When originally developed, the criteria
used was the minimum selectivity (relative retentions between any pair of peaks (6.3),
and the resulting plot was called a “window diagram”. The same or very similar
methods are also known by several different names, including minimum alpha plots
(MAPs), overlapping resolution mapping (ORMs), minimum resolution mapping,
selectivity surface mapping and response surface mapping, and each o f these may also
be called window diagrams since they provide windows where acceptable separations
may be obtained. It has since been shown that using relative retention (a ) does not
result in the true optimum with respect to the required number o f theoretical plates (6.4).
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A variety o f alternative criteria have been proposed depending on the optimization
approach. Two criteria w ill be proposed and described here, the selection o f which
depends on whether or not the column used for the optimization will be the same column
used for the final analysis. While a limited description o f the criteria used w ill be
provided here, other references can be consulted for a detailed discussion o f this topic
(6.1, 6.5-6.10).

6.2 THEORY
The solvating power o f a supercritical fluid can be expected to depend on the distance
between the molecules and on the thermal energy (6 . 11 ), indicating that the density and
temperature o f the fluid are very important retention controlling parameters. In order to
develop an appropriate model to fit to the experimental data, we begin by examining the
individual effects o f temperature and density on retention.

6.2.1

Dependence of capacity factor on density

The density o f the mobile phase in SFC is a strong retention controlling parameter. As
the density o f the mobile phase changes, the forces between the mobile phase molecules
and the solute change significantly, and it is these forces which govern a solute's
solubility in the fluid, and thus its retention. The importance o f density as a retention
controlling parameter can clearly be seen by examining the solubility parameter, which
was discussed briefly in Chapter 1. Just as the solubility parameter is often used in LC
to quantitatively describe solvent power, Giddings et al.(6.12) has expressed the
solubility parameter as a function o f the density o f a supercritical fluid:

8 = 1 .2 5 - £ - V P c
Pliq

[6.1]
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where Pc is the critical pressure o f the fluid, piiq is the reference density o f the liquid
state and p is the density o f the fluid. Large changes in the solubility parameter from 0
to 10 (see Table 1.3) reflect the large effect that density has on solvation o f solutes in the
supercritical fluid, and thus on the solute’s retention.

The effect o f density on retention is very similar to the effect o f mobile phase
composition on retention in RPLC. This relationship has been shown to be nonlinear in
the literature (6.13, 6.14) and in Chapter 2, and a quadratic equation best describes the
relationship between density and In k’ (6.11, 6.15,6.16):

In k ’ = Ap + Bp 2 + C

6.2.2

[6.2]

D ependence o f capacity factor on tem perature

The dependence o f retention on temperature can be characterized at constant pressure or
constant density (6.13,6.17). A change in temperature at constant pressure results in a
change in density also, making the temperature dependence o f In k ’ nonlinear. The
variation o f In k ’ vs. T _1 can be separated into two regions (6.18).

At lower

temperatures, retention is dominated by solvation effects (LC-like), and at high
temperatures retention is dominated by volatility effects (GC-like). However, plots o f In
k' vs T *1 at constant pressure are not easy to treat thermodynamically. In order to isolate
the temperature effects, the density can be held constant. By doing so, the solvent
strength o f the mobile phase (in terms o f density and equation 6 . 1 ) is held constant and
volatility effects can be isolated.

It can be shown (6.19,6.20)

from basic

thermodynamics that In k’ is a function o f the reciprocal temperature at constant density
as (see section 2 .2 also):
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In k* = - - fcT + —jg- - In P

[6.3]

where AH^° is the transfer enthalpy o f the solute i between the mobile phase and the
stationary phase at infinite dilution, and ASj° is the transfer entropy o f the solute i
between the mobile phase and the stationary phase at infinite dilution, and P is the phase
OO

ratio. If A H j and P are independent o f temperature, which is usually a good
assumption, there is a linear dependence o f T _1 on In k’. Graphs o f this relationship are
commonly called van’t H off plots, and plots o f retention o f different solutes versus
reciprocal temperature usually show peak crossovers and retention reversals since the
temperature dependence o f retention will differ for each solute depending on its chemical
nature. These reversals can result in complex response surfaces as we will show.

6.2.3

Multiple Regression Analysis

A four parameter model equation based on the above relationships was used to describe
the retention o f each solute. Data were recorded according to a three-level, two-factor
experimental design. The two variables were each assigned three different values (0.2,
0.3 and 0.4 g/mL; 75, 100 and 125 °C) and experiments were conducted at the nine
combinations. The model was fitted to the data by multiple regression analysis, and
these retention surfaces were used to calculate the response surface. The model which
was fit to the data was:

In k ’ = Po + p ip + p 2 p2 + p 3^ + p4^

[6.4]
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where k’ is the capacity factor, p is the density, T is the temperature and p represents the
coefficients for each term. There is a term for the individual effects o f density and
reciprocal temperature, for the square o f density (since the relationship between density
and In k’ has been shown to be a quadratic one over a broad density range), and for the
interaction between density and temperature.

6.2.4

Optimization Criteria

The selection o f a suitable optimization criterion can be an involved process, and only a
brief discussion for the selection o f optimization criteria is provided here. If the
optimization is carried out on the same column on which the separation will ultimately be
performed, the following threshold separation criterion can be used:

St ^ 8

Smin -

^

St ^ £

Smin = 0

and

e = 25s;ss

[6.5]

The low est value observed for the separation factor is Smin, Rs.ne is the desired
resolution, Nc is the efficiency o f the column used and tw is the retention time o f the last
eluting peak. The maximum value o f St will be obtained for the separation providing the
required resolution in the shortest amount o f time. It should be pointed out that this is
only true if the column and other operating parameters are not changed for the final
analysis.
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Alternatively, if column length is variable, then the time-corrected normalized resolutionproduct, r*tc» can be used,

[6.6]
n
[6.7]
i= l

[6 .8]

where n is the number o f solutes, Si.i-i is the separation factor for the (i,i-l) pair, Savg
is the average separation obtained for all peaks, Smin is the lowest S for all pairs and kw
is the capacity factor for the last peak. While r*to may appear to be complex, it is highly
successful in predicting the optimum separation for equal spacing o f all peaks in the
shortest amount of time. Equation 6 .6 minimizes the required analysis time and aims for
an ideal spacing of peaks. The importance o f the spacing, however, is secondary when
r*tc is used. Once the optimum is predicted, column length can be altered based on the
value o f Smin at the optimum to provide the desired resolution. The number o f
theoretical plates needed, Nne, can be calculated as

[6.9]
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6.3
6.3.1

EXPERIMENTAL
SFC System

A Model 501 supercritical fluid chromatograph (Lee Scientific, Salt Lake City, Utah)
was used for this study, and detection o f analytes was accomplished by a flame
ionization detector (FID) operated at 375°C. The instrument was computer controlled
with commercial software purchased with the instrument. A computer controlled
helium-pneumatic injector allowed precise control o f the duration o f the injection, and
thus the amount o f analyte transferred into the system. The injection duration from a
200 nL loop was 100 milliseconds unless otherwise noted. Upon injection, the sample
was split by a ratio approximately 20:1. Data were collected using Omega-2 software
(Perkin-Elmer, Norwalk, CT). The optimization program and other pertinent programs
were written in TrueBASIC (TrueBASIC Inc., Hanover, N.H.).

A 10 meter SB-Biphenyl-30 (30% biphenyl, 70% methyl polysiloxane) capillary column
was used (50 pm internal diameter and a film thickness o f 0.25 pm). The mobile phase
was SFC grade carbon dioxide (Scott Specialty Gases, Baton Rouge, LA). The linear
velocity was approximately 4 cm/s through a 50 pm frit restrictor, estimated from the
retention time o f methane at 100 atm and 100°C.

6.3.2

Sam ples

Two synthetic mixtures chosen from eight modeled compounds were used to test the
optimization procedure. A five (5) component mixture was utilized for initial evaluation
o f the optimization procedure.

This sample consisted of: (1) naphthalene, (2)

octadecane, (3) eicosane, (4) isoquinoline and (5) undecylbenzene.

An eight ( 8 )

component mixture was also used which was composed o f the above solutes and (6 )
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quinoline, (7) benzophenone and ( 8 ) 2 ’-acetonaphthone.

A ll solutes were at a

concentration o f approximately 1 mg/mL in carbon disulfide.

6.4

R E SU L TS AN D D ISC U SSIO N

Table 6.1 gives the results for the multiple regression analysis performed on the
retention data. Values are given for each coefficient for the model shown in equation
6.4, as well as parameters describing the quality o f the fit to the experimental data. In
this table the slope ((30) is included for the four parameter model equation. There are a
total o f eight degrees o f freedom for the analysis, with four required for the regression,
leaving four for the residuals. As can be seen in Table 6.1, the fit was exceptional. The
data did not fit as well when the interaction term was excluded, and the coefficient o f
determination values less than 0.988. Similar losses in correlation was observed if the
squared-density term was omitted from the model equation. Thus it appears that the
model in equation 6.4 is appropriate.

In order to evaluate the potential o f window diagrams for optimization, the calculated
models given in Table 6.1 were used for several optimizations. A five component
mixture from the compounds listed was chosen because o f the interesting retention
behavior among these compounds. A temperature optimization was performed, and
Figure 6.1 shows the retention surfaces for each solute versus reciprocal temperature at
a density o f 0.175 g/mL.

From the retention behavior, response surfaces were

calculated for both threshold separation and time-corrected normalized resolution
product, which are shown in Figure 6.2. According to the threshold separation criteria,
the optimum temperature was 121 °C. The separation at 121 °C and 0.175 g/mL on the
10-meter column is shown in Figure 6.3.

Table 6.2 gives the predicted and actual

capacity factors for the solutes in this separation, and relative errors for each solute. The
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T ab le 6.1

M u ltip le R egression R esu lts fo r the tw o p aram eter three

dim ension w indow diagram retention surfaces.
S o lu te 1

ftp

pi

p2

P3

P4

R2

S S )res.

AcNap

-1.905

-14.878

2.676

22.167

-3.289

0.996

0.019

BzP

-2.819

-11.045

2.9

20.667

-4.281

0.998

0 .0 1 0

C i8

-5.92

-6.876

3.983

28.167

-7.866

0.999

0.007

C20

-3.955

-9.083

3.127

11.5

-4.008

0.997

0 .0 2 1

IQ

-3.681

-4.8

2.456

12.833

-4.216

0.999

0.004

Nap

-2.985

-9.122

2.096

17.667

-3.152

1 .0 0

0 .0 0 1

Q

-3.819

-4.971

2.472

14.167

-4.265

0.999

0.004

UB

-2.707

12.007

2.615

16.167

-3.24

0.998

0.014

1. AcNap = 2'-acetonaphthone, BzP = benzophenone, C18 = octadecane, C20 =
eicosane, IQ = isoquinoline, Nap = naphthalene, Q = quinoline and UB =
undecylbenzene.

T able 6.2
W indow diagram results for th e tem perature optim ization on
the five com ponent m ixtu re.
criterion : threshold separation (eqn. 6.5)
density: 0.175 g/mL
optimum temperature: 121 °C________
S o lu te 1

predicted k'

actual k* % error

Cm

1.42

1.52

6.3

C 20

2.62

2.85

8 .0

IQ

1.26

1.25

- 0 .8

Nap

0.89

0.81

-9.0

UB
2.42
2.57
5.7
C18 = octadecane, C20 = eicosane, IQ = isoquinoline, Nap = naphthalene and UB =
undecylbenzene.

Retention Surfaces
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2 .6

2 .7
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2 .9

3 .0

1Q3 K
T
Figure 6 .1 Retention surfaces for the five component mixture as a function o f reciprocal
temperature at a density o f 0.175 g/mL.

Response Surfaces
Resolution
Product

1. 0 Threshold
Separation

0. 8 "
0. 6 0.40.2 -

Density=0.175 g/mL
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0.0

2.0

2.2

2 .4

2.6
1Q3 K
T

2 .8

3 .0

3 .2

Figure 6.2 Response surfaces for the five component mixture as a function o f reciprocal
temperature at a density o f 0.175 g/mL for both threshold separation and time-corrected
normalized resolution product.
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1.
2.
3.
4.
5.

7

naphthalene
isoquinoline
octadecane
undecylbenzene
eicosane

□
6

16

Figure 6.3 The separation obtained for the temperature optimization for the five
component mixture on the 10 -meter column using the threshold separation criterion.
Conditions: I2 l °C and 0.175 g/mL.
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optimum predicted by time-corrected normalized resolution product (Figure 6.2) is 60 °C
at the density o f 0.175 g/mL, resulting in a Smjj, o f 0.11 and a Nne = 744.

A similar approach was taken for the optimization o f density using an eight component
mixture from the solutes in Table 6.1. The retention surfaces as a function o f mobile
phase density at a temperature o f 80 °C is shown in Figure 6.4. As is clear from this
Figure, the retention behavior is also complex as a function o f density, and there are
numerous peak reversals. By increasing the number o f components, the response
surface complexity increases. From the retention behavior, response surfaces were
calculated for both threshold separation and time-corrected normalized resolution
product, which are shown in Figure 6.5. According to the threshold separation criteria,
the optimum density at 80 °C was 0.204 g/mL, and this separation is shown in Figure
6 .6 . Table 6.3 gives the predicted and actual capacity factors for the solutes in this

separation, and relative errors for each solute. The optimum predicted by time-corrected
normalized resolution product (Figure 6.5) is 0.172 g/mL at the temperature o f 80 °C,
resulting in a Smin o f 0.0358, and a N ne o f 7022.

The window diagram approach may be applied to the optimization o f more than one
parameter. This is very important since, as we pointed out previously, both density and
temperature have a large effect on retention in SFC. By extending the window diagram
procedure to both o f these variables, we can greatly increase our ability to locate a global
optimum. The three dimensional retention surface calculated for quinoline using
equation 6.4 and Table 6.1 is shown in Figure 6.7. The retention behavior o f the
solutes are smooth as this figure shows, and the individual effects o f temperature and
density can be seen in Figure 6.1 and Figure 6.4 respectively.

Retention Surfaces
T = 80°C
8 Components

2-

-

1-

0.10

0 .1 5

0.20

0 .2 5

0 .3 0

0 .3 5

0 .4 0

Density (g/mL)
Figure 6.4 Retention surfaces for the eight component sample as a function o f mobile
phase density at a temperature o f 80 °C.

Response Surfaces
1.0

Relative
Response

0.8

Resolution Product
Threshold Separation

0.6
0.4

0.2

T = 80°C
8 Component

0.0
0 .1

0 .2

0 .3

0 .4

0 .5

Density (g/mL)
Figure 6 .S Response surfaces for the eight component sample as a function o f mobile
phase density at a temperature of 80 °C for both threshold separation and time-corrected
normalized resolution product.
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a

1.
2.
3.
4.
5.
6.
7.
8.

naphthalene
quinoline
isoquinoline
octadecane
undecylbenzene
eicosane
benzophenone
2'-acetonaphthone

mV

□
MI N

Figure 6 .6 The separation obtained for the density optimization for the eight component
mixture on the 10-meter column using the threshold separation criterion. Conditions:
80°C and 0.204 g/mL.
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T able 6.3. W indow diagram results for the density optim ization on the
eight com ponent m ixture
criterion : threshold separation (eqn. 6.5)
optimum density: 0.204 g/mL

S o lu te 1

predicted k'

actual k' % error

AcNap

5.59

5.31

-5.3

BzP

4.88

4.78

- 2 .0

C 18

1.93

1 .8 8

- 2 .8

C 20

3.57

3.61

1.1

IQ

1.55

1.48

-4.8

Nap

1.05

1 .0 2

-2.5

Q

1.40

1.35

-3.8

UB

3.03

3.28

7.5

AcNap = 2'-acetonaphthone, BzP = benzophenone, C18 = octadecane, C20 = eicosane,
IQ = isoquinoline, Nap = naphthalene and UB = undecylbenzene.

Response surfaces were generated for the eight component mixture using both threshold
separation and time-corrected normalized resolution product criteria. The threshold
separation response surface is shown in Figure 6 . 8 , where the response maximum
occurs at 0.19 g/mL and 2.65*103 (K'1), or 104 °C. The contour plot o f the same
surface is shown in Figure 6.9.

A chromatogram was obtained at the optimum

conditions for the 10-meter column is shown in Figure 6.10, and Table 6.4 gives the
predicted and actual capacity factors for the solutes in this separation, and the relative
errors for each solute.

Using time-corrected normalized resolution product, the

response surface in Figure 6.11 was acquired, where the optimum can be seen to occur
at 0.16 g/mL and 2 .7 x l0 3 (K*1), or approximately 97°C, resulting in a Smin o f 0.0357
and Nne o f 7062. The contour plot for this surface is given in Figure 6.12.

Figure 6 .8 Three dimensional response surface for die eight component mixture using
the threshold separation criterion. The optimum can be seen to lie at a density o f 0.19
g/mL and a temperature o f 104 °C.
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Two Parameter 3D Response Surface

1Q3 K
T

2.93

2.93

2.87

2.87

2.81

2.81

2.76

2.76

2.70

2.70

2.64

2.64

2.58

2.58

2.52

2.52

2.47

2.47

2.41

2.41

2.35

2.35

2.29

2.29

2.23

2.23

2.17

2.17

2.12

2.12

2.06

2.06

2.00

2.00

0.01 0.07 0.12 0.18 0.24 0.29

density (g/mL)

Figure 6.9 Contour diagram for the response surface for the eight component mixture
using the threshold separation criterion. The optimum can be seen to lie at a density o f
0.19 g/mL and a temperature o f 104 °C.
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1. naphthalene
2. quinoline
3. isoquinoline
4. octadecane
5. undecylbenzene
6. eicosane
7. benzophenone
8. 2'-acetonaphthone

mV

8

U

V

V.

u
— r

SB

MIN

Figure 6.10 The separation obtained for the three dimensional optimization o f the eight
component mixture on the 1 0 -meter column using the threshold separation criterion.
Conditions: 0.19 g/mL and a temperature o f 104 °C.
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Table 6.4
Two parameter (density and temperature) window diagram
optimization results for the eight component mixture.
criterion : threshold separation (eqn. 6.5)
optimum density : 0.19 g/mL
optimum temperature : 104 °C

Solute1

predicted k*

actual k1 % error

AcNap

4.51

4.74

4.85

BzP

3.90

4.28

8.88

Cm

1.47

1.69

13.0

C20

2.74

3.20

14.38

IQ

1.29

1.34

3.73

Nap

0.90

0.90

0.0

Q

1.17

1.21

3.31

_____________ _________

2.88
14.93
UB
2.45
AcNap = 2'-acetonaphthone, BzP = benzophenone, C18 = octadecane, C20 = eicosane,
IQ = isoquinoline, Nap = naphthalene and UB - undecylbenzene.

For the optimums predicted using the r*tc criterion, a change in column length is almost
always required to adjust efficiency. If a shorter column is needed, the original capillary
column can be cut to the desired length. Since the “new” column is part o f the original
column on which the optimization was performed, the optimum conditions can be
expected to remain the same. If a different column (same brand and stationary phase)
will be used for the final analysis, the number o f plates per meter should be measured,
although the selectivity should be approximately the same.

By comparing the separations obtained in Figures 6 .6 and 6.10, it is clear that the twoparameter optimization o f both temperature and density provides a better separation for
the eight component mixture than does the one-parameter optimization o f just
temperature. Note that the resolution in both chromatograms is roughly the same since
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the minimum allowable separation is the same, but analysis time is reduced by 30%.
The two-dimensional response surface is actually a cross-section o f the three
dimensional surface, and unless the cross section is taken at the optimum temperature, it
will not provide the true optimum. It is clear then that a one parameter optimization will
never provide an optimum which is better than a two parameter optimization, and will
not be a global optimum.

The computer program used for the calculation o f the response surfaces is listed in
Appendix C. Comments are provided throughout the program to clarify many points.
The retention functions can be entered based on equation 6.4, or any function can be
used that is based on two parameters x i and X2 (such as reciprocal temperature and
density). Comment lines which contain three asterisks (***) should be checked as they
are user variables.
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Figure 6.11 Three dimensional response surface for the eight component mixture using
the time-corrected normalized resolution product criterion criterion. The optimum can be
seen to lie at a density o f 0.16 g/mL and a temperature o f 97 °C.
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Figure 6.12 Contour diagram for the response surface for the eight component mixture
using the time-corrected normalized resolution product criterion criterion. The optimum
can be seen to lie at a density o f 0.16 g/mL and a temperature o f 97 °C.
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7.1

INTRODUCTION

To conclude the discussion o f supercritical fluid chromatographic method development
and optimization, a diagram summarizing the proper path to successful method
development in SFC is illustrated.

The diagram shows the stages o f method

development in SFC from mobile and stationary phase choice down to the final selection
o f operating conditions for an optimized separation in SFC. In this chapter, some
guidelines will be given for each o f the steps in Figure 7.1. In addition, the different
methods o f optimization will be summarized, and the characteristics o f the different
methods can be compared. Recommended criteria for selectivity optimization will be
outlined for each type o f optimization procedure as well. The systematic approach to
method development in SFC that has been presented here is an important step in the
growth and application o f SFC, especially as computerization and automation leads us to
the age o f expert systems and artificial intelligence techniques.

7.2 STEPS FOR METHOD DEVELOPMENT IN SFC
The development of a separation for a new sample involves several discrete steps, which
have been outlined in the diagram shown in Figure 7.1 and are summarized below.

7.2.1

Mobile Phase / Stationary Phase Selection

The first step, as discussed in Chapter 1, is to characterize the sample. The first
question to be answered is whether or not the sample is volatile, and thermally stable. If
it is, then it can be analyzed by GC. If the sample cannot be analyzed by GC, then the
molecular weight range o f the sample should be considered.

Supercritical fluid

chromatography can be used with relatively high molecular weight samples, but samples
with a molecular weight above 1 0 ,0 0 0 daltons should be analyzed by gel permeation
chromatography (GPC). For samples with a lower mass range than this, the polarity o f
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characterize sample
select mobile phase
select column / stationary phase
Method Development
in SFC

select linear velocity
run initial scout program
programming required ?
optimize separation

Figure 7.1 Flow Diagram illustrating the steps for method development in supercritical
fluid chromatography.

the solutes and solvent should be considered. For nonpolar or moderately polar solutes,
SFC is the ideal choice o f analysis, although normal phase LC (NPLC) or reversedphase LC (RPLC) could also be employed. Some reasons that SFC is proposed over
conventional LC methods when possible include: (i) the efficiency and speed o f SFC
separations exceed those o f HPLC, and (ii) the modes o f detection possible are far
greater. For very polar or ionic solutes, some form o f RPLC or ion chromatography
should be used for the analysis. Even though polar modifiers aid in the analysis o f polar
compounds in SFC, it is more practical to analyze aqueous based samples by RPLC
with very polar mobile phases such as methanol-water mixtures.
Even if a sample contains volatile components, it may also contain nonvolatiles as well.
One approach to analyze such a sample would be to fractionate it and analyze the volatile
component by GC and the nonvolatile component by HPLC. Alternatively, both types
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o f compounds can be analyzed in one separation by SFC, which eliminates the need for
fractionation o f the sample.

Stage two o f method development involves mobile phase selection. When selecting a
mobile phase in SFC, sample solubility should be a primary concern. The greatest
limitation in the mobile phase selection is availability o f fluids with reasonable critical
parameters. If the sample is nonpolar, then carbon dioxide should provide sufficient
solvating power. Carbon dioxide has low critical parameters, is nontoxic, has a low
cost, and does not respond to most detectors. However, it is limited by its nonpolarity,
and the analysis o f more polar compounds can be difficult. For moderately polar
compounds, and to increase chromatographic selectivity, a small percentage o f formic
acid can be added to carbon dioxide, as discussed in Chapter 2. This is especially useful
since it also does not respond to most SFC detectors. Alternatively, there are other polar
pure fluids available (e.g., ammonia, nitrous oxide), but these are not usually as
attractive alternatives for various reasons. For very polar compounds, even the formic
acid modified CO2 may not provide sufficient solvent strength, and other modifiers may
have to be used. It should be kept in mind that most modifiers such as methanol,
propanol, dichloromethane and most others preclude the use o f many detectors.

Next, the choice o f column should be made. Both packed as well as capillary columns
can provide a range o f selectivities, so that the choice between packed or capillary can be
based on efficiency, inertness, sample capacity and speed. In terms o f efficiency and
inertness, capillary columns are superior, while packed columns provide better sample
capacity and speed o f analysis. Capillary columns can provide high efficiency when
long columns are employed with relatively low linear velocities, but can also give rapid
separations with shorter columns and/or fast linear velocities (see Chapter 3). Since
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efficiency can be changed and fine tuned using capillary columns through changes in
column length, they are especially appropriate for method development.

Because there are limitations in the number o f mobile phase variables (polarity, eluent
strength, selectivity, etc.), a larger variety o f stationary phases are employed in SFC
than in RPLC. Many functionalities with unique molecular interaction characteristics
can be introduced into the stationary phase to provide added selectivity. Reversedphases such as Cs and C js in packed-column SFC have been used successfully for the
separation o f a wide variety o f polar and nonpolar compounds.

For more polar

compounds, cyanopropyl, phenyl and short chain alkane phases can be used as they
exhibit dipole-dipole interactions and/or dipole-induced dipole interactions. Amino and
diol phases are also available, providing hydrogen bonding interactions. Capillary
column stationary phases can also provide a range o f selectivities. The methyl and octyl
columns provide primarily dispersive interactions (nonpolar solutes), while carbowax
and cyanopropyl phases exhibit dipole-dipole interactions, useful for moderately polar
solutes. The phenyl and biphenyl phases display polarizability needed for more polar
compounds.

7.2.2

Initial Programmed Separation

Once the mobile phase and column have been selected, an initial chromatogram should
be obtained. This initial chromatogram should be used for scouting the unknown
sample to determine boundary conditions, and whether or not programmed analysis will
be required. It is also at this stage that an appropriate optimization approach is selected.
Generally speaking, this initial chromatogram should be obtained using a gentle density
or pressure program at isothermal conditions. Usually, 100°C is a good temperature to
use, as it provides reasonable diffusion coefficients, and higher densities are accessible

at this temperature. Starting at an initial density o f 0.1-0.25 g/mL, a density program
rate should be set according to the following equation:
»

b

P =St^

[7.1]

where p ’ is the density program rate (g/mL/min), b is a measure o f the program
steepness, S is the solvent strength parameter for the mobile phase, and to is the dead
time o f the column. This equation is based on a linear solvent strength (LSS) program
according to the equation:

In ki = In ko - b [7 -]
to

[7.2]

where ki is the inlet k’ values during the program, and ko is the k’ value at the beginning
o f the program. These equation are analogous to those developed by Snyder and coworkers for solvent programming for HPLC[7.1], and b is estimated to be around 0.5
for 50 pm capillary columns in SFC. The quantity S is determined for the mobile phase
by the equation:

In k’ = In kg - Sp’

[7.3]

where kg is the capacity factor observed in the gas phase (no solute-solvent interaction).
Although the relationship between In k’ and density is known to be quadratic [7.2], eqn
7.3 approximates the relationship over a narrow range, and suffices for the development
o f the preliminary program scouting technique described here. For a linear density
program,
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P = Po + P ’t

[7.4]

and by combining equations 7.4 with 7.3, a linear solvent strength program is achieved
when the density rate is set according to equation 7.1.

For carbon dioxide the value o f S appears to be approximately 5, and using this value in
equation 7.1, the following is obtained:
,

0.5

0.1

so that the density programming rate can be determined from the column dead time.
For example, with a dead time o f 2 minutes a programming rate o f 0.05 g/mL/min
should be used for an initial program scouting separation. This theory is used only for a
estimate o f the starting conditions for an SFC separation, and should not be expected to
provide detailed prediction o f retention under programmed analysis for several reasons:
(i) linear velocity during programmed analysis varies greatly using current fixed
restrictor technology, thus column dead-time is constantly decreasing throughout a
programmed analysis, and (ii) the relationship between density and In k’ is not truly
linear, but quadratic in nature.

From this initial separation, the chromatographer should obtain a good “picture” o f the
sample, and be able to determine what kind o f optimization approach will be necessary
for the sample. If the solutes are grouped together with similar values o f k’ (in a density
range o f ± 0.1 g/mL), then nonprogrammed analysis should produce a separation with
acceptable k ’ values for all solutes. On the other hand, if solutes elute throughout the
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density program, or if some vary widely from the others, then programmed analysis will
most likely be required.

7.2.3

Comparison and Selection of Optimization Procedure

More often than not, programmed analysis will be required for most samples in SFC.
O f the techniques described for optimization, the simplex is also the best candidate for
the optimization o f any combination o f programmed and nonprogrammed parameters.
The simplex is the best and most efficient means for the optimization o f many inter
dependent parameters (usually 15-30 experiments for 3-4 parameters), especially when
no appropriate model is available.

For reasons given in Chapter 5, a nonprogrammed separation is desirable for the
analysis o f a given sample. In that case, the complexity o f the sample should be
considered. For samples o f less than 15 components, in which the sample composition
is known, and elution order can be established, simultaneous interpretive methods such
as the window diagram method o f Chapter 6 can be utilized. This powerful optimization
technique provides a complete picture o f the response surface with relatively few data
points. For more complex samples, even with nonprogrammed analysis, the simplex
approach is again preferred since peak-tracking and identification becomes much more
difficult.

The procedures that have been discussed for SFC optimization are detailed below in
Tables 7.1-7.4. These tables summarize the characteristics o f each technique, and can
be used to compare the various techniques and to chose an appropriate one for a given
separation problem. Together with the flow diagram in Figure 7.2, these tables should
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provide enough information so that a proper procedure can be selected for selectivity and
retention optimization.

In Table 7.1, the univariate optimization approach is described; however, this technique
is not suggested for SFC. A high number o f experiments are required, yet this approach
usually does not provide an optimized separation.

In the optimization o f simple

processes in which the parameters are mutually independent, the univariate approach is
more appropriate. However, in the optimization o f an SFC systems in which response
surfaces are usually complex and the parameters synergetic, this type o f optimization
approach is inadequate.

Sequential optimization approaches are a class o f procedures which are distinguished by
the use o f information obtained during the optimization to modify the direction o f the
search. At each step o f the process, separations are evaluated using a selected criterion,
and based on the evaluation, new experiments are conducted. This class o f techniques
is summarized in Table 7.2.

The simplex method is one such sequential procedure which is straightforward and easy
to use, requiring little computational effort.

The simplex does not rely on any

chromatographic model, and requires no chromatographic insight. However, this
technique does often lead to a local optima, and can require many experiments (20-30).
If it is necessary to locate the global optima, the simplex should be restarted in another
point in the parameter space. The modified simplex can lower the number o f required
experiments, as the algorithm allows for contractions and expansions, giving the
simplex greater flexibility and mobility throughout the parameter space. It is most
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appropriate for programmed analysis, and appears to be best suited for a three parameter
optimization in SFC: density, temperature and density program rate.

Table 7.3 summarizes simultaneous methods that are not interpretive (interpretive
meaning retention surfaces are used to calculate the response surface), and require a
large number o f experiments in order to map out the response surface (grid searches).
These techniques may provide an adequate impression o f the response surface, but the
number o f experiments is extremely large (50-100). Since response surfaces can be
complex, a large number of experiments are required to obtain an adequate description
o f the surface. Thus, this technique should only be attempted for 1 or 2 parameters, and
only if interpretive simultaneous methods cannot be used (i.e., peak identification is not
possible or no appropriate model is available).

Simultaneous interpretive methods allows the chromatographer to model the response
surface, and to locate the global optima. While there is a large amount o f information
possible from this technique, it requires significant information to be put into it, such as
peak identification and an accurate model. Models for the retention effects o f density
and temperature in SFC are fairly accurate (Chapter 6 ), thus this technique is especially
successful at the optimization o f nonprogrammed analysis.

The window diagram method is clearly a superior approach to optimization than is the
simplex method, as the simplex will almost always require more experiments, and may
result a local optima. Therefore the choice between these two techniques depends not on
the quality o f the optimization, but on: (i) solute information availability, (ii) retention
model availability, and (iii) importance of locating the global optimum. For an analysis
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Figure 7.2 Flow diagram for the selection o f optimization procedure in supercritical
fluid chromatography.
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T able 7.1

Sum m ary o f the univariate optim ization a p p r o a c h .

(N ot a recom m ended approach)

Accuracy of Optimum

Low

Number o f Experiments

High

Criteria

Sequential (Table 7.5) (1)

Computation

Low

Automation

Yes

Peak ID Required

No

(1) Criteria o f Table 7.6 can also be used.

T able 7.2

Sum m ary o f th e sequential optim ization approach; th e sim plex

a lg o r ith m .
(C hapters 4 and 5)

Accuracy of Optimum

Low-Moderate

Number o f Experiments

Moderate (1)

Criteria

Sequential (Table 7.5) (2)

Computation

Low

Automation

Yes

Peak ID Required

No

(1) Approximately 5-10 for each variable.
(2) Criteria in Table 7.6 can also be used.
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T able 7.3

Sum m ary o f th e sim ultaneous optim ization approach; response

surface m ap p in g.
(N on-In terp retive M ethods)

Accuracy of Optimum

Moderate

Number of Experiments

Very High

Criteria

Any

Computation

Low

Automation

Yes

Peak ID Required

No

T able 7.4

Sum m ary o f the sim ultaneous optim ization approach; retention

su rface m a p p in g .
(Interpretive M ethods: C hapter 6 )

Accuracy of Optimum

Moderate-High (1)

Number o f Experiments

Low

Criteria

Interpretive (Table 7.6)

Computation

Moderate-High

Automation

Difficult

Peak ID Required

Yes

(1) Depends on the accuracy of the model

Table 7.5

Criteria Suggested for Use with Sequential M ethods of Optimization in Supercritical Fluid

Chromatography.______________________________________________________________________________________________
Criterion

Threshold

Programmed

Variable Sample

Rs Desired

Continuous

Analysis

Composition

Specified

Function

Y

N

Y

N

Y

N

N

N

Y

Y

N

Y

Resolution

Threshold

Time and Number
o f Peaks Corrected

Rs,min ^ X

CRF = —
k®
N

S.min < x

CRF = 0

S,min ^ x

CRF = —
k©

Y
c r f

Time-Corrected
Peak-Valley Ratio

CRF = 0

N

Separation

Peak-Valley Ratio

Rs„min < X

=

i i V fv

Kw
Y

CRF = n +

H VPy
.
, where n - number o f peaks
Kw
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T ab le 7.6

C riteria S u ggested for U se w ith In terp retiv e M ethods o f

O ptim ization in Supercritical Fluid C hrom atography.

Criterion

Variable N

Recommended

Threshold

N

Y (l)

Separation
S,min < x

CRF = 0

$,min ^ x

CRF = —
kco

Y

Required

Y(2)

Analysis Time

s2min
.

1

[tnelfd “ 1+kco

Y

Time Corrected

Y(2)

Resolution Product
n
rr’ l
1 nP’fd

r* _
[tne]fd

1 1 Sj.j.i

JL A SaVg

i= l
(1) Recommended for optimization on the final analytical column.
(2) Recommended for use when column length is variable.
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which will not become routine, an adequate rather than an optimized separation may be
sought.

7.2.4

O ptim ization C riteria

It is worth noting that the appropriate criteria for the evaluation o f the separations differ
depending on the type o f optimization procedure used. For sequential procedures, the
proposed criteria are presented in Table 7.5, with the emphasis placed on the peak-valley
ratio as suggested in Chapters 4 and 5. This is easily obtained from the chromatogram
after the data is collected. As mentioned earlier, and as shown in Table 7.5, a threshold
criteria must be used if an exact resolution specified by the user is demanded.

When interpretive methods are used, models are used to predict retention, and
chromatograms are not obtained at each point o f evaluation. In this case, criteria based
on retention (e.g., separation factor) are used, and suggested criteria for these cases are
listed in Table 7.6. These criteria are also discussed in Chapter 6.

7.3

L A BO R ATO R Y A U TO M A TIO N

In order to automate the techniques described here, and to develop an expert system to
aid in method development, a computer will be required to control the system. There are
some communications that must be established for an automated system to run, and
these include (i) computer to pump, (ii) computer to oven, (iii) computer to injection
system and (iv) detector to integrator. With only these links, there are still many things
that can be done by a combination o f partial automation and an operator.

The link between the detector and the integrator is especially important, as it is an
obvious requirement to evaluate the chromatogram. When short capillary columns are
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used for rapid analysis in SFC as discussed in Chapter 3, great demands are placed on
the amount o f data collected per second. With peak widths less than 1-2 seconds
possible during these rapid analyses, sampling rates o f at least 10 Hz are required for
adequate description o f chromatographic peaks. The minimum information required for
chromatogram evaluation is the peak retention times, but information on areas, heights,
and cardinal points allow for more sophisticated evaluations to be performed. If the
peak areas and heights are accessible, the peak widths can be calculated (assuming
Gaussian peak shapes) from [7.3, 7.4]

W

4A

[7.6]

where A = peak area and h = peak height. While this equation is obviously limited in
accuracy o f peak width prediction, it provides a starting ground for automated
optimization.

When information concerning the cardinal points is available,

considerations on peak shape and efficiency can also be made for a more accurate
description o f the separation obtained.

Automation o f these optimization and method development procedures is important for
several reasons. First, it provides chromatographers with an alternative to a trial and
error approach, which does not usually result in an optimized or even sufficient
separation. Second, it allows operators without a strong theoretical understanding o f
chromatography to optimize a separation. Finally, it reduces the time required for
method development and frees the operator from the time-consuming task o f
optimization.
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This appendix is designed to provide the operator o f SFC instrumentation, primarily
capillary systems, with some practical hints for the practice o f SFC. Troubleshooting
tips will be provided for several different aspects as well.

A.1 FILLIN G TH E PU M P
When filling the pump, it is important that the pump cylinder is cooled to at least 10°C.
At low temperatures the fluid should be a liquid in most cases, resulting in a more
efficient fill. W hile a helium head pressure o f 1200-1500 psi has been used for
increased filling efficiency, it often leads to irreproducibility. The pressure dependent
solubility o f helium with the filling fluid (carbon dioxide) is most likely the cause o f the
irreproducibility and poor chromatographic performance.

In order to purify a fluid, it is usually passed through a manifold adsorption trap
(activated neutral alumina) before going into the pump. However, when modified
phases are used, these traps can adsorb the modifier itself (e.g., formic acid). This
causes irreproducibility when the modified phase is used, and the adsorbed modifier can
also leach into the “pure” mobile phase when fluids are switched. It is therefore
suggested that the adsorbent trap be placed before the pump only when the pure mobile
phase is being used.

The procedure to be used for changing the mobile phase is as follows. First, the syringe
pump is emptied o f the old mobile phase. The new mobile phase cylinder is then
attached to the pump, bypassing the manifold for mixed mobile phases, and the pump is
filled with the new mobile phase. After the pump stops, it is held for approximately one
minute before initialization (compression). The pump should then be pressurized to
several hundred atmospheres (200-400 atm) through the carrier line to the oven and
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column, and held for at least two minutes. The pump should then be emptied, and the
procedure repeated at least once more.

A .2 R IN SIN G C O LU M N S
SFC capillary columns can be rinsed with an appropriate solvent such as methanol,
dichloromethane, pentane or hexane. This is often necessary after high molecular
weight components are introduced and become adsorbed onto the column. As these
components elute from the column very slowly at very high densities, they may cause
detector spiking, producing a significantly noisy baseline. This slow elution can be
prolonged for very long periods even at high mobile phase densities. Other times the
adsorbed material may reduce column efficiency. To check for adsorbed species on the
column, compare the selectivity o f two components over a period o f time. If retention is
reduced, but selectivity does not change, then there are species adsorbed in the column.
If this adsorption is due to low solubility, the species will be adsorbed primarily on the
front o f the column. In this case, the first 10 cm o f the column can be cut if preferred
over rinsing. If the adsorption is due to high affinity, then it will have taken place over
all parts o f the column, and rinsing must be performed.

Capillary column rinsing is accomplished by the following procedure. First, use a
connector such as the timed-split injector adapter to connect the capillary column to the
injector o f a HPLC. (Do not attach a restrictor.) Then, after priming the pump with the
chosen solvent, begin a slow flow through the capillary column ( ® 0.01 mL/min).
Slowly increase this flow rate in a step-wise manner to approximately 0.1 to 0.4
mL/min. Hold at this flow rate and observe the pressure reading on the HPLC. As the
solvent begins to flow through the capillary, the pressure should begin to rise. As
solvent begins to elute from the end o f the column, watch the pressure, and do not let it
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rise above 5000-6000 psi. While a high flow rate o f 0.1-0.4 mL/min may be required to
initiate flow, it will have to be reduced to prevent the pressure from rising too high.
A llow the solvent to flow for several minutes. When re-installing the column in the
SFC, attach the pump side o f the column first, so that the mobile phase can “blow out”
the remaining solvent before the column is connected to the detector.

A .3 IN JE C T IO N IN SFC
Injection still remains a problem area in SFC. Solvent injections are usually performed
with a pneumatically driven rotor-type injector. When there is a problem with an
injection rotor, such as scoring or wearing, chromatographic quality usually suffers
significantly. Often the injector is a source o f mobile phase leakage as well. Some
operating hints and things to look for with respect to injection are given below.

A .3.1 Injector C leaning / M em ory E ffects
The injection valve in SFC can easily become dirty, and memory effects can be
troublesome if the injector is not properly cleaned after each injection. This is done by
(i) leaving the valve in the inject position for several seconds (10-30 seconds) at a high
density and (ii) flushing the injector with several solvents o f different polarities. It may
be necessary to remove the rotor and clean it with solvents and ultrasonication if very
viscous or otherwise “dirty” samples are used.

A .3.2 C hecking Injector R otor A lignm ent
To see if the rotor is properly aligned with the column, install a splitter adapter to the
rotor. Then remove or loosen the split nut. When the valve is switched from inject to
load, the flow of mobile phase heard through the splitter should not change. The rotor
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should be switched manually from the run screen, leaving the rotor in each position for
several seconds.

A.3.3 Rotor Scoring and Wear
Pneumatically driven injector rotors can become scored between sample loop recesses,
resulting in broad solvent peaks, split peaks or poor solute peak shapes. To check the
rotor for scoring, it can be removed from the injector and examined with a magnifying
glass. To remove the rotor, first remove the knurled nut from the injector. Place a
pencil type magnet just in front o f the rotor, leaving a 1-5 mm gap between the magnet
and the rotor. Manually switch the injector from load to inject using the computer
software, and the rotor w ill gently eject itself from the injector onto the end o f the
magnet. Scoring is easily detected by thin lines connecting any o f the four sample
recesses in the rotor. If these are observed, the rotor should be replaced. If the rotor
material appears worn, the rotor should be replaced.

A.4 MEASUREMENT OF COLUMN DEAD TIME
Measurement o f the void volume (to) o f a column is very important, as it is not only
used to measure the linear velocity, but is also used in determining capacity factors.
While solvent peaks can provide an approximation o f to, the solvent itself can be
retained slightly. The best measure o f to for a column is by injecting methane. This can
easily be accomplished by running a line from a low pressure methane source directly to
the injector, allowing the gas to slowly flow through the injection port and out to waste.
Using a several second injection duration (1-5 seconds), enough methane w ill be
injected to determine to-
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A .5 C A PILLA RY C O LUM N EFFIC IEN C Y
Using a narrow bore splitter (0.009 inch ID versus 0.02 inch ED), and relatively high
split ratios; the column efficiency using a 10 meter, 50 pm, 0.25 pm methyl-100 column
with a linear velocity o f 1.5 cm/s should be approximately 7000 -10000 plates per meter
for a solute with k ’ around two. A high split ratio is essential to achieving high
efficiency. Another important factor in efficiency and peak shape quality is the position
o f the column in the splitter. Apparently, placing the column inlet 3 cm from the valve
gives the best result, while placing it 1.5 cm or closer produces peak splitting and
reduced efficiency. While the butt connector between the column and the restrictor is
often believed to be the trouble spot, it is not a very significant detail relative to the
importance o f proper injector connections. Column efficiency and performance will
decrease if: (i) a low split ratio is used, (ii) a higher linear velocity is used, (iii) a large
bore splitter is used, or (iv) the column is not properly positioned at the injector.

While the timed split injection method provides better reproducibility o f peak areas, this
method o f sample introduction results in large losses o f efficiency. Rapid programming
for peak focusing is almost always required in conjunction with the timed split in order
to obtain sharp peaks. For isoconfertic / isothermal separations, the timed split is
inappropriate.

A .6 IN ST R U M E N T SH U T D O W N
For overnight shutdown, the following procedure should be followed:
1. Load “Overnight” pump file. (40 atm, 50 °C, no automatic refill)
2. “Configure Routine” for no oven or injector control.
3. Run chromatogram.
4. Turn oven temperature off.
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5. Set detector temperature to 100 °C. (Note: detector should be kept hot to reduce
condensation.)
6 . Turn detector electronics off.

7. Turn gases off ( nitrogen, air, hydrogen, helium and mobile phase gases.)
8 . Start run, exit to DOS and turn computer off.

For extended shutdown, the following procedure should be followed:
1. Turn oven completely off
2. Empty pump, and turn it off.
3. Turn computer off.
4. Turn off all gases at the cylinder and the oven.
5. Turn off cooling bath.

A PP E N D IX B

SIM PLEX ALG O R ITH M PRO G RAM

201

202

This program performs either the fixed or the variable size simplex algorithm, and is
modified from a version obtained from Stanley N. Deming and Stephen L. Morgan.
Modifications were made as follows:
• The simplex data can be output to a data file called “SPX_DATA”
• Input data, such as boundary conditions, step size, and initial coordinates can be
entered from an input file “INPTDTA”.
• New responses entered for new vertices during the program are written to the end o f
“INPTDTA”.
• When the program is restarted after running experiments at the new set o f conditions,
all previous responses are read from “INPTDTA”.
• Allows the program to be conveniently halted so that the new experiment can be run.

1000! SEQUENTIAL SIMPLEX PROGRAM-VARIABLE OR FIXED SIZE
1130! REFERENCES:
1140 ! (1) W. SPENDLEY, G.R. HEXT, F.R. HIMSWORTH
1150!

TECHNOMETRICS,4,441,(1962).

1160 ! (2) J.A.NELDER,R. MEAD
1170 !

COMPUTER J.,7,308(1965).

1180!
1190 ! THIS PROGRAM PERFORMS THE FIXED SIZE SIMPLEX ALGORITHM
1200 ! AS DESCRIBED BY SPENDLEY, ET AL.. THE VARIABLE SIZE SIMPLEX
1210 ! ALGORITHM IS MODIFIED SLIGHTLY FROM THAT DESCRIBED BY
1220! NELDER AND M E A D : IN PLACE OF THE MASSIVE CONTRACTION
1230 ! RULE, WHEN A CONTRACTION VERTEX IS ENCOUNTERED THAT
1240 ! HAS THE WORST RESPONSE IN THE NEW SIMPLEX, THE NEXT-TO1250 ! WORST VERTEX IS REJECTED.
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1260 VARIABLES
1270

A(N,N) = ARRAY FOR DERIVATIVE CALCULATIONS

1280

G(N+1,4) = BOOKKEEPING AS FOLLOWS :

1290

G(N+1,1) = VERTEX NUMBER

1300

G(N+1,2) = SIMPLEX NUMBER

1310

G(N+1,3) = # OF TIMES VERTEX RETAINED

1320

G(N+1,4) = HOW VERTEX WAS MADE

1330

R(N+1) = RESPONSES

1340

S(N+1,N) = VERTEX COORDINATES

1350

T(10,N+5) = BOOKKEEPING AS FOLLOWS :

1360

T(1,N) = NEW VERTEX COORDINATES

1370

T(2,N+5) = TEMPORARY STORAGE

1380

T(3,N) = CENTROID,SIMPLEX

1390

T(4,N) = CENTROID, HYPERFACE

1400

T(5,N) = "P-BAR MINUS W"

IThis is added to P-BAR to give the
! coordinates o f the new vertex

1410

T( 6 ,N) = LOWER BOUNDS

1420

T(7,N) = UPPER BOUNDS

1430

T( 8 ,N) = STARTING LEVEL

1440

T(9,N) = STEP SIZE

1450

T(10,N+1) = CONVERGENCE LIMIT

1460

U(N) = DERIVATIVE CALCULATIONS

1470

B, B1 = TEMPERARY STORAGE

1480

C = REFLECTION COEFFICIENT

1490

FI = ERROR FLAG

1500! F2 = FLAG FOR ALGORITHM CHOICE
1510! N = NUMBER OF FACTORS
1520! Z = SIMPLEX NUMBER
1530! V = VERTEX NUMBER
1540! P = INITIAL SIMPLEX PARAMETER
1550! Q = INITIAL SIMPLEX PARAMETER
1560 ! I, J, J l, K = LOOP INDICES
1570!
1580 DIM G (ll,4 ), R (11), S (ll,1 0 ), T(10,15)
1590 LET B = 0

! Initialize all variables to zero

1600 LET B 1 = 0
1610L E T C = 0
1620 LET FI = 0
1630 LET F2 = 0
1640 LET 1 = 0
1650 LET J = 0
1660 LET J 1 = 0
1670 LET K = 0
1680 LET N = 0
1690 LET N 1 = 0
1700 LET P = 0
1710L ET Q = 0
1720 LET Z = 0
1730 LET V = 0
1740 LET A N S = 0
1750 LET ADD_ON = 0
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1760 LET EOF = FALSE
1770 OPEN #1 : PRINTER
1780 OPEN #2: NAME "SPX_DATA", ACCESS OUTPUT, ORGANIZATION TEXT
1790 LET U=2 ! OUTPUT TO DATA FILE, USE U=1 FOR PRINTER OUTPUT
1800 ERASE #2
1810 OPEN #3 : NAME "INPTDTA", ACCESS O U H N , ORGANIZATION TEXT
1820 GOSUB 1950 ! INPUT
1830 GOSUB 2980 ! SET UP
1840 GOSUB 3380 ! PRINT INITIAL
1850 GOSUB 3610 ! SORT
1860 GOSUB 3890 ! N + l RULE
1870 GOSUB 3610! SORT
1880 GOSUB 4320 ! CENTROID
1890 GOSUB 4440 ! PRINT INTERMEDIATE
1900 GOSUB 5300 ! LOGIC
1910 GOSUB 6720 ! ACCEPT
1920 GOTO 1850
1930 STOP
1940! SUBROUTINE INPUT
1950 PRINT
1955 set #3: pointer begin
1960 PRINT "INPUT NUMBER OF FACTORS";
1970 INPUT #3 :N
1980 IF N <= 0 THEN 2000
1990 IF N <=10 THEN 2020
2000 PRINT "ERROR- 0 < NUMBER OF FACTORS <= 10 - REENTER"
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2010 GOTO 1960
2020 LET N1 = N + l ! number o f vertices for n variables
2030 LET V = N1
2040 LET Z = 2
2050 LET C = 0
2060 FOR 1 = 1 TO N1
2070 LET R(I) = 0

! initialize array

2080 FOR J = 1 TO 4
2090 LET G(I,J) = 0 ! initialize array
2100 NEXT J
2110 FOR J = 1 T O N I
2120 LET S(I,J) = 0

! initialize array

2130 NEXT J
2140 NEXT I
2150 FOR 1 = 1 TO 10
2160 FOR J = 1 TO N+5
2170 LET T(I,J) = 0

! initialize array

2180 NEXT J
2190 NEXT I
2200 PRINT "INPUT LOWER BOUND, UPPER BOUND,";
2210 PRINT "STARTING COORDINATE, STEP SIZE"
2220 FOR J = 1 TO N
2230 LET FI = 0

! error flag = 1 if there is an error

2240 PRINT "FOR FACTOR ";J;
2250 INPUT #3 : T(6 ,J), T(7,J),T(8,J),T(9,J)
2260 IF T(6 ,J) < T(7,J) THEN 2290

! input initial values for each factor

2270 PRINT "ERROR-BOUNDS REVERSED OR EQUAL—REENTER"
2280 LET FI = 1
2290 IF T(8 ,J) > T(7,J) THEN 2310
2300 IF T( 8 ,J) >= T( 6 ,J) THEN 2330
2310 PRINT "ERROR-START OUTSIDE BOUNDS-REENTER"
2320 LET FI = 1
2330 IF T(9 J ) <> 0 THEN 2360
2340 PRINT "ERROR-STEP SIZE IS ZERO-REENTER"
2350 LET FI = 1
2360 IF T(8,J)+T(9,J) <= T(7,J) THEN 2390
2370 PRINT "ERROR-START + STEP ABOVE BOUNDS-REENTER"
2380 LET FI = 1
2390 IF T(8,J)+T(9,J) >= T(6 ,J) THEN 2420
2400 PRINT "ERROR-START + STEP BELOW BOUNDS-REENTER"
2410 LET FI = 1
2420 IF FI = 1 THEN 2210
2430 NEXT J
2440 PRINT "INPUT 1 TO INCLUDE N + l RULE, 0 TO EXCLUDE"
2450 INPUT # 3 : FI
2460 IF FI = 0 THEN 2500
2470 IF FI = 1 THEN 2500
2480 PRINT "ERROR- 1 OR 0 ONLY -REENTER"
2490 GOTO 2440
2500 PRINT "0 - FOR FIXED SIZE SIMPLEX ALGORITHM"
2510 PRINT "1 - FOR VARIABLE SIZE SIMPLEX ALGORITHM"
2520 PRINT "INPUT CHOICE OF ALGORITHM"
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2530 INPUT #3 :F 2
2540 IF F2=0 THEN 2580
2550 IF F 2= l THEN 2580
2560 PRINT "ERROR - 1 OR 0 ONLY - REENTER"
2570 GOTO 2500
2580 CLEAR ! the following lines print out the input information for verification.
2590 PRINT
2600 PRINT #U:"VERIFY INPUT DATA:"
2610 PRINT #U: "NUMBER OF FACTORS =";N
2620 PRINT #U: "FACTOR","LOWER","UPPER","START","STEP"
2630 PRINT "VERIFY INPUT DATA:";
2640 PRINT
2650 PRINT "NUMBER OF FACTORS =";N
2660 PRINT
2670 PRINT "FACTOR","LOWER","UPPER","START","STEP"
2680 FOR J = 1 TO N
2690 PRINT #U: J,T(6,J),T(7,J),T(8,J),T(9,J)
2700 PRINT

J,T(6,J),T(7,J),T(8,J),T(9,J)

2710 NEXT J
2720 PRINT
2730 IF FI = 1 THEN 2770
2740 PRINT #U: "N+l RULE EXCLUDED"
2750 PRINT "N+l RULE EXCLUDED"
2760 GOTO 2800
2770 PRINT #U: "N+l RULE INCLUDED"
2780 PRINT "N+l RULE INCLUDED"
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2790 PRINT
2800 IF F 2 = l THEN 2840
2810 PRINT #U: "FIXED SIZE SIMPLEX ALGORITHM"
2820 PRINT "FIXED SIZE SIMPLEX ALGORITHM"
2830 GOTO 2870
2840 PRINT #U: "VARIABLE SIZE SIMPLEX ALGORITHM"
2850 PRINT "VARIABLE SIZE SIMPLEX ALGORITHM"
2860 PRINT
2870 PRINT "IS INPUT DATA OK? (1 = YES, 0 = NO)";
2880 INPUT B
2890 I F B = 0 T H E N 2930
2900 IF B = 1 THEN 2930
2910 PRINT "ERROR - 1 OR 0 ONLY - REENTER"
2920 GOTO 2870
2930 IF B = 0 THEN 1950
2940 PRINT
2950 RETURN
2960!
29 7 0 ! Subroutine SETUP
2980 LET P = (SQR(N1)+N-1) / (N*SQR(2)) ! P used to determine simplex vertices
2990 LET Q = (S Q R (N l)-l) / (N*SQR(2))

! Q used to determine simplex vertices

3000 FOR J = 1 TO N
3010

LET S(1,J) = T( 8 ,J)

3020 NEXT J
3030 FOR 1 = 2 TO N1
3040

FOR J = 1 TO N

! First vertex set by user put into array
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3050

LET S(I,J) = T(8 ,J) + Q*T(9,J)

! Calculate coordinates J for vertex I

3060

NEXT J

! T(9,J) is the step size

3070

LET S(I,I-1) = S(1,I-1) + P*T (9,I-1)! Calculate position for initial vertices

3080 NEXT I

! T (9,1-1) is the step size

3090 PRINT #U:"INITIAL VERTICES:"
3100 PRINT # U : "................

"

3110 PRINT
3120 PRINT "INITIAL VERTICES:"
3130 PRINT "-......................"
3140 PRINT
3150 FOR I = 1 T O N I
3160 PRINT #U: "VERTEX NUMBER:"; I
3170 PRINT #U: "FACTOR", "LEVEL"
3180 PRINT "VERTEX NUMBER:"; I
3190 PRINT
3200 PRINT "FACTOR", "LEVEL"
3210 FOR J = 1 T O N
3220 LET T(1,J) = S(IJ)
3230 PRINT #U: J, T (U )
3240 PRINT J, T(1,J)
3250 NEXT J
3260 PRINT
3270 ! CALL SUBROUTINE CALC - gets response for the trial vertex
3280 GOSUB 6410
3290 LET R(I)=T(1,N1)

! sets the response

3300 LET G(I,1) = I

! vertex number

3310 LET G(I,2) = I

! simplex number

3320 LET G(1,3) = 1.001

! times in simplex

3330 LET G(I,4) = 0 ! how the simplex was made (zero = an initial vertex)
3340 NEXT I
3350 RETURN
3360!
3370! Subroutine PRINT INITIAL
3380 CLEAR
3390 PRINT #U: "INITIAL SIMPLEX INFORMATION:"
3400 PRINT #U :"........................................ "
3410 PRINT #U: "VERTEX","RESPONSE","FACTOR","LEVEL"
3420 PRINT "INITIAL SIMPLEX INFORMATION:"
3430 PRINT"— ..................................."
3440 PRINT
3450 PRINT "VERTEX","RESPONSE","FACTOR","LEVEL"
3460 FOR 1=1 T O N I
3470 PRINT #U: I,
3475 PRINT #U, USING "##.########": R(I);
3477 PRINT #U: "",
3480 PRINT I,
3482 PRINT USING "##.########": R(I);
3484 PRINT " ",
3490 FOR J = 1 TO N
3500 PRINT #U: J,S(I,J)
3510 PRINT #U: " "," ",
3520 PRINT J, SOW)

3530 PRINT "

",

3540 NEXT J
3550 PRINT
3560 PRINT #U
3570 NEXT I
3580 RETURN
3590!
3600! Subroutine SORT - ranks vertices in current simplex from best to worst
3610 LET J l= l
3620 IF Z = 2 THEN LET J1 = 0
3630 FOR K = 1 TO N-Jl
3640 LET B = R(K)
3650 LET B 1 = K
3660 FOR I = K +l TO N l-J l
3670 IF R(I) <= B THEN 3700
3680 LET B = R(I)
3690 LET B 1 = I
3700 NEXT I
3710 IF B1 = K THEN 3850
3720 FOR J = 1 TO N
3730 LET B = S(K,J)
3740 LET S(K,J) = S(B1,J)
3750 LET S(B1,J) = B
3760 NEXT J
3770 FOR J = 1 TO 4
3780 LET B = G(K,J)
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3790 LET G(K,J) = G(B1,J)
3800 LET G(B1,J) = B
3810 NEXT J
3820 LET B = R(K)
3830 LET R(K) = R(B1)
3840 LET R(B1) = B
3850 NEXT K
3860 RETURN
3870!
3880! N + l RULE
3890 IF FI = 0 THEN 4290

! tests for N + l rule inclusion

3900 FOR 1 = 1 TO N
3910 IF INT(G(I,3)) > N1 THEN 3940

! Is times in > N + l for any vertex?

3920 NEXT I
3930 GOTO 4290
3940 PRINT #U
3950 FOR J = 1 TO 72
3960 PRINT #U:"#";
3970 NEXT J
3980 PRINT #U: "N+l RULE VIOLATED ON VERTEX";G(I,1)
3990 PRINT #U: "REEVALUATE THE RESPONSE ON VERTEX";G(I,1)
4000 PRINT #U: "COORDINATES A R E :"
4010 PRINT #U: "FACTOR","LEVEL"
4020 PRINT
4030 PRINT
4040 PRINT "N+l RULE VIOLATED ON VERTEX"; G(I,1)
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4050 PRINT "REEVALUATE THE RESPONSE ON VERTEX"; G(I,1)
4060 PRINT "COORDINATES A R E :"
4070 PRINT "FACTOR","LEVEL"
4080 FOR J = 1 TO N
4090 PRINT #U: J, S(I,J)
4100 PRINT J, S(I,J)
4110 LET T(1,J) = S(IJ)
4120 NEXT J
4130 PRINT
4140!
4150 ! CALL SUBROUTINE CALC
4160 GOSUB 6410
4170 PRINT #U: "PREVIOUS RESPONSE WAS
4180 PRINT "PREVIOUS RESPONSE WAS

R(I)

R(I)

4190 LET R(I) = (R (I)+T (l,N l))/2
4200 PRINT #U: "NEW RESPONSE IS

T(1,N1)

4210 PRINT #U: "AVERAGE RESPONSE IS : "; R(I)
4220 PRINT #U: "AND IS RETAINED FOR ALL FUTURE COMPARISONS!"
4230 PRINT "NEW RESPONSE IS

T(1,N1)

4240 PRINT "AVERAGE RESPONSE IS : "; R(I)
4250 PRINT "AND IS RETAINED FOR ALL FUTURE COMPARISONS!"
4260 LET G(I,3) = G(I,3) - INT(G(I,3)) + 1
4270 PRINT #U
4280 PRINT
4290 RETURN
43 0 0 !
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4310! Subroutine Centroid, Calculates Centroid & “P-BAR Minus W”
4320 FOR J = 1 T O N
4330

LET T(4,J) = 0

4340

FOR 1 = 1 TO N

4350 LET T(4,J) = T(4,J)+S(I,J) ! sums the coordinates and places in T(4,J)
4360

NEXT I

4370

LET T(3,J) = (T(4,J)+S(N1,J))/N1

! calculates the simplex centroid

4380

LET T(4,J) = T(4,J)/N

! This is the hyperface remaining after the

4382

! worst vertex has been rejected, and does not rejected vertex S(N1,J).

4390

LET T(5,J) = T(4,J)-S(N1 ,J) IThis is added to P-BAR to find the new vertex.

4400 NEXT J
4410 RETURN
44 2 0 !
4430 ! Subroutine Print Intermediate
4440 FOR 1 = 1 TO 72
4450 PRINT #U:
4460 NEXT I
4470 PRINT #U
4480 PRINT #U: "RETAINED VERTEX INFORMATION:"
4490 PRINT #U: "........................................ "
4500 PRINT #U: "RESPONSE","VERTEX","SIMPLEX","TIMES RETAINED"
4510 PRINT
4520 PRINT
4530 PRINT "RETAINED VERTEX INFORMATION:"
4540 PRINT"........................................."
4550 PRINT

4560 PRINT "RESPONSE", "VERTEX", "SIMPLEX", "TIMES RETAINED"
4570 FOR 1 = 1 TO N
4580 PRINT #U, USING "##.########": R(I);
4585 PRINT #U: " ", G(I,1), G (I,2 ), INT(G(I,3));
4590 PRINT USING "##.########": R(I);
4595 PRINT " ", G(I,1), G (I,2 ), INT(G(I,3));
4600 IF INT(1000*(G(I,3)-INT(G(I,3))))+1=INT(G(I,3)) THEN 4620
4610 PRINT #U:"(";INT(1000*(G(I,3)-INT(G(I,3))))+1;"TQTAL)";
4620 PRINT #U
4630 PRINT "(";INT(1000*(G(I,3)-INT(G(I,3))))+1;"TOTAL)";
4640 PRINT
4650 NEXT I
4660 PRINT #U:"RANGE OF RETAINED RESPONSES :";R(1)-R(N)
4670 PRINT #U:"REJECTED VERTEX INFORMATION:"
4680 PRINT #U:"........................................ "
4690 PRINT #U:" VERTEX REJECTED: ";G(N1,1)
4700 PRINT #U :"GENERATED FOR SIMPLEX: ";G(N1,2)
4710 PRINT #U :"GENERATED BY: ";
4720 PRINT
4730 PRINT "RANGE OF RETAINED RESPONSES :";R(1) - R(N)
4740 PRINT
4750 PRINT "REJECTED VERTEX INFORMATION:"
4760 PRINT "........................................."
4770 PRINT
4780 PRINT "VERTEX REJECTED: "; G(N1,1)
4790 PRINT "GENERATED FOR SIMPLEX: "; G(N1,2)

4800 PRINT "GENERATED BY:
4810 IF G(N1,4) o

0 THEN 4850

4820 PRINT #U: "ORIGINAL SIMPLEX";
4830 PRINT "ORIGINAL SIMPLEX";
4840 GOTO 4990
4850 IF G(N1,4) <> -0.5 THEN 4890
4860 PRINT #U: "CW CONTRACTION";
4870 PRINT "CW CONTRACTION";
4880 GOTO 4990
4890 IF G(N1,4) <> 0.5 THEN 4930
4900 PRINT #U: "CR CONTRACTION";
4910 PRINT "CR CONTRACTION";
4920 GOTO 4990
4930 IF G(N1,4) <> 1 THEN 4970
4940 PRINT #U: "REFLECTION";
4950 PRINT "REFLECTION";
4960 GOTO 4990
4970 IF G(N1,4) <> 2 THEN 4990
4980 PRINT #U: "EXPANSION";
4990 PRINT #U
5000 PRINT #U: "TIMES RETAINED SINCE LAST EVALUATION:
5010 PRINT #U: INT(G(N1,3))
5020 PRINT #U: "TOTAL TIMES RETAINED:";
5030 PRINT #U: INT(1000*(G(N1,3)-INT(G(N1,3))))+1
5040 PRINT #U: "RESPONSE:";
5045 PRINT #U, USING "##.########": R(N1)

5050 PRINT "EXPANSION";
5060 PRINT
5070 PRINT "TIMES RETAINED SINCE LAST EVALUATION:";
5080 PRINT INT(G(N1,3))
5090 PRINT "TOTAL TIMES RETAINED:";
5100 PRINT INT(1000*(G(N1,3) - INT(G(N1,3)») + 1
5110 PRINT "RESPONSE:";
5115 PRINT USING "##.########": R(N1)
5120 CLEAR
5130 PRINT #U: "CENTROID INFORMATION:"
5140 PRINT # U : "----------------------- "
5150 PRINT #U: "SIMPLEX NUMBER";Z-1
5160 PRINT #U: " "."SIMPLEX","HYPERFACE","-"
5170 PRINT #U: "FACTOR","CENTROID","CENTROID","P-W"
5180 PRINT "CENTROID INFORMATION:"
5190 PRINT"-.............................."
5200 PRINT "SIMPLEX NUMBER:"; Z -l
5210 PRINT " "."SIMPLEX","HYPERFACE","-"
5220 PRINT "FACTOR","CENTROID","CENTROID","P-W"
5230 FOR J = 1 TO N
5240 PRINT #U: J, T(3,J), T(4,J), T(5,J)
5250 PRINT J, T(3,J), T(4,J), T(5,J)
5260 NEXT J
5270 RETURN
5280!
5290! Subroutine Logic

5300 LET C = 1
5310 ! CALL INTERNAL SUBROUTINE
5320 GOSUB 5800
5330 IF F2 = 0 THEN 5530
5340 IF T(1,N1) <= R (l) THEN 5440
5350! CALL SUBROUTINE SWITCH
5360 GOSUB 5880
5370 LET C = 2
5380 ! CALL INTERNAL SUBROUTINE
5390 GOSUB 5800
5400 IF T(1,N1) >= R (l) THEN 5530
5410 ! CALL SUBROUTINE SWITCH
5420 GOSUB 5880
5430 GOTO 5530
5440 IF T(1,N1) < R(N) THEN 5460
5450 IF T(1,N1) >= R(N1) THEN 5530
5460 IF T(1,N1) >= R(N) THEN 5480
5470 IF T(1,N1) < R(N1) THEN 5500
5480 LET C = 0.5
5490 GOTO 5520
5500 LET C = -0.5
5510 !CALL INTERNAL SUBROUTINE
5520 GOSUB 5800
5530 PRINT #U
5540 PRINT # U : "— > — >
5550 PRINT

5560 PRINT
5570 IF T (l,N +5) <> -0.5 THEN 5610
5580 PRINT #U: "CW CONTRACTION"
5590 PRINT "CW CONTRACTION";
5600 GOTO 5720
5610 IF T (l,N +5) <> 0.5 THEN 5650
5620 PRINT #U: "CR CONTRACTION";
5630 PRINT "CR CONTRACTION";
5640 GOTO 5720
5650 IF T (l,N +5) <> 1 THEN 5690
5660 PRINT #U: "REFLECTION";
5670 PRINT "REFLECTION";
5680 GOTO 5720
5690 IF T (l,N +5) <> 2 THEN 5720
5700 PRINT #U: "EXPANSION";
5710 PRINT "EXPANSION";
5720 PRINT # U : " ACCEPTED"
5730 PR IN T" ACCEPTED"
5740 PRINT #U
5750 PRINT
5760 RETURN
5770!
5780! SUBROUTINE INTERNAL
5790 ! CALL SUBROUTINE SPAND
5800 GOSUB 5960
5810! CALL PRINT NEW
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5820 GOSUB 6030
5830! CALL SUBROUTINE CALC
5840 GOSUB 6410
5850 RETURN !FROM SUBROUTINE INTERNAL
5860!
5870 ! Subroutine Switch - Switches trial coordinate with temporary storage
5880 FOR J1 = 1 TO N+5
5890 LET B = T(2,J1)
5900 LET T(2,J1) = T(1,J1)
5910 LET T(1,J1) = B
5920 NEXT J1
5930 RETURN ! From Switch
5940!
5950 ! Subroutine Spand - computes coordinates o f new vertex, stored in T(1,J1)
5 9 6 0 FOR Jl = l T O N
5970 LET T(1,J1) = T(4,J1) + C*T(5,J1)

! form new coordinate

5980 NEXT J1
5990 LET V = V + l

! increment vertex number

6000 RETURN
6010!
6020 ! PRINT NEW, CALLED FROM 5210
6030 PRINT #U
6040 PRINT #U: "NEW VERTEX INFORMATION:"
6050 PRINT # U : "................................. "
6060 PRINT #U: "VERTEX N UM BER:"; V
6070 PRINT #U: "GENERATED SIMPLEX:"; Z

6080 PRINT #U: "GENERATED BY: "
6090 PRINT "NEW VERTEX INFORMATION:"
6100 PRINT "................................. "
6110 PRINT
6120 PRINT "VERTEX NUMBER: "; V
6130 PRINT "GENERATED SIMPLEX: "; Z
6140 PRINT "GENERATED BY: ";
6150 IF C <> -0.5 THEN 6190
6160 PRINT #U: "CW CONTRACTION";
6170 PRINT "CW CONTRACTION";
6180 GOTO 6300
6190 IF C <> 0.5 THEN 6230
6200 PRINT #U: "CR CONTRACTION";
6210 PRINT "CR CONTRACTION";
6220 GOTO 6300
6230 IF C o

1 THEN 6270

6240 PRINT #U: "REFLECTION";
6250 PRINT "REFLECTION";
6260 GOTO 6300
6270 IF C o

2 THEN 6300

6280 PRINT #U: "EXPANSION";
6290 PRINT "EXPANSION";
6300 PRINT #U:
6310 PRINT
6320 PRINT #U: "FACTOR","LEVEL"
6330 PRINT "FACTOR","LEVEL"

6340 FOR J = 1 TO N
6350 PRINT #U: J, T (1J)
6360 PRINT J,T(1,J)
6370 NEXT J
6380 RETURN
6390!
6400! Subroutine Calc
6410 FOR J1 = 1 T O N
6420 IF T(1,J1) < T(6,J1) THEN 6550

! check for boundary violations

6430 IF T(1,J1) > T(7,J1) THEN 6550

! check for boundary violations

6440 NEXT J1
6450 PRINT "ENTER <Y> IF YOU WANT TO STOP "
6460 IF END #3 THEN INPUT ANS$

.'allows user to run experiment

6470 IF ANS$ = "y" OR ANS$ = "Y" THEN 6880
6480 PRINT #U: "INPUT RESPONSE"
6490 PRINT "INPUT RESPONSE"
6500 IF MORE #3 THEN INPUT #3 : T(1,N1) ELSE INPUT T(1,N1)
6510 IF END #3 THEN SET #3 : POINTER END
6520 IF END #3 THEN LET ADD_ON = ADD_ON+l
6530 IF ADD_ON => 2 THEN PRINT #3, USING "##.########": T(1,N1)
6540 GOTO 6610
6550 PRINT #U: "BOUNDARY VIOLATION IN FACTOR";Jl
6560 PRINT #U: "RESPONSE FUNCTION PENALIZED"
6570 PRINT
6580 PRINT "BOUNDARY VIOLATION IN FACTOR"; J1
6590 PRINT "RESPONSE FUNCTION PENALIZED"

6600 LET T(1,N1) = -9.99999999E+10
6610 PRINT #U: "RESPONSE =";
6615 PRINT #U, USING "##.########": T(1,N1)
6620 PRINT
6630 PRINT "RESPONSE =";
6635 PRINT USING "##.########": T(1,N1)
6640 PRINT
6650 LET T(1,N+2) = V

! assigns vertex number

6660 LET T (1,N + 3)= Z

! assigns simplex number

6670 LET T (l,N +4) = 0

! assigns times in simplex

6680 LET T (l,N +5) = C

! assigns generation code

6690 RETURN
6700!
6710! ACCEPT, CALLED FROM 1370
6720 FOR J = 1 TO N
6730 LET S(N1,J) = S(N,J)
6740 LET S(N,J) = T(1,J)
6750 NEXT J
6760 LET R(N1) = R(N)
6770 LET R(N) = T(1,N1)
6780 FOR J = 1 TO 4
6790 LET G(N1,J) = G(N,J)
6800 LET G(N,J) = T(1,N1+J)
6810 NEXT J
6820 FOR 1 = 1 TO N1
6830 LET G(I,3) = G(I,3) + 1.001

6840 NEXT I
6850 LET Z = Z+1
6860 RETURN
6870 STOP
6880 END

APPENDIX C

WINDOW DIAGRAM RESPONSE SURFACE CALCULATION
PROGRAM

226

227

This appendix provides the listing for the computer program used to calculate response
surfaces. Comments are provided throughout the program to clarify many points. The
retention functions can be entered based on equation 6.4, or any function can be used
that is based on two parameters x l and x2 (such as density and temperature). Comment
lines which contain three asterisks (***) should be examined by the user, as they
contain variables or conditions which often can be changed.

! This program calculates criteria for chromatographic comparisons to be used with
! interpretive methods o f optimization for one to two parameters over three dimensions.
! Using the functions you enter (from model equations and regression analysis), the
! CRF will be calculated at the given increments below and placed in the matrix
! CrfData(,).

! The data generated can be output in several different report forms: "response data" lists
! all data in this matrix. "Plot data" lists the x l and x2 conditions with the CRF value.
! "CRFsInOrder" lists the ! CRFs in order o f best to worst along with the conditions
! x l,x 2 .

! Any lines with three asterisks (***) indicates lines which one should change when
! there is a change ! in the number o f functions to be optimized or the number of
! iterations made.

D IM tr (l)

! An array which holds the current values
! o f the functions defined below. It is
! redimensioned below.
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DIM CrfData(l,l)

! This array will hold all the data required
! for calculating and plotting the CRF, and
! is redimensioned below.
! (1,*) = x l; (2,*)=x2; (“*” indicates
!

determined by number o f iterations

! (3,*) through (n+2,*) = solute retn.
! fxns, where n = number o f functions.
! (n+3,*) through (2n+l,*) = sep. factors,
!

after being placed in order.

! (2n+2,*) = min. sep. factor
! (2n+3,*) = avg. sep. factor
! (2n+4,*) = kco
! (2n+5,*) = calibrated norm. Rs prod.
! (2n+6,*) = reciprocal o f required
! analysis time.
! (2n+7,*) = time corrected calibrated
! normalized resolution product
! (2n+8,*) = threshold S criterion
DIM QrderedCrfs(3,l)

! array o f conditions and their CRF value
! in descending CRF value order,
! redimensionedbelow.

j ***The retention surface functions are defined below:
DEF F l(x,y) = -1.905 -14.878*x +2.676*y +22.167*xA2 -3.289*x*y
DEF F2(x,y) = -2.819 -11.045*x +2.9*y +20.667*xA2 -4.281*x*y
DEF F3(x,y) = -5.92 -6.876*x +3.983*y +28.167*xA2 -7.866*x*y
DEF F4(x,y) = -3.955 -9.083*x +3.127*y +11.5*xA2 -4.008*x*y
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DEF F5(x,y) = -3.681 -4.8*x +2.456*y +12.833*xA2 -4.216*x*y
DEF F6(x,y) = -2.985 -9.122*x +2.096*y +17.667*xA2 -3.152*x*y
DEF F7(x,y) = -3.819 -4.97l* x +2.472*y +14.167*xA2 -4.265*x*y
DEF F8(x,y) = -2.707 -12.007*x +2.615*y +16.167*xA2 -3.24*x*y
Let n = 8

♦♦♦ n = number o f functions

Let i_max = 20

♦♦♦increments for i, setting the interval
for response surface mapping in the first
dimension

Let j_max = 20

♦♦♦increments for j setting the interval
for response surface mapping in the
second dimension

Let max = i_max*j_max

the number o f points

L etR sn e = 1 .5

♦♦♦resolution desired, used for threshold
separation criteria.

Let N c = 11000

♦♦♦number o f plates for column used for
threshold S criteria

Let epsilon = (2*Rsne)/sqr(Nc)

used for threshold S criteria

Let allfile = 0

♦ ♦ ♦ _ 1 to create

Let plotfile = 0

♦♦♦=1 to create the plot file for plotting

response file

the CRF vs conditions.
Let erffile = 1

♦ ♦ ♦ _ 1 to create a file o f CRFs and

conditions in order o f their values.
Let SSfile = 1
MAT REDIM CrfData(2*n+8,max)
MAT REDIM OrderedCrfs(3,max)
MAT REDIM tr(n)

♦♦♦=1 to create a spreadsheet file.
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Let x l = 0.01

! ***starting value o f density(g/mL)

Let index = 1

! array index going from 1 to max

For i = 1 to ijm ax
Let x2 = 2

! ***starting value o f 1/T*10A3(K)

For j = 1 to j_max
clear
print "program running..."
print index, " x l = ";xl," x2 = ";x2
Let tr(l)=exp(F l(xl,x2))

! Enter functions into array

Let tr(2)=exp(F2(xl,x2))

! so that they can be sorted.

Let tr(3)=exp(F3(xl,x2))
Let tr(4)=exp(F4(xl,x2))

j ***comment out (!) any lines

Let tr(5)=exp(F5(xl,x2))

! over the number o f functions(n)

Let tr(6)=exp(F6(xl,x2))

! you wish to optimize for, or

Let tr(7)=exp(F7(xl,x2))

! add more to accomodate more

Let tr(8)=exp(F8(xl,x2))

! functions.

Let CrfData(l,index) = x l
Let CrfData(2,index) = x2
Print "Sorting..."
Call Sort(tr(),n)

! Sorting functions into
! ascending numeric order.

Call NewSorted(CrfData(,),trO,index,n)

! Place sorted data
! into data array.

Print "Calculating..."
Call Calc_S(CrfData(,),index,n)

! Calc. sep. factors

Call Calc_Smin(CrfData(,),index,n)

! Calc, min.sep. factor.
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Call Calc_Savg(CrfData(,),index,n)

! Calc, avg.sep. factor.

Call Calc_kw(CrfData(,),index,n)

! Calc, k' o f the last
! solute.

Call Calc_rstar(CrfData(,),index,n)

! Calc, calibrated normalized Rs product

Call Calc_Rat(CrfData(,),index,n)

! Calc, required analysis
! time function

Call Calc_rstar_tc(CrfData(,),index,n)

! Calculate, time corrected calibrated
! normalized resolution product

Call Calc_threshS(CrfData(,),index,n,epsilon)

! Calculate
!thresholds criteria

Let index = index + 1
Let x2 = x2 + 0.05

! ***Increment 1/T*10A3

N extj
Let x l = xl+0.025

*! ***Increment density

N exti
print "Writing final data files. Please stand by..."
if allfile = 1 then Call Data_Output(CrfData(,),n,max)

! output to data file,

if plotfile = 1 then Call Plot_Data(CrfData(,),n,max)
if crffile = 1 then Call Crfs_InOrder(CrfData(,),OrderedCrfs(,),n,max)
if SSfile = 1 then Call ToSS(CrfData(,),n,max)
Close #3
Close #4
Close #5
Close #6
For ring = 1 to 3
for end_ring = 1 to 30

! Signals end o f the program

sound 600, .03
sound 1500, .03
next end_ring
pause 2
next ring
End

! End o f the main program.
! Subroutines follow...

Sub Sort(nums(),a) ! a = n
FO R b=l TOa-1
FOR c=b+l TO a
IF nums(b) > nums(c) THEN
Let Temp = nums(b)
Let nums(b) = nums(c)
Let nums(c)=Temp
End If
NEXT c
NEXT b
End Sub
Sub NewSorted (newarray(,), oldarray(),a,b)

! a=index, b

For c = 3 to b+2
Let newarray(c,a) = oldarray(c-2)

! place sorted data into new array.

N extc
End Sub

! NewSorted

Sub Calc_S (A l(,),a,b)

! Calculate the separation

F orc = 1 tob-1

! factor for each pair
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Let k2 = A l(c+3,a)
L e tk l = A l(c+2,a)
Let S = (k2-k 1)/(2+k2+k 1)
Let Al(b+2+c,a)=S
N extc
End Sub

! Calc_S

Sub Calc_Smin(Al(,),a,b)
Let Smin = Al(b+3,a)

! Calculate the minimum separation factor.

For c = b+4 to 2*b+l
If A l(c,a) < Smin then
let Smin = A l(c,a)
End if
N extc
Let Al(2*b+2,a)=Smin
End Sub

! Calc_Smin

Sub Calc_Savg (Al(,),a,b)
L etS = 0
For c = b+3 to 2*b+l
Let S = S + A l(c,a)
N extc
Let Savg = S/(b-l)
Let Al(2*b+3,a) = Savg
End Sub

! Calc_Savg
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Sub Calc_kw (A l(,),a,b)
Let kw = A 1(3,a)
For c = 4 to b+2
If Al(c,a)>kw then let kw = A l(c,a)
N extc
Let Al(2*b+4,a) = kw
End Sub

! Calc_kw

Sub Calc_rstar(Al(,),a,b)
Let Sprod = 1
For c = b+3 to 2*b+l
Let Sprod = Sprod*Al(c,a)
Next c
Let rstar = Sprod/Al(2*b+3,a)
Let Al(2*b+5,a) = rstar
End Sub

! Calc_rstar

Sub Calc_Rat (Al(,),a,b)
Let Rat = A l(2*b+2,a)A2/(l+A l(2*b+4,a))
Let Al(2*b+6,a) = Rat
End Sub

! Calc_Rat = Required Analysis Time
! function

Sub Calc_rstar_tc (Al(,),a,b)
Let rstar_tc = Al(2*b+5,a)A(l/7)*A l(2*b+6,a)
Let Al(2*b+7,a)=rstar_te
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End Sub

! Calc_rstar_tc

Sub Calc_threshS(Al(,),a,b,c)

! a=index,b=n,c=epsilon

If A l(2*b+2,a) < c then
Let Al(2*b+8,a) = 0
End if
If Al(2*b+2,a) >= c then
Let kw = Al(2*b+4,a)
Let Al(2*b+8,a) = 1/kw
End If
End Sub! Sub Calc threshS

Sub Data_Output(Al(,),b,d)

! b=n,d=max,

open #3 :name "response data", create newold, org text
erase #3
for a = 1 to d
print #3:"______________________________________
print #3: "dens= ";Al(l,a);
print #3: " recip_T= ";Al(2,a)
print #3:"__________________
For e = 3 to b+2
print #3: "In tr_";(e-2);" = ";Al(e,a)
N exte
print #3: "_____________________ "
Let z= l

For e = b+3 to 2*b+l
Let z = z+1
print #3: "S_";(z);",";(z-1);" = ”;Al(e,a)
N exte
print #3:
print #3: " S_min = ";Al(2*b+2,a);
print #3: " S_avg = ”;Al(2*b+3,a);
print #3: " tw = ";Al(2*b+4,a)
print #3:" r_star = ";Al(2*b+5,a);
print #3:" l/t(ne,fd) = ";Al(2*b+6,a)
print #3: " r_star(tc) = ";Al(2*b+7,a)
print #3: " threshold S = ";Al(2*b+8,a)
clear
print "writing alldata file..."
print a
next a
End Sub

! DatajOutput

Sub Plot_Data(Al(,),c,d)

! c=n, d=max

open #4: name "plot data", create newold, org text
erase #4
!print #4: "data for plotting the response surface..."
Iprint #4:"xl","x2","CRF"
For a = 1 tod-1
print #4: Al(l,a);","
print #4: Al(2,a);","
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print #4: Al(2*c+7,a);","

! ***

!if A l(l,a )= A l(l,a + l) then print #4:1;
!if A l( l ,a ) o A l ( l ,a + l ) then print#4:0;
!print#4
clear
print "writing plot data file..."
print a
next a
print #4: Al(l,d);","
print #4: Al(2,d);","
print #4: Al(2*c+7,d);","

! ***

print # 4 :0
End Sub

!Plot_Data

Sub Crfs_InOrder(Al(,),Bl(,),e,d)

! c=n,d=max

For a = 1 to d
L e tB l(l,a ) = A l(l,a )
Let B 1(2,a) = A 1(2,a)
Let B 1(3,a) = A 1(2*e+7,a)
next a
F O R b = 1 TOd-1
FOR c = b+1 TO d
IF B l(3,b) < B l(3,c) THEN
Let Tempi = B l( l,b )
Let Temp2 = B l(2,b)
Let Temp3 = B l(3,b)

! ***change this line according to the
! criteria you want to optimize for.
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Let B l(l,b ) = B l(l,c )
Let B l(2,b) = B l(2,c)
Let B l(3,b) = B l(3,c)
Let B l(l,c ) = Tempi
Let B 1(2,c) = Temp2
Let B 1(3,c) = Temp3
End If
NEXT c
clear
print "sorting CRPs..."
print b
N EXTb
Open #5: name "CrfsInOrder", create newold, org text
erase #5
print #5: "A listing o f the conditions by best CRF value..."
print #5: "xl","x2","CRF"
For a = 1 to d
print #5 :B 1(1,a),
print #5 :B 1(2,a),
print #5 :B 1(3,a)
next a
End Sub

! CrfsJnOrder

Sub T oSS(A l(,),c,d)

! c = n, d = max

open #6: name "plot data SS", create newold, org text
erase #6
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for a = 1 to 3
for b = 1 to d
if a = 1 then print #6: Al(a,b);
if a = 2 then print #6: Al(a,b);
if a = 3 then print #6: A 1(2*c+7,b);

!***

print #6:
clear
print "writing spreadsheet file..."
print b
nextb
next a

End Sub

! (Spreadsheet File)
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