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Abstract—This study combines two novel deterministic meth-
ods with a Convolutional Neural Network to develop a machine
learning method that is aware of directionality of light in
images. The first method detects shadows in terrestrial images
by using a sliding-window algorithm that extracts specific hue
and value features in an image. The second method interpolates
light-sources by utilising a line-algorithm, which detects the
direction of light sources in the image. Both of these methods
are single-image solutions and employ deterministic methods to
calculate the values from the image alone, without the need for
illumination-models. They extract real-time geometry from the
light source in an image, rather than mapping an illumination-
model onto the image, which are the only models used today.
Finally, those outputs are used to train a Convolutional Neural
Network. This displays greater accuracy than previous methods
for shadow detection and can predict light source-direction and
thus orientation accurately, which is a considerable innovation
for an unsupervised CNN. It is significantly faster than the
deterministic methods. We also present a reference dataset for
the problem of shadow and light direction detection.
Index Terms—shadow detection, light source detection, single-
image solution, deep learning, unsupervised learning
I. INTRODUCTION
This article presents an improved shadow detection al-
gorithm employing a Convolutional Neural Network (CNN)
architecture which can distinguish light-source direction. This
CNN, called the Full CNN hereafter, can accurately determine
the difference between light falling on one side of an object,
from another. It does this without manually annotated training
data and faster than deterministic algorithms. This CNN, being
aware of an abstract concept, is the main innovation of the
paper. It generates real-world geometry from images, using a
shadow detection technique. The CNN is unsupervised, as it
utilises the output of two improved deterministic shadow and
light direction detection algorithms that we developed for this
purpose. These algorithms are used to generate the training
data, thus removing the need for manual annotation.
This creates several very important potential uses for the
method, as it is generating real-world directional informa-
tion about light-sources in the scene, rather than projecting
information onto the image as a means to determine light-
direction, as is the case with present illumination-models.
Therefore our method has value in creating navigation systems
for robots, autonomous vehicles, augmented reality, and com-
puter graphics-pipeline applications. Ultimately, understanding
concepts like shadows and direction in an image, as opposed
to only comparing the 2D values like colour variations, can
give a better understanding of the situation. A potential end
goal would be the reconstruction of 3D geometries from 2D
images.
Shadow detection poses challenges for image processing
and has grown as a significant topic of investigation for a
number of areas, including computer vision and computer
graphics [1], [2], [3], [4], [5], [6]. When dealing with terrestrial
images, shadows are a naturally occurring phenomenon that
can become problematic for analysis even when focusing
towards single image estimation [7]. This can lead to certain
issues for extraction, segmentation and recognition, due to the
changes in visual properties that shadows cause. It is therefore
not surprising that accurate shadow detection is a difficult
proposition. Various methods have been presented over the
years, with different advantages and disadvantage [8], and
their selection depends on the specifics of the application in
question [9], [10]. CNNs in particular, have previously shown
success when being employed in image classification and
segmentation tasks, e.g. for medical purposes [11], [12], [13].
They naturally lend their application for shadow detection
without requiring specific information regarding light sources
or scene dynamics[14], [15] and thus show potential for further
exploration to improve accuracy.
The light-source direction concept is quite abstract; how-
ever, in many ways, it is intrinsically linked with shadow
detection. Existing machine learning methodologies in this
area rely on pre-existing illumination models, or a known
Azimuth (solar-direction, or direction of the Sun) [4]. When
directionality is considered and utilised as a product of a CNN
using a shadow detection technique with minimal training
supervision, there are several potential applications due to the
generated information. For augmented reality, whereby virtual
objects are overlaid onto a real scene, consistency of light-
source direction and shadow representation is an important
consideration for achieving a realistic augmented final image
[16], [17]. Computer vision applied towards the navigation
of robots and autonomous vehicles highlight a particular
avenue, with developments in the form of CNN’s mapping raw
pixels from a camera directly to steering commands showing
promising results [18], [19]. It is noted that robustness and
accuracy are significantly enhanced when identifying optimal
parameters for properties including illumination conditions.
This serves to highlight the potential of a CNN able to extract
geometry from the light source within an image without the
need for illumination-models.
It is worth noting that there are also a number of non-
CNN-based light direction methodologies [20], [21], [22],
[23], [24]. However, these have become exceedingly rare in
comparison to CNNs and are similar to illumination-models
found in shader-based computer graphics applications, such
as standardised normal maps and Blinn-Phong-based illumin-
ation-models [25]. The Blinn-Phong illumination model (see
[26] for implementation details, e.g. source code), is used in
graphics pipeline applications, relying on the GPU and has
been used since the 1990s for calculating shader programmes,
as part of fragment and vertex-based pixel-shading in the now-
ubiquitous Nvidia graphics card, with OpenGL. There is some
providence in the fact that this technology is now also used
extensively for machine learning problems[27].
II. METHODS
A convolutional neural network architecture works by
analysing regions of the image, applying filters to those re-
gions. The results are then aggregated using sub-sampling and
pooling [28]. For training, which means learning the filters and
weights, correct results, provided by experts, for some images
are passed along with the original RGB image to the CNN.
In the case of Neural Networks used in image classification
for medical purposes, such as the U-Net [29], the result is a
mask, labelling regions of interest. This methodology is used
in this paper, except the masks are provided by an automated
process. This process has two elements, or algorithms: 1) the
sliding-window algorithm and 2) the line-direction algorithm.
This training process is shown in the upper part of Fig. (1).
The application of the model is only using the trained CNN,
called the Full CNN hereafter, as shown in the lower part of
Fig. (1). This is aware of directionality, thanks to the training,
without directly using any of the deterministic algorithms.
Details of various elements of the overall algorithm are
given below.
A. Sliding Window Algorithm
The first new method uses a hue and intensity sliding-
window to calculate shadow regions. This looks at changes in
regional variation between hue and intensity. The underlying
colour model used here is HSV (hue, saturation, value), where
hue is an 8-bit value. Sometimes methods that use super-
pixel and sub-region sampling (such as CNNs) tend to be too
localised; it is difficult to compare features of a region in an
image with another, where global rather than local changes
influence the distribution of segments and this can potentially
result in underfitting inside a Neural Network training model.
Therefore, our sliding window compares the value specific to
the window with global mean-average trends of the image. The
sliding window/image is calculated using Eq. (1) as follows:
S =
{
1, if Hw > Hi AND Vw > Vi
0, otherwise
(1)
where S is a shadow candidate pixel, and its value is black
(i.e. 1), if the mean hue of the window Hw is greater than
the mean hue of the image Hi and the mean intensity of the
Fig. 1. The sequence of the algorithms during the training phase (top) and
the application of the trained CNN (bottom).
window Vw is greater than the mean intensity of the image
Vi, otherwise it is white (i.e. 0). The sliding window is set to
dimensions of 11x11 pixels, with a centre pixel-value, from
where the window moves. The mean i, jth pixel-values of the
















The window values are then compared, at these positions, with
global hue and intensity features, as noted in equation (2). The
masks produced by this method are then fed to the CNN. This
is the first significant difference from a conventional CNN. In
a conventional CNN, the convolution windows are built into
its architecture and cannot compare global to local values at
specific positions, or calculate distances for the window in
real-time, beyond super-pixel and sub-region sampling [35].
The code of our implementation is published in [30] in the
function slidingWindow in main.cpp.
B. Light Direction Algorithm
The second method uses a modified Bresenham line al-
gorithm [31]. The code of our implementation is published
in [30] in the function calcHistoData in main.cpp.
This provides a real-time geometry reference for light and
shadow position; once these lines are drawn, the dominant
light-directions are passed to the CNN for training. The
implemented Bresenham line algorithm plays a key role in
the proposed neural system, since it is always able to return
lines, with both positive or negative slopes, even in scenar-
ios in which estimating the gradient might be difficult or
mathematically impossible. The returned lines represent the
directions giving the “orientation” functionality to the CNN, as
it is trained with multi-directional real-time cues, rather than
static cues, like those conventionally used in deep learning
algorithms. In Fig. (2) and Fig. (3) a visual illustration of the
method is provided.
The algorithm processes the output from the shadow detec-
tion algorithm step, as shown in Fig. (1). The shadow regions
appear as black pixel zones in the output of the sliding-window
algorithm. The principle behind the light-source detection is to
determine the longest unbroken line of black pixels, starting
from each position in the image, by looking into thirty-two
directions. Our algorithm is a variation on the standard one
in [32] in that it is not calculating the endpoints for drawing
the line beyond the edge of the image, but it finds where the
black pixel region ends. To that end, once the line reaches a
white pixel, this causes it to stop and the loop continues, until
all the pixels and lines have been calculated. The longest lines
predict the largest gradients and the directionality of the light
sources in the image.
The second major innovation on the Bresenham line al-
gorithm is found in the number of gradients (32), used to
do the line-reading calculation. A Bresenham line has to be
specially configured to read/draw lines in several quadrants
of orientation: without the lines simply being drawn with the
same slopes facing into each other in different quadrants. 32,
thus, was chosen to split the image into eight global zone-
quadrants and have a further four zone-quadrants for the local
position of the line. Since, on a pixel grid, a line which is
not exactly horizontal or vertical must be approximated by
pixels, which display steps, the 32 gradients were chosen
so that the approximations of the lines cover the pixels of
the image, but do not make the process computationally too
expensive. This number was arrived at through trial and error,
a smaller number of quadrants-within-quadrants (16), would
not allow the lines to be generated with the capacity to cover
the pixels of the image, whilst a larger multiple of quadrants-
within-quadrants (64) became exponentially computationally
expensive to calculate. We initially tested this by using a
graphical tool to draw the individual lines, as the system was
running, to be able to visually check what the lines were doing.
In summation, this study proposes an innovative use of the
Bresenham Line-Algorithm, whose output is fed to a fully-
connected layer of the Full CNN, being used to train the CNN
with heuristic directional cues. Therefore, the light direction
algorithm plays a key role in the proposed methodology as
it produces the input to the second layer (mask) of the Full
CNN, as noted in Fig 2.
Fig. 2. A visual representation of the light source direction. The black pixels
represent shadow lines, caused by obstructions of the light path, their angles,
therefore, representing directionality of the light source. The yellow gradient
(marked manually) corresponds approximately to the elevation of the Sun.
Thirty-two degrees represents the span of the light source, lying between the
two black-pixel shadow regions.
(a) DMU Queen’s Building (b) DMU from Gateway House office
window
(c) DMU from across Mill Lane
bridge
(d) Leicester New Street
(e) Leicester traffic junction
Fig. 3. Original images with corresponding light-direction algorithm output.
In (e) the algorithm distinguishes between the sides on which the shadows fall
(the shadow of the railing and the traffic light are facing into each other for
example) and classifies them into two different gradients, on the same side.
This is essential in the training of the full CNN.
C. Full CNN
The VGG-16 Network architecture was used as a basis for
the Full CNN [33], though it was adapted significantly. The
native filter size of 3x3 was changed to 32x32, arrived at
through trial and error. Rectified Linear Units (RELU) [28]
was the chosen activation function. This CNN, once trained
as described, produces a shadow map and a light-direction
estimation, as shown in the lower part of Fig. (1). Some typical
results of the full CNN are shown in Fig. 4 and they will be
analysed in Section (III). VGG-16 is considered one of the
standard algorithms for image classification and segmentation.
Whilst newer architectures are available, their improvements
Fig. 4. A visual representation of the results of the full CNN. The second
column shows the shadows detected while the third column the light direction.
For the interpretation of the third column, see Fig. 2. An analysis of what the
Full CNN is recognising in these images is given in Section III-B.
are small and should not influence the concept of our methods.
Moreover, RELU is the preeminent activation function in
image classification and segmentation in deep learning [34],
[35], [13], thus justifying their use here, in this context. A
grid search approach has been used to determine the activation
function (RELU, Softmax, Sigmoid etc.), and the number of
Neurons per-layer. The number of training iterations was set
to 600 for testing a combination of parameters. The structure
of the proposed adapted CNN presents 32× 32 convolutional
filters and two main layers, one for the sliding-window input
and one for the light-direction input respectively. The training
process was performed in the CPU. Obviously, this must be
taken into account when looking at the results of the testing,
reported in Section III, in terms of both training and testing
elapsed time (displayed in Table I). To strengthen the validity
of the proposed approach, its accuracy was compared against
the accuracy (indicated with α here) of two recent state-of-
the-art methods, namely:
• the stacked-CNN in [36], here referred to as “Patch-
CNN” (Table I);
• the adversarial-CNN method in [37], here referred to as
“A&D-Nets” (Table I).
For the sake of clarity, it is worth stressing that non CNN-
based light direction methodologies as e.g. those in [20], [21]
have purposely been excluded from the comparison due to
their differing approaches, when compared against the CNN
approach as explained in section I.
III. RESULTS
A. Performance of the Full CNN for Shadow Detection
In Fig. (4) and Fig. (5), the results of the light-direction
step of the Full CNN are shown, in Fig. (6) the results of
the shadow-classification step of the Full CNN are presented
and in Fig. (7) the results of both the methods are shown
and compared with two competing methods. For this, we
determine how much of the shadow regions are correctly
identified compared to the ground truth. The results of the
light-direction step are analysed in Fig. (4) and (5). The results
from the light-direction step of the Full CNN were binarised
to produce the results seen in the second last row of Fig. (7).
The second set of results are the output of the sliding-window
(the shadow classification step), as seen in Fig. (6) and, as
above, were binarised to produce the results of the third last
row of Fig. (7). In Fig. (7) the full CNN and the results of
the other competing deep learning methods are compared. The
top image is the original RGB image, then the ground-truth;
underneath the ground-truth, the other methods are included
in the following order, for comparison: the method in [36], the
method in [37], the output of the sliding window algorithm-
step of the Full CNN and the light-direction step of the Full
CNN. For calculating the accuracy of sliding-window step
and the competing shadow classification methods, a method
from ([37]) was employed, whereby the number of correctly
guessed black-pixels was averaged with the number of the
correctly guessed white-pixels (across the thirty images). It
was found that using this metric the sliding-window output-
step of the Full CNN had an accuracy of 80.7%, these results
are reproduced in Table I. In the latter, the “total” accuracy is





where the accuracy for the shadow regions “αS” is calculated
as the ratio of black pixels and shadow pixels while the
accuracy for the non-shadow regions “αN−S” is calculated
as the ration of white pixels and non-shadow pixels.
For the results, a comparison between the number of cor-
rectly guessed black shadow regions to those of the ground-
truth averaged with the number of correctly guessed white
regions was used to evaluate accuracy. It was found that
the full CNN compared favourably with the results of [37].
The new method had an approximate accuracy of 80.7%,
standardised as compared with [37], considered the bench-
mark, with a difference of 15% in our favour (see Table I for
an overview). The Full CNN did not share the same issues
as the other methods with misclassifying glass and reflective
surfaces (Fig. 7 D) and regions of solid colours, such as the
traffic lights in the Leicester traffic junction image (Fig. 7
E). Since for example in Fig. 7 (C), the shadows on the street
surface are correctly detected, it is clear that the neural network
is not only picking up differences in the materials. In terms
of computational time, it took 1.7 seconds to process the set
in [37], 11.1 seconds in the Full CNN, for the set of images
and a projected 1.87 seconds for the set in [36].
Two additional evaluation metrics, IOU (aka the Jaccard
method) and Sørensen-Dice coefficient are used on top of
the previously defined B/W. The improvements here is less
significant due to different calculation of the metrics.
B. Light-Source Direction Analysis
The light-direction algorithm output-step is not tested us-
ing the same metric as the sliding-window algorithm-step,
even though they are both involved in the process. The
light-direction algorithm step works by outputting consis-
tent predictions of shadow regions along specific directional
lines/gradients, rather than classifying regions, thus creating
an indication of where light-sources originate, based on the
accretion of these lines forming into solid-black pixel ’an-
gles.’ Instead of the pixel-region classification method, the
output is visually compared with the calculated light-source
direction. It can be seen in Fig. (4), Fig. (5) and Fig. (7)
that the light-direction algorithm step can determine light-
source directionality and, most importantly, it can determine
light-sources coming from different directions simultaneously
and assign weight to the distribution of these light-sources,
if there are several. The authors have not yet attempted this
using images from inside rooms, though presumably the same
principles would apply in these circumstances.
Methods B/W Accuracy IOU Dice Time (sec)
Full CNN 80.70% 66.2% 75.4% 11.10 (CPU)
Patch-CNN [36] 58.10% 56% 72% 1.87 (GPU)
A&D-Nets [37] 64.40% 66% 75% 1.70% (GPU)
TABLE I
ACCURACY AND COMPUTATIONAL TIME: RESULTS AND COMPARISON OF
THE FOUR METHODS. ACCURACY METRICS GIVEN IN percent (%) AND
TIME IN seconds (SEC). BEST ACCURACY AND ELAPSED TIME ARE
MARKED IN BOLDFACE TODO WE NEED REFERENCES IN HERE.
IV. DISCUSSION
Two new contributions from this research have been dis-
cussed, in terms of the methods. The innovations from this
research have applications in calculating and standardising
directionality of normals in ray-tracing software, with the
help of machine learning. The application would be able
to do this by providing a standardised light-direction, based
on actual physical light directionality, without the need for
expensive rendering software, which is not currently feasible
in game development and graphics pipeline applications. The
second application is in creating 3D environments based on
a photograph, without 3D scanning, or the need for several
photographs being joined together. In this case, the data from
the light-direction algorithm step of the Full CNN can output
to a shader pipeline, creating a realistic geometry, based on
real-time light and shadow position.
As noted in the Introduction it can also be an invaluable
deep learning mechanism for machine vision, by providing a
more directionally-accurate navigation system for autonomous
Fig. 5. RGB originals are on the left and the output is on the right. As
can be seen in the above images, where red lines (added manually) indicate
the light-direction ground-truth, the line-direction step of the Full CNN can
interpolate light-source direction from multiple angles.
Fig. 6. Comparison of the original RGB images with the output of the shadow
detection step of the Full CNN. Images were taken from Leicester city centre,
DMU and a Garden Centre. Grey-pixel regions correspond to shadow regions
in the above images, note that for clarity this order is reversed (black =
shadows) in the results shown in the third last-row of Fig. (7). Some pictures
were reversed and/or flipped, for a variety of training.
vehicles and drones, which currently rely on video and laser-
based navigation-systems. To elaborate, convolutional neural
networks cannot normally determine accurate directionality
for their input layers concerning particular shapes, or regular
geometric forms. This is the main use for the light-source
detection algorithm. For example, in image classification,
line segments can be passed as layers, but the Network is
not learning about specific directionality, or orientation in
a semantic sense. The new methodology should be able to
improve the accuracy of existing methods used in autonomous
vehicle and drone-navigation.
The proposed methodology offers a deterministic methodol-
ogy to improve the training of unsupervised machine learning.
It also allows a CNN to creatively and autonomously differen-
Fig. 7. Left to right: (A) DMU Queen’s Building image, (B) DMU from
Gateway House office window, (C) DMU from across Mill Lane bridge and
(D) Leicester New Street. Top to bottom: (1) original image, (2) ground-
truth, (3) the adapted method in [36], (4) the method in [37], (5) the output
of the sliding-window algorithm step of the Full CNN, (7) the output of the
light-direction algorithm step of the Full CNN, and (7) the output of the
deterministic algorithm for comparison. The first image (A) has light sources
coming from two separate directions and shadows cast by a building partially
visible in the image. The angle of this image (B) was chosen to assess whether
or not a picture taken through glass affects the calculation of shadow regions
and to create a contrast between the angle of projection of the sun and the
sky. It was found that the sliding-window algorithm step of the Full CNN did
not share the issues with misclassifying regions of glass (reflective surfaces),
or areas of solid colour and hue, as the other methods (in (C) and (D)) [36].
Furthermore, the light-direction algorithm step of the Full CNN was able to
classify light direction from two different directions (as in (A) and (B)).
tiate concepts, such as orientation or directional cues, which
are currently lacking [38]. The traditional CNN approach
relies on a stochastic learning approach which introduces often
undesirable randomness, typically inherent in neural networks.
Conversely, the aim of our methodology is not to provide
larger, or more complex data sets for training, but rather to
engineer data, which may be more granular and improve the
training of a convolutional neural network.
V. CONCLUSION
In conclusion, this paper has looked at leveraging two novel
methods in the training of a convolutional neural network,
using deterministic methodologies. Unlike other approaches,
the authors proposed a blended-deterministic methodology,
developed for detecting shadows to interpolate light-sources
with this new CNN. The first of these methods is a sliding-
window algorithm for shadow detection, the second innovation
is a light-direction algorithm, which detects the direction of
light sources in an image. Both of these methods were used
to create input-layers to a fully-connected unsupervised CNN.
The idea of comparing and potentially blending deterministic
and stochastic models was discussed, to expand and enhance
current machine learning research. Furthermore, the approach
solves the problems of manually annotating large training data
sets.
The new CNN has proven to be more accurate than com-
peting methods in this area and, most crucially, has demon-
strated the ability to predict light source-direction and thus
orientation accurately, which is a significant breakthrough for
an unsupervised CNN. This was possible also due to the
innovative use of the line-direction algorithm in training the
full CNN to determine directional cues from the light. To
develop the methods further, we will expand on the results
of this research by employing deterministic methods in the
field of image processing and graphics, such as the sliding-
window and Bresenham line algorithms, and applying them to
current stochastic models used in the area of machine learning.
Examples of where such tools would be useful are video and
laser-based data employed in the navigation of autonomous
vehicles, robots and drones, for example. We believe that using
image processing and graphics methodologies can enhance the
training of machine learning algorithms, specifically convolu-
tional neural networks, which could prospectively use real-
time graphical or visual cues, such as light-source interpola-
tion, to supplement accuracy.
APPENDIX
The dataset of the original RGB images, their output of
the sliding window step of the Full CNN and the light-source
direction step presented in the left column of Fig. 3, first and
second columns of Fig. 4, first column of Fig. 5, all columns
of Fig. 6 and first, fifth and sixth rows of Fig. 7 can be found
in [30]. This contains all training and test data used in this
paper. Note that in Fig. 7 in rows five and six, the results
were binarised and the colours were inverted (black=shadow
regions, white=non-shadow regions) for clarity.
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