Abstract-Leveraging the state-of-the-art Information Retrieval (IR) algorithms and relevance ranking algorithm, we propose an architecture for efficient search in peer-to-peer networks. The key idea is to employ a distributed, contentbased algorithm to arrange the participating nodes into semantic clusters, in which most connections are short-distance, connecting pairs of nodes with similar contents. Nodes in different clusters are connected through long-distance links. Queries are routed to the cluster which has the most relevance contents and flooded to the nodes in the corresponding clusters. The experiment results show that the proposed architecture can achieve high recall rate with small cost of network traffic and query processing load.
I. INTRODUCTION
In recent years, the distributed hash table based peer-to-peer systems ( [1] , [2] , [3] , [4] ) have received considerable attention for building distributed applications due to their scalability, fault-tolerance and self-organization. However, these DHTs are designed for exact key lookup, and complex queries, such as keyword search, semantic and similarity search, can not be efficiently supported. There have been some techniques ( [5] , [6] , [7] , [8] ) proposed to extend DHTs to support complex queries. However, these systems still suffer from high maintenance overhead or limitation on the representation of queries due to the rigorous characters of the distributed hash tables.
Unstructured peer-to-peer system such as Gnutella [9] organizes nodes into random graph and performs queries through flooding or random walk [10] on the graph. Each node on the propagation path evaluates the query against its local content. Such a system has a loose control of the object position and the network topology, therefore it can easily support any complex queries. However, such systems are low efficient, either a large mount of nodes have to be probed to get a high recall rate or some relevant documents would be missed, due to the blindness of the query routing mechanism. There have been some techniques ( [10] , [11] , [12] , [13] , [14] , [15] ) proposed to improve search efficiency in unstructured p2p systems. However, most of them except [13] and [15] ignore the information retrieval algorithms, therefore they can not guarantee the quality of the query results.
In this paper, we propose an architecture which distributedly organizes node into semantic clusters to improve the quality of search result with low query processing cost. There are three features to distinguish our design from the existing work: (1) Unlike [13] and [15] , our design explores the document diversity on the same node. We propose merge-based fast categorization algorithm to automatically classify documents on the same node into several group. Documents in the same group are considered to be relevant. (2) Unlike [15] , our design categorizes the nodes into semantic clusters. Each node maintains the clusters information and always guides queries to the more relevant clusters, which makes the query routing more efficient. (3) Unlike [13] , which employs one dedicated node to collect and cluster all of the node vectors in the system. Instead our design is fully distributed. Each node only probes a small portion of node vectors to generate the approximate semantic clusters information.
The rest of this paper is structured as follows. Section II gives a short survey of related work. Section III provides necessary background. Section IV describes the key features of our design. In section V, experiments and results are presented and discussed. Finally, section VI is the conclusion and future work.
II. RELATED WORK
Recently, there has evolved considerable work built on top of distributed hash tables to support complex queries. [6] , [5] and [16] are based on global indexing mechanism to support keyword search. [7] , [17] and [8] leverage vector space model and information retrieval algorithms to facilitate semantic search in peer-to-peer system. The main limitations of these systems are high maintenance overhead of DHT links due to the node churn or the content change on nodes.
There has been other work aiming to improve query efficiency in unstructured peer-to-peer systems. [10] proposed random walks in place of flooding to improve scalability. [11] employed routing indices to guide queries towards nodes which are more likely to have the relevant documents. [12] , [18] , and [14] organize nodes into similar content groups to improve the search efficiency. These systems can not effectively improve the quality of semantic search result since they did not employ the information retrieval techniques and thus could not guarantee the quality of query result. SETS [13] and GES [15] leverage vector space model and information retrieval techniques to improve the quality of query result and query efficiency. However, GES choose the long link nodes (used for biased walk which directs queries to relevant semantic group) more or less randomly, which makes the query routing low efficient because it does not maintain any information about node clusters of the whole system. On the contrary, SETS employs a dedicated node to collect and cluster node vectors in the system, all other nodes need to contact this dedicated node for the clusters information. Obviously, such a centralized solution can not scale to large sized network and suffers from a single point of failure. The high rate of node churn or content change on node can also ruin the dedicated node.
III. BACKGROUND: VECTOR SPACE MODEL
The Vector Space Model (VSM) [19] is used to represent documents/queries as term vectors. The terms are stemmed words (words which are root for other words. E.g. the stemmed word for word searched, searches and searching is search by omitting the suffixes) which occur in the documents and queries. Highly frequent words and stop words are removed from the term vector since they provide less information for identifying or categorizing the documents/queries. Each term in the vector is assigned a weight which represents the importance of the corresponding term in the document or query. The dissimilarity (distance) between two documents or document and query is measured as the angle between the corresponding term vectors, which is the well known cosine similarity metric. Given vectors X and Y , the distance between them can be calculated as:
Several term weighting schemes have been proposed for VSM, among which T F/IDF is the most popular, where T F is the frequency of terms in a documents and IDF is the inverse of the number of documents in which the term appears. The main drawback of T F/IDF scheme is that the computation of IDF requires global information, which is hard to be implemented in distributed environment. Our design adopts a "dampened" T F scheme, where each term t is assigned a weight in terms of w t = 1 + log f t (f t is the frequency of term t in the document). Some previous work [20] has shown that such a scheme can produce high quality semantic clusters without requiring the global information.
IV. SYSTEM DESIGN
In this section, we describe the main design features of the proposed architecture. We first provide an overview of our design; then we introduce the merge-based categorization algorithm which automatically classifies documents on nodes; afterwards, we describe the routing tables and query routing algorithms, followed by the discussion of self-organization and adaptation mechanism.
A. Overview
In our design, each node automatically classifies its documents into several categories. Each category is described by a semantic vector, which is the summary of its contents. Each node maintains two type of links/connections, namely shortdistance links and long-distance links. The short-distance links (binded with each semantic category) are connected to nodes with relevant semantic categories. The long-distance links are connected to the nodes that are not relevant to all semantic categories of the current node. Queries are directed to the relevant clusters though biased walks along the long-distance links and then flooded in the relevant clusters along the short-distance links. To facilitate the query routing, the longdistance links should be chosen carefully. Each node probes and clusters a small amount of node category vectors in the system, and uses the cluster centroids as the landmarks. Node that has the minimum distance to the corresponding landmark is selected as long-distance link. The distributed semantic clustering mechanism can provide a good estimation of the semantic clusters in the system, while does not suffer from the problems of the centralized solution, as discussed in section II. Since the biased walks is based on the greedy algorithm, it can route queries to the targeted clusters within bounded hops.
B. Merge-based Categorization Algorithm
Documents on a node may be quite diverse. We propose a merge-based Categorization Algorithm to automatically classify documents into several semantic categories. First, each node represents all of its documents as term vectors using the dampened T F scheme described in section III, and initializes each document in a separate category. Each category is described by a category vector which is formed by normalizing the sum (or average) of all term vectors for documents in that category. Then it merges these categories with the following procedure:
• Each category C i measures its distance to all other categories using equation 1 as described in section III. We say that category C j is semi-reducible to category C i , denoted C j ∝ C i , if the distance between C i and C j is no more than the threshold α, and C j has the minimum distance to C i among all of the categories.
we say C i and C j are semantic relevant with threshold
C j ∼ C k , we call C i , C j and C k are self-consistent, and they form a min-distance triangle in the semantic space.
• The semantic relevant categories can be merged into one category. The vector of the new category is calculated by normalizing the weighted sum (or average) of the term vectors for the original categories, where the weight is the number of document in the corresponding original categorie. The above procedure is repeated until there are no categories can be merged (no categories are identified to be semantic relevant with threshold α). The merge-based categorization can automatically classify the whole documents on one node into several semantic groups. The value of the threshold α controls the tradeoff between the query efficiency and the categories maintenance overhead. Large threshold value can not effectively categorize the documents, which will make query routing and resolving inefficient; on the contrary, if the threshold value is too small, there would be too many semantic groups especially when the number of documents is large, which will cause high overhead for maintaining these semantic groups and the corresponding short-distance links. The mergebased categorization algorithm can explore node capacity by taking relatively small value of α for large-capacity nodes to achieve load balancing.
C. Routing Tables and Routing Algorithms
Routing table on each node consists of two parts: one is for short-distance links which is used to flood queries in a semantic cluster, and the other one is for long-distance links which is used to deliver queries to the relevant semantic clusters. Since each node categorizes its documents into several semantic groups and each semantic group (represented by a term vector) has its corresponding short-distance links (semantic links), each node need to maintain several set of short-distance links corresponding to each of its semantic categories. Thus each semantic category is more or less like a virtual node when we only consider the short-link routing table. In the rest of this paper, we call these subcategories on each node "vnode" for easy of presentation. Each entry in routing table consists of three parts: the IP address of the linked node; the identifier of the linked category on that node (used to identify the relevant category on the linked node); and the distance between the vectors of linked vnode and the corresponding local category. Each node defines threshold δ rel and N max rel to confine the quality and number of short-distance links. Threshold δ rel defines the maximum distance that a remote category (virtual node) can be considered as a short-distance (semantic) link. N max rel defines the maximum number of short-links that a local semantic category can have. These parameters are used to control the tradeoff between quality of query result and the query resolving overhead. Large threshold value of δ rel and N max rel can make queries flooded to more nodes, thus increase the probability that a relevant document is hit, however it may introduce unnecessary network traffic by flooding the queries to irrelevant nodes.
Different from the short-distance links, each physical node maintains only one set of long-distance links. The longdistance links provide a good estimation of semantic clusters in the system except for the clusters that the current node belongs to. Each node randomly samples a set of category vectors in the system and removes those in its short-distance routing tables. Then it leverages the k-mean clustering algorithm [21] , [22] to cluster the remainder of the sampled category vectors and uses the cluster centroids as the landmarks of longdistance routing table. Then it selects the category in the sampled set which has the minimum distance to the landmark vectors as the long-distance links. Each entry in the long-distance routing table also consists of three parts: the IP address of the linked node, the identifier of the linked category and the distance between the linked category and the corresponding landmark vector. Each node defines the number of long-distance links, which is the value of k in the k-mean clustering method. If the value of k is too small, the long-distance links can not provide good estimation of the semantic clusters in the system, which will make the biased walks (which direct queries to the relevant semantic clusters) low efficient. On the contrary, if the value of k is too large, the overhead for maintaining the long-distance routing tables and the cost for calculating the distance between a query and the landmarks to choose the next hop node is very high. It should be noted that there may be several remote categories fitting for the same entry in the routing table. In this case, we choose the physical closest node from the valid candidates as routing entry, thus the latency of query routing and resolving can be reduced.
Given a query, biased walk is firstly adopted to direct the query through long-distance links. During the biased walk, each vnode along the query propagation path evaluates the query against its local documents. If the distance between the query and a document is less than or equal to a certain relevant threshold, the document is identified as a relevant document to the query. If any such a relevant document is identified, the corresponding vnode is called a semantic surrogate vnode, where the query stops biased walk and starts flooding through the corresponding short-distance links. Otherwise, the current node selects a vnode from the longdistance routing table, whose corresponding landmark vector has the minimum distance to the query, and forwards the query to this vnode.
Upon receiving a flooded query, a vnode evaluates the query against its documents and then floods the query along its short-distance links. The flooding radius can be controlled (controlled flooding), so that only partial of vnodes in the semantic cluster are probed to evaluate the query. The relevant documents within the semantic cluster are reported to the surrogate vnode, which will aggregate the relevant documents and return the query result to the query initiating node.
Each query contains a parameter N response which indicates the number of relevant documents it still needs. When a surrogate vnode generates the query result, it decreases the value of N response by the number of documents in the query result. If N response is still great than zero, it restarts the query by biased walk until sufficient result are captured.
Each query in the system is assigned a unique identifier by the initiating node. Each vnode keeps track of the queries it receives recently. If the same query is routed back to a vnode by biased walk or flooding, the vnode will discard the query. This reduces the probability that a query traverse the same vnode twice. It should be noted that we keep track of the recent queries on each vnode, thus one physical node with several vnodes may receive the same query multiple times, and if more than one vnodes are not the surrogate vnodes, the biased walk will try the same long-distance link multiple time. To address this problem, the long-distance routing table also keeps track of the queries that it has routed recently, and never deliver the same query out multiple times through the same long-distance link.
D. Self-organization and Adaptation
In this section, we describe the self-organization and adaptation mechanism for handling the arrival, departure and failure of nodes and dynamic content change on nodes. We begin with the arrival of a new node that joins the system, followed by the description of the routing table maintenance mechanism.
1) Node Joins: When a new node joins the system, it needs to initialize its routing tables (short-distance and long-distance links), and inform other nodes of its presence. The new node first discovers the IP address of any node currently in the system. The functioning of our architecture does not depend on the details of how this is done, but we use the same bootstrap mechanism as Gnutella or PAST [23] . We assume the system has an associated DNS, one or more bootstrap nodes can be discovered by resolving the domain name. Each bootstrap node maintains a partial list of nodes it believes are current in the system. [23] described simple techniques to keep the list reasonably current.
A new node first leverage the merge-based categorization algorithm discussed in section IV-B to classifies its documents into several semantic categories. Each category is described as a semantic vector which summarizes the content of all documents in it. Then for each category (vnode), it asks a discovered node in the system to route a special "join" message with the vector of corresponding vnode. The routing of the "join" message is almost same as the "query" message. The difference is that the remote relevant vnodes do not return the relevant documents to the joining node, instead they return their IP addresses, identifiers of the relevant categories and the distance between vectors of their category and the joining vnode to the joining node. The joining node then initializes its short-distance routing tables from the results with the criterion discussed in section IV-C. Each node along the propagation path (biased walk and flooding) of the join message updates its routing table to reflect the presence of the new joined vnode. If the joining vnode is more suitable to be a entry in the routing table based on the criterion discussed in section IV-C, it will be added to the routing table, an old entry can be discarded if necessary.
After the initialization of short-distance routing tables, the joining node starts to probe the vnodes in the system and generate its long-distance links as the method described in section IV-C. To probe the vnodes in the system, the joining node ask all the nodes it knows for all of their vnodes. It may also ask them for the nodes in their routing tables to increase the number of nodes it knows. Such a procedure is repeated until sufficient vnodes is captured. Then it used k-mean clustering method to cluster the vectors of the sampled vnodes (vnodes that are in the short-distance routing tables are removed from the set).
2) Routing Table Maintenance : Nodes in the network may fail or departure without warning, which will make some links in the routing table invalid. A node is considered failed when other node can no longer communicate with it. The content on nodes change can also result in link failure, because if the change of content on a node is above a threshold value, the node will leave and then rejoin the system with the new calculated category vectors.
To address this problem, each node periodically stabilizes its routing table. Each vnode asks its linked vnodes in the shortlink routing table to return their short-distance linked vnodes. Then it contacts these vnodes for their vectors and stabilizes its short-distance routing table based on the criterion discussed in section IV-C. If all links in the routing table fail, the vnode will issue a "join" message to rejoin the system. The failure of long-distance links may affect the performance of biased walk, but it has small impact on the quality of query result. Thus the long-distance routing table will be restabilized only when the percentage of failed links is above a threshold value or after a sufficient long time period in order to reduce the network bandwidth cost for probing vnodes and the overhead for clustering these vnodes.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed design through simulations. We start our discussion by describing the experimental setup and metrics used for evaluation. Afterwards, the experimental results are presented and discussed.
A. Experimental Setup
We implement our design on top of p2psim [24] , which is a discrete event-driven, package level simulator for peer-to-peer systems. The network model used in our simulation is derived from the King dataset, which includes the pairwise latencies of 1740 DNS servers in the Internet measured by the King method [25] . The average round-trip time of the simulated network is 180 milliseconds.
The document set used to evaluate our design is TREC-1,2-AP [26] , which contains AP Newswire documents in TREC CDs 1 and 2. The TREC dataset works as a benchmark widely used in the information retrieval community. We extracted those documents with the head and text fields. Totally 124, 425 documents without a valid head, text or author field are excluded, and the final dataset has 118, 493 documents. We deemed that each author to be a node and his associated documents are stored on the corresponding node. This results in 118, 493 documents distributed on 2, 215 nodes. The 2215-node network is augmented from the King dateset, and the average RTT is 172 millesecond. The distribution of documents on nodes is list in table I. The distribution of the documents on nodes is very skewed. Large mount of documents are distributed on a small number of nodes. Node must take the diversity of the documents into consideration to make the query processing efficient. The term vector of a document is derived from the title and text fields using VSM. The terms in the vectors are stemmed and 571 stop words (obtained from SMART system [27] ) are removed from the vectors. The queries used in the simulation are obtained from TREC-3 ad hoc topics (151-200). The query vector is derived from the title field using VSM. The terms in the query vectors are also stemmed and the stop words are removed. Thus each query vector has 3.5 unique terms on average. TREC-3 comes with a query relevant judgment which indicates the relevant documents in TREC-1,2 to the queries. Since we only use 118, 493 AP Newswire documents, we remove the documents that are not in our dataset from the query relevant judgment file. We use this query relevant judgment from TREC-3 as the theoretical relevant set to queries. Table III shows the distribution of the number of relevant documents per query. Table IV shoes the distribution of the number of nodes which hold the relevant documents to a query. The topics of these queries are quit different. The maximum number of relevant documents to a query is 517, which are distributed on 234 nodes (almost 10% of the nodes in the system). The metrics used in the simulation to evaluate our design are as follows:
• Recall: defined as the number of retrieved relevant documents divided by the number of relevant documents in the query relevant judgment file. It is an important metric used to measure the completeness (quality) of the query result.
• Query processing cost: defined as the fraction of nodes in the system that are involved in a query processing. A low query processing cost can increase the system scalability. Query processing cost can be used to measure the quality of topology construction. Poor topology construction mechanism may involve more irrelevant nodes to solve a query, thereby increase the query processing cost.
The simulations were initialized with one node in the system, then each other node joined the system at randomly chosen time by choosing a random node in the system as the bootstrap node. After all of the nodes joined the system, each node scheduled the routing table stabilization procedure twice at randomly chosen time. After the system stabilization, we schedule 2000 queries (by repeating the 50 ad hoc topics 40 times) issued on randomly chosen nodes. The interarrival time of the queries is exponentially distributed with average value of 150 seconds.
B. Experimental Results
We evaluated the performance of our design through detailed simulations. Due to space limitation, we only show part of the results in this section. Table V shows the distribution of the number of semantic categories by the merge-based categorization algorithm with different threshold values. We can see from table V that documents on the same node are quite diverse. Even with the large threshold value, the documents are still categorized into many semantic groups. When the threshold hold value is 1.5, which is close to the maximum distance between any documents ( π 2 ), the 1008 documents on the maximum-loaded node are still classified into 60 categories. Thus we draw a conclusion that documents on the same node (by same author) are not necessary relevant, and summarizing all documents on one node with only one node vector is too coarse to make the query efficient. Compared with other categorization methods, our merged-based categorization method can fast categorize the documents into semantic groups. The categorization of 1008 documents (with threshold 1.5) takes no more than 30 minutes on a P4 2GHz PC, including the time of calculating the document vectors. We compare the performance of our design (DSC) against Random (random graph, average degree is 8), SETS and GES. The threshold of categorization in DSC is 1.5. The number of long-distance for DSC links is 64. Each SETS node has 4 long-distance links and 4 short-distance links, and the number of topic segments is 256. The maximum semantic links in DSC and GES is 4. The relevant threshold is set to 1.45. As depicted in figure 1 , DSC, GES and SETS outperform Random substantially, achieving high recall rate with low query processing cost. This is due to the blindness of Random in query routing. Compared with DSC and GES, SETS achieves high recall rate when probing less than about 20% nodes. This is because SETS takes the benefit of global information about the semantic clusters in the system, so it can quickly direct queries to the most relevant semantic clusters. DSC outperforms SETS when exploring more than 20%, and GES outperforms SETS when probing more than 30% of nodes, this is because both GES and DSC use semantic links to connect the most relevant nodes, and they ensure queries probe the most relevant nodes along semantic links. On the contrary, SETS does not distinguish the relevant between nodes within a topic segment, therefore some irrelevant nodes will be probed when flooding the query in the segment. DSC always outperforms GES, this is because DSC categorize the documents on the same nodes into several semantic group, thus vector of each category is more accurate than the node vector in GES, which will make the query processing more efficient. Another reason is that DSC probes uses the distributed clustering method to choose the long-distance links, thus the target semantic clusters can be reached within smaller number hops through biased walk. When probing the whole network, all of the four systems achieve recall rate about 98.9%, this is because queries on average have 3.5 terms, so some relevant documents can be distinguished from the irrelevant ones. We evaluated the performance of the proposed architecture with respect to different flooding radiuses. Flooding of queries originates from the target node of a semantic cluster, and the flooding radius is the hops (depth) from the semantic cluster target node. Obviously, larger flooding radius can propagate queries to more nodes, thus the quality of query result can be improved, however more nodes may involve in resolving a query and the network bandwidth consumption would be a little bit high. Figure 2 depicts the effect of flooding radius to recall rate and processing cost. The controlled flooding with a larger radius achieves better performance (high recall rate) with a slight increase of processing cost, and flooding to whole semantic cluster (flooding radius tends to be very large) achieves the best performance of recall rate with a reasonable processing cost. This confirms that vnodes clustered within a semantic group tend to be relevant to the same queries. And the semantic clusters are convergent. The controlled flooding with a radius of 1 performs very well. It achieves about 69.2% recall rate when probing 30% nodes. This confirms that the overlay topology connects the most relevant vnodes with direct semantic links. When a right target node is reached by the biased walk, its direct neighbors along the short links can be visited to provide relevant documents for the queries.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented and evaluated an architecture for semantic search in Gnutella-like peer-to-peer systems. The key idea is to categorize documents on same node into semantic groups (vnode), then arrange the vnodes into semantic clusters, vnodes in the same semantic cluster are connected through short-distance links. Vnodes in different semantic clusters are connected trough long-distance links. Queries are routed to the relevant clusters through biased walk along long-distance links and then flooded in the relevant clusters along short-distance links. Our design differs from the existing techniques in that: (1) It explores the diversity of documents on the same node and proposes algorithm to automatically categorize the documents; (2) it is a fully distributed architecture. The topology construction is based on a distributed semantic clustering mechanism. The experiment results show that the proposed architecture can achieve high recall rate with low query processing cost. This paper constitutes an initial step to built and evaluate an efficient and distributed architecture for supporting semantic search in unstructured peer-to-peer environment. There is plenty of future work to do. One is to perform detailed simulation on various combination of the parameter values (e.g. threshold, number of links etc.), based on which, more optimization may be proposed; Another future work is to introduce more metrics such as precisionr to evaluate the performance of the proposed architecture. The metric precisionr is used to measure the usefulness (quality) of the query results. We would also enable our system to support techniques such as automatic query expansion [28] , which have been shown to be a very effective technique to improve the recall rate and precision of query results in centralized Information Retrieval systems. We plan to implement these techniques in our design to refine the query results distributedly without users' involvement. The third direction is to improve resilience against spelling errors. A recent research [29] indicated that the query success rate in current file sharing system was very low and the misspelling of the keywords in queries and descriptions in documents had the main contribution to this low recall rate. For example, 20% of file descriptions and 25% queries in Gnutella are spelled incorrectly, and the query success rate in Gnutella is about 7-10%. The reason of incorrectly spelling can be errors in typing or the inconsistency between spelling and pronunciation in the language. We plan to apply the approximate string matching [30] algorithm and Soundex [31] coding mechanism to our index architecture to improve resilience against spelling errors. We will evaluate the performance and overhead of these approaches in peer-to-peer computing environment.
