In a repulsive point process, points act as if they are repelling one another, leading to underdispersed configurations when compared to a standard Poisson point process. Such models are useful when competition for resources exists, as in the locations of towns and trees. Bertil Matérn introduced three approaches to modeling repulsive point processes, and used Types I and II. The third he regarded as intractable. In this paper an algorithm is developed that allows for arbitrarily accurate approximation of the likelihood for data modeled by the Matérn Type III process. This method relies on a perfect simulation method that is shown to be fast in practice, generating samples in time that grows nearly linearly in the intensity parameter of the model, while the running times for more naive methods grow exponentially.
Introduction
Spatial data are often more regularly spaced than would be expected under a simple Poisson point process model because of competition for resources among the entities represented by the points of the model. These types of point processes are called repulsive because the points act as if they are repelling one another. Examples considered in Section 4 are the locations of Iberian towns, whose competition for farm produce and labor supply leads to apparent repulsion; and the locations of Swedish pine saplings, whose competition for light, water and minerals leads to underdispersion.
Various methods have been introduced to model repulsive or underdispersed point processes, including simple inhibition processes (11, Chapter 3), thinned processes (1; 18), the Strauss process (20) , and Markov point processes (16) , which model the configuration by assigning a density (to discourage "closeness" of the points) with respect to a homogeneous Poisson point process.
(11), p. 48 offered a different approach to modeling repulsion. Rather than use a density to describe the model, he gave three algorithms for generating configurations that implicitly (rather than explicitly) build in repulsion.
Section 1 describes this approach in more detail, and presents the central questions that need to be addressed in order to pursue a Bayesian (or other likelihood-based) approach to inference for these problems. Section 2 gives a simple Acceptance/Rejection approach to solve this problem that is suitable for small data sets, but which scales poorly with problem size. Section 3 presents a new perfect simulation method that can handle much larger sets, and develops an arbitrarily accurate product estimator for the likelihood function. In Section 4 this new method is applied to several examples, and comparisons to earlier work are made.
For one-dimensional point sets, a modification of dynamic programming techniques can be used to evaluate the likelihood function. The data sets considered in Section 4 are two-dimensional, so the dynamic programming approach fails; moreover, the techniques developed in this paper work not only for R d but also for far more general sets, including any complete separable metric space (S, dist) equipped with its Borel sets B and a finite positive reference measure µ(·) such as Lebesgue or counting measure. Given a fixed radius R > 0, Matérn's Type I process consists of the "secondary"
points remaining upon removing all primary points that lie within distance R of any other primary point (so, if a pair lie within R, both are removed).
For the Type II process, Matérn assigns independent time stamps t j iid ∼ Un(0, 1] to each of the primary points. The secondary points are those points whose time stamp is smaller than all neighbors within distance R. In other words, Matérn Type II only removes the later of two points which lie within distance R; for fixed λ and R this will have a higher density of points than the Type I process.
(11), p. 48 briefly mentions a third point process featuring "dynamic" thinning in which points are only removed if they lie within distance R of an earlier secondary point; the remaining points, which we call the Matérn Type III process (or, more briefly, Matérn III), will have still higher density (for fixed λ and R) than Types I or II. It is this third process which is considered in detail below.
Let S be a finite-measure subset of R d . All three of these processes yield random sets x ⊆ S of secondary points with the property that balls of radius R/2 centered at each point do not intersect. Let # (x) denote the number of points in the set x.
Call the # (x) secondary points x ⊆ X that remain in the process seen points, and the N − # (x) points X \ x that have been removed hidden points. Renumber if necessary so one can write x = (x 1 , . . . , x #(x) ) for the seen points and t = (t 1 , . . . , t #(x) ) for the associated (unobserved) time stamps.
Note that the time stamps could have been drawn from any continuous distribution on the real numbers. Suppose that instead of uniform distributions, independent draws (t i ) are taken from some other distribution over the real numbers with continuous cumulative distribution function F (·). Then {t i := F (t i )} will be independent and uniformly distributed on (0, 1]. Moreover, ties are impossible under both (continuous) distributions andt i <t j if and only if t i < t j , so no generality is lost in assigning uniform distributions on (0, 1] to the time stamps. For any possible configuration x = (x 1 , . . . , x #(x) ) ⊂ S of seen points, the time stamp vector t = (t 1 , . . . , t #(x) ) could take any value in the cube (0, 1] #(x) . Any hidden point y ∈ S must lie within distance R from some seen point x i ∈ x with time stamp t y > t i -otherwise, (y, t y ) would not have been removed in thinning. For s ∈ S and r > 0 let B r (s) := {y ∈ S : dist(s, y) < r} denote the r-ball in S centered at s.
Then define:
Call region D(x, t) the shadow of configuration x with time stamps t, and A θ (x, t) the shadow's area, the expected number of hidden points for the configuration (x, t) and parameter θ. Figure 2 shows an example of the shadow region for three points in 10] . Note D(x, t) depends on R, and A θ (x, t) depends on both R and λ.
To find the density function for the seen points, that is, the likelihood function for θ, begin by writing the density function for all the points (seen and hidden) with respect to a Poisson point process on S with intensity µ(·):
Conditional on the seen points x with time stamps t, the hidden points are a simple
Poisson point process on D(x, t) with intensity Λ θ = λ µ×m, where m is Lebesgue measure. Integrating away the unobserved hidden points in D(x, t) leaves the marginal density function for the locations and latent time stamps for the seen points (again with respect to a Poisson point process with intensity µ(·) on S):
The marginal density function g(x | θ) for the seen points is then given by integrating the latent time stamps:
This is also the likelihood function for θ, upon observing X = x.
Note that A θ (x, t) is an increasing function of R. This makes g(x | θ) an increasing function of R over 0, min i,j dist(x i , x j ) .
In principle, for any prior distribution π(dθ) the posterior distribution for θ can be found as:
where
is the appropriate normalizing constant. The awkward integral in Equation (1.3) is an obstacle for this straightforward approach to inference.
Instead, we will follow a data augmentation strategy in which random samples are drawn of the hidden points Y and of the unobserved time stamps T for both seen and hidden points, from their conditional distributions (given x and θ); after this, inference about θ is routine. For use in Section 3.1, we first compute the conditional density function of the time stamp vector T ∈ (0, 1] #(x) for seen points x. From Equation (1.3), this is simply:
with normalizing constant Z θ,x := t exp{A θ (x, t)} dt.
Acceptance/Rejection
A simple approach for approximating g(x | θ) is the Acceptance/Rejection method of (21) . This also provides a method to draw hidden points Y and time stamps T from their conditional distributions that works well for small examples but (as shown below) it scales badly in the number # (x) of seen points: Since balls of diameter R centered at the seen points x are disjoint, each with volume
bound on the unshadowed volume leads to an upper bound on the shadowed volume and hence on the acceptance probability:
where ρ := 1 − exp{−λv} (λv) < 1. In d = 1 dimension one has ν 1 = 2 and
A similar argument gives a lower bound for the shadow volume, giving a lower bound for p :
so Algorithm 2.1 may be very reasonable for sufficiently small # (x). The geometric decrease of Equation (2.1) makes the basic form of Acceptance/Rejection untenable for large # (x); we now turn to an alternative.
Coupling from the past
Acceptance/Rejection works well for small sets of seen points, but quickly becomes impractical as # (x) grows. In this section a new Markov chain for this problem is created, that allows for perfect sampling when used with read once coupling from the past (ROCFTP) (22) .
Our CFTP approach employs Form 1 of the bounding chains of (9), closely related to the antimonotonicity approach of (13) and (7). The bounding chain view is as follows: Suppose that the state space for a Markov chain (X t ) is of the form Ω X = T 
A coupling is simply a construction of both Markov chains on the same probability space with the same filtration. 
For any x ∈ T I and B ∈ (2 T ) I , write "x ∈ B" if x(i) ∈ B(i) for all i ∈ I. Now CFTP with bounding chains can be described. Suppose that the initial state of the chain is drawn from its stationary distribution, X 0 ∼ π, and that the initial state of the bounding chain B 0 = T I , so B 0 (i) = T for every i ∈ I and hence X 0 ∈ B 0 . Then after a block of any fixed number of stepst, by stationarity and boundedness one also has Xt ∼ π and Xt ∈ Bt.
After taking such a block of lengtht starting in states X 0 ∼ π and B 0 = T I , there are two possibilities. Either Bt contains exactly one state (namely Xt), or it contains more than one state. When # (Bt) = 1, call the block a success, otherwise call it a failure. Each block succeeds or fails independently, and the probability p that any particular block is a success is the same for all blocks. The read once CFTP method of Wilson takes advantage of the following fact, first shown in different form by (22) .
where π is the stationary distribution of the Markov chain (X t ), and run the Markov chain forward through one success block followed by a series of G failure blocks, each block of lengtht steps beginning with B jt = T I . Then Xt (1+G) ∼ π.
Proof. Draw X 0 ∼ π and, for some large number k ∈ N to be specified later, take kt steps in the Markov chain. Divide these steps into k blocks of lengtht. Since π is stationary, X kt ∼ π as well.
Let G be the number of failure blocks following the last success block, if any, among the first k blocks, and otherwise set G = k. Then G is distributed as the minimum of k and a Ge(p) random variable. Let Y denote a random variable chosen by simulating a success block (which returns a single state in the bounding chain) followed by G failure blocks. Let Z be a random variable found by starting with Z 0 ∼ π, and then running
while conditioned on G = k, X kt ∼ Z. In other words, for measurable A:
Since π is stationary, P(X kt ∈ A) = π(A) for all k. By assumption p > 0, so as k → ∞ the right hand side converges to P(Y ∈ A), completing the proof.
The coupling between chain and bounding chain is typically accomplished by use of update functions (see, e.g., 5). Let (X t ) be a time homogeneous Markov chain on state space Ω. Let U be a uniform random number on (0, 1]. Call φ : Ω × (0, 1] → Ω an update function if for all x ∈ Ω and measurable A:
The chain can be constructed recursively from a countable set (U t )
iid ∼ Un(0, 1] by the recipe X 0 = x and, for t > 0, X t = φ(X t−1 , U t ).
A single uniform variate may be regarded an infinite sequence of uniform {0, 1} random bits, which in turn can be used to construct a countable number of new uniform random variates on (0, 1]. Therefore, the update function described here is very general, and includes any method for updating that uses at most a countable number of random draws. This generality will be useful when a Markov chain step requires a draw from a
Poisson point process, which (as typically implemented) requires a Poisson-distributed number of uniform draws. The chains X t and B t are coupled, since both are adapted to F t := σ{U s : s ≤ t}.
Lemma 3.1 says that a sample may be generated from π by running a success block followed by a geometrically distributed number G of failure blocks. To determine G, run blocks successively. Once a success block has occurred, the state just prior to each subsequent success block will be a draw from the stationary distribution (see Figure 3 ).
The following pseudocode will run the Markov chain throught steps to form a single block and indicate its success or failure.
With the block evaluation routine in hand, the following pseudocode runs read once coupling from the past. Begin by running blocks until a successful block is found.
Since it is successful, the output of the block is a single state X. Save X in variable Y , and run forward through another block. If that block was a success, then Y was the state immediately preceding the success block, and so Y is a draw from π. Otherwise, continue taking blocks until a success is found.
The time needed to generate n draws with this procedure will be the time needed to generate n + 1 successful blocks, with mean (n + 1)/p where p denotes the success probability. 
X ← φ(X, U )
5:
B ← Φ(B, U ) := ∪ x∈B φ(x, U )
6: end for 7: success block ← (# (B) = 1)
The update function for Matérn time stamps
The key to success using read once coupling from the past is the construction of an update function φ(·) for which it is easy to evaluate the induced update function Φ(·)
for the bounding chain.
The conditional density for the time stamps, given the seen points x, was given in Equation (1.4) for t ∈ (0, 1]
θ,x exp{A θ (x, t)}, where (see Equation (1.1)) A θ (x, t) := λµ D(x, t) is the expected number of hidden points in the shadow of configuration x with time stamps t.
The shadow D(x, t) is a union of overlapping cylinders, making exact computation of A θ (x, t) very difficult even for Lebesgue measure µ(·) in only two dimensions. A Metropolis-Hastings approach will be used to avoid the explicit computation of A θ (x, t).
The basic Metropolis-Hastings procedure (12; 8) converts a proposal Markov chain into one whose stationary distribution is exactly the target distribution. Suppose that the target distribution has a density function f (t) with respect to a reference measure η(dt) and, when at point T , the proposal chain proposes a point S using density q(T, s) with respect to η(ds).
Further, suppose that f (t)q(t, s) = 0 if and only if f (s)q(s, t) = 0. Then the following procedure takes one step in the Metropolis-Hastings chain. Here Be(r) denotes the Bernoulli distribution giving one with probability r ∧ 1 and otherwise zero.
Our present goal in making inference about the Matérn Type III process is to draw samples of the time stamps T , conditionally on the observed values of the seen points x. 
(X, success block) ← Evaluate block(X, φ,t, T I )
8:
until success block
9:
X i ← Y T ← S
6: end if
Notice that the Metropolis-Hastings ratio r = {f (S)q(S, T )}/{f (T )q(T, S)} depends on the target density f (·) only up to a scale factor, so the conditional density h θ (t | x) of the time stamps (see Equation (1.4)) may be replaced by the simpler unnormalized version f (t) = exp{A θ (x, t)}. Consider a proposal chain in which an index i ∈ {1, . . . , # (x)} is chosen uniformly and then a new time stamp t prop i is proposed for x i from some distribution with symmetric density q(s, t) = q(t, s). Call the resulting proposed set of time stamps t prop . By symmetry, the Metropolis-Hastings ratio becomes simply:
Calculating the change in shadow area under the new time stamp is a difficult task even in only two dimensions. Therefore, it is necessary to construct an approach that does not require direct computation of r in line 2 of Algorithm 3.3.
In the case that the proposed new time-stamp is smaller, t prop ≤ t, the shadow of x will grow (A θ (x, t prop ) ≥ A θ (x, t)) and the Metropolis-Hastings ratio r ≥ 1 will exceed unity, so the proposal will always be accepted and one could replace lines 2-3 with
In the case that t prop > t, the Hastings ratio r of Equation (3.3) is exactly the probability that a Poisson point process with intensity Λ θ will assign zero points to ∆ is a simple two-step process, as follows.
Each point in ∆ lies within distance R of x i and has a time stamp between t i and
Thus the Poisson point process W can be generated by first generating such a pro- 
Pseudocode for the bounding chain update follows. 
end if 20 :
end if
23: end if
To summarize what is happening: when the proposed time stamp t i is smaller than the existing one, always accept the proposal and collapse [T lo i , T
hi i ] to (t i ). When the proposed t i is higher, the worst case for acceptance is when the original time stamps are as small as possible (i.e., equal to T lo i ), and for all j = i the time stamps t j are as high as possible (i.e., equal to T hi j ). This is shown in the proof to the following theorem.
Theorem 3.1. Algorithm 3.5 is a valid update for the bounding chain.
Proof. Suppose that the call
is used for the bounding chain and
for the time stamps, where T satisfies T lo ≤ T ≤ T hi . Then with the same choices for i, t i , and W as in Algorithm 3.5, we must show that T ′ lo ≤ T ′ ≤ T ′ hi . Three cases arise:
The shadow change upon increasing T i to t i can also be written in the form:
The set B R (x i ) × (T i , t i ] is as large as possible when T i is as small as possible.
The smallest it can be is T lo i .
The set D(x, t) c is as large as possible when D(x, t) is as small as possible, which happens when for all j = i, t j = T hi j . Combining these, {D(x, T ) \ D(x, t)} is as large as possible when T = t 1 and t = t 3 . In other words:
as well for every T ∈ [T lo , T hi ], so the proposal T ′ = t will be accepted and
is a valid move in the bounding chain.
The case for T ′ lo is the same as in Case II. It remains to show that the move for T ′ hi is valid. Use representation (3.4) above for ∆. This is as small as possible when (T i , t i ] is as small as possible, so
c is as small as possible when D(x, t) is as large as possible, which happens
, so the proposal t will be rejected and T
Otherwise, there might be some T that accepts the move, and so T
This completes the proof.
A product estimator of the likelihood
Given the ability to draw samples from π, there exist many Monte Carlo methods for estimating the likelihood g(x | θ). Here a version the product estimator is presented (see (4) Begin by fixing x and R and consider a range of possible values of λ. Fix 0 < γ ≤ 1/µ(S) and, for integers k ≥ 0, fix θ k ∈ Θ such that λ(θ k ) = λ k := γk and R(θ k ) = R.
Evidently a 0 = 1; for k ≥ 1, estimate a k by first estimating each ratio in the telescoping
Estimate each term (a i−1 /a i ) as follows. First, given the seen points x and radius R, fix n (to be chosen later) and, using Algorithm 3.4 (or 2.1), draw time stamps
Poisson point process W j with intensity γ(µ×m)(ds dt) over the shadow D(x, T j ). The independent Bernoulli random variables B j = 1 {#(Wj )=0} have conditional expectation
The probability p i = (a i−1 /a i ) = exp{−γµ(S)} that W is empty is at least e −1 , since γ ≤ 1/µ(S), so the Bernoulli variables (B j ) have means E(B j ) = p i > e −1 and coefficients of variation 2 is sufficient to guarantee that
.36(e − 1)i/ǫ 2 steps, when ǫ ≤ 0.1:
The upper bound of 1/4 can be made arbitrarily small by the standard method of repeating the process n ′ times and taking the median result, as follows. Letm denote this median. For 1/4 > δ > 0, Chernoff bounds (2) can be used to show that for n ′ ≥ 10.4 ln δ −1 :
The resulting method is presented in pseudocode as Algorithm 3.6 where, as usual, ⌈x⌉ denotes the greatest integer less than or equal to a real number x ∈ R.
Two notes: for i from 1 to k do 4:
for j from 1 to n do
5:
draw time stamps T j using λ = iγ 6: draw Poisson point proc. W j w/ intensity γ · (µ×m) over S × (0, 1]
end for
end for 10: • Upon replacing δ by δ ′ = δ/k, the Bonferroni bound ensures that the probability that all of the estimates a j for j from 1 . . . k are correct to within a factor of 1+ǫ will be at least 1−δ. Typically the goal is to develop a profile of the posterior across values of λ, which is why all of these products are being estimated rather than using the more efficient method for a single estimate ofŠtefankovič et al.
(2007) .
• The user interested in a specific value of λ > 0 may either set γ = λ/k for k = ⌈λµ(S)⌉, or may take γ = 1/µ(S) and separately estimate a λ /a k−1 by the same methods, still with expectation at least exp(−1). Figure 6 shows the average number of Markov chain steps evaluated per sample for the towns and trees datasets, based on 10 000 generated samples. As can be seen, both 
Running Times

Discussion
The Matérn III process has proven to be an effective tool for modeling repulsive point process data. In this work, we have developed an algorithm for the exact generation of latent time stamps for data, and an algorithm for using these estimates to construct a product estimator for approximating the likelihood function to arbitrarily high accuracy.
There remain several extensions of this method to be considered, including:
• Soft core processes. Here R was constant for all points, but the model becomes far more flexible when R is allowed to vary from point to point.
• In a similar vein, λ can be allowed to vary across the space of interest. This can be accomplished (for instance) by treating the intensity as a linear combination of some basis functions with unknown coefficients.
• Improved proposal distribution for time stamps. In the Markov chain above, the proposed moves for time stamps were uniform. Since the marginal distributions of time-stamps for seen points are skewed, typically smaller than those for the hidden points, it may be more efficient to sample using a distribution that places more weight towards lower times. Better proposals might improve the mixing properties of the Markov chain, while having the deleterious effect of making the perfect simulation algorithm more complex. 
