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Introduction
Entre les modèles mathématiques et l’information contenue dans les don-
nées offertes par les appareils de mesure, le champ de connaissances scienti-
fiques qui s’intéresse à définir et calculer des approximations des phénomènes
physiques, biologiques, sociaux, etc., est dénommé assimilation de données.
Plus précisément, l’objectif de l’assimilation de données est de conjuguer les
connaissances théoriques contenues dans les modèles scientifiques et les infor-
mations empiriques issues d’observations afin de reconstruire virtuellement
(une partie de) la réalité. Bien connue des météorologues et des océanologues,
cette discipline vise donc à reconstruire l’état d’un système à un instant
donné. Ces reconstructions peuvent être aussi faites sur des intervalles de
temps passés ou à venir, sur lesquels les observations ne sont pas toujours
disponibles, par le biais d’intégrations des équations du modèle théorique.
Loin de ces considérations, le milieu médical utilise couramment des
ondes (lumineuses, électromagnétiques, acoustiques) pour obtenir des images
de l’intérieur du corps humain. Les attentes et les enjeux sont nombreux
et variés, ils peuvent porter sur des thématiques suivantes : précision et
contraste des images, profondeur des tissus visualisés, intrusion de matériel
ou de produit dans le corps, irradiation et ionisation, portabilité, coût du
matériel et de son entretien.
La tomographie thermoacoustique est une technologie d’imagerie médicale
d’invention récente qui tient compte des problèmes précédemment évoqués.
La réalisation d’une nouvelle machinerie dédiée à l’imagerie médicale repo-
sant sur cette technologie pose cependant de nombreuses difficultés, dont
certaines appellent à développer un nouveau domaine de recherche en ma-
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thématiques que l’on peut regrouper sous le nom de « problèmes inverses
appliqués aux équations d’ondes ». En toute généralité, nous appellerons le
problème à résoudre, qui consiste en l’obtention d’une image de l’intérieur
d’un corps humain à partir de la donnée de mesures acquises au moyen d’un
phénomène thermoacoustique, « problème de la TTA». Nous préciserons la
teneur de ce problème dans le Chapitre A.
Les premières démarches proposées par les mathématiciens afin de ré-
soudre ce problème relèvent de l’extension de résultats bien connus issus de
travaux de recherche associés à d’autres systèmes d’imagerie (plus anciens et
bien étudiés, voir la Section IV du Chapitre A). Ce parallèle a permis d’ob-
tenir des solutions « explicites » qui ont elles-mêmes fourni des moyens de
résoudre le problème de la TTA. Comme nous le verrons dans le Chapitre A,
cette démarche a permis d’obtenir des résultats variés et précis renseignant
sur la possibilité de résoudre le problème dans des conditions favorables et
sur les propriétés de celui-ci.
Sous l’influence de mes directeur et codirecteur de thèse, Didier Auroux
et Luca Amodei, nous nous sommes muni des outils puissants offerts par
l’assimilation de données et nous sommes intéressé à leur possible adaptation
à un modèle et à des types de données inédits : ceux relatifs au problème de
la TTA.
Car le manque de souplesse des méthodes évoquées précédemment vis-
à-vis de leurs conditions d’utilisation (modèle imposé, observations non réa-
listes, etc.) rendait nécessaire l’introduction de techniques moins dépendantes
de leur cadre d’application. L’intérêt des mathématiciens va grandissant dans
cette direction, avec pour objectifs principaux d’assouplir les hypothèses re-
latives au modèle (ce qui permettrait de préciser celui-ci indépendamment
de la méthode de reconstruction choisie), de proposer des méthodes indépen-
dantes du matériel d’imagerie utilisé (afin de s’adapter à diverses conditions
d’acquisition de l’image), et ce en offrant une image de qualité (contrastée,
peu bruitée et de haute résolution), dans de brefs délais (si possible en temps
réel) et à moindre coût.
Nous nous sommes attaché à respecter ces objectifs lorsque nous avons
développé des méthodes permettant de résoudre le problème de la TTA.
Introduction 3
Nous présentons et étudions les propriétés théoriques de celles-ci au cours
du Chapitre B et des expérimentations numériques sont exposées dans le
Chapitre C.

Chapitre A
Observation et reconstruction
d’ondes de pression pour la
tomographie thermoacoustique
C
e chapitre est consacré à la définition d’une technique d’image-
rie médicale, la tomographie thermoacoustique (ou TTA), des procédés
physiques et mathématiques qu’elle met en œuvre ainsi qu’aux méthodes
habituellement utilisées en TTA pour reconstruire de l’image. Ainsi la Sec-
tion I page 7 présente les principales méthodes d’imagerie avant d’exposer
les spécificités de la tomographie thermoacoustique. Le modèle mathéma-
tique afférant, qui repose sur les équations d’onde, et les modalités d’obser-
vation du corps dont on souhaite obtenir une coupe sont ensuite décrits en
Section II page 20. La Section III page 34 de ce chapitre est dédiée aux ou-
tils mathématiques permettant de décrire et d’étudier les ondes acoustiques
et d’en modéliser l’observation. Les principales notations utilisées dans nos
travaux sont précisées en introduction de cette section. Nous conclurons ce
chapitre avec la description des principales méthodes utilisées jusqu’alors en
TTA (Section IV page 62).
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I Imagerie, tomographie et thermoacoustique
Nous décrivons ici le cadre expérimental dans lequel s’inscrivent nos tra-
vaux, celui de la Tomographie ThermoAcoustique (TTA, ou ThermoAcoustic
Tomopraphy, TAT, en anglais). Commençons par présenter l’imagerie médi-
cale et définir la tomographie, avant d’aborder le cas particulier de la tomo-
graphie thermoacoustique.
I.1 Imagerie et tomographie
I.1.1 Tomographie
On appelle tomographie l’ensemble des techniques d’imagerie fournissant
des coupes (tomê en grec) du corps observé en vue d’obtenir une description
imagée de l’intérieur de ce corps.
Ces techniques reposent sur l’utilisation d’ondes (électromagnétiques ou
acoustiques, notamment) traversant le corps observé, sachant que celui-ci
peut être la source d’émission de l’onde. Elles sont employées dans des do-
maines variés telles l’imagerie médicale, la sismologie, l’archéologie, la science
des matériaux, l’astronomie, etc. Lorsque suffisamment de coupes sont dis-
ponibles, les images obtenues fournissent une description de l’objet en trois
dimensions.
Le principe de la tomographie est le suivant : une onde (dite incidente)
est émise qui irradie le corps à observer ; le corps modifie cette onde ou en ré-
émet une autre, qui est alors enregistrée à la surface du corps ou à distance ;
ensuite, soit l’enregistrement est utilisé tel quel, comme c’était le cas pour les
premières techniques développées dans les années trente, soit il est analysé
et interprété mathématiquement, comme c’est le cas dans les méthodes plus
récentes (voir ci-dessous). On parle alors de tomographie assistée par ordi-
nateur et les méthodes mathématiques utilisées sont nommées techniques de
reconstruction.
Les techniques assistées par ordinateur reposent sur une modélisation ma-
thématique des phénomènes d’émission, de transmission, d’enregistrement et
d’analyse de l’onde traversant le corps. Ce dernier a soit émis une onde, soit
modifié certaines des propriétés de l’onde incidente, et l’on souhaite, à partir
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des données mesurées et d’un modèle de propagation de l’onde, remonter
le temps depuis l’enregistrement jusqu’à l’origine de la modification ou de
l’émission. Les techniques de reconstruction (mathématiques) utilisent un
modèle de propagation d’onde, appelé modèle direct et, puisque l’on sou-
haite analyser l’origine de l’onde observée, on résout ensuite un problème
dit inverse. Nous traiterons brièvement du cas de la modélisation directe et
de l’étude mathématique de l’équation d’onde correspondante dans la Sec-
tion II page 20. Le problème que pose la modélisation est celui du choix des
approximations faites selon la nature de l’onde observée et selon celle de l’ob-
jet étudié. En effet, nous verrons par exemple que, dans le cas de la TTA, il
est essentiel que le corps observé soit un être vivant, principalement constitué
de tissus mous auxquels correspondent une vitesse et un mode de propaga-
tion spécifiques des ondes ultra-sonores utilisées. On est de plus confronté à
la difficulté de définir un modèle de propagation d’onde dans un corps qui n’a
pas encore été observé, et qui n’est donc connu que dans ses caractéristiques
générales, celles qui sont communes à tous les corps.
Comme nous le verrons, les sources de données peuvent être très variées.
Pour citer quelques exemples, sont employés : les moments magnétiques nu-
cléaires dans l’imagerie par résonance magnétique ; les rayons X pour la ra-
diographie et la tomodensitométrie ; les ondes acoustiques en astronomie,
pour l’échographie ou la tomographie thermoacoustique ; les ondes sismiques
en tomographie sismique. Ainsi, les vitesses de propagation des ondes pré-
citées vont de la vitesse de la lumière à des vitesses de l’ordre du km.s−1
pour les ondes sismiques, et leurs propriétés sont tout aussi variables (voir le
cas des ondes de cisaillement en sismologie). Dans nos travaux, nous concen-
trerons notre attention sur les techniques dédiées à l’imagerie médicale, et
l’on suppose dorénavant que les données sont obtenues par l’enregistrement
d’ondes électromagnétiques ou acoustiques.
I.1.2 Les principales méthodes d’imagerie
Les paragraphes qui viennent sont consacrés à un bref recensement des
principales techniques utilisées en imagerie médicale (voir l’Encyclopædia
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Universalis et [110] pour des descriptions physiques et historiques plus dé-
taillées).
Première à avoir été développée, la radiographie est une méthode directe,
l’image étant obtenue directement par projection au moyen d’une impression
de type photographique, sans analyse automatique (traitement informatique
des données, implémentation numérique, etc.) ultérieure. Cette méthode est
née de la découverte des rayons X par Wilhelm Röntgen en 1895 1, et joue
sur la différence d’absorption des rayons X selon les tissus (par exemple les
os et les muscles), laquelle induit un contraste lors de leur impression sur des
plaques photographiques ou sur tout autre récepteur photosensible. Cette
méthode s’est enrichie de diverses techniques, comme le fait de jouer sur
les contrastes pour favoriser tel ou tel niveau d’absorption, de superposer
différentes images, d’utiliser divers produits de contraste, etc.
Vient ensuite l’échographie. Les premières utilisations d’ondes ultraso-
nores à des fins médicales datent des années quarante et le premier écho-
graphe a été réalisé par John Wild en 1951. L’appareil a pris sa forme ac-
tuelle bien connue au début des années soixante ; l’obstétrique devient alors
un domaine d’utilisation privilégié et assure le succès de cette technique
dans le courant des années soixante-dix. L’élément central de l’échographe
est la sonde, qui émet des ondes ultrasonores et en enregistre les échos. Ce
sont les mêmes composants qui remplissent ces deux fonctions (émission et
enregistrement) : les transducteurs piézoélectriques, que nous retrouverons
plus loin. Ces céramiques ont la propriété de générer des ondes ultrasonores
lorsqu’elles sont soumises à des impulsions électriques et, inversement, de
produire des impulsions électriques lorsqu’elles reçoivent des ondes ultraso-
nores. En général, les fréquences utilisées varient entre 2 et 18 MHz, sachant
que, lorsque la fréquence croît, la profondeur d’exploration diminue tandis
que la précision obtenue augmente. L’image est obtenue après analyse par
un ordinateur du temps de parcours de l’onde, de son amplitude et de sa
fréquence (ces dernières témoignant respectivement d’un phénomène d’ab-
sorption et des mouvements du corps observé). La méthode bidimensionnelle
1. Les rayons X sont les rayons électromagnétiques dont la longueur d’onde est comprise
entre 5 picomètres et 10 nanomètres.
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génère une coupe du corps déterminée par l’orientation de la sonde alors que
la reconstitution tridimensionnelle du corps est rendue possible par couches
successives ou au moyen d’une sonde bidimensionnelle.
La scintigraphie, la Tomographie d’Émission MonoPhotonique (TEMP,
ou Single Photon Emission Computed Tomography, SPECT, en anglais) et la
Tomographie par Émission de Positons (TEP, ou Positron Emission Tomo-
graphy, PET ou PET-Scan, en anglais) sont trois méthodes reposant sur le
même principe technique : des radionucléides (atomes sources de radiations
nucléaires) sont injectés à l’intérieur du corps, se fixent ou se concentrent
sur ou dans un type d’organes puis sont observés à l’extérieur du corps par
des caméras sensibles aux rayons γ, les gamma caméras ou caméras d’Anger,
du nom de leur inventeur H.O. Anger. Celles-ci fournissent un enregistre-
ment qu’un ordinateur interprète afin de déterminer le lieu d’émission des
photons γ. La position des radionucléides est alors calculée, ainsi que leur
concentration, ce qui permet de localiser des phénomènes tels que l’appa-
rition de tumeurs, les flux ou la présence de fluides (bile, sang, etc.)... Ces
trois techniques d’imagerie sont dites :
• fonctionnelles : la localisation et la concentration du traceur radioactif
informe sur le fonctionnement de l’objet d’étude (par opposition aux
techniques structurelles).
• d’émission : elles utilisent un rayonnement émanant du corps lui-même
(par opposition aux techniques de transmission, pour lesquelles un
rayonnement traverse le corps).
Dans le cas de la scintigraphie (bidimensionnelle), les rayons γ observés sont
tous parallèles entre eux, ils fournissent donc une projection de l’organe ou
des cellules concernées. La TEMP utilise un ensemble d’images obtenues de
manière similaire à celle de la scintigraphie, selon des angles différents. Les
projections obtenues sont ensuite utilisées pour reconstruire une image tri-
dimensionnelle de l’objet d’étude 2. Plus coûteuse que la scintigraphie mais
moins que la TEP, la TEMP offre une résolution approchant le centimètre.
2. Ces techniques de reconstruction tridimensionnelle, dites tomographiques, mettent
en œuvre la théorie de géométrie intégrale de Joseph Radon, dont nous parlerons plus
loin.
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Le fonctionnement de la TEP diffère des deux autres : en effet, les tra-
ceurs utilisés émettent des positons qui, après interaction avec des électrons,
sont eux-mêmes sources d’une paire de photons γ coïncidents émis dans
des directions approximativement opposées. Leur observation au moyen de
gamma caméras permet de définir une droite sur laquelle se trouve le po-
siton source. Des techniques (informatisées) de reconstruction similaires à
celles de la scintigraphie ou de la TEMP sont ensuite mises en œuvre pour
calculer la position des positons, et donc la position et la concentration du
traceur. La résolution obtenue est de l’ordre du demi-centimètre. Les pre-
mières utilisations de traceurs radioactifs en imagerie médicale datent des
années cinquante, et la scintigraphie est née avec l’invention de la gamma
caméra en 1957. Les premières TEMP ont été développées à la fin des années
soixante-dix, alors même que les principes de la TEP étaient déjà posés.
Les principes de la tomodensitométrie (TDM) (couramment appelé scan-
ner, du nom de l’appareil, scanographie ou X-ray CT, en anglais, pour Com-
puted axial Tomography) reposent sur les fondements théoriques de Joseph
Radon, qui a montré comment reconstituer un objet bidimensionnel à partir
de projections enregistrées autour de celui-ci. Dans le cas du scanner, ces
projections sont effectuées par le biais de rayons X, comme pour la radiogra-
phie, mais les projections sont analysées au moyen de méthodes sophistiquées
regroupées sous le nom de tomographie assistée par ordinateur. Le processus
d’acquisition est le suivant : le corps est irradié à l’aide de rayons X, dont les
propriétés (trajectoire, amplitude et fréquence) sont modifiées par le corps.
Les rayons X résiduels sont ensuite enregistrés à l’extérieur du corps. Ces
« projections » sont traitées par un ordinateur qui inverse le processus et four-
nit des coupes de l’intérieur du corps. Diverses techniques permettent alors
d’obtenir des descriptions tridimensionnelles de celui-ci. Les premiers scan-
ners ont été fabriqués dès 1972 et, malgré leur coût élevé, leur précision en
a rapidement fait des outils privilégiés pour le diagnostic de nombreuses pa-
thologies (détection de tumeurs, d’hémorragies, de problèmes osseux et car-
tilagineux, etc.). Des dizaines de millions de scanners sont pratiqués chaque
année aux États-Unis 3 à tel point que le problème de l’irradiation des pa-
3. Environ 62 millions, selon [48].
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tients, en particulier des enfants et des personnes âgées, commence à alerter
certains scientifiques. En effet, les rayons X ont des effets ionisants dont les
conséquences néfastes sur le corps humain semblent avérées (même si elles
sont mal connues) 4.
Le phénomène de Résonance Magnétique Nucléaire (RMN) est aussi à
l’origine d’une technique d’imagerie médicale, l’Imagerie par Résonance Ma-
gnétique (IRM). La RMN a été découverte en 1945 par les équipes de F. Bloch
et de E.M. Purcell, indépendamment l’une de l’autre. Une centaine de noyaux
atomiques ont la propriété de se comporter comme s’ils étaient aimantés lors-
qu’ils sont plongés dans un champ magnétique, on dit alors qu’ils possèdent
un moment magnétique. Certains possèdent en outre un moment angulaire
intrinsèque, ou spin, caractéristique de leur rotation sur eux-mêmes, qui est
parallèle au moment magnétique. Aussi, lorsque ces noyaux sont « alignés »
par un champ magnétique constant et élevé, puis perturbés par un champ
magnétique périodique faible et perpendiculaire au premier, ils ne réagissent
sensiblement à cette perturbation qu’à condition que la fréquence du champ
périodique corresponde à une fréquence propre à chaque type de noyaux : les
moments magnétiques se mettent alors en phase avec le champ périodique,
c’est le phénomène de résonance 5. Lorsque l’on supprime le champ pério-
dique, les noyaux retournent à leur état d’équilibre, générant alors des effets
magnétiques macroscopiques. Ceux-ci induisent un courant qui est perçu par
les antennes réceptrices de l’appareil, ce qui permet de caractériser la pré-
sence des noyaux atomiques excités, de les localiser et de les quantifier. Le
processus de reconstruction de l’image repose sur des principes mathéma-
tiques similaires à ceux utilisés en TDM et fournit lui aussi des coupes du
corps observé. La résolution spatiale commune est de l’ordre du millimètre.
Contrairement aux rayons X, il ne semble pas que les champs magnétiques
4. L’article [47] montre que sur les 600 000 scanners annuels effectués sur des enfants
de moins de 15 ans aux États-Unis en 2001, 500 donneront lieu à des cancers mortels.
Noter, à titre de comparaison, que 4 millions de scanners ont été faits sur des enfants aux
États-Unis cinq ans plus tard [48]. Voir aussi [33].
5. Les fréquences de résonance nucléaire, dites fréquences de Larmor, sont de type
radiofréquence et varient de 1 à 500 MHz. L’hydrogène, comme le proton, possède un
moment magnétique non nul, et sa fréquence de résonance est de l’ordre de 128 MHz ; sa
détection, ainsi que celle des graisses, est privilégiée dans l’IRM.
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radiofréquences autant que le champ constant soient nocifs pour les patients.
L’utilisation de la RMN s’est développée très vite après ses premières appli-
cations biomédicales : les premières images ont été obtenues en 1971 par
P. Lauterbur ; le premier prototype, fabriqué par R. Damadian, a été opéra-
tionnel dès 1976 et a permis d’obtenir des images de mains et de poignets ;
dès les années quatre-vingt, le corps entier pouvait être examiné et l’IRM
était alors déjà utilisée dans de nombreux pays. Les principales contraintes
imposées par l’IRM sont le poids de l’appareillage, qui est de l’ordre de plu-
sieurs dizaines de tonnes, le champ magnétique puissant qui est généré aux
alentours de la machine et le coût d’installation et d’utilisation. Par exemple,
dans le cas (le plus répandu) où le champ magnétique est généré par un ai-
mant supraconducteur, au coût déjà élevé de ce dernier il faut ajouter celui de
l’alimentation en hélium liquide (cryogénique) nécessaire au fonctionnement
supraconducteur de l’aimant.
Bien entendu, nous n’avons décrit ici que les procédés généraux les plus
employés. De nombreuses variantes, améliorations et hybridations existent
et sont utilisées en fonction du type d’objet observé, des conditions d’ob-
servation, etc. Il devient par exemple courant de regrouper la TEP et la
TDM dans une même machine, pour réaliser un examen simultané : ainsi
l’information fonctionnelle de la TEP peut être localisée plus précisément
dans le corps, grâce à l’information structurelle offerte par la TDM. Par
ailleurs, diverses propriétés des tissus mous font l’objet d’utilisations pro-
bantes dans le domaine de l’imagerie, parmi lesquelles leurs propriétés élec-
triques pour l’imagerie d’impédance électrique, leurs propriétés mécaniques
dans l’imagerie d’élasticité ou leurs propriétés optiques (transparence rela-
tive du corps à la lumière infrarouge par exemple), etc. Dans ces derniers
cas, l’acquisition de données à l’extérieur du corps et la connaissance de la
source d’énergie permettent de déterminer ou de différencier les caractéris-
tiques (mécaniques, électriques, sonores, optiques...) intrinsèques des tissus
constitutifs du corps : élasticité, résistance électrique, atténuation et diffusion
d’ondes entre autres 6.
6. L’ouvrage [12] offre une description intéressante de ces techniques émergentes et des
mathématiques auxquelles elles font appel.
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Nombre des techniques d’imagerie évoquées ci-dessus ont ceci de com-
mun que l’équipement qu’elles nécessitent est coûteux. Outre l’amélioration
de la résolution spatiale des différentes méthodes, du temps d’acquisition des
données, etc., la réduction de ce coût est aussi un enjeu essentiel du déve-
loppement de l’imagerie médicale. De même, la portabilité du matériel est
aussi recherchée.
I.2 La tomographie thermoacoustique
Nous l’avons vu, la plupart des techniques utilisées sont tomographiques
et reposent sur une reconstruction de l’objet observé à partir de projections
de celui-ci sur des lignes ou surfaces qui lui sont extérieures. La TTA repose
sur les mêmes principes de reconstruction, mais les phénomènes physiques
et les moyens techniques mis en œuvre diffèrent. Cette section est principa-
lement inspirée des articles suivants : [41, 53, 111, 136, 143, 145, 157, 192,
207, 248, 249, 258].
L’effet thermoacoustique est la conversion d’énergie calorifique en onde
de pression acoustique, ou la conversion inverse. La lumière peut alors être
source de son par le biais de sa conversion en chaleur dans le corps qu’elle
irradie. La découverte du phénomène de « production de son au moyen de
la lumière » remonte à la fin du xixe siècle et aux travaux de Alexander
Graham Bell [32]. Même si les effets thermoacoustiques sur les tissus ont
motivé des recherches depuis longtemps (voir [124], par exemple), il faut
attendre les travaux fondateurs de Bowen [45, 46] et de Tam [232] pour
voir émerger l’idée d’utiliser les effets photoacoustiques en vue d’applications
médicales. Le développement d’expérimentations attendra les années quatre-
vingt-dix avec les travaux de R.A. Kruger et al. [139] (premier prototype) et
d’Oraevsky et al. [181].
Dans le cas de la TTA, l’objectif est de déterminer la carte d’absorption
électromagnétique du corps étudié. Le choix de l’absorptivité électromagné-
tique pour caractériser les tissus est motivé par le haut contraste d’absorp-
tion distinguant deux tissus différents, en particulier si l’un est cancéreux
et l’autre sain. En effet, les masses cancéreuses absorbent l’énergie trans-
portée par l’onde électromagnétique incidente, se réchauffent et se dilatent
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plus rapidement que les tissus mous sains du corps [125]. Plus précisément,
les coefficients d’absorption électromagnétique des tissus dépendent de leurs
propriétés diélectriques et il a été constaté en 1984 (voir [58]) que les pro-
priétés diélectriques des tissus sains et des tissus tumoraux sont sensiblement
distinctes. Outre le haut contraste ainsi offert, la capacité de pénétration
des ondes électromagnétiques est aussi adaptée à des applications médicales
variées (cf. [60, 76, 94, 124, 169]). Les propriétés physiques et biologiques
des tissus qui ont motivé le développement de la TTA sont aussi décrites
dans [247, 248, 250, 258], et nous en détaillerons une partie par la suite.
Pour irradier le corps, on le plonge dans un champ électromagnétique
ou on l’illumine avec un laser, de manière aussi brève et homogène que pos-
sible ; cette impulsion transmet son énergie au corps sous forme de chaleur
(la variation de température est de l’ordre quelques millikelvins [258]). Cette
déposition d’énergie est dépendante de la capacité d’absorption électroma-
gnétique des tissus, ce qui explique le contraste attendu dans la reconstruc-
tion. Le corps, qui absorbe la chaleur puis refroidit, se dilate (on parle de
dilatation thermoélastique) puis retourne au repos, agissant alors comme une
source acoustique et émettant une onde de pression ultrasonore, laquelle est
enregistrée hors du corps par un système de capteurs.
Le choix des ondes de pression acoustiques ultrasonores comme source
d’informations est motivé par la haute résolution qu’elles offrent : de l’ordre
du millimètre pour une fréquence d’onde d’environ 1 MHz 7. En regard de
celle obtenue avec des méthodes purement optiques, cette résolution élevée
repose sur le fait que la diffusion (ou scattering, en anglais) optique est de
magnitude deux à trois fois plus importante que la diffusion des ondes ul-
trasonores dans les tissus biologiques [76] 8. La Figure I.2.1 page suivante
représente le fonctionnement schématique de la TTA. Les tissus y sont vus
comme des sources acoustiques dont les propriétés dépendent de leurs carac-
téristiques électriques propres. Il reste donc à « remonter le temps » depuis
l’enregistrement (ou observation) extérieur jusqu’à la source pour recons-
7. La vitesse des ondes dans des tissus mous est de l’ordre de 1,5 mm/µs [76].
8. De même que la longueur d’onde élevée des ondes radiofréquences ne leur permet
pas de fournir une bonne résolution [152] (de l’ordre du centimètre pour une onde de
fréquence comprise entre 500 et 900 MHz [167]).
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truire cette dernière, ce qui nécessite une modélisation mathématique du
phénomène de propagation des ondes de la source aux capteurs, nous y re-
viendrons.
Figure I.2.1 – Schéma du principe de fonctionnement de la TTA.
Ainsi cette méthode hybride, reposant sur l’émission d’ondes électroma-
gnétiques et la réception d’ondes acoustiques, profite du contraste offert par
les premières et de la haute résolution que permettent les secondes. De nom-
breuses autres méthodes hybrides sont en cours de développement, dont on
trouvera des descriptions dans les références suivantes [12, 13, 96, 144, 146,
248].
Il faut aussi souligner le caractère non invasif de cette méthode ; en ef-
fet, elle ne nécessite pas nécessairement d’injection de produits traceurs et
fonctionne sans ionisation des tissus, contrairement à la tomodensitométrie,
notamment. Notons enfin que la tomographie thermoacoustique est une tech-
nique d’imagerie potentiellement moins coûteuse et moins contraignante à
l’usage que les IRM, scanner, etc., de par la relative simplicité des technolo-
gies mises en œuvre.
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Les méthodes d’imagerie reposant sur l’effet thermoacoustique peuvent
être classées selon la nature de la source d’irradiation du corps. Les appella-
tions correspondantes sont les suivantes :
• Thermoacoustique : excitation à l’aide d’une source électromagnétique
radiofréquence (entre 3 Hz et 300 GHz), à l’instar des micro-ondes
(de 300 MHz à 300 GHz).
• Optoacoustique : excitation par une source d’onde lumineuse infrarouge
(de 300 GHz à 400 THz).
• Photoacoustique : excitation à l’aide d’une source d’onde lumineuse
visible (de 400 à 800 THz).
La modélisation mathématique de ces trois techniques pouvant être si-
milaire 9, leurs appellations sont utilisées indifféremment dans de nombreux
articles. Nous parlerons de méthode thermoacoustique puisque toutes ces mé-
thodes mettent en œuvre l’effet thermoacoustique. En pratique, la source
d’onde électromagnétique doit cependant être choisie avec attention puisque
les expériences prouvent que, lorsque la fréquence de l’onde incidente aug-
mente, son pouvoir de pénétration diminue tandis que l’irradiation du corps
est plus homogène. L’homogénéité de l’irradiation nous intéresse puisque plus
elle fait défaut, plus apparaissent des artéfacts. Ainsi, la source pourra être
choisie selon que l’on souhaite observer un doigt, un sein ou un crâne, par
exemple.
Dans le cas de l’optoacoustique et de la photoacoustique, la fréquence de
l’onde ultrasonore générée par le corps est de l’ordre de 1 à 50 MHz.
Pour résumer, du point de vue des applications médicales, la validité de
la tomographie thermoacoustique repose sur la capacité de pénétration de
l’onde électromagnétique, l’homogénéité du transfert d’énergie aux tissus et
le contraste de la capacité d’absorption entre les différents tissus observés.
De nombreuses expériences ont montré l’efficacité de l’imagerie thermoa-
coustique, notamment dans les cas suivants : l’imagerie cérébrale des ani-
maux [251], l’utilisation du haut contraste d’absorption entre tissus sains et
9. Jusqu’alors, les méthodes mathématiques de résolution de ces problèmes d’imagerie
ont principalement reposé sur la transformée de Radon et ses variantes, ainsi que sur les
formules d’inversions qui leur correspondent.
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tissus tumoraux [92, 136, 140], l’imagerie des réseaux de vascularisation et
de l’hémodynamique [82, 95, 122, 112, 165, 177, 195, 211, 266, 268] ou de la
concentration et de l’oxygénation du sang [81, 166, 193, 212, 252, 266], etc. 10 ;
citons enfin l’utilisation de produits de contraste, qui est intéressante en ima-
gerie moléculaire afin de cibler les cellules à observer [65, 78, 233, 253, 263,
271].
Le cas du cancer du sein motive particulièrement les recherches en TTA :
en France, par exemple, le cancer du sein est le premier cancer en fréquence
chez les femmes, responsable de plus de 10 000 morts annuelles depuis 2000
(selon l’INSERM). Plus de 1,6 millions de cas ont été recensés dans le monde
en 2006 [93]. Les principaux facteurs favorisant la guérison sont l’efficacité du
traitement et la précocité du diagnostic, laquelle repose sur les techniques de
détection employées. Les principales techniques utilisées sont : la palpation,
qui ne permet de détecter que les nodules d’une taille de l’ordre du centi-
mètre, la mammographie, dont l’efficacité est limitée par la haute densité
radiographique des seins avant la ménopause et qui est source de radiations
nuisibles, et l’échographie, dont la faible résolution doit être dépassée. Or, le
sein étant un tissu mou relativement homogène au regard de ses propriétés
acoustiques et ne nécessitant pas de grand pouvoir de pénétration de la part
des ondes incidentes, il se prête bien à la mise en œuvre de la TTA, et celle-ci
pourrait améliorer les techniques précédemment citées.
Par ailleurs, selon les applications, la reconstruction peut être de type
fonctionnel ou structurel : en témoignent les reconstructions de la structure
d’un cerveau de rat et les modélisations de la dynamique sanguine et de
la concentration en oxygène des réseaux de vascularisation de son cortex
cérébral [251].
En ce qui concerne les dispositifs d’enregistrement de l’onde acoustique
en TTA, il sont nombreux à avoir été mis au point et testés depuis une
vingtaine d’année. Nous les décrirons dans la Sous-section II.3 page 30 dédiée
à l’observation expérimentale des ondes acoustiques.
10. Les Proceedings of SPIE [1], intitulés Biomedical optoacoustics, recensent de nom-
breuses applications médicales de la thermoacoustique. Voir aussi les nombreux travaux
du Optical Imaging Laboratory de l’université de Washington, dont l’ouvrage [258].
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Enfin, une autre application de l’observation des phénomènes thermoa-
coustiques en imagerie biomédicale est en cours de développement : il s’agit
de la microscopie thermoacoustique (voir les travaux des auteurs de [82, 193,
267]). Cette dernière ne fait cependant pas appel aux mêmes outils mathé-
matiques que la tomographie et sort donc du cadre de notre étude. Notre at-
tention restera focalisée sur les nombreux outils physiques et mathématiques
développés depuis les années 90 qui font de la TTA une méthode d’imagerie
émergente efficace, sûre, peu onéreuse et potentiellement portative.
Suite à cette description générale, passons à la modélisation des phéno-
mènes mis en jeu et à la description du dispositif expérimental.
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II TTA : principes physiques et méthodes expéri-
mentales
Cette section est consacrée à la dérivation des équations d’onde acous-
tique (Sous-section II.1) et à la présentation de leur usage en TTA (dans la
Sous-section II.2 page 24). C’est en effet à partir de la connaissance théo-
rique de ces ondes et de leur observation que nous comptons en étudier la
source. La dernière sous-partie de la présente section sera donc dédiée à
l’observation (on dit aussi « enregistrement ») des ondes acoustiques (Sous-
section II.3 page 30).
II.1 Dérivation des équations d’onde
Nous proposons une dérivation des équations d’onde suivant une des-
cription eulérienne du fluide. Les équations d’onde reposent sur les lois de
conservation de la masse et de conservation de la quantité de mouvement
(dite Loi d’Euler) auxquelles on adjoint une approximation : l’hypothèse de
l’acoustique linéaire, qui permet de caractériser le cas particulier de la pro-
pagation du son dans un fluide et d’obtenir des équations d’onde linéaires.
Considérons un ouvert borné quelconque Ω de R3 dont la frontière Γ est
régulière. En tout point du bord Γ, on note n = (n1,n2,n3) le vecteur normal
extérieur. L’ouvert Ω est supposé contenir un fluide (liquide ou gaz) carac-
térisé par les quantités suivantes : sa vitesse d’écoulement v = (v1,v2,v3), sa
pression p et sa masse volumique ρ, qui sont supposées régulières.
Commençons par exprimer l’hypothèse de l’acoustique linéaire. Les va-
riables sont supposées varier faiblement autour d’une valeur constante de
référence, ce que l’on exprime comme suit, à l’ordre 1 :
v = v0 + v1, v0 = 0, v1 ≪ 1,
p = p0 + p1, p0 constante, p1 ≪ p0,
ρ = ρ0 + ρ1, ρ0 constante, ρ1 ≪ ρ0.
Dans ce cadre, le fluide est dans un état quasi-statique (v0 = 0), et l’on ne
considère que les mouvements locaux et de petite amplitude.
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Ensuite, on suppose qu’aucune particule n’est créée ni détruite, et donc
que la quantité de particules ne dépend que du fait que certaines entrent et
sortent de Ω, ce que l’on exprime par le biais de la loi de conservation de
masse :
∂
∂t
∫
Ω
ρ(x,t) dx = −
∫
Γ
ρ(x,t)v(x,t) · n(x,t) dσ(x),
En application du théorème de la divergence, il vient :∫
Ω
ρt dx = −
∫
Ω
div(ρv) dx.
Cette équation étant vérifiée sur tout ouvert borné régulier Ω, on obtient la
loi de continuité :
∂ρ
∂t
+ div(ρv) = 0. (II.1.1)
Sous l’hypothèse de l’acoustique linéaire, on obtient, à l’ordre 1 :
∂ρ1
∂t
+ ρ0div(v1) = 0. (II.1.2)
Puis, d’après le principe fondamental de la dynamique (ou loi de conser-
vation de la quantité de mouvement), on a pour i = 1, 2 ou 3 :
∂
∂t
∫
Ω
ρvi dx = −
∫
Γ
ρviv · n dσ(x)−
∫
Γ
pni dσ(x) +
∫
Ω
ρF i dx,
où F (x) = (F 1(x),F 2(x),F 3(x)) représente les forces agissant en x ∈ Ω.
Cette loi exprime le fait que la quantité de mouvement dans Ω (terme de
gauche) varie en fonction de trois phénomènes : le flux de quantité de mou-
vement à travers Γ, la pression exercée sur Γ et les forces extérieures. On
suppose que F = 0 (c’est-à-dire que l’on omet les forces gravitationnelles,
magnétiques ou les frottements internes au fluide), puis on applique le théo-
rème de la divergence au second membre de ces équations, de sorte que,
pour i = 1, 2 ou 3 :∫
Ω
(
∂ρvi
∂t
+ div(ρviv) +
∂p
∂xi
)
dx = 0,
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L’ouvert Ω étant quelconque et en utilisant (II.1.1), on obtient les équations
d’Euler pour un fluide non visqueux :
ρ
[
∂v
∂t
+ (v · ∇)v
]
= −∇p, (II.1.3)
dans lesquelles le terme convectif (v · ∇)v est négligeable à l’ordre 1. Ainsi,
linéarisée, cette équation s’écrit :
ρ0
∂v1
∂t
+∇p1 = 0. (II.1.4)
Une dernière approximation est nécessaire à l’obtention des équations
d’onde acoustique (linéaires) : l’hypothèse de compressibilité isentropique, se-
lon laquelle la chaleur créée lors des phénomènes de compression est négligée,
sa propagation étant supposée lente en comparaison de celle des ondes acous-
tiques. En l’absence d’autre source d’énergie, l’entropie du fluide est donc
constante. On définit alors le coefficient thermoélastique de compressibilité
isotherme χs :
χs = − 1
V
∂V
∂p
,
où V est le volume de la particule fluide. Il vient, à l’ordre 1 :
χs =
1
ρ0
ρ1
p1
.
Cette équation nous permet de lier ρ1 et p1 : ρ1 = χsρ0p1, et d’en déduire
l’équation d’onde acoustique en milieu non visqueux, ou à vitesse constante,
en soustrayant la divergence de l’équation (II.1.4) à la dérivée temporelle de
l’équation (II.1.2) :
ρ0χs
∂2p1
∂t2
−∆p1 = 0,
qui décrit les variations d’ordre 1 de la pression p.
Comme nous le verrons plus loin, la constance de l’entropie se traduit
par une conservation de l’énergie associée à cette équation ainsi que par sa
réversibilité temporelle.
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Quitte à changer d’échelle temporelle, cette dernière équation est équi-
valente à la suivante, dans laquelle la vitesse n’apparaît plus :
∂2p
∂t2
−∆p = 0. (II.1.5)
Dans le cas où le milieu n’est pas homogène, la vitesse des ondes est
variable et l’équation devient :
∂2p
∂t2
− c∆p = 0, (II.1.6)
où c(x) est la fonction célérité du milieu qui traduit l’hétérogénéité du milieu :
Définition II.1.1. La fonction
1√
ρχ
est homogène à une vitesse. Elle est
usuellement désignée par c ou, abusivement, par
√
c et appelée vitesse, ou
célérité, de propagation d’onde.
Pour une dérivation des équations d’onde atténuées (non réversibles) te-
nant compte des phénomènes de dissipation thermique associés aux compres-
sions, on pourra se référer au travaux fondateurs de Jean-Marie Duhamel [77]
et à la thèse de Xavier Jacob [120] pour une présentation récente. L’équation
d’onde obtenue dans le cas d’une onde atténuée par un effet thermoacous-
tique est dite thermovisqueuse et s’exprime comme suit :
∂2p
∂t2
− c2∆p− µ ∂
∂t
∆p = 0, (II.1.7)
où µ est le coefficient d’atténuation thermovisqueuse.
Notons que cette équation est non conservative et irréversible, contraire-
ment aux précédentes. Nous considérerons ce modèle à différentes reprises,
en particulier pour son utilité dans les méthodes numériques que nous met-
tons en œuvre (voir le Chapitre C), et ce malgré les défauts de modélisation
qu’il sous-tend (voir la sous-section suivante).
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II.2 Utilisation en TTA
Les équations d’onde évoquées ci-dessus modélisent donc certains phéno-
mènes de propagation d’ondes acoustiques. En toute généralité, on suppose
qu’en l’absence d’une quelconque stimulation, la propagation des ondes de
pression (acoustiques) dans le corps observé est régie par l’équation :
Lp = 0 sur R× Ω,
où L est un opérateur différentiel qui sera défini selon les approximations
que nous souhaitons faire. Ainsi, dans le cas d’ondes non atténuées dont la
vitesse est constante dans tout le domaine de propagation, L est le d’Alem-
bertien  = ∂tt −∆ (à normalisation près).
Cette sous-section est notamment inspirée des sources suivantes : [16, 75,
105, 133, 207, 232, 247, 256].
II.2.1 De l’impulsion source d’ondes de pression...
Le modèle mathématique de la TTA
On conserve les notations de la sous-section précédente. Supposons que
le corps à observer est un fluide au repos, et qu’aucune pression acoustique
ne le traverse jusqu’à ce qu’on l’irradie, au temps t = 0. On suppose donc
que p(t,·) = pt(t,·) = 0 pour t < 0.
Pour définir les phénomènes d’irradiation et de dilatation du corps, nous
utiliserons les hypothèses et notations suivantes :
• On suppose que l’irradiation est assurée par un signal électromagné-
tique qui dépose l’énergie f dans le corps, et que celle-ci s’écrit comme
produit d’une fonction du temps t et d’une fonction de la position x.
• L’onde électromagnétique irradiant le corps est une impulsion modé-
lisée par une distribution de Dirac δ(t) telle que δ(0) = 1. Les autres
paramètres ne dépendent pas de t.
• Iem(x) représente l’intensité initiale de l’impulsion électromagnétique.
• β(x) est le coefficient de dilatation thermique isobare du corps, quantité
caractérisant l’augmentation de volume lorsque la température aug-
mente d’un degré.
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• cp(x) est sa capacité calorifique spécifique, qui quantifie l’énergie né-
cessaire pour augmenter le corps d’un degré.
• c(x) est la vitesse du son correspondant au corps.
• Ψ(x) est la densité d’absorption du corps, caractéristique de la capacité
d’absorption d’énergie par le corps, ce que l’on cherche à déterminer.
• r(t,x) = Iem(x)δ(t)Ψ(x) est l’énergie électromagnétique absorbée par
le corps suite à l’impulsion (voir [144, section 3.5] pour une discussion
au sujet de cette fonction et de son étude, à laquelle la tomographie
thermoacoustique quantitative est consacrée).
Dans le cas de l’observation de tissus biologiques mous, l’ordre de gran-
deur des paramètres est le suivant :
• En pratique, l’impulsion électromagnétique dure moins d’une nanose-
conde.
• β ≈ 4.10−4 K−1.
• cp ≈ 4.103 JK−1kg−1.
• c(x) ≈ 1500 ms−1 (c’est-à-dire approximativement celle de l’eau).
• Ψ(x) ≈ de 1.10−1 à 5.10−1 cm−1.
Replaçons-nous dans le cadre de la sous-section précédente. Les équations
d’Euler (II.1.4) et la loi de continuité (II.1.2) linéarisées sont alors vérifiées,
mais, suite à l’irradiation, le corps absorbe l’énergie r, son entropie n’est plus
constante et, en négligeant toujours les phénomènes de diffusion thermique,
le principe de conservation d’énergie nous donne (voir [105] pour plus de
détail) :
∂ρ
∂t
=
1
c2
∂p
∂t
− β
cp
r.
Ainsi, l’équation (II.1.6) devient :
∂2p
∂t2
− c2∆p = F, (II.2.8)
où le second membre F s’écrit :
F (t,x) =
∂δ
∂t
(t)
β(x)c(x)2Iem(x)Ψ(x)
cp(x)
.
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et avec des conditions initiales, posées à l’instant t = −1 par exemple, nulles.
Pour plus de détails, le lecteur intéressé peut se référer à [75, 100, 210,
232]. L’article [210] est particulièrement intéressant pour le détail qu’il four-
nit des conditions de validité de ce modèle dans un cadre optoacoustique.
Discussion autour du modèle
En TTA, rappelons que nous avons négligé la diffusion thermique, ce qui
se justifie par le fait que la longueur caractéristique de diffusion thermique est
proportionnelle à la racine carrée du produit de la diffusivité thermique des
tissus (de l’ordre de 1,4.10−3 cm2s−1 dans les tissus mous [76]) par la durée
de l’impulsion électromagnétique [232]. Pour une impulsion micro-onde d’une
durée inférieure à 1 µs, la longueur caractéristique de diffusion thermique est
de l’ordre du micromètre, et est donc négligeable au vu de la résolution (de
l’ordre du millimètre) de la TTA.
Ensuite, puisque nous avons supposé que la durée de l’impulsion est in-
férieure à la nanoseconde et pour une vitesse de propagation de l’ordre de
1500 ms−1, tant que la résolution spatiale recherchée n’est pas inférieure
à 1500.10−9 = 1.5 µm, l’approximation de l’impulsion par un Dirac reste
valide.
Différentes approximations pourront cependant être allégées avec béné-
fice selon la situation pratique envisagée. Par exemple, le corps a été supposé
homogène, ce qui limite le champ d’application de la méthode ou risque de
détériorer la reconstruction (la différence d’impédance étant loin d’être négli-
geable entre l’air, les tissus mous et les os, par exemple). Différentes solutions
peuvent alors être envisagées : certaines sont purement expérimentales, en
plongeant notamment le corps dans l’eau afin d’atténuer les phénomènes de
réflexion et de réfraction dus au changement de milieu, et d’autres théo-
riques, qui consistent à prendre en compte l’hétérogénéité du corps dans le
modèle (cette possibilité sera discutée plus loin).
Par ailleurs, l’équation des ondes obtenue ci-dessus est valide en milieu
non visqueux, alors que les tissus mous du corps humain atténuent les ondes
de hautes fréquences de manière non négligeable. Tenir compte de cette at-
ténuation dans le modèle d’équation d’onde peut alors s’avérer intéressant.
II. TTA : PHYSIQUE ET PRATIQUE 27
La généralisation du cadre d’étude nécessite une adaptation des méthodes de
résolution et nous verrons par la suite les difficultés que posent les solutions
proposées.
Conclusion et notations
Pour respecter les notations couramment utilisées en TTA, nous noterons
le second membre :
F (t,x) =
∂δ
∂t
(t)f(x).
La fonction f est appelée fonction normalisée de dépôt d’énergie. Cette no-
tation sera motivée au cours des paragraphes suivants.
Nous nous intéresserons plus généralement au cas des équations linéaires
du second ordre de la forme :
ptt + Lp = δ
′(t)f(x),
avec conditions initiales (à t = −1) nulles : p(−1) = pt(−1) = 0, où L
est un opérateur différentiel linéaire quelconque pouvant comporter des dé-
rivations temporelles d’ordre au plus 1. Avec les notations précédentes, on
a : L = ∂tt + L.
II.2.2 ... au problème inverse de la TTA
Nous l’avons vu, les propriétés intrinsèques du corps observé définissent
la source f , on la nomme objet (à reconstruire), densité d’absorption ou
carte d’absorptivité (par abus, puisque celle-ci est en fait Ψ, ci-dessus). Nous
en préciserons les modalités pratiques dans la Sous-section II.3 page 30 et
une traduction mathématique en sera donnée en Section V.2 page 183 du
Chapitre B.
Sous l’hypothèse que la source est une impulsion de Dirac, reconstruire f
revient souvent à reconstruire la donnée initiale d’une équation aux dérivées
partielles et donc à résoudre un problème inverse. En effet, nous verrons par
exemple que pour L = −c(x)A, avec l’opérateur A bien défini, la solution
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du problème : ∣∣∣∣∣∣∣
ptt + Lp = δ
′(t)f(x) sur R×R3,
p(0) = 0,
pt(0) = 0,
(II.2.9)
est la solution de : ∣∣∣∣∣∣∣
ptt + Lp = 0 sur R×R3,
p(0) = f,
pt(0) = 0,
(II.2.10)
ce que l’on peut constater en utilisant la formule de Duhamel (cf. [66,
p. 202–204]). Nous proposerons une preuve distincte de ce résultat en Sous-
section III.2.2 page 40.
Le problème de la détermination de f est donc réduit à un problème
inverse, que nous résoudrons soit au moyen de méthodes propres à l’équation
des ondes, le cas échéant, mais au prix d’hypothèses contraignantes en ce qui
concerne le modèle, soit au moyen de méthodes de résolutions générales de
problèmes inverses.
II.2.3 Modélisation de l’atténuation
L’onde électromagnétique incidente et l’onde acoustique sont toutes deux
soumises à une atténuation lors de leur évolution. Cette atténuation est due
d’une part à une absorption d’énergie par les tissus et d’autre part aux
phénomènes de diffusion des ondes.
Dès 1845, Stokes établit que l’atténuation acoustique en milieu peu vis-
queux (tel que l’eau) augmente proportionnellement au carré de la fréquence
de l’onde acoustique [222]. L’article [60] décrit par ailleurs la modélisation et
l’acquisition de mesures de ces phénomènes dans le cas d’une onde incidente
lumineuse et il est constaté que les objets plus petits que la longueur d’onde
apparaissent flous dans les reconstructions qui ne tiennent pas compte de
l’atténuation acoustique du milieu [150].
La prise en compte de l’atténuation dans le modèle est donc pertinente,
mais l’équation (II.1.7) pose problème puisque l’atténuation thermovisqueuse
induit une vitesse de propagation de l’information infinie. On dit que l’équa-
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tion est non-causale en ceci qu’elle contredit le principe physique de causalité
temporelle. Différents modèles causaux d’atténuation ont donc été étudiés,
auxquels on pourra tout de même reprocher le caractère artificiel de leur
terme d’atténuation lorsque celui-ci n’est introduit que dans le but de définir
une loi d’atténuation causale sans lien apparent avec une dérivation à partir
de lois physiques.
On retiendra cependant les lois énumérées dans [133] qui fournissent des
solutions pouvant correspondre aux expérimentations, en particulier du point
de vue de la dépendance en fréquence de l’atténuation.
Le lecteur intéressé peut se référer à [133, 226] pour des survols du déve-
loppement de modèles atténués ainsi qu’aux références suivantes pour plus
de détails : [132, 134, 150, 224, 225] et en particulier [15, 51, 150, 166, 191,
234, 235, 236] pour des applications à la tomographie optoacoustique.
Enfin, l’article [15] montre bien que les données peuvent être traitées afin
de tenir compte du fait qu’elles sont issues d’un phénomène atténué et de les
ramener à des données issues d’un phénomène non atténué, ce qui permet
ensuite de conserver le modèle non atténué pour la reconstruction. Aussi
nous centrerons notre attention sur les méthodes de reconstruction associées
à des modèles non atténués, à l’exception du seul modèle d’atténuation ther-
movisqueux 11.
II.2.4 Modélisation de la vitesse
Dans un sein, par exemple, les variations de vitesse des ondes acous-
tiques sont d’environ 10%, puisque la vitesse dans la graisse sous-cutanée
approche 1400-1450 m.s−1, tandis qu’elle est de l’ordre de 1500-1560 m.s−1
dans le parenchyme et le stroma mammaires 12.
L’approximation faite dans le modèle à vitesse constante (pour les tissus
homogènes) induit donc une mauvaise reconstruction radiale de l’objet, mais
aussi une mauvaise reconstruction tangentielle puisque la réfraction n’est pas
11. Rappelons qu’il fournit un cadre d’étude à certaines de nos applications numériques
(voir le Chapitre C qui leur est consacré)
12. Le parenchyme est composé des tissus constitutifs des parties fonctionnelles d’un
organe, tandis que le stroma est l’ensemble des tissus conjonctifs de support de l’organe.
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non plus prise en compte. Il en résulte que l’image reconstruite est floue et
la résolution de la méthode est donc amoindrie.
Aussi, il a été proposé par différents auteurs de tenir compte de la vitesse
variable de l’onde acoustique dans le milieu afin de préciser le modèle. En
effet, l’approximation selon laquelle le corps observé est homogène peut être
allégée en introduisant une vitesse variable dans le modèle.
Pour ce faire, des moyens expérimentaux d’estimation de cette vitesse
ont été développés dans le cas de tissus faiblement réfractifs dans [122]. Le
dispositif expérimental couple une méthode de reconstruction par Tomogra-
phie Ultrasonore en Transmission (ou Ultrasound Transmission Tomography,
UTT, en anglais), qui fournit une carte des hétérogénéités du tissu, à la
TTA 13. Ensuite, une première estimation de l’objet f est déterminée sous
hypothèse d’homogénéité des tissus, puis elle est corrigée à l’aide d’un algo-
rithme de reconstruction tenant compte de la vitesse (variable) associée aux
hétérogénéités déterminées précédemment.
II.3 Les dispositifs d’observation et les données
De très nombreux dispositifs d’observation de l’onde de pression émise
ont été développés et testés. Nous pouvons distinguer les différentes techno-
logies d’acquisition de l’onde acoustique des types d’observations obtenues.
Les premières caractérisent les dispositifs expérimentaux d’enregistrement
des données, parmi lesquels les capteurs piézoélectriques, les lasers (dont les
rayons sont perturbés par les ondes ultrasonores), les interféromètres (qui
permettent de mesurer cette perturbation), etc. À ces dispositifs corres-
pondent des données typiques de chacun d’eux, telles les observations de
type linéaires, planaires, circulaires, sphériques notamment, ainsi que diffé-
rentes hybridations : ainsi par le biais de l’utilisation d’un interféromètre
et d’une formule d’inversion des observations linéaires (en moyenne) ob-
tenues, un ensemble de données ponctuelles peuvent être définies (voir la
Sous-section IV.2.2 page 73).
13. En UTT, on mesure la vitesse et/ou l’atténuation d’une onde acoustique qui traverse
le corps observé pour en déterminer les hétérogénéités.
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Autour de G.J. Diebold, de nombreuses expérimentations ont été menées
à partir de 1983, et principalement durant les années 90 [57, 72, 73, 74, 75].
À la fin de cette décennie, R.A. Kruger a créé différents prototypes, qui ont
été les premiers dispositifs dédiés à la tomographie thermoacoustique [137,
138, 139, 140, 141].
II.3.1 Les technologies d’acquisition de l’onde de pression
Les capteurs piézoélectriques
Les matériaux piézoélectriques sont un type de transducteurs électroa-
coustiques 14 qui se polarisent électriquement sous l’action d’une contrainte
mécanique et qui, inversement, se déforment en présence d’un champ élec-
trique. Les modélisations les plus courantes en TTA font appel à des capteurs
piézoélectriques.
Leur petite surface d’acquisition justifie l’appellation courante de quasi-
ponctuel [20, 52, 186] et ces capteurs sont souvent modélisés comme étant
ponctuels. Puisqu’en réalité la surface des capteurs fournit une moyenne lo-
cale de l’onde acoustique, cette imprécision limite la résolution de la méthode.
Il est cependant facile de tenir compte de leur surface en considérant le fait
qu’ils fournissent l’intégrale de l’onde de pression sur leur surface au lieu
d’une valeur ponctuelle [52, 106, 121] (ce qui permet aussi d’évaluer l’erreur
commise en supposant la ponctualité de ces capteurs).
Enfin, les capteurs piézoélectriques sont directifs, mais souvent supposés
isotropes dans les modèles, et comme précédemment, l’anisotropie peut être
considérée en corrigeant la modélisation des capteurs.
La lumière et les lasers
Par exemple par le biais d’un interféromètre de Mach-Zehnder ou de
Fabry-Perot, on peut mesurer la variation de l’indice de réfraction d’un rayon
lumineux (par exemple issu d’un laser) après que celui-ci a été traversé par
une onde de pression acoustique [53, 98, 131, 183, 184, 185, 186, 187, 188].
En effet, la variation de l’indice de réfraction induit une différence de phase
14. Les transducteurs sont des matériaux qui convertissent une énergie en une autre, ici
une énergie mécanique en énergie électrique, et vice-versa.
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dépendant de la longueur d’onde du rayon lumineux ou un changement de
l’angle de réfraction de celui-ci lors d’un changement de milieu, ce que mesure
le dispositif d’enregistrement 15. Si le rayon est traversé par l’onde acoustique,
on obtient alors une mesure de l’intégrale de la variation de pression sur la
trajectoire.
Cette technique permet d’obtenir une résolution spatiale remarquable,
inférieure à 100 µm. Des systèmes différents (sans interféromètre ou sans
laser) reposant sur des propriétés similaires de la lumière ont aussi été mis
au point [107, 175, 176].
II.3.2 Les types d’observation
Outre la technologie mise en œuvre pour effectuer la mesure, une autre
caractéristique du dispositif d’observation conditionne notre modélisation, à
savoir la position des capteurs. En effet, selon qu’ils entourent le corps ou non,
selon qu’ils sont disposés continûment et selon qu’ils englobent l’intégralité
des sources d’onde acoustique, le problème sera posé et résolu différemment.
On dira que les données sont complètes lorsque celles-ci entourent com-
plètement et continûment l’objet observé. Nous retrouverons l’hypothèse de
données complètes dans de nombreuses méthodes de résolution, et il sera
parfois difficile, voir impossible de s’en affranchir.
Toute source de pression située hors du domaine observé est dite source
extérieure.
Les observations sont appelées directes si elles représentent des mesures
de l’onde de pression (contrairement à des observations intégrales, notam-
ment, pour lesquelles les mesures sont des moyennes de l’onde de pression).
Dernier point de vocabulaire : selon le positionnement et la forme des cap-
teurs, le dispositif est qualifié de planaire [52, 103, 189], cylindrique [180],
(hémi-)sphérique [138, 139, 140, 141] ou plus généralement surfacique pour
15. Plus précisément, en première approximation, l’indice de réfraction varie proportion-
nellement à la variation de pression du milieu ambiant, suivant un coefficient dépendant
de la longueur d’onde et du milieu traversé par le rayon. Voir [185] pour le cas d’un rayon
issu d’un laser HeNe et de longueur d’onde 632.8 nm réfracté à une interface eau-prisme
de verre.
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les dispositifs bidimensionnels, encore (hémi-)circulaire [180], ou plus géné-
ralement linéaire [52, 50, 137, 264], pour le cas monodimensionnel.
Lorsque les données sont de type « linéaires en moyenne » (c’est-à-dire
qu’elles consistent en les valeurs moyennes de l’onde de pression sur des
trajectoires monodimensionnelles), alors le problème posé par la reconstruc-
tion des valeurs ponctuelles de l’onde de pression sur une surface contenant
cette trajectoire est en lui-même un problème du même type que celui de la
reconstruction de l’objet d’étude [145, p. 9].
II.3.3 Compléments
Dernières précisions en ce qui concerne les observations et les dispositifs
d’enregistrement :
• Notons que certains artifices permettent au modèle de passer outre
certaines limitations techniques. Par exemple, pour simuler une surface
d’acquisition infinie, on peut périodiser le problème en espace (d’un
point de vue théorique) et utiliser un miroir lors de l’expérimentation,
lequel simule une reproduction infinie de l’objet observé. Ce dispositif
a été notamment proposé dans [67].
• L’échantillonnage temporel offert par les dispositifs d’enregistrement
évoqués (de l’ordre de quelques dizaines de nanosecondes dans le dis-
positif utilisé dans l’article [184], par exemple) est suffisamment bon
pour ne pas imposer de limitation théorique.
• Enfin, nous introduirons un bruit (parasite) dans les données lors de
nos expérimentations numériques : celui-ci oppose certaines difficultés
dont les méthodes de résolution élaborées doivent tenir compte, ce qui
sera discuté dans le Chapitre B.
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III Mathématiques des ondes et de la TTA
Cette section est dédiée à la définition mathématique du problème posé
par la TTA (Sous-section III.1), aux descriptions des outils mathématiques
nécessaires à l’étude des équations d’onde et des comportements de ses solu-
tions – Sous-section III.2 page 37 – et enfin à l’étude des propriétés fonda-
mentales du problème qui nous intéresse, en Sous-section III.3 page 48.
Comme nous allons le voir, nous devrons généralement étudier séparé-
ment le cas d’un milieu homogène et celui d’un milieu hétérogène en profitant
d’abord des facilités offertes par le premier (dont l’existence de solutions ex-
plicites), puis en développant de possibles généralisations.
III.1 Position du problème et notations
Définition du problème
Nous étudions le problème suivant :
L’onde de pression émise par le corps vérifie l’équation :
Lp = 0, (III.1.1)
sur un domaine temporel (0,T ), T ∈ (0,∞) et un domaine spatial Ω,
sachant que p(t = 0,·) = f est inconnu et que pt(t = 0,·) = 0.
Nous avons à notre disposition les observations Cp, qui sont une partie
et/ou des moyennes, potentiellement bruitées, de cette onde de pression.
Il s’agit de savoir s’il est possible de déterminer de manière unique et
stable la condition initiale f à partir de cette information.
Notations
Par la suite, nous utiliserons les notations et hypothèses suivantes.
1. On se place dans le cas où (III.1.1) est une équation d’onde d’ordre au
plus 2 en temps.
2. On rappelle que l’objet à reconstruire est noté f et est considéré comme
étant la variation initiale de la pression p(0,·). La source d’onde de
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pression étant bornée, on peut supposer que f est à support compact.
Quitte à changer d’échelle d’espace, on suppose que Supp(f) est inclus
dans la boule unité fermée B(0,1) de Rn ou nulle hors de B(0,1), selon
sa régularité.
3. L’opérateur L est défini par L = ∂tt + L, où L est un opérateur non
borné sur un Hilbert séparable H, de domaine V = D(L).
4. Le dual de V par rapport à H est noté V ′. On suppose que V et H
sont denses et s’injectent continûment dans H et V ′ respectivement.
5. Dans les modèles classiques de propagation d’ondes en milieu hétéro-
gène borné, L = −c(x)∆, où x 7→ c(x) − 1 est identiquement nulle
hors de B(0,1) (à changement de variable près) et où la vitesse c est
dans L∞(Rn) ou C∞(Rn) et est strictement positive : on suppose donc
qu’il existe a, b > 0 tels que :
a ≤ c(x) ≤ b, presque partout (p.p.) sur Rn.
6. L’opérateur de l’équation d’ordre 1 associée à (III.1.1) est noté A. En
notant p =
(
p
p′
)
, on a :
Lp = 0 ⇔ p′ = Ap,
sur QT = (0,T ) × Rn, n ∈ N∗. On suppose que A est un opérateur
non borné sur un Hilbert H, appelé espace d’état, et son domaine est
noté V = D(A). On suppose que A est le générateur infinitésimal d’un
semi-groupe fortement continu sur H noté {T(t)}t≥0.
7. On cherche des solutions de (III.1.1) dans L2(0,T ;V ).
8. L’espace d’observation dans lequel sont définis les observations et les
contrôles est un Hilbert noté U .
9. L’opérateur d’observation associé à l’équation (III.1.1) qui, à une so-
lution de L2(0,T ;V ), associe sa partie connue en l’absence de bruit
dans L2(0,T ;U), est noté C. L’opérateur d’observation associé à l’équa-
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tion du premier ordre est noté :
C : p 7→
(
Cp
Cp′
)
.
10. Le domaine d’acquisition, ou d’observation, est une hypersurface de Rn
notée S. Ainsi, dans le cas d’observations directes, Cp sera ou bien la
restriction p|S de p à S, ou bien la fonction pS égale à p sur S et nulle
ailleurs.
11. On suppose que les données (ou observations) sont la somme d’une
solution exacte pexacte de l’équation (III.1.1) 16 et de l’erreur d’obser-
vation ǫ ; on définit donc les données sur la surface d’observation S
comme suit : pdonnées ou po = Cpexacte + ǫ.
12. L’erreur d’observation ǫ est un bruit blanc gaussien de moyenne nulle,
on note Q sa matrice de covariance.
13. On suppose que l’état réel vérifie p′
réel
= Apréel + ν, où ν représente
l’erreur modèle supposée être un bruit blanc gaussien de moyenne nulle
et on note R sa matrice de covariance.
14. Notons W l’opérateur associant la solution pexacte = T(·)f de (III.1.1)
à la condition initiale à reconstruire f .
15. Est noté W l’opérateur qui, à la condition initiale f , associe les don-
nées Wf = pdonnées = Cpexacte + ǫ. Le bruit ǫ sera considéré comme
nul par la suite, sauf lorsqu’il sera fait mention explicite du contraire.
16. Nous nous intéresserons aux formulations comprenant l’ajout d’un rap-
pel correctif dans les équations considérées, l’équation p′ = Ap devien-
dra p′ = Ap−Bu, où B est l’opérateur de contrôle et u la variable de
contrôle.
17. En accord avec les théories classiques du contrôle et du filtrage 17,
nous utiliserons des opérateurs de contrôle de la forme B = PC⋆K
16. Rappelons que les conditions initiales sont imposées par le problème, à sa-
voir : pexacte(t = 0,·) = f et p′exacte(t = 0,·) = 0 sur Ω.
17. Nous exposerons notre application de ces théorie au problème de la TTA au cours
du Chapitre B. En particulier, la forme de l’opérateur B proposée dans ce paragraphe y
sera justifiée par les liens de dualité entre problèmes de contrôlabilité et d’observabilité.
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et u = Cp, où P est un opérateur de rappel à définir (voir les méthodes
de filtrage continu, en Sous-section I.2 page 204 du Chapitre B) et oùK
dépend des paramètres du problème, on note AP,K = A−PC⋆KC.
18. Nous cherchons à obtenir une reconstruction (on dit aussi estimation
ou encore ébauche) p0 de la condition initiale f . En notant p la solution
de (III.1.1) ayant pour conditions initiales p(0,·) = p0 et p′(0,·) = 0,
on définit l’application erreur p˜ = p− po.
19. Dans nos discrétisations du problème, nous travaillons couramment
sur un domaine carré (respectivement cubique en dimension 3) et l’on
note : δx le pas d’espace, Nx le nombre de pixels (ou voxels, respecti-
vement) disposés le long d’une arrête et δt le pas de temps.
NB :
Le Problème (III.1.1) peut dorénavant se formuler comme un problème
inverse portant sur l’opérateur W :
Étant données des observations Wf issues d’une solution de l’équation
des ondes sur le domaine d’observation S, nous voulons reconstruire sa
condition initiale f .
Ainsi notre but est d’inverser W , en un sens à définir.
Les opérateurs A, C et donc W sont imposés par le problème. Malgré
une possible connaissance empirique (approximative) des matrices de cova-
riance Q et R, celles-ci sont mal connues. Il nous reste donc à définir un
opérateur de rappel et/ou une méthode d’inversion de W .
Commençons par préciser ce que nous savons des solutions de l’équa-
tion (III.1.1), avant de définir les transcriptions mathématiques des notions
d’observation, ce qui nous permettra de poser les hypothèses nécessaires à la
reconstruction de l’objet.
III.2 Solutions : définitions et propriétés fondamentales
Revenons tout d’abord aux moyens usuels d’étudier les équations d’onde,
d’en définir des solutions et d’en étudier le comportement.
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Selon les hypothèses de régularité dont nous aurons besoin, nous utilise-
rons des solutions classiques, intégrales ou faibles.
Comme nous le verrons dans cette sous-section, pour le problème qui
nous intéresse, c’est-à-dire en horizon de temps fini, nous pouvons indiffé-
remment supposer que Ω = Rn ou étudier le problème de Dirichlet associé à
notre équation sur un ouvert borné régulier contenant une boule de diamètre
suffisamment grand.
III.2.1 Équation d’onde en milieu homogène
Dans le cas d’une évolution des ondes en milieu homogène, l’opérateur
régissant le modèle est le d’Alembertien L =  = ∂tt − ∆ (à change-
ment d’échelle temporelle près, ainsi que nous l’avons vu précédemment).
On cherche donc une solution à l’équation :∣∣∣∣∣∣∣
∂ttp−∆p = 0
p(0,·) = f,
pt(0,·) = 0.
En supposant que f est de classe C1 sur Rn, différentes techniques per-
mettent de définir des solutions explicites [66, 84], parmi lesquelles :
• La formule de d’Alembert pour n = 1 par changement de variables :
ξ = x− t et ν = x+ t.
• L’équation d’Euler-Poisson-Darboux résolue par les moyennes sphé-
riques 18 des solutions de l’équation d’onde en milieu homogène.
• La formule de Kirchhoff, qui offre des solutions très utilisées dans les
méthodes de résolution de la TTA, à savoir, en dimension n = 3 (à
partir des solutions monodimensionnelles) :
p(t,x) =
1
4π
∫
‖y‖=1
f(x+ ty) + t〈∇f(x+ ty),y〉 dσ,
18. À ce sujet, nous recommandons l’ouvrage Plane waves and spherical means applied
to partial differential equations, de Fritz John [123].
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soit :
p(t,x) =
∂
∂t
[tMf(x,t)] ,
où M est l’opérateur d’intégration en moyennes sphériques :
Mf(t,x) = 1
4π
∫
‖y‖=1
f(x+ ty) dσ3,
avec dσd la mesure surfacique de la boule unité induite par la mesure
de Lebesgue sur Rd, d ∈ N∗ 19. L’utilisation des moyennes sphériques
se généralise à toute dimension (voir [66, Chap. VI, section 13.2] ainsi
que [16, 18]) : si n ≥ 3 est impair et f ∈ C(n+3)/2(Rn), alors :
p(t,x) =
1
αnωn
∂t(t
−1∂t)
n−3
2
[
tn−2
∫
‖y‖=1
f(x+ ty) dσn
]
, (III.2.2)
où αn = 1 · 3 · · · (n − 2) et ωn =
∫
S
dσn est la mesure de la boule
unité S de Rn.
• La méthode de descente de Hadamard, qui permet de ramener l’étude
du cas en dimension n pair au cas de dimension n+1 impair, de sorte
que pour tout n ≥ 2 pair, si f ∈ C(n+4)/2(Rn), alors :
p(t,x) =
2
αnωn+1
∂t(t
−1∂t)
n−2
2
tn−1 ∫
‖y‖≤1
f(x+ ty)√
1− ‖y‖2
dy
 . (III.2.3)
• La formule de Duhamel pour déduire une solution de l’équation avec
source (second membre) non nulle à partir des solutions de l’équation
homogène [83, p. 81].
• Les solutions fondamentales et le noyau de Schwartz (ici de Green) [83,
p. 163], que nous retrouverons par exemple dans les preuves de la
Proposition IV.1.2 page 65 et du théorème III.3.21 page 61.
19. On peut noter la ressemblance entre R et la transformée de Radon classique (qui
intègre les fonctions sur des plans plutôt que sur des sphères) utilisée dans de très nom-
breuses méthodes d’imagerie assistée par ordinateur.
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• La transformation et les séries de Fourier en espace et/ou en temps
(à l’aide de cette dernière, on se ramène à l’étude de l’équation de
Helmholtz, voir par exemple la Proposition IV.1.2 page 65 et le théo-
rème IV.3.1 page 86).
Pour ces deux derniers, nous verrons des applications dans des méthodes de
reconstruction dans la Sous-section IV.3 page 85.
Remarque III.2.1. Dans les formules (III.2.3) et (III.2.2), il est donc fait
usage des opérateurs d’intégration en moyenne sphérique, or ceux-ci lient les
équations d’onde aux équations de Bessel. Elles permettent ainsi de définir
des solutions aux équations d’onde à l’aide des fonctions de Bessel (voir
notamment la Proposition IV.1.2 page 65)
Les résultats classiques d’existence, d’unicité et de régularité de solutions
découlent des formules de Kirchhoff et de la méthode de descente. Ainsi, en
dimension impaire, on a le résultat suivant :
Théorème III.2.2. Soit n ∈ N∗, n ≥ 3 impair. On suppose que c ≡ 1
et f ∈ Cm+32 (Rn). La fonction p proposée dans (III.2.2) est l’unique solution de
l’équation (II.1.6). De plus, p est de classe C2([0,∞)×Rn).
On déduit de ce résultat celui traitant des dimensions paires :
Théorème III.2.3. Soit n ∈ N∗, n ≥ 2 pair. On suppose que c ≡ 1
et f ∈ Cm+42 (Rn). La fonction p proposée dans (III.2.3) est l’unique solution de
l’équation (II.1.6). De plus, p est de classe C2([0,∞)×Rn).
Remarque III.2.4. L’unicité de la solution peut être obtenue à l’aide des
méthodes d’énergie classiques, nous le verrons au chapitre suivant.
III.2.2 Cas général et solutions moins régulières
Supposons maintenant que le milieu est non homogène (et donc que la
vitesse des ondes est variable). En général, il est alors plus difficile de définir
et d’étudier les solutions. Dans ce cas, l’équation (III.1.1) s’écrit :
∂ttp− c(x)∆p = 0 sur R+ ×Rn, (III.2.4)
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où x 7→ c(x) − 1 est identiquement nulle hors de B(0,1) (c’est-à-dire que
le milieu extérieur au corps est homogène), dans L∞(B(0,1)) et strictement
positive : on suppose donc qu’il existe a, b > 0 tels que :
a ≤ c(x) ≤ b, presque partout (p.p.) sur Rn.
On peut aussi s’intéresser à des solutions moins régulières, puisque la
condition initiale f ne sera pas régulière en pratique.
On suppose que :
L = ∂tt + L,
avec −L un opérateur différentiel elliptique. Cette situation inclut le cas
où L = −c(x)∆ proposé ci-dessus.
La méthode de Faedo-Galerkin permet d’obtenir des solutions faibles sous
des conditions de régularité faibles. Puisque nous utiliserons cette méthode
ultérieurement, nous ne nous attardons pas sur sa description pour le mo-
ment. Nous résumons cependant quelques résultats importants qu’elle per-
met d’obtenir.
Supposons que T <∞ et que Ω est un ouvert borné régulier de Rn. On
note QT = (0,T )× Ω. Nous dirons qu’une fonction p telle que :
p ∈ L2(0,T ;H10 ) ∩H1(0,T ;L2) ∩H2(0,T ;H−1) 20,
est solution faible de (III.1.1) si pour tout v ∈ H10 :∫
Ω
pttv + Lpv dx = 0, dans L
2(0,T ),
c’est-à-dire :
〈ptt,v〉H−1,H10 + 〈Lu,v〉H−1,H10 = 0, p.p. (0,T ).
20. Lorsque cela ne portera pas à confusion, nous omettrons de rappeler que les espaces
fonctionnels (tels ici ceux de Lebesgue et de Sobolev) portent sur le domaine Ω.
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ou encore telle que pour tout v ∈ C∞K (Ω) et pour tout ψ ∈ C∞K (0,T ) :∫ T
0
−〈u′(t),v〉L2ψ′ + l(u(t),v)ψ dt = 0,
en notant, pour tout u ∈ H10 et tout v ∈ H10 :
l(u,v) = 〈Lu,v〉H−1,H10 .
Si l’on suppose que la forme bilinéaire l est continue sur H10×H10 et faible-
ment coercive 21, c’est-à-dire qu’il existe α, β > 0 tels que pour tout u ∈ H10 :
l(u,u) ≥ α ‖u‖H10 − β ‖u‖L2 ,
alors il vient (voir [84] par exemple) :
Théorème III.2.5. Pour tout f ∈ H10 et tout second membre F ∈ L2(QT ),
il existe une unique solution faible p de (III.1.1). En outre :
p ∈ C0(0,T ;L2) ∩ C1(0,T ;H−1), p ∈ L∞(0,T ;H10 ) et p′ ∈ L∞(0,T ;L2),
et il existe une constante C indépendante de p telle que :
sup ess
t∈(0,T )
‖p‖2H10+sup ess
t∈(0,T )
∥∥p′∥∥2
L2
+
∥∥p′′∥∥2
L2(0,T ;H−1)
≤ C
(
‖f ‖2H10 + ‖F ‖
2
L2(QT )
)
.
Enfin, si f et F ∈ C∞(QT ), alors p ∈ C∞(QT ).
Remarque III.2.6. Si on suppose que L est auto-adjoint, alors il existe
une base {ϕk}k≥0 orthogonale dans H10 et orthonormale dans L2 composée
de fonctions propres de L. Cette propriété peut être utilisée dans la méthode
de Faedo-Galerkin et en simplifier la preuve, mais elle n’est pas nécessaire.
Nous pouvons maintenant prouver le résultat annoncé sur l’identité des
solutions des équations (II.2.9) et (II.2.10) :
Corollaire III.2.7. On suppose que L = −c(x)A où A est un opérateur
non borné sur L2, auto-adjoint et de forme bilinéaire continue sur H10 × H10
21. On dit aussi « coercive sur V par rapport à H », voir [70, p. 616].
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et faiblement coercive. Étant donné un objet f ∈ H10 , les équations (II.2.9)
et (II.2.10) admettent une unique solution, qui leur est commune.
Preuve. Notons p1 la solution de l’équation (II.2.9), p2 celle de (II.2.10)
et p = p2 − p1, alors p est la solution de l’équation :∣∣∣∣∣∣∣
c(x)−1ptt −Ap = −c(x)−1δ′(t)f(x) sur Qt,
p(0) = f,
pt(0) = 0,
Afin de simplifier le présent exposé, supposons que p est régulière. Pour toute
fonction ϕ ∈ C∞K ([0,T )× Ω), on a alors d’une part :∫
(0,T )
∫
Ω
(
c−1ptt −Ap
)
ϕ dxdt =
∫
(0,T )
∫
Ω
−c(x)−1δ′(t)f(x)ϕ(t,x) dxdt
=
∫
Ω
fϕ(0) dx,
et d’autre part, d’après le théorème de Green :∫
(0,T )
∫
Ω
(
c−1ptt −Ap
)
ϕ dxdt =
∫
(0,T )
∫
Ω
p
(
c−1ϕtt −Aϕ
)
dxdt
+
∫
Ω
fϕ(0) dx.
On obtient donc que :∫
(0,T )
∫
Ω
p
(
c−1ϕtt −Aϕ
)
dxdt = 0, ∀ϕ ∈ C∞K ([0,T )× Ω).
Or, compte tenu du théorème III.2.5 page ci-contre, toute fonction F appar-
tenant à C∞(QT ) peut être représentée sous la forme :
F = c−1ϕtt −Aϕ,
pour certains ϕ ∈ C∞(QT ). Quitte à tronquer F au voisinage de T , on peut
supposer que ϕ ∈ C∞K ([0,T )× Ω), ce qui permet de conclure. ✷
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III.2.3 Égalités d’énergie, réversibilité et unicité des solutions
Par souci de simplicité, restons dans le cas où L = −c(x)∆ et supposons
que nous ayons prouvé l’existence d’une solution p régulière. On note E
l’énergie de l’onde de pression ainsi définie :
E(t) =
1
2
(
‖pt‖2L2 + ‖∇p‖2L2
)
,
pour tout 0 ≤ t ≤ T , de sorte que :
E′(t) = 〈∂ttp− c(x)∆p,∂tp〉H−1(c(x)−1dx),H10 (c(x)−1dx) = 0,
en ajoutant « c(x)−1dx » pour désigner les espaces d’intégration à poids.
Nous retrouvons ainsi la propriété bien connue de l’équation des ondes d’être
conservative : pour tout t ∈ (0,T ),
E(t) = E(0).
Cette propriété est à rapprocher du caractère réversible de l’équation des
ondes 22. En effet, l’équation (III.1.1) se pose et se résout exactement de la
même manière si une condition finale (au temps 0 < T < ∞) est donnée, à
changement de variable temporelle près : il suffit de poser t˜ = T − t pour
retrouver un problème de Cauchy classique. Seules changent les conditions
initiales.
Nous profiterons de la réversibilité temporelle de l’équation des ondes
pour définir des méthodes qui « remontent le temps » afin de reconstruire la
condition initiale qui nous intéresse : retenons pour le moment l’idée qu’il
nous importe peu que les méthodes que nous définissons nous permettent de
reconstruire une condition initiale ou finale.
22. Ce rapprochement est évident au vu des résultats fondamentaux de la théorie des
semi-groupes fortement continus ou de la méthode de Faedo-Galerkin : les inégalités d’éner-
gie et les estimations a priori restent valables en temps inverse.
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L’égalité d’énergie ci-dessus offre aussi l’unicité de l’équation (III.2.4).
Dans les situations plus générales évoquées dans la sous-section précédente,
l’unicité de la solution de l’équation (III.1.1) peut être obtenue à l’aide
du lemme de Gronwall, comme nous le verrons dans la preuve du Théo-
rème II.1.8 page 106 du Chapitre B.
En outre, ce type d’égalité d’énergie peut donner une première justifi-
cation à l’idée proposée dans les notations d’introduire des rappels de la
forme PC⋆KC dans les équations : en effet, puisque nous essayons de définir
une fonction p approchant po à t = 0, on peut s’intéresser p˜ = p − po et
minimiser l’énergie de p˜. En l’absence de bruit, po est solution de (III.2.4),
et si p est solution de :
∂ttp− c(x)∆p = −PC⋆KC(p′ − po′) sur QT ,
alors p˜ est solution de :
∂ttp˜− c(x)∆p˜ = −PC⋆KCp˜′ sur QT , (III.2.5)
Définissons l’énergie EP,K associée à la solution de (III.2.5) :
EP,K(t) =
1
2
(
‖pt‖2L2 + ‖∇p‖2L2
)
. (III.2.6)
Il vient alors :
EP,K(T )− EP,K(0) = −
∫ T
0
〈PC⋆KCp,p〉L2 dt, (III.2.7)
où apparaît la propension du rappel à faire diminuer l’énergie totale du
système lorsque P et K sont positifs et lorsque la mesure de Lebesgue de S
n’est pas nulle.
Ces égalités d’énergie seront au cœur des preuves de convergence des
méthodes itératives que nous mettons en œuvre et sont intimement liées aux
hypothèses que nous devrons formuler pour obtenir de telles convergences,
ce qui sera étudié tout au long du Chapitre B.
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III.2.4 Comportement des solutions
Dans le cas d’un milieu homogène normalisé à c ≡ 1, on « lit » sur les
solutions obtenues par moyennes sphériques la propagation à vitesse au plus 1
de l’information ainsi que la différence de nature des ondes en dimension paire
et impaire, décrite dans le principe de Huygens : en dimension impaire, la
solution p(t,x) au point x ∈ Rn et au temps t ≥ 0 dépend des valeurs de la
condition initiale f aux points se trouvant à distance exactement t du point x
(on parle alors de cône de dépendance), tandis qu’en dimension paire, p(t,x)
dépend des valeurs de f aux points étant à distance inférieure ou égale à t
de x.
Dans les paragraphes suivants, inspirés de [114, 209, 223], nous nous inté-
ressons au comportement des solutions des équations d’onde et en particulier
à la propagation de leurs singularités.
Bicaractéristiques
La généralisation du principe de Huygens au cas où la vitesse est variable
et la description de la propagation des ondes font appel à la notion de bi-
caractéristiques définie ci-après. Supposons la vitesse c régulière 23. À une
constante près, le symbole principal de L = ∂tt − c(x)∆ est :
P (t,x,τ,ξ) =
1
2
(c(x)|ξ|2 − τ2).
Considérons le hamiltonien HP associé à l’opérateur L :
HP = c(x)
2
|ξ|2,
ainsi que le système hamiltonien associé, dans Rn × (Rn \ {0}) ∋ (x,ξ) :∣∣∣∣∣∣∣∣∣∣
x˙ = c(x)ξ,
ξ˙ = −12∇c(x)|ξ|2,
x(0) = x0,
ξ(0) = ξ0.
23. Rappelons que c est en réalité homogène au carré d’une vitesse ; notre abus de
langage simplifie cependant légèrement les notations.
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Proposition III.2.8. Les solutions de ce système s’écrivent :
t 7→ (t,x(t),τ,− τc(x)−1x˙(t)),
où t 7→ x(t) est une géodésique de la métrique c−1.
Définition III.2.9. Ces solutions sont appelées bicaractéristiques de l’opé-
rateur différentiel ∂tt− c(x)∆. Leurs projections dans Rnx en sont les rayons
(géométriques).
Ainsi, dans la situation qui nous intéresse, la vitesse initiale pt(0) étant
nulle, chaque singularité (x,ξ) se « sépare » selon deux directions ( ξ et −ξ)
avec la même amplitude et si la vitesse c est constante, alors cette direction
l’est aussi : dans ce cas, les rayons sont donc des droites.
Front d’onde
Définissons la régularité microlocale avant d’en déduire la définition du
front d’onde d’une distribution :
Définition III.2.10. Étant donnés une distribution p, un point x0 ∈ Rn
et une direction ξ0 ∈ Rn \ {0}, on dit que p est microlocalement régulière
au voisinage du point x0 dans la direction ξ0 si il existe une fonction-test
lisse ϕ ∈ C∞K (Rn) telle que ϕ(x0) 6= 0 et un cône Γ tel que ξ0 ∈ Γ ∈ Rn
vérifiant :
F(pϕ)(ξ) = o(ξ−N ), quand ξ →∞, avec ξ ∈ Γ,
pour tout N ∈ N, F étant la transformation de Fourier 24.
Le front d’onde de p, WF(p), est alors défini comme l’ensemble des
points (x0,ξ0) ∈ Rn × (Rn \ {0}) au voisinage desquels p n’est pas micro-
localement régulière.
Un point (x0,ξ0) du front d’onde de p est donc composé d’un point x0
de Rn en lequel p n’est pas de classe C∞ et de la direction dans laquelle
24. On profite ici du lien étroit entre la décroissance à l’infini de la transformée de
Fourier d’une distribution et sa régularité pour caractériser cette dernière au voisinage
d’un point donné.
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la décroissance de sa transformée de Fourier est insuffisante pour assurer sa
régularité (en x0).
Par exemple, si p est la frontière d’un ouvert borné Ω de frontière régu-
lière ∂Ω, alors (x0,ξ0) ∈ WF (p) si et seulement si x0 ∈ ∂Ω et ξ0 ⊥ Tx0∂Ω,
où Tx0∂Ω est le plan tangent à ∂Ω en x0.
Aussi la notion de front d’onde d’une solution de l’équation (III.2.4) per-
met de préciser la manière dont se propagent les singularités des ondes : il
est bien connu, et instinctif dans le cas de la vitesse constante, que les sin-
gularités des solutions sont transportées par les rayons. En particulier, si les
rayons « sortent » tous d’un domaine donné au bout d’un temps T , alors la
solution sera lisse dans ce domaine pour les temps ultérieurs [173], d’où le
théorème suivant (voir [218]) :
Théorème III.2.11. Soit p une solution de (III.2.4). Les parties connexes
incluses dans les courbes bicaractéristiques de l’équation (III.2.4) sont soit d’in-
tersection nulle avec le front d’onde de p, soit incluses dans ce front d’onde.
Enfin, en horizon de temps T fini, puisque l’objet-source est identique-
ment nul hors d’un domaine borné, on supposera indifféremment que la solu-
tion évolue dans un ouvert borné régulier suffisamment grand ou dans Rn, en
vertu du caractère borné de la vitesse de propagation des ondes. Les solutions
des équations d’onde posées sur Rn ou sur Ω (avec condition de Dirichlet)
sont alors identiques.
Munis d’un tel cadre théorique, nous pouvons préciser la manière dont
se propagent les ondes acoustiques et donc étudier les propriétés liées à leur
observation et à la reconstruction souhaitée, ce que nous initions dans la
sous-section suivante.
III.3 Réécriture et propriétés du problème inverse
Comme nous allons le montrer dans les deux prochaines sous-sections,
la transcription du problème inverse (III.1.1) en problème d’inversion d’opé-
rateurs adaptés peut fournir des caractéristiques importantes du problème
inverse qui nous intéresse. Ainsi, le cas d’observations sphériques a fait l’objet
d’un grand nombre de travaux autour de la transformée de Radon sphérique.
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Cette manière de procéder, traitée dans la Sous-section III.3.1, limite
cependant l’étude au cas où le milieu est homogène puisque les transforma-
tions intégrales et les formules d’inversion qui leur sont associées ne sont
pas généralisées aux vitesses variables. En outre, les résultats obtenus dé-
pendent grandement de la géométrie du problème et obligent à une étude au
cas par cas. Nous verrons ensuite, en Sous-section III.3.2 page 57, comment
contourner l’absence de solutions explicites pour obtenir les propriétés de
notre problème dans le cas d’un milieu hétérogène.
Ces parties sont librement inspirées des textes suivants : [5, 6, 41, 144,
145].
III.3.1 Propriétés du problème inverse : cas d’un milieu homo-
gène
À l’aide de la transformée de Radon sphérique
Afin d’en étudier les propriétés essentielles, on se propose de réécrire le
problème inverse consistant à déterminer f à partir de Wf = po en utilisant
la transformée de Radon sphérique. Le problème se ramène alors à l’étude de
l’inversion de cette transformée, laquelle permet de définir un ou plusieurs
cadres fournissant un Problème bien posé, avec unicité et continuité de la
solution par rapport à la condition initiale, conditions de rang permettant
de définir des données « favorables », etc.
N.B. : Dans la suite de cette sous-section, nous nous attarderons prin-
cipalement sur les géométries sphériques (tridimensionnelles). De plus, les
résultats associés à la transformée de Radon sphérique ne sont valables que
pour les solutions de l’équation des ondes en milieu homogène.
Définition III.3.1. Dans le cas où S ⊂ S, la transformée de Radon sphé-
rique restreinte est l’opérateur linéaire RS de L2(B(0,1)) dans L2(R+ × S)
défini par 25 :
RSf(t,x) =
∫
S(x,t)
f(y) dσ(y), pour tout (t,x) ∈ R+ × S,
25. On peut choisir, plus généralement, S ⊂ S(0,R), R > 0, ce qui est équivalent à
changement de variable près.
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ou encore :
RS =
∫
S
f(x+ ty)tn−1 dσ(y),
où S(x,t) est la sphère de centre x et de rayon t et S la sphère unité dans Rn.
Lorsque n = 2, la transformée de Radon sphérique est couramment nom-
mée transformée de Radon circulaire et notée RC .
Cette transformée est dite restreinte puisque S ⊂ S. Connaître les obser-
vations po revient à connaître RSf , on s’intéresse donc aux propriétés de RS
et aux moyens de l’inverser, de sorte que le problème de la TTA (III.1.1) est
ramené à celui de l’inversion de RS . Ce point de vue est à l’origine de très
nombreux travaux en mathématiques de la TTA. Parmi beaucoup d’autres
textes déjà cités, la thèse récente de Xavier Bonnefond [41] en donne un bon
aperçu.
La continuité de RS , qui assure la continuité des données vis-à-vis de
l’objet et donc leur stabilité quant aux perturbations de celui-ci, est aisément
vérifiable. Nous avons ainsi :
Proposition III.3.2. La transformée de Radon sphérique restreinte est conti-
nue et sa norme d’opérateur vaut |S|1/2.
Le résultat suivant, extrait de [182], traite de la compacité de RS :
Proposition III.3.3. Supposons que S = S. L’opérateur RS est un opérateur
compact.
Aussi l’image deRS est-elle incluse dans un sous-espace de L2 composé de
fonctions plus régulières (un espace de Sobolev, par exemple) et le problème
inverse associé à RS est mal posé 26.
Plus précisément, on a la proposition suivante :
Proposition III.3.4. Si f ∈ HsK(B(0,1)), alors RSf ∈ H
s+n−1
2
K (R+ × S),
quel que soit s > 0.
26. Pour préciser cette idée, on peut remarquer que, dans le cas d’opérateurs injectifs
sur des Hilbert séparables, l’inverse d’un opérateur compact n’est pas continu : les valeurs
singulières de A forment une suite décroissante convergeant vers 0. Par ailleurs, plus
la précision de l’approximation de dimension finie augmente, plus le problème est mal
conditionné et instable.
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Il est possible d’être plus précis concernant la stabilité de la reconstruc-
tion vis-à-vis des données à l’aide des notions de stabilités lipschitzienne et
höldérienne (notion plus faible que la précédente) [118, 145] :
Définition III.3.5. Soient s1, s2 > 0. L’opération de reconstruction de f à
partir de po est dite Lipschitz-stable entre les espaces de Sobolev Hs2 et Hs1
lorsqu’il existe une constante C > 0 telle que, si f ∈ L2(B(0,1)) ∩ Hs1 ,
alors po ∈ Hs2((0,T )× S) et :
‖f ‖Hs1 ≤ C ‖po‖Hs2 .
La reconstruction est dite Hölder-stable s’il existe des constantes :
s1, s2, s3 > 0 et C, µ, δ > 0,
telles que :
‖f ‖Hs1 ≤ C ‖po‖µHs2 ,
pour tout ‖f ‖Hs3 ≤ δ.
Ces notions de stabilité sont étroitement liées à la décroissance des valeurs
singulières de l’opérateurW associant po à f dans L2 : comme dans le cas de
l’étude de la compacité de RS , plus grande est la décroissance de ces valeurs
singulières, plus la reconstruction est instable. En effet, l’inversion doit alors
reconstruire une fonction moins régulière que les données, et cette opération
est instable en conséquence de la compacité et de la continuité des injections
entre espaces de Sobolev. La preuve traitant de la stabilité höldérienne du
théorème 3.1 de [173] met bien en évidence cette propriété et ses liens avec
la décroissance des valeurs singulières des opérateurs considérés.
Proposition III.3.6. Dans le cas d’observations sphériques complètes (entou-
rant entièrement l’objet), la reconstruction n’est Lipschitz-stable que si le support
de f est inclus dans S ; et si f n’est pas nulle hors de la sphère d’observation,
alors la reconstruction n’est pas Hölder-stable 27.
27. Voir [182] ainsi que le résultat de [173] dans l’étude de la stabilité du problème à
vitesse variable.
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Enfin, en nous intéressant à l’image Im(RS) de RS , il est possible de dé-
terminer les données po qui sont bien (théoriquement) issues d’une source f
afin de projeter des données sur Im(RS), par exemple, et donc de corriger
des erreurs de mesure ou d’en extraire les bruits parasites, de compléter des
données incomplètes, ou encore d’évaluer l’atténuation qu’a subie l’onde de
pression au travers du corps (voir [4, 7, 11, 89, 174, 182] et les références
qu’ils contiennent). Le théorème suivant, issu de [4] et valable en toute di-
mension n ∈ N∗, décrit cette image :
Théorème III.3.7. Conditions de rang pour la transformée de
Radon sphérique. Supposons que S = S et T = 2, on considère une fonc-
tion po dans C∞K ([0,2]× S). Les assertions suivantes sont alors équivalentes :
(i) La fonction po s’écrit RSf pour f ∈ C∞K (B(0,1)).
(ii) Quelle que soit la valeur propre λ du Laplacien de Dirichlet sur B(0,1),
en notant ϕ une fonction propre associée, la condition d’orthogonalité
suivante est satisfaite :∫
[0,2]×S
po(t,x) ∂νϕ(x) Jn/2−1(λt) t
n−1 dxdt = 0,
où ∂ν est la dérivée normale extérieure de S et Jp est la p-ième fonction
de Bessel de première espèce normalisée (ou sphérique).
Les premiers résultats établis concernant la description du rang de RS
font apparaître une condition supplémentaire sur les moments de po dans (ii)
dans le cas des dimensions n paires. Celle-ci a depuis été contournée avec le
théorème précédent, mais est toujours nécessaire (à ce jour) à son extension
aux espaces de Sobolev (voir [7, 11]).
Unicité de la solution et surface d’observation
Le problème inverse qui nous intéresse étant linéaire, l’unicité de la solu-
tion vis-à-vis des observations est équivalente à l’injectivité de W (ou encore
à celle de RS dans le cas d’observations sphériques). Nous recherchons donc
cette injectivité afin de nous assurer que toute fonction d’observations po
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détermine un seul et unique objet à support compact f : les ensembles vali-
dant cette propriété sont appelés ensembles d’injectivité pour le problème de
la TTA (III.1.1), par opposition aux ensembles de non-injectivité.
On se ramène donc ici au cas où les observations sont nulles et l’on cherche
à caractériser les surfaces d’observation S telles que seule la solution identi-
quement nulle soit solution du problème inverse associé. Nous nous référerons
principalement à [8, 10, 144, 145] pour le cas des données incomplètes.
Une première caractérisation des ensembles de non-injectivité, très géné-
rale, est proposée dans [8], à savoir :
Théorème III.3.8. Si S n’est pas un ensemble d’injectivité, alors il existe un
polynôme harmonique non nul s’annulant sur S.
Si l’on réduit les surfaces intéressantes d’acquisition aux surfaces fermées
entourant l’objet (c’est-à-dire aux données complètes), le théorème précédent
implique directement le résultat suivant :
Corollaire III.3.9. Si Ω = Rn et S est la frontière d’un domaine borné,
alors S est un ensemble d’injectivité : toute donnée po détermine de manière
unique l’objet f ∈ L2K(Ω).
Remarque III.3.10. Il n’est pas nécessaire de supposer que la surface d’ob-
servation entoure les objets dans ce corollaire.
Les résultats ultérieurs présentés dans [5] montrent que l’utilisation de
développements en séries de Fourier généralisées (i.e. de la décomposition
spectrale du Laplacien de Dirichlet sur un ouvert borné régulier Ω) per-
met d’obtenir l’existence et l’unicité de la reconstruction à partir de don-
nées définies sur une classe très large de surfaces fermées S (voir la Sous-
section IV.3 page 85).
En outre, une description complète des généralisations possibles du co-
rollaire précédent aux espaces Lp (en cas de données complètes et par l’inter-
médiaire de la transformée de Radon sphérique) est offerte dans l’article [3],
d’où le théorème suivant est extrait :
Théorème III.3.11. Soit 1 ≤ p ≤ ∞. Supposons que Ω = Rn et que S est
la frontière d’un domaine borné. Si f ∈ Lp(Rn) est telle que RS = 0, alors :
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– ou bien p ≤ 2n/(n− 1) et f = 0 ; S est donc un ensemble d’injectivité.
– ou bien p > 2n/(n− 1) et on ne peut pas conclure.
Pour ce qui est de la description de l’intégralité des ensembles d’injecti-
vité 28, seul le cas bidimensionnel (n = 2) avec objet continu est entièrement
traité.
Sous ces hypothèses, le théorème III.3.13 issu de [8] décrit tous les en-
sembles d’injectivité en ramenant le Problème (III.1.1) à celui de l’étude de
la transformée de Radon circulaire RC (équivalent bidimensionnel de RS) et
en restreignant celle-ci à l’ensemble des fonctions continues à support dans
la boule unité CK(B(0,1)).
Les principaux ensembles posant problème du point de vue de l’injectivité
de RS sont les croix de Coxeter ainsi définies :
Définition III.3.12. Une croix de Coxeter est un ensemble de R2 noté ΣN ,
pour N ∈ N, et défini par la réunion de droites concourantes suivante :
ΣN =
⋃
1≤k≤N
{
te
ikπ
N , t ∈ R
}
,
à transformation euclidienne du plan près.
En effet, il est possible de construire des fonctions non nulles, supportées
dans B(0,1) et impaires en restriction à toutes les droites {te ikπN , t ∈ R},
pour 1 ≤ k ≤ N : leur image par la transformée de Radon circulaire est
nulle, et par conséquent les observations po le sont aussi.
On a alors :
Théorème III.3.13. Lorsque n = 2, la surface d’observation S est un en-
semble d’injectivité si et seulement si elle n’est pas contenue dans la réunion
d’un ensemble fini F et d’une croix de Coxeter ΣN .
En dimension quelconque, la généralisation de ce résultat a fait l’objet
d’une conjecture (voir [8, paragraphe 9]) qui n’a toujours pas été démontrée.
28. Cette description comprend donc les situations où les données sont incomplètes,
ce qui nous intéresse particulièrement puisque d’une part nos données sont discrètes et
d’autre part parce que la surface d’acquisition ne pourra pas toujours entourer entièrement
l’objet (en particulier dans le cas de l’observation d’un sein ou d’un crâne).
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Le théorème III.3.13 page ci-contre laisse entendre que les problèmes liés
à l’unicité de la reconstruction dépendent d’un lien entre les fréquences d’os-
cillation de l’objet et l’angle maximal séparant deux capteurs adjacents :
plus cet angle est grand, moins les irrégularités de l’objet seront perçues ;
aussi l’objet sera reconstruit à perturbation près par une fonction peu régu-
lière (une fonction oscillante impaire le long des droites décrites ci-dessus,
notamment).
Terminons cette partie dédiée aux surfaces d’injectivité avec un résul-
tat ayant pour cas limite, dans le cas d’observations sphériques, la surface
d’acquisition particulièrement intéressante pour nos applications qu’est la
demi-sphère unité 29. Soit δ > 0 et :
Sδ = S ∩ {(xi)1≤i≤n ∈ Rn; x1 ≥ −δ} .
Dans l’article [182], la Proposition 9.1 assure en particulier que, quel que
soit δ > 0, Sδ est une surface d’injectivité pour les objets appartenant
à HαK(R
n) où K = B(0,1) ∩ {x1 ≥ 0} et α > 1/2. La reconstruction est
en outre Hölder stable :
Proposition III.3.14. Pour tout f ∈ HαK(Rn), on a :
RSf ∈ Hα+
n−1
2 (R+ × Sδ).
De plus, il existe cα, Cα > 0 tels que :
cα ‖RSf ‖
Hα+
n−1
2 (R+×Sδ)
≤ ‖f ‖Hα
K
≤ Cα ‖RSf ‖
Hα+
n−1
2 (R+×Sδ)
.
Stabilité et observations
Pour expliquer rigoureusement les causes des instabilités liées à la géomé-
trie de la surface d’observation, il faut en revenir aux propriétés des solutions
des équations d’onde. D’après le comportement des solutions décrit ci-dessus,
une singularité (x0,ξ0) ne sera « vue » d’un point x ∈ S de la surface d’ob-
29. Les paragraphes suivants expliquent en quoi cette situation est un cas limite. Une
surface d’observation hémisphérique nous intéresse particulièrement parce qu’elle entre
dans le cadre de la mammographie.
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servation que si x0 et x sont reliés par une géodésique de la métrique c−1
sur Ω 30.
La figure III.3.2 illustre ce phénomène en cas de vitesse c constante. Les
singularités se propagent alors selon des droites. Cette figure présente le cas
d’un demi-cercle d’observation S qui entoure la moitié supérieure de l’objet,
d’où l’apparition d’instabilités lors de la reconstruction, visibles sur les bords
du carré lorsque certaines droites qui lui sont perpendiculaires n’intersectent
pas S.
Cette figure illustre un cas de données incomplètes, c’est-à-dire d’une
surface d’observation non fermée n’entourant pas entièrement l’objet. Ce
cas nous intéressera lors de l’étude des conditions d’observation de l’objet
et de la stabilité de la reconstruction associée, ainsi que lors de nos tests
numériques 31.
Figure III.3.2 – Singularités observées de carrés : cas d’un demi-cercle d’ob-
servation à vitesse constante. Image originelle à gauche, reconstruction par
BFN (voir la Section IV page 131 du Chapitre B) à droite. Le demi-cercle
entoure la moitié supérieure de l’objet.
30. D’un point de vue théorique, il faut aussi que la géodésique atteigne la surface
d’observation de manière transversale, car elle est alors réfléchie tandis qu’une partie de
l’énergie est transmise, ce qui permet de détecter la singularité. À ce sujet, l’article [219]
détaille l’étude de la propagation de rayons dans un crâne et de la possibilité de leur
observation.
31. Précisons qu’ici la méthode de reconstruction importe peu dès lors qu’en cas de
données complètes, on obtient une reconstruction avec une erreur inférieure à 1% en une
centaine d’itérations.
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III.3.2 Propriétés du problème inverse en milieu hétérogène.
Ici, la vitesse c(x) n’est plus supposée constante, nous n’avons donc plus
à notre disposition de solutions intégrales, il faut soit étudier directement
l’équation et ses propriétés intrinsèques (telles des estimations d’énergie,
dont ses propriétés de décroissance locale), soit définir de nouveaux types
de solutions (notamment au moyen de développements en séries de Fou-
rier généralisées). La seconde option sera présentée ultérieurement, en Sec-
tion IV.3 page 85.
Tout au long de cette sous-section, on supposera que c est une fonction
régulière, bornée et strictement positive et que x 7→ c(x) − 1 est à support
compact inclus dans B(0,1).
Données complètes : vitesse non-trapping et observation des
singularités
En plus des instabilités liées aux phénomènes de régularisation en temps
direct et à l’incomplétude des données, on observera des instabilités liées à
l’(in-)observabilité des singularités propre à la vitesse c.
Pour clarifier les idées, supposons que les observations sont complètes.
Selon les propriétés de la vitesse c définies ci-dessous, les rayons peuvent être
« piégés » (trapped en anglais), c’est-à-dire qu’ils peuvent décrire une courbe
bornée dans Rn, auquel cas le rayon peut ne pas atteindre le domaine d’ob-
servation en temps fini (voir la Sous-section V.2.3 page 193 du Chapitre B
et les articles [173, 198, 218]).
Définition III.3.15. La vitesse c est dite non-trapping lorsque tous les
rayons qui lui sont associés tendent vers l’infini quand t → ∞, et trapping
sinon.
Nous supposerons en général que la vitesse est non-trapping, excepté dans
nos applications numériques au cours desquelles des vitesses trapping feront
l’objet de tests. En particulier, nous constatons le fait que lorsque la vitesse
est trapping, la reconstruction est instable (voir l’article [42] en appendice,
dont est issue la figure III.3.3 page suivante, ainsi que [116]).
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La figure III.3.3 illustre un cas de reconstruction du même objet que
précédemment (figure III.3.2 page 56), mais dans le cas de données complètes
et en présence d’une vitesse trapping (représentée sur ladite figure). Sur ces
trajectoires, les singularités ne peuvent être reconstruites puisqu’elles ne sont
pas perçues par le dispositif d’enregistrement.
Figure III.3.3 – Singularités observées de carrés : cas d’observations com-
plètes à vitesse trapping. Vitesse (définie en sous-partie II.2.1 page 225, Cha-
pitre C) à gauche, reconstruction par BFN à droite. Les trajectoires des
rayons piégés s’observent sur la reconstruction.
Les idées que nous avons évoquées au sujet de la propagation des singu-
larités dans les équations d’onde trouveront des interprétations énergétiques
dans la Section V.2 page 183 du Chapitre B. Notons pour le moment que
l’hypothèse de la vitesse non-trapping est l’hypothèse standard qui permet
d’obtenir des estimations de décroissance locale d’énergie utiles, et donc de
savoir si les ondes « traversent » suffisamment le domaine d’observation. Dans
le cas de données complètes, on a en effet les estimations suivantes (trans-
crites de [240] – voir aussi les textes classiques en la matière [79, 154, 241]) :
Théorème III.3.16. Supposons que Ω = B(0,1) et que c est une vitesse
non-trapping 32.
Pour tout compact K ⊂ B(0,1), tout multi-indice α = (α0,α1, . . . ,αn) ∈ Nn+1
32. Des estimations de décroissance locale d’énergie existent aussi en cas de vitesse
trapping, mais la décroissance est alors bien moindre.
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et tout objet f ∈ H |α|(B(0,1)), on a :∥∥∥∥∥ ∂|α|p(t,·)∂α0t ∂α1x1 . . . ∂αnxn
∥∥∥∥∥
L2(K)
≤ Ce(t) ‖f ‖L2(B(0,1)) ,
où C est une constante et :
– e(t) = e−µt pour un certain µ > 0 si n est impair.
– e(t) = t−n−|α|+1 en dimension n paire.
Ces estimations sont fondamentales en ce qu’elles permettent d’évaluer
la quantité d’énergie qui traverse la surface d’observation, et donc de savoir
si l’information est transmise au dispositif d’observation.
Un résultat très général d’unicité, le théorème III.3.17, est obtenu à l’aide
de ces estimations dans [5] ; y sont mises en évidence les deux propriétés
essentielles à l’unicité de la reconstruction lorsque les observations sont com-
plètes, à savoir : la décroissance rapide de f , sans laquelle l’unicité ne peut
être obtenue [8, 3, 145] 33, et le caractère non-trapping de la vitesse. De
nombreux résultats concernant l’unicité de la reconstruction reposent sur
l’hypothèse supplémentaire, à savoir que le support de l’objet est contenu
dans le domaine d’intérêt : Supp(f) ⊂ B(0,1). Aussi le théorème III.3.17 est
remarquable en ce qu’il s’affranchit de cette hypothèse et pour sa validité
indépendante de la géométrie du dispositif d’observation tant que celui-ci
fournit des données complètes. En voici l’énoncé :
Théorème III.3.17. Soit s > 1/2. Sous hypothèse de vitesse non-trapping,
toute fonction f à support compact dans HsK(R
n) est déterminée de manière
unique par la donnée d’observations g ∈ L2K((0,T )× S).
Horizon de temps et observabilité
Dans la situation présente d’une vitesse variable, nous avons vu que l’in-
jectivité de W est étroitement liée aux estimations de décroissance énergé-
tique offertes par l’analyse micro-locale. Son étude repose sur l’idée suivante :
33. Cette hypothèse sera souvent simplifiée en supposant que f est à support compact,
en concordance avec les applications qui nous intéressent.
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pour que l’information puisse être observée, il faut que suffisamment d’éner-
gie traverse la surface S.
Ensuite, si l’on a supposé que l’on peut observer les singularités de l’objet
en temps fini, il faut encore laisser le temps aux rayons de parcourir la
distance qui sépare leur origine de la surface d’observation.
Aussi, permettant des formulations plus générales que l’hypothèse de
vitesse non-trapping, certaines notions concernent la possibilité d’obtenir une
reconstruction unique et stable au problème de la TTA. Celles-ci ne portent
pas seulement sur les propriétés intrinsèques de la vitesse c, mais traduisent
un lien entre la vitesse, l’horizon de temps T et la surface d’observation S
– surtout en cas d’observations incomplètes. Ces notions sont les suivantes
(pour cette définition et les résultats suivants, voir [145, 198, 217, 218, 220,
221]) :
Définition III.3.18. Soit dc la distance associée à la métrique c−1. On
note :
Tc = diamc(Ω)
le supremum des longueurs des géodésiques associées à c−1 dans Ω. Nous
appellerons temps d’observabilité le temps T o = max{dc(x,∂Ω), x ∈ Ω}
et T os = Tc/2 le temps d’observabilité stable.
Bien qu’elles répondent à l’intuition, ces définitions seront ultérieurement
motivées par les théorèmes III.3.20 page suivante et III.3.21 page ci-contre.
Remarque III.3.19. D’une part, on a T o ≤ T os (voir les définitions de ces
temps par [218]) et, d’autre part, il se peut que T os = ∞ (en cas de vitesse
trapping, par exemple).
Nous verrons que la notion d’observabilité trouve de nombreuses for-
mulations et utilisations. Par exemple, dans la Sous-section IV.3 page 85,
nous verrons comment obtenir l’unicité de la reconstruction à l’aide de solu-
tions bien définies, sous l’hypothèse que c est non-trapping et en horizon de
temps T infini. De même, nous verrons dans la Sous-section V.2.3 page 193
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du Chapitre B que l’observabilité offre l’injectivité deW en corollaire, et que
diverses hypothèses permettent de vérifier sa validité 34.
En ce qui concerne l’unicité de la reconstruction, le théorème suivant
décrit précisément la situation qui nous intéresse :
Théorème III.3.20. Supposons que l’objet f est contenu dans un ouvert borné
régulier Ω ⊂ Rn, que S = ∂Ω et que les données po sont définies sur (O,T )×S.
Si po = 0, alors f(x) = 0 pour tout x tel que dc(x,S) ≤ T . Par ailleurs, si :
ω = {x ∈ Ω; dc(x,S) > T} 6= ∅,
alors f peut être arbitrairement définie sur ω.
Ce résultat montre bien l’intérêt de définir un temps d’observabilité T o,
« à partir duquel » l’unicité est assurée.
Pour finir, précisons un résultat traitant de la stabilité de la reconstruc-
tion dans le cas de données incomplètes :
Théorème III.3.21. On suppose que S est un ouvert relatif 35 de S et que le
support de f est inclus dans B(0,1). La condition T ≥ T os est alors équivalente
à la stabilité lipschitzienne de la reconstruction. Plus précisément, si T ≥ T os ,
alors il existe C > 0 tel que pour tout objet f ∈ H10 (B(0,1)), on a :
‖f ‖H10 ≤ C ‖Wf ‖H1 ,
et si T < T os , alors, pour tout C, s1, s2 > 0, il existe f ∈ C∞(B(0,1)) tel que :
‖f ‖Hs1 ≥ C ‖Wf ‖Hs2 .
Après avoir ainsi présenté les propriétés majeures du problème de la
TTA (unicité et stabilité de la reconstruction et conditions de rang), nous
pouvons nous intéresser aux formules et algorithmes d’inversion, auxquels
est consacrée la section suivante.
34. Typiquement, le théorème 6.4 de [56] propose une hypothèse similaire à celle de
vitesse non-trapping, mais plus précise, qui exprime l’idée que toute géodésique de la
métrique c−1 sur Ω doit atteindre le domaine observé pour permettre l’observabilité.
35. C’est-à-dire qu’il existe un ouvert O de Rn tel que S = O ∩ S.
62 CHAPITRE A. TOMOGRAPHIE THERMOACOUSTIQUE
IV Méthodes usuelles en TTA
Nous nous attardons dans cette section sur la description des méthodes
d’inversion de notre problème, c’est-à-dire sur des formules et algorithmes
permettant la reconstruction de l’objet f à partir des données po.
Rappel
On souhaite résoudre le Problème (III.1.1), que l’on reformule ici.
Sachant que l’onde de pression p émise par le corps vérifie :∣∣∣∣∣∣∣∣∣∣
ptt − c(x)∆p = 0 sur (0,T )× Ω,
p(0,·) = f,
pt(0,·) = 0,
po = p|(0,T )×S =Wf,
(IV.0.1)
et que l’on connaît c et po, déterminer l’objet f .
La solution p était notée pexacte précédemment. Nous nous passons de l’indice
qui n’est pas utile ici.
Parmi les nombreux articles survolant le sujet, nous conseillons particu-
lièrement [6, 145, 258]. Le volume 23 de la revue Inverse Problems, qui est
consacré à la TTA [2], peut aussi fournir un bon aperçu de l’état de l’art
en 2007. Parue plus récemment, la thèse de Xavier Bonnefond [41] est aussi
une excellente source.
Après avoir évoqué les premières méthodes de résolution ayant été dé-
veloppées ainsi que leur récentes améliorations (des méthodes dites de ré-
solution en domaine temporel ou fréquentiel ), en Sous-section IV.1 page 64,
nous consacrerons la section suivante (Sous-section IV.2 page 71) à la trans-
formée de Radon sphérique, celle-ci ayant été à l’origine de très nombreux
résultats en TTA (comme nous l’avons déjà vu en Section III.3.1 page 49)
et pour laquelle ont été obtenues des formules d’inversion exacte. Les hy-
pothèses nécessaires à la validité de ces résultats étant trop lourdes pour
convenir à de nombreuses situations pratiques, il est intéressant de se tour-
ner vers d’autres techniques pour obtenir des méthodes de reconstruction.
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Nous présenterons donc ensuite les deux principales méthodes permettant ce
dépassement : le développement des solutions en séries de Fourier générali-
sées – Sous-section IV.3 page 85 – et la méthode de renversement temporel,
pour lesquels on peut considérer des vitesses variables et des surfaces d’ob-
servation closes régulières quelconques – Sous-section IV.4 page 87.
D’autres méthodes ont été développées sur lesquelles nous ne nous attar-
derons pas, telle l’application de la méthode de quasi-réversibilité à la TTA
présentée dans [62].
Jusqu’à nouvel ordre, nous nous intéressons au cas d’un espace tridimen-
sionnel (n = 3) et aux observations complètes entourant la source, la vitesse
étant supposée constante et normalisée : c ≡ 1.
Remarque IV.0.22. D’autres catégories de méthodes sont largement sous-
représentées en TTA, telles les méthodes de reconstruction itératives. Nous
en définirons un certain nombre au cours du Chapitre B. Si ces méthodes
se montreront parfois coûteuses, tant en volume de mémoire occupé qu’en
nombre de calculs nécessaires, elles font cependant preuve d’une robustesse
remarquable (tant vis-à-vis du bruit que de l’incomplétude des données) et
peuvent fournir des reconstructions de très bonne qualité. Nous mettrons ces
propriétés en évidence, que d’autres auteurs ont aussi constaté [15, 18, 17,
42, 164, 189].
Par opposition aux méthodes itératives, nous nommerons exactes les mé-
thodes usuelles présentées dans cette section.
Remarque IV.0.23. Afin de permettre au lecteur d’apprécier le coût numé-
rique des méthodes présentées ci-dessous, précisons quelques points au sujet
de la complexité des méthodes de la TTA. Étant donnés un domaine ob-
servé (hyper-)cubique et une résolution δx, on note Nx le nombre de pixels
selon une direction donnée. Il y a donc Nnx inconnues à déterminer, où n
est la dimension d’espace. On cherche donc, idéalement, à définir des mé-
thodes fonctionnant en O(Nnx ) opérations. Nous verrons que jusqu’alors, les
méthodes rapides en TTA sont d’une complexité de l’ordre de O(Nn+1x ),
voire O(Nnx log
αNx), α > 0, pour les plus performantes.
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IV.1 Premières méthodes de résolution pour capteurs ponc-
tuels et récentes améliorations
Premières méthodes
Depuis 1980 et jusqu’au milieu des années 2000, seuls des développements
en séries de solutions ont été disponibles (par décomposition harmonique
de l’objet et des données). Ceux-ci permettaient l’obtention de reconstruc-
tions, mais les algorithmes qui en résultaient étaient plutôt coûteux et très
instables. Nous nous référons ici aux travaux fondateurs de Norton : en par-
ticulier l’article [178] pour le cas bidimensionnel, offrant un algorithme d’une
complexité évaluée enO(N3x), et celui portant sur le cas tridimensionnel [179],
comprenant les géométries planaires, cylindriques et sphériques, en O(N6x).
Ces méthodes reposent sur la définition de solutions à l’aide des fonctions
de Green ainsi que sur la décomposition harmonique de l’objet f et des
données po, et elles fournissent des rétroprojections exactes et filtrées. Ces
dernières ont l’intérêt de procurer une meilleure stabilité à la reconstruction
en cas de données bruitées. On parle de rétroprojection car ces formules
fournissent l’objet à partir des données lorsque celles-ci consistent en des
« projections » de l’objet sur des sphères.
Les travaux de Norton ont été repris et améliorés au début des années
2000 avec les formules de [256] en géométrie cylindrique, de [142, 259] en
planaire et de [262] en cylindrique, lesquelles sont appliquées avec succès à
des données réelles. Plus tard, ces formules trouveront une expression et une
preuve inédites et communes dans [16].
Remarque IV.1.1. Les méthodes de reconstruction en domaine fréquentiel
proposées dans [259, 262] répondent à un problème plus général que le nôtre :
en effet, il n’est pas nécessaire de supposer que l’impulsion est un Dirac pour
rester dans le domaine de validité de la formule de reconstruction propo-
sée. Aussi elle permet de reconstruire la source du phénomène – le second
membre F de l’équation (II.2.8) – plutôt qu’une condition initiale.
Indépendamment des résultats précédents, Popov et Sushko [196, 197] ont
proposé un procédé ramenant le problème de l’inversion de la transformée de
Radon sphérique à un problème approché utilisant les formules d’inversion
IV. MÉTHODES USUELLES EN TTA 65
de la transformée de Radon classique. De nombreux types d’observations
sont alors pris en compte (dont des observations incomplètes, sous hypothèse
d’observabilité) et une estimation de la qualité de l’approximation est fournie.
Améliorations récentes
C’est inspiré de ces premières méthodes que Kunyansky a récemment
proposé une technique de reconstruction rapide [147]. Elle repose sur la dé-
finition d’une fonction explicite à l’aide des fonctions de Green et de la dé-
composition des fonctions en séries à l’aide d’une décomposition en fonctions
propres du Laplacien de Dirichlet pour des observations ponctuelles sur un
cercle (ou une sphère).
Ainsi, sans perdre en qualité, la reconstruction bidimensionnelle est ob-
tenue en O(N2x logNx) opérations, et la tridimensionnelle en O(N
4
x), dont
une version optimisée peut fournir une complexité de O(N3x log
2Nx) en
grandes dimensions. En Sous-section IV.2.2 page 73, nous verrons comment
définir une méthode tridimensionnelle plus rapide que cette dernière à par-
tir de la présente méthode bidimensionnelle, que nous détaillons ci-dessous,
d’après [147].
On suppose que n = 2, T = ∞, Ω = R2 et que les données sont ponc-
tuelles, complètes et que S = S est le cercle unité C(0,1) (quitte à normaliser
le problème). On note B = B(0,1) le disque unité fermé euclidien de R2.
Commençons par énoncer un résultat issu de [11], très similaire à celui
proposé dans [178], qui nous sera utile par la suite :
Proposition IV.1.2. Formules d’inversion de Norton modifiées.
On note respectivement Jk et Hk les fonctions de Bessel et de Hankel d’ordre k
de première espèce 36. On considère un objet f dans C∞K (B) 37, les données
correspondantes po (voir le Problème (IV.0.1)) et la transformée de Fourier
inverse en variable temporelle pˇo de cette dernière. Les coefficients de Fourier fk
36. Nous renvoyons le lecteur à la lecture de [63] pour les résultats engageant les fonc-
tions de Bessel ou de Hankel. Les définitions des transformées de Fourier directe et inverse,
ainsi que des coefficients de Fourier d’une fonction, sont rappelées dans la preuve qui suc-
cède au présent énoncé.
37. Étant donné deux ensembles E ⊂ F , nous n’expliciterons pas la distinction entre
une fonction f définie sur E et son extension à F par 0
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et pˇok, k ∈ Z, de f et pˇo (respectivement) vérifient alors :
fk(r) =
2
π
∫
R+
pˇok(τ)
H|k|(τ)
J|k|(τr) dτ. (IV.1.2)
Contrairement aux formules d’inversion de Norton [178], celles de la Pro-
position IV.1.2 page précédente n’impliquent que des fonctions de Hankel
aux dénominateurs. Ainsi, là où les premières généraient des instabilités dues
aux zéros (réels) des fonctions de Bessel 38, les secondes évitent cet écueil,
puisque les fonctions H|k| ne s’annulent pas sur R+. Notons qu’une technique
proposée dans [102] – y consulter le théorème 3.1 – permet aussi de pallier
les instabilités dues à la division par zéro dans les formules de Norton.
Preuve. Exposons les grandes lignes de la démonstration originelle
proposée dans [147] (quelque peu modifiée ici) en trois étapes :
1. On note G la fonction de Green de l’équation des ondes sur R2 :
G(t,x) =

1
2π
√
t2 − x2 , si t ≥ |x|,
0 sinon,
où | · | est la norme euclidienne sur R2. On peut ainsi définir la solution
explicite de l’équation (IV.0.1) comme suit :
p(t,y) =
∫
B
f(x)
∂
∂t
G(t,y − x) dx, (t,y) ∈ (0,∞)×R2,
et, de même, les données de notre problème vérifient :
po(t,y) =
∫
B
f(x)
∂
∂t
G(t,y − x) dx, pour (t,y) ∈ (0,∞)× S.
38. Les instabilités sont causées par les approximations numériques et par la présence
de bruit dans les données ; aussi la validité des formules d’inversion de Norton fournit
un critère pour que les données appartiennent à l’image de la transformée de Radon
circulaire RC , voir [7].
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2. Notons pˇo et G les transformées de Fourier inverses en variable tem-
porelle respectives de po et G, définies par :
pˇo(τ,y) =
∫
R+
po(t,y)eitτ dt et G(τ,y) =
∫
R+
G(t,y)eitτ dt.
La fonction G vérifie alors :
G(τ,x) =
i
4
H0(τ |x|),
où la fonction de Hankel H0 connaît le développement suivant, d’après
le théorème d’addition des fonctions de Hankel :
H0(τ |y − x|) =
∑
k∈Z
H|k|(τ)J|k|(τr)e
ik(ϕ−θ),
en notant x = (r cos θ,r sin θ) ∈ B et y = (cosϕ, sinϕ) ∈ S.
Par ailleurs, en revenant à pˇo, il vient directement :
pˇo(τ,y) = −iτ
∫
B
f(x)G(τ,y − x) dx = τ
4
∫
B
f(x)H0(τ |y − x|) dx.
3. Puisque f et pˇo sont respectivement définies sur B et S, considérons-les
telles des fonctions de (r,θ) et de ϕ respectivement et développons-les
en série de Fourier par rapport à leur variable angulaire :
f(r,θ) =
∑
k∈Z
fk(r)e
ikθ, avec fk(r) =
1
2π
∫ 2π
0
f(r,θ)e−ikθ dθ,
et :
pˇo(τ,ϕ) =
∑
k∈Z
pˇok(τ)e
ikϕ, avec pˇok(τ) =
1
2π
∫ 2π
0
pˇo(τ,ϕ)e−ikϕ dϕ,
et appliquons cette transformation à la formule précédente, pour en
déduire l’expression des coefficients de Fourier de pˇo en fonction de
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ceux de f :
pˇok(τ) =
2π∫
0
 2π∫
0
∫
R+
τrf(r,θ)
8π
∑
l∈Z
H|l|(τ)J|l|(τr)e
il(ϕ−θ) drdθ
 e−ikϕ dϕ.
Après inversions successives des signes somme pour intégrer par rap-
port à ϕ, puis par rapport à θ, il vient :
pˇok(τ) =
π
2
τH|k|(τ)
∫
R+
fk(r)J|k|(τr) rdr,
où l’on reconnaît la transformée de Hankel Hk définie, pour une fonc-
tion f et k ∈ Z, par :
Hk [f ] : τ 7→
∫
R+
f(r)Jk(τr) rdr,
laquelle est sa propre inverse, d’où le résultat annoncé. ✷
Les formules établies dans la Proposition IV.1.2 page 65 promettent donc
une reconstruction de l’objet à partir de ses coefficients de Fourier, reste à dé-
finir une méthode de calcul rapide de ceux-ci. La contribution de Kunyansky
consiste en l’élaboration d’une méthode alternative exposée dans les lignes
suivantes et extraite de [147].
On commence par utilisr un développement de Jacobi-Anger afin de re-
formuler les fonctions de Bessel (voir [63]). Soit l’onde plane W définie par :
W (r,θ,τ,ϕ) = eirτ cos(θ−ϕ),
alors :
W (r,θ,τ,ϕ) =
∑
k∈Z
i|k|J|k|(τr)e
ik(θ−ϕ).
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On en déduit :
J|k|(τr)e
ikθ =
(−i)|k|
2π
∫ 2π
0
W (r,θ,τ,ϕ)eikϕ dϕ.
Or les formules d’inversion (IV.1.2) induisent la réécriture suivante de f :
f(r,θ) =
2
π
∑
k∈Z
∫ ∞
0
pok(τ)
H|k|
J|k|(τr)e
ikθ dτ,
d’où :
f(r,θ) =
1
2π
∫ ∞
0
∫ 2π
0
[
2
π
∑
k∈Z
(−i)|k|pok(τ)
τH|k|(τ)
eokϕ
]
W (r,θ,τ,ϕ) τdτdϕ,
ce qui s’écrit encore :
f(x) =
1
2π
∫
R2
fˆ(xˆ)eix·xˆ dxˆ,
grâce au changement de variable xˆ(τ,ϕ) = (τ cosϕ,τ sinϕ), avec :
W (x(r,θ),xˆ(τ,ϕ) = eix·xˆ,
et :
fˆ(xˆ) =
2
π
∑
k∈Z
(−i)|k|pok(τ)
τH|k|(τ)
eikϕ.
Nous avons donc écrit f comme l’inverse de sa transformée de Fourier
2D, dont la formule précédente permet le calcul, sauf pour τ = 0. Dans ce
cas, le calcul suivant est proposé :
fˆ(0) =
1
2π
∫
R2
f(x) dx =
∫ 1
0
rf0(r) dr =
∫ 1
0
r
∫ ∞
0
2po0(τ)
πH0(τ)
J0(τr) dτdr
=
∫ ∞
0
2po0(τ)
πH0(τ)
[∫ 1
0
rJ0(τr dr)
]
dτ =
∫ ∞
0
2po0(τ)
πτH0(τ)
J1(τ) dτ.
Les étapes décrites ci-dessus composent l’algorithme de reconstruction
rapide 2D de Kunyansky, que l’on peut résumer ainsi :
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Algorithme IV.1.3. Résolution rapide de (IV.0.1) 2D :
1. Calcul de la transformée de Fourier inverse en temps pˇo(τ,y) de po(t,y)
par FFT 1D.
2. Calcul des coefficients de Fourier en espace pˇok(τ), pour tout k ∈ Z,
de pˇo(τ,y) = pˇo(τ,ϕ) par FFT 1D.
3. Calcul des coefficients αk(τ) =
(−i)|k|pok(τ)
τH|k|(τ)
, pour k ∈ Z.
4. Calcul de la transformée de Fourier inverse fˆ(τ,ϕ) =
∑
k∈Z
αk(τ)e
ikφ,
pour τ 6= 0, par FFT 1D.
5. Calcul de fˆ(0) =
∫ ∞
0
2po0(τ)
πτH0(τ)
J1(τ) dτ .
6. Interpolation de fˆ(xˆ(τ,ϕ)) de la grille polaire vers une grille carté-
sienne.
7. Reconstruction de la transformée inverse f de fˆ par FFT 2D.
Complexité de l’algorithme : supposons que la grille spatiale est Nx×Nx
et que le nombre de capteurs et les grilles discrétisant τ et ϕ sont en O(Nx)
alors :
• par une méthode des trapèzes, l’étape 5 coûte O(Nx) opérations ;
• le calcul des coefficients αk nécessite O(N2x) opérations ;
• les FFT, qui s’évaluent en O(N2x logNx), induisent les étapes les plus
coûteuses ;
• enfin, reste l’interpolation, pour laquelle une méthode linéaire pour ϕ
et une cubique pour τ est proposée, pour un coût de O(N2x), tout en
ajoutant qu’une précision plus importante peut être obtenue en usant
la NUFFT (pour Nonuniform FFT ), pour un coût de O(N2x logNx),
ce qui ne modifie pas l’ordre du coût global de l’algorithme.
Finalement, le coût asymptotique de l’algorithme s’évalue en O(N2x logNx).
Comme nous l’avons annoncé, il est aisé de généraliser cette méthode à
la dimension 3, mais nous préférerons présenter d’autres méthodes afin de
continuer à introduire les divers outils dont il est couramment fait usage en
TTA.
IV. MÉTHODES USUELLES EN TTA 71
Observations planaires
Avec ces premières méthodes, on constate aussi que c’est dans le cas
d’une surface d’observation planaire infinie et composée de capteurs ponc-
tuels que le problème inverse de la TTA est le plus simple et bien étudié. Des
solutions peuvent alors être définies avec la transformée de Fourier et des re-
constructions très performantes et stables peuvent être menées [19, 85, 171].
Dans une réalisation plus récente, l’article [104] propose une méthode dont
la complexité atteint remarquablement O(N3x logNx) en dimension 3.
Ce cadre pose cependant problème en regard des conditions pratiques
d’observation, où un plan infini ne peut qu’être approché ou simulé. Rap-
pelons que ce problème est expérimentalement résolu dans [67] : les auteurs
proposent un dispositif d’observation réfléchissant les ondes sur des parois
perpendiculaires au plan d’observation, de sorte que l’objet est virtuellement
symétrisé puis périodiquement reproduit à l’infini, ce qui permet de simuler
un plan d’observation infini.
IV.2 Transformées de Radon et rétroprojections
Au cours des années 2000, l’usage de la transformée de Radon inspire la
majeure partie des travaux et des méthodes de reconstruction inventées en
TTA.
En effet, une variante dite « sphérique » de la transformée de Radon, no-
tée RS , est définie et le problème inverse est ramené à l’inversion de RS ,
puisque W = RS . Cet opérateur est proche d’un opérateur d’intégration en
moyennes sphériques (en un sens précisé ci-après). Le principe de la méthode
afférente est alors de reconstruire un objet (bidimensionnel ou tridimension-
nel) à partir de projections de dimension inférieure des ondes qu’il a émises.
Les résultats de la prochaine sous-partie, qui concernent la transformée de
Radon « classique », sont ceux qui demandaient à être adaptés au problème
de la TTA et qui justifient a priori l’attention portée à la transformée de
Radon sphérique.
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IV.2.1 Transformée de Radon
La transformée de Radon (classique) est un outil très répandu en tomo-
graphie assistée par ordinateur, ce qui est justifié par deux résultats princi-
paux bien connus et présentés ci-dessous : l’un concernant sa relation avec
la transformée de Fourier et l’autre portant sur son inversion. Le lecteur
intéressé pourra se référer à [117, 170] pour plus de détails.
Définition IV.2.1. La transformée de Radon est l’opérateur, couramment
noté R, défini sur L1(Rn) à valeurs dans L1(S×R) par :
Rf(θ,r) =
∫
〈θ,x〉=r
f(x) dσ,
pour tout (θ,r) ∈ S×R.
À une fonction f , cet opérateur associe donc son intégrale sur les hyper-
plans de Rn.
Un résultat fondamental sur cette transformée concerne sa relation avec
la transformée de Fourier exprimée dans le théorème suivant :
Théorème IV.2.2. Fourier Slice Theorem [109, 170]. Si l’on note Fr
la transformée de Fourier relativement à la variable radiale r définie par :
FrRf(θ,r) =
∫
R
e−2iπrρRf(θ,ρ) dρ, pour tout f ∈ L1(Rn),
alors :
FrRf(θ,r) = Ff(rθ), pour tout (θ,r) ∈ S×R.
Enfin, puisque la formule énoncée permet de reconstruire l’objet f à partir
de la donnée des projections Rf , la formule d’inversion ci-dessous montre
bien l’utilité de la transformée de Radon pour la résolution de problèmes
inverses en imagerie :
Théorème IV.2.3. Formule d’inversion par rétroprojection [109,
170]. Pour tout f ∈ L1(Rn) :
f(x) =
(−∆)(n−1)/2
cn
R⋆Rf(x), pour tout x ∈ Rn,
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où R⋆ est l’adjoint de R dans L2(Rn) et cn = (4π)(n−1)/2
Γ(n2 )
Γ(12)
.
Le principal défaut de l’inversion de la transformée de Radon est sa sen-
sibilité à la présence de bruit dans les données. Aussi des techniques appro-
chées, discrétisées et stabilisées, ont été développées : les algorithmes des
rétroprojections filtrées (RPF) [80, 170, 171], très utilisés en imagerie (en
TDM, TEMP ou TEP, notamment).
Plus récemment, des versions en ont été adaptées à la transformée de
Radon sphérique et des problèmes similaires ont dû être résolus, ce dont
nous traitons dans les prochaines sous-sections.
IV.2.2 Observations linéaires intégrales, lien avec les transfor-
mées de Radon
Présentation
Le type de données dit « linéaire en moyenne » ou celui, similaire, appelé
« intégral » doivent être appréhendés différemment des autres en ceci qu’ils
ramènent le problème tridimensionnel à un problème bidimensionnel qui, une
fois résolu, fournit des projections intégrales ou en moyenne de la solution.
Ces dernières doivent donc être analysées ultérieurement pour retrouver la
reconstruction attendue.
En effet, lorsque l’onde de pression tridimensionnelle est enregistrée sur
des droites sous forme d’intégrales (le long de celles-ci), les moyennes obte-
nues vérifient encore l’équation des ondes, mais en dimension 2. Le problème
est donc ramené au problème de la TTA bidimensionnel portant sur les
moyennes des solutions le long de lignes. Une fois résolu ce problème, les
reconstructions en moyenne sont ensuite inversées au moyen de la transfor-
mée de Radon bidimensionnelle pour obtenir la reconstruction relative au
problème tridimensionnel.
Un des avantages de cette méthode est qu’il n’est pas supposé que le dis-
positif d’enregistrement pratique est une approximation du théorique (comme
dans le cas des capteurs ponctuels, par exemple) : la ligne d’enregistrement
fournit effectivement une intégrale de l’onde de pression le long de cette ligne
et, lorsque les mesures sont assurées au moyen de rayons lumineux perturbés
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par l’onde sonore, ils peuvent être considérés comme des lignes droites sans
épaisseur au vu de la résolution de la méthode (ainsi que nous l’avons expli-
qué précédemment). Ainsi, l’effet de flou dû à ces approximations n’apparaît
pas et la résolution de la reconstruction en est améliorée.
Ce type de dispositif d’enregistrement a été l’objet de mises en œuvre
expérimentales présentées dans les articles cités ci-dessous, avec des résultats
remarquables. Nous traitons le procédé d’inversion bidimensionnel ailleurs
(voir la sous-section précédente et les méthodes d’inversion de la transformée
de Radon sphérique ci-dessous), et nous renvoyons le lecteur intéressé à la
lecture de [50, 51, 52, 98, 102, 147, 183, 184] pour un exposé plus détaillé
de méthodes de reconstruction et d’expérimentations associées à ce type de
données.
Problème de la TTA pour données linéaires intégrales
Supposons que n = 3, c ≡ 1 et S = S. On note (e1,e2,e3) les vecteurs de
la base canonique de R3.
On suppose que l’onde de pression p solution du Problème (IV.0.1) est
enregistrée sous forme d’intégrales le long de lignes droites dirigées par le
vecteur u(α) = (cosα,0, sinα) ∈ Vect(e1,e3) pour α ∈ [0,π], que ces lignes
forment un cylindre de rayon 1 et que l’axe du cylindre passe par l’origine.
Si on considère le vecteur n(α) = (− sinα,0, cosα) orthogonal à u(α)
dans Vect(e1,e3), alors les droites d’enregistrement des données sont dirigées
par u(α) et passent par le point A(α,β) = sinβ n(α) + cosβ e2 pour un
certain β ∈ [0,2π]. On note D(α,β) ces droites, qui sont les capteurs de cette
méthode, supposés infinis pour conserver une présentation simple.
Étant donnés α ∈ [0,π] et β ∈ [0,2π], pour tout t ∈ R+, le capteurD(α,β)
enregistre la valeur :
po(t,α,β) =
∫
R
p(t,A(α,β) + su(α)) ds,
qui s’écrit encore, pour des raisons données plus bas :
poα(t,y) =
∫
R
p(t,y1n(α) + y2e2 + su(α)) ds,
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pour y = (y1,y2) = (cosβ, sinβ). Le problème devient alors le suivant :
Considérant un objet f ∈ L2(B(0,1)), le reconstruire à partir des don-
nées :
po définies sur R+ × [0,π]× [0,2π] . (IV.2.3)
On se propose de le résoudre en deux étapes :
• Tout d’abord, pour tout α ∈ [0,π], déterminer poα.
• Ensuite, en déduire l’objet f .
Méthode de reconstruction
Afin de résoudre ce problème, un algorithme rapide a été proposé dans
la continuité de celui que nous avons présenté en bidimensionnel circulaire
ponctuel ci-dessus [147]. Il repose sur les considérations suivantes : d’une
part, si l’on considère la fonction poα de la variable (t,y1,y2), alors elle est
solution de l’équation des ondes en dimension 2 avec, pour conditions ini-
tiales :
poα(0,y1,y2) = fα(y1,y2) =
∫
R
f(y1n(α) + y2e2 + su(α)) ds,
et poα
′
(0, · ,·) = 0. Il suffit donc de résoudre (IV.0.1) en espace bidimensionnel
pour déterminer fα. D’autre part, si l’on connaît fα pour tout α ∈ [0,π],
alors on sait reconstruire f par inversion de la transformée de Radon 2D
puisque fα(y1,y2) correspond à la transformée de Radon de la restriction de
la fonction f au plan x2 = y2.
À l’aide de l’algorithme IV.1.3 page 69, le premier point est résolu effi-
cacement. Quant au second, Kunyansky évite l’inversion de la transformée
de Radon 2D en remarquant qu’à la cinquième étape de l’algorithme, étant
donné α dans [0,π], f̂α(xˆ) est déterminé pour tout xˆ ∈ R2, or f̂α est la
transformée de Fourier des projections intégrales de f sur le plan orthogo-
nal à u(α). Ainsi, le Fourier Slice Theorem IV.2.2 page 72 permet d’affirmer
que f̂α consiste en les coupes 2D de la transformée de Fourier 3D de f dans
les plans orthogonaux à u(α), pour α ∈ [0,π]. Finalement, l’inversion de la
transformée de Radon 2D est évitée.
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Résumons la manière de procéder proposée dans [147], qui fournit un al-
gorithme de résolution rapide (un des plus rapides à ce jour, à notre connais-
sance) de notre problème.
Algorithme IV.2.4. Résolution rapide de (IV.2.3) 3D :
1. Pour tout α ∈ [0,π], déterminer f̂α à partir des données poα en effec-
tuant les cinq premières étapes de l’algorithme IV.1.3 page 69.
2. Interpoler f̂α sur une grille cartésienne 3D pour obtenir fˆ .
3. Calculer f à partir de fˆ par FFT 3D.
Complexité de l’algorithme : supposons que la taille de la grille spatiale
est Nx ×Nx ×Nx et que le nombre de capteurs linéaires, de directions pour
les cylindres, ainsi que les grilles discrétisant τ et ϕ s’évaluent en O(Nx)
alors :
• la première étape de l’algorithme s’évalue en O(N3x logNx) ;
• pour l’interpolation de f̂α(xˆ(τ,ϕ)) de la grille sphérique vers une grille
cartésienne, l’auteur choisit une interpolation en O(N3x), cubique dans
la direction radiale et bilinéaire en les variables angulaire ;
• la FFT 3D coûte O(N3x logNx) opérations.
Conclusion : l’algorithme coûte O(N3x logNx) et est théoriquement valide
sous les hypothèses de vitesse constante, d’objet contenu dans la surface
d’observation, qui doit être telle que le problème projeté bidimensionnel soit
à données complètes.
Remarque IV.2.5. Stabilité de la méthode. Dans les résultats nu-
mériques présentés dans [147], la méthode se montre particulièrement stable
vis-à-vis de l’insertion de bruit dans les données. Pour expliquer ce phéno-
mène, il suffit de remarquer que les opérations effectuées consistent en : des
isométries (les transformations de Fourier directes et inverses, qui sont donc
stables, contrairement aux transformations de Radon, pour des raisons évo-
quées en Section III.3.1 page 49) et la multiplication de pˆok par un facteur
qui tend vers 0 lorsque τ →∞ (troisième étape de IV.1.3 page 69).
Puisque les droites sur lesquelles sont enregistrées les intégrales de l’onde
de pression sont disposées le long d’un cylindre au sein duquel est placé
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l’objet, l’appellation « données cylindriques » est aussi courante dans la lit-
térature consacrée à ce sujet. De même, une démarche similaire permet de
considérer des capteurs surfaciques [52, 103].
IV.2.3 Transformée de Radon sphérique : inversions, rétroprojec-
tion et séries
La transformée de Radon sphérique a été au centre de la majeure partie
des travaux en TTA dans les années 2000. Pour rester dans le cadre de vali-
dité des formules liées à cette transformée, nous supposons que les solutions
respectent le modèle d’équation d’onde non atténué et à vitesse constante,
et nous discuterons des adaptations possibles de ces hypothèses au cas par
cas.
Cette sous-section est inspirée des articles [6, 50, 89, 90, 102, 144, 145,
172, 192].
Cadre, rappels et compléments
À nouveau, la vitesse est supposée constante et normalisée (c ≡ 1), on
suppose que Ω = Rn et que l’objet est contenu dans B = B(0,1) et les
observations sont complètes telles que S = S = S(0,1) est la sphère unité
de Rn. On note dσ la mesure surfacique de S et ωn sa mesure. L’horizon de
temps reste à définir.
Dans ce cadre, voici les opérateurs dont nous ferons usage :
1. L’opérateur W qui associe les données po du Problème (IV.0.1) à l’ob-
jet f .
2. L’opérateur Wt = ∂tW qui, à l’objet f , associe les données po du
problème suivant : ∣∣∣∣∣∣∣
ptt −∆p = 0 sur (0,T )× Ω,
p(0,·) = 0,
pt(0,·) = f.
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3. La transformée de Radon sphérique RS qui associe à l’objet f ses
projections intégrales sur les sphères centrées sur S :
RSf(t,x) =
∫
S
f(x+ ty)tn−1 dσ(y).
4. L’opérateur d’intégration en moyennes sphériquesMS qui, à l’objet f ,
associe ses moyennes sur les sphères centrées sur S :
MSf(t,x) = 1
ωn
∫
S
f(x+ ty) dσ(y).
Nous avons déjà vu qu’un lien étroit existe entre les problèmes concernant
l’inversion de chacun de ces opérateurs, par le biais des formules de Poisson-
Kirchhoff, que nous rappelons ici :
Wf(t,y) =
√
π
2Γ(n/2)
(
1
t
∂
∂t
)n−3
2
tn−2MSf(t,y), si n est impair,
et :
Wf(t,y) = 1
Γ(n/2)
(
1
t
∂
∂t
)n−2
2
∫ t
0
rn−1MSf(r,y)√
t2 − r2 dr, si n est pair.
On peut considérer qu’il existe deux grandes classes de méthodes pour
inverser la transformée de Radon, et nous les aborderons successivement. Ce
sont : les formules d’inversion du type rétroprojection et le développement
en série dans des bases bien définies.
Inversion exacte par rétroprojection filtrée
L’obtention de formules d’inversions exactes de la transformée de Radon
sphérique RS marque une étape importante dans la résolution du problème
de la TTA.
Il faut attendre l’article [88] de Finch, Patch et Rakesh de 2004 pour voir
apparaître ces formules, lesquelles ne sont alors valables qu’en dimensions
impaires. Elles ne seront étendues aux dimensions paires que quelques années
plus tard dans [87], tandis que d’autres travaillent à l’élaboration de formules
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indépendantes (tridimensionnelles [257] ou en dimension n quelconque [148],
ces deux dernières étant équivalentes lorsque n = 3). Plus tard, de nouvelles
preuves de ces formules sont obtenues dans [172], où elles apparaissent comme
appartenant à une classe beaucoup plus générale de formules d’inversion.
Ces formules sont couramment appelées rétroprojections filtrées car des
termes de dérivations (temporelles et/ou spatiales) y jouent le rôle de filtre
tandis que les fonctions sont intégrées sur les sphères passant par le point
d’intérêt centrées sur la surface d’observation, processus inverse d’une pro-
jection.
En effet, Nguyen montre dans l’article [172] que les formules d’inversion
prouvées jusqu’alors sont identiques à addition d’un terme près (résumées
dans son corollaire 1.5 du théorème 1.1) et que ce terme est nul (théorème 1.4,
concernant le rang de W). Il explicite ainsi le lien entre les différents opéra-
teurs mis en jeu dans notre problème : W ,Wt, RS etMS dans des résultats
que nous résumons dans le théorème IV.2.6 page suivante.
Commençons par introduire quelques outils et notions permettant de gé-
néraliser la méthode utilisée dans la preuve de la Proposition IV.1.2 page 65.
Soit n ∈ N∗ quelconque, on suppose que T = ∞ et Ω = Rn. On note G
la fonction suivante :
G : (τ,x) 7→ i
4
(
τ
2π ‖x‖
)n−2
2
Hn−2
2
(τ ‖x‖),
où Hn−2
2
représente la fonction de Hankel de première espèce d’ordre n−22 ,
de sorte que la fonction (x,y) 7→ G(τ,y−x) est la fonction de Green solution
de l’équation de Helmholtz ∆G+ τ2G = −δ(y − x).
Soit un objet f ∈ C∞K (B). On note po =Wf les données correspondantes,
définies sur (0,∞) × S par l’équation (IV.0.1). On étend cette fonction à R
par parité en variable temporelle t et, par abus, nous la notons toujours po.
On définit alors sa transformée de Fourier inverse en t :
pˇo(τ,y) =
1
2π
∫
R
po(t,y)eiτt dt.
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On peut alors énoncer les formules d’inversion de Nguyen, qui sont l’objet
du théorème suivant :
Théorème IV.2.6. Formules d’inversion de Nguyen. On considère un
objet f ∈ C∞K (B) et ses observations po =Wf . Soit ξ ∈ Rn et une fonction ϕ
définie sur l’ouverture B˚ de B, alors pour tout x ∈ B :
f(x) = −2
∫
S
(
d
d|s|
∫
R
G(τ,s)pˇo(τ,y) dτ
)∣∣∣∣
s=y−x
〈y − x,y − ξ〉
|y − x| dσ(y)
+ ϕ(x)
∫
S
∫
R
G(τ,y − x)pˇo(τ,y) dτdσ(y).
(IV.2.4)
où G est le conjugué complexe de G.
La variable ξ et la fonction ϕ restent à définir et, selon le choix qui est
fait, les différentes formules d’inversion des prédécesseurs de Nguyen sont
obtenables, à savoir pour les dimensions 2 et 3 :
Corollaire IV.2.7. Formules d’inversion de la transformée de
Radon. Étant donné un objet f ∈ C∞K (B), considérons la transformée de
Radon po = RSf de f , on a alors les formules d’inversion suivantes :
1. En dimension 2, pour tout y ∈ B, on a d’après [89] :
f(y) =
1
4π2
∆
∫
S
∫ 2
0
po(t,z) log
∣∣t2 − |y − z |2∣∣ dtdσ(z),
ou, toujours selon [89] :
f(y) =
1
4π2
∫
S
∫ 2
0
d
dt
(
t
d
dt
po(t,z)
t
)
log
∣∣t2 − |y − z |2∣∣ dtdσ(z),
ou encore, avec [148] :
f(y) =
1
2π2
div
∫
S
n(z)
∫ 2
0
po(t,z)
1
|t2 − |y − z |2| dtdσ(z).
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2. En dimension 3, pour tout y ∈ B, on a d’après [88] :
f(y) = − 1
8π2
∆
∫
S
po(|y − z |,z)
|y − z | dσ(z),
ainsi que :
f(y) = − 1
8π2
∫
S
(
1
t
d2
dt2
po(t,z)
)∣∣∣∣
t=|y−z |
dσ(z),
et enfin, avec [148] :
f(y) =
1
8π2
∫
S
n(z)
(
1
t
d
dt
po(t,z)
t
)∣∣∣∣
t=|y−z |
dσ(z).
Les résultats obtenus par Finch et ses collègues [88, 89] admettent une
autre formulation qui engage les opérateurs W et Wt (et les formules de
Kirchhoff permettent de revenir à une formulation impliquant explicitement
la transformée de Radon), que l’on expose dans le résultat suivant :
Théorème IV.2.8. Soit n ≥ 2, on considère deux objets f1 et f2 dans C∞K (B),
alors :
〈f1,f2〉L2 = 2〈Wf1,tWf2〉L2 ,
= 2〈 d
dt
Wtf1,t d
dt
Wtf2〉L2 ,
= −2〈Wtf1,t d
2
dt2
Wtf2〉L2 .
Enfin, notons que ce dernier résultat est prouvé à l’aide d’un lemme
portant sur les traces des solutions de l’équation des ondes. Ce lemme nous
sera utile ultérieurement et s’énonce comme suit :
Lemme IV.2.9. Identités de traces [86, 87]. Fixons n ≥ 2. Soit deux
objets f1 et f2 dans C∞K (B), on note p1 et p2 les solutions respectives de l’équa-
tion des ondes les prenant comme condition initiale, on a alors :
〈f1,f2〉L2 = −2
∫
S
∫ ∞
0
tp1tt(t,y)p2(t,y) dtdσ(y),
= 2
∫
S
∫ ∞
0
tp1t(t,y)p2t(t,y) dtdσ(y).
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Remarque IV.2.10. On déduit de ce lemme que les traces des solutions de
l’équation des ondes sur B sont dans H1(S).
Outre les articles concernés, nous renvoyons le lecteur intéressé à la lec-
ture de [41] pour un exposé et une preuve clairs de ces deux derniers résultats.
Remarque IV.2.11. Mise en œuvre de ces formules. Une nouvelle
fois, l’hypothèse selon laquelle l’objet doit être disposé « à l’intérieur » de
la surface d’observation est essentielle (voir les problèmes liés à la stabi-
lité et à la caractérisation de l’image de RS abordées auparavant, en Sous-
section III.3.1 page 49), ce qui pose problème en regard des conditions réelles
d’observation, dans lesquelles du bruit extérieur au corps peut perturber le
processus d’enregistrement des données.
Ensuite, seules les surfaces d’observation sphériques (et circulaires) sont
concernées par les formules de rétroprojection filtrée.
On note en outre une forte sensibilité de ces formules au bruit (donc à
l’imprécision des mesures et plus généralement à l’erreur d’observation).
Enfin, d’autres limitations sont imposées à l’usage de ces résultats, à
savoir le fait qu’ils ne peuvent pas être généralisés à des cas de milieux hété-
rogènes et/ou d’incomplétude des données. La mise en œuvre numérique sera
fortement altérée par le non-respect de ces conditions, ainsi qu’en attestent
les tests présentés dans [105, 183, 261] notamment.
Complexité des inversions par rétroprojection filtrée : le coût de ces
méthodes s’évalue en :
1. O(N3x) en dimension 2 si l’on calcule O(Nx) projections contenant cha-
cune les valeurs pour O(Nx) sphères.
2. O(N5x) en dimension 3 si l’on calcule O(N
2
x) projections contenant
chacune les valeurs pour O(Nx) sphères.
Outre les inversions de type rétroprojection proposées ci-dessus, le dé-
veloppement en séries dans des bases de fonctions spéciales bien choisies
autorise de choisir des hypothèses plus générales pour une reconstruction
rapide et de qualité équivalente aux précédentes.
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Inversion rapide par développement en séries
Dans l’article [149], Kunyansky propose une méthode d’inversion de la
transformée de Radon qui repose sur la connaissance des valeurs et fonc-
tions propres du Laplacien de Dirichlet sur un ouvert Ω. De fait, il n’est
plus nécessaire de supposer ici que S est une sphère, mais seulement la fron-
tière S = ∂Ω d’un ouvert borné régulier quelconque de Rn. Rien n’impose
non plus de supposer que l’objet est entièrement contenu dans Ω.
Cette méthode est donc bien plus générale que les précédentes. Puis-
qu’elle vise à inverser la transformée de Radon sphérique, nous supposerons
cependant que la vitesse est constante, normalisée à 1.
La section suivante (Section IV.3 page 85) est consacrée à la description
d’une technique de reconstruction généralisant ce cadre par le biais de l’usage
du développement en fonctions propres du Laplacien étendu à des vitesse
variables.
Soit n ≥ 2 et T = diam(Ω). On se donne un objet f ∈ C1K(B) et des
données sous la forme de projections de f sur les sphères centrées sur S, à
savoir la fonction :
po = RSf , définie sur (0,T )× S.
On note {λ2k}k∈N l’ensemble des valeurs propres du Laplacien de Di-
richlet −∆D sur Ω et {ϕk}k∈N les fonctions propres correspondantes, qui
forment une base hilbertienne de L2(Ω) muni de son produit scalaire usuel
(du fait que −∆D est un opérateur compact autoadjoint sur L2). Ainsi, pour
tout k ∈ N, ϕk est la solution de l’équation :∣∣∣∣∣ −∆ϕk = λ2kϕk sur Ω,ϕk = 0 sur ∂Ω, (IV.2.5)
et ‖ϕk‖L2 = 1. Chaque fonction ϕk est donc solution du problème de Diri-
chlet associé à l’équation de Helmholtz pour le nombre d’onde λk.
D’une part, l’objet f peut être décomposé dans la base décrite ci-dessus :
f =
∑
k∈N
fkϕk, avec fk = 〈f,ϕk〉L2 .
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Cette série converge dans L2 et, puisque f est régulière, elle converge sim-
plement.
D’autre part, l’usage des fonctions de Green va permettre de lier les
valeurs des fonctions sur l’ouvert Ω à leurs valeurs sur sa frontière S = ∂Ω.
Soit Gλk la fonction de Green associée à l’équation de Helmholtz de nombre
d’onde λk dans Rn, alors ϕk vérifie :
ϕk(x) =
∫
S
Gλk(|x− y |) ∂nϕk(y) dσ(y) pour tout x ∈ Ω.
On peut ainsi déterminer chaque coefficient fk en fonction des don-
nées po :
fk =
∫
S
(∫
R+
po(t,y)Gλk(t) dt
)
∂nϕk dσ(y).
Cette formule peut être réécrite sous forme d’un développement en série
de type rétroprojection filtrée. Enfin, elle se généralise aux objets apparte-
nant à L2, par densité.
Complexité : En espace tridimensionnel et pour une surface d’observa-
tion cubique, l’usage d’algorithmes de transformations approchées rapides
(Fast Sine Transform ou Fast Cosine Transform) permet une reconstruction
en O(N3x logNx) et ce type de séries ayant été largement étudié, tout autant
que leurs approximations numériques, on obtient un procédé de reconstruc-
tion remarquable.
Bilan : Cette méthode offre un moyen d’inverser la transformée de Radon
très rapidement à condition de pouvoir sommer les séries de fonctions propres
du Laplacien de Dirichlet sur Ω rapidement. La qualité de la reconstruction
obtenue est équivalente aux formules d’inversion intégrales exactes.
Par ailleurs, ces formules sont valables en toute dimension, pour toute
surface d’observation fermée régulière, même avec source extérieure, mais à
vitesse constante.
Elles nécessitent enfin la connaissance des données sur l’ensemble de l’in-
tervalle de temps (0,T ).
Avantages et limites des méthodes proposées
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Nous avons vu la richesse et la diversité des résultats qui ont été obte-
nus et des méthodes de reconstruction qui ont été développées à partir des
transformées de Radon. Ces dernières ont fourni des résultats remarquables
en situation réelle qui ont motivé la poursuite des travaux de recherche en
TTA tandis que les résultats théoriques éclairent sur les problèmes liés à
l’observation d’ondes de pression.
On pourra cependant leur reprocher leur manque de souplesse vis-à-vis
des hypothèses qu’elles nécessitent, même si des efforts supplémentaires ont
parfois permis de les adapter avec certains succès à des situations plus réa-
listes. À leur suite, les méthodes développées tentent de mieux répondre à
ces exigences de souplesse.
IV.3 Développement en séries
Présentation
Cette sous-section est dédiée à une contribution remarquable de par la
généralité du cadre théorique qu’elle suppose, au sein duquel la méthode
proposée fournit l’unicité de la solution ainsi qu’une reconstruction de l’ob-
jet dans de nombreux cas utiles en pratique, sans passer par l’usage d’une
transformée de Radon.
Cette technique, due à Agranovsky et Kuchment [5], généralise celle de
Kunyansky qui a été exposée dans les pages précédentes (elles partageront
donc de nombreuses propriétés communes) et est équivalente à la méthode de
renversement temporel que nous introduirons dans la prochaine sous-section.
Nous présentons le résultat principal proposé par les auteurs dans le
théorème IV.3.1 page suivante ci-après (théorème 5 de l’article précité), puis
nous prouverons et généraliserons ce résultat d’existence et d’unicité dans le
chapitre suivant, en Sous-section II page 102.
Hypothèses et résultat principal
Soit n ∈ N∗ quelconque. On suppose que le domaine d’observation Ω est
un ouvert borné régulier de Rn et que S = ∂Ω. On se donne une vitesse c
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dans L∞(Rn) strictement positive. Ainsi il existe a, b > 0 tels que :
a ≤ c(x) ≤ b p.p. x ∈ Ω.
Supposons d’une part que x 7→ c(x) − 1 est à support compact dans Ω
et d’autre part que la vitesse c est de type non-trapping (voir la défini-
tion III.3.15 page 57), afin de pouvoir utiliser les estimations de décroissance
locale d’énergie du théorème III.3.16 page 58.
L’opérateur L s’écrit −c(x)∆. Défini sur L2(Ω) avec conditions de Diri-
chlet, L est un opérateur non borné autoadjoint et coercif. On considère une
base hilbertienne B de L2(Ω) composée de ses fonctions propres {ek}k∈N,
et on note {λ2k}k∈N l’ensemble de ses valeurs propres correspondantes, telles
que λk > 0 pour tout k ≥ 0.
Les objets f considérés appartiennent à L2K(Ω). Pour l’extension de ce
résultat aux fonctions non nulles hors de Ω, voir [5, Théorème 7]. Bien en-
tendu, l’unicité de la reconstruction n’assure en rien sa stabilité, puisque
le domaine complémentaire de Ω n’est pas un domaine observable (voir la
Sous-section III.3.2 page 57).
Voici le théorème d’existence et d’unicité annoncé, ainsi que l’une des
formules de reconstruction proposées dans [5, Théorème 5].
Théorème IV.3.1. Théorème de Agranovsky et Kuchment. Étant
données une fonction d’observation po, il existe un unique objet f tel que la
solution de l’équation :∣∣∣∣∣∣∣
p′′ − c(x)∆p = 0 sur (0,T )× Ω,
p(0) = f,
p′(0) = 0,
(IV.3.6)
vérifie p = po dans L2((0,T )× S).
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En outre, on peut reconstruire l’objet f à l’aide de la formule suivante, qui
porte sur sa décomposition dans la base hilbertienne B :
fk = λ
−2
k p
o
k(0) + λ
−1
k
∫ ∞
0
sin(λkt)p
o
k(t) dt
39,
où :
pok(t) =
∫
S
po(t,y)∂νek(y) dσ(y),
pour tout k ∈ N.
Complexité : Le coût de la présente technique s’évalue de la même ma-
nière que pour le procédé de reconstruction précédent (sommation rapide de
Kunyansky).
IV.4 Méthodes de renversement temporel
Conservons le cadre de la sous-section précédente.
Les idées directrices des méthodes de renversement (ou retournement,
selon l’acception commune en acoustique) temporel sont les suivantes : si
l’on suppose que la dimension d’espace n est impaire et que la vitesse c
est constante et normalisée à 1, alors, étant donné un ouvert borné Ω, le
principe de Huygens nous assure qu’à partir de l’instant T = diam(Ω), toute
onde issue d’une condition initiale f à support compact inclus dans Ω est
nulle dans Ω. Pour vulgariser cette idée, on dit que l’onde est « sortie » du
domaine Ω. Ainsi, partant de la connaissance des enregistrements po de cette
onde sur S = ∂Ω et sur l’intervalle de temps (0,T ), on profite du caractère
réversible du phénomène de propagation d’onde que l’on considère et l’on
remonte le temps de t = T (avec condition finale nulle) jusqu’à t = 0.
Les enregistrements fournissent les données au bord sur (0,T )× S, et l’état
initial p(t = 0) obtenu coïncide avec l’objet f .
39. Cette intégrale est bien définie d’après les estimations de décroissance locale d’éner-
gie.
88 CHAPITRE A. TOMOGRAPHIE THERMOACOUSTIQUE
La méthode de renversement temporel consiste donc en la résolution du
problème rétrograde bien posé suivant :∣∣∣∣∣∣∣∣∣∣
p′′ − c(x)∆p = 0 sur (0,T )× Ω,
p(T ) = 0 sur Ω,
p′(T ) = 0 sur Ω,
p = po sur S = ∂Ω,
dont la solution p vérifie p(0) = f .
La première évocation d’une application de cette méthode en TTA est
le [88, Théorème 5] 40. Elle sera développée, améliorée et étudiée ultérieure-
ment dans les articles suivants : [53, 98, 116, 115, 198, 218].
D’un point de vue théorique, il est important que T soit fini afin de définir
le problème en temps rétrograde. On peut en particulier remarquer que, dans
ce cas, le changement de variable t˜ = T − t renverse le temps et permet de
poser le problème du renversement temporel comme un problème en temps
direct, avec conditions initiales nulles et conditions au bord définies par po.
Bien entendu, la méthode ne pourra donc être qu’approchée en dimension
paire et en cas de vitesse variable. Par ailleurs, la mise en œuvre numérique
de cette méthode par le biais de schémas aux différences finies, par exemple,
est très aisée.
Enfin, non seulement cette méthode s’applique à tout ouvert borné mais,
en pratique, elle se généralise à tout cas de vitesse variable non-trapping et à
toute dimension d’espace (y compris les paires). Théoriquement, la solution
issue de l’objet f ne s’annule plus en temps fini dans Ω, mais les estimations
d’erreur de [115] montrent la validité de la méthode approchée qui consiste
à définir un temps final T suffisamment grand, à annuler les données au
voisinage de T et à considérer que la solution est nulle à partir du temps T .
Une autre approximation a été proposée dans [218] où les auteurs choi-
sissent un temps final T supérieur à la longueur de la plus grande géodésique
associée à la distance c−1, puis définissent l’état final p(T ) comme étant la
40. Le renversement temporel des ondes est cependant utilisé de longue date en acous-
tique, voir les travaux de Mathias Fink, [91] notamment.
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solution de l’équation : ∣∣∣∣∣ ∆u = 0 sur Ω,u = po(T ) sur S = ∂Ω.
Grâce à cette méthode, l’erreur commise peut alors être estimée sous forme
d’un opérateur de contraction.
Ces manières de procéder ont tout aussi bien fait leurs preuves en pratique
comme en témoignent les résultats présentés dans [98, 116]. En particulier,
la seconde a fait l’objet d’une amélioration permettant d’itérer le processus
de renversement temporel qui donne lieu à d’excellents résultats (voir [198]).
Coût de l’implémentation : la méthode est peu onéreuse, elle s’évalue
en O(N3x) en espace bidimensionnel et O(N
4
x) en tridimensionnel.
Remarque IV.4.1. La méthode proposée dans la Sous-section IV.3 page 85
est équivalente à celle du renversement temporel, à projection près sur les
droites propres de l’opérateur c(x)∆.
Le renversement temporel est par ailleurs source d’inspiration pour des
méthodes originales prometteuses, telles celle présentée dans l’article [14].
IV.5 Commentaires au sujet des hypothèses nécessaires aux
méthodes
Nous l’avons vu, la validité des méthodes de reconstruction dédiées à la
tomographie thermoacoustique dépend grandement des hypothèses faites sur
le modèle de propagation d’ondes considéré. Dans cette sous-section, nous
proposons un bref bilan des liens entre les méthodes et les hypothèses qu’elles
nécessitent.
Les données
Cas de données incomplètes : les méthodes qui se prêtent le mieux à cette
situation sont les méthodes itératives. Celles-ci étant coûteuses en calcul, il
a été proposé diverses approximations des méthodes exactes, en particu-
lier grâce aux conditions de rang puisqu’elles permettent de compléter les
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données en vue d’une utilisation « normale » des méthodes usuelles (consul-
ter [190]).
La vitesse
En ce qui concerne la prise de compte de la vitesse variable, seules les
méthodes itératives, certains développements en série et le renversement tem-
porel s’y prêtent. Il n’existe en effet, à ce jour, aucune formule d’inversion
exacte valable en milieu hétérogène. En particulier, des méthodes itératives
(par minimisation de type moindres carrés) ont été définies en vue de re-
construire simultanément l’objet et la vitesse (voir [269, 270]). Des liens
entre données et vitesse ont été établis, mais appellent à être précisés en vue
d’une future application (voir notamment [116] pour un lien entre conditions
de rang et définition de la vitesse ou [118] pour l’obtention de l’unicité de la
vitesse pour un jeu d’observations donné).
L’atténuation
Enfin, afin de tenir compte de l’atténuation dans la méthode de recons-
truction, nous retiendrons l’idée de [15] consistant à ramener les données
issues d’un phénomène atténué aux données correspondantes issues d’un
modèle non atténué. Ainsi, si l’on sait évaluer l’atténuation qu’ont subie
les ondes acoustiques lors de leur évolution à travers le corps, on sait se ra-
mener à une situation où l’on peut user des méthodes de reconstruction pour
les modèles non atténués.
Conclusion du premier chapitre
Cet aperçu des propriétés mathématiques du problème de la TTA et des
moyens de le résoudre montre l’attention qui a été portée à ce sujet durant les
vingt dernières années. Sont concernés des domaines très variés tels que les
équations aux dérivées partielles, la géométrie intégrale, la théorie spectrale
ou encore l’analyse microlocale. Au fil des avancées, les nouvelles techniques
s’affranchissent des hypothèses qui sont mises en défaut lors des applications
et permettent des reconstructions en milieu hétérogène, avec des données
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pouvant aussi provenir de sources extérieures au domaine d’intérêt 41. Nous
proposons d’ajouter à celles-ci des méthodes issues des théories du contrôle,
du filtrage et des observateurs mathématiques suffisamment souples et effi-
caces pour pouvoir être adaptées à de nombreuses conditions, par exemple
selon que notre attention se portera sur la simplicité (numérique et de mise
en œuvre) de la méthode et/ou sur sa précision, sur des conditions idéalisées
de test ou sur leur robustesse...
41. Nous renvoyons le lecteur intéressé à la lecture de [145, Section 5] pour un exposé
des principaux problèmes restant à résoudre en TTA.

Chapitre B
Nouvelles méthodes de
reconstruction pour la
tomographie thermoacoustique
O
n peut regrouper les techniques de reconstruction d’images de TTA
en deux grandes catégories : tout d’abord les méthodes analytiques ou
exactes qui reposent sur une définition mathématique explicite des solutions
des équations d’onde. Nous l’avons vu dans la Section IV page 62 du Cha-
pitre A, la plupart des méthodes utilisées traditionnellement en TTA sont
analytiques. Fondées sur les travaux de Johann Radon et leurs extensions
ainsi que sur le développement des solutions en série, ces méthodes sont les
premières à avoir été utilisées et le sont toujours. Elles ont l’avantage de
nécessiter relativement peu de calculs (puisque étant non itératives), mais
l’inconvénient de souvent supposer l’exactitude du modèle et des données.
Des approximations de ces méthodes donnent cependant lieu à d’excellents
résultats expérimentaux. Dans ce cas, les approximations de reconstruction
obtenues étant des solutions de l’équation modèle, on dit que le modèle est
une contrainte forte pour la méthode.
Le second type de méthodes usitées regroupe les méthodes dites itéra-
tives, ou algébriques, lesquelles tiennent compte intrinsèquement de la nature
inexacte du modèle mathématique : un équilibre est recherché entre les don-
nées et le modèle, les premières n’étant pas pures (ces données proviennent
non seulement de l’enregistrement de l’onde, mais aussi de bruits parasites,
et contiennent des défauts de précision dus à celle des capteurs) et le se-
cond n’est qu’une approximation idéalisée de la réalité. Les reconstructions
approchées successives obtenues ne sont plus forcément solutions de l’équa-
tion modèle et celui-ci est qualifié de contrainte faible pour la méthode de
reconstruction.
Ce chapitre est dédié aux méthodes de reconstructions que nous avons
introduites dans le domaine de la TTA. Ces méthodes s’inspirent d’une part
des travaux de Auroux et Blum sur l’algorithme de Back and Forth Nud-
ging (BFN) et d’autre part des théories du contrôle et du filtrage optimaux.
Après avoir introduit les différentes reformulations associées du problème in-
verse de la TTA dans la Section I page suivante, nous présenterons une mé-
thode de reconstruction indépendante de ces notions, mais utile par la suite :
celle de Agranovsky et Kuchment (présentée précédemment : voir le Théo-
rème IV.3.1 page 86, Chapitre A) dans le cas d’opérateurs diagonalisables,
pour laquelle nous fournissons une preuve originale – Section II page 102.
Parmi les méthodes itératives, nous distinguerons deux principales catégo-
ries de techniques : celles dites « variationnelles » (en Section III page 121)
et celles nommées « séquentielles ». Ces dernières occuperons notre attention
dans les sections IV page 131 et V page 175, d’abord avec les techniques de
nudging, puis avec les observateurs itératifs.
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I Redéfinitions et approximations du problème
Nous avons vu qu’étant donnée un carte de vitesse c, la méthode d’ob-
servation de l’onde de pression détermine une surface d’observation dont les
caractéristiques mathématiques permettront de savoir si l’objet peut être re-
construit à partir de ces données et, si oui, si cette reconstruction est stable
vis-à-vis de perturbations (telles le bruit inclus dans les données).
Dans cette section, nous proposons de redéfinir notre problème en vue
d’introduire des notions issues du contrôle optimal et du filtrage optimal.
Notre approche du problème inverse de la TTA repose en partie sur sa
redéfinition en un problème de contrôlabilité des équations d’onde. En effet,
en cas de réversibilité temporelle de l’équation modèle 1 et en horizon de
temps T fini, le changement de variable t˜ = T − t nous permet de redéfinir
le problème (III.1.1) du Chapitre A, qui est un problème inverse ou, selon
la méthode de renversement temporel, un problème en temps rétrograde,
en un problème en temps direct. Nous expliquons cette démarche dans les
prochains paragraphes.
Brefs rappels
En utilisant les notations de la Section III.1 page 34 du Chapitre A, on
considère indifféremment les problèmes d’ordre 1 ou 2 en temps définis ci-
après. Afin de simplifier la présentation des outils que nous utilisons, nous
supposons que les données po sont issues d’une solution pexacte de l’équation
du modèle.
1. Nous préciserons un moyen de nous affranchir de cette hypothèse en Sous-
section IV.2.2 page 149.
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On souhaite reconstruire l’objet f à partir des données po définies à tout
temps t ∈ (0,T ) sur un domaine d’observation S par :∣∣∣∣∣∣∣∣∣∣
p′′exacte − Lpexacte = 0 sur QT = (0,T )× Ω,
pexacte(0,·) = f,
pexactet(0,·) = 0,
po = pexacte|(0,T )×S =Wf,
(I.0.1)
où L est un opérateur non borné sur L2(Ω).
Dans la suite, on note C l’opérateur d’observation qui associe, à une
fonction p ∈ H1, la fonction égale presque partout à p sur ST = (0,T )×S et
nulle ailleurs : C est la multiplication par la fonction indicatrice du domaine
d’observation 1S .
On peut reformuler l’équation (I.0.1) en équation d’ordre 1 comme suit :∣∣∣∣∣∣∣∣∣∣
p′exacte = Apexacte sur QT ,
pexacte(0) =
(
f
0
)
,
po = pexacte|ST =Wf,
(I.0.2)
où pexacte =
(
pexacte
p′exacte
)
.
Par la suite, nous ne rappellerons l’équivalence entre les formulations aux
ordres temporels 1 et 2 qu’en fonction de nos besoins.
Voyons maintenant comment les problèmes inverses précédents peuvent
être redéfinis comme des problèmes en temps direct équivalents au moyen
d’un renversement temporel. Il nous faut tout d’abord supposer que T <∞.
Remarque I.0.1. Afin de renverser le temps sur l’intervalle (0,T ), il faut
en effet supposer, a priori tout du moins, que l’horizon de temps est fini, afin
de mettre en équivalence conditions initiales (à t = 0) et conditions finales
(à t = T ), comme nous le faisons ci-après. Cependant, dans la formulation
équivalente du renversement temporel de Agranovsky et Kuchment (Théo-
rème IV.3.1 page 86 du Chapitre A et Section II page 102), il apparaît que
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l’usage de solutions explicites impose au contraire de choisir un horizon de
temps infini afin de ne pas faire intervenir de condition finale.
Pour simplifier le présent exposé, nous notons à nouveau pexacte la fonc-
tion t 7→ pexacte(T − t). L’onde de pression pexacte émise par l’objet f est
solution de l’équation :∣∣∣∣∣∣∣
p′′exacte − Lpexacte = 0 sur QT ,
pexacte(T ) = f,
p′exacte(T ) = 0.
On connait pexacte sur ST , c’est-à-dire po = Cpexacte.
Redéfinitions : motivations
Nous proposons une approche peu commune pour la résolution de pro-
blèmes inverses : posé tel un problème pour lequel il faut reconstruire une
condition finale, comme ci-dessus, nous nous intéressons aux moyens de
« faire tendre » une trajectoire quelconque p vers la trajectoire t 7→ pexacte(t)
ou d’obtenir une bonne approximation de l’objet f par p(T ).
L’intérêt de ce point de vue apparaît au regard de deux premières considé-
rations : d’une part, la première méthode que nous avons appliqué à la TTA,
le BFN – dont l’usage est inédit en TTA – consiste justement à faire tendre
une trajectoire vers les données, et d’autre part, vu comme un problème
consistant à modifier une équation pour en faire tendre les solutions vers un
état donné, notre problème se reformule naturellement comme un problème
de contrôle, de stabilisation, de détection, etc., ainsi que nous l’expliquons
ci-après.
Contrairement aux méthodes usuelles en TTA, dans lesquelles le modèle
est supposé exact (puisque les trajectoires résolvant le problème sont solu-
tions de l’équation modèle), l’équation du modèle est modifiée (un terme de
rappel y est ajouté) dans les méthodes que nous proposons.
Redéfinitions : horizon de temps fini
On note 1S la fonction indicatrice de l’ensemble S. Soit une ébauche de
reconstruction p0, qui peut être une première approximation de l’objet ou
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être arbitrairement définie. Le problème de contrôlabilité exacte associé au
problème de reconstruction (I.0.1) se formule ainsi :
Existe-t-il un contrôle u dans L2(ST ) tel que la solution p de l’équation :∣∣∣∣∣∣∣
p′′ − Lp = 1Su sur QT ,
p(0) = p0,
p′(0) = 0,
(I.0.3)
vérifie p(T ) = f à partir de la connaissance de po ?
En adoptant ce point de vue, on ne cherche plus à définir une solution
explicite de l’équation du modèle, mais on tente, en partant d’une ébauche de
reconstruction, de modifier la solution d’une équation adaptée de sorte qu’elle
atteigne l’objet au temps T . Le modèle est donc vu comme une contrainte
faible, puisque nous ne définissons pas l’état p comme une solution du modèle.
Puisque ce problème est linéaire, on peut substituer la fonction d’er-
reur p˜ = p − pexacte – voir les notations de la Section III.1 page 34, Cha-
pitre A – à p et supposer que po ≡ 0, de sorte que I.0.3 soit un problème de
contrôlabilité exacte à 0 (en temps fini). Puisqu’aucune confusion n’est pos-
sible entre p˜ et p, ces deux fonctions ne seront généralement pas distinguées
l’une de l’autre. De plus, afin de ne pas introduire d’inconnues supplémen-
taires dans ce problème, le contrôle u sera cherché sous la forme d’un retour
d’état (ou rappel, ou encore feedback en anglais). On souhaite en effet que u
ne soit fonction que de l’ébauche p0 et des données po :
Pour résumer, on cherche donc un opérateur Π tel que u = Πp fournisse
une solution p de (I.0.3) telle que p(T,·) = 0.
Cette formulation permet de mettre en œuvre les outils fournis par la
théorie du contrôle optimal. En cas de réponse négative au Problème (I.0.3),
nous pourrons nous demander si le problème correspondant en horizon de
temps T infini est résoluble.
Redéfinitions approchées : horizon de temps infini
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Par ailleurs, dans une version approchée de notre problème, on peut
dès lors établir un parallèle avec les problème de stabilisation des équations
d’onde : si l’on peut stabiliser la solution p, de sorte que p(t) tende vers 0
quand t → ∞, alors il existe un temps à partir duquel p est arbitrairement
proche de 0. Dans ce cas, nous saurons donc approcher l’objet en temps fini.
Ainsi, supposons que T = ∞, nous approchons le problème de la TTA
par un problème de stabilisation faible (respectivement forte) :
À quelles conditions la solution de :∣∣∣∣∣∣∣
p′′ − Lp = −1Spt sur Q∞ = (0,∞)× Ω,
p(0) = p0,
p′(0) = 0,
(I.0.4)
vérifie-t-elle limt→∞ p(t) = 0 (resp. ‖p(t)‖ ≤ Ce−µt ‖p0‖ pour cer-
tains C, µ > 0) ? Comment estimer, définir ou optimiser C et µ ?
Si l’on sait définir et réunir des conditions suffisantes à la stabilisation
de p, on saura donc définir, une ébauche de reconstruction en temps fini (et
peut-être estimer l’erreur commise). Par la suite, le terme « stabilisation »
désignera implicitement une « stabilisation forte » par défaut, sauf précision
particulière.
Observateurs
Enfin, dans notre cas où C est la multiplication par la fonction indi-
catrice 1S , le problème de contrôlabilité exacte (I.0.4) est généralisé par le
problème de détectabilité suivant, que l’on formule à l’ordre 1 en temps, pour
la simplicité de l’exposition 2 :
2. Le lien entre les Problèmes (I.0.3), (I.0.4) et (I.0.5) sera expliqué dans la Sous-
section V.2.3 page 193.
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On note p =
(
p
p′
)
. Étant donné un opérateur d’observation qui dé-
finit les données comme suit : po = Cpexacte, existe-t-il un opérateur Π̂
tel que la solution p de l’équation :∣∣∣∣∣∣∣
p′ = Ap+ Π̂Cp sur QT ,
p(0) =
(
p0
0
)
,
(I.0.5)
vérifie soit p(T ) = 0, soit limt→∞ p(t) = 0, en un sens à définir,
lorsque T =∞ ?
En particulier, si on peut répondre par l’affirmative au Problème (I.0.4),
alors on a aussi trouvé un moyen de résoudre le Problème (I.0.5).
Définition I.0.2. Dans la formulation précédente, l’opérateur A + Π̂C et,
par abus, l’équation suivante :
p′ = (A+ Π̂C)p
sont appelés observateurs 3 pour le Problème I.0.2 page 96.
Ces redéfinitions du problème inverse de la TTA ouvrent la voie des théo-
ries de l’observation, du contrôle et de la stabilisation des équations d’onde,
dont nous introduisons les principales notions dans la Section V page 175
et dont nous profiterons pour introduire des méthodes originales en TTA et
pour en prouver la validité.
Plus précisément, nous verrons que le BFN – qui sera présenté en Sec-
tion IV page 131 – peut être perçu comme un cas particulier de ces méthodes.
Une formulation variationnelle
Pour finir, nous proposons une dernière redéfinition du problème qui nous
intéresse : le Problème (I.0.1) étant un problème inverse classique (il s’agit
en effet de déterminer f à partir de la connaissance de po = Wf), il paraît
3. Ces observateurs sont parfois dits « de Luenberger » [160, 162, 161] ou « de Kalman».
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judicieux de mettre en œuvre les méthodes de résolution variationnelles pour
les problèmes inverses. Dans ce cadre, le Problème (I.0.1) se définit comme
suit :
Nous voulons résoudre le problème inverse :
Wf = po,
en résolvant le problème de minimisation suivant :
(Pα)
∣∣∣∣∣ Minimiser Jα(f)s.c. f ∈ H10 (B), (I.0.6)
où Jα est la fonctionnelle de :
Jα : H
1
0 (B) −→ R+
f 7−→ 1
2
∫ T
0
‖Wf − po‖2L2(Sε) dt+
α
2
‖f ‖2L2(B) ,
avec α > 0.
Nous nous intéresserons à cette formulation et aux moyens de résoudre
le problème qui lui est associé dans la Section III page 121.
Avant de présenter les techniques de reconstruction associées à ces mé-
thodes, nous dédions une dernière section à une méthode qui ne nous est
pas propre. Nous proposons en effet, dans la section suivante, une preuve
originale et une généralisation d’un résultat dû à Agranovsky et Kuchment.
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II Opérateurs diagonalisables et TTA
Dans cette sous-section, nous proposons de prouver le Théorème de Agra-
novsky et Kuchment IV.3.1 page 86 du Chapitre A dans une version étendue
à une classe plus large d’opérateurs, ce qui nous donne l’occasion d’introduire
les opérateurs non bornés dits diagonalisables (au sens de [239]) et la mé-
thode de Faedo-Galerkin appliquée aux équations du second ordre en temps
(voir [70]) et aux opérateurs diagonalisables.
II.1 Opérateurs diagonalisables et EDP du second ordre
Éléments d’analyse hilbertienne
Soit H un espace de Hilbert. On considère la base canonique (orthonor-
male) (ei)i∈N de l2(C), à partir de laquelle nous définissons les bases de Riesz
de H (sous réserve d’existence) :
Définition II.1.1. Une suite (φk)k∈N d’éléments de H est appelée base de
Riesz de H s’il existe un opérateur inversible Q ∈ L(H,l2) tel que Qφk = ek,
pour tout k ∈ N.
L’appellation « base » sera justifiée dans la Proposition II.1.4 ci-dessous.
Nous verrons que les bases de Riesz permettent souvent de généraliser les
résultats classiques concernant les opérateurs auto-adjoints compacts. Pour
ce faire, nous aurons besoin tout d’abord de la définition suivante :
Définition II.1.2. Deux suites (φk)k∈N et (φ⋆k)k∈N dans H sont dites bior-
thogonales lorsque :
〈φi,φ⋆j 〉 = δij , pour tout (i,j) ∈ N2.
Dans le cadre de la définition précédente, on appelle suite biorthogonale
de (φk) la suite (φ⋆k) définie par :
φ⋆k = Q
⋆Qφk, pour tout k ∈ N.
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Remarque II.1.3. Dans la définition précédente, si la suite (φk) est une
base de Riesz, alors (φ⋆k) aussi. Par ailleurs, si (φk) est une base hilbertienne,
alors φ⋆k = φk pour tout k ∈ N.
L’introduction de ces notions est motivée par la proposition suivante :
Proposition II.1.4. Supposons qu’il existe une base de Riesz (φk) de H, dont
on note (φ⋆k) la suite biorthogonale. Alors tout f ∈ H s’écrit :
f =
∑
k∈N
〈f,φ⋆k〉φk.
De plus, il existe m, M > 0 telles que pour tout f ∈ H :
m ‖f ‖2 ≤
∑
k∈N
|〈f,φ⋆k〉|2 ≤M ‖f ‖2 .
Opérateurs diagonalisables
Pour ce qui est des opérateurs diagonalisables (ou des opérateurs Riesz-
spectraux, qui en sont proches) nous nous référons au textes et ouvrages
classiques : [69, 99, 239], desquels nous extrayons la définition suivante :
Définition II.1.5. Soit L un opérateur non borné de H de domaine D(L).
On dit que L est diagonalisable si l’ensemble résolvant de L n’est pas vide et
s’il existe une base de Riesz (φk) de H composée de vecteurs propres de L.
En particulier, D(L) est dense dans H.
Ces opérateurs peuvent être entièrement décrits au moyen de leurs vec-
teurs et valeurs propres, comme en témoigne la proposition suivante :
Proposition II.1.6. Soit L un opérateur non borné de H de domaine D(L),
une base de Riesz (φk) composée de vecteurs propres de L et la base (φ⋆k),
biorthogonale de (φk). Pour tout k ∈ N, on note λk la valeur propre associée au
vecteur propre φk. Alors les éléments de H appartenant au domaine de A sont
caractérisés comme suit :
D(L) =
{
f ∈ H;
∑
k∈N
(1 + |λk |2) |〈f,φ⋆k〉|2 <∞
}
,
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et pour tout f ∈ D(L) :
Lf =
∑
k∈N
λk〈f,φ⋆k〉φk.
Par ailleurs, les propriétés des opérateurs diagonalisables se transmettent
à leur adjoint :
Proposition II.1.7. Sous les hypothèses de la proposition précédente, l’opé-
rateur L⋆ est diagonalisable et ses vecteurs et valeurs propres sont respective-
ment φ⋆k et λk, pour 1 ≤ k ≤ ∞.
Nous verrons à différentes reprises que ces propriétés des opérateurs dia-
gonalisables conviennent particulièrement à la résolution de problèmes in-
verses. Nous commençons avant tout par étudier les problèmes d’évolution
du second ordre associés à ces opérateurs.
Application aux EDP hyperboliques
Les paragraphes suivants sont consacrés aux équations aux dérivées par-
tielles hyperboliques linéaires du second ordre en temps de la forme :
p′′ − Lp = F,
où L est un opérateur non borné sur un espace de Hilbert séparable H, de
domaine V = D(L). On note V ′ le dual par rapport à l’espace pivot H. On
suppose que :
V →֒ H →֒ V ′,
avec injections continues, compactes et denses.
On s’intéresse au problème suivant, où les crochets 〈·,·〉 représentent le
crochet de dualité entre V ′ et V :
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Étant donnés f ∈ V , g ∈ H et F ∈ L2(0,T ;H), existe-t-il une solution p
de l’équation précédente au sens suivant :∣∣∣∣∣∣∣∣∣∣∣∣
p ∈ L2(V ), p′ ∈ L2(V ) et p′′ ∈ L2(V ′),
〈p′′,ϕ〉 − 〈Lp,ϕ〉 = 〈F,ϕ〉, dans D′(0,T ), ∀ϕ ∈ V,
p(0) = f,
p′(0) = g.
(II.1.1)
De plus, y a-t-il unicité de cette solution et est-elle continue vis-à-vis des
conditions initiales et du second membre ?
Précisons un cadre favorable à l’étude de ce problème. On fixe un horizon
de temps T ∈ (0,∞). On suppose que la forme bilinéaire l associée à −L est
continue et faiblement coercive sur V 4.
On suppose enfin que L est un opérateur diagonalisable dans V au sens de
la définition II.1.5 page 103. Il existe donc une base de Riesz de H constituée
d’éléments de V qui sont des fonctions propres de L. On note cette base :
{{eij}1≤j≤ni}1≤i≤∞,
et {λi}1≤i≤∞ le spectre de L qui lui est associé, ainsi que :
{{e⋆ij}1≤j≤ni}1≤i≤∞
sa base biorthogonale. On a donc :
Leij = λieij ,
et, pour tout p ∈ H :
p =
∞∑
i=1
ni∑
j=1
〈p,e⋆ij〉eij ,
où la série converge dans H.
4. Sous ces hypothèses, l’opérateur L est parfois dit «V -elliptique ».
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Quels que soient f ∈ V , g ∈ H et F ∈ L2(0,T ;H), on note :
f =
∞∑
i=1
ni∑
j=1
fijeij ,
g =
∞∑
i=1
ni∑
j=1
gijeij ,
F (t) =
∞∑
i=1
ni∑
j=1
Fij(t)eij , p.p. t ∈ (0,T ).
Pour tout 1 ≤ i ≤ ∞, on note µi une racine carrée complexe de λi telle
que Re(µi) ≥ 0 (qui est donc unique si et seulement si Re(λi) 6= 0).
On a alors la proposition suivante qui résout le Problème (II.1.1) :
Théorème II.1.8. Il existe une unique solution p au Problème (II.1.1) et celle-
ci est continue en regard des conditions initiales et du second membre. De plus,
la solution p vérifie :
p ∈ C0(0,T ;L2(V )) ∩ C1(0,T ;L2(H)) ∩H2(0,T ;L2(V ′)),
et satisfait à l’inégalité d’énergie suivante :
Ep(t) ≤ c(Ep(0) + ‖F ‖L2(0,T ;H)),
où c > 0 et :
Ep(t) =
1
2
[
‖pt‖2H + ‖p‖2V
]
.
Enfin, cette solution s’écrit :
p =
∑
1≤i≤∞
∑
1≤j≤ni
pijeij ,
avec convergence forte dans V et où :
pij(t) =
eµit + e−µit
2
fij +
eµit − e−µit
2µi
gij −
∫ t
0
eµi(t−s) − e−µi(t−s)
2µi
Fij(s) ds,
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si λi 6= 0, pour tout t ∈ [0,T ]. Sinon :
pij(t) = fij + gijt−
∫ t
0
(t− s)Fij(s) ds, sur [0,T ].
Remarque II.1.9. Au sujet de l’intervalle temporel. D’une part, l’exis-
tence d’une solution unique sur tout intervalle (0,T ), T > 0 nous permet de
définir une solution unique sur (0,∞) ; d’autre part, le temps initial t0 = 0
peut aussi être choisi quelconque dans (−∞,T ).
Preuve du théorème. Nous suivons la méthode de Faedo-Galerkin
adaptée aux opérateurs diagonalisables, en 8 étapes :
1. Définition et étude d’un problème approché. Pour tout m ∈ N∗,
on note Vm le sous-espace vectoriel de V de dimension finie engendré
par la famille {{eij}1≤j≤ni}1≤i≤m :
Vm = Vect({{eij}1≤j≤ni}1≤i≤m).
Soient, pour tout m ∈ N, les projections orthogonales respectives fm
et gm de f et g sur Vm :
fm =
∑
1≤i≤m
∑
1≤j≤ni
〈f,e⋆ij〉eij , et gm =
∑
1≤i≤m
∑
1≤j≤ni
〈g,e⋆ij〉eij .
Les suites (fm) et (gm) convergent donc (fortement) dans V vers f et
dansH vers g, respectivement. De même, concernant le second membre
de l’équation F , on pose pour tout m ∈ N∗ :
Fmij = 〈F,e⋆ij〉, ∀1 ≤ i ≤ m, 1 ≤ j ≤ ni,
et :
Fm =
∑
1≤i≤m
∑
1≤j≤ni
fmijeij ∈ Vm.
Nous nous intéressons dorénavant au problème approché suivant :
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Quel que soit m ∈ N∗, trouver :
pm =
∑
1≤i≤m
∑
1≤j≤ni
pmijeij ∈ Vm,
tel que :∣∣∣∣∣∣∣
p′′mij − λipmij = Fmij , 1 ≤ i ≤ m, 1 ≤ j ≤ ni,
pm(0) = fm,
p′m(0) = gm.
(II.1.2)
Le système (II.1.2) est un système différentiel linéaire de dimension
finie dans Vm, pour lequel il existe donc une unique solution d’après le
Théorème de Cauchy-Lipchitz. Par ailleurs, puisque Fm ∈ L2(0,T ;Vm),
on a :
pm ∈ C0([0,T ];Vm), p′m ∈ C0([0,T ];Vm) et p′′m ∈ L2(0,T ;Vm).
2. Estimations d’énergie pour le problème approché. Commençons
par remarquer que, pour tous m ∈ N∗, 1 ≤ i ≤ m et 1 ≤ j ≤ ni :
pmij = 〈pm,e⋆ij〉 ⇒ −λipmij = −〈pm,λie⋆ij〉,
aussi, d’après la Proposition II.1.7 page 104, il vient :
−λipmij = −〈pm,L⋆e⋆ij〉 = l(pm,eij⋆).
Nous nous intéressons par la suite aux estimations d’énergie relatives
aux solutions pm. Posons :
Epm(t) =
1
2
[∥∥p′m∥∥2H + ‖pm‖2V ] .
On note :
p′m =
∑
1≤i≤m
∑
1≤j≤ni
p′⋆mije
⋆
ij ,
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puis on multiplie les équations (II.1.2) par p′⋆mij , on somme ces équa-
tions pour 1 ≤ i ≤ m et 1 ≤ j ≤ ni pour obtenir :
1
2
d
dt
[∥∥p′m∥∥2H + l(pm,pm)] = 〈p′′m,p′m〉+ l(pm,p′m)
= 〈Fm,p′m〉, p.p. t ∈ (0,T ),
On intègre cette équation sur (0,T ). Grâce à la coercivité faible de la
forme hermitienne l et puisque d’une part, pour presque tout t ∈ (0,T ) :
pm(t) =
∫ t
0
p′m(s) ds+ pm(0)
⇒ ‖pm(t)‖2H ≤ 2
[
‖pm(0)‖2H + t
∫ t
0
∥∥p′m(s)∥∥2H ds]
≤ c
[
‖f ‖2V + t
∫ t
0
∥∥p′m(s)∥∥2H ds] ,
et d’autre part :
〈Fm,p′m〉 ≤
1
2
‖Fm‖2H +
1
2
∥∥p′m∥∥2H
≤ 1
2
‖Fm‖2H +
1
2
Epm , p.p. t ∈ (0,T ),
on a démontré le lemme suivant :
Lemme II.1.10. Il existe une constante c1 > 0 qui ne dépend que de T ,
de Epm(0) et de ‖F ‖L2(0,T ;H) ainsi qu’une constante c2 > 0 telles que :
Epm(t) ≤ c1 + c2
∫ T
0
Epm(s) ds. (II.1.3)
Plus précisément, on peut écrire la constante c1 sous la forme :
c1 = c
′
1
(
Epm(0) + ‖F ‖L2(0,T ;H)
)
,
où c′1 > 0 ne dépend que de T .
3. Estimations a priori. Le résultat obtenu au cours de la présente
étape constitue une preuve (classique) du lemme de Gronwall. Posons,
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pour tout m ∈ N∗, pour presque tout t ∈ (0,T ) :
Gm(t) = c1 + c2
∫ t
0
Epm(s) ds.
Comme Epm ∈ L1(0,T ), Gm est absolument continue, d’où :
G′m ≡ c2Epm dans L2(0,T ).
Or, compte tenu de l’inégalité (II.1.3), on a :
G′m − c2Gm ≤ 0, p.p. t ∈ (0,T ).
Un calcul classique donne donc :
Gm(t) ≤ c1ec2t.
et puisque d’après l’inéquation (II.1.3), Epm(t) ≤ Gm(t) pour presque
tout t ∈ (0,T ), on conclut que :
Epm(t) ≤ c1ec2t ≤ c1ec2T , p.p. t ∈ (0,T ).
Nous avons donc démontré le lemme suivant :
Lemme II.1.11. La suite (pm) est bornée dans L∞(0,T ;V ), et donc
dans L2(0,T ;V ) et la suite (p′m) est bornée dans L
∞(0,T ;H) ainsi que
dans L2(0,T ;V ).
4. Passage à la limite : définition d’une solution. Puisque V = D(L)
et puisque les boules unité des espaces considérés sont faiblement com-
pactes, il existe une suite extraite de (pm), que l’on note toujours (pm),
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et il existe p tels que :∣∣∣∣∣∣∣∣∣∣∣∣
pm ⇀ p dans L2(0,T ;V ) faible,
Lpm ⇀ Lp dans L2(0,T ;V ′) faible,
p′m ⇀ p
′ dans L2(0,T ;V ) faible,
p′m ⇀ p
′ dans L2(0,T ;H) faible,
p′m ⇀ p
′ dans L∞(0,T ;H) faible.
Cette étape de la preuve consiste en la vérification que p est bien so-
lution de l’équation (II.1.1). Soit ψ ∈ C∞K ((0,T )). On multiplie l’équa-
tion(II.1.2) par ψ et on intègre le résultat sur (0,T ), il vient :
−
∫ T
0
〈p′m,e⋆ij〉ψ′ dt+
∫ T
0
l(pm,e
⋆
ij)ψ dt =
∫ T
0
〈F,e⋆ij〉ψ dt.
En passant à la limite quand m→∞, on obtient :
−
∫ T
0
〈p′,e⋆ij〉ψ′ dt+
∫ T
0
l(p,e⋆ij)ψ dt =
∫ T
0
〈F,e⋆ij〉ψ dt,
et comme (e⋆ij) est une base de V , p ∈ L2(V ) et p′ ∈ L2(V ′), pour
tout ϕ ∈ V et tout ψ ∈ C∞K ((0,T )) :
−
∫ T
0
〈p′,ϕ〉ψ′ dt+
∫ T
0
l(p,ϕ)ψ dt =
∫ T
0
〈F,ϕ〉ψ dt.
En outre, p vérifie p′′ − Lp = F dans D′(0,T ;V ′). En effet :∫ T
0
−〈p′,ϕ〉ψ′ dt = −〈〈p′,ψ′〉D′(0,T ;V ′),D(0,T ;V ),ϕ〉V ′,V
= 〈〈p′′,ψ〉D′(0,T ;V ′),D(0,T ;V ),ϕ〉V ′,V ,
puis : ∫ T
0
l(p,ϕ)ψ dt =
∫ T
0
〈Lpψ,ϕ〉V ′,V dt
= 〈〈Lp,ψ〉D′(0,T ;V ′),D(0,T ;V ),ϕ〉V ′,V ,
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et, de même :∫ T
0
〈F,ϕ〉V ′,V ψ dt = 〈〈F,ψ〉D′(0,T ;V ′),D(0,T ;V ),ϕ〉V ′,V .
Pour finir ce point, précisons que :
Lp ∈ L2(0,T ;V ′)⇒ p′′ ∈ L2(0,T ;V ′).
On a donc :
Lemme II.1.12. La limite p obtenue vérifie :
p′′ − Lp = F dans L2(0,T ;V ′).
5. Vérification des conditions initiales. On vérifie tout d’abord que :
p′(0) = g.
Soit ψ ∈ C∞K ([0,T )) telle que ψ(0) 6= 0. En pratiquant comme dans
l’étape précédente, on montre que pour tout ϕ ∈ V :
−
∫ T
0
〈p′,ϕ〉ψ′ dt+
∫ T
0
l(p,ϕ)ψ dt
= lim
m→∞
〈p′m(0),ϕ〉ψ(0)︸ ︷︷ ︸
= 〈g,ϕ〉ψ(0)
+
∫ T
0
〈F,ϕ〉ψ dt.
Or puisque p′′−Lp = F dansD′(0,T ;V ′), on reprend le calcul de l’étape
précédente avec ϕ ∈ V et ψ ∈ C∞K ([0,T )) choisie telle que ψ(0) 6= 0. Il
vient :
−
∫ T
0
〈p′,ϕ〉ψ′ dt+
∫ T
0
l(p,ϕ)ψ dt
= 〈p′(0),ϕ〉ψ(0) +
∫ T
0
〈F,ϕ〉ψ dt.
On a donc, pour tout ϕ ∈ V : 〈p′(0),ϕ〉 = 〈g,ϕ〉, d’où p′(0) = g.
Pour démontrer que :
p(0) = f,
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on a recours au calcul suivant : d’après l’équation (II.1.2), quel que
soit ψ ∈ C∞K ([0,T )) et pour tous m ∈ N∗, 1 ≤ i ≤ m et 1 ≤ j ≤ ni, on
a : ∫ T
0
〈p′m,e⋆ij〉ψ dt = −〈pm(0),e⋆ij〉ψ(0)−
∫ T
0
〈pm,e⋆ij〉ψ′ dt.
Par passage à la limite quand m→∞, on obtient :∫ T
0
〈p′,e⋆ij〉ψ dt = −〈f,e⋆ij〉ψ(0)−
∫ T
0
〈p,e⋆ij〉ψ′ dt,
et, comme précédemment, on peut remplacer e⋆ij par ϕ ∈ V quelconque.
On a par ailleurs, pour tout ϕ ∈ V et tout ψ ∈ C∞K ([0,T )) :∫ T
0
〈p′,ϕ〉ψ dt = −〈p(0),ϕ〉ψ(0)−
∫ T
0
〈p,ϕ〉ψ′ dt,
et donc, en choisissant ψ telle que ψ(0) 6= 0, on a : 〈p(0),ϕ〉 = 〈f,ϕ〉
pour tout ϕ ∈ V , d’où p(0) = f .
6. Unicité de la solution. Puisque le problème étudié est linéaire, il
suffit de montrer que si les conditions initiales sont nulles ainsi que le
second membre F , alors p = 0 pour prouver l’unicité de la solution
obtenue. Or, si f = 0, g = 0 et F = 0, alors c1 = 0 dans l’inéqua-
tion (II.1.3), d’où Epm(t) = 0 pour presque tout t ∈ (0,T ) lorsque l’on
définit :
pm =
m∑
i=1
ni∑
j=1
piei.
On sait donc que pm ≡ 0 et p ≡ 0.
N.B. : l’unicité ainsi démontrée permet d’affirmer que toute la suite
converge (pm) vers p, et non seulement une suite extraite.
7. Égalité d’énergie et convergence forte. En procédant de même
que pour obtenir l’inégalité d’énergie (II.1.3), on a :
Ep(T ) ≤ c0(T )
[
‖f ‖2V + ‖g‖2H + ‖F ‖L2(0,T ;H)
]
,
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et l’on en déduit le lemme suivant :
Lemme II.1.13. Étant donnés f ∈ V , g ∈ H et F ∈ L2(0,T ;H), la
norme dans L∞(0,T ;V ) de la solution p qui leur est associée ainsi que
celles de p′dans L∞(0,T ;H) et dans L2(0,T ;V ) sont toutes majorées par :
c0(T )
[
‖f ‖2V + ‖g‖2H + ‖F ‖L2(0,T ;H)
]
.
En remplaçant p par p − pm dans ce résultat, on déduit de ce lemme
que la suite (pm) converge fortement vers p dans L∞(0,T ;V ) et que la
suite (p′m) converge fortement vers p
′ dans L∞(0,T ;H) et L2(0,T ;V ).
Le Théorème 1 de [70, p. 570] termine la démonstration du lemme
suivant :
Lemme II.1.14. La suite (pm) satisfait aux résultats de convergence
forte suivants :∣∣∣∣∣∣∣
Pour tout t ∈ [0,T ], pm(t)→ p(t) dans V,
Pour tout t ∈ [0,T ], p′m(t)→ p′(t) dans H,
p′m → p′ dans L2(0,T ;V ),
8. Expression des coefficients du développement de la solution en
série. Nous avons vu que p s’écrit sous forme d’une série convergeant
fortement vers p dans L2(0,T ;V ), à savoir :
p =
∞∑
i=1
ni∑
j=1
pijeij .
Par ailleurs, les coefficients pij sont les solutions dans C des équations :∣∣∣∣∣∣∣
p′′ij − λipij = 0, dans L2((0,T )),
pij(0) = fij ,
p′ij(0) = gij .
On vérifie aisément que ces solutions sont celles annoncées. ✷
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Remarque II.1.15. Supposer que L est diagonalisable n’est pas nécessaire
pour obtenir l’existence et l’unicité de la solution, de même que les hypo-
thèses de régularité sur les conditions initiales f et g ainsi que sur le second
membre F ne sont pas optimales.
Nous cherchons cependant à obtenir des formules de reconstruction de
l’objet f , d’où l’intérêt de ces hypothèses, dont nous n’avons su nous défaire
sans perdre la validité du développement en série « explicite » de la solution.
II.2 Application : Théorème de Agranovsky et Kuchment
Comme nous allons le montrer, les théorèmes proposés dans [5], dont
le Théorème IV.3.1 page 86 que nous avons présenté en fin de Chapitre A,
peuvent être déduits du Théorème II.1.8 page 106. Nous verrons ensuite com-
ment utiliser les techniques proposées par Agranovsky et Kuchment pour
résoudre le problème de la TTA lorsque la source d’onde de pression n’est
plus une impulsion de Dirac.
Concernant la méthode proposée par Agranovsky et Kuchment dans [5],
la première idée est d’introduire les données directement dans l’équation
d’état (II.1.1) tout en définissant un problème de Cauchy avec conditions
au bord de Dirichlet. Nous nous serons ainsi ramené à une équation résolue
dans le Théorème II.1.8 page 106 et aurons à notre disposition des formules
explicites pour les solutions.
Un résultat abstrait
Outre les hypothèses du théorème, nous supposons dorénavant que l’opé-
rateur −L est positif, de sorte que les racines carrées des valeurs propres λi
s’écrivent µi = iβi avec β ∈ R. On étudie l’équation (II.1.1) posée sur un
intervalle (t0,∞), t0 ∈ R. Supposons enfin que F ∈ L1(0,T ;H) et g ≡ 0 et
posons :
Ep(t) =
1
2
[
‖pt‖2H + ‖p‖2V
]
.
On obtient alors le Théorème 5 énoncé dans [5] :
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Théorème II.2.1. Si la solution p de l’équation (II.1.1) vérifie :
lim
t→∞
Ep(t) = 0,
alors, pour tous 1 ≤ i ≤ ∞ et 1 ≤ j ≤ ni :
pij(t0) = −
∫ ∞
t0
sin(βi(t− s))
βi
Fij(s) ds. (II.2.4)
En particulier, si t0 = 0, on a :
fij = −
∫ ∞
0
sin(βi(t− s))
βi
Fij(s) ds.
Preuve. En effet, puisque :
lim
t→∞
Ep(t) = 0,
les coefficients du développement de la solution p dans la base de Riesz (eij)
vérifient :
lim
t→∞
pij(t) = 0.
En tant que solutions des équations posées dans le système (II.1.2), elles
admettent donc la représentation (II.2.4). ✷
Étant données des observations po définies par :∣∣∣∣∣∣∣∣∣∣
p′′ − Lp = 0 dans D′(0,∞;V ′),
p(0) = f,
p′(0) = 0,
po = p sur S∞,
où l’inconnue f appartient à V , on peut en définir l’extension harmonique
suivante à Ω : puisque −L est positif, on note uo = E(po) l’unique solution
de l’équation Luo = 0 telle que uo = po sur ∂Ω.
II. OPÉRATEURS DIAGONALISABLES ET TTA 117
On note p˜ = p− uo, qui est alors solution de :∣∣∣∣∣∣∣∣∣∣
p˜′′ − Lp˜ = −uo′′,
p˜(0) = f − uo(0)
p˜′(0) = 0,
p˜ = 0 sur S∞.
D’après le Théorème II.2.1 page 115, il vient :
Corollaire II.2.2. Les données et l’objet sont liés par l’équation suivante :
fij = u
o
ij(0)−
∫ ∞
0
sin(βi(t− s))
βi
uoij
′′(s) ds.
Cas particulier : TTA en milieu hétérogène
On suppose que les objets qui nous intéressent sont inclus dans un ou-
vert borné régulier Ω de Rn, dont la frontière constitue la surface d’obser-
vation : S = ∂Ω. Nous nous plaçons en effet dans le cas d’observations
complètes et non bruitées. Posons : S∞ = (0,∞)× S.
Sous les hypothèses du Théorème II.1.8 page 106, l’opérateur L est défini
par L = c(x)∆ où la vitesse c ∈ C∞(Ω) est strictement positive. L est donc
un opérateur non borné autoadjoint et compact sur H = L2(Ω,c(x)−1dx),
ainsi que positif sur son domaine V = D(L). La base (eij) est alors sa propre
base biorthogonale.
Remarque II.2.3. Nous définissons l’opérateur L selon les hypothèses pro-
posées dans [5], la généralisation à celles présentées dans [218] étant directe.
L’opérateur L y est défini comme suit :
L = c2
1√
det(g)
(
1
i
d
dxi
+ ai
)
gij
√
det(g)
(
1
i
d
dxj
+ aj
)
+ q,
où g est une métrique Riemannienne sur Rn, a ∈ Rn et c et q des fonctions
régulières et positives.
On suppose que la vitesse c est non-trapping, de sorte que les estimations
de décroissance locale d’énergie (Théorème III.3.16 page 58 du Chapitre A)
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sont vérifiées. Ainsi la solution p et donc la fonction uo vérifient les hypothèses
du Théorème II.2.1 page 115.
Remarque II.2.4. En dimension impaire, il existe 0 < T <∞ tel que :
E(t) = 0 pour tout t ≥ T,
de sorte que les intégrations peuvent avoir lieu sur (0,T ) au lieu de (0,∞).
Suivant la méthode employée dans [5], le lemme suivant permet de dé-
duire le Théorème IV.3.1 page 86 du Chapitre A du Théorème II.2.1 et du
Corollaire II.2.2 de la page précédente :
Lemme II.2.5. Pour tout 1 ≤ i ≤ ∞ et tout 1 ≤ j ≤ ni, on a :
uoij(t) = 〈uo(t),eij〉L2(Ω,c(x)−1dx) = µ−2i
∫
S
po(t)∂νeij dσ.
En effet, on a alors :
uoij
′′(t) = µ−2i
∫
S
po′′(t)∂νeij dσ,
et une intégration par partie permet de conclure.
Extension du théorème
La méthode proposée précédemment permet de résoudre un problème
plus général que le problème usuel de la TTA. L’opérateur L est à nouveau
supposé respecter les hypothèses II.1.8 page 106 du théorème et être positif.
Revenons à la partie II.2 page 24 du Chapitre A, lors de laquelle nous
avons vu que les équations :∣∣∣∣∣∣∣
ptt + Lp = F sur R×R3,
p(0) = 0,
pt(0) = 0,
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et : ∣∣∣∣∣∣∣
ptt + Lp = 0 sur R×R3,
p(0) = f,
pt(0) = 0,
admettent la même solution lorsque la source est issue d’une impulsion mo-
délisée par une distribution de Dirac : F (t,x) = δ′(t)f(x).
Nous supposons ici que ce n’est pas le cas : soit F ∈ L1(0,T ;H) telle
que t 7→ F (t) est à support compact dans [0,∞). Nous souhaitons résoudre
le problème suivant :
Déterminer le second membre F à partir de la connaissance des don-
nées po définies sur S∞ = (0,∞)× S par :∣∣∣∣∣∣∣∣∣∣
p′′ − Lp = F sur (0,∞)× Ω,
p(0) = 0,
p′(0) = 0,
po = p sur S∞.
(II.2.5)
Comme précédemment, on utilise la solution uo = E(po) de l’équa-
tion Luo = po dans V et on définit p˜ = p−uo qui est solution de l’équation :∣∣∣∣∣∣∣∣∣∣
p˜′′ − Lp˜ = F − uo′′ sur (0,∞)× Ω,
p˜(0) = −uo(0),
p˜′(0) = 0,
p˜ = 0 sur S∞.
De même que pour le Corollaire II.2.2 page 117, on déduit le résultat
suivant du Théorème II.2.1 :
Corollaire II.2.6. Si la solution p de l’équation (II.2.5) vérifie :
lim
t→∞
Ep(t) = 0,
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alors :
uoij −
∫ ∞
0
µ−1i sin(µi(t− s))
(
Fij(s)− uoij ′′(s)
)
ds = 0. (II.2.6)
Finalement, en dérivant l’équation (II.2.6), si l’on note :
Ti(t) = µ
−1
i sin(µi(t)) pour tout t ∈ R+,
et ∗ l’opération de convolution par rapport à la variable temporelle t, alors :
uo =
d
dt
{
Ti ∗
[(
Fij − uoij ′′
)
1[t,∞)
]}
.
Nous avons donc prouvé le théorème suivant, qui montre que l’on peut
ramener le Problème (II.2.6) à un problème de déconvolution :
Théorème II.2.7. Étant donné un objet F à déterminer et des observations po
définies par la Problème (II.2.6), F peut être reconstruit en résolvant le problème
de déconvolution :
uo =
d
dt
{
Ti ∗
[(
Fij − uoij ′′
)
1[t,∞)
]}
. (II.2.7)
Remarque II.2.8. Si le Lemme II.2.5 est vérifié, il est à nouveau possible
d’exprimer les termes uoij en fonction de p
o
ij et des fonctions propres eij.
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III Une méthode variationnelle
Classiques parmi les méthodes de résolution de problèmes inverses, les
techniques de résolution variationnelles mènent à de nouvelles méthodes de
reconstruction pour le problème de la TTA. Nous avons exposé la plupart des
résultats présentés dans cette section dans l’article [42]. Ainsi que d’autres
auteurs (consulter [15, 62, 145, 183, 260, 261, 270]), nous nous sommes inté-
ressés à cette technique pour ses qualités a priori (robustesse, adaptabilité à
des conditions variées, etc.), qui ont été confirmées par nos expérimentations.
Dans l’ensemble de cette section on reprend les notations introduites dans
la Section III.1 du Chapitre A.
Notations
Dans la suite, nous utiliserons les notations suivantes :
• La boule ouverte de centre x ∈ R3 et de rayon r > 0 est notée B(x,r).
• Sa frontière, la sphère de centre x et de rayon r, est notée S(x,r).
• Pour tout x ∈ R3 et 0 < r1 < r2, nous définissons l’anneau de
centre x ∈ R3 et de rayons r1, r2 > 0 :
A(x,r1,r2) = {y ∈ R3; r1 < ‖x− y‖ < r2},
et, si x = 0 :
A(r1,r2) = A(0,r1,r2).
• Pour tout ensemble E de R3 et r > 0, on note T (E,r) l’ensemble E
étendu aux points étant à distance inférieure à r de E :
T (E,r) = {y ∈ R3; ∃x ∈ E, ‖y − x‖ < r}.
III.1 Première approche
Nous présentons tout d’abord cette méthode telle que nous l’avons expo-
sée dans [42].
On suppose que L = ∂tt −∆ en espace tridimensionnel : n = 3. En par-
ticulier, la vitesse des ondes de pression est constante et normalisée (c ≡ 1).
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Quitte à changer d’échelle d’espace, on définit le domaine observé comme
étant la boule ouverte B = B(0,1), dont la frontière est la surface d’observa-
tion S = S(0,1). Afin de travailler avec une surface d’observation de mesure
non nulle, la discrétisation du problème nous autorise à approcher S par un
domaine d’observation approché Sε ouvert : Sε = Aε ⊂ A(1 − ε,1 + ε). En
effet, étant donnée un pas de discrétisation, il existe ε > 0 tel que toute fonc-
tion dont le support est contenu dans T (S,2ε) et valant 1 sur Sε admet la
même discrétisation que la fonction indicatrice 1S de S (voir la figure III.1.1).
Body
S
T (S,ε)
Figure III.1.1 – Le corps à reconstruire, qui génère une onde de pres-
sion pdonnées, est entouré par le surface d’observation S. En rouge, le domaine
d’observation approché Sε = Aε.
L’équation du modèle s’écrit :∣∣∣∣∣∣∣
Lp(t,x) = 0 pour (t,x) ∈ Q∞ = R+ ×R3,
p(0) = f dans R3,
∂tp(0) = g dans R3,
(III.1.1)
avec L = ∂tt − ∆, et nous voulons reconstruire un objet f appartenant
à H10 (B) à partir des observations p
o = Cpexacte + pbruit, sachant que pexacte
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est définie par :
pexacte :=Wf.
Dans cette partie concernant l’étude théorique de cette méthode varia-
tionnelle, nous supposons que les données ne sont pas bruitées, et donc
que po = pexacte. On a alors po =Wf .
Rappelons 5 que l’opérateur linéaire W associe la solution de l’équa-
tion (III.1.1) qui est associée à la condition initiale f avec dérivée temporelle g
nulle à l’instant t = 0, mais restreinte au domaine d’observation ouvert et
non vide Sε. Précisément, l’opérateurW s’écritW = CW , où l’opérateur W
est défini par :
W : H10 (B) −→ C0([0,T ];H10 (B(0,R)))
f 7−→ Wf,
où Wf est la solution faible de (III.1.1) pour laquelle g = 0.
Même si Wf est définie sur tout R3, on peut choisir R > 0 suffisamment
grand de sorte que toute solution de l’équation (III.1.1) ait une trace nulle sur
la sphère frontière S(0,R) et soit nulle hors de B(0,R), i.e. sur R3 \B(0,R).
Le rayon R est donc choisi tel que la restriction de Wf à B(0,R) soit
dans H10 (B(0,R)), et ce à tout instant t ∈ [0,T ]. L’opérateur d’observation C
est l’opérateur de restriction au domaine d’observation Sε :
C : L2([0,T ]×R3) −→ L2([0,T ]× Sε)
g 7−→ g|Sε .
Finalement, nous pouvons redéfinir le problème de la TTA comme le pro-
blème approché suivant :
5. Voir aussi les notations de la Sous-section III.1 du Chapitre A.
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Nous voulons résoudre le problème inverse :
Wf = po,
en résolvant le problème problème de minimisation suivant :
(Pα)
∣∣∣∣∣ Minimiser Jα(f)s.c. f ∈ H10 (B),
où Jα est la fonctionnelle de Tikhonov :
Jα : H
1
0 (B) −→ R+
f 7−→ 1
2
∫ T
0
‖Wf − po‖2L2(Sε) dt+
α
2
‖f ‖2L2(B) ,
avec α > 0.
Puisque W est un opérateur linéaire et borné d’une part et grâce au
paramètre de régularisation α > 0 d’autre part, la fonctionnelle Jα est stric-
tement convexe, différentiable et coercive. Toute solution fα de (Pα) est donc
caractérisée par :
∇Jα(fα) =W⋆(Wfα − po) + αfα = 0.
Ainsi, quel que soit α > 0, le Problème (Pα) est bien posé et l’équation
ci-dessus admet une unique solution définie par :
fα = (W⋆W + αI)−1W⋆po.
Nous avons choisi de résoudre ce problème en utilisant une méthode de
gradient conjugué, laquelle requiert le calcul de ∇Jα à chaque itération. Pour
effectuer ce calcul, remarquons que pour tout ψ ∈ C∞K (B) et f ∈ H01 (B), on
a :
〈∇Jα(f),ψ〉L2(B) = 〈W⋆(Wf − po),ψ〉+ α〈f,ψ〉
= 〈Wf − po,Wψ〉︸ ︷︷ ︸
Gf,ψ
+α〈f,ψ〉,
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avec :
Gf,ψ =
∫ T
0
∫
Aε
(Wf − po)Wψ
=
∫ T
0
∫
B(0,R)
1Aε(Wf − po)Wψ.
Si l’on considère la solution faible de l’équation adjointe (rétrograde) sui-
vante : ∣∣∣∣∣∣∣
∂ttu
⋆(x,t)−∆u⋆(x,t) = 1Sε(Wf − po),
u⋆(x,T ) = 0,
∂tu
⋆(x,T ) = 0,
(III.1.2)
et puisque Wψ ∈ C∞K (B(0,R)), il vient :
Gf,ψ =
∫ T
0
∫
B(0,R)
∂ttu
⋆Wψ +
∫ T
0
∫
B(0,R)
〈∇u⋆,∇Wψ〉.
On a choisi la boule B(0,R) suffisamment grande pour que l’on obtienne,
après application de la formule de Green et intégration par parties :
Gf,ψ =
∫ T
0
∫
B(0,R)
u⋆LWψ −
∫
B(0,R)
∂tu
⋆(x,0)Wψ(0)
= 〈−∂tu⋆(·,0),ψ〉.
Finalement :
∇Jα(f) = −∂tu⋆(·,0) + αf.
D’après ce calcul, il est possible d’obtenir le gradient de la fonction-
nelle Jα en calculant la solution Wf et l’état adjoint u⋆. Aussi le coût d’une
itération de gradient conjugué est de l’ordre de celui de deux itérations d’un
calcul de solution de l’équation des ondes. Lors de ce calcul, il est cependant
nécessaire de conserver en mémoire Wf − pdonnées sur Aε et à tout instant
afin de calculer ensuite l’état adjoint.
Enfin, le calcul de ∇Jα effectué ci-dessus dans un cadre continu a son
équivalent dans le cas d’équations discrétisées. L’équation adjointe discrète
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sera alors calculée comme équation adjointe de l’équation des ondes discré-
tisée choisie. La méthode est donc grandement dépendante de la technique
de discrétisation choisie pour l’équation (III.1.1).
III.2 Seconde étude
Nous verrons dans le chapitre suivant que la régularisation imposée à la
reconstruction 6 n’est pas aussi souhaitable en pratique qu’en théorie. L’ab-
sence de ce terme entraîne cependant que la fonctionnelle J0 n’est pas néces-
sairement coercive. Nous proposons donc une seconde approche des méthodes
de minimisation variationnelle, laquelle nous permettra par ailleurs de défi-
nir une méthode valable en toute dimension, en cas de milieu hétérogène et
pour des surfaces d’observation très générales.
Cadre d’étude
Soit n ∈ N∗. On suppose que L = ∂tt− c(x)∆ où c ∈ L∞ est strictement
positive et telle qu’il existe a, b > 0 tels que :
a < c(x) < b p.p. x ∈ Rn.
Le domaine d’intérêt Ω est un ouvert borné régulier quelconque, on suppose
que la surface d’observation S ⊂ ∂Ω est non vide et incluse dans la frontière
de Ω. On approche cette surface d’observation par un domaine d’observation
approché défini par Sε = T (S,ε). On fixe enfin l’horizon de temps T ∈ (0,∞].
On s’intéresse donc aux solutions de l’équation :∣∣∣∣∣∣∣
Lp(t,x) = 0 pour (t,x) ∈ Q∞ = R+ ×R3,
p(0) = f dans R3,
∂tp(0) = g dansR3,
(III.2.3)
où L = ∂tt − c(x)∆.
6. Cette régularisation est imposée par la présence du terme α
2
‖f ‖2L2(B) dans la fonc-
tionnelle Jα.
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Étant donné des observations po ∈ L2((0,T ) × Sε), nous souhaitons à
nouveau résoudre le problème inverse suivant :
Wf = po,
par le biais du problème de minimisation quadratique linéaire suivant :
(Pα)
∣∣∣∣∣ Minimiser J(f)s.c. f ∈ H10 (B).
où J est la fonctionnelle de Tikhonov suivante :
J : H10 (Ω) −→ R+
f 7−→ 1
2
∫ T
0
‖Wf − po‖2L2(Sε) dt.
Cette fonctionnelle est différentiable et convexe.
L’inégalité d’observation
On suppose que les observations sont non bruitées et issues du modèle : il
existe pexacte solution du problème de Cauchy (III.2.3) ayant pour condition
initiale l’objet f et g = 0 et telle que po =Wf = Cpexacte. Ainsi la coercivité
de la fonctionnelle est définie par :
∃ c > 0; ‖Wf ‖2L2((0,T )×Sε) ≥ c ‖f ‖2H10 (B) , ∀f ∈ H
1
0 (B), (III.2.4)
c’est-à-dire telle que :∫ T
0
‖C [Wf ] (t)‖2L2(Sε) dt ≥ c ‖f ‖2H10 (B) ,
ou encore, en notant {T(t)}t≥0 le semi-groupe unitaire associé à l’équa-
tion (III.2.3) : ∫ T
0
‖CT(t)f ‖2L2(Sε) dt ≥ c ‖f ‖2H10 (B) .
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Cette inégalité, que nous retrouverons à maintes reprises, est traditionnelle-
ment appelée inégalité d’observation (voir en particulier la Section V) et la
condition (III.2.4) est dite condition d’observation.
Le résultat suivant montre déjà l’importance de cette inégalité dans le
cadre qui nous est imparti :
Proposition III.2.1. La condition d’observation (III.2.4) est équivalente à la
stricte convexité de la fonctionnelle J .
Preuve. Tout d’abord, la stricte convexité de J est équivalente au fait
que, quels que soient f1, f2 ∈ H10 (B) tels que f1 6= f2 :
〈∇J(f2)−∇J(f1),f2 − f1〉 > 0,
et l’on a :
〈∇J(f2)−∇J(f1),f2 − f1〉 = ‖W(f2 − f1)‖2 .
D’où l’on déduit directement que la condition d’observation implique la
stricte convexité de J .
Réciproquement, si la condition d’observation n’est pas respectée, mon-
trons qu’il existe f ∈ H10 (B) tel que f 6= 0 et Wf = 0. On montre ai-
sément que si la condition (III.2.4) n’est pas respectée, alors il existe une
suite (fn) ∈ H10 (B)N telle que, pour tout n ≥ 0 :
‖fn‖H10 (B) = 1,
et
‖Wfn‖L2((0,T )×Sε) −−−−−→n→∞ 0.
Puisque la suite (fn) est bornée dans H10 , elle admet une sous-suite conver-
geant faiblement dans H10 , dont on note f la limite faible. Ainsi (Wfn)
converge faiblement vers Wf dans L2((0,T × Sε)), et puisque cette suite
converge fortement vers 0, on a prouvé l’existence d’un objet f ∈ H10 de
norme 1 – et donc non nul – tel que ‖Wf ‖L2((0,T )×Sε) = 0. Ainsi, quel que
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soit l’objet f0 ∈ H10 (B), on a :
‖W(f + f0)−Wf0‖ = 0,
et J n’est pas strictement convexe. ✷
La preuve de ce résultat peut aussi être abordée directement à partir des
définitions de la convexité et de la stricte convexité puisque, par définition,
la fonctionnelle J est convexe si et seulement si pour tout (f1,f2) ∈ H10 (B)
et pour tout t ∈ (0,1) :
J(tf1 + (1− t)f2) ≤ tJ(f1) + (1− t)J(f2),
et strictement convexe si l’on a inégalité stricte dès lors que f1 6= f2. Or, si
l’on note po1 = Wf1 et po2 = Wf2 les données non bruitées respectivement
associées aux objets f1 et f2 :
J(tf1 + (1− t)f2) = ‖tpo1 + (1− t)po2‖2
= t2 ‖po1‖2 + (1− t)2 ‖po2‖2
+2t(1− t)〈po1,po2〉
= t2 ‖po1‖2 + (1− t)2 ‖po2‖2
+t(1− t)
[
‖po1‖2 + ‖po2‖2 − ‖po2 − po1‖2
]
≤ tJ(po1) + (1− t)J(po2),
où les normes et produits scalaires sont ceux naturellement associés à l’es-
pace L2((0,T )× Sε). La convexité de J est ainsi prouvée et on constate que
l’on n’a égalité dans le calcul précédent que si :
Wf1 =Wf2.
Puisque l’inégalité d’énergie implique l’injectivité deW , il vient, dans ce cas :
si f1 6= f2, alors on a inégalité stricte, et J est strictement convexe.
Enfin, la seconde implication peut être démontrée comme précédemment.
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Bilan
Ainsi, si l’on suppose l’inégalité d’observation vérifiée, la méthode exposée
dans la sous-section précédente reste donc valable et l’on peut utiliser la
méthode de descente proposée pour résoudre le problème de la TTA.
Nous verrons au cours du Chapitre C que cette méthode de résolution a
des spécificités qui la rendent très intéressante : malgré une complexité élevée,
la minimisation est particulièrement robuste tant vis-à-vis du bruit que de
l’observabilité. En particulier, nous testerons cette méthode hors du cadre
coercif présenté ci-dessus avec des résultats remarquables. Cette situation
nous intéresse tout particulièrement en pratique dès lors qu’une connaissance
des variations de vitesse peut être fournie indépendamment de la résolution
du problème de la TTA.
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IV Le nudging direct et rétrograde
Les idées présentées dans cette section trouvent leur source dans les tra-
vaux de Auroux et Blum (consulter la thèse de Didier Auroux [22] et [24],
puis [26], qui précise les idées introduites dans le précédent), qui ont été in-
dépendamment suivis par [194]. Elles fondent la majorité de nos travaux :
c’est en effet à partir de la connaissance de l’algorithme de Back and Forth
Nudging (BFN, ou Nudging Direct et Rétrograde) et de son étude que nous
avons défini des méthodes de reconstruction itératives pour différents types
d’observateurs.
Nous commençons par définir la méthode de nudging, puis l’algorithme
du BFN, en Sous-section IV.1. Nous étendrons cette définition aux obser-
vateurs itératifs généraux dans la Section V. Nous présenterons, dans la
Sous-section IV.2, les divers moyens de définir rigoureusement le BFN pour
les systèmes dynamiques de dimension infinie, dont ceux concernant les opé-
rateurs linéaires diagonalisables, cas le plus général abordé à ce jour en ce
qui concerne les systèmes linéaires, à notre connaissance. Nos applications
du BFN à la TTA sont enfin présentées dans la Sous-section IV.3, où seront
abordés les aspects spécifiques du BFN appliqué aux équations d’onde pour
des données du type de celles de la TTA.
IV.1 Origine et définitions de l’algorithme BFN
Nous dédions cette première sous-partie à une présentation heuristique
du BFN, laquelle est suivie d’une définition mathématique générale de cet
algorithme et de l’opérateur de BFN qui lui correspond.
On se donne un opérateur d’observations C continu de l’espace d’état H
dans l’espace des observations U . Ces deux espaces sont supposés être des
Hilbert.
IV.1.1 Origines du BFN
Présentation du nudging
Aux fondements du BFN se trouve la méthode de nudging qui consiste
en la résolution du problème de détectabilité (I.0.5) à l’aide d’un rappel de la
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forme d’une relaxation newtonienne : Π̂ = −C⋆K avec K positif. On appelle
donc l’observateur A−C⋆KC observateur de nudging (ou de relaxation new-
tonienne, de Luenberger ou encore observateur asymptotique). Le rappel est
alors assuré par un retour d’état d’une forme extrêmement simple, qui œuvre
à « tirer » l’état p vers les données po, le but de cette méthode étant que la
trajectoire suivie par l’état de l’observateur de nudging atteigne asymptoti-
quement la trajectoire des données. Ce type de rappel est à rapprocher de la
méthode de collocation, pour laquelle l’observateur s’écrit A−C⋆C (notam-
ment étudiés, dans le cas particulier où A est antiadjoint, dans [68, 108, 213]).
Contrairement à la méthode variationnelle présentée dans la Section III,
le nudging ne suppose pas que le modèle représente exactement le phénomène
observé. Il y est en effet modifié afin de tenir compte de l’écart entre état
simulé et données : le modèle est d’autant plus pénalisé que l’état est éloigné
des observations.
Au sujet du nudging et plus généralement de l’assimilation de données,
le lecteur intéressé pourra se référer à [272] et [64] duquel nous tirons la
citation suivante, traduite par nos soins : «Robert Kistler [129] [...] a été
le premier à appliquer le nudging à une équation de Shallow-Water, dans sa
thèse de 1974. Davies et Turner [71] ont été les premiers européens à utiliser
le nudging comme outil d’assimilation de données. Ce sujet a été présenté
dans le survol de Seaman [208] et le British Meteorological Office utilise une
version du nudging pour de l’assimilation de données opérationnelle [158]. ».
Mais les toutes premières utilisations de la technique de nudging que
nous ayons recensées sont du fait de Anthes et ses collègues [21, 113]. À leur
suite, outre les références précitées, la plupart des usages faits du nudging
concernent l’océanographie (voir notamment [35, 135, 159, 163, 242, 243]) et
l’assimilation de données atmosphériques en modèle méso-échelle [216].
Notons enfin, avec [215, 244, 272], que le nudging peut être perçu comme
une approximation du filtre de Kalman. Nous préciserons cette idée dans la
Section V. Dans les articles cités, le coefficient de nudging est optimisé au
moyen d’une estimation de paramètre minimisant l’écart entre l’état recons-
truit et les observations. Cette optimisation du paramètre de nudging néces-
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site cependant l’implémentation de l’état adjoint du modèle et implique donc
une complexité accrue, comparable aux méthodes variationnelles usuelles.
Le BFN : introduction
En comparaison des méthodes précitées (nudging, collocation et plus gé-
néralement stabilisation de systèmes linéaires), le BFN a l’originalité de pro-
poser une résolution à l’aide d’un algorithme comprenant une étape complé-
mentaire à l’évolution en temps direct de la technique de nudging : une fois
un état final défini par un évolution de l’observateur de nudging, le temps
est remonté au moyen d’une implémentation rétrograde – en temps – de la
méthode de nudging, avec un rappel adapté. Avec nos notations, l’observateur
de nudging rétrograde s’écrit donc −A−C⋆KC où K > 0.
Le parallèle avec les méthodes de renversement temporel introduite en
Sous-section IV.4 du Chapitre A est donc direct : ces méthodes ainsi que
le BFN profitent de la réversibilité temporelle des systèmes considérés pour
remonter (virtuellement) le temps. Par la suite, nous aborderons le problème
de la réversibilité temporelle à différentes reprises. Pour le moment, notons
simplement que les systèmes linéaires de dimension finie, et donc les approxi-
mations numériques des modèles, sont théoriquement réversibles et que, pour
le problème qui nous concerne, les équation d’ondes linéaires non-atténuées
le sont aussi. Différents cadres d’application de cette méthode peuvent donc
déjà être envisagés.
L’idée de remonter le temps répond à des constats simples : d’une part les
données ne sont jamais disponibles sur un intervalle de temps infini, d’autre
part l’implémentation a aussi lieu sur un intervalle de temps fini, et enfin,
le nudging n’utilise pas les données de manière optimale ainsi que le font
les méthodes traditionnelles d’assimilation de données. Face à ces constats,
Auroux et Blum proposent alors de réutiliser les données lors de passages
successifs le long de l’intervalle temporel d’assimilation en appliquant la mé-
thode de nudging et en escomptant obtenir la convergence de la trajectoire de
l’état vers celle des données (voir [22]).
Avec l’algorithme de Back and Forth Nudging (BFN), ces auteurs pro-
posent donc un moyen de pallier la finitude de l’horizon de temps lorsque
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celle-ci nuit à la stabilisation d’un système dynamique. Nous l’avons vu,
puisque les problèmes de stabilisation sont parfois équivalents ou approchent
des problèmes de contrôlabilité, des problèmes inverses, etc., le BFN répond
à de nombreux problèmes.
Avant de nous intéresser aux définitions mathématiques rigoureuses du
BFN, notons que deux méthodes qui lui sont antérieures et qui reposent aussi
sur un fonctionnement d’allers et retours temporels permettant de recons-
truire un état initial approché à partir de données.
En 1981, deux articles de Talagrand [228, 227] proposent en effet une
méthode d’assimilation dite forward-backward (i.e. directe-rétrograde) dans
laquelle des itérations similaires à celles du BFN sont considérées, mais dans
lesquelles l’état reconstruit est remplacé par les données aux lieu d’obser-
vation et à chaque instant où des données sont disponibles. Cette méthode
peut donc être vue comme un cas particulier de nudging direct et rétrograde
doté de coefficients de nudging infinis (voir la définition IV.1.1 ci-dessous).
Plus tard, Wang et ses collègues proposent une méthode dite quasi-
inverse qui consiste à introduire une évolution rétrograde du linéaire tan-
gent dans le 4D-VAR dans laquelle le signe du terme de diffusion est inversé
afin de conserver le caractère bien posé de l’équation 7. Cette méthode est
introduite dans [254] et reprise notamment dans [128].
IV.1.2 Définition du BFN
Dans cette sous-partie, nous définissons l’algorithme BFN pour des mo-
dèles linéaires puisque les non linéarités sont négligées dans les applications
qui nous intéressent. Cette définition s’étend naturellement à des systèmes
non linéaires, pour lesquels nous renvoyons notamment à [28] et aux autres
articles de ses auteurs. Notons en particulier que ce dernier article étend les
travaux précédents de S. Bonnabel, P. Martin et P. Rouchon sur l’observa-
tion de modèles non linéaires – voir [38, 39, 40] – à des techniques directes
et rétrogrades.
7. Cette intégration rétrograde du modèle y est rendue nécessaire par l’implémentation
de l’algorithme de Newton adjoint.
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L’algorithme
Soit A un opérateur non borné sur un espace de Hilbert H de do-
maine V = D(A) et 0 < T < ∞ un horizon de temps fini. On considère
un phénomène modélisé par l’équation suivante, supposée être bien posée 8 :∣∣∣ p′ = Ap, sur (0,T ), p(0) = f0. (IV.1.1)
À nouveau, des données po = Cp = Wf0 sont disponibles et nous voulons
reconstruire l’état initial f0 à partir de celles-ci.
L’algorithme du BFN est composé, comme annoncé, d’une itération di-
recte et d’une itération rétrograde de la technique de nudging appliquée à
l’équation (IV.1.1). On obtient donc l’algorithme de reconstruction (c’est-à-
dire de résolution du problème inverse po =Wf0) suivant :
Définition IV.1.1. Algorithme BFN, cas général. Soit Kf et Kb
deux opérateurs positifs continus sur l’espace des observations U . Le BFN
consiste à itérer le processus défini ci-après. Étant donnée une ébauche de
reconstruction f1, on lui applique l’évolution directe suivante :∣∣∣∣∣ pf
′
= Apf − C⋆Kf (Cpf − po), sur (0,T ),
pf (0) = f1,
(IV.1.2)
puis on applique à l’état final pf (T ) l’évolution rétrograde suivante :∣∣∣∣∣ pb
′
= Apb + C⋆Kb(Cpb − po), sur (0,T ),
pb(T ) = pf (T ).
(IV.1.3)
On obtient donc une nouvelle ébauche f2 = pb(0).
Les opérateurs Kf et Kb sont appelés opérateurs de nudging direct et,
respectivement, rétrograde. Si ce sont des réels, on dira coefficient de nudging
direct ou rétrograde.
8. Nous reprenons les notations introduites dans la Section III.1 du Chapitre A, à ceci
près que ce qui concerne les équations d’ordre 1 en temps n’est plus noté en gras, puis-
qu’aucune confusion entre les différentes variables p et p, opérateurs, etc., n’est possible
ici. Par ailleurs, la notion d’équation bien posée est définie au sens de Hadamard : est
bien posée toute équation pour laquelle il existe une unique solution, laquelle est en outre
continue vis-à-vis des conditions initiales.
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Si l’on considère des objets et ébauches appartenant à V , on a donc défini
l’opérateur suivant :
Définition IV.1.2. L’opérateur de BFN est défini par :
Ξ : V −→ V
f1 7−→ f2.
À une ébauche de reconstruction f1, l’opérateur Ξ associe l’ébauche f2 obte-
nue par application d’une itération de BFN à f1.
Remarque IV.1.3. Si les observations ne sont pas bruitées, l’opérateur Ξ
admet comme point fixe trivial l’objet f .
La première ébauche peut être issue de connaissances antérieures ou être
définie arbitrairement.
Bien entendu, l’équation rétrograde (IV.1.3) n’a pas a priori de raison
d’être bien posée. Notons cependant qu’un changement de variable tempo-
relle permet de la modifier et de la poser en temps direct. Posons en ef-
fet s = T − t, la fonction s 7→ pb(s) est alors solution de l’équation :∣∣∣∣∣ pb
′
= −Apb − C⋆Kb(Cpb − po(T − ·)), sur (0,T ),
pb(0) = pf (T ).
(IV.1.4)
Remarque IV.1.4. Le BFN admet des variantes utiles à définir au cas par
cas, selon les applications souhaitées. Dans le cas de la TTA, on pourra par
exemple annuler le coefficient de nudging de l’évolution directe et restreindre
les ébauches obtenues au domaine d’intérêt, de même que les données pour-
ront être dérivées dans le rappel (voir la définition IV.3.3), les équations de
l’algorithme prennent alors la forme suivante :∣∣∣∣∣ pf
′′ − Lpf = −kf1S(pf ′ − po′), sur (0,T ),
pf (0) = f1,
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où f est une ébauche de reconstruction donnée, et :∣∣∣∣∣ pb
′′ − Lpb = −kb1S(pb′ − po′(T − ·)), sur (0,T ),
pb(T ) = pf (T ).
Définition IV.1.5. Les solutions de l’algorithme BFN sont les fonctions
composant les suites (pfk)k≥1 et (p
b
k)k≥1 définies par les itérations successives
définies dans la définition IV.1.1. Ces trajectoires définissent en particulier
les ébauches de reconstruction (fk)k≥1 et l’on note les coefficients de nudging
relatifs (Kfk )k≥1 et (K
b
k)k≥1.
Les équations d’erreur
Si l’on soustrait l’équation (IV.1.1) aux équations (IV.1.2) et (IV.1.3),
on obtient les équations d’erreur du BFN, équivalentes à celles du BFN en
l’absence d’erreur modèle et d’erreur d’observation. En notant toujours pf
et pb les solutions obtenues, ces équations s’écrivent :∣∣∣∣∣ pf
′
= Apf − C⋆KfCpf , sur (0,T ),
pf (0) = f1 − f0,
(IV.1.5)
puis : ∣∣∣∣∣ pb
′
= Apb + C⋆KbCpb, sur (0,T ),
pb(T ) = pf (T ).
(IV.1.6)
Et l’on obtient une ébauche f2 − f0, en escomptant que l’algorithme per-
mette d’obtenir que la nouvelle ébauche soit plus proche de l’état initial à
reconstruire que la précédente, i.e. :
‖f2 − f0‖ < ‖f1 − f0‖ ,
en un sens à définir.
Remarque IV.1.6. À propos du signe précédant le rappel dans
les équations directes (IV.1.2) et (IV.1.5). Une simple égalité d’énergie
peut montrer que le rappel a tendance à faire décroître l’erreur lors de l’évo-
lution directe. Supposons que −A est positif et rappelons que Kf est positif,
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on a alors : ∥∥∥pf ∥∥∥2
H
′
− 〈Apf ,pf 〉 = −〈KfCpf ,Cpf 〉, sur (0,T ),
d’où, en intégrant cette égalité sur (0,T ) :∥∥∥pf (T )∥∥∥2
H
≤
∥∥∥pf (0)∥∥∥2
H
,
puisque :
−
∫ T
0
〈Ap(s),p(s)〉 ds ≥ 0.
L’énergie globale du système et l’erreur ont donc bien décru au cours du
temps.
Remarque IV.1.7. À propos du signe précédant le rappel dans
les équations rétrogrades (IV.1.3) et (IV.1.6). Une fois posée en
temps directe (voir l’équation(IV.1.4)), l’équation rétrograde contient un rap-
pel qui est précédé d’un signe « - », de même que pour l’équation directe, d’où
sa propension à faire décroître l’erreur entre état et observations.
Problèmes rencontrés et études déjà menées
Les auteurs originaux ont développé et étudié cette technique en regard
des problèmes d’assimilation de données (notamment océanographiques ou
météorologiques), en vue de proposer une méthode simple (en comparaison
des méthodes variationnelles et de filtrage couramment utilisées en assimi-
lation de données) et efficace. Il en est résulté une méthode qui, en effet,
est de mise en œuvre aisée, comportant peu de paramètres à étalonner, peu
coûteuse tant en mémoire qu’en nombre d’opérations, et dont les résultats
s’avèrent intéressants, et ce pour un comportement robuste (voir les résultats
numériques présentés dans [26, 23, 28]).
En ce qui concerne l’étude théorique du BFN, les résultats concernant le
placement de pôles offre de premiers résultats dans [26]. Plus tard, l’existence
et l’unicité des solutions du BFN sont ensuite obtenues pour les équations de
Shallow-Water, tandis que la convergence du problème linéarisé et que des
études numériques convaincantes sont menées qui portent tant sur le modèle
IV. LE NUDGING DIRECT ET RÉTROGRADE 139
linéaire et que sur le non linéaire dans [28]. Des études comparatives ont
aussi été présentées vis-à-vis des méthodes variationnelles usuellement usitées
en océanographie (telles les 3D-Var et 4D-Var, techniques de référence en
assimilation de données, voir [229, 230, 231]) dans les cas suivants : équations
de Shallow-Water, de Burgers et pour un modèle d’océan quasi-géostrophique
à couches. Les résultats remarquables obtenus nous ont poussé à approfondir
l’étude de cette technique : pour atteindre une erreur à convergence similaire
à celle du 4D-Var, jusqu’à deux fois moins de calcul sont nécessaires [23, 25].
Diverses difficultés sont rencontrées, et ce dès la définition des solutions
de l’algorithme : les premières et les plus importantes concernent sont liées
à l’irréversibilité de l’équation du modèle et à sa linéarité, à la possibilité
d’obtenir des estimations d’erreurs, au choix des coefficients de nudging, etc.
En ce qui concerne la réversibilité de l’observateur de nudging A−kC⋆C,
diverses réponses ont été apportées : la faible dissipation dans les phénomènes
géophysiques étudiés peut permettre de la négliger lors des retours sans trop
altérer le résultat obtenu ; le modèle ainsi défini (par exemple dirigé par
une équation de transport linéaire) peut alors être réversible. Une autre
possibilité envisagée est d’utiliser la méthode de restauration par diffusion
linéaire (qui peut d’ailleurs répondre aussi à des nécessités numériques, voir la
Section I du Chapitre C) : la partie irréversible du phénomène, par exemple
celle modélisant la diffusion thermique du phénomène, est inversée (ainsi
que proposé dans [128]) ou annulée dans l’équation rétrograde afin d’en faire
une équation bien posée (voir notamment [27]). Un traitement des données et
une adaptation de l’algorithme peuvent aussi permettre de pallier le caractère
irréversible de l’équation – voir [15] ou la sous-partie II.2.2 du Chapitre A. La
Sous-section IV.2.2 est consacrée à une définition du BFN pour des systèmes
non réversibles qui ne fait pas appel à ces artifices : l’observateur y est
modifié, mais pas le modèle.
Ensuite, les premières réponses apportées dans [29] concernant la possi-
bilité d’utiliser directement les équations de nudging rétrogrades dans le cas
de systèmes non linéaires montrent que, de même que dans le cas de systèmes
irréversibles, un effort d’approximation doit être fait sous peine de voir faillir
le BFN. Nous ne connaissons pas d’étude portant sur des situations où le
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rappel de nudging offre la convergence du linéarisé permettant d’obtenir la
convergence de l’algorithme appliqué à l’équation non linéaire.
Les premiers travaux que nous avons menés évitent ces écueil puisque le
modèle afférent est linéaire et réversible (voir l’article [42] en appendice). Le
domaine d’application, la TTA, et donc le modèle physique, les équations
d’onde réversibles sortent des cadres dans lesquels était appliqué le BFN.
Nous verrons que nous avons ainsi obtenu une première preuve de conver-
gence pour une version adaptée et restreinte du BFN (pour lequel le coef-
ficient de nudging de l’évolution directe est nul) dans une situation idéale :
vitesse constante, équation non atténuée, données complètes non bruitées
avec source intérieure au domaine observé. Les études numériques de l’ar-
ticle [42], que nous présenterons en Section II.2 du Chapitre C, confrontent
l’algorithme à un ensemble de conditions qui dépassent le cadre de définition
théorique de l’algorithme et qui sortent des hypothèses du résultat de conver-
gence annoncé. À la suite des travaux de Auroux et al., nous constatons que
même si les hypothèses théoriques de convergence sont mises en défaut, d’une
part le BFN reste applicable à des conditions de mise en œuvre très variées
(vitesse variable, données incomplètes, etc.) et, d’autre part, il s’est mon-
tré robuste à la présence de bruit, de sources extérieures, à la réduction de
l’échantillonnage des données, etc.
Une autre forme de nudging s’est développée parallèlement à celle pré-
sentée jusqu’alors : dans l’article [246], Waldron propose en effet un terme
de nudging dit « spectral ». Plutôt que de porter sur l’état du système, le
terme de rappel du nudging spectral porte sur la série de Fourier de l’état,
ce qui permet de faire peser un poids différent sur chaque terme de la série
(et donc de le rendre dépendant à la fréquence ainsi qu’aux échelles consi-
dérées, si besoin) et de tronquer celle-ci (et donc de ne tenir compte que
des données basse fréquence, par exemple). Cette méthode s’est avérée par-
ticulièrement efficace dans l’assimilation de données multi-échelle, pour des
modèles couplés ou pour des domaines à géométrie très peu régulière (voir
notamment [245], ainsi que [168, 199, 203, 214]). Comme le remarquent avec
pertinence les auteurs de l’article [245], vu la complexité numérique – par-
fois rédhibitoire – des méthodes d’assimilation de données traditionnelles, le
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nudging peut être perçu comme « la technique d’assimilation de données du
pauvre ». Finalement, la simplicité de cette technique tout autant que son
efficacité explique les nombreux articles publiés ces dernières années, ce qui
témoigne de son usage répandu.
IV.1.3 Exemples, premières propriétés et compléments
Deux cas particuliers
Les deux exemples simples suivants illustrent bien le fonctionnement du
BFN, et en particulier les possibilités d’existence et d’unicité des solutions
ainsi que sur leur comportement :
Exemple IV.1.8. Dimension finie et données globales. Supposons
tout d’abord que H = Rn, n ≥ 0, et A ∈ Mn(R). Si l’opérateur d’observa-
tion C est l’identité In (les données sont globales, c’est-à-dire distribuées sur
l’ensemble du domaine et à tout temps) et si les opérateurs de nudging sont
notés Kf = kfIn et Kb = kbIn où kf et kb sont dans R+, alors la matrice A
commute avec kfC et kbC, et les solutions des équations (IV.1.5) et (IV.1.6)
(qui sont alors toutes deux bien posées) s’écrivent :
pf (t) = e(A−k
f In)t(f1 − f0),
pb(t) = e(−A−k
bIn)(T−t)pf (T ),
pour tout t ∈ [0,T ], de sorte que :
f2 − f0 = pb(0) = e−(kf+kb)T (f1 − f0),
où le rôle du rappel est bien mis en évidence : la nouvelle ébauche f2 est
« plus proche » des observations que l’ébauche initiale :
‖f2 − f0‖Rn ≤ ‖f1 − f0‖Rn .
Puisque les seules matrices qui commutent avec toutes les autres matrices
sont de la forme kIn, ce cas particulier ne pourra pas être généralisé à des
opérateurs d’observation plus réalistes.
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Le second exemple fait l’objet d’une proposition, son cas étant particu-
lièrement intéressant en ce qui concerne l’existence de solutions à l’équation
rétrograde :
Proposition IV.1.9. Supposons ici que A est un opérateur non borné dia-
gonalisable continu sur V et faiblement coercif sur H, que C = IdH 9 et
que Kf = kfIdH et Kb = kbIdH sont dans R+. Alors les solutions de la
définition IV.1.1 sont uniquement définies et les ébauches successives vérifient :
f2 − f0 = e−(kf+kb)T (f1 − f0).
Preuve. En projetant les équations (IV.1.5) et (IV.1.6) sur une droite
engendrée par un vecteur propre φ de A, dont on note λ la valeur propre
associée, et en notant pfφ = 〈pf ,φ〉, il vient que cette fonction est solution de
l’équation :
pfφ
′
= λpfφ − kfpfφ. (IV.1.7)
De même, la fonction pbφ = 〈pb,φ〉 est solution de :
pbφ
′
= −λpbφ − kbpbφ. (IV.1.8)
On en conclut, comme dans l’exemple précédent, que :
pbφ(t) = e
(λ−kf )T−(λ+kb)(T−t)pfφ(0).
En particulier :
pbφ(0) = e
−(kf+kb)T pfφ(0).
Puisque la méthode de Faedo-Galerkin s’applique à cette situation 10, il vient,
par décomposition des ébauches dans la base B de vecteurs propres de A
9. Les espaces d’observation et d’état sont donc supposés être identiques.
10. Nous avons présenté cette méthode au cours de la preuve du Théorème II.1.8, nous
ne la répétons pas ici pour des raisons de concision, l’adaptation de cette preuve au cas
de systèmes d’ordre 1 en temps étant largement connue. Le cas considéré est par ailleurs
un cas particulier du Théorème IV.2.2.
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considérée :
f2 − f0 =
∑
φ∈B
e−(k
f+kb)T pfφ(0) = e
−(kf+kb)T (f1 − f0). (IV.1.9)
Ce qui permet de définir la condition initiale, et donc la solution, du problème
rétrograde.
Les estimations d’énergie a priori découlent aisément de la comparaison
entre l’énergie des solutions approchées des équations de nudging et celle des
équations approchées des équations sans rappel, la première étant inférieure
à la seconde du fait de la positivité des coefficients de nudging kf et kb.
L’unicité des solutions de l’algorithme peut aussi être déduite de cette
inégalité : le modèle considéré étant linéaire, il suffit de prouver que, si :
f0 = f1 = 0,
alors :
pf = pb = 0.
Or, d’une part, l’inégalité (IV.1.9) implique que f2 ≡ 0 et d’autre part
les solutions des équations (IV.1.7) sont nulles pour tout φ ∈ B, de sorte
que pf ≡ 0, ce qu’il fallait démontrer. ✷
Remarque IV.1.10. Cette proposition montre bien qu’il est possible d’obte-
nir des solutions au BFN dans des cas a priori inattendus : ici, l’opérateur A
n’est pas supposé réversible et l’on constate qu’il est pourtant théoriquement
possible de remonter le temps le long des trajectoires aller selon chacun des
vecteurs propres de A. Mieux : si l’on parvient à modifier ces solutions proje-
tées tout en « restant » sur de telles trajectoires, on peut alors faire converger
l’algorithme. Le cas considéré où les observations sont complètes est cepen-
dant fort peu intéressant en pratique, il conviendra donc par la suite de dé-
finir des solutions et de caractériser la convergence de l’algorithme dans des
situations plus réalistes.
En cas de convergence
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Si l’on suppose que les trajectoires définies en définition IV.1.5 page 137
convergent vers la même limite p et si les opérateurs de nudging Kfk et K
b
k
sont égaux pour tout k ≥ 1, alors on obtient que :
C⋆K(Cp− po) = 0,
en notant K = Kfk = K
b
k, en soustrayant l’équation (IV.1.2) à l’équa-
tion (IV.1.3) et p est solution de :
p′ = Ap p.p. (0,T )
en additionnant ces dernières équations.
En particulier, la trajectoire p obtenue par convergence de l’algorithme
est solution de l’équation du modèle et, si K est injectif, alors (Cp− po) = 0
et p ≡ po dans l’espace des observations.
Par analogie avec la méthode quasi-inverse et avec les résultats exposés
dans [28], supposons maintenant que le système est régi par une équation
réversible 11 de laquelle les données po = Cp sont issues. Que ce soit pour des
considérations numériques (voir la sous-partie I.3.3 page 212 du Chapitre C)
ou, comme pour la méthode quasi-inverse, parce que le modèle réversible est
supposé être une approximation d’un modèle quasi-réversible de la forme :
p′ = Ap+ADp,
où A est réversible et où AD est un opérateur de diffusion, nous considérons
l’algorithme BFN diffusif dont une itération est définie par :
Définition IV.1.11. Algorithme BFN Diffusif [28]. Étant donnée une
ébauche de reconstruction f1, les solutions de l’algorithme BFN diffusif sont
définies par :∣∣∣∣∣ pf
′
= Apf +ADp
f − C⋆Kf (Cpf − po),
pf (0) = f1,
(IV.1.10)
11. C’est-à-dire que l’équation (IV.1.1) modélise indifféremment le phénomène en temps
direct et en temps rétrograde.
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et : ∣∣∣∣∣ pb
′
= Apb −ADpb + C⋆Kb(Cpb − po),
pb(T ) = pf (T ).
(IV.1.11)
Et la nouvelle ébauche est définie par f2 = pb(0).
À la suite de [153], on pourra par exemple choisir un opérateur de dif-
fusion AD du type de ceux de la méthode de quasi-réversibilité de Lions et
Lattès comme suit :
AD = εA
2,
pour ε > 0.
En cas de convergence des solutions directes et rétrogrades de l’algo-
rithme vers une trajectoire commune p, si les opérateurs Kf et Kb sont
égaux, notés K, on considère, comme précédemment, les équations résultant
de la soustraction et l’addition des équations (IV.1.10) et (IV.1.11). Il vient
alors :
ADp = C
⋆K(Cp− po), (IV.1.12)
et :
p′ = Ap,
de sorte que la trajectoire limite p est solution de l’équation du modèle non
diffusif régularisant les données po.
L’exemple considéré dans [28] illustre bien cette situation. En effet, si AD
est le Laplacien précédé d’un coefficient de diffusion :
AD = µ∆,
où µ > 0, alors l’équation (IV.1.12) est une équation de restauration par
diffusion linéaire bien connue du traitement du signal, et la trajectoire p est
une reconstruction régularisée des données po.
L’introduction de l’algorithme BFN Diffusif répond donc en particulier
aux attentes suivantes, lorsque l’algorithme converge :
• Si le terme de diffusion introduit par l’opérateur de diffusion AD tra-
duit un phénomène de diffusion physique dans le système, l’inversion
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du signe précédant ce terme dans l’équation rétrograde permet de la
stabiliser et de régulariser la reconstruction obtenue.
• Le terme de diffusion peut aussi représenter l’ajout usuel d’un terme
stabilisant le schéma numérique représentant le modèle (qui serait alors
réversible) : dans ce cas, inverser le signe précédant AD revient à consi-
dérer la même approximation numérique pour les équations directes et
rétrograde. Nous constatons par ailleurs que cette régularisation du
schéma numérique régularise aussi la reconstruction obtenue.
• Dans les deux cas, la trajectoire limite est solution de l’équation du
modèle réversible.
Interprétation variationnelle, choix des coefficients
Une interprétation variationnelle du nudging permet de comprendre le
rôle de ce terme de rappel. En effet, si l’on note R la matrice de covariance
d’erreur d’observation et si nous supposons qu’il existe une solution à l’équa-
tion :
p′ −Ap+ C⋆R−1(Cp− po) = 0, (IV.1.13)
dans L2(0,T ;V ′), alors, si po ≡ 0, cette solution annule le gradient de la
fonctionnelle suivante :
J(p) =
1
2
(
‖p(T )‖2V ′ − ‖p(0)‖2V ′
)
−
∫ T
0
〈Ap,p〉V ′,V dt+ 1
2
‖Cp‖2L2(0,T ;U),R−1 ,
avec :
‖u‖L2(0,T ;U),R−1 =
∫ T
0
〈R−1u,u〉U dt,
où le produit scalaire (ou hermitien) est celui de l’espace de Hilbert des
observations U .
Ainsi, si la fonctionnelle J est strictement convexe, alors la solution de
l’équation de nudging (IV.1.13) en est le minimiseur. Or on lit bien sur cette
fonctionnelle que les équations de nudging imposent un compromis entre le
modèle et les observations : le modèle n’est plus qu’une contrainte faible,
contrairement aux méthodes que nous avons présentées jusqu’à maintenant.
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Enfin, le rôle régularisant du terme de diffusion de l’algorithme BFN
Diffusif peut aussi être mis en évidence par le biais de considérations si-
milaires. On note à nouveau AD l’opérateur de diffusion considéré dans la
définition IV.1.11 page 144. On suppose que po ≡ 0, que AD ∈ L(V,V ′) et
que −AD est positif. Ainsi, s’il existe une solution à l’équation :
p′ −Ap−ADp+ C⋆KCp = 0,
dans L2(0,T ;V ′), alors cette solution annule le gradient de la fonctionnelle
suivante :
J(p) =
1
2
(
‖p(T )‖2V ′ − ‖p(0)‖2V ′
)
−
∫ T
0
〈Ap,p〉V ′,V dt+ ‖Cp‖2L2(0,T ;U),R−1 −
∥∥∥A1/2D p∥∥∥2
L2(0,T ;H)
,
où l’on reconnaît une régularisation de type Tykhonov introduite par le
terme
1
2
∥∥∥A1/2D p∥∥∥2
L2(0,T ;H)
.
Discussion sur le choix du coefficient de nudging
L’écriture variationnelle peut théoriquement motiver un choix particulier
pour l’opérateur de nudging lorsque R−1 est connue, à savoir K = R−1.
Cependant, puisque la matrice R est souvent méconnue, nous privilégierons
un choix plus simple pour l’opérateur de nudging : K = kIU , k > 0.
Le choix du coefficient de nudging devra par ailleurs tenir compte du fait
que l’on cherche une solution à la fois proche des données (ce qui appelle
à choisir k aussi « grand » que possible) et proches du modèle (ce qui sera
entravé par le choix d’un coefficient trop grand). Un coefficient trop grand
introduira aussi des chocs dans l’évolution de la solution d’état qui pourront
nuire à la reconstruction (ce phénomène est bien connu pour les méthodes
séquentielles – filtrage, contrôle, etc.).
Théoriquement, ces idées doivent être relativisées : en effet, un coefficient
de nudging infiniment grand revient à imposer les données à la place de
l’état aux lieux et instants d’observation, ce qui a donné lieu à des méthodes
tout-à-fait efficaces, telles les méthodes de renversement temporel (voir la
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Section IV.4 page 87 du Chapitre A et les tests numériques du Chapitre C)
ou les méthodes forward-backward de Talagrand [228, 227].
Nous proposerons des méthodes (empiriques, nécessaires au respect du
modèle, optimisation de l’opérateur, lien avec l’erreur d’observation, etc.)
permettant de déterminer un coefficient tenant compte de ces considérations
au cas par cas.
Rôles du terme de nudging rétrograde
Le terme de nudging de l’équation rétrograde joue différents rôles : outre
le fait de « tirer » l’état vers les données, il pourra stabiliser l’équation rétro-
grade lorsque celle-ci est mal posée notamment par le biais d’une méthode
de placement de pôles en dimension finie [26, p. 4] ou grâce à l’introduc-
tion d’un opérateur elliptique de degré supérieur à celui de A (comme cela
a été suggéré avec la méthode de quasi-réversibilité introduite dans [153] et
notamment reprise dans [43, 130] et appliquée à la TTA dans [62]).
IV.2 BFN : existence, unicité et convergence
La sous-section précédente comporte quelques exemples pour lesquels
le BFN est bien posé. Dans la présente sous-section, nous nous attachons
à définir un cadre aussi général que possible permettant de conserver ce
caractère bien posé.
IV.2.1 Renversement temporel des systèmes linéaires
Dans cette sous-partie, nous nous intéressons à quelques modalités per-
mettant le renversement temporel de problèmes d’évolution linéaires.
Systèmes réversibles : BFN et TTA
De même que pour le Théorème II.1.8 page 106, si l’on suppose que L est
temporellement réversible et sous les hypothèses dudit théorème, on obtient
sans difficulté l’existence et l’unicité des solutions du BFN définies dans
la remarque IV.1.4 page 136. Les équations directes et rétrogrades sont en
effet identiques, seules les conditions initiales de la solution rétrograde la
distinguent de la solution directe.
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Renversement d’un système linéaire sans rappel
Notons tout d’abord que la décomposition spectrale d’un opérateur dia-
gonalisable A fournit une manière commode de prouver l’existence et l’unicité
d’une solution rétrograde au problème suivant :∣∣∣∣∣ pb
′
= Apb dans L2(0,T ;V ′),
pb(T ) = fT ,
en conservant les notations utilisées jusqu’alors (au besoin, consulter la Sec-
tion III.1 page 34, Chapitre A), à condition que fT soit issue d’une solution
directe, c’est-à-dire qu’il existe une solution pf de l’équation :∣∣∣∣∣ pf
′
= Apf dans L2(0,T ;V ′),
pf (0) = f0,
telle que fT = pf (T ).
Bien entendu, on a pb ≡ pf presque partout sur (0,T ).
Aussi, si l’on note (T(t))t≥0 le semi-groupe fortement continu généré
par A et défini par la décomposition spectrale de ce dernier, étant donnée une
condition finale fT quelconque, il est possible de projeter celle-ci sur l’image
de l’opérateur T(T ) afin de pouvoir ensuite définir une solution rétrograde
et d’obtenir une reconstruction issue de l’état final fT .
IV.2.2 Un algorithme BFN bien posé
Dans cette sous-section, nous présentons le résultat d’existence et d’uni-
cité des solutions du BFN le plus général que nous ayons su obtenir et que
nous connaissons. Ce résultat ne nécessite pas de supposer que l’opérateur A
est réversible, ni que les données sont complètes, ce qui élargit le champs
d’application du BFN à des situations variées et réalistes.
Cadre théorique
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On considère un opérateur A non borné sur un Hilbert séparable H, de
domaine V = D(A) tel que les injections :
V →֒ H →֒ V ′,
sont continues et denses. On suppose de plus que A est diagonalisable au
sens de la définition II.1.5 page 103 et que −A est faiblement coercif. On
note a(·,·) la forme bilinéaire qui lui est naturellement associée.
Notons (ei)i∈N une base de V vecteurs propres de A, (e⋆i )i∈N sa base
biorthogonale et (λi)i∈N la suite des valeurs propres associées. On note Vm le
sous-espace de V de dimension finie engendré par (ei)0≤i≤m. Pour tout i ∈ N
et tout f ∈ H, on note :
fi = 〈f,e⋆i 〉H .
Soit un opérateur d’observation C continu de H dans l’espace de Hilbert
des observations U . Étant donné un objet f ∈ V inconnu, nous disposons de
données po définies par :∣∣∣∣∣∣∣
p′ = Ap dans L2(0,T ;V ′),
p(0) = f,
po = Cp p.p. (0,T ).
(IV.2.14)
Résultat principal d’existence et d’unicité pour le BFN
Le Théorème IV.2.2 page suivante assure de l’existence et de l’unicité des
solutions d’une itération du BFN associé à A, quels que soient les opérateurs
de nudging Kf et Kb linéaires, positifs et continus sur U qui satisfont à
l’hypothèse suivante :
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Pour tout m ∈ N, l’espace Vm est stable pour C⋆KfC et C⋆KbC :
C⋆KfCVm ⊂ Vm et C⋆KbCVm ⊂ Vm.
C’est-à-dire que si l’on note :
κtij = 〈C⋆KtCei,e⋆j 〉H = 〈KtCei,Ce⋆j 〉U ,
pour t ∈ {f,b} et (i,j) ∈ N2, alors :
κij = 0, pour tout i < j.
Remarque IV.2.1. Comme nous le verrons au cours de la démonstration
qui fait suite à l’énoncé ci-dessous, la continuité des opérateurs de nudging
n’est pas nécessaire à la preuve de l’existence d’une solution. Nous n’avons
cependant pas su nous affranchir de cette hypothèse lorsqu’il s’est agi de
prouver son unicité.
Considérons une ébauche de reconstruction f1.
Théorème IV.2.2. Il existe une unique paire (pf ,pb) de solutions faibles des
équations :∣∣∣∣∣ pf
′
= Apf − C⋆Kf (Cpf − po) dans L2(0,T ;V ′),
pf (0) = f1,
(IV.2.15)
et : ∣∣∣∣∣ pb
′
= Apb + C⋆Kb(Cpb − po) dans L2(0,T ;V ′),
pb(T ) = pf (T ).
(IV.2.16)
De plus, ces solutions appartiennent à C0(0,T ;V ) ∩ C1(0,T ;H).
La condition initiale obtenue définit la nouvelle ébauche de reconstruction :
f2 = p
b(0),
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et vérifie, pour tout i ∈ N :
f2,i = f1,i −
∫ T
0
e−λis
[
C⋆KfCpf (s) + C⋆KbCpb(s)
]
i
ds. (IV.2.17)
Preuve. Nous définissons à nouveau des problèmes approchés de di-
mension finie, qui seront donc bien posés en temps direct et rétrograde. Des
estimations d’énergie a priori permettrons ensuite d’obtenir la convergence
des solutions approchées et de définir la nouvelle ébauche. Celle-ci fournit une
condition initiale au problème rétrograde qui permet de définir la solution
faible du problème rétrograde.
La première étape de cette preuve consiste à ramener le problème à
l’étude des équations d’erreur :
1. Les équations d’erreur. Soustrayons l’équation (IV.2.14) aux équa-
tions (IV.2.15) et (IV.2.16). Par abus de notation, on écrit toujours pf
et pb à la place de pf−po et pb−po, ce qui revient à supposer que po ≡ 0
dans les équations (IV.2.15) et (IV.2.16). Nous étudions donc doréna-
vant les équations :∣∣∣∣∣ pf
′
= Apf − C⋆KfCpf dans L2(0,T ;V ′),
pf (0) = f1,
(IV.2.18)
et : ∣∣∣∣∣ pb
′
= Apb + C⋆KbCpb dans L2(0,T ;V ′),
pb(T ) = pf (T ).
(IV.2.19)
2. Les problèmes approchés. Pour tout m ∈ N, les problèmes appro-
chés suivants sont des problèmes de Cauchy homogènes en dimension
finie, et admettent donc une solution unique dans C1(0,T ;Vm) :
Trouver pfm =
∑m
i=1 p
f
m,iei ∈ L2(0,T ;Vm) tel que :∣∣∣∣∣ pf
′
m,i = λip
f
m,i − 〈C⋆KfCpfm,e⋆i 〉, 0 ≤ i ≤ m,
pfm(0) = f1,
(IV.2.20)
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et :
Trouver pbm =
∑m
i=1 p
b
m,iei ∈ L2(0,T ;Vm) tel que :∣∣∣∣∣ pb
′
m,i = λip
b
m,i + 〈C⋆KbCpbm,e⋆i 〉, 0 ≤ i ≤ m,
pbm(T ) = p
f
m(T ).
(IV.2.21)
On peut donc poser f2,m = pbm(0) et redéfinir p
b
m comme étant la
solution du problème direct suivant 12 :
Trouver pbm =
∑m
i=1 p
b
m,iei ∈ L2(0,T ;Vm) tel que :∣∣∣∣∣ pb
′
m,i = λip
b
m,i + 〈C⋆KbCpbm,e⋆i 〉, 0 ≤ i ≤ m,
pbm(0) = f2,m.
(IV.2.22)
3. Énergie des solutions approchées, définition. Puisque :
A⋆e⋆i = λie
⋆
i ,
en prenant le produit scalaire des équations (IV.2.20) et (IV.2.21)
avec e⋆i , il vient :
pf
′
m,i = (Ap
f
m)i − 〈C⋆KfCpfm,e⋆i 〉,
et :
pb
′
m,i = (Ap
b
m)i + 〈C⋆KbCpbm,e⋆i 〉.
On multiplie ces équations par ei puis on les somme pour 1 ≤ i ≤ m
alors, comme :
C⋆KfCpfm ∈ Vm ⇒
m∑
i=1
〈C⋆KfCpfm,e⋆i 〉ei = C⋆KfCpfm,
et :
C⋆KbCpbm ∈ Vm ⇒
m∑
i=1
〈C⋆KbCpbm,e⋆i 〉ei = C⋆KbCpbm,
12. Cette redéfinition du problème rétrograde est distincte de celle proposée par le biais
du changement de variable t 7→ T−t – voir l’équation (IV.1.4). Nous ne faisons ici qu’iden-
tifier une condition initiale permettant de définir une solution au problème rétrograde.
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et comme AVm ⊂ Vm, on a :
pf
′
m = Ap
f
m − C⋆KfCpfm,
et :
pb
′
m = Ap
b
m + C
⋆KbCpbm.
On considère le produit scalaire dans V de chacune de ces égalités
avec pfm et pbm respectivement, puis on intègre le résultat obtenu sur
l’intervalle (0,t) pour tout t ∈ (0,T ), de sorte que :
1
2
[∥∥∥pfm(t)∥∥∥2
V
−
∥∥∥pfm(0)∥∥∥2
V
]
+
∫ t
0
a(pfm(s),p
f
m(s)) ds
= −
∫ t
0
∥∥∥Cpfm∥∥∥2
Kf
ds, (IV.2.23)
et :
1
2
[∥∥∥pbm(t)∥∥∥2
V
−
∥∥∥pbm(0)∥∥∥2
V
]
+
∫ t
0
a(pbm(s),p
b
m(s)) ds
=
∫ t
0
∥∥∥Cpbm∥∥∥2
Kb
ds, (IV.2.24)
où : ∥∥∥Cpfm∥∥∥2
Kf
= 〈KCpfm,Cpfm〉U et
∥∥∥Cpbm∥∥∥2
Kb
= 〈KCpbm,Cpbm〉U .
De même que dans la preuve du Théorème II.1.8 page 106, ces égalités
d’énergie vont nous permettre de définir une solution faible à chacun
de nos deux problèmes. Pour étudier ces énergies, nous posons pour
tout p ∈ V et K ∈ L(U) :
Ep,K(t) =
1
2
‖pK(t)‖2V +
∫ t
0
a(pfK(s),p
f
K(s)) ds,
4. Estimations d’énergie. Pour le moment, nous n’avons aucunement
fait usage du fait que les opérateurs de nudging sont positifs. Pour insis-
ter sur la dépendance des solutions des équations (IV.2.20) et (IV.2.21)
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vis-à-vis de l’opérateur de nudging, on note :
pf
m,Kf
= pfm et p
b
m,Kb = p
b
m.
En particulier, en admettant l’unicité rétrograde qui sera prouvée au
point 7 page suivante, on a alors :
pbm,−Kf = p
f
m,Kf
dans L2(0,T ;Vm),
puisque ces fonctions sont solution de l’équation (IV.2.20).
On considère les solutions pf
m,Kf
et pfm,0 qui vérifient :
pf
m,Kf
(0) = pfm,0(0),
par définition, ainsi que pb
m,−Kf
, pbm,0 et p
b
m,Kb
, qui vérifient :
pbm,−Kf (T ) = p
b
m,0(T ) = p
b
m,Kb(T ).
D’après les égalités (IV.2.23) et (IV.2.24), ces solutions vérifient les
inégalités d’énergie suivantes :
E
pfm,Kf
(t)− E
pfm,0
(t) ≤ 0 pour tout t ∈ [0,T ].
et, de même :
Epbm,Kb(0) ≤ Epbm,0(0) ≤ Epbm,−Kf (0),
Puisque ces fonctions sont continues et que :
Epbm,Kb(T ) = Epbm,0(T ) = Epbm,−Kf (T ),
on obtient finalement que :
Epbm,Kb(t) ≤ Epbm,0(t) ≤ Epfm,Kf (t) ≤ Epfm,0(0) pour tout t ∈ [0,T ].
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5. Obtention des solutions. Pour ce qui est de l’obtention des solu-
tions, les étapes à suivre sont bien connues. Nous ne les détaillons
donc pas : des suites bornées obtenues précédemment, nous extrayons
de suites faiblement convergentes, puis nous prouvons que la limite
faible est solution du problème considéré par passage à la limite dans
les équations (IV.2.20) et (IV.2.21) et enfin que les conditions initiales
ou finales sont respectées par ces solutions. On prouve aussi que la
convergence a lieu pour l’ensemble de la suite (et non seulement pour
la suite extraite) et qu’elle est forte dans L2(0,T ;V ), notamment. Au
besoin, se référer à [70, p. 615–631].
On sait donc en particulier que A génère un semi-groupe fortement
continu (T(t))t≥0 sur H, que le taux de croissance de ce dernier vérifie :
ω(T) = sup
i∈N
Re(λi) <∞,
et enfin que pour tout f ∈ H et tout t ≥ 0, on a :
T(t)f =
∑
i∈N
eλit〈f,e⋆i 〉ei.
Ces résultats classiques sont notamment présentés dans la proposi-
tion [239, Proposition 2.6.5], mais prouvés à l’aide d’une méthode dif-
férente.
De même, l’unicité des solutions directes un résultat bien connu et que
nous ne prouvons donc pas.
6. Formulation de la nouvelle ébauche. La formule (IV.2.17) se dé-
duit du fait que : ∣∣∣∣∣ pf
′
i − λipfi = (−Kfpf )i,
pb
′
i − λipbi = (Kbpb)i.
Il suffit en effet de soustraire ces deux équations, d’utiliser la formule
de Duhamel et le fait que pfi (T ) = p
b
i(T ).
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7. Unicité rétrograde. Nous prouvons dans cette étape que la solu-
tion de l’équation (IV.2.19) est unique. On simplifie les notations en
écrivant :
K = C⋆KbC.
Nous supposons que lors de cette étape que −A est coercif. Cette hypo-
thèse se fait sans perte de généralité grâce au changement de variable
proposé dans le Lemme IV.2.3 : il suffit d’adapter ce changement de
variable à la coercivité faible de −A.
Puisque −A est faiblement coercif et K ∈ L(H), on sait d’une part
que D(A + K) = D(A) et d’autre part que −AK = −A − K est
faiblement coercif.
En outre, nous utiliserons les notations suivantes : soient k = ‖K‖L(H)
et c > 0 telle que ‖p‖H ≤ c ‖p‖V pour tout p ∈ V . Alors −AK + kcIH
est coercif et le lemme suivant nous permettra de considérer indiffé-
remment des solutions d’équations régies par des opérateurs coercifs
ou faiblement coercifs :
Lemme IV.2.3. Une fonction p est solution de l’équation :∣∣∣∣∣ p′ = AKp dans L2(0,T ;V ′),p(0) = f,
si et seulement si p = ekctp est solution de l’équation :∣∣∣∣∣ p′ = AKp+ kcp dans L2(0,T ;V ′),p(0) = f.
Pour une preuve de ce lemme, voir [70].
Soient p1 et p2 deux solutions vérifiant :
p′ = Ap+Kp,
telles que p1(T ) = p2(T ). On note p = p2 − p1.
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Posons ε(t) = ‖p(t)‖2H . L’unicité (rétrograde) de la solution de l’équa-
tion (IV.2.19) est équivalente au fait que ε ≡ 0, ce que le Lemme IV.2.4
permettra de prouver :
Lemme IV.2.4. Supposons qu’il existe t1 ∈ [0,T ] tel que ε(t1) > 0.
Soit t2 ∈ (t1;T ] tel que :
ε(t) 6= 0 pour tout t ∈ [t1; t2).
Alors, pour tout s ∈ [0,1], on a :
ε((1− s)t1 + st2) ≤ ε(t1))1−sε(t2))s. (IV.2.25)
Preuve. Après une première étape rendant le problème considéré
coercif, nous restreignons les fonctions étudiées à des fonctions plus
régulières, ce qui permet de terminer la preuve.
(a) Posons p = ekctp, de sorte que :
p′ = Bp,
où B = A+K − kcIH est coercif et p(T ) = 0.
(b) Supposons que p(0) ∈ D(B2), on a ainsi :
p ∈ C1(0,T ;D(B2)).
Ce résultat classique est par exemple prouvé dans [239].
Une fois l’inégalité (IV.2.25) prouvée pour toute solution :
p ∈ C1(0,T ;D(B2))
et pour k = 0, l’étendre à toutes les solutions de (IV.2.19) est
direct en usant d’une part de la densité de D(B2) dans D(B)
et d’autre part de la continuité de la solution de (IV.2.19) par
rapport aux conditions initiales.
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(c) Posons ε(t) = ‖p(t)‖2H et E(t) = log |ε(t)|. On a alors :
ε′(t) = 2〈p′(t),p(t)〉V ′,V = −2
∥∥∥B1/2p(t)∥∥∥2
H
,
et puisque p ∈ C1(0,T ;D(B2)) :
ε′′(t) = 4〈B1/2p(t),B1/2p′(t)〉 = 4 ‖Bp(t)‖2H .
Cette expression est bien définie puisque p ∈ D(B2) sur [0,T ].
Finalement, pour tout t ∈ [0,T ] :
ε′(t)2 = 4〈Bp(t),p(t)〉V ′,V
≤ 4 ‖Bp(t)‖2H ‖p(t)‖2H
≤ ε(t)ε′′(t).
Il suffit, pour conclure, de constater que :
E ′′ = ε
′′ε− (ε′)2
ε2
≥ 0 sur (t1,t2).
On a démontré la log-convexité de la fonction ε = e2kctε, et donc
le Lemme IV.2.4 de la page ci-contre. ✷
Puisque ε(T ) = 0, la convexité logarithmique de ekctε permet en effet
de montrer que, s’il existe t ∈ (0,T ) tel que ε(t) > 0, alors e est nulle
sur [t,T ] : il suffit de prendre ε(t2 = 0) dans le lemme.
L’unicité de la solution rétrograde est ainsi démontrée, et tous les points
devant être prouvés l’ont été. ✷
Nous avons donc prouvé que l’algorithme BFN est bien défini pour toute
paire d’opérateurs de nudging (Kf ,Kb) positifs et continus dans H, à condi-
tion de restreindre ces opérateurs de sorte que les espaces Vm soient stables
pour C⋆KfC et C⋆KbC.
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IV.2.3 Première étude de convergence du BFN
Une première étude de convergence des méthodes de nudging peut être
menée en étudiant directement l’énergie des solutions des équations (IV.1.5)
et (IV.1.6). La convergence asymptotique (c’est-à-dire en horizon de temps
infini) de la méthode revient à la stabilité de ces systèmes.
Pour cette première étude rudimentaire, qui servira de transition vers la
partie dédiée au BFN appliqué à la TTA, nous nous contentons d’étudier
l’équation de nudging aller, de sorte que, si l’équation étudiée est réversible
et s’il est établi que l’observateur A − C⋆KC est exponentiellement stable
(voir le Problème (I.0.4)), alors le BFN pourra converger.
De même que dans la Section III, nous allons naturellement faire appa-
raître l’utilité de la condition d’observabilité.
Cas général
On considère donc la solution p d’une équation de la forme :
p′ = Ap− C⋆KCp, (IV.2.26)
avec p(0) = f et où les opérateurs A et K satisfont aux hypothèses du
Théorème IV.2.2 page 151. On note alors, pour tout p et tout t ∈ [0,T ] :
Ep,K(t) =
1
2
‖p(t)‖2V +
∫ t
0
〈Ap(s),p(s)〉V ′,V ds,
de sorte que :
Ep,K(t)− Ep,K(0) = −
∫ t
0
‖Cp(s)‖2U,K ds,
où :
‖y‖U,K = 〈Ky,y〉U .
Supposons maintenant que la condition d’observabilité suivante est sa-
tisfaite :
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Il existe T o > 0 tel qu’il existe une constante d’observabilité c > 0 telle
que pour toute solution p de l’équation (IV.2.26) :∫ t
0
‖Cp(s)‖2U,K ds ≥ cEp,K(0). (IV.2.27)
Si l’on note en outre k = ‖K‖L(U) et que l’on choisit la constante c
suffisamment petite pour que :
0 < 1− kc < 1,
il vient alors que, pour toute solution p de l’équation (IV.2.26) :
Ep,K(T
o) ≤ (1− kc)Ep,K(0). (IV.2.28)
On itère cette démarche sur les intervalles [0,T o], puis [T o,2T o], etc. jus-
qu’à [(N − 1)T o,NT o], pour un certain N ∈ N∗, d’où :
Ep,K(NT
o) ≤ (1− kc)NEp,K(0),
Enfin, puisque Ep,K et décroissante, on pose :
M = (1− kc)−1 et µ = − ln(1− kc)
T o
> 0,
de sorte que, pour tout t ∈ [(i− 1)T o,iT o] et 0 ≤ i ≤ N − 1 :
Ep,K(t) ≤ Ep,K((i− 1)T o) ≤ (1− kc)(i−1)Ep,K(0),
or :
(1− kc)(i−1) =Me−µiT o ≤Me−µt.
On a donc montré la proposition suivante :
Proposition IV.2.5. La condition d’observabilité (IV.2.27) implique la stabi-
lité exponentielle de l’opérateur de nudging A− C⋆KC.
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Cas du nudging pour les équations d’onde
Dans le cas où le modèle est régi par une équation de la forme :
p′′ − Lp = 0,
où −L est non borné sur H, autoadjoint et positif sur son domaine V , on
proposera un rappel de la forme C⋆KCp′ (qui porte donc sur la dérivée de
l’état) et l’équation de nudging devient :
p′′ − Lp = −C⋆KCp′, (IV.2.29)
En effet, si l’on écrit la condition d’observabilité ainsi :
Supposons qu’il existe T o > 0 tel qu’il existe une constante d’observa-
bilité c > 0 telle que pour toute solution p de l’équation (IV.2.29), on
a : ∫ t
0
∥∥Cp′(s)∥∥2
U,K
ds ≥ cEp,K(0).
Alors un calcul similaire à celui grâce auquel nous avons montré la Pro-
position IV.2.5 de la page précédente prouve que l’énergie du système :
Ep,K(t) =
1
2
[
‖p(t)‖2H +
∥∥∥L1/2p∥∥∥2
H
]
,
est exponentiellement décroissante sur [0,∞).
Les conditions d’observation permettent donc de prouver la stabilité de
certains observateurs de nudging, elles peuvent donc être utiles à arrêter un
choix pour la forme du rappel, ainsi que nous venons de le voir avec les équa-
tions d’onde. Les inégalités d’observations sont cependant difficiles à établir
en général, nous éviterons donc d’en faire usage lorsque d’autre approches
nous le permettrons. Ce sera le cas dans l’application de l’algorithme BFN
à la TTA qui fait l’objet de la sous-section suivante.
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IV.3 BFN et TTA
Dans cette sous-section, nous retranscrivons la présentation et les résul-
tats proposés dans l’article [42] (disponible en appendice de ce manuscrit)
avant de les transcrire au cas non régulier et de fournir un moyen de recons-
truire l’ébauche obtenue grâce au BFN en cas de convergence de l’algorithme.
IV.3.1 Définition d’un BFN restreint appliqué à la TTA
On suppose que n = 3, que la vitesse c des ondes est constante égale à 1 et
que les observations sont complètes. Nous reprenons les notations introduites
au début de la Section III page 121.
Nous aurons cependant besoin de définir des ébauches de reconstruction
dans L2(R3) plutôt que dansH10 (R
3), aussi nous nous intéressons à une refor-
mulation du problème de la TTA qui lui est équivalente : quitte à considérer
la dérivée temporelle de l’onde sonore émise par le corps, nous considérons
le problème suivant :∣∣∣∣∣∣∣
Lp(t,x) = 0 pour (t,x) ∈ Q∞ = R+ ×R3,
p(0) = 0 dans R3,
∂tp(0) = f dans R3,
(IV.3.30)
que nous résolvons à l’aide du BFN dans les paragraphes suivants.
Quelques résultats utiles concernant l’équation des ondes
Dans les paragraphes suivants, nous donnons quelques propriétés ba-
siques de l’équation des ondes suivante :∣∣∣∣∣∣∣
Lp(t,x) = 0 pour (t,x) ∈ Q∞ = R+ ×R3,
p(0) = f dans R3,
∂tp(0) = g dans R3,
(IV.3.31)
où L := ∂tt − ∆ et où f et g sont deux fonctions C∞ à support compact
dans B(0,1). Les résultats proposés sont classiques et l’on peut se référer
par exemple à [123], au besoin. Selon le principe de Huygens fort, en tout
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point (t0,x0) ∈ R+ × R3, la solution régulière classique u(x0,t0) de l’équa-
tion (IV.3.31) ne dépend que des valeurs de f et g sur le cône caractéristique :
‖x− x0‖ = |t− t0 |.
En conséquence de quoi, puisque f et g ont leur support contenu dans B(0,1),
le support de la solution p au temps t˜ est contenu dans B(0,1 + t˜). Ainsi,
si nous considérons des solutions seulement définies pour t ≤ T := 2, nous
pouvons restreindre le domaine sur lequel nous considérons les solutions à
l’ouvert Ω = B(0,3), ce que nous ferons par la suite.
On peut maintenant alléger les hypothèses de régularité des conditions
initiales considérées (voir [70] notamment) :
Théorème IV.3.1. Pour tout f ∈ H10 (Ω) et tout g ∈ L2(Ω), il existe un
unique p ∈ C0(0,T ;H10 (Ω)) ∩ C1(0,T ;L2(Ω)) solution faible de l’équation :
Lp(t,x) = 0 pour (t,x) ∈ QT = (0,T )×Ω,p(0) = f dans Ω,∂tp(0) = g dans Ω,p = 0 sur (0,T )×∂
(IV.3.32)
De plus, la solution de (IV.3.32) dépend continûment des conditions initiales f
et g.
Grâce au fait que la solution dépende continûment des conditions ini-
tiales, le principe de Huyghens reste valable, ce qui implique que si f et g
sont toutes deux à support essentiel inclus dans la boule B(0,1), alors la
restriction de la solution p de (IV.3.32) à B(0,1) sera nulle au temps T = 2.
Cette propriété est due au fait que la vitesse de propagation des ondes consi-
dérées est nulle et qu’aucune diffusion n’a lieu, de sorte que les solutions
s’annulent sur tout ensemble borné en temps fini.
Ce dernier théorème justifie aussi le fait que les objets et reconstruc-
tions dont nous ferons usage appartiennent à L2(B(0,1)). Par ailleurs, la
solution pexacte est la solution de l’équation :
Lpexacte(t,x) = 0 pour (t,x) ∈ QT = (0,T )×Ω,pexacte(0) = 0 dans Ω,∂tpexacte(0) = f dans Ω,pexacte
où f est l’objet à reconstruire.
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Explicitons enfin la propriété de conservation d’énergie, laquelle est ainsi
définie :
Définition IV.3.2. En tout temps T > 0, on appelle énergie de p la quan-
tité :
Ep(T ) :=
1
2
(
‖p(T )‖2H10 + ‖∂tp(T )‖
2
L2
)
.
La conservation d’énergie des solutions de l’équation (IV.3.31) s’écrit :
Ep(T ) = Ep(0).
En particulier, dans le cas de pexacte, il vient :
Epexacte(T ) = Epexacte(0) =
1
2
‖f ‖2L2 .
Définition du BFN pour la TTA
Introduisons maintenant le BFN dans sa version appliquée au problème
de la TTA.
On suppose tout d’abord que la surface d’observation S est incluse dans
la sphère S(0,1).
Rappelons que notre but est de reconstruire l’objet f , ou d’en calculer
une approximation, à partir des données po = Cpdonnées, où pdonnées est la
solution pexacte potentiellement bruitée de l’équation (IV.3.30), l’opérateur
d’observation C : L2 → L2 limite la connaissance de pdonnées à la surface
d’observation S. En théorie, l’opérateur C devrait être la multiplication par
la fonction indicatrice 1S de l’ensemble S. Cependant, en pratique, la discré-
tisation du problème nous autorise à choisir une approximation C∞ à support
compact de 1S , que nous notons φS . Nous considérerons donc les hypothèses
suivantes sur φS :
• Pour tout x ∈ Ω, 0 ≤ φS(x) ≤ 1.
• La fonction φS est à support compact dans T (S,ε).
• Pour tout x ∈ T (S,ε/2), φS(x) = 1.
Finallement, afin d’éviter certaines difficultés techniques, on suppose que
le support de f est dans B(0,1−ε) et que l’objet f est tel que les solutions des
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problèmes de Cauchy que nous considérerons admet une solution classique
régulière C∞.
Nous sommes maintenant en mesure de définir l’algorithme de nudging
direct et rétrograde (BFN) :
Définition IV.3.3. Algorithme BFN-TTA : une itération.
1. [Évolution directe]
À partir d’une ébauche de reconstruction f1 de l’objet à reconstruire f ,
définie comme une approximation de la condition initiale et à support
dans B(0,1 − ε), commençons par considérer la solution p1 du Pro-
blème (IV.3.32) ayant pour condition initiale p1(0) = 0 et ∂tp1(0) = f1.
Cette solution évolue jusqu’à l’instant T = 2, choisi de sorte que les
solutions p1(t) et pexacte(t) soient nulles sur B(0,1+ε) pour tout t ≥ T
(comme toutes les solutions issues de conditions initiales à support
essentiel dans B(0,1− ε), voir le principe de Huygens ci-dessus).
Ainsi au temps final T , si les données ne sont pas bruitées, la fonction
d’erreur e = p1 − pdonnées, qui est définie comme l’écart de la solution
de l’algorithme direct p1 aux données, est toujours solution de l’équa-
tion (IV.3.32) mais avec les conditions initiales suivantes :
e(0) = 0 et ∂te(0) = f1 − f.
Aussi, au temps T , l’énergie de la fonction d’erreur vaut :
Ep1−pdonnées(T ) = Ep1−pdonnées(0) =
1
2
‖∇(f0 − f0,1)‖2L2(Ω) ,
puisque l’énergie des solutions de (IV.3.31) est conservée au cours du
temps.
2. [Évolution rétrograde]
Nous appliquons ensuite la technique de nudging rétrograde en faisant
remonter le temps à la solution p1, mais en lui adjoignant, comme
annoncé, le terme de rappel newtonien dit de nudging, présent pour
corriger la solution tout au long de son évolution, proportionnellement
à son écart aux données, pour la faire tendre vers celles-ci.
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Plus précisément, étant donné un coefficient de nudging k ∈ R+, nous
ajoutons à l’opérateur L le terme de rappel correctif suivant :
kφS∂t(· − po).
Puis la solution rétrograde est calculée depuis l’état final de l’évolution
directe, i.e. p1(T ) et ∂tp1(T ), jusqu’au temps initial t = 0.
On obtient donc une solution modifiée p˜1 du problème de Cauchy sui-
vant, appelé équation de nudging rétrograde :∣∣∣∣∣∣∣
Lp˜1 = kφS∂t(p˜1 − pdonnées) sur [0,T ]× Ω,
p˜1(T ) = p1(T ) sur Ω,
∂tp˜1(T ) = ∂tp1(T ) sur Ω.
(IV.3.33)
Cette équation peut aisément être formulée comme une équation en
temps direct au moyen de la fonction t 7→ p˜1(T − t), que l’on note
toujours p˜1. Le problème de Cauchy précédent devient alors :∣∣∣∣∣∣∣
L˜p˜1 = −kφS∂t(p˜1 + pdonnées(T − t)) sur [0,T ]× Ω,
p˜1(0) = p1(T ) sur Ω,
∂tp˜1(0) = −∂tp1(T ) sur Ω,
(IV.3.34)
où L˜ est l’opérateur L rétrograde (c’est-à-dire à changement de va-
riable t 7→ T − t près).
Lorsque L est un opérateur d’ondes atténuées, par exemple, l’équa-
tion (IV.3.31) est irréversible (en temps). Dans ce cas, on peut se
demander si le rappel newtonien peut régulariser ce problème afin de
conserver au calcul sa stabilité. En tout cas, la question de l’existence
et de l’unicité des solutions rétrogrades reste à étudier.
3. [Mise à jour de l’ébauche]
Finalement, après cette évolution directe et rétrograde, une nouvelle
estimation p˜1(T ) est obtenue. Cependant, afin de pouvoir itérer ce pro-
cessus et de conférer à la nouvelle ébauche l’hypothèse d’être à support
dans B(0,1 − ε), ainsi que f et f1, on la définit comme la restriction
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de p˜1(T ) à B(0,1− ε). La nouvelle ébauche est donc définie par :
f2(x) := 1B(0,1−ε)p˜1(T,x), x ∈ Ω,
ce qui nous assure que l’ébauche f2 est dans L2(B(0,1− ε)).
La dernière étape peut être justifiée par la connaissance a priori du fait
que l’objet recherché, f , est à support dans B(0,1− ε) et donc que :
‖f0 − p˜1(T )‖H10 ≥
∥∥f0 − 1B(0,1−ε)p˜1(T )∥∥H10 .
Le procédé décrit ci-dessus est itéré, constituant ainsi un processus algo-
rithmique, le BFN, et définissant une suite (fn)n∈N∗ que l’on espère voir
converger rapidement vers f .
Par la suite, nous noterons :
Lk := L+ kφS∂t, k ∈ R+.
La sous-section suivante est dédiée à un premier résultat d’existence et
d’unicité des solutions de l’algorithme BFN et de convergence de celui-ci.
IV.3.2 Convergence du BFN pour la TTA
Le résultat de convergence du BFN que nous énonçons ici est limité à un
cadre idéal auquel font appel la plupart des méthodes définies au premier
chapitre. Ce résultat a l’avantage de reposer sur une preuve directe et de
fournir un taux de convergence théoriquement optimal (relativement à un
pas de discrétisation spatial donné). La suite de ce texte, tout autant que les
résultats numériques présentés dans le Chapitre C page 199, montrent par
ailleurs que l’algorithme du nudging direct et rétrograde converge dans des
situations bien plus réalistes et avec un taux de convergence bien meilleur
que celui obtenu ci-dessous (voir la remarque IV.3.7 page 173).
Énoncé du théorème
Le théorème suivant nous assure de la convergence géométrique de l’al-
gorithme dans L2(Ω) sous les hypothèses suivantes :
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(i) L est le d’Alembertien ∂tt −∆.
(ii) Les données ne sont pas bruitées, i.e. po = pexacte (voir la Sec-
tion III.1 page 34 du Chapitre A), et les observations sont complètes :
la surface d’observation S est la sphère S(0,1) 13.
(iii) L’objet à reconstruire f est dans L2 et à support essentiel contenu
dans B(0,1− ε).
Théorème IV.3.4. Convergence de l’algorithme BFN-TTA. Sous
les hypothèses (i)–(iii), il existe une constante 0 < s < 1 ne dépendant que de
l’objet f , de la fonction d’observation φS et du coefficient de nudging k > 0
telle que :
‖f − fn‖L2 ≤ sn−1 ‖f − f1‖L2 , n ∈ N∗. (IV.3.35)
Avant de prouver ce théorème, commençons par étudier l’existence des
solutions de l’algorithme.
Étude liminaire de la solution de l’équation rétrograde
Le théorème suivant est démontré dans [70].
Théorème IV.3.5. Soient un paramètre de nudging k ∈ R+ et trois fonc-
tions φS ∈ C∞(Ω), f ∈ H10 (Ω) et g ∈ L2(Ω). Il existe une unique solution p
dans C0 au problème de Cauchy suivant :∣∣∣∣∣∣∣
Lkp(t,x) = −kφS(x)∂tpdonnées(T − t,x), (t,x) ∈ (0,T )× Ω,
p(0) = f sur Ω,
∂tp(0) = g sur Ω, p(t,x) = 0, sur (0,T )∂Ω.
(IV.3.36)
Par ailleurs, cette solution dépend continûment des conditions initiales.
Il est aisé de montrer que si p˜1 est la solution de (IV.3.36) ayant pour
condition initiale f = p˜1(0) = p1(T ) et g = ∂tp˜1(0) = −∂tp1(T ), alors la
fonction u := p˜1 − pdonnées(T − ·,·) est la solution du problème de Cauchy
13. Puisque S = S(0,1), pour tout ε > 0, on a T (S,ε/2) = A(1− ε/2,1 + ε/2).
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suivant : ∣∣∣∣∣∣∣
Lku = 0 sur [0,T ]× Ω,
u(0) = p1(T )− pdonnées(T ) sur Ω,
∂tu(0) = −∂t(p1 − pdonnées)(T ) sur ∈ Ω,
(IV.3.37)
et satisfait :
Eu(0) = Ep1−pdonnées(T ) =
1
2
‖f1 − f ‖2H1(Ω) .
Finalement, d’après la définition de l’ébauche f2, on a :
Eu(T ) ≥ 1
2
‖p˜1(·,T )− f0‖2H1(Ω) ≥
1
2
‖f0,2 − f0‖2H1(Ω) .
Afin de compléter la preuve du Théorème IV.3.4 sur la page précédente, il
ne nous reste donc à prouver que :
Eu(T ) ≤ sEu(0) pour un certain 0 < s < 1,
ce qui constitue l’objet des prochains paragraphes.
Preuve du Théorème IV.3.4
Un calcul classique de l’énergie de la solution u de (IV.3.37) donne :
Eu(T )− Eu(0) = −k
∫ T
0
∫
Ω
φ(∂tu)
2. (IV.3.38)
La diminution d’énergie de la solution u est donc exactement la quantité
d’énergie qui « traverse » le support de φS durant l’intervalle de temps [0,T ].
Afin d’inverser la transformée de Radon sphérique, Finch, Patch et Ra-
kesh ont prouvé l’identité de trace suivante, qui sera utile à l’estimation
de (IV.3.38) (voir [88]) :
IV. LE NUDGING DIRECT ET RÉTROGRADE 171
Théorème IV.3.6. Soit p la solution de l’équation (IV.3.31) avec f = 0
et g ∈ C∞K (B(0,ρ)), où ρ > 0. Cette solution vérifie alors l’identité suivante :
1
2
∫
Ω
g2 =
1
ρ
∫ ∞
0
∫
S(0,ρ)
t∂tp
2.
Il vient :∫ 1+ε/2
1−ε/2
ρ
2
∫
R3
g2 dρ =
∫ ∞
0
∫ 1+ε/2
1−ε/2
∫
S(0,ρ)
t∂tu
2 dρ dt,
d’où :
ε
∫
R3
g2 =
∫ ∞
0
∫
A(1−ε/2,1+ε/2)
t∂tu
2. (IV.3.39)
Par ailleurs, le Théorème IV.3.32 nous assure que cette identité reste
vraie pour g ∈ L2(Ω) et u ∈ C0([0,T ],H10 (Ω)) ∩ C1([0,T ],L2(Ω)) solution du
Problème (IV.3.32). En outre, le principe de Huyghens nous assure que :∫ ∞
0
∫
A(1−ε/2,1+ε/2)
t∂tu
2 =
∫ T
0
∫
A(1−ε/2,1+ε/2)
t∂tu
2.
Considérons maintenant la solution p0 du problème de Cauchy suivant :∣∣∣∣∣∣∣∣∣∣
L0p0(x,t) = 0, (x,t) ∈ Ω× [0,T ],
p0(x,0) = p1(x,T )− pdonnées(x,T ), x ∈ Ω,
p0t(x,0) = −∂tp1(x,T ) + ∂tpdonnées(x,0), x ∈ Ω,
p0(x,t) = 0, (x,t) ∈ ∂Ω× [0,T ],
qui vérifie donc p0 = (p1 − pdonnées)(·,T − ·).
Aussi, u = p0 + v où v est solution de :∣∣∣∣∣∣∣
L0v(x,t) = −kφ∂t(p0 + v)(x,t), (x,t) ∈ Ω× [0,T ],
v(x,0) = ∂tv(x,0) = 0, x ∈ Ω,
v(x,t) = 0, (x,t) ∈ ∂Ω× [0,T ].
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Le calcul de l’énergie de v nous donne :
Ev(T ) = −k
∫ T
0
∫
Ω
φ∂tu0∂tv − k
∫ T
0
∫
Ω
φ(∂tv)
2,
et grâce à l’inégalité de Cauchy-Schwarz, on a :
Ev(T ) ≤ k
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×Ω)
H(T )− kH(T )2, (IV.3.40)
où :
H(T ) :=
∥∥∥√φ∂tv∥∥∥
L2([0,T ]×Ω)
.
De plus, on a :
Ev(T ) ≥
∫
Ω
(∂tv)
2(·,T ) ≥
∫
Ω
φ(∂tv)
2(·,T ) = d
dT
(
H2
)
(T ).
Ainsi, en divisant (IV.3.40) par H(T ), on obtient :
2
d
dT
H(T ) + kH(T ) ≤ k
∥∥∥√φ∂tp0∥∥∥
L2([0,T ]×Ω)
.
La solution de cette inégalité différentielle vérifie :
H(T ) ≤
∫ T
0
k
2
∥∥∥√φ∂tu0∥∥∥
L2([0,s]×Ω)
ek(s−T )/2 ds,
et, puisque la fonction s 7→ ∥∥√φ∂tu0∥∥L2([0,s]×Ω) est décroissante, il vient
finalement :
H(T ) ≤
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×Ω)
(1− e−kT/2).
Cette inégalité traduit le fait que malgré le terme de rappel contenu dans
l’équation (IV.3.37), la solution de cette dernière conserve une certaine quan-
tité d’énergie dans le support de φ, qui est proportionnelle à l’énergie équi-
valente de p0. En effet :∥∥∥√φ∂tu∥∥∥
L2([0,T ]×Ω)
≥
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×Ω)
−H(T )
≥
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×Ω)
e−kT/2,
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et donc : ∫ T
0
∫
Ω
φ(∂tu)
2 ≥
(∫ T
0
∫
Ω
φ(∂tu0)
2
)
︸ ︷︷ ︸
A
e−kT . (IV.3.41)
La dernière étape de cette preuve concerne l’estimation de A. On a :
A ≥
∫
A(1−ε/2,1+ε/2)
∫ T
0
(∂tu0)
2 =
∫
A(1−ε/2,1+ε/2)
∫ T
0
(∂tp1−∂tpdonnées)2(T−t),
de sorte que :
A ≥
∫
A(1−ε/2,1+ε/2)
∫ T
0
t
T
(∂tp1 − ∂tpdonnées)2.
Aussi, si l’on applique (IV.3.39) à p1 − pdonnées, on obtient :
A ≥ ε
T
Eu(0). (IV.3.42)
Enfin, on combine cette inégalité avec (IV.3.38) et (IV.3.41), d’où :
Ehom(T ) ≤ (1− kε
T
e−kT )Eu(0),
qui est l’inégalité attendue, avec s := 1− kεT e−kT < 1.
Remarque IV.3.7. On rappelle que T = 2, il existe donc un choix optimal
théorique concernant le coefficient de nudging k pour lequel s = 1 − ε8e ,
et même si ce taux de convergence ne semble pas satisfaisant, on verra au
cours du Chapitre C page 199 que le taux de convergence est bien meilleur
en pratique.
La preuve ci-dessus fournit un cas de convergence de l’algorithme BFN
dans un cadre restreint, puisque l’opérateur de nudging aller Kf est nul.
Cependant, d’un part nos applications montrent l’intérêt de l’usage d’un
coefficient de nudging direct non nul et, d’autre part, la Section V permettra
de généraliser ce résultat à un cadre beaucoup plus général. Par contre,
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cette généralisation aura l’inconvénient de fournir une démonstration moins
directe et faisant appel à un outillage théorique plus lourd.
Nous allons maintenant profiter d’outils permettant de prouver la conver-
gence du BFN pour généraliser cette méthode et définir des algorithmes de
reconstruction itératifs dont nous saurons caractériser la convergence.
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V Observateurs itératifs
Dans cette section, après avoir présenté les observateurs auxquels nous
nous intéressons (Sous-section V.1), nous précisons les notions fondamentales
d’observabilité, de contrôlabilité et de stabilisabilité ainsi que les objets af-
férents et leur propriétés (Sous-section V.2 page 183). Cette approche étant
peu habituelle en TTA, nous détaillerons quelque peu les notions et résultats
utilisés ainsi que leur lien avec les méthodes usuelles, le cas échéant.
En ce qui concerne les observateurs itératifs, il a été porté à notre connais-
sance un ensemble de travaux récents proches des nôtres et parus simultané-
ment. Ceux-ci ont été décrits dans les articles suivants : [119, 202]. Nous avons
depuis choisi d’en conserver la dénomination « observateur itératif ». Notre
présentation diffère cependant de la leur et nos résultats tant théoriques que
numériques sont sensiblement différents, et parfois complémentaires.
V.1 Introduction, définitions
Suite aux travaux de Auroux et Blum sur le BFN, d’autres auteurs ont
repris et étendu la démarche proposée d’itérer un processus par allers et re-
tours temporels : voir nos travaux, partiellement résumés dans [164], ainsi
que ceux, indépendants, présentés dans [101, 119, 202]. Si le rappel qui définit
le BFN a l’avantage d’être simple, utiliser des critères d’optimalité pour dé-
finir d’autres types de rappels permet d’obtenir des résultats de convergence
(qui sauront par ailleurs eux aussi être optimaux).
V.1.1 Observateurs
Suite aux limitations imposées par la forme simple du rappel de type nud-
ging, et en particulier aux difficultés rencontrées dans l’étude de sa stabilité,
nous nous sommes intéressés à des rappels de la forme −PC⋆KC, inspirés
par les formes classiques des retours d’états obtenables en contrôle ou filtrage
optimal. Nous verrons que cette démarche permet non seulement de définir
de nouveaux rappels (potentiellement moins arbitraires que le nudging), mais
aussi de caractériser la stabilité du nudging, et donc la convergence du BFN
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en cas de système réversible. En effet, lorsque P = I, on retrouve le rappel
du nudging.
On définit donc les observateurs filtrés comme suit :
Définition V.1.1. Observateur filtré Étant donnés un opérateur li-
néaire A non borné sur H, de domaine V = D(A) et faiblement coercif,
un espace d’observations U et un opérateur d’observation C ∈ L(H,U), on
considère deux opérateurs linéaires et positifs K ∈ L(U) et P ∈ L(H).
L’observateur filtré associé au quadruplet (A,C,P,K) est l’opérateur non
borné suivant 14 : AP,K = A− PC⋆KC.
De même que pour le nudging, les observateurs filtrés nous intéressent
tout d’abord en ce qu’ils permettent d’intégrer l’erreur aux données direc-
tement dans le modèle. En effet, si l’on définit les observations po comme
suit : ∣∣∣∣∣∣∣
p′ = Ap dans L2(0,T ;V ′),
p(0) = f,
po = Cp dans L2(0,T ;V ),
(V.1.1)
où f ∈ V est l’objet (inconnu) à reconstruire, alors l’observateur filtré permet
de définir une trajectoire corrigée tenant compte des données à partir d’une
ébauche de reconstruction f1 :∣∣∣∣∣ pf
′
= Apf − PC⋆K(Cpf − po) dans L2(0,T ;V ′),
pf (0) = f1.
(V.1.2)
À nouveau, le fait de perturber l’opérateur A par un opérateur −PC⋆KC
continu (ou « borné ») sur H n’entrave pas le fait que le Problème (V.1.2)
est bien posé.
Par ailleurs, A étant linéaire, l’équation d’erreur associée aux problèmes
précédents s’écrit (en notant toujours pf la différence pf − po) :∣∣∣∣∣ pf
′
= AP,Kp
f dans L2(0,T ;V ′),
pf (0) = f1 − f.
(V.1.3)
14. L’opérateur C n’interviendra pas comme variable dans les problèmes que nous consi-
dérerons, nous l’omettons donc dans cette notation.
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On cherche des moyens de caractériser les situations où l’on peut définir
des opérateurs P et K permettant de stabiliser ce dernier système (afin
de « faire tendre » la trajectoire pf (t) vers celle des données) ainsi que des
moyens de définir ces opérateurs.
Remarque V.1.2. En posant Kf = −PC⋆K, notre problème revient à
déterminer un opérateur Kf tel que A+KfC génère un semi-groupe (expo-
nentiellement) stable.
En dimension finie, ce problème est bien connu et étudié de longue date :
on appelle de telles matrices A + KfC des matrices de Hurwitz et les no-
tions d’observabilité et de détectabilité permettent de caractériser les situa-
tions favorables (voir notamment l’introduction de [69] ou le premier chapitre
de [239] ainsi que les références qui y sont incluses).
Nous présenterons les résultats fondamentaux concernant le cas des équa-
tions aux dérivées partielles au cours des paragraphes suivants.
Exemple V.1.3. Premières idées d’utilisation. Différentes situations
peuvent alors être envisagées en vue de la résolution d’un problème du type
de celui de la TTA : par exemple si, pour toute ébauche f1, nous savons
définir des opérateurs P et K tels que la solution du Problème (V.1.3) véri-
fie pf (T ) = 0, alors nous pouvons reconstruire l’objet f . De même, si nous
savons les définir tels que limt→∞ ‖p(t)‖ = 0, il est alors possible d’obtenir
une approximation de l’objet en temps fini T .
V.1.2 Reconstruction itérative par observateurs filtrés
Comme annoncé, nous généralisons le BFN aux observateurs filtrés. In-
clure ces observateurs dans des méthodes itératives a les mêmes intérêts que
pour le nudging : on peut notamment espérer préciser l’approximation po-
tentiellement fournie dans l’exemple V.1.3 en réutilisant les données au cours
d’allers et retours temporels.
Définition
Très similaire au BFN, l’algorithme que nous proposons est défini comme
suit :
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Définition V.1.4. Observateurs filtrés itérés : Algorithme de re-
construction. Soit un opérateur linéaire A, un espace d’observations U et
un opérateur d’observation C ∈ L(H,U). Étant donnés une ébauche de re-
construction f1 et deux paires d’opérateurs positifs autoadjoints :
(P f ,P b) ∈ L(H)2 et (Kf ,Kb) ∈ L(U)2,
une itération de l’algorithme de reconstruction par observateurs filtrés se
définit comme l’application de deux évolutions successives, l’une directe :∣∣∣∣∣ pf
′
= Apf − P fC⋆Kf (Cpf − po) dans L2(0,T ;V ′),
pf (0) = f1,
(V.1.4)
et l’autre rétrograde :∣∣∣∣∣ pb
′
= Apb + P bC⋆Kb(Cpb − po) dans L2(0,T ;V ′),
pb(T ) = pf (T ),
(V.1.5)
laquelle fournit une condition initiale qui constitue une nouvelle ébauche de
reconstruction f2 = pb(0), ce qui permet donc d’itérer ce processus.
Nous abrègerons le nom de cet algorithme en BFF pour Back and Forth
Filtering.
Suite aux présentations et explications détaillées contenues dans la Sec-
tion IV page 131 concernant le BFN et les questions soulevées par la présence
d’une évolution rétrograde, nous ne répétons pas ici une approche aussi di-
dactique, les motivations et réponses étant les mêmes que dans la section
précitée.
Rappelons seulement que dans le cas d’observations directement issues du
modèle, définies par (V.1.1), les équations de l’algorithme (V.1.4) et (V.1.5)
sont équivalentes aux équations d’erreur suivantes (avec l’abus de notation
habituel) : ∣∣∣∣∣ pf
′
= Apf − P fC⋆KfCpf dans L2(0,T ;V ′),
pf (0) = f1,
(V.1.6)
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et : ∣∣∣∣∣ pb
′
= Apb + P bC⋆KbCpb dans L2(0,T ;V ′),
pb(T ) = pf (T ).
(V.1.7)
La suite de cette section est dédiée à l’étude de ces équations, et nous
commençons par fournir un premier cadre dans lequel cet algorithme est bien
défini.
Au sujet de l’existence des solutions de l’algorithme
Pour ce qui est de l’existence et de l’unicité des solutions de l’algorithme
de reconstruction de la définition V.1.4 de la page ci-contre, les hypothèses et
la preuve du Théorème IV.2.2 page 151 s’adaptent directement à la situation
présente.
On considère donc un opérateur A non borné sur un Hilbert séparable H,
de domaine V = D(A) tel que les injections :
V →֒ H →֒ V ′,
sont continues et denses, et l’on suppose que A est diagonalisable au sens de
la définition II.1.5 page 103 et que −A est faiblement coercif. Il nous faut
ensuite adapter l’hypothèse faite sur l’observateur :
Pour tout m ∈ N, l’espace Vm est stable pour C⋆KfC et C⋆KbC :
PC⋆KfCVm ⊂ Vm et PC⋆KbCVm ⊂ Vm.
Sous ces hypothèses, le théorème suivant nous assure de l’existence et de
l’unicité des solutions de l’algorithme BFF :
Théorème V.1.5. Solutions de l’algorithme BFF. Il existe une unique
paire (pf ,pb) de solutions faibles des équations :∣∣∣∣∣ pf
′
= Apf − P fC⋆Kf (Cpf − po) dans L2(0,T ;V ′),
pf (0) = f1,
(V.1.8)
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et : ∣∣∣∣∣ pb
′
= Apb + P bC⋆Kb(Cpb − po) dans L2(0,T ;V ′),
pb(T ) = pf (T ).
(V.1.9)
De plus, ces solutions appartiennent à C0(0,T ;V ) ∩ C1(0,T ;H).
La condition initiale obtenue définit la nouvelle ébauche de reconstruction :
f2 = p
b(0),
et vérifie, pour tout i ∈ N :
f2,i = f1,i −
∫ T
0
e−λis
[
P fC⋆KfCpf (s) + P bC⋆KbCpb(s)
]
i
ds. (V.1.10)
De même que dans le cas du BFN, l’algorithme BFF est équivalent à
l’application de l’opérateur Ξ défini comme suit :
Définition V.1.6. L’opérateur de BFF est défini par :
Ξ : V −→ V
f1 7−→ f2,
qui associe l’ébauche f2 obtenue par application d’une itération de BFF à
l’ébauche initiale f1.
Cas d’équations réversibles et de la TTA
Dans le cas où le phénomène considéré est supposé réversible, la situation
est bien plus simple (et naturelle).
Soit L un opérateur non borné sur un Hilbert H de domaine V = D(A).
On suppose que L est autoadjoint et coercif. On s’intéresse à un phénomène
modélisé par une équation de la forme :
p′′ − Lp = 0. (V.1.11)
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Afin de poser ce problème sous la forme d’un problème du premier ordre
en temps, on pose :
A =
(
0 I
L 0
)
.
L’opérateur A est donc antiadjoint, il génère donc un groupe d’opéra-
teurs {T(t)}t≥0 fortement continu sur H qui vérifie :
T(−t) = T(t)−1,
pour tout t ∈ R, et l’équation (V.1.11) est (temporellement) réversible.
Nous nous donnons un espace des observations U et un opérateur d’ob-
servation C ∈ L(H,U) et nous intéressons donc à des observateurs de la
forme L−PC⋆KC∂t, à leurs opérateurs adjoints L+C⋆K⋆CP ⋆∂t ainsi qu’à
leurs équivalents respectifs à l’ordre 1, à savoir :
AP,K =
(
0 I
L −PC⋆KC
)
et A⋆P,K =
(
0 −I
−L −CK⋆C⋆P ⋆
)
.
L’intérêt porté aux opérateurs adjoints des opérateurs aller est donc
justifié par le fait que les opérateurs retour s’écrivent comme les adjoints
d’opérateurs aller. En effet, l’opérateur adjoint associée à l’équation directe
est :
A⋆P,K =
(
0 −I
−L −CK⋆C⋆P ⋆
)
= −A−
(
0 0
0 CK⋆C⋆P ⋆
)
,
Une autre propriété remarquable simplifie l’étude des solutions de cet
algorithme : comme dans la définition IV.3.3 page 166 pour le rétrograde,
l’équation est la même en aller et retour lorsque le retour est posé en temps
direct 15. On annule de plus la dérivée temporelle de la pression de la nouvelle
ébauche et l’on pourra, au besoin, restreindre cette ébauche au domaine
d’intérêt.
15. Rappel : les équations rétrogrades peuvent être posées en temps direct par le biais
du changement de variable t 7→ T − t.
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Définition V.1.7. Algorithme BFF-TTA. Les équations d’erreur du
BFF pour la TTA s’écrivent :∣∣∣∣∣∣∣
pf
′′
= Lpf − P fC⋆KfCpf ′ dans L2(0,T ;V ′),
pf (0) = f1,
pf
′
(0) = 0,
où f1 est l’ébauche de reconstruction de départ, et :∣∣∣∣∣∣∣
pb
′′
= Lpb − P bC⋆KbCpb′ dans L2(0,T ;V ′),
pb(0) = pf (T ),
pb
′
(0) = −pf ′(T ),
d’où l’on tire une nouvelle ébauche f2 = pb(T ).
Ainsi, quels que soient les opérateurs C, P et K continus, on a la propo-
sition suivante :
Proposition V.1.8. Les solutions de l’algorithme BFF existent et sont uniques
et l’équation (V.1.10), qui définit la nouvelle ébauche, s’écrit ici :
f2 = f1 −
∫ T
0
T(−s)
[
P fC⋆KfCpf
′
(s) + P fC⋆KfCpf
′
(s)
]
ds.
Preuve. Le résultat d’existence et unicité est direct du fait de la conti-
nuité des opérateurs C, P et K. On a donc D(A) = D(A±P,K). De plus,
puisque le semi-groupe {T} est réversible, la définition de la nouvelle ébauche
en découle car d’une part :
pf (T ) = T(T )f1 −
∫ T
0
T(T − s)P fC⋆KfCpf ′(s)
= T(T )
[
f1 −
∫ T
0
T(−s)P fC⋆KfCpf ′(s)
]
,
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et d’autre part :
pb(T ) = pf (T )
= T(T )
[
f2 +
∫ T
0
T(−s)P bC⋆KbCpb′(s)
]
,
d’après les équations (V.1.6) et (V.1.7), et il ne reste qu’à inverser T(T ). ✷
De même que dans le cas du nudging, les égalités d’énergie associées à
ces opérateurs expliquent bien l’intérêt qui leur est porté a priori.
V.2 Observation, observateurs et ondes : études de conver-
gence
V.2.1 Définitions
Cette sous-section est consacrée à la définition des notions classiques
associées aux problèmes posés en Section I page 95. Nous adoptons un point
de vue de type « contrôle optimal » pour des raisons précisées dans ladite
section et précisées ci-dessous. Fort similaire, le point de vue « filtrage » ou
« estimation optimale » sera présenté plus loin, en Sous-section I.2 page 204
du Chapitre C.
Soit A un opérateur non borné sur un Hilbert H, de domaine V = D(A),
générateur d’un semi-groupe fortement continu {T(t)}t≥0 sur H. On note V ′
le dual de V par rapport à H et l’on suppose que les injections suivantes :
V →֒ H →֒ V ′,
sont continues et denses. On fixe un horizon de temps T ∈ (0,∞]. Soit U
un Hilbert, l’espace d’observations (ou de contrôle), C ∈ L(H,U) l’opérateur
d’observation et B ∈ L(U,H) l’opérateur de contrôle.
Définition V.2.1. Contrôlabilité exacte.
• Le problème d’exacte contrôlabilité associé à la paire (A,B) s’écrit
ainsi : Étant donné pT ∈ H et p0 ∈ H, existe-t-il u ∈ U tel que la
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solution p de l’équation :∣∣∣∣∣ p′ = Ap+Bu sur (0,T ),p(0) = p0,
vérifie p(T ) = 0 ?
• Si tel est le cas quels que soient (p0,pT ) ∈ H × H, on dit que la
paire (A,B) est exactement contrôlable (en temps T ).
Par défaut, nous dirons contrôlable pour signifier exactement contrôlable.
Poursuivons avec la notion de stabilisabilité :
Définition V.2.2. Stabilisabilité forte.
• Un semi-groupe {T(t)}t≥0 est dit exponentiellement stable sur H s’il
existe M, µ > 0 tels que pour tout t ≥ 0 :
‖T(t)‖L(H) ≤Me−µt.
• Le problème de stabilisabilité forte associé à la paire (A,B) s’écrit
ainsi : Existe-t-il K ∈ L(H,U) tel que l’opérateur A + BK génère
un semi-groupe fortement continu exponentiellement stable sur H ?
• Si tel est le cas, on dit que la paire (A,B) est ( fortement) stabilisable.
Par la suite, nous utiliserons le terme « stabilisable », et « forte » sera
implicite. Une notion proche de la stabilisabilité est celle de détectabilité :
Définition V.2.3. Détectabilité forte.
• Le problème de détectabilité forte associé à la paire (A,C) s’écrit ainsi :
Existe-t-il K ∈ L(H,U) tel que l’opérateur A + KC génère un semi-
groupe fortement continu exponentiellement stable sur H ?
• Si tel est le cas, on dit que la paire (A,C) est ( fortement) détectable.
Comme précédemment, « détectable » signifiera « fortement détectable »
dans la suite. Nous verrons ci-dessous les différents liens qu’entretiennent ces
notions entre elles et avec celle d’observabilité, définie comme suit :
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Définition V.2.4. Observabilité exacte. On dit que la paire (A,C) est
( exactement) observable lorsqu’il existe T, CT > 0 tels que :∫ T
0
‖CT(t)p0‖U dt ≥ CT ‖p0‖H pour tout p0 ∈ H.
On dit alors que la condition ou l’ inégalité d’observation est vérifiée et CT
est appelée constante d’observabilité.
Lorsque nous parlerons d’observabilité, le terme « exacte » ne sera précisé
qu’en fonction des besoins et laissé implicite sinon.
Dans la définition ci-dessus, on retrouve l’opérateur W : f 7→ CT(t)f et
l’observabilité exacte induit l’injectivité de W .
Remarque V.2.5. Bien entendu, ces notions ont leur équivalent en di-
mension finie. Par exemple, dans ce cas, la détectabilité se définit ainsi : la
paire (A,C) est dite détectable s’il existe K tel que A+KC soit de Hurwitz
– c’est-à-dire que toutes ses valeurs propres ont une partie réelle négative.
De même, l’observabilité trouve une formulation simplifiée en la condition
de rang de Kalman (voir [239, p. 11–18]).
V.2.2 Étude d’observateurs pour les opérateurs antiadjoints
Cette sous-section est dédiée au cas où l’opérateur A est antiadjoint.
Après avoir énuméré quelques propriétés fondamentales concernant l’observa-
tion associée à des opérateurs antiadjoints, nous présenterons une succession
de déductions menant aux deux principaux résultats de cette sous-partie : le
Corollaire V.2.15 page 190 et le Théorème V.2.16 page 191.
Premières propriétés
Dans les paragraphes suivants, nous tâchons d’exposer des résultats clas-
siques de manière claire afin d’illustrer notre démarche. Parmi les nombreux
écrits concernant les propriétés fondamentales liées à l’observabilité et au
contrôle des systèmes dynamiques, nous conseillons particulièrement la lec-
ture des sources suivantes : [56, 59, 69, 155, 156, 205, 239].
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À la suite des définitions précédentes, considérons un opérateur A gé-
nérateur d’un semi-groupe fortement continu, B un opérateur de contrôle
et C un opérateur d’observation. Commençons par énoncer deux lemmes qui
nous seront utiles par la suite. Le premier concerne le lien entre stabilité d’un
opérateur et stabilité de son adjoint :
Lemme V.2.6. Le semi-groupe généré par A est exponentiellement stable si et
seulement si le semi-groupe généré par l’adjoint A⋆ de A est exponentiellement
stable.
Et le second traite de la robustesse de la notion d’observabilité :
Lemme V.2.7. Soit S ∈ L(U) défini-positif, alors les assertions suivantes sont
équivalentes :
i. (A,C) est observable.
ii. (A,SC) est observable.
iii. Pour tout S′ ∈ L(U) autoadjoint positif, (A,S′C) est observable.
On déduit du Lemme V.2.6 le corollaire suivant :
Corollaire V.2.8. La paire (−A,C⋆) est fortement stabilisable si et seulement
si la paire (A,C) est fortement détectable.
On suppose dorénavant que A est antiadjoint, cet opérateur génère donc
un groupe unitaire {T(t)}t≥0 fortement continu sur H.
Considérons en outre le lemme suivant :
Lemme V.2.9. La paire (A,C) est observable ssi la paire (−A,C) est obser-
vable.
Preuve. L’opérateur −A génère le groupe unitaire {T(−t)}t≥0 sur H.
Il suffit de prouver que si (A,C) est observable, alors (−A,C) l’est aussi.
Quitte à utiliser le changement de variable t 7→ −t dans les lignes suivantes,
l’implication inverse sera prouvée. On suppose donc qu’il existe T o, c > 0 tel
que pour tout f ∈ V :∫ T o
0
‖CT(t)f ‖2U dt ≥ c ‖f ‖2H ,
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ainsi : ∫ T o
0
‖CT(−t)f ‖2U dt =
∫ T o
0
‖CT(s− T o)f ‖2U ds
≥
∫ T o
0
‖CT(s)T(−T o)f ‖2U dt
≥ c ‖T(−T o)f ‖2H = c ‖f ‖2H
✷
Grâce à ce dernier lemme, on obtient le théorème suivant :
Théorème V.2.10. Les assertions suivantes sont équivalentes :
1. La paire (A,C) est observable.
2. Pour tout S ∈ L(U) positif et autoadjoint, si l’on pose B = C⋆S, la
paire (A,B) est fortement stabilisable.
3. La paire (A,C) est détectable.
Remarque V.2.11. Le lemme précédent permet aussi d’affirmer que les
assertions suivantes sont aussi équivalentes à ces mêmes assertions dans
lesquelles l’opérateurs A est remplacé par −A.
Preuve. Commençons par prouver l’équivalence entre les points 1 et 2 :
la preuve de la Proposition IV.2.5 page 161 s’adapte directement pour prou-
ver que, si la paire (A,C) est observable (c’est-à-dire si la paire (A⋆,C) l’est),
alors tout opérateur S ∈ L(U) positif et autoadjoint définit un observa-
teur A− C⋆SC exponentiellement stable.
Réciproquement, en notant K ∈ L(H,U) un opérateur tel que A− C⋆K
est exponentiellement stable, il existe M, µ > 0 tels que pour tout t ≥ 0, les
solutions p de l’équation :
p′ = Ap− C⋆Kp sur (0,∞), (V.2.12)
vérifient ‖p(t)‖H ≤Me−µt ‖p(0)‖H . Soit T o > 0 tel que :
2Me−2µT
o
< 1.
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L’égalité d’énergie associée à l’équation (V.2.12) s’écrit :∫ T o
0
〈Kp,Cp〉 dt = ‖p(0)‖2H − ‖p(t)‖2H ≥ (1−Me−2µT
o
) ‖p(0)‖2H .
et l’on observe que pour tout ε > 0 :
〈Kp,Cp〉 ≤ 1
2ε
‖K‖2L(H,U) ‖p(t)‖2H +
ε
2
‖Cp‖2U
≤ 1
2ε
‖K‖2L(H,U)Me−2µT
o ‖p(0)‖2H +
ε
2
‖Cp‖2U .
On en déduit que :
ε
2
∫ T o
0
‖Cp‖2U dt ≥ ‖p(0)‖2H
[
1−M
(
e−2µT
o
+
‖K‖2
4εµ
)]
. (V.2.13)
En particulier, en choisissant :
ε =
M ‖K‖2
2µ
,
il vient :
e−2µT
o
<
1
2M
=
1
M
− 1
2M
=
1
M
− ‖K‖
2
4εµ
,
d’où :
c = 1−M
(
e−2µT
o
+
‖K‖2
4εµ
)
> 0.
Ainsi, l’inégalité (V.2.13) constitue bien une condition d’observabilité.
Enfin, l’équivalence entre les points 2 et 3 est prouvée par le Corol-
laire V.2.8 page 186. ✷
Un résultat de Zabczyk sur l’équation de Riccati algébrique
Le prochain résultat énoncé, dû à Zabczyk [265] et traduit ici en des
termes qui nous intéressent, explicite le lien entre les diverses notions définies
ci-dessus et un moyen pratique de définir des observateurs exponentiellement
stables. Commençons par définir l’équation de Riccati algébrique :
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Définition V.2.12. Équation de Riccati algébrique. Étant donné un
opérateur R ∈ L(U), l’équation de Riccati algébrique dans H associée aux
opérateurs A, B et C s’écrit :
2〈PAf,f〉+ 〈Cf,Cf〉 − 〈PBR−1B⋆Pf,f〉 = 0, P ≥ 0, (V.2.14)
pour tout f ∈ D(A).
Le théorème suivant précise le lien qu’entretiennent les notions de détec-
tabilité et de stabilisabilité avec l’équation de Riccati, et précise l’utilité des
solutions de cette équation :
Théorème V.2.13. Théorème de Zabczyk [265]. Soit B ∈ L(U,H)
et C ∈ L(H,U), ainsi que R ∈ L(H) un opérateur positif autoadjoint, alors :
1. Si la paire (A,C) est détectable, alors l’équation de Riccati (V.2.14) admet
au moins une solution. En outre, si P est solution de l’équation (V.2.14),
alors l’opérateur A−BR−1B⋆P est stable et P est autoadjoint.
2. Si de plus la paire (A,B) est stabilisable, alors l’équation (V.2.14) admet
une unique solution.
Afin de préciser ce qu’a d’« optimal » le rappel ainsi défini, considérons
le problème de contrôle suivant :
Soit R ∈ L(U) autoadjoint positif et une ébauche p1. On considère le
problème de type contrôle linéaire quadratique suivant :∣∣∣∣∣∣∣
p′ = Ap+Bu,
p(0) = p0,
po = Cp,
(V.2.15)
sur un intervalle de temps infini (0,∞), pour lequel nous définissons la
fonctionnelle :
J(p0,u) =
∫ ∞
0
‖Cp(t)− po‖2U + ‖u(t)‖2U,R dt,
où la solution p est définie par l’équation (V.2.15) à partir de p0 et u.
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On a alors le résultat suivant (voir notamment [69, Section 6.1]) :
Théorème V.2.14. La solution P de l’équation (V.2.14) fournie par le Théo-
rème V.2.13 de la page précédente répond au problème de minimisation associé
à J pour une ébauche p0 donnée. Plus précisément, on a :
〈p0,Pp0〉 = min
u∈L2(0,∞;U)
J(p0,u),
et le contrôle optimal umin est donné par :
umin(p0,t) = −R−1B⋆Pp(t).
Dans le cadre de la TTA, seul l’opérateur d’observation est connu (et
imposé par le problème), nous ferons donc usage du corollaire suivant, issu
des Théorèmes V.2.10 page 187 et V.2.13 (utilisé avec −A à la place de A),
qui nous fournit un moyen de définir des observateurs stables :
Corollaire V.2.15. Soit K ∈ L(H) positif et autoadjoint. Si la paire (A,C)
est observable, alors il existe une unique solution P à l’équation (V.2.14) pour
tout R ∈ L(H) positif autoadjoint et pour B = C⋆K1/2. De plus, l’observa-
teur A− PC⋆R−1C est exponentiellement stable.
Enfin, si l’on suppose que R = K−1, alors P ≡ I et l’opérateur A−C⋆KC
est stable.
Preuve. D’après le Théorème V.2.10, l’observabilité de la paire (A,C)
implique que (A,C) est détectable et que (A,B) est stabilisable et donc,
d’après le Théorème V.2.13, que l’équation de Riccati admet une unique
solution et que celle-ci est telle que l’observateur A−PC⋆R−1C est stable. La
suite relève d’une astuce d’écriture : le fait de choisir B sous la forme C⋆K1/2
nous permet d’obtenir un observateur stable de la forme nudging. ✷
Plus précisément, nous avons démontré que parmi les assertions sui-
vantes, les trois premières sont équivalentes et impliquent la troisième, quel
que soit K ∈ L(H) positif autoadjoint :
1. La paire (A,C) est observable.
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2. La paire (A,C⋆K1/2) est contrôlable.
3. La paire (A,C) est détectable.
4. L’observateur A− C⋆KC est exponentiellement stable.
Or cette dernière assertion implique, d’après le principe de contrôlabilité via
stabilisabilité de Russel [205], que la paire (A,C⋆) est contrôlable. Les quatre
assertions précédentes sont donc équivalentes.
En particulier, concernant les méthodes de nudging, nous avons prouvé
le résultat suivant :
Théorème V.2.16. La convergence asymptotique du nudging, c’est-à-dire la
stabilité de l’observateur de Luenberger AI,K sur (0,∞), pour un opérateur de
nudging K donné est équivalente à l’observabilité du système (A,C).
Cependant, l’approche consistant à définir R en fonction de l’opérateur
de nudging K n’est intéressante qu’en vue d’obtenir la convergence asympto-
tique du nudging. Il peut aussi être intéressant d’aborder le problème comme
suit : supposons que nous ayons connaissance de l’opérateur de covariance
d’erreur d’observation R (cette connaissance peut être empirique, même si
cet opérateur est rarement bien déterminé), en posant alors B = C⋆ et sous
condition d’observabilité, on sait définir un observateur exponentiellement
stable, qui est de la forme A− PC⋆R−1C où P est la solution de l’équation
de Riccati algébrique (V.2.14).
On retrouve alors une formulation de type « commande quadratique li-
néaire » en horizon de temps infini, pour laquelle l’erreur modèle est négligée
et l’opérateur PC⋆R−1 est appelé gain de rappel. Cette approche sera dé-
taillée en Section I.2 page 204 du Chapitre C.
On voit par ailleurs en quoi le nudging correspond à une formulation sous-
optimale des filtrages optimaux, et nous verrons que, si l’erreur d’observation
nous est inconnue, il peut être intéressant de définir K à partir d’un critère
extérieur au problème de minimisation (notamment suivant des intérêts liés
à la discrétisation du problème, voir le Chapitre C).
Enfin, la détermination de la solution P de l’équation de Riccati algé-
brique étant coûteuse tant en calcul qu’en mémoire, le nudging évite cet
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écueil en proposant un observateur simplifié dont la convergence est doréna-
vant caractérisée suivant un critère classique : la condition d’observabilité.
Horizon de temps T fini
En horizon de temps fini et à condition de choisir à nouveau B cor-
rectement, on peut aussi obtenir une solution stationnaire Π(t) ≡ kI à
l’équation de Riccati, qui est cette fois-ci différentielle (voir notamment le
Théorème 6.1.9 de [69]) et ce à la seule condition de choisir la condition ini-
tiale Π(0) =M = kI). Donc c’est l’unique solution, et elle résout le problème
sur intervalle de temps fini.
Le caractère antiadjoint de l’opérateur A nous permet donc d’obtenir des
solutions très particulières à l’équation de Riccati lorsque nous profitons de
la liberté de choix dont nous disposons en ce qui concerne l’opérateur de
contrôle en posant B = C⋆K1/2, et le contrôle obtenu est optimal en un sens
linéaire quadratique.
Application aux observateurs itératifs
En reprenant les notations de la Sous-section V.1, on a donc prouvé l’équi-
valence entre l’observation (et donc la stabilisation, ainsi que la détection)
directe et rétrograde, c’est-à-dire portant sur l’équation directe ou l’équation
rétrograde, pour les équations régies par un opérateur antiadjoint.
Dans le cas du BFF appliqué à la TTA, on en déduit donc que la condition
d’observation suffit à prouver qu’étant donnés Kf et Kb, il existe un unique
rappel direct et un unique rappel rétrograde qui s’expriment à l’aide des
solutions P f et P b de l’équation de Riccati (V.2.14). Par la même occasion,
il est prouvé que les observateurs direct et rétrograde associés à ces rappels
sont exponentiellement stables. Les semi-groupes associés admettent donc un
taux de croissance strictement négatif et, sur un intervalle de temps (0,T )
suffisamment long, à savoir tel que :
T > T o,
l’erreur diminue strictement à chaque itération.
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V.2.3 Observation et équations d’onde
Dans cette partie, nous rappelons brièvement quelques résultats essentiels
concernant l’observation et le contrôle des équations d’onde. L’opérateur L
est supposé être de la forme c(x)∆, où ∆ est le Laplacien de Dirichlet sur un
ouvert borné régulier Ω de Rn et où la vitesse c appartient à L∞(Ω) et est
strictement positive. Le Hilbert H est L2(Ω,c1/2dx). Le domaine d’observa-
tion S est inclus dans Ω. On note :
ΩT = (0,T )× Ω et ST = (0,T )× S.
L’opérateur d’observation C et l’opérateur de contrôle B sont respective-
ment la restriction au domaine d’observation et l’espace d’observation U
est L2(ST ) et l’extension des fonctions de L2(ST ) à ΩT par 0.
Dans les sous-sections précédentes, nous avons montré que l’étude de la
convergence du BFF se ramène à celle de l’observabilité associée au Pro-
blème (V.1.1). Afin de mieux comprendre celle-ci, nous introduisons donc
quelques éléments de théorie du contrôle géométrique.
Nous nous inspirons principalement des références suivantes : [56, 155,
156, 273], et ne fournissons pas les preuves de ces résultats classiques.
Dualité entre contrôlabilité et observabilité
Dans la sous-partie précédente, nous avons bien vu l’importance que peut
revêtir le problème de contrôlabilité I.0.3 page 98 pour la résolution du pro-
blème de la TTA. Rappelons que ce problème consiste à savoir s’il existe un
contrôle u tel que p(T ) = f pour toute condition initiale (p0,p1) ∈ V ×H. Le
problème considéré étant linéaire, on se ramène au cas où f ≡ 0. En d’autres
termes, on se demande si l’opérateur :
R : U −→ V ×H
u 7−→ (p0,p1),
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qui, à tout contrôle u ∈ U associe la condition initiale de la solution du
problème : ∣∣∣∣∣∣∣
p′′ − Lp = 1Su,
p(0) = p0,
p′(0) = p1,
telle que p(T ) = 0 est surjectif.
Deux notions importent donc dans ce cadre :
Définition V.2.17. On dit que la paire (A,B) est exactement contrôlable
si R est surjectif, c’est-à-dire si toute condition initiale peut être contrôlée
à zéro en temps T , et qu’elle est approximativement contrôlable si Im(R)
est dense, c’est-à-dire si l’on peut contrôler un ensemble dense de conditions
initiales.
En mettant en évidence leur relation de dualité, la méthode HUM de
Lions [155] ramène l’étude de l’opérateur R à celle de l’opérateur S défini
par :
S : V ×H) −→ U
(q0,q1) 7−→ Cq = q|ST ,
où q ∈ C0(0,T ;V ) ∩ C1(0,T ;H) est la solution faible du problème :∣∣∣∣∣∣∣
q′′ − Lq = 0,
q(0) = q0,
q′(0) = q1.
Dans le cadre de la TTA, on a donc :
S(f,0) =Wf,
pour tout f ∈ V , avec les notations de la Sous-section III.1 page 34 du
Chapitre A.
La méthode HUM repose alors sur la relation de dualité entre R et S qui
fait l’objet du théorème suivant :
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Théorème V.2.18. Soit la forme bilinéaire B définie sur (V ×H)2 par :
B : (V ×H)2 −→ R
((p0,p1),(q0,q1)) 7−→ 〈p0,q1〉H − 〈p1,q0〉H .
On a alors, pour tout u ∈ U et tout (q0,q1) ∈ V ×H :
B(Ru,(q0,q1)) = 〈g,S(q0,q1)〉L2(ST ).
De ce théorème peuvent être déduits deux résultats classiques essentiels à
la compréhension de notre problème. Ceux-ci mettent en lumière le lien entre
contrôlabilité et injectivité de S et donc, par restriction dans l’espace des
conditions initiales, injectivité de W , dans le cas de la TTA. Nous énonçons
ces résultats dans le corollaire ci-dessous.
L’injectivité de W étant une condition naturelle à respecter en TTA, ces
résultats mettent donc en évidence le fait que les méthodes de résolution
reposant sur la théorie du contrôle optimal que nous proposons sont bien
adaptées au problème qui nous intéresse.
Corollaire V.2.19. On a les deux équivalences suivantes :
• La paire (A,B) est approximativement contrôlable si et seulement si le
noyau de S est réduit à {(0,0)}.
• La paire (A,B) est exactement contrôlable si et seulement si il existe c > 0
tel que pour tout (q0,q1) ∈ V ×H, on a :∫ T
0
∫
S
|S(q0,q1)|2 dxdt ≥ c
[
‖q0‖2V + ‖q1‖2H
]
.
Remarque V.2.20. En TTA, puisque q1 ≡ 0, le cadre ci-dessus s’adapte en
remplaçant l’espace des conditions initiales V ×H par V . Aussi la première
équivalence du corollaire précédent concerne l’injectivité du problème de la
TTA et la seconde, qui est plus forte, la condition d’observation.
Nous consacrons les quelques prochains paragraphes aux problèmes d’ob-
servabilité liés aux équations d’onde.
196 CHAPITRE B. MÉTHODES DE RECONSTRUCTION
Observabilité des équations d’onde
La condition d’observabilité est étroitement liée à diverses caractéris-
tiques géométriques de notre problème, à savoir à la propagation des rayons
géométriques associés à la vitesse c et à la surface d’observation S. En effet,
Bardos, Lebeau et Rauch ont prouvé l’équivalence entre la condition d’ob-
servabilité et un critère géométrique couramment appelé condition d’optique
géométrique (COG) – voir [31] ainsi que [30]. À la suite des travaux de Ral-
ston [200] et Lagnese [151], les auteurs cités ont prouvé ce résultat dans un
cadre régulier (vitesse et frontière de classe C∞). Plus tard, dans [54], Burq
obtiendra la même condition nécessaire et suffisante, mais pour les domaines
à frontière C3 et les équations à coefficients C2, à l’aide des mesures de défaut
microlocales introduites par Gérard [97].
Pour une introduction à ces questions, le lecteur intéressé pourra se ré-
férer au cours de Burq et Gérard suivant : [56].
La COG peut être interprétée ainsi : Étant donnés un domaine Ω, un
domaine d’observation S, une vitesse c et un horizon de temps T , tout rayon
géométrique 16 associé à c atteint le domaine S en un temps inférieur à T
en se propageant dans Ω selon les lois de l’optique géométrique, les rayons
tangents à la frontière de Ω pouvant soit être diffractés, soit pénétrer la
frontière (consulter [31] pour plus de détails).
Généralement, condition d’observation et COG sont tout aussi difficiles
à vérifier l’une que l’autre, en pratique. Le cas de données complètes est le
plus simple à étudier : l’hypothèse de vitesse non trapping est alors classique,
mais les hypothèses des Théorèmes 6.3 et 6.5 de [56] suffisent : si tout rayon
géométrique pénètre la surface d’observation, alors le problème considéré est
observable. Dans l’article [156], l’auteur préfère contourner ces critères en
exhibant une condition équivalente dans le domaine fréquentiel.
Enfin, nous aborderons brièvement les aspects numériques des problèmes
d’observabilité dans la Sous-section I.3.3 page 212 du Chapitre C.
Injectivité de W et condition d’observation
16. Voir la Sous-section III.2.4 page 46 du Chapitre A pour une définition des rayons
géométriques.
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Les paragraphes suivants sont consacrés à l’étude du lien entre condition
d’observation et injectivité de l’opérateurW . Comme nous l’avons montré, la
condition d’observation a été largement étudiée depuis une vingtaine d’année.
Elle constitue donc un moyen intéressant d’étudier l’injectivité du problème
de la TTA.
Dans le cadre de la TTA, l’inégalité d’observation s’écrit :
‖Wf ‖L2(ST ) ≥ c ‖f ‖V pour tout f ∈ V,
où c est une constante dépendant de Ω, de S, de la vitesse x 7→ c(x) et de T .
Cette inégalité implique donc l’injectivité de W .
Qu’en est-il de la réciproque ? Le lemme suivant précise le lien entre ces
deux propriétés :
Lemme V.2.21. Étant donnés deux espaces de Banach E et F , et un opéra-
teur A ∈ L(E,F ), les assertions suivantes sont équivalentes :
(i) Il existe C > 0 tel que pour tout x ∈ E :
‖x‖E ≤ C ‖Ax‖F .
(ii) A est injectif et Im(A) = A(E) est fermée.
Preuve. Supposons tout d’abord que A vérifie (ii). On considère l’opé-
rateur suivant :
A : E −→ Im(A)
x 7−→ Ax.
Alors l’inverse de A existe et admet pour domaine Im(A). Ainsi, d’après le
Théorème de l’application ouverte A
−1
est continu, on en déduit que l’asser-
tion (i) est vérifiée.
Réciproquement, si la condition (i) est satisfaite, alors A est injectif,
comme précédemment, l’opérateur A est bien défini et établit une bijection
continue entre E et Im(A), qui est donc fermée. ✷
Puisque la connaissance de l’image de W nous est généralement inacces-
sible, ce lemme ne saura cependant pas nous aider en pratique. Une nouvelle
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fois, si les observations sont complètes, la situation est plus simple à décrire :
dans la Sous-section 6.2 de [56], il est montré qu’en supposant que S est
un ouvert contenant la frontière γ de Ω, l’hypothèse que toute géodésique
entre dans S est équivalente à la condition d’observabilité. En effet, lorsqu’un
rayon ne pénètre pas le domaine d’observation, les mesures de défaut micro-
locales permettent de construire une solution dont l’énergie est concentrée au
voisinage de ce rayon. Ainsi, si l’inégalité d’observation n’est pas satisfaite, il
existe une solution de l’équation modèle telle que f 6= 0 etWf = 0 (voir [56,
Remarque 6.4]). Ainsi, pour des observations complètes, la condition d’ob-
servation est équivalente à l’injectivité de W .
Si par contre les observations ne sont pas complètes, il faut tenir compte
des possibles rencontres entre les géodésiques et la frontière Γ : la notion
de rayon prend alors le relais de celle de géodésique, afin de préciser les
comportements des rayons tangents à Γ (voir [31, 55]).
Pour approfondir cette étude, il faudrait caractériser les situations où
l’image de W n’est pas fermée et, pour le moment, nous pouvons conclure
que :
• L’opérateurW est injectif si et seulement si la paire (A,B) est approxi-
mativement contrôlable.
• L’opérateur W est injectif et son image est fermée si et seulement si la
paire (A,B) est exactement contrôlable.
Comme nous l’avons précisé en Sous-section III.3.2 page 57 du Cha-
pitre A, lorsque la condition d’observation n’est pas respectée, les singularités
de l’objet observé ne peuvent a priori pas être reconstruites. Cette propriété
sera numériquement constatée dans le Chapitre C. En vue d’une application
numérique, nous traduisons en termes de filtrage l’approche de type contrôle
que nous avons exposée ci-dessus.
Chapitre C
Mises en œuvre numériques
S
uite aux deux premiers chapitres, consacrés à l’état de l’art et à
nos contributions théoriques au domaine de la tomographie thermoa-
coustique, ce dernier chapitre est consacré à la mise en œuvre numérique des
méthodes introduites au cours du Chapitre B : la technique variationnelle dé-
crite en Section III page 121, abrégée en CG (pour Conjugate Gradient, voir
ci-dessous, en Sous-section I.3 page 208), et les algorithmes BFN et BFF –
vus en Sections IV page 131 et V page 175. Les expérimentations numériques
sont menées avec pour objectif de comparer ces méthodes à des méthodes
usuelles sur les critères suivants (l’ordre proposé n’étant pas hiérarchisé) :
coût numérique, difficulté de mise en œuvre, qualité de reconstruction, adap-
tabilité à différentes conditions (modèle, type d’observations...), robustesse
(au bruit, à la diminution de l’échantillonnage des données, etc.)
Dans une première partie, la Section I page 201, nous aborderons les pro-
blèmes propres à la discrétisation des équations d’onde, et en particulier à
l’observation et à la détermination d’observateurs discrets. Nous consacrons
ensuite une section aux expérimentations numériques permettant de compa-
rer nos différentes techniques aux méthodes usuelles – Section II page 215.
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I Discrétisations, filtrage et observation
I.1 Discrétisation des équations d’ondes
Dans cette sous-section, nous introduisons brièvement quelques notions
relatives à la discrétisation de l’équation d’ondes suivante :
p′′ = c(x)∆p.
La vitesse c sera souvent omise dans les notations, puisque sa présence n’in-
fluence pas les méthodes de discrétisation de cette dernière équation.
L’intervalle de temps [0,T ] est uniformément discrétisé, avec un pas de
temps δt, de même que le domaine spatial Ω (discrétisation uniforme dans
toutes les directions d’espace), pour un pas d’espace noté δx.
Nous utilisons des discrétisations par différences finies en domaine tem-
porel (ou Finite Difference Time Domain, FDTD), et plus précisément les
θ-schémas (centrés et implicites, dits θ-FDTD) qui sont classiques dans la
discrétisation des équations d’onde et pour lesquels la dérivée seconde en
temps ainsi que le Laplacien sont approchés par leur approximation d’ordre 2
centrée. On obtient la discrétisation suivante :
pn+1 − 2pn + pn−1
δt2
= ∆θδx(pn−1,pn,pn+1),
où :
∆θδx(pn−1,pn,pn+1) = θ∆δxpn−1 + (1− 2θ)∆δxpn + θ∆δxpn+1,
avec ∆δx une discrétisation centrée du Laplacien 1 et θ ∈ [0,1/2]. Pour θ = 0,
on retrouve le schéma FDTD explicite usuel.
Outre sa précision (ordre 2 en espace et en temps), ce schéma est appré-
cié pour différentes caractéristiques qu’il partage avec les équations d’ondes,
dont les propriétés de réversibilité temporelle et de conservation d’énergie
(voir [9, p. 59]). Enfin, puisque ce schéma est inconditionnellement stable
1. Parmi ces discrétisations, on trouvera le schéma centré à 3 ou 5 points en dimen-
sion 1, le schéma centré à 5 ou 9 points classique, en croix, ou encore hybride en dimen-
sion 2, etc.
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pour θ ∈ [1/4,1/2], sauf mention contraire, nous posons θ = 1/4 (sans condi-
tion CFL) en espace monodimensionnel et θ = 0 si l’espace est bidimen-
sionnel (afin de retrouver un schéma explicite), en respectant alors la CFL
suivante :
δt
δx
< 1.
En dimension 2, les domaines choisis sont carrés afin de privilégier une
mise en œuvre simple.
I.1.1 Notations et contexte.
Étant donné un domaine d’observation discret encore noté S, nous notons
toujours C l’opérateur qui, à l’état discret p, associe Cp égal à p sur le
domaine observé et nul ailleurs.
En dimension 1
Des expérimentations concernant les méthodes de filtrage seront menées
en dimension 1 d’espace car la complexité algorithmique de ces méthodes
impose un domaine d’espace réduit pour mener à bien de premiers tests.
On considère un domaine observé monodimensionnel Ω = (−1/2,1/2) et
on se donne un intervalle temporel (0,T ) = (0,1). Tous deux sont discrétisés
uniformément avec pour pas respectifs δx = 1/100 (le domaine est donc
divisé en 100 pixels) et δt = 1/200.
L’équation des ondes est discrétisée par le biais du schéma θ-FDTD in-
troduit précédemment.
Les méthodes considérées s’écrivent, en accord avec les notations intro-
duites dans la Sous-section V.1 page 175 du Chapitre B :
pn+1 − 2pn + pn−1
δt2
= ∆θδx(pn−1,pn,pn+1)± PC⋆KC
(
pn−1 − pon−1
pn − pon
)
,
où :
∆θδx(pn−1,pn,pn+1) = θ∆δxpn−1 + (1− 2θ)∆δxpn + θ∆δxpn+1,
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avec θ = 0.25, où les opérateurs C, P et K sont les équivalents discrets de
leurs homologues des BFF continus 2 et où ± est à déterminer selon que l’évo-
lution est directe et rétrograde. Le terme
(
pn−1 − pon−1 pn − pon
)T
nous
autorise à considérer des dérivations numériques dans les termes correctifs
des rappels.
Enfin, les capteurs sont situés périodiquement sur le domaine observé,
tous les δdata pixels à partir du premier.
En dimension 2
Décrivons maintenant le contexte choisi en vue de comparer le nudging
direct et rétrograde (BFN), la méthode variationnelle (CG), le Renversement
Temporel (TR) et les Neumann Series (NS) introduites par [198], suivant la
démarche proposée dans [42].
On travaille en domaine d’espace bidimensionnel pour des raisons de
coût numérique. Ainsi, l’objet à reconstruire est situé dans le domaine ob-
servé Ω = [−0.5,0.5]2 discrétisé par une grille de 2562 pixels. Le pas d’espace
vaut donc δx = 1/256.
Les capteurs sont situés sur le cercle S(0,
√
2/2), de sorte qu’ils entourent
l’objet, et différentes configurations sont considérées. Par défaut, 800 cap-
teurs sont utilisés lorsque les données sont complètes (afin que tout point
du cercle soit observé sans redondance de pixels). Certaines reconstructions
seront cependant obtenues avec moins de capteurs pour étudier la robustesse
des techniques. Lorsqu’un bruit est ajouté aux données, nous considérerons
un bruit blanc gaussien additif d’un niveau de 15%, sauf précision contraire.
Le temps final T =
√
2 est choisi minimal afin de laisser l’information
parvenir aux capteurs lorsque la vitesse est constante, égale à 1 3.
Pour effectuer les calculs, nous utilisons le domaine étendu suivant :
[−0.5−
√
2− ε; 0.5 +
√
2 + ε]2,
2. Voir à nouveau la Sous-section V.1 page 175 du Chapitre B. L’opérateur C pourra
notamment interpoler des données en certains points de la grille discrète, tandis que la
définition de P etK va demander un traitement particulier, dont nous exposons différentes
formes possibles ci-dessous – voir par exemple la Sous-section I.2 page suivante.
3. Les résultats obtenus peuvent être significativement améliorés en augmentant l’ho-
rizon temporel – voir [198] et la Sous-section II.2.9 page 254.
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où ε représente des pixels supplémentaires ajoutés afin que toute réflexion
sur le bord soit évitée.
Dans ce cadre bidimensionnel, le modèle est implémenté avec θ = 0, de
sorte que l’on retrouve l’approximation des équations d’onde classique, par
différences finies en domaine temporel (FDTD), c’est-à-dire par schéma d’Eu-
ler explicite centré et discrétisation à cinq points du Laplacien, notée ∆δx).
Muni de ce cadre, nous introduisons les méthodes dont nous faisons usage
dans les prochaines sous-sections.
I.2 Filtrage et meilleure estimation
Nous avons vu l’utilité de la formulation de type contrôle usitée en Sec-
tion V page 175 du chapitre B. Afin d’anticiper sur les difficultés et faiblesses
numériques imposées par la grande complexité des méthodes de contrôle op-
timal, nous abordons ici le problème de la détermination d’un rappel per-
mettant la convergence des méthodes de reconstruction itératives BFF sous
l’angle de l’estimation optimale.
Plus précisément, on étudie différentes manières de définir un opérateur P
stabilisant l’observateur A − PC⋆KC : d’abord avec l’opérateur de nud-
ging PC⋆KC = kC⋆C, où k > 0, puis à l’aide de filtres (dans le contexte
offert par le Corollaire V.2.15 page 190 du Chapitre B).
Nous présentons donc le filtre de Kalman-Bucy avant d’en présenter la
version discrète, à savoir le filtre de Kalman. Cette approche nous permet
d’utiliser des filtres de rang réduit, tels le filtre SEEK (pour Singular Evolu-
tive Extended Kalman filter), que nous introduisons par la même occasion.
Ces deux dernières méthodes seront utilisées pour résoudre le problème de
la TTA et le SEEK servira par ailleurs à définir une méthode itérative de
type BFF (voir les sous-parties I.3 page 208 et II page 215).
I.2.1 Le filtre de Kalman-Bucy
Dans cette sous-section, nous rappelons brièvement ce en quoi consiste le
filtre de Kalman-Bucy (continu) afin de mettre en évidence le lien que celui-
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ci entretient avec les techniques et résultats présentés en Section V page 175
du chapitre B.
Nous nous inspirons des références suivantes : l’article originel de Kalman
et Bucy [126], où il apparaît clairement que le filtre de Kalman-Bucy optimise
l’observateur de Luenberger, ainsi que les notes de cours d’assimilation de
données ou de commande optimale [36, 44, 237].
Le filtre de Kalman-Bucy fournit le rappel permettant de définir l’ap-
proximation de l’état réel qui minimise la covariance d’erreur dans la situa-
tion décrite dans les lignes suivantes.
On suppose que l’état réel est régi par l’équation différentielle linéaire :
xt
′
=Mxt + ν
et que le modèle théorique est gouverné par l’équation :
xf
′
=Mxf .
L’erreur ν représente donc l’erreur modèle.
Étant données des observations yo, on note l’erreur d’observation ε, de
sorte que ε = yo − Cxt, où C est l’opérateur d’observation. On suppose
ensuite que les erreurs ν et ε sont des processus gaussiens blancs de moyenne
nulle et on note leur matrice de covariance respective Q et R, dites d’erreur
modèle et d’erreur d’observation.
Définition I.2.1. Filtre de Kalman-Bucy. Soit une ébauche (d’état ini-
tial) xf (0) et Pf (0), le filtre de Kalman-Bucy consiste en les deux équations
différentielles suivantes (une estimant l’état x et une pour la matrice de co-
variance P, de type Riccati différentielle) :
x′ = Mx+PCTR−1 (yo − Cx) ,
P′ = MP+PMT +Q−PCTR−1CPT,
et le gain de Kalman, noté K, est défini par K = PCTR−1.
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Précisons les liens entretenus entre les résultats de la Section V page 175
du chapitre B et le filtre de Kalman-Bucy. Tout d’abord, l’équation de Riccati
considérée ici est différentielle car l’horizon de temps est fini. Il est possible
de montrer sous des hypothèses favorables que la solution de l’équation de
Riccati algébrique est obtenue asymptotiquement à partir de la différentielle
(consulter [69]).
Ensuite, dans la formulation ci-dessus, le rappel par retour d’état est
réalisé par le biais d’un opérateur de la forme PC⋆KC de même que dans le
chapitre précédent. En comparaison du rappel de type nudging, pour lequel
le rappel s’écrit C⋆KC et où l’on a donc P = IdH , on peut considérer que P
donne un poids au rappel vis-à-vis du modèle.
La version discrète du filtre de Kalman-Bucy est présentée ci-dessous, à
l’occasion de l’introduction du filtre SEEK.
I.2.2 Techniques de filtrage usuelles : du filtre de Kalman au filtre
SEEK
On reprend les notations des paragraphes précédents, mais dans un cadre
discret, cette fois-ci, afin de présenter les résultats essentiels concernant le
filtre de Kalman 4 et de décrire la manière dont en est dérivé le filtre SEEK,
qui est un filtre de Kalman de rang réduit présenté dans [204].
Ces deux algorithmes comprennent deux étapes, l’une de prévision et
l’autre d’analyse, dans lesquelles les observations sont prises en compte afin
de corriger la prévision. Pour ce faire, deux types de variables sont considé-
rées : d’abord les états prédit et analysé (xf et xa, resp.), puis les matrices
de covariance d’erreur qui leur sont associées (Pf et Pa), ou la racine carrée
de ces dernières (Sf et Sa).
Les filtres de Kalman et SEEK sont définis comme suit :
4. Ces résultats, bien connus, ont été introduits dans l’article [127] de Kalman. L’ou-
vrage classique [255] constitue une excellente introduction au filtre de Kalman.
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Définition I.2.2. Filtre de Kalman et filtre SEEK. Soit xf0, P
f
0
et Sf0 = P
f1/2
0 . Ci-dessous, une itération du filtre de Kalman :
Filtre de Kalman (KF)
Étape d’analyse
Kn =
[
Pf−1n + C
TR−1C
]−1
CTR−1,
xan = x
f
n −Kn
[
Cxfn − yon
]
,
Pan = [In −KnC]Pfn,
Étape de prévision
xfn+1 =Mx
a
n,
Pfn+1 =MP
a
nM
T +Q,
et une itération du filtre SEEK :
Filtre SEEK
Étape d’analyse
Kn = S
f
n
[
Ir + (CS
f
n)
TR−1(CSfn)
]−1
(CSfn)
TR−1,
xan = x
f
n −Kn
[
Cxfn − yon
]
,
San = S
f
n
[
Ir + (CS
f
n)
TR−1(CSfn)
]−1/2
,
Étape de prévision
xfn+1 =Mx
a
i ,
Sfn+1 =MS
a
n,
où Ik est la matrice identité k × k (dans l’espace d’état discret si k = n
et dans l’espace de rang réduit si k = r) et Kn est soit le gain de Kalman,
minimiseur de la trace de la covariance d’erreur de xai , soit le gain de Kalman
de rang réduit, dans le cas du SEEK.
Le filtre SEEK utilise donc une formulation de type racine carrée du
filtre de Kalman et profite de celle-ci pour réduire la dimension des matrices
de covariance considérées.
Remarque I.2.3. En théorie, on a, pour le SEEK :
Pfn = S
f
nS
fT
n +Q,
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mais puisque l’erreur modèle, et donc sa matrice de covariance Q, ne sont
pas connues (ce qui est aussi souvent le cas en pratique), on pose :
Pfn = (1 + γ)S
f
nS
fT
n ,
où γ ∈ (0,1), ce qui évite une décomposition supplémentaire dans une itéra-
tion de filtre SEEK. Nous utilisons la même configuration pour le filtre de
Kalman.
Dans le KF, si l’espace d’état est de dimension n, alors l’étape de pré-
vision nécessite 2n évolutions du modèle afin de déterminer la matrice de
covariance d’erreur de prévision Pf à partir de la matrice de covariance d’er-
reur d’analyse Pa, ce qui fait du filtre de Kalman un filtre très coûteux en
terme de calculs.
Le SEEK constitue un moyen donc de considérer un gain sous-optimal
afin de réduire ce coût. En effet, le gain fournit par le SEEK est de rang
réduit r ≤ n et plus simple à obtenir. Puisque les matrices de covariance
d’erreur sont symétriques et définies-positives, Pham et al. [238] ont suggéré
de faire usage de la décomposition suivante : si P est une matrice symétrique
définie-positive de taille n × n dont les r ≤ n plus grandes valeurs propres
sont notées λ1 ≥ . . . ≥ λr > 0 ainsi que leur vecteurs propres correspon-
dant V1, . . . ,Vr, la décomposition réduite de P est la matrice n × r définie
par S = [
√
λ1V1 . . .
√
λrVr]. Ainsi, puisque le SEEK utilise la décomposition
réduite Sf de P f , seulement r itérations du modèle sont nécessaires à la
définition de la matrice de covariance d’erreur de prévision.
I.3 Précisions sur les méthodes comparées
Dans cette sous-section, nous présentons brièvement les méthodes com-
parées ci-après : les méthodes usuelles, puis les méthodes usuelles de filtrage
et enfin nos techniques de reconstruction itératives.
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I.3.1 Techniques usuelles
Peu classiques en TTA, les méthodes de filtrage ont largement fait la
preuve de leur efficacité en assimilation de données météorologiques et océa-
nographiques. Nous proposons donc d’en tester deux représentantes : les
filtres KF et SEEK présentés en Sous-section I.2 page 204.
En TTA, le Renversement Temporel est une technique à privilégier dès
lors que les vitesses considérées sont variables, ce qui sera notre cas, d’autant
plus qu’elle a été améliorée dans l’article [198], grâce à l’usage de Séries
de Neumann (NS). Celles-ci permettent d’itérer le processus du TR afin
de corriger la reconstruction obtenue. Nous utiliserons donc les NS et en
profiterons pour donner les résultats obtenus à leur première itération, c’est-
à-dire le résultat du TR.
Pour ces deux méthodes, nous implémentons une évolution rétrograde
du modèle discrétisé et, pour le TR, nous forçons l’état aux valeurs four-
nies par les données sur le domaine d’observation. Une première ébauche de
reconstruction est ainsi obtenue, que nous notons f0. Les NS consistent en
une correction itérative de l’ébauche ainsi obtenue en obtenant des ébauches
successives par renversement temporel appliqué aux solutions de ces mêmes
ébauches projetées sur le domaines d’observation : selon le Théorème 3 [198,
p. 6], nous calculons des approximations successives fn de f théoriquement
convergentes et qui sont définies par les sommes partielles suivantes :
fn =
n∑
k=0
Kkf0.
La formule suivante, que nous utilisons dans notre implémentation des
NS, éclaire sur leur caractère correctif :
fn = f0 +K
n−1∑
k=0
Kkf0 = f0 +Kfn−1.
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I.3.2 Nos méthodes
En comparaison des méthodes précitées, nous testerons trois méthodes
que nous avons définies en Section III page 121 (méthode variationnelle),
Section IV page 131 (BFN et BFN-D, de la définition IV.1.11 page 144) et
Section V page 175 (BFF) du Chapitre B, ainsi qu’une méthode reposant
sur l’usage du filtre de Kalman.
Méthode variationnelle (CG)
La méthode variationnelle fait appel à un algorithme de descente, pour
lequel nous choisissons une simple méthode de Gradient Conjugué (doréna-
vant abrégée par CG, se référer à [61], par exemple), notre objectif n’étant
pas de discuter la qualité des méthodes de descente (de nombreuses études
existent déjà à ce sujet), mais d’observer le comportement des méthodes
variationnelles en comparaison des méthodes usuelles en TTA. Par défaut,
le coefficient de régularisation α est nul : d’autres valeurs sont testées qui
stabilisent l’algorithme, mais fournissent des reconstructions floues, de sorte
que les erreurs minimales obtenues sont meilleures sans régularisation.
Filtrage de Kalman (KF)
La méthode faisant appel au filtre de Kalman (notée KF par la suite) est
implémentée comme suit : une évolution directe est calculée par filtrage de
Kalman sur l’intervalle (0,T ), un état final est donc obtenu puis le temps est
remonté à partir de celui-ci suivant l’équation du modèle afin de définir une
condition initiale, c’est-à-dire une ébauche de reconstruction.
Les Filtrages Directs et Rétrogrades
Deux méthodes de reconstruction par filtrage itératif sont ensuite étu-
diées : le BFN appliqué à la TTA et un BFF, pour lequel l’opérateur P est
celui du SEEK, qui est donc défini comme une approximation de rang réduit
de l’opérateur optimal de Kalman, lequel fournit la stabilité de l’observa-
teur A− PC⋆R−1C sous la condition d’observabilité.
I. DISCRÉTISATIONS, FILTRAGE ET OBSERVATION 211
Nous avons donc fourni une formulation commune à ces méthodes. On
itère les évolutions directes et rétrogrades suivantes :
pfn+1 − 2pfn + pfn−1
δt2
= ∆θδx(p
f
n−1,p
f
n,p
f
n+1)− P fC⋆KfCF
(
pfn−1 − pon−1
pfn − pon
)
,
et :
pbn+1 − 2pbn + pbn−1
δt2
= ∆θδx(p
b
n−1,p
b
n,p
b
n+1)− P bC⋆KbCF
(
pbn−1 − pobn−1
pbn − pobn
)
,
où la notation pob rappelle le renversement temporel imposé aux données lors
de l’évolution retour et où :
F =
(
−1/∂t 1/∂t
)
,
dans le cas du BFN, et F ≡ I sinon. En effet, si nous introduisons artificielle-
ment la dérivée temporelle dans le cas du BFN (pour des raisons expliquées
en Section IV page 131 du Chapitre B), la méthode de filtrage n’appelle en
rien à œuvrer sur la dérivée temporelle de l’état.
Les opérateurs P s et Ks, pour s ∈ {f,b}, sont définis de même que
dans la Section V page 175 du Chapitre B, c’est-à-dire de sorte que, étant
donné Ks, l’opérateur P s est solution de l’équation de Riccati algébrique
associée (sous réserve d’existence). Ainsi, si la condition d’observabilité est
respectée pour un temps T o, alors l’algorithme BFF défini sur un inter-
valle (0,T ) avec T > T o converge.
Supposons que la paire (A,C) est observable. Soit s ∈ {f,b}. Nous propo-
sons deux principales démarches afin de définir ces opérateurs : dans le cas du
BFN, on choisit Ks = ksI, où ks > 0 reste à déterminer, d’où P s = I ; dans
le cas où l’on suppose les erreurs modèle et d’observation connues (ainsi que
leurs matrices de covariance Q et R), on pose Ks = R−1 et, dans une version
discrète, le filtre de Kalman définit P s. Dans nos implémentations, nous op-
terons alors pour le filtre SEEK puisque le KF nous est apparu trop coûteux :
le BFF faisant appel au filtre SEEK sera dorénavant appelé BF-SEEK.
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Reste à définir les coefficients de nudging direct et rétrograde : d’un point
de vue théorique, plus grand nous choisirons ces coefficients et plus rapide
sera la convergence de la solution vers les observations (cela apparaît bien
dans la sous-partie IV.2.3 page 160 du chapitre B). La discrétisation de la
dérivée temporelle du rappel impose cependant de choisir un coefficient de
rappel inférieur à 1/δt (voir la sous-partie II.2.3 page 227). Aussi, afin d’obte-
nir la meilleure convergence possible tout en rendant le choix des coefficients
de nudging aussi peu arbitraire que possible, on pose kf = kb = 0.9/δt.
Puisque la convergence des BFF repose sur l’inégalité d’observation, une
petite digression s’impose au sujet de la version (semi-)discrète de celle-ci.
La prochaine sous-section y est dédiée.
I.3.3 Atténuation numérique des méthodes de reconstruction ité-
ratives
Les discussions menées dans le Chapitre B concernant l’observabilité,
dans la Section V page 175 notamment, ont leur équivalent en dimension fi-
nie, et donc dans le cadre de la discrétisation des équations proposée dans le
présent chapitre : la condition d’observation (semi-)discrète fait aussi interve-
nir une inégalité d’observation similaire au cas de la dimension infinie, voir la
définition V.2.4 page 184. À nouveau, l’inégalité d’observation et équivalente
à la stabilisation du système discrétisé. Nous omettons les détails, lesquels
sont présentés dans [273] et les références qui y sont proposées.
La dégénérescence de la constante d’observation lorsque le pas d’espace
tend vers 0 est cependant un phénomène bien connu : celle-ci peut tendre
vers 0 lorsque ∂x→ 0, ce qui traduit le fait que le terme stabilisant l’équation
discrète n’approche pas le continu de façon satisfaisante. On dit dans cette
situation que la constante d’observation (et par extension la contrôlabilité
discrète, l’observabilité, etc.) n’est pas uniforme. L’étude de ce problème
commence avec les travaux fondateurs de R. Glowinski et est notamment
poursuivie par E. Zuazua, S. Micu, A. Münch, E. Trélat.
Afin de compenser ce phénomène ou toute autre condition d’observation
détériorée (liée à la configuration des capteurs ou du bruit présent dans les
données), nous proposons de mettre en œuvre la solution suggérée dans [201]
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qui permet de rendre la constante d’observation uniforme en ajoutant un
terme d’atténuation thermo-visqueux artificiel dans le schéma θ-FDTD. Les
équations des BFF deviennent alors :
Définition I.3.1. Équations des BFF Atténuées : le BFF Atté-
nué. Les équations des filtres directs et rétrogrades atténués appliquées aux
équations d’onde s’écrivent :
psn+1 − 2psn + psn−1
δt2
= ∆θδx(p
s
n−1,p
s
n,p
s
n+1) + ε∆δx
psn − psn−1
δt
−P sC⋆KsC
(
psn−1 − posn−1
psn − posn
)
,
avec les notations introduites précédemment, s ∈ {f,b} et ou bien ε = 0, ou
bien :
ε = (δx)α, α ∈ (1,2).
Partant d’une ébauche de reconstruction f1, on pose tout d’abord :
pf0 = f1 et p
f
1 = p
f
0 ,
ce qui permet de définir une solution directe pf , et en particulier un état
final (pfN−1,p
f
N ). À partir de cet état final, le renversement temporel est assuré
grâce aux conditions initiales relatives à pb :
pb0 = p
f
N et p
b
1 = p
f
N−1.
Nous verrons que cette atténuation artificielle permet en outre de com-
battre les effets des hautes-fréquences liées à la discrétisation du problème
(qui ne sont donc pas physiques) et le bruit présent dans les données.
Le modèle atténué sera aussi utilisé pour le CG, le TR et les NS, et la
puissance de l’atténuation α est déterminée de manière empirique, voir la
sous-partie II.2.5 page 246.
Remarque I.3.2. Il est à noter que l’atténuation artificielle n’est intro-
duite dans le schéma numérique qu’en vue d’améliorer les méthodes et leurs
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reconstructions. Les solutions tant directes que rétrogrades sont donc atté-
nuées. C’est-à-dire que l’atténuation « change de signe » de même que dans
la définition IV.1.11 page 144 : le nouvel algorithme ainsi défini, qui est at-
ténué afin de répondre à des nécessité numériques, est donc un algorithme
de type BFN Diffusif, mais avec des rappels généraux, fournis sous forme de
filtres.
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II Résultats numériques
Cette section est dédiée à la présentation des résultats liés à nos ex-
périmentations numériques. Différentes méthodes sont comparées que nous
avons présenté en Sous-section I.3 page 208. Les expérimentations sont me-
nées dans deux cadres différents correspondant à deux sous-sections : une
première étude est conduite en dimension 1, dans laquelle des méthodes de
filtrage sont aussi introduites (Sous-section II.1), puis une seconde, en dimen-
sion 2, dans laquelle BFN et CG sont comparés à deux méthodes usuelles
(Sous-section II.2 page 224).
II.1 BFN et BFF monodimensionnels
II.1.1 Présentation
Nous comparons cinq méthodes qui sont : le Renversement Temporel
(TR), le Nudging Direct et Rétrograde (BFN), le SEEK Direct et Rétrograde
(BF-SEEK), le SEEK et le Filtre de Kalman (KF)
On définit les coefficient des filtres de manière empirique. On pose tout
d’abordR = 0.3I, γ = 0.01, puis on définit le rang réduit du SEEK : r = 120,
lequel est automatiquement réduit si Rank
[
I + (CSfi )
TR−1(CSfi )
]
< r.
Nous l’avons précisé en Sous-section I.3 page 208, et nous le justifierons
lors de l’étude bidimensionnelle (Sous-section II.2 page 224), les coefficients
de nudging (direct et rétrograde) valent 0.9δt.
On note ν le niveau de bruit gaussien additif potentiellement ajouté aux
données, d’un niveau de 30% dans ce cas monodimensionnel lorsque ν est
indiqué, ce qui est supérieur aux niveaux de bruit considérés habituellement.
Doté de parties régulières (constant ou variable) ainsi que de bords francs,
l’objet à reconstruire est représenté sur la Figure II.1.1.
Les erreurs précisées sont des erreurs en moyenne quadratique données
en pourcentage.
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Figure II.1.1 – Objet à reconstruire.
II.1.2 Observations complètes (I)
Le Tableau II.1.1 présente les erreurs relatives en moyenne quadratique
lorsque 10 capteurs sont uniformément disposés dans le domaine observé.
Les reconstructions associées à ces résultats sont représentées sur les Fi-
gures II.1.2 page 218 et II.1.3 page 219.
II.1.3 Observations complètes (II)
Nous détériorons ensuite les conditions d’observation : seulement 2 cap-
teurs sont considérés ici (aux deux extrémités de l’intervalle d’espace), et
nous testons une première fois l’introduction de l’atténuation artificielle, afin
d’observer son effet sur les reconstructions en présence de bruit. Les résultats
obtenus sont présentés dans le Tableau II.1.2 et les Figures II.1.4 page 220
et II.1.5 page 221.
II.1.4 Observations partielles
Une dernière situation est considérée, pour laquelle un unique capteur
est disposé dans le domaine observé, à l’une de ses extrémités. Les ré-
sultats sont présentés dans le Tableau II.1.3 et les Figures II.1.6 page 222
et II.1.7 page 223.
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Configuration TR BFN BF-SEEK SEEK KF
δdata = 10 5.4 0.5 (100) 0.6 (3) 5.8 6
δdata = 10, ν 38.8 16.3 (5) 10.3 (2) 12.4 15.7
Tableau II.1.1 – Erreurs relatives en moyenne quadratique minimales et
nombre d’itérations correspondant (entre parenthèses, limité à 100) pour 10
capteurs (δdata = 10), données bruitées (lorsque ν est précisé, ν = 30%) ou
pas.
Configuration TR BFN BF-SEEK SEEK KF
δdata = 99 8.3 2.6 (100) 6.3 (1) 15.9 44.2
δdata = 99, ν 14.1 10.8 (3) 19.9 (1) 23.7 46.4
δdata = 99, ν, α 9.8 20.7 (3) 12.2 (1) 20.1 42
Tableau II.1.2 – Erreurs relatives en moyenne quadratique minimales et
nombre d’itérations correspondant (entre parenthèses, limité à 100) pour 2
capteurs (δdata = 99), données bruitées (lorsque ν est précisé, ν = 30%) ou
pas, avec ou sans atténuation numérique (α = 2 lorsque α est précisé, où δxα
est le coefficient d’atténuation.
Configuration TR BFN BF-SEEK SEEK KF
δdata > 99 51.1 20.7(7)
83.3 (3)
31.8 if α = 1.8 (3)
92.7 95
Tableau II.1.3 – Erreurs relatives en moyenne quadratique minimales et
nombre d’itérations correspondant (entre parenthèses, limité à 100) pour 1
capteur (δdata > 99), données non bruitées, avec ou sans atténuation numé-
rique (α = 2 lorsque α est précisé, où δxα est le coefficient d’atténuation.
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Figure II.1.2 – Données non bruitées et réparties tous les δdata = 10 pixels
(10 capteurs) : objet à reconstruire, tracés des erreurs de chacune des mé-
thodes (BFN en ligne discontinue, BF-SEEK en lignes et croix, KF en losange
et TR en rond) et reconstruction par BFN (100), BF-SEEK (3), KF et TR
(objet en ligne continue).
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Figure II.1.3 – Données bruitées (30%) et réparties tous les δdata = 10
pixels (10 capteurs) : objet à reconstruire, tracés des erreurs de chacune des
méthodes (BFN en ligne discontinue, BF-SEEK en lignes et croix, KF en
losange et TR en rond) et reconstruction par BFN (37), BF-SEEK (1), KF
et TR (objet en ligne continue).
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Figure II.1.4 – Données bruitées (30%) et réparties tous les δdata = 99
pixels (2 capteurs) : objet à reconstruire, tracés des erreurs de chacune des
méthodes (BFN en ligne discontinue, BF-SEEK en lignes et croix, KF en
losange et TR en rond) et reconstruction par BFN (100), BF-SEEK (1), KF
et TR (objet en ligne continue).
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Figure II.1.5 – Données bruitées (30%) et réparties tous les δdata = 99
pixels (2 capteurs), schéma atténué (α = 2) : objet à reconstruire, tracés des
erreurs de chacune des méthodes (BFN en ligne discontinue, BF-SEEK en
lignes et croix, KF en losange et TR en rond) et reconstruction par BFN (3),
BF-SEEK (1), KF et TR (objet en ligne continue).
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Figure II.1.6 – Données non bruitées et réparties tous les δdata > 99 pixels (1
capteur) : objet à reconstruire, tracés des erreurs de chacune des méthodes
et reconstruction par BFN (7), BF-SEEK (3), KF et TR (objet en ligne
continue).
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Figure II.1.7 – Données non bruitées et réparties tous les δdata > 99 pixels
(1 capteur), schéma atténué (α = 1.8) : BF-SEEK (3).
Les méthodes itératives (BFN et BF-SEEK) font ici la preuve de leur
robustesse, et l’atténuation a un effet remarquable sur le BF-SEEK : cette
fois-ci, l’atténuation ne contre pas les effets du bruit, mais compense une
situation d’observation défavorable avec succès. Si la méthode est stabilisée,
la reconstruction demande cependant à être encore améliorée.
II.1.5 Bilan
Alors que le filtre de Kalman (KF) est peu sensible à l’adjonction de bruit
dans les données, il se montre très instable face à la diminution du nombre
de capteurs. Aussi, le SEEK et le BF-SEEK constituent des améliorations
notables tant du point de vue du coût des calculs effectués que de la qualité
de la reconstruction.
On peut noter, en ce qui concerne les coûts de calcul, que le BFN ne
nécessite, sur une grille monodimensionnelle composée de N pixels, O(N)
calcul à chaque pas de temps, tandis que le coût du filtre de Kalman s’éva-
lue en O(N2) et le filtre SEEK en O(rN) pour un rang réduit de dimen-
sion r 5. Il faut cependant tenir compte du nombre d’itérations nécessaires à
la convergence des différentes méthodes pour conclure au sujet de leur com-
5. Dans les deux derniers cas, l’opération la plus coûteuse est la mise à jour de la
matrice d’erreur de prévision, dont le coût s’élève plus précisément à 8N2 pour le filtre de
Kalman et 8rN par aller-retour pour le filtre SEEK.
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plexité : contrairement au BF-SEEK, le BFN peine à converger lorsque les
observations ne sont pas bruitées, mais la présence de bruit dans les données
implique une convergence plus rapide de ces deux méthodes (en moins de
cinq itérations), ce qui donne un large avantage au BFN.
S’il ne reste que 2 capteurs, l’atténuation numérique est une technique
intéressante pour combattre les effets du bruit et de la diminution du nombre
de capteurs lorsqu’elle est utilisée avec le TR et le BF-SEEK. Dans le cas
du BFN, on observe qu’elle peut au contraire détériorer la reconstruction.
Nous verrons l’effet remarquable de l’usage d’un schéma atténué en dimen-
sion 2, ce qui laisse penser qu’une meilleure configuration est envisageable
en dimension 1.
Lorsque l’on ne conserve plus qu’un seul capteur, seuls les observateurs
itératifs (BFN et BFF) apparaissent suffisamment robustes pour fournir une
reconstruction intéressante de l’objet ; il faut cependant faire à nouveau usage
du schéma atténué dans le cas du BF-SEEK pour en conserver la stabilité
(voir la Figure II.1.7 de la page précédente).
Par ailleurs, le BFN reconstruit mieux la zone variable que la constante
(dans laquelle il ne « redescend » pas suffisamment), tandis que l’on constate
une tendance inverse pour le KF et le TR.
Enfin, l’intérêt porté aux techniques de reconstruction à observateurs
itératifs (ou aux techniques dites de back and forth ou de forward-backward)
sont justifiées dès lors que le BF-SEEK améliore significativement le filtre
SEEK dans toutes les situations que nous avons testées.
II.2 BFN et CG bidimensionnels : résultats numériques
Les résultats et leur analyse proposés dans cette sous-section reprennent
largement ceux que nous avons présentés dans l’article [42]. Ils résument les
études que nous avons menées au sujet du BFN, du CG, du TR et des NS.
Les taux de convergence des méthodes, et principalement du CG et des
NS, sont suffisamment élevés pour que 10 itérations offrent une bonne ap-
proximation de la meilleure solution obtenable, en général. Nous limiterons
donc le nombre d’itération des méthodes à 10, sauf mention contraire.
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Les tableaux d’erreurs fournis précisent l’erreur relative en moyenne qua-
dratique (pourcentage) obtenue par la meilleure ébauche de reconstruction
parmi les dix premières. Entre parenthèses, nous noterons le nombre d’ité-
rations nécessaires à l’obtention de cette reconstruction.
Fait remarquable, le BFN, le CG et les NS fournissent des courbes d’er-
reurs dotées d’un minimum (lorsqu’elles sont tracées en fonction du nombre
d’itérations).
II.2.1 Objets et vitesses utilisés
La figure II.2.8 représente les objets bidimensionnels que l’on souhaite
reconstruire, notés f0 jusqu’alors.
Le premier objet considéré, constitué de carrés, permet de mettre en
avant des phénomènes typiques de l’observation des phénomènes ondula-
toires et de la propagation d’ondes (voir les reconstructions exposées en
Sous-sections III.3.1 page 49 et III.3.2 page 57 du Chapitre A).
Le deuxième objet, dénommé fantôme de Shepp-Logan, nous permettra
d’affiner l’analyse et la comparaison des méthodes et de leurs propriétés (ce
fantôme est l’un des objets de reconstruction usuels utilisés en TTA).
Enfin, le troisième objet représente l’intérieur d’un crâne et a été choisi
pour ses bords francs, ses zones régulières et sa structure complexe.
Tous ce objets sont implémentés sous la forme d’une matrice 256× 256.
Figure II.2.8 – Les objets à reconstruire f0 : carrés, Shepp-Logan et crâne.
Quatre vitesses sont utilisées. D’abord une vitesse constante de réfé-
rence c = 1, puis trois variables, choisies comme dans l’article [198], afin
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de simplifier la comparaison entre nos méthodes et celles proposées dans
celui-ci. Elles sont définies par :
c(x,y) = 1 + 0.2 sin(2πx) + 0.1 cos(2πy),
c(x,y) =
9(x2 + y2)
1 + 9(x2 + y2)
+ exp(−90(x2 + y2))
−0.4 exp(−10(3
√
x2 + y2 − 2)2), (II.2.1)
c(x,y) = 1.25 + sin(2πx) cos(2πy).
Ces vitesses sont représentées sur la Figure II.2.9 et respectivement abré-
gées par NTS, TS1 and TS2 (pour Non Trapping Speed, Trapping Speed 1
etTrapping Speed 2 ), puisque la première est de type non trapping alors que
les deux suivantes sont trapping. Aucune transition régulière n’est assurée
entre la vitesse interne au domaine observé et la vitesse extérieure (qui est,
elle, toujours constante et égale à 1).
Figure II.2.9 – Les trois vitesses variables : NTS, TS1 and TS2 (from equa-
tions (II.2.1)).
II.2.2 Résultats introductifs
Dans la première situation considérée, les données sont complètes et
non bruitées. Les résultats qui s’y rapportent sont présentés dans le Ta-
bleau II.2.4 page ci-contre.
L’influence de la vitesse choisie y est mise en évidence, ainsi que les
différences de réaction de chacune des méthodes en regard de ce choix. La
meilleure reconstruction est offerte par les NS, qui sont suivies par le BFN,
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le CG et enfin par le TR. Ce dernier est largement amélioré par l’itération
que permettent les NS.
Carte de vitesse BFN CG TR NS
c ≡ 1 2.3 (10) 7.1 (3) 6.8 1.4 (10)
NTS 3.2 (10) 7.5 (4) 8.2 2.3 (10)
TS1 7.1 (10) 16.5 (5) 36.6 1.6 (10)
TS2 7 (10) 10.7 (5) 15.9 6.6 (10)
Tableau II.2.4 – Données complètes et non bruitées, fantôme de Shepp-
Logan : erreur relative en moyenne quadratique (nombre d’itérations, lequel
est par ailleurs limité à 10).
Afin de bien comparer l’effet des différentes vitesses variables, les re-
constructions et tracés associés à chacune d’elles sont représentés sur les
Figures II.2.10 page suivante à II.2.17 page 235.
Le BFN peut être sensiblement amélioré par l’augmentation du nombre
d’itération, comme on peut le constater dans le Tableau II.2.5, où 100 itéra-
tions sont calculées au lieu de 10 précédemment (les NS ont, elles, quasiment
convergé en 10 itérations).
Nombre d’itérations c ≡ 1 NTS TS1 TS2
10 2.3 3.2 7.1 7
100 1 1.5 1.2 4.1
Tableau II.2.5 – Données complètes et non bruitées, fantôme de Shepp-
Logan : erreur relative en moyenne quadratique (BFN, 10 et 100 itérations).
II.2.3 Influence des coefficients de nudging
Pour définir les coefficients de nudging kf et kb – définis notamment en
Sous-section I.3.2 page 210, nous avons mené des tests sachant que d’une
part ces coefficients donnent un poids aux rappels, et donc aux données,
vis-à-vis du modèle et d’autre part qu’afin d’exercer un rappel au moyen
228 CHAPITRE C. MISES EN ŒUVRE NUMÉRIQUES
Figure II.2.10 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse constante : tracé du logarithme des erreurs relatives en
moyenne quadratique en fonction du nombre d’itérations (BFN en ligne
continue, CG en points et tirets alternés et NS en ligne discontinue) et profils
verticaux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
2.3 (10) 7.1 (3) 6.8 1.4 (10)
Figure II.2.11 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse constante : reconstructions par le BFN (en haut à gauche),
TR (en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.12 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse NT : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
3.2 (10) 7.5 (4) 8.2 2.3 (10)
Figure II.2.13 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse NT : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.14 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse TS1 : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
7.1 (10) 16.5 (5) 36.6 1.6 (10)
Figure II.2.15 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse TS1 : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.16 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse TS2 : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
7 (10) 10.7 (5) 15.9 6.6 (10)
Figure II.2.17 – Données complètes et non bruitées, fantôme de Shepp-
Logan et vitesse TS2 : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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des dérivées temporelles, ils doivent ne pas excéder le pas de temps δt, a
priori tout du moins. On constate en effet que pour un niveau de bruit
élevé (supérieur à 20%), si les coefficients de rappel sont supérieurs ou égaux
à δt−1, alors le schéma devient instable et la solution numérique explose.
Les Tableaux II.2.6 et II.2.7 fournissent les résultats obtenus dans le cas
de données bruitées à 15% (niveau de bruit que nous utiliserons, en général,
par la suite), où l’on suppose que :
kf = kb =
τ
δt
.
τ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Itcv 9 8 6 5 4 4 4 4
εcv 36.3 33.2 32.4 31.7 31 30.3 29.8 29.3
Tableau II.2.6 – Données complètes et bruitées (15%), fantôme de Shepp-
Logan : erreur relative en moyenne quadratique minimale (εcv) et nombre
d’itérations (Itcv) correspondant en fonction des valeurs des coefficients de
nudging (kf = kb = τδt−1).
τ 0.9 1 1.1 1.2 1.3 1.4 1.5 et plus
Itcv 3 3 3 3 3 3 NaN
εcv 28.8 28.3 28 27.7 27.4 27.2 NaN
Tableau II.2.7 – Données complètes et bruitées (15%), fantôme de Shepp-
Logan : erreur relative en moyenne quadratique minimale (εcv) et nombre
d’itérations (Itcv) correspondant en fonction des valeurs des coefficients de
nudging (kf = kb = τδt−1).
Aussi les coefficients de nudging doivent être aussi grands que possible
(afin de tirer les solutions vers les données autant que possible), mais sans
négliger le modèle, qui est aussi source d’informations, et ce d’autant plus
que les données sont bruitées, ni prendre le pas sur la dérivation temporelle.
Les coefficients exercent donc une pondération entre modèle et données qui
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explique le fait que la valeur du «meilleur » coefficient dépend du niveau de
bruit. Dans le cas considéré précédemment, par exemple, la reconstruction
reste stable lorsque 1 ≤ τ ≤ 1.4 et continue d’être de meilleure qualité et
plus rapidement lorsque τ croît.
Ces résultats justifient le choix fait dans notre étude :
kf = kb =
0.9
δt
.
II.2.4 Robustesse vis-à-vis du bruit
Nous introduisons ensuite un bruit additif gaussien dans les données et
les résultats obtenus sont présentés dans le Tableau II.2.8 tandis que les
reconstructions et tracé relatifs à ces situations sont présentés sur les Fi-
gures II.2.18 page suivante à II.2.25 page 245.
Premier constat : un bruit d’un niveau de 15% a plus d’effets que les per-
turbations de la vitesse constante proposées (voir par exemple les différentes
erreurs pour le BFN en fonction des vitesses, avec et sans bruit). Ce constat
est cependant à nuancer selon les méthodes : le BFN et le CG apparaissent
plus sensibles au bruit tandis que le TR reste relativement robuste face au
bruit et réagit moins bien aux perturbations de la vitesse.
Il est à noter que le TR offre une excellente ébauche de reconstruction, à
tel point que les itérations des NS peuvent s’avérer inutiles.
Carte de vitesse BFN CG TR NS
c ≡ 1 28.8 (3) 35.5 (8) 26.8 26.8 (1)
NTS 27 (3) 33.3 (9) 24.8 24.8 (1)
TS1 38.8 (2) 37.7 (6) 42.8 35.8 (2)
TS2 28.9 (3) 34.3 (5) 27.4 27.4 (1)
Tableau II.2.8 – Données complètes bruitées (niveau de bruit de 15%),
fantôme de Shepp-Logan : erreur relative en moyenne quadratique (nombre
d’itérations).
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Figure II.2.18 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse constante : tracé du logarithme des erreurs relatives en
moyenne quadratique en fonction du nombre d’itérations (BFN en ligne
continue, CG en points et tirets alternés et NS en ligne discontinue) et profils
verticaux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
28.8 (3) 35.5 (8) 26.8 26.8 (1)
Figure II.2.19 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse constante : reconstructions par le BFN (en haut à gauche),
TR (en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.20 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse NT : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
27 (3) 33.3 (9) 24.8 24.8 (1)
Figure II.2.21 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse NT : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.22 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse TS1 : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
38.8 (2) 37.7 (6) 42.8 35.8 (2)
Figure II.2.23 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse TS1 : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
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Figure II.2.24 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse TS2 : tracé du logarithme des erreurs relatives en moyenne
quadratique en fonction du nombre d’itérations (BFN en ligne continue, CG
en points et tirets alternés et NS en ligne discontinue) et profils verticaux
(colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
28.9 (3) 34.3 (5) 27.4 27.4 (1)
Figure II.2.25 – Données complètes et bruitées à 15%, fantôme de Shepp-
Logan et vitesse TS2 : reconstructions par le BFN (en haut à gauche), TR
(en haut à droite), CG (en bas gauche) et NS (en bas à droite) et tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10).
246 CHAPITRE C. MISES EN ŒUVRE NUMÉRIQUES
II.2.5 Régularisation numérique
Nous proposons ici un premier test de la méthode de régularisation pré-
sentée en Sous-section I.3 page 208 : nous introduisons donc une atténua-
tion numérique artificielle de type thermovisqueuse pondérée par un coeffi-
cient ε = δxα > 0 restant à définir.
N’ayant pas obtenu de critère théorique pertinent permettant une pré-
détermination de α, nous tentons une première détermination empirique du
meilleur coefficient possible. Concernant les données, on reprend celles de la
situation précédente (Tableau II.2.8 page 237), et tentons d’atténuer le bruit
en faisant varier le coefficient d’atténuation pour chacune des méthodes. Les
résultats sont présentés dans le tableau II.2.9 et les meilleures reconstruc-
tions obtenues pour chacune des méthodes sont exposées plus loin, dans les
Figures II.2.35 et II.2.36.
Un minimum apparaît parmi les erreurs minimales atteintes par chacune
des méthodes, mais on peut supposer que la valeur optimale ainsi obtenue
pour α est dépendante de la configuration considérée (position, répartition et
nombre de capteurs, choix de l’objet, etc). On vérifie cependant que, sous des
conditions fortement différentes, la valeur (empiriquement) optimale de α est
sensiblement la même (voir le Tableau II.2.18 page 274).
Dorénavant, lorsque nous ne préciserons que le fait que ε 6= 0, la va-
leur choisie pour α sera la meilleure déterminée précédemment : 2.1 pour le
BFN, 1.7 pour le CG et les NS et 1.8 pour le TR.
On constate enfin qu’en ajoutant un bruit d’un niveau de 15% dans
un cas de vitesse constante, chacune des méthodes offre une reconstruction
intéressante, puisque dotée d’une erreur inférieure à 20%, et ce grâce au
schéma atténué utilisé.
II.2.6 Influence du coefficient de régularisation du CG
Afin d’approfondir l’étude de stabilité de nos méthodes, intéressons-nous
à la régularisation proposée pour le CG dans la Section III page 121 du
Chapitre B.
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BFN CG TR NS
α = 0 28.8 (3) 35.5 (8) 26.8 26.8 (1)
α = 1.6 25.5 (10) 21 (1) 20.4 17.6 (3)
α = 1.7 22.9 (10) 19.8 (1) 18.4 17.1 (2)
α = 1.8 20.6 (10) 20.4 (1) 17.3 17.3 (1)
α = 1.9 18.8 (10) 23.7 (1) 17.3 17.3 (1)
α = 2 17.6 (10) 29.9 (1) 18.3 18.3 (1)
α = 2.1 17.4 (10) 34.9 (2) 20.2 20.2 (1)
α = 2.2 18.1 (10) 35.9 (2) 22.1 22.1 (1)
Tableau II.2.9 – Vitesse constante et données complètes bruitées (niveau
de bruit de 15%), fantôme de Shepp-Logan : reconstruction par un schéma
atténué. Erreur relative en moyenne quadratique (nombre d’itérations, limité
à 10) en fonction du coefficient d’atténuation numérique ε = ∂xα.
Nous réduisons le nombre de capteurs de moitié (en ne considérant que les
données issues d’un capteur sur deux), ceux-ci étant toujours disposés sur
un cercle entourant l’objet. Cette situation renforce le caractère mal posé
de la formulation variationnelle (voir à nouveau la Section III page 121 du
Chapitre B), nous introduisons donc un paramètre de régularisation α.
Comme on peut le constater sur la Figure II.2.26, même si l’algorithme
converge lorsque le coefficient α est suffisamment influent (cette stabilisation
de la méthode correspond d’ailleurs aux résultats théoriques cités précédem-
ment), l’erreur relative minimale atteinte par les reconstructions successives
en est affectée. Aussi, par la suite, lorsque rien ne sera précisé au sujet de ce
coefficient, il sera choisi nul par défaut et l’on préférera la régularisation par
atténuation introduite dans le schéma numérique.
II.2.7 Restriction de la quantité de données disponibles : angle
de vue limité
Nous proposons ici d’étudier le comportement des différentes méthodes
lorsque l’angle de vue par lequel les données sont obtenues est restreint à la
moitié du cercle d’observation.
Dans cette situation, les méthodes sont tout d’abord comparées en l’ab-
sence de bruit, voir les Figures II.2.27 et II.2.28.
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Figure II.2.26 – Données bruitées (niveau de bruit de 20%), un capteur sur deux
est considéré. Tracés du logarithme des erreurs relatives en moyenne quadratique en
fonction du nombre d’itérations pour le CG régularisé avec α = 0 (ligne), α = 0.01
(pointillés), α = 0.05 (croix), α = 0.075 (triangles) and α = 0.1 (cercles).
À nouveau les NS réagissent excellemment à cette situation, tandis que le
BFN atteint l’erreur minimale du CG en environ 5 itérations, tout en conti-
nuant d’améliorer la reconstruction lors des itérations suivantes. Cependant,
même avec la moins bonne reconstruction, le CG converge en moins d’ité-
rations et fournit une bonne ébauche de reconstruction plus rapidement que
les autres méthodes. Aussi les différentes méthodes considérées gagneraient
sûrement à être hybridées.
En conservant toujours la même configuration de base, on ajoute du
bruit dans les données, puis on régularise les schémas par atténuation nu-
mérique. Les erreurs associées à ces reconstructions sont précisées dans le
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Figure II.2.27 – Données incomplètes, disponibles sur le demi-cercle supé-
rieur, et non bruitées, fantôme de Shepp-Logan et vitesse constante : tracé
des erreurs relatives en moyenne quadratique en fonction du nombre d’itéra-
tions (BFN en ligne continue, CG en points et tirets alternés et NS en ligne
discontinue) et profils verticaux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
10.6 (10) 16 (6) 52 6.2 (10)
Figure II.2.28 – Données incomplètes, disponibles sur le demi-cercle supé-
rieur, et non bruitées, fantôme de Shepp-Logan et vitesse constante : recons-
tructions par le BFN (en haut à gauche), TR (en haut à droite), CG (en bas
gauche) et NS (en bas à droite) et tableau des erreurs relatives en moyenne
quadratique (erreur, nombre d’itérations, limité à 10).
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Tableau II.2.10 et les Figures II.2.29 et II.2.30 page 253 représentent les re-
constructions relatives au cas bruité sans atténuation.
Configuration BFN CG TR NS
Sans bruit, ε = 0 10.6 (10) 16 (6) 52 6.2 (10)
15% de bruit, ε = 0 36.4 (8) 40 (10) 55.7 38.7 (3)
15% de bruit, ε 6= 0 23.1 (10) 26.7 (5) 54.5 22.3 (6)
Tableau II.2.10 – Données incomplètes, disponibles sur le demi-cercle supé-
rieur, et non bruitées, fantôme de Shepp-Logan et vitesse constante : tableau
des erreurs relatives en moyenne quadratique (erreur, nombre d’itérations,
limité à 10). Trois cas considérés : données non bruitées, données bruitées,
avec et sans atténuation numérique.
En présence de bruit, l’erreur minimale atteinte augmente conséquem-
ment pour chacune des méthodes, mais principalement pour le TR et, une
nouvelle fois, l’atténuation corrige remarquablement cette situation, sauf
pour le TR, qui y semble fort peu sensible. Les reconstructions et tracés asso-
ciés à cette dernière situation sont représentés sur les Figures II.2.35 page 261
et II.2.36 page 262.
II.2.8 Restriction de la quantité de données disponibles : épar-
pillement
Cette fois-ci, les données restent disposées uniformément sur l’ensemble
du cercle d’observation, mais seul un capteur sur σ est considéré. Le nombre
de capteur est donc diminué et le cercle d’observation est incomplet. Cette
configuration permet à la fois de tester la stabilité des méthodes en regard de
la quantité d’information disponible, mais aussi de questionner la redondance
d’information contenue dans les données. Les résultats obtenus sont présentés
dans le Tableau II.2.11.
Constatons tout d’abord la redondance d’information contenue dans les
données : une qualité de reconstruction relativement similaire est obtenue
dans chacune de ces situations, et particulièrement avec le CG, qui fait
montre d’une robustesse remarquable ici. Cette propriété est encore plus
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Figure II.2.29 – Données incomplètes, disponibles sur le demi-cercle supé-
rieur, et bruitées (15%), fantôme de Shepp-Logan et vitesse constante : tracé
du logarithme des erreurs relatives en moyenne quadratique en fonction du
nombre d’itérations (BFN en ligne continue, CG en points et tirets alternés
et NS en ligne discontinue) et profils verticaux (colonne de pixels centrale,
BFN, CG, NS).
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BFN CG TR NS
36.4 (8) 40 (10) 55.7 38.7 (3)
Figure II.2.30 – Données incomplètes, disponibles sur le demi-cercle su-
périeur, et bruitées (15%), fantôme de Shepp-Logan et vitesse constante :
reconstructions par le BFN (en haut à gauche), TR (en haut à droite), CG
(en bas gauche) et NS (en bas à droite) et tableau des erreurs relatives en
moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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Configuration BFN CG TR NS
σ = 1 2.3 (10) 7.1 (3) 6.8 1.4 (10)
σ = 2 5.4 (10) 8.9 (4) 13.2 4.5 (10)
σ = 4 12.1 (10) 12.4 (4) 23.9 11.5 (10)
σ = 8 25.3 (10) 15 (5) 33.3 18.5 (10)
Tableau II.2.11 – Données incomplètes non bruitées (un capteur sur σ est
considéré), fantôme de Shepp-Logan et vitesse constante : erreur relative en
moyenne quadratique (nombre d’itérations, limité à 10).
évidente en laissant évoluer les algorithmes jusqu’à convergence, mais il faut
dépasser la centaine d’itérations dans le cas du BFN et des NS, notamment,
lorsque σ = 8. On constate aussi que le principal défaut introduit dans les
reconstructions avec l’éparpillement des données est la mauvaise reconstruc-
tion de l’intensité de l’objet, alors que les formes sont reconstruites avec peu
d’anomalies.
II.2.9 Influence de l’horizon de temps
Afin de mieux tenir compte de l’influence de l’horizon de temps sur le
fonctionnement des méthodes, on se propose de le doubler dans le cadre d’une
situation fort défavorable à une bonne reconstruction. On cumule ainsi vi-
tesse trapping et données bruitées et incomplètes. On rassemble les résultats
obtenus dans le Tableau II.2.12.
Configuration BFN CG TR NS
T =
√
2 46.3 (4) 50.9 (8) 66 51.9 (3)
T = 2
√
2 35.9 (4) 39.8 (6) 41.6 41.6 (1)
Tableau II.2.12 – Vitesse trapping TS1 et données bruitées à 15% et in-
complètes (sur le demi-cercle supérieur). Comparaison des erreurs relatives
en moyenne quadratique des quatre méthodes selon le temps final.
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Bien entendu, les reconstructions obtenues sont toutes insatisfaisantes,
mais ce test permet de remarquer qu’en doublant la valeur de l’horizon de
temps et dans le cas des NS, le temps d’évolution est deux fois plus long,
mais ce fait est largement compensé par le fait que seule une itération suffit à
obtenir une bien meilleure reconstruction. On constate par la même occasion
un manque d’information dans les données lorsque le temps final est trop
réduit.
II.2.10 En cumulant les tares (I).
Étudions maintenant quelques dernières situations, qui cumulent les dif-
férentes difficultés rencontrées jusqu’alors.
Dans cette optique, le Tableau II.2.13 contient les erreurs minimales ob-
tenues en cas de données incomplètes, fournies sur le demi-cercle, mais en
cas de vitesses variables et pour σ = 1.
Carte de vitesse BFN CG TR NS
c ≡ 1 36.4 (8) 40 (10) 55.7 38.7 (3)
NTS 36.3 (8) 40.6 (10) 55.8 38.6 (3)
TS1 46.3 (4) 50.9 (8) 66 51.9 (3)
TS2 39.1 (8) 42.3 (9) 58.5 41.5 (4)
Tableau II.2.13 – Données incomplètes (sur le demi-cercle supérieur)
avec 15% de bruit, fantôme de Shepp-Logan : erreur relative en moyenne
quadratique (nombre d’itérations, limité à 10).
Ainsi, ne serait-ce qu’avec 15% de bruit, même si les données sont dispo-
nibles sur la moitié de la surface d’observation complète, les résultats obtenus
sont déjà largement détériorés.
L’atténuation peut à nouveau être d’un excellent recours, ce que l’on
peut vérifier en cas de vitesse trapping (TS2). Les erreurs minimales rela-
tives à cette situation sont présentées et comparées dans le Tableau II.2.14.
On trouvera les reconstructions, tracés d’erreurs et profils associés dans les
Figures II.2.31 page suivante à II.2.34 page 259.
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Figure II.2.31 – Données incomplètes (sur le demi-cercle supérieur) et 15%
de bruit, fantôme de Shepp-Logan et vitesse TS2 : tracé du logarithme de
l’erreur relative en moyenne quadratique (BFN en ligne continue, CG en
traits et points et NS en ligne discontinue).
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BFN CG TR NS
39.1 (8) 42.3 (9) 58.5 41.5 (4)
Figure II.2.32 – Données incomplètes (sur le demi-cercle supérieur) et 15%
de bruit, fantôme de Shepp-Logan et vitesse TS2 : reconstructions par BFN
(en haut à gauche), TR (en haut à droite), CG (en bas à gauche) et NS
(en bas à droite) et tableau des erreurs relatives en moyenne quadratique
(erreur, nombre d’itérations, limité à 10).
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Figure II.2.33 – Données incomplètes (sur le demi-cercle supérieur) et 15%
de bruit, fantôme de Shepp-Logan, vitesse TS2 et schéma atténué : tracé
du logarithme de l’erreur relative en moyenne quadratique (BFN en ligne
continue, CG en traits et points et NS en ligne discontinue).
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BFN CG TR NS
26.8 (10) 32.5 (4) 57.8 26.8 (10)
Figure II.2.34 – Données incomplètes (sur le demi-cercle supérieur) et 15%
de bruit, fantôme de Shepp-Logan, vitesse TS2 et schéma atténué : recons-
tructions par BFN (en haut à gauche), TR (en haut à droite), CG (en bas à
gauche) et NS (en bas à droite) et tableau des erreurs relatives en moyenne
quadratique (erreur, nombre d’itérations, limité à 10).
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Configuration BFN CG TR NS
ε = 0 39.1 (8) 42.3 (9) 58.5 41.5 (4)
ε 6= 0 26.8 (10) 32.5 (4) 57.8 26.8 (10)
Tableau II.2.14 – Données incomplètes (sur le demi-cercle supérieur)
avec 15% de bruit, fantôme de Shepp-Logan et vitesse TS2 : erreurs rela-
tives en moyenne quadratique (nombre d’itérations, limité à 10).
II.2.11 En cumulant les tares (II).
On commence par une situation repère : les résultats exposés dans les Fi-
gures II.2.35 et II.2.36 sont obtenus à partir de données complètes bruitées
et à vitesse constante, mais à l’aide du schéma atténué. Pour rappel et com-
paraison, le Tableau II.2.15 fournit les erreurs obtenues dans cette situation
avec et sans atténuation.
Configuration BFN CG TR NS
ε = 0 28.8 (4) 35.5 (8) 26.8 26.8 (1)
ε 6= 0 17.6 (10) 19.8 (2) 17.3 17.1 (2)
Tableau II.2.15 – Données complètes bruitées de 15%, fantôme de Shepp-
Logan et vitesse constante : tableau des erreurs relatives en moyenne qua-
dratique avec et sans atténuation numérique (erreur, nombre d’itérations,
limité à 10).
On détériore ensuite la configuration en considérant des données incom-
plètes seulement fournies sur le demi-cercle supérieur. Les données sont tou-
jours bruitées et la vitesse constante. Voir les Figures II.2.37 et II.2.38.
II.2.12 En cumulant les tares (III).
Supposons ensuite que seul un capteur sur deux fournit des données, que
la vitesse des ondes est constante et que le niveau de bruit inclus dans les
données est de 15%. On détériore la situation d’observation petit à petit, et
l’on compare les résultats obtenus avec et sans atténuation.
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Figure II.2.35 – Données complètes bruitées de 15%, fantôme de Shepp-
Logan et vitesse constante, avec atténuation numérique : tracé du logarithme
de l’erreur relative en moyenne quadratique (BFN en ligne continue, CG en
traits et points et NS en ligne discontinue) et profils verticaux (colonne de
pixels centrale, BFN, CG, NS).
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BFN CG TR NS
17.6 (10) 19.8 (2) 17.3 17.1 (2)
Figure II.2.36 – Données complètes bruitées de 15%, fantôme de Shepp-
Logan et vitesse constante, avec atténuation numérique : reconstructions par
BFN (en haut à gauche), TR (en haut à droite), CG (en bas à gauche) et
NS (en bas à droite) et tableau des erreurs relatives en moyenne quadratique
(erreur, nombre d’itérations, limité à 10).
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Figure II.2.37 – Données complètes bruitées de 15%, fantôme de Shepp-
Logan et vitesse constante, avec atténuation numérique : tracé du logarithme
de l’erreur relative en moyenne quadratique (BFN en ligne continue, CG en
traits et points et NS en ligne discontinue) et profils verticaux (colonne de
pixels centrale, BFN, CG, NS).
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BFN CG TR NS
23.1 (10) 26.7 (5) 54.5 22.3 (6)
Figure II.2.38 – Données incomplètes (sur le demi-cercle supérieur) brui-
tées de 15%, fantôme de Shepp-Logan et vitesse constante, avec atténuation
numérique : reconstructions par BFN (en haut à gauche), TR (en haut à
droite), CG (en bas à gauche) et NS (en bas à droite) et tableau des erreurs
relatives en moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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Le dernier objet, un crâne, a été choisi dans ces tests afin de considérer
un objet de structure plus complexe.
Un premier tableau d’erreur nous servira de repère : on présente avant
tout les résultats obtenus avec et sans atténuation numérique lorsque les
données sont disposées tout autour du domaine observé, il en résulte les
erreurs minimales inscrites dans le Tableau II.2.16 et les reconstructions,
tracés d’erreur et profils des Figures II.2.39 page suivante à II.2.42 page 269.
Configuration BFN CG TR NS
ε = 0 41.9 (4) 53.2 (7) 38.4 38.4 (1)
ε 6= 0 30.4 (10) 29.3 (3) 31.5 31.5 (1)
Tableau II.2.16 – Données incomplètes et bruitées (sur le cercle entier,
mais avec σ = 2), fantôme crânien et vitesse constante : tableau des erreurs
relatives en moyenne quadratique (erreur, nombre d’itérations, limité à 10).
Puis on restreint les données au demi-cercle supérieur, et les résultats
sont exposées dans la Figure II.2.43 and II.2.44.
Ci-dessous (Tableau II.2.17), on vérifie à nouveau la validité de l’atté-
nuation numérique. Les reconstructions, tracés d’erreur et profils corres-
pondant à ce cas atténué sont représentés dans les Figures II.2.45 page 272
et II.2.46 page 273.
Configuration BFN CG TR NS
ε = 0 52.5 (8) 58.9 (10) 64.4 54.4 (3)
ε 6= 0 38.4 (10) 34.5 (4) 60.6 31.5 (10)
Tableau II.2.17 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien et vitesse constante :
tableau des erreurs relatives en moyenne quadratique (erreur, nombre d’ité-
rations, limité à 10).
Aussi, même si les reconstructions obtenues ne sont pas satisfaisantes,
ces situations représentent des conditions réelles qui peuvent être particuliè-
rement défavorables (le niveau de bruit pouvant largement dépasser les 15%,
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Figure II.2.39 – Données incomplètes (sur le cercle entier, mais avec σ = 2)
et bruitées de 15%, fantôme crânien et vitesse constante : tracé du logarithme
de l’erreur relative en moyenne quadratique (BFN en ligne continue, CG en
traits et points et NS en ligne discontinue) et profils verticaux (colonne de
pixels centrale, BFN, CG, NS).
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BFN CG TR NS
41.9 (4) 53.2 (7) 38.4 38.4 (1)
Figure II.2.40 – Données incomplètes (sur le cercle entier, mais avec σ = 2)
et bruitées de 15%, fantôme crânien et vitesse constante : reconstructions par
BFN (en haut à gauche), TR (en haut à droite), CG (en bas à gauche) et
NS (en bas à droite) et tableau des erreurs relatives en moyenne quadratique
(erreur, nombre d’itérations, limité à 10).
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Figure II.2.41 – Données incomplètes (sur le cercle entier, mais avec σ = 2)
et bruitées de 15%, fantôme crânien, vitesse constante et atténuation : tracé
du logarithme de l’erreur relative en moyenne quadratique (BFN en ligne
continue, CG en traits et points et NS en ligne discontinue) et profils verti-
caux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
30.4 (10) 29.3 (3) 31.5 31.5 (1)
Figure II.2.42 – Données incomplètes (sur le cercle entier, mais avec σ = 2)
et bruitées de 15%, fantôme crânien, vitesse constante et atténuation : re-
constructions par BFN (en haut à gauche), TR (en haut à droite), CG (en
bas à gauche) et NS (en bas à droite) et tableau des erreurs relatives en
moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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Figure II.2.43 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien et vitesse constante :
tracé du logarithme de l’erreur relative en moyenne quadratique (BFN en
ligne continue, CG en traits et points et NS en ligne discontinue) et profils
verticaux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
52.5 (8) 58.9 (10) 64.4 54.4 (3)
Figure II.2.44 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien et vitesse constante :
reconstructions par BFN (en haut à gauche), TR (en haut à droite), CG
(en bas à gauche) et NS (en bas à droite) et tableau des erreurs relatives en
moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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Figure II.2.45 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien, vitesse constante et schéma
atténué : tracé du logarithme de l’erreur relative en moyenne quadratique
(BFN en ligne continue, CG en traits et points et NS en ligne discontinue)
et profils verticaux (colonne de pixels centrale, BFN, CG, NS).
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BFN CG TR NS
38.4 (10) 34.5 (4) 60.6 31.5 (10)
Figure II.2.46 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien, vitesse constante et schéma
atténué : reconstructions par BFN (en haut à gauche), TR (en haut à droite),
CG (en bas à gauche) et NS (en bas à droite) et tableau des erreurs relatives
en moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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notamment) et nous permettent de tester la robustesse et les limites de va-
lidité des méthodes considérées.
II.2.13 Compléments
Le coefficient d’atténuation
Poursuivons avec une étude concernant l’optimalité du coefficient d’atté-
nuation ∂αt . Le Tableau II.2.18 fournit les erreurs minimales obtenues avec
le BFN au terme des dix premières itérations en fonction de la valeur de ε
dans la situation précédente.
ε 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5
Erreur 52.7 49.7 46.8 44.2 42.1 40.9 40.7 41.4 42.9 44.8
Tableau II.2.18 – Données incomplètes (sur le demi-cercle supérieur et
pour σ = 2) et bruitées de 15%, fantôme crânien, vitesse constante et schéma
atténué : tableau des erreurs relatives en moyenne quadratique obtenues avec
le BFN en 10 itérations.
Finalement, le meilleur coefficient (2.2) est très proche de celui obtenu
en Sous-section II.2.5 page 246 (2.1), il apparaît donc peu dépendant des
conditions d’observation de l’objet.
Hybridation du TR et du BFN
Sans surprise, l’hybridation des méthodes proposées fournit des résultats
intéressants. Nous en proposons quelques-uns dans les lignes suivantes.
Tout d’abord, la Figure II.2.47 page suivante présente la reconstruction
et l’erreur minimale obtenues pour chacun des trois objets avec chacune des
vitesses variable en présence d’un bruit de 10% : fantôme de Shepp-Logan
et vitesse NT, carrés et vitesse TS1, crâne et vitesse TS2.
La convergence de l’algorithme est particulièrement rapide, et sans perte
de qualité. En effet, alors que 10 itérations de BFN ou de NS étaient in-
suffisantes, l’algorithme hybride converge en quelques itérations, avec une
erreur minimale excellente. Ces résultats sont confirmés par les Tableaux
d’erreur II.2.19 et II.2.20, où le bruit présent dans les données est de 10
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Shepp-Logan et NT Carrés et TS1 Crâne et TS2
38.4 (TR+BFN(3)) 34.5 (TR+BFN(7)) 31.5 (TR+BFN(4))
Figure II.2.47 – Données complètes et bruitées (10%) : fantôme de Shepp-
Logan et vitesse NT, carrés et vitesse TS1, crâne et vitesse TS2. Première
ébauche par TR et reconstruction par BFN et tableau des erreurs relatives
en moyenne quadratique (erreur, nombre d’itérations, limité à 10).
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et 20% et dans lesquels sont fournis, à titre de comparaison, les résultats
obtenables par simple BFN ou TR.
TR BFN(3) TR+BFN(1)
c ≡ 1 21,4 19,9 19,3
NT 21,5 20,5 19,3
T1 41,1 28,5(10) 27,8
T2 24 20,7 20,1
Tableau II.2.19 – Données complètes et bruitées (10%), fantôme de Shepp-
Logan : vitesses NT, TS1 et TS2. Tableau des erreurs relatives en moyenne
quadratique des reconstruction par TR, BFN et hybridation TR+BFN.
TR BFN(3) TR+BFN(1)
c ≡ 1 37,4 35,4 35,4
NT 37,2 35,6 35,3
T1 49 45,5 43,7
T2 35 33,9 33,3
Tableau II.2.20 – Données complètes et bruitées (20%), fantôme de Shepp-
Logan : vitesses NT, TS1 et TS2. Tableau des erreurs relatives en moyenne
quadratique des reconstruction par TR, BFN et hybridation TR+BFN.
Deux derniers tests permettent de confirmer l’adaptabilité des méthodes
considérée : nous proposons d’une part une reconstruction pour laquelle le
modèle à partir duquel les données est atténué et d’autre part un cas où une
source extérieure est ajoutée.
Dans le premier cas, les données sont simulées à l’aide d’un modèle ther-
movisqueux usuel, c’est-à-dire que :
L = ∂tt −∆− µ∂t∆,
avec µ = 10−4, et l’atténuation n’est pas supposée connue. Aussi le modèle
utilisé dans les méthodes est non atténué. L’algorithme hybride converge
II. RÉSULTATS NUMÉRIQUES 277
après une unique itération de BFN et le résultat est présenté dans la Fi-
gure II.2.48.
Figure II.2.48 – Données complètes et bruitées (10%), données acquises par
modèle atténué, méthodes non atténuées, reconstruction par TR+BFN(1) :
erreur relative en moyenne quadratique minimale de 29.4%.
Malgré une importante erreur modèle, la reconstruction obtenue permet
de distinguer de nombreux niveaux d’intensité, même si la régularisation
imposée aux données par le biais de l’atténuation a un effet régularisant, ce
qui induit une reconstruction floue.
Le second cas considéré inclut une source d’ondes de pression extérieure
à l’objet ainsi qu’au domaine observé. Lors de la génération des données,
une source est donc ajoutée à l’objet initial sous la forme d’une fonction
indicatrice d’un cercle (situé en haut à droite de l’objet, voir la reconstruction
sur la Figure II.2.49 page suivante) et d’une intensité de 30% de celle de
l’objet.
Une nouvelle fois, la convergence de l’algorithme hybride est rapide. L’ef-
fet de la source extérieure est notable : la technique de reconstruction semble
ne pas distinguer entre l’objet et la source extérieure, qui se détériorent donc
l’un l’autre.
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Figure II.2.49 – Données complètes et bruitées (10%), données acquises
avec source extérieure, reconstruction par TR+BFN(3) : erreur relative en
moyenne quadratique minimale de 21.7%.
II.2.14 Bilan
Comme l’ont constaté d’autres auteurs avant nous (voir [15, 145] notam-
ment), la méthode variationnelle (CG) fournit de bonnes reconstructions
en peu d’itérations en comparaison des autres méthodes, mais nécessite de
nombreuses itérations avant d’offrir sa convergence, ce qui laisse envisager
qu’elle puisse fournir une première ébauche de reconstruction pour une autre
méthode. Par ailleurs, le CG apparaît fort robuste vis-à-vis du bruit et de
l’incomplétude des données (que ce soit par limitation de l’angle de vue ou
par éparpillement).
Dans l’ensemble, le BFN et les NS fournissent des reconstructions équi-
valentes, toutes deux de bonne qualité, et ce pour un coût similaire. Au final,
les reconstruction des NS sont globalement meilleures, mais la méthode se
montre moins robuste au bruit et à la restriction de la quantité de capteurs.
Quoi qu’il en soit, les NS améliorent nettement le TR en toute situation.
L’atténuation numérique constitue une régularisation intéressante qui
permet de compenser partiellement le bruit et l’incomplétude des données,
et ce quelle que soit la méthode considérée. Remarquons enfin que cette at-
ténuation artificielle peut nous permettre de stabiliser le BFN dans le cas
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de milieux diffusifs tant que la perte d’énergie physique n’excède pas l’arti-
ficielle (le changement de signe de l’atténuation permettant de conserver un
problème bien posé en rétrograde).
Selon que les données sont complètes ou non, on pourra donc choisir le CG
ou le TR pour obtenir une première ébauche, puis utiliser les NS ou le BFN
pour reconstruire l’objet (si l’on utilise le BFN, il converge alors une seule
itération dans les situations les plus défavorables considérées précédemment).
Rappelons aussi que plusieurs dizaines d’itérations sont nécessaires pour
obtenir la meilleure reconstruction de l’objet lorsque les données sont com-
plètes et/ou non bruitées ou que le schéma est atténué. Pour les configu-
rations plus défavorables, considérer une dizaine d’itération est cependant
suffisant.

Conclusion
À partir du problème de la TTA, nous avons défini des méthodes de
reconstruction itératives souples et adaptatives, de complexité variée : le
Back and Forth Nudging, d’implémentation et d’usage simple, une méthode
variationnelle et le Back and Forth SEEK, plus élaboré. À cette occasion,
nous avons mis en évidence une nouvelle classe de méthodes de résolution de
problèmes inverses, qui rassemble BFN et BF-SEEK, que sont les algorithmes
de Back and Forth Filtering. Une formulation commune a en effet émergé
pour les méthodes de reconstruction à observateurs itératifs (quel que soit le
type d’observateur considéré) dont nous avons suggéré l’usage, ce qui nous
a permis de définir un cadre favorable à l’existence et à l’unicité de leurs
solutions.
Cette étude nous a révélé l’importance des opérateurs diagonalisables,
seuls aptes à ce jour à fournir un cadre au renversement temporel d’équations
non réversibles. Nous avons profité de ce cadre pour proposer une nouvelle
preuve ainsi qu’une extension d’un théorème de Agranovsky et Kuchment.
Après ces définitions et cette première étude d’existence et unicité, res-
tait à étudier la possible convergence des algorithmes ainsi définis. Nous nous
sommes donc intéressé à la stabilisation itérative des systèmes d’évolution
réversibles, c’est-à-dire à ceux régis par un opérateur antiadjoint, et nous
avons profité d’une caractéristique particulière des équations de Riccati ap-
pliquées à ces derniers pour obtenir la stabilité de différents observateurs,
dont les classiques nudging et filtre de Kalman, sous la condition usuelle et
naturelle d’observabilité.
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Si l’hypothèse de réversibilité permet d’obtenir existence et unicité des so-
lutions des algorithmes sans difficulté, elle est de surcroît nécessaire à l’étude
de la convergence des algorithmes BFF. Une particularité de ces méthodes
est que le modèle y est considéré comme une contrainte faible, ce qui offre de
nombreuses libertés d’usage quant à la modélisation des phénomènes phy-
siques mis en jeu. Nous profitons des conditions de validité larges de ces
méthodes pour définir et étudier les BFF dans des conditions d’observation
réalistes et alléger les approximations faites sur le modèle : ondes à vitesse
variable, possiblement atténuées, données incomplètes...
Par ailleurs, dans le cas particulier du BFN, nous avons prouvé la conver-
gence théorique géométrique de l’algorithme et obtenu un taux de conver-
gence explicite dans un cadre d’observation idéal, lequel est nettement infé-
rieur à celui constaté dans les expérimentations numériques.
Les méthodes de renversement temporel se trouvent donc enrichies de dif-
férentes techniques, lesquelles ont par ailleurs fait l’objet d’expérimentations
comparatives et parmi lesquelles nous pouvons recenser : le renversement
temporel usuel (TR), sa version itérative faisant appel aux séries de Neu-
mann (NS), la formulation en horizon de temps infini au moyen de solutions
explicites de Agranovsky et Kuchment, l’usage du filtre de Kalman suivi d’un
renversement temporel (KF) et les Filtrages Directs et Rétrogrades, les BFF
(BFN et BF-SEEK).
Les expérimentations menées montrent que les techniques de reconstruc-
tion introduites offrent une alternative intéressante aux méthodes usuelles en
TTA : leur simplicité de mise en œuvre (dans le cas du BFN), leur souplesse
d’usage (vis-à-vis des conditions d’observation, du type de modèle pris en
compte, etc.) et leur robustesse n’entravent en rien la qualité des recons-
tructions obtenues. Les BFF offrent en effet des erreurs relatives au moins
comparables aux meilleures techniques de reconstruction existant à ce jour,
à savoir le Renversement Temporel et sa version itérée.
L’usage de filtres, tels le filtre de Kalman et le filtre SEEK, peut en
outre permettre de tenir compte d’un éventuelle connaissance de la qualité
des capteurs ou des approximations faites sur le modèle. Cette possibilité
nécessite cependant des réglages précis en ce qui concerne les paramètres des
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filtres. Avec le BFN, cette difficulté est écartée puisque l’unique paramètre
est défini selon des critères strictement numériques dont nous avons prouvé
la validité.
Toujours du point de vue de l’implémentation des méthodes, nous avons
mis en évidence les effets remarquables de l’usage de l’atténuation numé-
rique du schéma de discrétisation, tant du point de vue de la régularisation
de la reconstruction en cas de données bruitées que de la compensation de
conditions d’observation défavorables. Dans le cas du CG, cette régularisa-
tion s’est montrée plus intéressante que la régularisation de type Tykhonov
qui est aussi étudiée. Cette atténuation numérique peut en outre permettre
de considérer une atténuation (physique, celle-ci) dans le modèle, puisqu’elle
ferait du problème rétrograde un problème bien posé tant que l’atténuation
physique n’excèderait pas la numérique. Jusqu’alors, les tests relatifs à cette
situation montrent cependant un excès de régularisation que nous n’avons
pas su combattre.
L’hybridation des méthodes considérées s’est montrée très pertinente
puisque les résultats obtenus sont de qualité équivalente à ceux des meilleures
méthodes testées pour une convergence en quelques itérations, même lorsque
plus d’une centaine d’itérations était nécessaire pour obtenir une telle conver-
gence.
Si nos preuves de convergence du BFN nécessitent soit vitesse constante
et observations complètes, soit satisfaction de l’hypothèse d’observabilité,
nous avons prouvé que cet algorithme reste efficace dans des situations beau-
coup plus générales. Outre sa robustesse au bruit et à l’incomplétude des
données et malgré le meilleur taux de convergence du CG et des NS, le com-
portement asymptotique du BFN et l’erreur relative minimale atteinte sont
meilleurs dans les situations d’observation les plus défavorables. Si les com-
plexités du BFN et des NS sont comparables, ces dernières fournissent une
meilleure reconstruction en général, mais apparaissent moins robustes que le
BFN.
Le taux de convergence de la méthode variationnelle justifie qu’elle puisse
fournir une première ébauche de reconstruction en quelques itérations, d’au-
tant plus qu’elle reste intéressante lorsque les données sont incomplètes.
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Avec l’augmentation de la dimension d’espace, nous pouvons nous at-
tendre à un coût de calcul excessif en ce qui concerne les méthodes de fil-
trage. Si nous avons anticipé cette difficulté avec l’usage d’un filtre de rang
réduit, cela est apparu insuffisant pour pouvoir mener à bien des tests en
dimension 2 dans le cas du BF-SEEK. Nous avons envisagé deux principales
solutions, à savoir l’usage de méthodes hybrides et de Perfectly Matched
Layers. Nous avons implémenté ces dernières sans entièrement parvenir à
les adapter à notre problème. Des travaux en cours devraient permettre une
mise en œuvre rapide de ces méthodes, en vue de laquelle l’inadaptation des
PML aux schémas d’ordre 2 (en temps) doit être interprétée et corrigée.
Étant donnés les résultats que nous avons obtenus, l’étude théorique des
algorithmes BFF demande principalement à être étendue à des modèles non
linéaires et, en ce qui concerne plus particulièrement l’étude de convergence
de ces algorithmes, une extension à des modèles non réversibles est souhai-
table. Cependant, même dans le cas linéaire, les expérimentations numériques
laissent penser que le taux de convergence théorique explicite obtenu n’est
pas optimal et peut être précisé.
Enfin, nous avons proposé deux possibilités d’usage complémentaires des
BFF : soit l’erreur d’observation est suffisamment connue pour en tenir
compte et définir un filtre de type Kalman (éventuellement de rang réduit,
selon les capacités de calcul disponibles), soit ce n’est pas le cas et le BFN
constitue une alternative dont on sait caractériser la convergence. Afin d’ap-
profondir l’étude comparative menée sur le BFN et le BF-SEEK, il serait
intéressant d’effectuer des tests avec données réelles, munis d’informations
sur la précision des capteurs.
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Articles
Nous présentons une partie de nos travaux dans les pages qui suivent,
sous la forme de deux articles : le premier [164] résume les résultats que nous
avons obtenus au sujet des BFF et a été publié, tandis que le second [42] est
consacré à l’étude du BFN appliqué à la TTA et dont la publication a été
acceptée.
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ITERATIVE RECONSTRUCTION METHODS FOR WAVE EQUATIONS
Se´bastien Marinesque1
Abstract. Some new iterative techniques are defined to solve reversible inverse problems and a com-
mon formulation is explained. Numerical improvements are suggested and tests validate the methods.
Re´sume´. Nous de´finissons des techniques ite´ratives ine´dites pour la re´solution de proble`mes inverses
re´versibles et en fournissons une formulation commune. Apre`s avoir sugge´re´ des ame´liorations pour
leur imple´mentation, des expe´rimentations sont pre´sente´es qui valident ces me´thodes.
Introduction
The classical ThermoAcoustic Tomography (TAT) problem formulates as follows. Consider an object f0
contained in an open set Ω of Rn which emits an acoustic pressure wave at t = 0, considered as a Dirac pulse.
This wave is modeled as a solution of:  Lp = 0 in (0, T )× Ω,p(0) = f0,
∂tp(0) = 0,
(1)
where L is an operator modeling an acoustic wave phenomenon. Then this pressure wave is observed (e.g.
thanks to piezoelectric sensors) and a set of observations is obtained from the solution p. That can be expressed
thanks to an observation operator C mapping a solution p to observations Cp. The inverse TAT problem
consists in developing and studying methods to reconstruct f0 from Cp and to define situations in which this
reconstruction is possible. In the three past decades many techniques have been developed, offering effectual
results (see works from authors of [1], [5] [11], [13], [16] among others).
The new techniques we propose in section 1 rely on the following ideas, influenced by [2]: if the system we
consider is reversible in time, then the initial state to reconstruct can be seen, backward in time, as a state to
reach, so that usual control and filtering techniques can be used to solve this inverse problem. For this purpose,
we first used the Back and Forth Nudging algorithm (see [2]) in [4]. With filtering techniques, as the Kalman
filter defined in [7] and one of its reduced rank formulations, the SEEK filter (cf. [12]), we introduce now possible
improvements of this method (in subsection 2.2) and test them (in subsection 2.3). In subsection 1.3, we explain
too a common way to formulate and study these iterative reconstruction techniques.
Of course, many assumptions are necessary to obtain a favorable observation situation: the way the wave
propagates, depending on the media and on the kind of the wave, the final time and the number, size and
position of the sensors command the information contained in the data (see e.g. [9], [10] and the references
therein). Moreover, even if the continuous problem is well set, numerical issues still put up some resistance,
as considering noisy data, algorithmic complexity or apparition of spurious high-frequency oscillations during
1 Universite´ Paul Sabatier, Institut de Mathe´matiques de Toulouse, 118 route de Narbonne, F-31062 Toulouse Cedex
c© EDP Sciences, SMAI 2012
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numerical implementations (the paper [18] surveys this point). We deal here with this issue, as done in [14]:
we introduce an artificial attenuation term that not only yields a regularization of the solution but corrects
degenerated observation configurations for which filtering techniques are not helpful.
1. Iterative stabilization and filtering for wave equations
This section is devoted to main results about stabilization of the wave equation and Kalman-Bucy filter.
Then we define iterative stabilizing methods.
1.1. Observation and stabilization of the wave equation
We assume that L = ∂tt − ∆ is the D’Alembert operator. If necessary, we can suppose that f0 = 0 and
consider the stabilization problem for the initial value problem related to L instead of the inverse TAT problem.
Similar considerations are also valid for linear variable speed (reversible) wave equations.
Define p =
(
p
p′
)
, for any p ∈ C0((0, T );H10 ) ∩ C1((0, T );L2), and A =
(
0 I
∆ 0
)
on H = H10 × L2,
then D(A) = (H10 ∩H2)×H10 and equation (1) writes:{
p′ = Ap,
p(0) = p0 = (f0 0)
T
,
(2)
for which we consider usual weak, classical or mild solutions, according to the regularity of the initial state.
The observations are defined in a Hilbert space U . It is convenient, when working with wave equations, to
consider the time derivative of the observations, so that we assume that C ∈ L(L2, U) and use equally Cp′
or Cp. In the practice of TAT, we only get observations from p and use its time derivative when needed.
Concerning stabilizability and controllability of wave equations, we have the fundamental criterion:
Definition 1.1. The observation inequality is satisfied if there exists T,M > 0 such that:∫ T
0
‖Cp′‖2U dt ≥M ‖p0‖2H , (3)
for all p0 ∈ H, where p is the solution of (1) with initial data p0. Scalar M is called observability constant.
Indeed, in [10], one finds the following result:
Proposition 1.2. The three following propositions are equivalent:
(i) The observation inequality (3) is satisfied.
(ii) For every positive-definite self-adjoint operator T ∈ L(U), the operator A − C⋆TC generates an expo-
nentially stable C0-semigroup on H.
(iii) The system (A,C⋆) is exactly controllable.
Many geometrical interpretations to the observation inequality have been presented, mostly known as Geo-
metric Optics Condition (GOC from [3]). In particular, these results explain this heuristic situation: when Cp′ =
1ωp
′, where ω is an open subset of Ω, then enough energy from p0 has to pass through ω to get enough infor-
mation to reconstruct p0. It depends on many parameters such as the position of the sensors, the speed map
of the wave equation, the final time T , etc.
In this context, we introduce a first reconstruction method, the Kalman-Bucy filter.
1.2. The Kalman-Bucy filter
We recall the main results concerning the (continuous) Kalman-Bucy filter. It yields a way to approximate
the real state that minimizes the error variance in the following situation (see [8]):
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Assume that the true state solves the linear differential equation xt
′
= Mxt + ν and the theoretical model
is governed by xf
′
=Mxf . Given data yo, we denote the observation error by ε, so as ε = yo − Cxt. Errors ε
and ν are null mean white Gaussian noise processes and their respective covariance matrices are Q and R.
Definition 1.3. Given xf (0) and Pf (0), the Kalman-Bucy filter consists in the two following differential
equations, one to estimate the state x and one for the covariance matrix P, of a differential Riccati type:
x′ = Mx+PCTR−1 (yo − Cx) ,
P′ = MP+PMT +Q−PCTR−1CPT,
and the Kalman gain K is given by K = PCTR−1.
Let us explain some links between subsections 1.1 and 1.2. In the filters formulations, the feedback is realized
thanks to an operator written PC⋆TC as feedbacks write C⋆TC and P = IdH in subsection 1.1. Thus one
can consider here that P weights the feedback in comparison to the model. See [17] for some results similar to
Proposition 1.2 about feedbacks PC⋆TC.
We are studying different ways to define the stabilizing operator P , first with the nudging operator PC⋆TC =
kC⋆C, where k > 0, that is in the framework of Proposition 1.2, then with filters. It leads to the following back
and forth reconstruction algorithms.
1.3. Iterative initial data reconstruction methods for inverse problems
We get benefits from the reversibility of the wave equations, go back in time and use data again during a
backward evolution, from t = T to t = 0, to deduce an approximation of f0. Such an idea has lead D. Auroux
and J. Blum to define the Back and Forth Nudging algorithm in [2], then D. Auroux and E. Cosme improved
it with the Back and Forth SEEK (from private communication, see below for a description of the BF-SEEK).
These techniques can be formulated for any sequences of positive operators (P fk ), (T
f
k ), (P
b
k), (T
b
k) as follows:
Definition 1.4. Given a set of observations Cpo and a rough estimate p0, define p
b
0(0) = p0. An iterative
reconstruction method consists in iterating a back and forth process. The forward solution is given by:
∂ttp
f
k = ∆p
f
k − P fk C⋆T fk C(pfk − po) in (0, T )× Ω, (4)
with initial data pfk(0) = p
f
k−1(0) and p
f
k
′(0) = 0 and the backward solution solves:
∂ttp
b
k = ∆p
b
k + P
b
kC
⋆T bkC(p
b
k − po) in (0, T )× Ω, (5)
with final data pbk(T ) = p
f
k(T ) and p
b
k
′(T ) = pfk
′(T ). The process is iterated for k ≥ 1.
Concerning PC⋆TC, it is left implicit that time or space derivatives of (pfk − po) and (pbk − po) can be
considered. The sign preceding P bkC
⋆T bkC(p
b
k − po) changes for convenience of notation as one can notice that,
when T contains a first-order time derivative, then the backward equation (5) writes forward:
∂ttp
b
k = ∆p
b
k − P bkC⋆T bkC(pbk − po),
thanks to the variable substitution t 7→ T − t. Finally, the correcting term still helps to stabilize the system.
Note that unlike many usual methods, the model is considered here as a weak constraint, which can be useful
since it may not be well known (e.g. refer to [6] about simulation of inhomogeneous acoustic speed model and
relative issues in TAT).
Finally, this kind of algorithms yields successive estimates (pbk(0))k≥0 of the initial object to reconstruct. As
explained by Proposition 1.2 one knows that, under favorable observation conditions, both forward and backward
equations are related to exponentially stable semigroups, that leads to the convergence of the algorithm.
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2. Numerical experiments
2.1. Discretization and numerical considerations
Consider the 1-D domain Ω = (−1/2, 1/2) and (0, T ) = (0, 1) both uniformly gridded with steps δx = 1/100
and δt = 1/200. We deal with the classical finite difference time domain theta-scheme (θ-FDTD) to simulate
the wave equation. Sensors are located periodically every δdata grid points from the first one.
Upper discussion about observability, stabilizability and controllability have their matching in this situation:
a discrete observation condition occur, similar to (3), which is equivalent too to the discrete stabilizability of
the system (we omit details, see [18] and the reference therein when θ = 0). In order to compensate for possibly
damaged observation conditions, due either to sensors configuration or to noise, we carry out the solution
suggested in [14], adding an artificial viscous heating attenuation term in the θ-FDTD, that leads to:
pn+1 − 2pn + pn−1
δt2
= ∆θδx(pn−1, pn, pn+1) + ε∆δx
pn − pn−1
δt
± PC⋆TC
(
pn−1 − pon−1
pn − pon
)
,
where ∆θδx(pn−1, pn, pn+1) = θ∆δxpn−1 + (1− 2θ)∆δxpn + θ∆δxpn+1, θ = 0.25, ε = 0 or ε = (δx)α, α ∈ (1, 2),
and ± stands to express both forward and backward implementations.
The term
(
pn−1 − pon−1 pn − pon
)T
allows us to consider derivatives of the correcting term in the feedbacks.
2.2. From Kalman to SEEK filter
Only main results about the Kalman filter are given and we describe then how to derive the SEEK filter from
it (as in [15]). These algorithms divide into two steps, a forecast one and an analysis one, in which are taken
account the observations to correct the forecast, and two different kinds of parameters are considered, first the
states (xf and xa), then the relative error covariance matrices (Pf and Pa) or their square root (Sf and Sa).
Definitions of the Kalman and SEEK filters are explained respectively on left and right columns below.
Definition 2.1. Given xf0, P
f
0 and S
f
0 = P
f1/2
0 , one iterates:
Kalman Filter (KF) SEEK Filter
Analysis step Analysis step
Kn =
[
Pf−1n + C
TR−1C
]−1
CTR−1, Kn = S
f
n
[
Ir + (CS
f
n)
TR−1(CSfn)
]−1
(CSfn)
TR−1,
xan = x
f −Kn
[
Cxfn − yon
]
, xan = x
f
n −Kn
[
Cxfn − yon
]
,
Pan = [In −KnC]Pfn, San = Sfn
[
Ir + (CS
f
n)
TR−1(CSfn)
]−1/2
,
Forecast step Forecast step
xfn+1 =Mx
a
n, x
f
n+1 =Mx
a
i ,
Pfn+1 =MP
a
nM
T +Q. Sfn+1 =MS
a
n.
where Ik is the k×k identity matrix (in the discrete state space if k = n and in the reduced rank space if k = r)
and Kn is the Kalman gain, minimizing the trace of the error covariance on x
a
i , or the reduced rank Kalman
gain in SEEK.
Theoretically, one has Pfn = S
f
nS
fT
n +Q in SEEK, but sinceQ is not well known, we define P
f
n = (1+γ)S
f
nS
fT
n ,
where γ ∈ (0, 1), which avoids an additional decomposition in SEEK. It is set similarly in KF.
In KF, if the state space has a range of n, the forecast step necessitates 2n model evolution steps to get the
forecast error covariance matrix from the analysis error covariance matrix, such that a less optimal gain may
be considered to reduce calculation cost. This is the purpose of the SEEK to yield such a gain by considering a
reduced rank gain more simple to obtain. Since the error covariance matrices are symmetric and positive-definite,
Pham et al. [12] suggested to consider the following decomposition: if P is a symmetric positive-definite n× n
matrix whose r ≤ n larger eigenvalues are λ1 ≥ . . . ≥ λr > 0 and their corresponding eigenvectors V1, . . . , Vr,
the reduced decomposition of P is defined as the n × r matrix S = [√λ1V1 . . .
√
λrVr]. Since SEEK consists in
using the reduced decomposition Sf of P f , r model runs define the forecast error covariance matrix.
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2.3. Results
Four methods are compared: Time Reversal (TR), Back and Forth Nudging (BFN), Back and Forth SEEK
(BF-SEEK) and Kalman Filter (KF). Let us set R = 0.3I, γ = 0.01 for both BF-SEEK and KF, and the
reduced rank r = 120, which is reduced when Rank
[
I + (CSfi )
TR−1(CSfi )
]
< r. An additive white Gaussian
noise of level ν is added to the data when said. The nudging gain is set to 0.9δt for implementation limitations.
Table 1 and Fig. 1 and 2 show RMS errors and some relative reconstructions obtained in various situations.
The object to reconstruct is shown on the upper left part of figure 1 then, to the right, one sees TR and BFN
reconstructions, followed by BF-SEEK and KF reconstructions.
Settings TR BFN BF-SEEK SEEK KF
δdata = 10 5.4 0.5 (100) 0.6 (3) 5.8 6
δdata = 10, ν = 30% 38.8 16.3 (5) 10.3 (2) 12.4 15.7
δdata = 99 8.3 2.6 (100) 6.3 (1) 15.9 44.2
δdata = 99, ν = 30% 14.1 10.8 (14) 19.9 (1) 23.7 46.4
δdata = 99, ν = 30%, α = 2 9.8 20.7 (8) 12.2 (1) 20.1 42
δdata > 99 51.1 20.7(7)
83.3 (3)
31.8 if α = 1.8 (3)
92.7 95
Table 1. RMS errors and number of iterations to converge (in brackets) for 10 (δdata = 10), 2
(δdata = 99) and 1 (δdata > 99) sensor(s), noisy (ν = 30%) or noiseless data, with or without
the numerical attenuation δxα.
Figure 1. Object to reconstruct and reconstructions by TR, BFN, BF-SEEK and KF
for δdata = 10 and ν = 30%.
As KF reacts quite well to noise addition, it shows much more sensitivity to the number of sensors and
easily fails. SEEK and BF-SEEK offer obvious improvements for both calculation cost and reconstruction error
(Fig. 1). When 2 sensors are left, one can observe possible interesting effects of the attenuation term against
noise with TR and BF-SEEK. Nevertheless, it may damage the reconstruction (with BFN). When only 1 sensor
is left, only BFN and BF-SEEK are robust enough to yield a good approximation of the object, but BF-SEEK
needs to be corrected with the attenuation to keep stable (Fig. 2).
All in all, interests in Back and Forth techniques are justified since BF-SEEK improves significantly the
SEEK filter in any situation we test.
3. Conclusions
A common formulation for iterative stabilization of reversible evolution systems is given. It is used to define
methods which solve some inverse problems for wave equations. Experiments show that the techniques we
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Figure 2. BF-SEEK reconstructions. Case δdata = 99 and ν = 30%: α = 0 (a) and α = 2 (b).
Case δdata > 99: α = 0 (c) and α = 1.8 (d).
introduced may offer an alternative to usual inverse methods for TAT problem. In applications, knowledge
about the quality of the sensors, the background and the model approximations can be used by filters, but in
this case they need to be precisely tuned.
The use of an artificial attenuation is motivated by good results, and allows one to consider lossy medium in
back and forth implementations when the physical loss does not exceed the numerical attenuation.
When space dimension increases, we first face an excessive calculation cost (one BF-SEEK iteration with
rank 60 equals almost one thousand BFN in computation time). So one would get interested in hybrid methods,
e.g. getting first estimates with TR and BFN and then reconstructing the solution with filters. A solution is
offered by Perfectly Matched Layers to reduce the space domain of calculation and for which a first order discrete
scheme formulation is necessary for the filters.
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Abstract
ThermoAcoustic Tomography (TAT) is a promising, non invasive,
medical imaging technique whose inverse problem can be formulated
as an initial condition reconstruction. In this paper, we introduce a
new algorithm originally designed to correct the state of an evolution
model, the back and forth nudging (BFN), for the TAT inverse problem.
We show that the flexibility of this algorithm enables to consider a
quite general framework for TAT. The backward nudging algorithm is
studied and a proof of the geometrical convergence rate of the BFN is
given. A method based on Conjugate Gradient (CG) is also introduced.
Finally, numerical experiments validate the theoretical results with a
better BFN convergence rate for more realistic setups and a comparison
is established between BFN, CG and a usual inversion method.
1 Introduction
ThermoAcoustic Tomography (TAT) is a hybrid imaging technique that uses
ultrasound waves produced by a body submitted to a radiofrequency pulse,
uniformly deposited throughout the body. The absorption of this initial en-
ergy causes a non-uniform thermal expansion, leading to the propagation of
a pressure wave outside the body to investigate. This wave is then measured
all around the body with piezoelectric transducers or, more recently, thanks
to interferometry techniques.
It appears that the absorption of the initial pulse is highly related to the
physiological properties of the tissue [19]. As a result, the magnitude of the
1
ultrasonic emission (i.e. thermoacoustic signal), which is proportional to the
local energy deposition, reveals physiologically specific absorption contrast.
See [38, 22, 32, 44] for an introduction to the experimental setup. Considering
that the initial illumination is a Dirac distribution in time, the problem of
recovering the absorptivity of the investigated body from the thermoacoustic
signal is equivalent to recovering the initial condition of a Cauchy problem
involving the wave equation from the knowledge of the solution on a surface
surrounding the imaging object [37]. Note that the experimental constraints
do not allow the acquisition surface to completely surround the tissues to
investigate, so that one cannot expect a better situation than measurements
on a half-sphere (as in breast cancer detection for example). Moreover,
several experimentation constraints limit the number of sensors, so that the
methods of reconstruction considered must be robust to the space sampling.
Many works dealing with TAT have been achieved during the last decade
(see [23] for an overview, or [1, 43]), and many of the methods used in these
papers strongly depend on a set of additional assumptions, among which:
• the homogeneity of the tissues, leading to a constant speed of sound
for the pressure wave;
• the lack of frequency-dependent attenuation, so that the pressure wave
obeys the classical, undamped, wave equation;
• the complete data situation, where the acquisition surface is considered
to enclose the whole body.
The study of TAT in the case of an homogeneous medium without atten-
uation gave rise to explicit inversion formulas. These latter usually require
that the acquisition set is a closed surface, even if they can be approximated
in the limited view situation (where the surface is a half-sphere for example).
Among these, filtered backprojection formulas, even though they have been
very successfully implemented in several situations, seem to face some issues
when the source has support partly outside the observation surface, or when
the data sampling is not sufficient (see [12, 15]). Fourier’s type formulas,
which offer a much better numerical efficiency, apply on very specific ge-
ometries (see [24, 31, 46]) or imply some additional approximations, like an
interpolation from spherical to cartesian coordinates [2, 11, 13, 14, 45, 47].
Even though some of these techniques give rise to very efficient reconstruc-
tion schemes (especially in [24]), so far it is not clear if they can be extended
2
to less restrictive acquisition geometries or to an attenuated wave with non
constant speed (see [25] for an answer about the acquisition surface).
Moreover, since the work of Burgholzer et al (see [9]), the time reversal
method (first suggested in [12]) has been applied with success to the TAT (see
e.g. [16, 17]). Even though the first known results on this method required
a complete data framework, recent works by Stefanov et al extended it to a
Neumann Series method in a fairly general situation (incomplete data, known
variable sound speed and external source) with very good results in [33, 39].
In this paper, we show that the framework of TAT lends itself to the appli-
cation of some data assimilation techniques. These latter, mainly used in
geophysics, aim at correcting the state of an evolutionary model by means
of data, in order to obtain a good approximation of the real state (see [40]
for an introduction). The particular data assimilation method proposed here
is based on a nudging technique: given an evolution model of the state and
direct observation (our data), it consists in adding, inside the model equa-
tion, a newtonian recall of the state solution to the observations (or data),
which is usually called the feedback or nudging term [4]. As we shall see,
from a practical point of view, this method can be successfully used to man-
age the usual issues of the TAT inverse problem as incomplete data, external
source and variable sound speed (when given, however). So far, however, the
theoretical convergence result for the nudging technique is based on a clas-
sical result about stabilization of the wave equation [26, 36], which requires
somehow a geometric optics condition (see [6] or [27] for an overview). This
geometric condition, whose verification is not a simple matter, is not auto-
matically satisfied in an incomplete data framework or with a variable sound
speed. Consequently the proof provided in this article only stands in a very
favorable situation (3d case, constant speed and complete data), but does
not depend on usual stabilization techniques and yields explicit convergence
rates.
Different nudging terms can be found in the literature, and most of them
have been used to assimilate data in physical oceanography as in [21, 28, 30]
and more recently in [5]. Fundamental articles offer the basis of most popu-
lar techniques as Kalman filter [20], Kalman-Bucy filter [8] and Luenberger
observer [29].
Since the basic nudging method showed its limits in real conditions by using
the data once, Auroux and Blum proposed to extend the method by adding
a resolution backward in time and iterating the process, thus defining the
3
back and forth nudging (BFN) algorithm. They presented this technique
in [3, 4] and implemented it with computationally efficient results in com-
parison with traditional data assimilation methods, like optimal filters (from
extended Kalman’s to particle filters) or other optimal minimization tech-
niques (variational methods), which appear costfull respectively in memory
needs and computing time – see the brief introductions of Talagrand in [40,
41, 42] for further details about data assimilation and a relevant bibliogra-
phy. Recently, a more general formulation of the BFN using observers has
been presented by Ramdani, Tucsnak and Weiss in [35].
As inverse problems are often solved by means of variational techniques,
we also introduce a least squares method based on the Conjugate Gradient
(CG).
The two methods introduced are compared to the Neumann Series presented
in [33], which is one of the best existing method which fits the variable speed
case and partial data settings.
This paper is organized as follows. In Section 2, we introduce the TAT
inverse problem in a quite general form, i.e. without the use of the usual
assumptions, then we describe the BFN algorithm and we state the main
result of this article: the convergence Theorem 3. Then Section 3 is devoted
to the proof of this result. In Section 4, we describe the variational method
that uses CG algorithm. Finally, we give numerical results in Section 5.
Notation
In the following, we shall use this notation:
• The open ball with center x ∈ R3 and radius r > 0 is denoted
by B(x, r);
• Its boundary, the sphere with center x and radius r, is noted S(x, r);
• For every x ∈ R3 and 0 < r1 < r2, we define the spherical shell of
center x and radii r1, r2:
A(x, r1, r2) =
{
y ∈ R3 |r1 < ‖x− y‖ < r2
}
,
and if x = 0:
A(r1, r2) = A(0, r1, r2);
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• For any set S of R3 and r1 > 0, we denote by T (S, r1) the set S
extended to the points at a distance lower than r1 from S:
T (S, r1) =
{
y ∈ R3 |∃x ∈ S, ‖y − x‖ < r1
}
.
2 Presentation of the method
2.1 The general TAT problem
In the following, we will denote by pexact(x, t) the pressure wave resulting
from the thermal expansion of the body. We will make the assumption
that the measurement process of this pressure is subject to some perturba-
tion pnoise, such that the actual data can be written pdata := pexact+pnoise. In
thermoacoustic tomography, the data are nothing but {pdata(x, t)|x ∈ S },
where S is a surface surrounding the body to investigate. The pressure pexact
satisfies the Cauchy problem (see [37] for a detailed calculation):∣∣∣∣∣∣
Lpexact(x, t) = Edep(x, t), (x, t) ∈ R3 × [−1,∞),
pexact(x,−1) = 0, x ∈ R3,
∂tpexact(x,−1) = 0, x ∈ R3,
where L is the differential operator governing the wave, most likely the wave
operator, or a damped wave operator, and Edep is the energy deposited in
the body around the time t = 0 (so we have to consider a negative initial
time, e.g. t = −1). This energy can be written:
Edep = e(x)
dj
dt
(t),
e(x) :=
βc
cp
Iem(x)Ψ(x),
where e is called the normalized energy deposition function. Here β is the
thermal expansion coefficient, cp is the specific heat capacity, c the sound
speed and Iem is the radiation intensity of the initial energy pulse. All these
parameters, including the time shape j of the pulse, are known and we see
that the knowledge of Edep is sufficient to compute the absorption density Ψ
inside the body, which is our purpose.
So far, the general thermoacoustic problem can be formulated in the following
way:
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Let pexact(x, t) be solution of:∣∣∣∣∣∣∣
Lpexact(x, t) = f0(x)
dj
dt
(t), (x, t) ∈ R3 × [−1,∞),
pexact(x,−1) = 0, x ∈ R3,
∂tpexact(x,−1) = 0, x ∈ R3,
(1)
where j is known and f0 is the object to reconstruct, with com-
pact support in the unit ball B(0, 1). Can we compute f0, or a good
approximation of f0, from the knowledge of pdata = pexact + pnoise
on a surface S surrounding B(0, 1) ?
2.2 Reduction to the homogeneous case
As we have seen, even though it is not possible in practice, the initial energy
deposition is meant to be a Dirac pulse in time at t = 0, that is djdt = δ
′
0.
Let q0 be solution, which is no longer to be considered for negative time
values, where it is the null solution, of the Cauchy problem:∣∣∣∣∣∣
Lq0(x, t) = f0(x)δ
′
0(t), (x, t) ∈ R3 ×R+,
q0(x, 0) = 0, x ∈ R3,
∂tq0(x, 0) = 0, x ∈ R3,
which is equivalent to:∣∣∣∣∣∣
Lq0(x, t) = 0, (x, t) ∈ R3 ×R+,
q0(x, 0) = f0(x), x ∈ R3,
∂tq0(x, 0) = 0, x ∈ R3,
(2)
according to Duhamel’s principle (see [10]), provided that L is a (damped)
wave operator. Then pdata is solution of (1) if and only if pdata = j∗tq0, which
means that a deconvolution operation on the thermoacoustic signal pexact
leads to the knowledge of the solution q0 of (2) on the same surface S
surrounding the object.
In the following, we will still denote by pexact the solution of (2), assuming
that we know this latter for all x in S , and all t in R+.
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2.3 Some useful facts about the standard wave equation
In this section we give some basic properties of the following wave equation:∣∣∣∣∣∣
L0u(x, t) = 0, (x, t) ∈ R3 ×R+,
u(x, 0) = l(x), x ∈ R3,
∂tu(x, 0) = h(x), x ∈ R3,
(3)
where l and h are two C∞ functions with compact support in B(0, 1),
and L0 := ∂tt − ∆. All this material can be found in [18] for exam-
ple. According to Huyghens’ principle in the strong sense, for every cou-
ple (x0, t0) ∈ R3 × R+, the classical solution u(x0, t0) of (3) only depends
on the values of l and h on the backward characteristic cone:
‖x− x0‖ = |t− t0 |.
As a matter of fact, when the initial conditions l and h have their support
in B(0, 1), the solution at any time t˜ has its support in B(0, 1 + t˜).
Huyghens’ principle leads to the energy conservation for the solution u of (3).
Definition 1. For every time T , we call energy of u the quantity:
Eu(T ) :=
1
2
(
‖u(·, T )‖2H1
0
(R3) + ‖∂tu(·, T )‖2L2(R3)
)
.
The variation of the energy of u is estimated from the following identity:
∂tu (∂ttu−∆u) = 0 = ∂t
[
‖∇u‖2
2
+
(∂tu)
2
2
]
−
3∑
i=1
∂xi(∂tu ∂xiu).
Since u has a compact support, integrating for 0 < t < T and over the whole
space yields:
Eu(T ) = Eu(0).
Note that if h is zero, we have:
Eu(0) =
1
2
‖l‖2H1
0
(R3) .
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2.4 Nudging
Now, let us introduce the application of the BFN algorithm to the general
TAT problem.
Assume that the observation surface S is included in the sphere S(0, 1). As
exposed in Section 2.1, our purpose is to compute an approximation of the
original object f0 from an incomplete set of data φpdata, where pdata is a
the solution (possibly contaminated by noise) of the wave equation (2) and
where φ allows the knowledge of pdata only on the observation surface S .
Theoretically speaking, φ should be 1S , but in practice the discretization
process allows us to choose a C∞ function with compact support. Indeed,
given a resolution, there exists ε > 0 such that any function supported
in T (S , ε) and equal to 1 on S has the same discrete counterpart as 1S
(see Figure 1). This is the reason why we will make the following assumptions
on φ:
i ∀x ∈ R3, 0 ≤ φ(x) ≤ 1;
ii φ has a compact support in T (S , ε);
iii ∀x ∈ T (S , ε/2), φ(x) = 1.
Finally, in order to avoid some technical difficulties, we will assume that the
initial object f0 has his support in B(0, 1− ε) and is such that every Cauchy
problem we shall consider has a classical solution, say C∞.
We may proceed as follows:
Definition 2 (Iterate of the BFN algorithm for TAT).
1. [Forward evolution]
From an rough estimate f0,1 of the object to reconstruct f0, defined as
an approximate of the initial condition supported in B(0, 1−ε), we first
consider a solution p1 of Problem (3) with initial conditions l = f0,1
and h = 0 (as usual in TAT).
We compute this solution until time T = 2, chosen so that both p1(·, t)
and pexact(·, t) (just as every function with compact support in the
ball B(0, 1 − ε)) vanish on B(0, 1 + ε) for all t ≥ T (cf Huyghens’
principle in Section 2.3).
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Body
S
T (S , ε)
Figure 1: The body to investigate is surrounded by the acquisition surface S ,
and generates a pressure wave.
Thus at this final time, in the noise-free situation, the innovation
term p1 − pdata, defined as the difference between the solution p1 of
Problem (3) and the data, is still a solution of (3) with l = f0 − f0,1
and h = 0 and has an energy matching up to:
Ep1−pdata(T ) = Ep1−pdata(0) =
1
2
‖∇(f0 − f0,1)‖2H1
0
(R3) ,
since the conservation of energy for the wave equation holds in this
situation.
2. [Backward evolution]
Then we apply the backward nudging method to make the solution evolve
back in time, with, as announced, the addition in the backward equation
of a newtonian feedback, which adjusts the solution along its evolution
by recalling it to the observed data.
Namely, we add to L the feedback correction term kφ∂t(· − pdata), for
some nudging parameter k ∈ R+. And we compute the backward
solution starting from the final state of the forward implementation,
i.e. p1(x, T ) and ∂tp1(x, T ), untill the initial time t = 0.
We obtain a corrected solution p˜1 of the Cauchy problem, called back-
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ward nudging problem:∣∣∣∣∣∣
Lp˜1(x, t) = kφ(x)∂t(p˜1 − pdata)(x, t), (x, t) ∈ R3 × [0, T ],
p˜1(x, T ) = p1(x, T ), x ∈ R3,
∂tp˜1(x, T ) = ∂tp1(x, T ), x ∈ R3.
(4)
In order to obtain an equation in forward time, let us consider the
map t 7→ p˜1(T − t), still denoted by p˜1. The Cauchy problem becomes:∣∣∣∣∣∣
L˜p˜1 = −kφ(x)∂t(p˜1 + pdata)(x, T − t), (x, t) ∈ R3 × [0, T ],
p˜1(x, 0) = p1(x, T ), x ∈ R3,
∂tp˜1(x, 0) = −∂tp1(x, T ), x ∈ R3,
(5)
where L˜ is the operator L backwards in time.
Obviously, in practice, when L is not the wave operator, there is no
reason for this operator to be reversible. Nevertheless the newtonian
feedback may act as a regularization term and keep the computation
stable.
3. [Update of the estimate]
Finally, after this back and forth evolution, a new estimate p˜1(T ) is
obtained, but in order to iterate the process we need the new estimate
to be supported in B(0, 1−ε), just like f0 and f0,1. This is simply done
by defining:
f0,2(x) := 1B(0,1−ε)p˜1(x, T ), x ∈ R3.
The last step can be easily justified by the fact that, since f0 is supported
in B(0, 1− ε):
‖f0 − p˜1(·, T )‖H1
0
(R3) ≥
∥∥f0 − 1B(0,1−ε)p˜1(·, T )∥∥H1
0
(R3)
.
This scheme is then iterated, constructing a sequence of estimates (f0,n)n∈N∗ ,
which may converge to f0. The following theorem, proved in Section 3, en-
sures that the convergence is geometrical in H10 (R
3) under the assumptions:
(i) L is the standard wave operator ∂tt −∆;
(ii) The data are noise-free, i.e. pdata = pexact (see Section 2.1), and the
observation surface S is the whole sphere S(0, 1);
10
(iii) The object to reconstruct f0 is a C∞ function with compact support
in B(0, 1);
(iv) f0,1 and f0,2 are two consecutive estimates of f0 obtained as described
in Definition 2.
Theorem 3. Under the assumptions (i)-(iv), there exists 1 > s > 0 only
depending on f0, φ and the nudging parameter k > 0 such that:
‖f0 − f0,2‖H1
0
(R3) ≤ s ‖f0 − f0,1‖H1
0
(R3) . (6)
We only consider this ideal framework for the sake of the proof, but numerical
results given in Section 5 apply with more realistic assumptions and show a
better convergence rate.
3 Proof of Theorem 3
This section is devoted to the proof of Theorem 3. We study the case
where L = L0 := ∂tt −∆ is the standard wave operator. Let φ, f0 and pdata
be as in Theorem 3. In particular, for the sake of the proof, we make the
assumptions that the data are noise-free and that, since S = S(0, 1), the
set T (S , ε/2) is equal to A(1− ε/2, 1 + ε/2). We shall use the notation:
Lk := ∂tt −∆+ kφ∂t, k ∈ R+.
We first study the existence of the objects used in the BFN approximation
scheme.
3.1 Solution of the backward nudging equation
The proof of the following theorem can be found in [7], Chapter 2.8.
Theorem 4. Given three C∞-functions φ, l and h with compact support
and k ∈ R+, T > 0 there exists a unique C∞ solution p of the Cauchy problem:∣∣∣∣∣∣
Lkp(x, t) = −kφ(x)∂tpdata(x, T − t), (x, t) ∈ R3 × [0, T ],
p(x, 0) = l(x), x ∈ R3,
∂tp(x, 0) = h(x), x ∈ R3.
(7)
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Moreover, for every (x0, t0) ∈ R3 × R+, p(x0, t0) only depends on the values
of l, h, φ and pdata(·, T − ·) in the backward characteristic cone:
‖x− x0‖ ≤ |t− t0 |.
In particular, this means that for every sketch f0,1 with compact support and
of class C∞, the solution p˜1 of the backward nudging equation (7) exists, and
for all t ∈ [0, T ] the function p˜1(·, t) has a compact support. This property
will be helpful to apply an energy method.
Now, it is easy to show that if p˜1 is solution of (7) with initial condi-
tions l(x) = p˜1(x, 0) = p1(x, T ) and h(x) = ∂tp˜1(x, 0) = −∂tp1(x, T ), then
the function u := p˜1 − pdata(·, T − ·) is solution of the Cauchy problem:∣∣∣∣∣∣
Lku(x, t) = 0, (x, t) ∈ R3 × [0, T ],
u(x, 0) = p1(x, T )− pdata(x, T ), x ∈ R3,
∂tu(x, 0) = −∂t(p1 − pdata)(x, T ), x ∈ R3,
(8)
and satisfies:
Eu(0) = Ep1−pdata(T ) =
1
2
‖f0,1 − f0‖2H1(R3) .
Since, from the definition of f0,2:
Eu(T ) ≥ 1
2
‖p˜1(·, T )− f0‖2H1(R3) ≥
1
2
‖f0,2 − f0‖2H1(R3) ,
we only need to prove that:
Eu(T ) ≤ sEu(0), for some 0 < s < 1,
to complete the proof of Theorem 3. This is the purpose of the next section.
3.2 Energy inequality
We have the following identity for every solution u of (7):
∂tuLku = 0 = ∂t
[
‖∇u‖2
2
+
(∂tu)
2
2
]
+ kφ(∂tu)
2 −
3∑
i=1
∂xi(∂tu ∂xiu).
Recall that u has a compact support for every t, thus, integrating the latter
equality over the whole space and for 0 < t < T , we get:
Eu(T )− Eu(0) = −k
∫ T
0
∫
R3
φ(∂tu)
2. (9)
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Consequently, the loss of energy of u is exactly the amount of its ’energy’
passing through the support of φ during time T .
In [12], in order to invert the spherical Radon transform, Finch et al proved
the following trace identity, which will be usefull to estimate (9):
Theorem 5. Suppose hi ∈ C∞0 (B(0, ρ)) and ui is the solution of (3) for l = 0
and h = hi, i = 1, 2. Then we have the identity
1
2
∫
R3
h1h2 =
−1
ρ
∫ ∞
0
∫
S(0,ρ)
tu1∂ttu2.
From this we will obtain a key estimate of the ’energy’ passing through the
sphere S(0, ρ). Indeed, if u is solution of (3) with h = 0, taking h1 = f
and h2 = ∆f in the theorem yields:
1
2
∫
R3
f∆f =
−1
ρ
∫ ∞
0
∫
S(0,ρ)
t(∂tu)
2,
which gives:
1
2
‖f ‖2H1
0
(R3) =
1
ρ
∫ ∞
0
∫
S(0,ρ)
t(∂tu)
2. (10)
Let us introduce the solution u0 of the Cauchy problem:∣∣∣∣∣∣
L0u0(x, t) = 0, (x, t) ∈ R3 × [0, T ],
u0(x, 0) = p1(x, T )− pdata(x, T ), x ∈ R3,
u0t(x, 0) = −∂tp1(x, T ) + ∂tpdata(x, 0), x ∈ R3,
which is nothing but (p1 − pdata)(·, T − ·).
Then u = u0 + v where v is solution of:∣∣∣∣ L0v(x, t) = −kφ∂t(u0 + v)(x, t), (x, t) ∈ R3 × [0, T ],v(x, 0) = ∂tv(x, 0) = 0, x ∈ R3.
The calculation of the energy of v yields:
Ev(T ) = −k
∫ T
0
∫
R3
φ∂tu0∂tv − k
∫ T
0
∫
R3
φ(∂tv)
2.
Thanks to the Cauchy-Schwarz inequality, one has:
Ev(T ) ≤ k
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×R3)
H(T )− kH(T )2, (11)
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where:
H(T ) :=
∥∥∥√φ∂tv∥∥∥
L2([0,T ]×R3)
.
Moreover, we have:
Ev(T ) ≥
∫
R3
(∂tv)
2(·, T ) ≥
∫
R3
φ(∂tv)
2(·, T ) = d
dT
(
H2
)
(T ).
So that, dividing by H(T ) in (11) we find:
d
dT
H(T ) + kH(T ) ≤ k
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×R3)
.
A classical calculation shows that this differential inequation yields:
H(T ) ≤
∫ T
0
k
∥∥∥√φ∂tu0∥∥∥
L2([0,s]×R3)
ek(s−T ) ds,
and since the map s 7→ ∥∥√φ∂tu0∥∥L2([0,s]×R3) is increasing with s, we finally
get:
H(T ) ≤
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×R3)
(1− e−kT ).
This inequality expresses the fact that despite the feedback part of Equa-
tion (7), its solution u keeps a certain amount of energy on the support of φ,
which is proportional to the same energy for u0. Indeed:∥∥∥√φ∂tu∥∥∥
L2([0,T ]×R3)
≥
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×R3)
−H(T )
≥
∥∥∥√φ∂tu0∥∥∥
L2([0,T ]×R3)
e−kT ,
thus: ∫ T
0
∫
R3
φ(∂tu)
2 ≥
(∫ T
0
∫
R3
φ(∂tu0)
2
)
︸ ︷︷ ︸
A
e−2kT . (12)
The last step of this proof is the estimation of A. We have:
A ≥
∫
A(1−ε/2,1+ε/2)
∫ T
0
(∂tu0)
2 =
∫
A(1−ε/2,1+ε/2)
∫ T
0
(∂tp1− ∂tpdata)2(T − t),
so that:
A ≥
∫
A(1−ε/2,1+ε/2)
∫ T
0
(∂tp1−∂tpdata)2 =
∫ 1+ε/2
1−ε/2
∫ T
0
∫
S(0,ρ)
(∂tp1−∂tpdata)2.
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Since p1 − pdata vanishes on A(1− ε/2, 1 + ε/2) for every t > T :
A ≥ 1
T
∫ 1+ε/2
1−ε/2
∫ ∞
0
∫
S(0,ρ)
t(∂tp1 − ∂tpdata)2.
Finally, applying (10) to p1 − pdata, one has:
A ≥ 1
T
∫ 1+ε/2
1−ε/2
ρ
1
2
‖f − f0,1‖2H1
0
(R3) dρ,
which yields:
A ≥ ε
T
Eu(0). (13)
Combining the above estimate with (9) and (12), we get:
Eu(T ) ≤ (1− kε
T
e−2kT )Eu(0),
which was the inequality to prove, with s := 1− kεT e−2kT < 1.
Remark 6. Since we know that T = 2, there exists an optimal choice for the
nudging parameter k which leads to s = 1− ε8e . Even though this theoretical
convergence rate does not seem satisfactory, we shall see in Section 5 that
the actual convergence is much faster in practice.
4 Variational approach
We deal now with a variational formulation of the inverse TAT problem, that
leads to some new reconstruction techniques.
In this section, we consider the reconstruction of an object f0 ∈ H10 (B(0, 1))
from a set of observations pdata = pexact + pnoise. Here, pexact := W f0 where
the linear operator W maps an initial condition f to its related solution of the
Cauchy problem (3) with a null derivative initial condition h = 0, restricted
to a non-empty, open observation set Aε ⊂ A(1− ε, 1 + ε). Namely, W can
be written W = ΦW , with:
W : H10 (B(0, 1)) −→ C0([0, T ];H10 (B(0, R)))
f 7−→ Wf,
where Wf is the weak solution of (3) with the initial conditions l = f
and h = 0. Even though Wf is defined on the whole space R3, we can
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choose R > 0 large enough for any solution of (3) to keep a null trace
on S(0, R), such that the restriction of Wf to B(0, R) is in H10 (B(0, R)) for
every t ∈ [0, T ]. The operator Φ is the restriction operator:
Φ: L2([0, T ]×R3) −→ L2([0, T ]×Aε)
g 7−→ g|Aε .
Our purpose is to solve the inverse problem:
W f = pdata,
by means of the following minimization problem:
(Pα)
∣∣∣∣ Minimize Jα(f)s.t. f ∈ H10 (B(0, 1)).
Here, Jα is the Tikhonov functional:
Jα : H
1
0 (B(0, 1)) −→ R+
f 7−→ 1
2
∫ T
0
‖W f − pdata‖2L2(Aε) dt+
α
2
‖f ‖2L2(B(0,1)) ,
with α > 0. Since W is a bounded linear operator, Jα is a strictly con-
vex (thanks to the regularization parameter α), differentiable and coercive
functional, and any solution of (Pα) is characterized by:
∇Jα(f) = W ∗(W f − pdata) + αf = 0.
For any α > 0, the above equation has a unique solution:
fα = (W
∗
W + αI)−1W ∗pdata,
so that Problem (Pα) is well-posed. We have chosen to solve this latter by
means of the conjugate gradient method, which requires, at each iteration,
the computation of ∇Jα.
Now, one has, for every ψ ∈ C∞0 (B(0, 1)) and f ∈ H01 (B(0, 1)):
〈∇Jα(f), ψ〉L2(B(0,1)) = 〈W ∗(W f − pdata), ψ〉+ α〈f, ψ〉
= 〈W f − pdata,W ψ〉︸ ︷︷ ︸
Gf,ψ
+α〈f, ψ〉,
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with:
Gf,ψ =
∫ T
0
∫
Aε
(Wf − pdata)Wψ
=
∫ T
0
∫
B(0,R)
1Aε(Wf − pdata)Wψ.
Considering the weak solution u∗ of the adjoint equation:∣∣∣∣∣∣
∂ttu
∗(x, t)−∆u∗(x, t) = 1Aε(Wf − pdata),
u∗(x, T ) = 0,
∂tu
∗(x, T ) = 0,
(14)
and since Wψ ∈ C∞0 (B(0, R)), we have:
Gf,ψ =
∫ T
0
∫
B(0,R)
∂ttu
∗Wψ +
∫ T
0
∫
B(0,R)
〈∇u∗,∇Wψ〉.
Since B(0, R) has been chosen large enough, applying Green’s formula and
integrating by parts yield:
Gf,ψ =
∫ T
0
∫
B(0,R)
u∗LWψ −
∫
B(0,R)
∂tu
∗(x, 0)Wψ(0) dx
= 〈−∂tu∗(·, 0), ψ〉.
Finally:
∇Jα(f) = −∂tu∗(·, 0) + αf.
This calculation ensures that each iteration of the conjugate gradient algo-
rithm necessitates successively the computations of Wf and of its adjoint
state u∗, whose algorithmic complexity is comparable to one iteration of the
BFN algorithm. This should be noted that the computation of the adjoint
state requires the storage of Wf − pdata on Aε, which is not required in the
BFN algorithm.
Note that even if we have formulated the calculation of ∇Jα in a continuous
framework, its discrete counterpart leads to similar considerations. Obvi-
ously, the behaviour of the method strongly depends on the scheme chosen
to compute solutions of (3).
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5 Numerical implementation
In order to test the numerical behavior of the BFN method, we have imple-
mented it in several situations. In particular, we have considered the case
where the data are available only on a half-sphere, so that the illustration
fits the practical experimental set-up.
5.1 Implementation framework
We now describe the numerical context chosen to compare Back and Forth
Nudging (BFN) and the Conjugate Gradient (CG) techniques to a reasonable
algorithm, namely the Neumann Series (NS) (since it is shown in [33] that
the use of NS significantly improves the Time Reversal (TR) algorithm, we
mainly chose to consider NS results).
We work now in a 2D framework for numerical costs reasons. The object to
reconstruct is in [−0.5, 0.5]2 gridded with 2562 pixels, such that the space
step is δx = 1/256.
Sensors are located on the circle S(0,
√
2/2) surrounding the object, on which
various distributions are considered. If no additional information is given,
800 detectors are used when the data are complete. Nevertheless some re-
constructions were computed with less detectors in order to bring to light the
robustness of the techniques. When a multiplicative white Gaussian noise is
added to the data, their level is set to 15%.
The final time T =
√
2 is then taken minimal in order to leave waves traveling
to the sensors when sound speed is constant with value 1. Note that the four
studied methods can significantly be improved by increasing T (cf. [33]). We
use the domain [−0.5−√2− ε; 0.5 +√2 + ε]2 for the computation, where ε
represents a few pixels, which is large enough to avoid reflection effects on
its boundary.
The model is computed by means of the classical finite difference time domain
(FDTD) method (explicit Euler scheme and classical five points discretiza-
tion of the Laplace operator ∆δx).
Figure 2 represents the 2-dimensional objects to reconstruct, latter denoted
by f0. Squares able to give rise to typical phenomenons of observation of
wave-like systems while the second object, known as the Shepp-Logan phan-
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tom, allows good analysis and comparisons of the ability of the methods.
The third object has been considered for combining sharp contours with
smoother areas. Each is implemented as a 256 by 256 matrix.
Figure 2: The initial objects f0: squares, Shepp-Logan and skull.
Four sound speeds are used. First a constant one c = 1, then three other
one, variable, which are chosen as in [33], respectively defined as:
c(x, y) = 1 + 0.2 sin(2pix) + 0.1 cos(2piy),
c(x, y) =
9(x2 + y2)
1 + 9(x2 + y2)
+ exp(−90(x2 + y2)) (15)
−0.4 exp(−10(3
√
x2 + y2 − 2)2),
c(x, y) = 1.25 + sin(2pix) cos(2piy).
They are plotted on figure 3 and abbreviated respectively NTS, TS1 and
TS2, as the first is a Non-Trapping Speed while the two other are Trapping
Speeds. No cutoff is used to smooth the transition between variable internal
speed and constant external speed (always being 1).
Figure 3: The different variable speeds: NTS, TS1 and TS2 (from equa-
tions (15)).
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Concerning the parameters of the algorithms, the regularization parameter α
in CG method equals 0. Other values were tested that stabilized the algo-
rithm but always blur the reconstructions so that we get higher errors than
without regularization. The observed convergence rates of CG and NS meth-
ods are fairly high, so that only 10 iterations yield a good approximation of
the best achievable solutions. With regard to the two nudging coefficients,
while we can theoretically affirm that the larger it is, the faster the solution
tends to the observations (thanks to the energy equality (9)), the discretiza-
tion of the time-derivative of the solution imposes a coefficient k not larger
than 1/δt. In order to obtain the best convergence and to make the choice
of k less arbitrary (and fitting with the limits of the numerical method), it
is defined as 0.9/δt.
The following tables give the relative mean square error obtained with the
best estimation obtained after at most 10 iterations and, in brackets, the
corresponding number of iterations required. Note that BFN, CG and NS
furnishes convex error plots with a minimum.
Finally, as it has been suggested in [34], we also have used an artificial
numerical attenuation to offset spurious high-frequency effects and noise,
with interesting consequences. Then for BFN, NS and CG techniques, the
numerical model becomes:
un+1 − 2un + un−1
δt2
= ∆δxun + δx
ε∆δx
un − un−1
δt
,
where the value for ε is empirically set and an optimal value appears for each
method, which are approximately 2 for BFN and 1.7 for CG and NS in a
complete data situation.
The attenuation being only introduced in a numerical improvement view, it
is set to attenuate both back and forth solutions, should the case arise, and
when the data are corrupted by noise.
5.2 Implementation results
The first results are given in Table 1 in a noiseless complete data situation.
One sees that variable speeds can have various effects, depending on the
method we use. NS offers the best reconstruction, then BFN and finally
CG.
These techniques can be consequently improved by increasing the number of
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Speed map BFN CG NS
c ≡ 1 2.3(10) 7.1(3) 1.4(10)
NTS 3.2(10) 7.5(4) 2.3(10)
TS1 7.1(10) 16.5(5) 1.6(10)
TS2 7(10) 10.7(5) 6.6(10)
Table 1: Noiseless complete data for Shepp-Logan phantom: relative mean
square error (number of iterations, limited to 10).
iterations as we can see in Table 2 for the BFN, where 100 iterations instead
of 10 are computed.
c ≡ 1 NTS TS1 TS2
1 1.5(100) 1.2(100) 4.1(100)
Table 2: Noiseless complete data from Shepp-Logan phantom: relative mean
square error (BFN, 100 iterations).
When adding a 15% level noise in the constant speed situation, one sees on
Table 3 that any method offers an interesting reconstruction: one gets less
than 20% error for 15% noise thanks to the attenuating scheme.
BFN CG NS
17.6(10) 19.8(2) 17.1(2)
Table 3: Noisy complete data (15% noise) from Shepp-Logan phantom with
the constant speed. Reconstruction with attenuating sheme: relative mean
square error (number of iterations, limited to 10).
About the propagation of the singularities and their observation, we put
the light on the effect of getting incomplete data (in a noiseless situation)
in Fig. 4. The sensors are located on the upper half circle, that illustrate
the practical case where the observed body cannot be surrounded by the
observation surface.
In this situation (constant speed and noiseless data on the half circle), the
three methods are compared in Fig. 5 and 6. NS is excellent, while BFN
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Figure 4: Reconstructions by 100 BFN iterations. Squares observed singu-
larities. Complete (1.1% error) and half-circle (10.4%) noiseless data with
constant speed.
equivalent to CG convergence in about 5 iterations, but keeps on improving
the reconstruction along next iterations. As always, even if its reconstruction
is the worst one, CG converges in less iterations and yields a good rough
estimate faster than the others.
Figure 5: Incomplete noiseless data on the half circle from Shepp-Logan
phantom with constant speed: relative mean square error plots (BFN in
solid line, CG in dashed-dotted line and NS in dashed line).
Still testing the robustness of the methods, we reduce the number of sensors,
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BFN CG TR NS
10.6(10) 16(6) 52 6.2(10)
Figure 6: Incomplete noiseless data on the half circle from Shepp-Logan
phantom with constant speed: reconstructions with BFN (top left), TR (top
right), CG (bottom left) and NS (bottom right) and relative mean square
errors table (error, number of iterations, limited to 10).
which are still homogeneously located on the observation circle, but only one
out of σ is considered in the data. The results shown in Table 4 highlight
some redundancy aspect of the data since the reconstructions have a similar
quality in all situations, particularly with CG which is very robust here.
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That is obvious at convergence of the algorithms, but one must consider
more than 100 iterations for BFN and NS when σ = 8. Finally, if the
intensity is not well recovered, forms are reconstructed with few artifacts.
Settings BFN CG NS
σ = 1 2.3(10) 7.1(3) 1.4(10)
σ = 2 5.4(10) 8.9(4) 4.5(10)
σ = 4 12.1(10) 12.4(4) 11.5(10)
σ = 8 25.3(10) 15(5) 18.5(10)
Table 4: Partial noiseless data (one out of σ sensor records data) from Shepp-
Logan phantom with constant speed: relative mean square errors (number
of iterations, limited to 10).
Then we sum up the different unfavorable conditions from above and show
the results on Fig. 7 and 8. Here data are acquired on the half circle, only
one out of two sensors is considered, a 15% level noise is added and the speed
is constant. The last object, a skull, has been chosen in this last experiment
in order to consider a more complex structured object.
Figure 7: Incomplete partial data (σ = 2) on the half circle with 15% noise
from skull phantom and with constant speed: relative mean square error
plots (BFN in solid line, CG in dashed-dotted line and NS in dashed line).
Finally, even if the reconstructions obtained in this last situation are not
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BFN CG TR NS
30.7(4) 37.8(10) 59.9 37.9(4)
Figure 8: Incomplete 15% noise data on the half circle from skull phantom
with constant speed and partial data (σ = 2): reconstructions with BFN
(top left), TR (top right), CG (bottom left) and NS (bottom right) and
relative mean square errors table (error, number of iterations, limited to 10).
satisfying, it may fit with very bad real conditions (where the noise level can
be far greater than 15% for example) and allows us to test the robustness of
the methods. In this view, Table 5 shows the errors if we consider variable
speeds in a similar case but with σ = 1.
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Speed map BFN CG NS
c ≡ 1 36.4(8) 40(10) 38.7(3)
NTS 36.3(8) 40.6(10) 38.6(3)
TS1 46.3(4) 50.9(8) 51.9(3)
TS2 39.1(8) 42.3(9) 41.5(4)
Table 5: Incomplete 15% noise data on the half circle from Shepp-Logan
phantom: relative mean square errors (number of iterations, limited to 10).
5.3 Implementation conclusions
CG reacts much badly to noise addition above all, but it provides good re-
constructions after a couple of iterations in comparison with BFN and NS,
so that it can be used to get a rough estimate for another method. More-
over CG keeps interesting when data are incomplete, not overreacting. On
the whole, BFN and NS provide good and quite equivalent reconstructions
with a similar cost. Finally, NS furnishes better reconstruction, but appears
less robust than BFN to noise and to restriction of the number of sensors.
Numerical attenuation provides a good regularization that offsets noise for
NS and BFN. Notice that this artificial numerical attenuation may allow us
to consider lossy medium in back and forth evolutions as the physical loss
does not exceed the artificial one.
Depending on whether data are complete or not, one may choose CG to get
a first rough estimate, then NS or BFN to reconstruct the object. It has to
be said that not stopping iterations to 10 often improves results in noiseless
and/or complete data situations, but that this number of iterations provides
the best estimate in less favorable settings.
6 Conclusions
We have established the theoretical geometrical convergence of the TAT-
BFN algorithm, with an explicit convergence rate in an ideal situation. In
principle, this method enables to make weak assumptions in the TAT model-
ing (variable sound speed, damping, incomplete data, etc.), since the model
is considered as a weak constraint. Even though the proof of the convergence
has only been stated in an ideal framework, the numerical implementation
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of the algorithm showed that the BFN method remains efficient in more
general situations. Indeed this technique still yields robust reconstructions
in the noisy and incomplete data situation. Even though the convergence
rates of the Conjugate Gradient and of the Neumann Series methods ap-
pear to be better, the BFN provides more satisfactory asymptotic behavior
and minimal relative error, along with a low numerical complexity, in quite
unfavorable observation situations.
From these preliminary results, one should now focus on their generaliza-
tion to more realistic wave equations. For example, one may introduce some
damping in the model and study the theoretical validity and convergence of
the methods. Our first attempts in this direction (mainly numerical imple-
mentations) suggest future interesting developments.
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Résumé
À partir du problème de la tomographie thermoacoustique (TTA), nous avons défini, étudié et mis
en oeuvre diverses méthodes itératives de reconstruction : le Nudging Direct et Rétrograde (BFN), d’im-
plémentation et d’usage simple, une méthode variationnelle (VT) et le SEEK Direct et Rétrograde (BF-
SEEK), plus élaboré, ainsi qu’une méthode couplant filtre de Kalman (KF) et renversement temporel
(TR). À l’occasion d’une formulation commune aux méthodes séquentielles précitées, nous avons mis en
évidence une nouvelle classe de méthodes de résolution de problèmes inverses : les algorithmes de Filtrage
Direct et Rétrograde (BFF). Outre l’existence et l’unicité des solutions (notamment des rétrogrades), sont
étudiés divers cadres caractérisant la convergence théorique des algorithmes. Ainsi, un cadre théorique
général est précisé pour que le BFN soit bien posé. Puis, dans le cadre offert par la TTA, l’existence et
l’unicité de ses solutions ainsi que la convergence géométrique de l’algorithme sont prouvés, avec un taux
de convergence explicite, et une description de ses comportements numériques est proposée. Dans la conti-
nuité de ces premiers résultats, l’étude – théorique et numérique – de généralisations à un modèle et à un
cadre de travail plus réalistes est menée : ainsi sont considérés différents cas-types d’objets à reconstruire
ou de positionnement et d’éparpillement des capteurs, des modèles d’équation d’onde atténuée, des vitesses
variables (trapping ou non), ou encore la présence de bruits extérieurs à l’objet. Puis des outils de contrôle
et d’estimation optimaux permettent de caractériser d’une part la convergence du BFN, et d’autre part
les rappels définissant des BFF convergents, et le problème est ramené à un critère d’observabilité. Avec
pour points de comparaison les méthodes les plus souples et efficaces du moment (le TR et une variante
itérée), de nombreuses expérimentations sont menées afin de tester les différents BFF et la VT. D’où l’on
déduit que, robustes, de complexité variée et adaptatives, les méthodes proposées constituent une excel-
lente alternative aux méthodes de reconstruction usuelles, notamment en TTA et tout particulièrement
dans des situations d’observation dégénérées.
Abstract
We define, study and implement various iterative reconstruction methods for Thermoacoustic To-
mography (TAT) : the Back and Forth Nudging (BFN), easy to implement and to use, a variationnal
technique (VT) and the Back and Forth SEEK (BF-SEEK), more sophisticated, and a coupling method
between Kalman filter (KF) and Time Reversal (TR). A unified formulation is explained for the sequen-
tial techniques aforementioned that defines a new class of inverse problem methods : the Back and Forth
Filters (BFF). In addition to existence and uniqueness (particularly for backward solutions), we study
many frameworks that ensure and characterize the convergence of the algorithms. Thus we give a general
theoretical framework for which the BFN is a well-posed problem. Then, in application to TAT, existence
and uniqueness of its solutions and geometrical convergence of the algorithm are proved, and an explicit
convergence rate and a description of its numerical behaviour are given. Next, theoretical and numerical
studies of more general and realistic framework are led, namely different objects, speeds (with or without
trapping), various sensor configurations and samplings, attenuated equations or external sources. Then
optimal control and best estimate tools are used to characterize the BFN convergence and converging
feedbacks for BFF, under observability assumptions. Finally, we compare the most flexible and efficient
current techniques (TR and an iterative variant) with our various BFF and the VT in several experi-
ments. Thus, robust, with different possible complexities and flexible, the methods that we propose are
very interesting reconstruction techniques, particularly in TAT and when observations are degraded.
