Ž . denote A s AA . Let C and D be n = m matrices, E ) 0 G 0 and Ž . Ž . F ) 0 G 0 be m = m positive definite semidefinite matrices, X be an n = p matrix, Y be an m = q matrix, I be an n = n identity matrix, and R be an n = n positive definite correlation matrix, whose diagonal elements are ones. Let ), m, and ᭪ indicate the Khatri᎐Rao, Kronecker, and
Ž .
with C s AA q C, indicate the generalized Schur complement, which has w x the following property, as in 10 :
w x w x Albert's theorem 1 is well known; see also 2 :
Let G be symmetric. Then G G 0 if and only if A G 0, C s AA q C, and Gr␣ G 0. In particular, G ) 0 if and only if A ) 0 and Gr␣ ) 0.
The following connection between the Kronecker and Hadamard prodw x ucts seems to be observed first in 4 ,
where C and D are of the same order n = m, in general, J is the n 2 = n selection matrix, and K is the m 2 = m selection matrix. The case where w x J s K with n s m is used in, e.g., 3, 6 . w x An inequality established in 9 asserts that y1 y1
w x Two inequalities obtained in 12 are
where A ) 0, B ) 0, G ) 0, and H ) 0.
These two inequalities are obtained in the framework of the Schur complement. Their extensions to the positive semidefinite matrix case, i.e., the case in which G G 0 and H G 0, could be given by using the generalized Schur complement. However, the results in the next section will be Ž . established based on Albert's theorem, which is stronger than 7 .
MAIN RESULTS

Ž .
Ž . LEMMA 1. Let G, Z, and M be defined as in 1 and
To prove further results, we introduce Lemma 1. In fact, using C
for any compatible X and Y.
Ž w x. and Y, and using 8 and Lemma 1 like using an idea in 11 , we obtain Proposition 1.
Ž . w x In particular, letting A s B s R, 13 reduces to 9 , which is due to 9 .
Proof. For P G 0 and PP q Q s Q, we have
Ž . where J and K are the same as in 8 . Substitution of P s A m B and Q s C m D into the second inequality leads to Lemma 2.
w x For A ) 0, B ) 0, and A᭪B ) 0, Lemma 2 reduces to 10 , due to 12 .
which is given in 11 . Furthermore, if A ) 0, B s A , and C s D s I, y1 w x Ž then we get I F A᭪ A , which is seen in, e.g., 5 . Also, we have see, e.g., w
x. 5, 7 2 q Ž .
Ž . where P G 0, Q G 0, and R R P s R R Q , R R indicates the column space of the matrix, and G иии G are the nonzero eigenvalues of P q Q. In 
Ž . Ž .
1 r where G иии G are the nonzero eigenvalues of A q m A.
Proof. Due to Albert's theorem, G G 0 and
Also, 
