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Abstract
We study dynamic phase transitions in the constant-volume and constant-
pressure ensembles of two different systems: a one-dimensional system of
diffusive hard particles and a three-dimensional glass-former of nearly-hard
repulsive particles. The dynamic transitions are observed using ensembles of
trajectories biased with respect to their dynamic activity, biasing to greater
or lower activities than equilibrium allows us to sample different dynamic
phases. We perform finite-size scaling of the transitions with respect to sys-
tem size and observation time, and compare them to first-order phase tran-
sitions. The two ensembles are not equivalent in the one-dimensional model.
We compare our results to analytic predictions for diffusive systems in both
the active and inactive phases, there are structural signatures for both dy-
namic regimes. The active phases show hyperuniform ordering and the inac-
tive regimes show jamming behaviour, local jamming in the constant-volume
ensemble is achieved through phase separation. In the three-dimensional sys-
tem we observe a dynamic transition to a glassy inactive phase, there is no
obvious structural change and the structural relaxation time increases sig-
nificantly. We take configurations from the active and inactive phases and
subject them to a jamming protocol in order to compare the final density
of the jammed packings. Previous work shows that the inactive phase of
glass-forming systems have a different distribution of vibrational modes and
a higher compressibility, this suggests that the jamming behaviour should
differ between the two phases. We show that jammed packings generated
from inactive configurations are denser than those generated from active
configurations.
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Chapter 1
Introduction
States with long structural relaxation times in the absence of static order-
ing are a hallmark of glassy behaviour[1]. The nature of the transition be-
tween a supercooled fluid and a glass is an open, and controversial, question
in physics. Although this hasn’t slowed the adoption and development of
glasses in technology, (smart phone screens alone represent small fortunes in
material science research and development,) it is still an outstanding ques-
tion which may have significant practical implications. There is no single,
accepted theory of the glass transition and no single theory supports all of
the experimentally observed phenomena[2]. The underlying observation of
dynamical arrest without structural order defies an obvious description or
quantification, should one consider the dynamics that aren’t happening or
the structure that hasn’t changed?
The theoretical picture is made more complicated by possible links to
jamming behaviour and wider questions around amorphous-order and stability[3,
4]. The glass transition has made an appearance in many areas of condensed
matter physics; without a comprehensive theory for the transition it is not
known where the boundaries are or what the relationship is between glassy
physics and other phenomena. Jamming describes the arrest of an entire
system due to geometric constraints without structural ordering, it is a tran-
sition driven by an increase in density. Jamming is the closest phenomena
to the glass transition, particle motion ceases and there is no clear ther-
modynamic transition. There have been a number of proposals about the
13
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relationship between jamming and the glass transition, the common princi-
ple being that jamming could be the zero temperature manifestation of the
glass transition[5, 6]. The two transitions can be identified by two diverging
measurements, the structural relaxation time diverges at the glass transition
and pressure diverges at the jamming point[7].
Upon cooling, simple fluids at equilibrium crystallise, adopting an or-
dered structure, becoming rigid and qualitatively changing their response to
stress, shear and vibration. The first order phase transition occurs at the
melting temperature Tm and the translational invariance of particle positions
is broken in favour of long range periodicity. If cooled quickly enough the
liquid can be supercooled below Tm and still behave as the equilibrium fluid
with properties that can be extrapolated from the equilibrium liquid. The
supercooled liquid is not the equilibrium phase of the system, the crystal has
lower total energy, and the liquid is metastable.
Some materials do not crystallise, instead they freeze in their liquid struc-
ture: the particles no longer move freely and vibrate about their positions.
The system has entered the glass phase: microscopically a fluid with ex-
tremely long relaxation times but with the macroscopic properties of a solid.
The structural relaxation time of a glass is much longer than the super-
cooled fluid, and can exhibit a number of different scaling relationships with
temperature, “strong” glasses scale with Arrhenius behaviour while the relax-
ation of “fragile” glasses is super-Arrhenius[8]. There is no phase transition
in any structural observable such as the density, or even in more complex
structural measurements regarding periodicity[2]. The entropy of the glass
is equal to that of the supercooled liquid, there is no latent heat released in
the transition.
Having the entropy of a liquid means that there are exponentially many
degenerate configurations where particles vibrate about stable positions. In
this simple context the glass transition could be a kinetic effect of rapid
cooling, the particles are trapped in energy basins and thermal fluctuations
are weak enough that relaxation times become extremely long.
Static theories of the glass transition attempt to describe glassy phe-
nomenology as the consequence of a system exploring a complex configura-
tional energy landscape. In these theories the structure of energy minima
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and their distribution on a complex energy surface define the glass phase, the
slow relaxation and mechanical properties of glasses can be rationalised by
considering configurations exploring this surface[9]. However an energy land-
scape description cannot predict the behaviour of dynamics and assumes that
dynamic behaviour would be homogeneous in space. Configurational theories
of the glass transition were significantly weakened by the experimental obser-
vation of dynamic heterogeneity[10, 4] in supercooled glass-formers. Particles
in fast regions of the system moved orders of magnitude faster than those in
slow regions.
This discovery prompted a change to considering glassy behaviour in
real-space and the idea that dynamics are the cause of the glass transition,
not merely a symptom. In 2002 Garrahan & Chandler described a model of
glassy behaviour that was entirely dominated by dynamic constraints, the
configuration space of the model is trivial and structural relaxation times
are dominated by interactions in trajectory space[11]. The nature of the
constraints determined the scaling of the relaxation time with respect to
temperature. In 2005 Merolle et al.[12] observed non-Gaussian tails in the
distribution of a dynamic observable in glass-forming systems, caused by
an order-disorder transition in trajectory space. This dynamic transition
was identified as a kind of glass transition. They suggested that the glass
transition could be an entirely dynamic phenomena, a phase transition in
an observable that is extensive in time as well as space, while there is no
transition in a static observable.
By using a space-time order parameter that quantifies structural relax-
ation, it is possible to show a phase transition between equilibrium and
metastable states of an atomistic glass-forming system[13]. The transition
is described as being between dynamically active and inactive states and is
driven by a finite dynamic bias, the field s. The inactive phase exhibits many
properties of a glass and the transition has been suggested as a general model
for the glass transition. The dynamically inactive phase exhibits long relax-
ation times and no obvious structural change compared to the equilibrium
system. The phase transition has been well studied in the Kob-Andersen
(KA) mixture[14], a glass-forming system with Lennard-Jones interactions,
and is robust to several selections of dynamic order parameter and simulation
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methodology[13, 15, 16, 17, 18].
All of the previous work on dynamic phase transitions in atomistic sys-
tems have focussed on a soft system with Lennard-Jones pair-wise interac-
tions. To extend dynamic phase transitions in atomistic models we will study
a glass-forming system with short-range, purely repulsive harmonic interac-
tions in chapters 5 and 6. The nature of the particle interactions means that
the low temperature limit is equivalent to a hard-sphere system. Work on
harmonic sphere mixtures has shown that the glass transition can be driven
by an increase in packing fraction at constant-temperature. The contact-
only nature of the interaction means that the potential energy of the system
is dominated by the local density of the system and jamming behaviour is
easily quantifiable in terms of the low-temperature limit.
Berthier & Witten showed finite-temperature glassy behaviour in a sys-
tem of harmonic particles and were able to make a strong comparison to
the hard sphere case as a low temperature limit of the system[19]. This in-
cluded rapid compression of hard spheres and the finite-temperature system
with a view to measuring the divergence of the structural relaxation time
and pressure. They showed that the relaxation time appears to diverge at
a lower density than the pressure and so the glass transition density is not
the same as the jamming density, at least using their compression protocol.
We will study the system in a context that allows the density to fluctuate,
in order to investigate whether the inactive phase spontaneously exhibits a
higher density.
As the glass and jamming transitions are very sensitive to changes in
density[7] we will explicitly consider two ensembles in chapter 5: the isother-
mal, constant-number, constant-volume (constant-NV T ) ensemble and the
isothermal, isobaric, constant-number (constant-NPT ensemble). The constant-
volume ensemble is at fixed global density and can support fluctuations in
the local density. Constant-pressure ensemble systems can vary their volume
and hence the global density. At equilibrium they can be considered as sub-
systems of a larger constant-volume system, exchanging local volume with
the larger system.
In equilibrium systems there is equivalence between different ensembles,
static phase transitions occur at the same point in parameter space regard-
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less of the ensemble. It has been observed that non-equilibrium systems
can break ensemble equivalence when different processes occur on widely
separated timescales[20]. The inequivalence was only observed when the
timescale associated with the grand-canonical process was well separated
from the diffusive timescale. The issue of multiple relaxation processes and
their associated timescales, and the effect on ensemble equivalence, in dy-
namic transitions has not been addressed.
Before considering the three-dimensional atomistic system we will study
dynamic phase transitions and ensemble equivalence in a one-dimensional
model in chapter 4. To gain an understanding of dynamic behaviour in the
constant-pressure ensemble we will study a simple one-dimensional model of
diffusing particles. The particles are of finite length and cannot interpene-
trate or move past one another, the equilibrium configuration space of the
system can be described by density. The dynamics of the individual parti-
cles are described by a Langevin equation, the constant-pressure ensemble
introduces a second coupled Langevin equation to describe the motion of
the system volume. This system can be coarse-grained on long length scales
and described hydrodynamically, dynamic studies have show these systems
undergo a dynamic phase transition characterised by phase separation[21].
We will use the one-dimensional model to investigate the issue of ensemble
equivalence and the role of separate timescales in the system.
In chapter 6 we will characterise the inactive phase of the atomistic en-
sembles. In three-dimensional glass-forming systems there is no equivalent
to phase separation, the inactive phase corresponds to a glass, despite a lack
of obvious structural change1 a more subtle change has been identified. Jack
et al. measured the relaxation of states drawn from the inactive phase of
the s-ensemble back to active, equilibrium behaviour. They found that there
was no short timescale relaxation of particle vibrations[22], only a slow relax-
ation process consistent with structural relaxation between different energy
basins. This finding was interpreted as the inactive phase occupying a region
of configuration space, and inherent structure[23], that was typical of a lower
temperature but with equilibrium-like behaviour of particle vibrations.
1Here we refer to pair correlation measurements.
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Measuring the energy contributions due to thermal vibrations and the
inherent structural energy showed that the active and inactive phases had
equal vibrational energy but very different structural energies. A more thor-
ough investigation of the vibrational density of states found that in the inac-
tive state there was a suppression of both the highest and lowest frequency
modes, that is the stiffest modes of the system became softer, while the
softest modes became stiffer[16]. Hence the inactive phase was more stable,
long-range structural relaxation along the soft modes was suppressed, short-
range rapid vibration leading to local density fluctuations and instabilities
was suppressed, the system was more stable on all length scales.
The suppression of the stiffest modes corresponds to a shallower energy
landscape with respect to short-range motion, particles have more freedom
to make small displacements and explore their local environment. Short-
range translation freedom means that small compressions can occur and any
particle overlaps can be resolved easily, the number of particles involved in
a relaxation is small. This means the system should be more compressible,
configurations can move along the stiff directions more easily before reaching
a configuration that cannot be compressed further. We will investigate the
relationship between the active-inactive dynamic transition, the change in
vibrational modes and jamming behaviour by submitting active and inactive
configurations to a jamming protocol.
Chapter 2
Theoretical concepts
We are interested in the dynamic behaviour of glasses, systems that exhibit
long structural relaxation times and the role of dynamic arrest in creating
metastable states of the system.
Glasses are mechanically stable, like a crystal the static shear modulus G0
is non-zero: they can sustain an external shear without flowing. Ergodicity
is broken for systems with G0 6= 0, symmetry breaking in the crystal means
that ergodicity, too, is broken. However in the glass there is no symmetry
breaking transition, the glass retains the symmetry of the amorphous liquid,
it is a liquid that cannot flow. The rigidity of the system is caused by a large
energy barrier preventing rearrangement of particles. In strong glasses such
as SiO2 this is understood as a microscopic effect, the interaction between
particles is very strong and the viscosity follows an Arrhenius law η ∼ eβ∆E ,
where β = (kBT )−1 is the inverse temperature and ∆E is the energy barrier
for particle motion. However in fragile glasses the microscopic interactions
are much weaker and experiments show that the energy barrier grows in
a super-Arrhenius manner as temperature is decreased. This suggests that
rearrangement involves many particles moving collectively, requiring a short-
range amorphous order that increases in strength and/or range upon cooling.
It is difficult to define the glass transition temperature, TG for a liquid in
the absence of a sharp transition. Practically it is defined as the temperature
where an observable either exceeds a fixed limit, e.g. the viscosity, or when
there is a kink or step in a property, e.g. the heat capacity, as the liquid is
19












Figure 2.1: A schematic phase diagram for a glass-forming liquid, the glass
transition temperature can vary depending upon the rate of cooling. Latent
heat is released in the transition to a crystal, but in supercooling and the
glass transition involves no such discontinuity. Instead the properties of the
supercooled fluid can be extrapolated from the equilibrium liquid along the
dotted purple line.
cooled at a constant rate. Frequently the caloric glass transition temperature
is used, the heat capacity of the system is measured as a function of temper-
ature and there is a kink at TG. The transition temperature depends upon
the rate of cooling, with slower cooling reducing TG. Furthermore two sam-
ples of a glass prepared using different cooling rates have different properties
even at the same temperature T < TG. Due to the long timescales involved,
experimental measurements and simulations often concern themselves with
the supercooled liquid phase just above TG.
If one imagines cooling further, and avoiding the glass transition, then
the extrapolated entropy of the supercooled liquid would be equal to that
of the crystal at the Kauzmann temperature TK (see figure 2.1 or similar
figures in e.g.[9]). Named after Walter Kauzmann this temperature raises
a paradox where the supercooled liquid cannot exist below TK and there
must be a phase transition before reaching TK . Kauzmann himself simply
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postulated that all liquids must crystallise before TK , however some cite
this as evidence that there is a true thermodynamic transition to the glass
phase, known as the ideal glass transition at TIG > TK . In that scenario
the observed glass transition is controlled by an avoided critical point at TIG
and if cooled sufficiently there would be an observed thermodynamic phase
transition with a static order parameter.
It is also known that approaching the glass transition the dynamics of
particles are increasingly heterogeneous in space and intermittent in time[24].
Both fluids and glasses have disordered structures so all particles experience
varying microscopic environments. However in the fluid relaxation is fast
enough that bulk properties such as viscosity can be related to the diffusion
rates of particles. The same is not true of glasses, the presence of dynamic
heterogeneities[4] means that microscopic relaxation is a collective process
and hence no relation between microscopic and bulk properties. It has also
been observed that mobile particles cluster in space, the typical size and
separation of these clusters are a means of quantifying the degree of dynamic
heterogeneity in the system[24].
The length scales associated with dynamic phenomena grow approach-
ing the glass transition, for example the decay length that describes the
effect of local density fluctuations grows upon cooling[25]. Dynamic het-
erogeneity means that glassy behaviour cannot be thought of as a purely
local phenomenon, concerned only with microscopic energy barriers and lo-
cal free volume. Instead these growing length scales mean that there is a
larger collective behaviour in the system, dictating the dynamics and thus
the relaxation. A successful theory of the glass transition must explain the
mechanical stability of configurations so very similar to the flowing liquid:
the collective nature of relaxation in fragile glasses: the absence of change in
any observable static length scale: and the non-local behaviour of dynamic
heterogeneity.
Random first order transition (RFOT) theory describes a complex energy
landscape where the large number of amorphous metastable configurations
lead to long relaxation times[26]. As the temperature is reduced the number
of energy minima in the landscape reduces upon cooling until it becomes
non-exponential with respect to system size, this equates to the configura-
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tional entropy of the system vanishing at TIG and the system at entering the
ideal glass phase at equilibrium. The temperature region of observed glassy
behaviour is caused by the system breaking up into a mosaic of sub-systems,
each with their own amorphous order. Sub-systems with a spatial extent
less than a length scale `∗ behave like glasses and cannot relax, effectively
being below TIG. Those with a size greater than `∗ behave like the super-
cooled liquid. The length `∗ is set by thermodynamics alone and diverges as
T → TIG.
Although there is evidence in favour of RFOT theory, it is not conclu-
sive and there remain open problems and unexplained phenomena, for an
overview of RFOT see [26].
Mode coupling theory (MCT) was developed in the 1970s to describe
the behaviour of dense, simple fluids. It was successful in describing viscous
fluids and the dynamic behaviour of simple fluids nearing Tm in terms of the
density autocorrelation function. Bengtzelius, Götze and Sjölander showed
that, with a few low temperature approximations, the time dependent solu-
tion to the mode coupling equations exhibited a discontinuous change below
a critical temperature TMCT[27]. The discontinuity is tied to a divergence in
the structural relaxation time and so was suggested as a description of the
glass transition. The extreme slowdown of dynamics approaching TMCT is
consistent with the increase of relaxation time in supercooled glass-formers.
Although MCT has some similarities to the glass transition it does not ac-
curately predict TG, TMCT > TG, nor dynamic heterogeneity. For more on
MCT and the glass transition see[28].
In 1952 Sir Charles Frank suggested that the glass transition was caused
by the formation of locally preferred structures that could not fill space[29].
The local structures would be stable and would not relax so the system
as a whole would consist of multiple locally stable regions. Although local
ordering has not been observed experimentally the concept of locally sta-
ble phenomena being frustrated in the larger system remains relevant. Sir
Charles suggested the local structure would be icosahedral, work since then
has examined a series of different preferred local structures that may vary
from system to system. More recent work on local structure across the glass
transition used a dynamic bias to promote the formation of local clusters[18],
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this work is discussed further below.
The wealth of dynamic phenomena across the glass transition has mo-
tivated theories that address the dynamics directly, there is no structural
transition and no related correlations emerge in configuration space. Instead
one must consider a dynamic order parameter that quantifies the behaviour
of the system through time as well as across space. In this dynamic space
interactions and correlations emerge that can dominate the behaviour of the
system[30].
Both glassy and jamming behaviour have been observed in ensembles of
trajectories that are biased with respect to a time-integrated observable[31,
32, 21]. By considering an observable that is extensive in time as well as
space it is possible to quantify the dynamic evolution of a system and dis-
tinguish between configurations that produce a lot of dynamic activity and
configurations that evolve very slowly. Dynamic phase transitions describe
the phase behaviour of these time-integrated observables[33]. Although the
phase transition is only observable in a dynamic context there can be a
structural difference between different dynamic phases.
2.1 The importance of dynamics
Considering the role of dynamics in defining glassy behaviour was first moti-
vated by experimental observations of dynamic heterogeneity in glass-forming
supercooled liquids. Fast regions of a system can move or rotate several or-
ders of magnitude faster than slow regions. This heterogeneity is present in
the dynamics only, structurally the regions are very similar. Although fast
and slow regions cannot be identified by static structure the dynamic hetero-
geneity is reproducible from the same initial conditions[34]. Widmer-Cooper
et al. coined the idea of “dynamic propensity” to describe the typical dynam-
ics that propagate from a given local structure. The relationship between a
static configuration and the dynamic propensity of the configuration mean
that the relaxation time can be related to its structure.
Dynamic heterogeneities in glass-forming systems cannot be explained
by homogeneous thermodynamic theories that only consider static configu-
rations. In 2002 Garrahan & Chandler showed that dynamic heterogeneity
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can be interpreted as a consequence of dynamic constraints in the system[11].
They studied two stochastic dynamic models that exhibited dynamic hetero-
geneity and have a trivial distribution of static configurations: the East
model (see below) and the FA-model[35] with super-Arrhenius and Arrhe-
nius relaxation times respectively. They used the concept of a trajectory as
a history of the system evolving through time with an extent in space N ,
and a duration in time, the observation time tobs. Within trajectories there
are space-time domains where the system is slow-relaxing and dynamics are
suppressed.
By considering an ensemble of trajectories they found non-trivial struc-
ture emerge over time and the existence of spatial interactions that acted in
trajectory space only. The dynamic behaviour of the domains in space-time
is equivalent to the static behaviour of dense non-interpenetrating mixtures
in d + 1 dimensions. Over an ensemble the relation between temperature
and relaxation time can be described in terms of interfaces between the fast
and slow dynamic domains. In this manner Garrahan & Chandler suggested
that dynamic heterogeneities in a system were a sign of internal kinetic con-
straints, and that the behaviour of these systems may be best studied in
trajectory space.
Both of the models studied were conceived as examples of dynamic facil-
itation and are members of a class of models called kinetically constrained
models (KCM). The East model[36] is a one-dimensional spin-12 Ising model
with modified dynamics where a spin i can only flip if its left-hand neighbour
i+ 1 is in the “spin-up” state. In this model particles are “active” or “frozen”
depending upon the state of their neighbouring spin and dynamic activity is
measured by counting the number of spin flips over time. Fast domains will
exhibit more spin flips in a given time than slow domains. The dynamics
of the system can be described in terms of the number of spin-up sites as a
function of time, i.e. sites that facilitate motion and hence create activity.
In this context inactive domains of the system are “empty”, clusters of down-
spins with no excitations allowing them to flip – the domain is defined by
up-spins at each end and must relax from the left.
In 2005 Merolle et al.[12] measured the dynamic action, an observable
that is extensive in time and space, in the FA and East models. They mea-
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sured long exponential tails in the low-action probability distribution, indica-
tive of a system approaching phase coexistence with an inactive system in
trajectory space. Trajectories with an action that falls in the exponential tails
have entropy that is non-extensive in time. On a timescale τtails the exponen-
tial tails become statistically negligible. The existence of the tails means that
the system cannot equilibrate on timescales tobs < τtails. Hence the fact that
glass-formers fall out of equilibrium on finite, albeit long, timescales agrees
with the exponential distribution of low-action trajectories. They suggested
that the glass transition is a disorder-order dynamic phase transition in tra-
jectory space, there is a qualitative change in the distribution of trajectories
between the two phases. All of the configurations within trajectories are
drawn from equilibrium and the evolution from one configuration to another
is governed by equilibrium processes, only the time-integrated properties of
the trajectory change. The trajectories exhibited dynamic heterogeneity and
“bubbles” of inactive behaviour formed with trajectories. In the models stud-
ied inactive regions consist of a spatial extent of the system that contains no
excitations for a sustained length of time[30].
The idea that systems with trivial static behaviour can have non-trivial
dynamics that lead to interactions and structure over time is the key concept
of dynamic facilitation. The partition function of trajectories and the master
equation of the East model can be expressed analytically, the simple structure
and kinetic constraints mean that the dynamic behaviour can be explored
mathematically[37]. With regard to glassy behaviour the sudden change in
dynamics, and consistent structural properties, across the transition are a
strong motivation to study the behaviour of glasses in trajectory space.
The dynamics of particle systems are more complex and cannot be ex-
plored analytically, instead trajectory space must be explored numerically.
The glass phase is characterised by little particle movement and slow struc-
tural relaxation, defining a dynamic order parameter that measures particle
movement that contributes to relaxation can distinguish a dynamic transi-
tion to the glass. The dynamic activity is a general term used to describe the
amount of structural relaxation that occurs in a system, in discrete systems
it simply counts the number of configuration changes. In particle systems
the choice of definition for the activity is more nuanced and free to the inves-
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tigator with the proviso that the time integral of the quantity is monotonic.
To study the dynamic behaviour of a system we need to define a frame-
work which describes the properties of trajectories and the fluctuations of
the activity.
2.2 Thermodynamics of histories
We are interested in the fluctuations of dynamic observables in glassy sys-
tems. Classical thermodynamics is concerned with the statistical properties
of extensive observables, the mean and fluctuations about the mean, in en-
sembles of configurations. The ensembles are classified by the constraints
placed on the system, the microcanonical ensemble constrains the number
of particles, the volume and the energy of the system and the canonical en-
semble imposes a constant number of particles, volume and temperature of
the system. The two ensembles are equivalent for an appropriate choice of
the energy and temperature respectively. Temperature is the intensive field
that controls the average value of the extensive energy, that is temperature
is the conjugate field to energy.
We follow the explanation laid out in [38]. Thermodynamics describes
the probability distribution of configurations of large systems through the
counting factor:
Ω(E,N) = Number of configurations of size N with energy E (2.1)
where we are considering an extensive observable, here the energy E.















which describes the probability of different values of the energy at tempera-
ture T . (Note it is convenient here to use the inverse temperature β.) The
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probability of a configuration C with given energy E occurring in an ensemble
defined by Z(β,N) is simply:




where P denotes a probability distribution, this notation will be continued
throughout.






Singularities in f(β) indicate phase transitions between two or more phases
with a discontinuity in an associated order parameter. For example there is
a first-order discontinuity in the density at the gas-liquid phase transition at
the boiling point Tb.
Static thermodynamics imposes constraints upon a system that apply at
all times, equivalent to minimising the free energy with respect to those con-
straints. By applying constraints to time-integrated observables we can min-
imise the “dynamical free energy", in effect the power required to maintain
the constraints for the duration of integration[39]. To minimise this power
the system will enter states with long relaxation times, even in the presence
of a large energy barrier to first establish the state. In one-dimension this
means that there can exist phase transitions in space-time at finite temper-
ature, despite a lack of static phase transitions.
Moving to dynamic observables let the observable A be extensive in time,
e.g. the average of the mean squared displacements over a fixed time interval.
From a system moving through time draw a set of histories of duration t,
starting from some time t′ measure A until time t′ + t. We can define a
dynamical counting factor:
Ωdyn(A, t) = Fraction of histories of duration t with given value of A
(2.6)
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and the probability of observing a history of duration t, denoted by C(t),
with a given value of A in the s-ensemble of histories is:




This defines the s-ensemble and describes the statistical properties of fluc-
tuating dynamic observables in histories of fixed duration. At long times we
require that the system and the observable satisfy limt→∞ 1t ln [Ωdyn(at, t)]
is finite, where a = At , for the thermodynamic extension to dynamic observ-
ables to hold true.
There is an associated intensive ‘dynamical free energy’ in the ensemble





ln [Z(s, t)] (2.9)
Dynamic phase transitions occur at values of the field s when ψ(s) exhibits
a singularity[40].
If a static system has macroscopic constraints placed upon it one can re-
alise the corresponding macrostate by minimising the free energy of the sys-
tem subject to the constraints. This corresponds to minimising the amount
of work required to apply the constraints microscopically, it is clear that this
defines the macrostate. If a dynamic constraint is placed upon the system
then we should minimise the dynamic free energy to find the macrostate of
the constrained system. This corresponds to minimising the power required
to maintain the constraints over time against thermal fluctuations[39].
For a given constraint, minimising the dissipated power is not equivalent
to minimising the work of every configuration. Creating a state with a long
relaxation time can mean less power is dissipated even if the work required
to create the initial state is high[41]. Hence constraints on dynamic variables
are a natural way to address metastable states and slow relaxation processes.
Ensembles of particle systems which have been created using conditioned dy-
namics have been suggested as models for glassy behaviour: the dynamically
inactive state is the same as the glassy state and exhibits slow relaxation
back to the equilibrium behaviour of the unconstrained system[22].
To further illustrate the generality of thermodynamics applied to ensem-
bles of histories we briefly describe another dynamical ensemble. Instead of
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the observable A fluctuating in histories with fixed duration t, consider the
time required for the measured observable to equal a given value of A. This
fluctuating time observable has been described by Garrahan et al.[42] and






where X is the field conjugate to the duration. The general concept of fixing
one constraint while allowing the conjugate variable to fluctuate under the
constraint can be extended into dynamic systems.
2.2.1 The s-ensemble
Subject to the requirement on the long-time limit and monotonicity, the
choice of dynamic observable is free to be suited to the investigation. The ob-
servable should contain information about the particular physical process one
is interested in, for example the total number of particles that flow through
a system connected to two reservoirs. We are interested in metastable con-
figurations with long relaxation times and their relation to glassy behaviour,
as such we define an observable that measures the extent of structural relax-
ation in time.
To quantify structural relaxation we measure the amount of movement
on length scales that contribute to relaxation. We study particle systems
with repulsive pairwise interactions evolving through time with stochastic
dynamics. The extensive activity K of a trajectory is a sum of the total








in accordance with [13], where tj = j∆t and [x(t)] represents a trajectory: a
single realisation of a given system evolving in time.
rˆi is the position of particle i relative to the centre of mass r:
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assuming all particles have the same mass.
We want to measure motion that is significant in terms of structural re-
laxation and brings about a qualitative change in structure, rapid vibrational
motion about fixed positions should be ignored. Hence the coarse graining
time ∆t should be chosen to be roughly equal to τβ , the timescale for particles
to explore their local environments through thermal vibration, this means
that K cannot measure processes that occur on timescales less than τβ .
The activity is a space-time observable, it is not defined for a single
configuration and will exhibit finite size effects both in time and space. As
K is extensive in space and time, we define an intensive activity k that we





To investigate trajectories with atypical values of the activity we define a
biased ensemble that depends on a field s that couples to the activity[38]. The
ensemble at s = 0 is typical of equilibrium behaviour and the distribution
of the activity has a “normal” mean and variance. The ensemble is defined






Recalling the definition of the free energy on Equation 2.9 the average activity







where the subscripted 0 indicates the average is taken from the unbiased,
equilibrium system. For sufficiently large Ntobs the statistical properties of
trajectories from the biased ensemble at fixed s are equivalent to those of tra-
jectories where K is constrained. We can exploit this numerically and study
a constrained system by using established biased sampling techniques[43].
By measuring the probability distribution Ps(K) for different values of
s we can reconstruct the equilibrium distribution P0(K) for atypical values
of K. The sampling under bias is used to investigate behaviour that would
be very rare in the equilibrium distribution but effects a qualitative change
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in the properties of the system. If there is a dynamic phase transition at a
finite bias, s∗, the reconstructed distribution P0(K) exhibits non-Gaussian
behaviour away from typical values of the activity. The s-ensemble is a means
of estimating just how rare rare events are and investigating the processes
responsible for the change in behaviour.
The counting factor Ωdyn(K, t) cannot be obtained numerically and in-













Using this we can estimate the dynamic free energy:
ψ(s) = − lnZK(s, t)
Ntobs
(2.17)
The s-ensemble has been used to study low activity glassy states in kinet-
ically constrained models[44, 32], lattice models[21] and particle systems[17].
Different models use different definitions of the activity, in discrete systems
the activity can be a function that counts configurational changes, for ex-
ample spin flips. In all cases the activity was chosen to measure structural
relaxation and so the low activity phases exhibited long relaxation times and
glassy behaviour. Although these metastable states may occur very rarely
in equilibrium systems their long lifetime means that they can play a dispro-
portionately large role in the behaviour of the system.
2.3 Dynamic phase transitions in model systems
The s-ensemble is a natural way to study a system in trajectory space and
can be used to investigate dynamic phase behaviour. In kinetically con-
strained models there is a dynamic phase transition between active and in-
active phases, this corresponds to the active and inactive domains of the
system (as discussed above) expanding to dominate the system.
The dynamic behaviour of KCMs can be predicted by considering prop-
erties of a static configuration. Let ν(C) be the total escape rate from con-







ν(C) = 0 (2.18)
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then in the thermodynamic limit there exists a state with a sub-extensive
escape rate. If there exists a state with a sub-extensive escape rate then
there is a dynamic transition between equilibrium states and metastable
states with no applied bias to the system (at s = 0)[38]. These metastable
states correspond to the inactive phase of KCMs where, due to the discrete
nature of the activity, k = 0. The transition is defined by the change in the
dynamic order parameter, but there is an accompanying structural change.
Another class of simple models that have been used to investigate dy-
namic phase transitions are exclusion processes. The simple symmetric ex-
clusion process (SSEP)[45] consists of a one-dimensional periodic lattice of
L sites with N hard particles, a maximum of one particle is allowed on each
lattice site. A given configuration can be described by the occupation num-
bers nj , where 0 ≤ j < L denotes a lattice site and nj = 1 for an occupied
site, and 0 otherwise. The distribution of configurations can be described
just using the parameter φ = N/L, with particles distributed randomly as
an ideal lattice gas. Dynamically particles can hop to their neighbouring
sites, with equal rates for left and right hops, provided the target site is un-
occupied. The dynamic activity is defined by counting the number of hops
in a fixed observation time.
The dynamic phase behaviour of this model can be solved analytically
in several ways. Fluctuating hydrodynamics can be used to describe the
dynamics of the system as a continuous distribution of particles on large
length scales. By defining a continuous local density ρ(x, t) and considering












σ(ρ)η = 0 (2.19)
where D(ρ) = 1 is the macroscopic diffusion constant of ρ, σ(ρ) = 2ρ(1− ρ)
is a function that describes the macroscopic dynamics of the SSEP and η is
a Gaussian white noise with correlations 〈η(x, t)η(x′, t′)〉 = δ(x−x′)δ(t− t′).
The activity is then written as an integral of σ(ρ) over x and t, considering
any relevant rescalings of time and position. It is then possible to consider
the large deviations of the activity by writing the generating function of the
activity, G(s, L, t, ρ0) as a path integral (see[40] for more details). This can
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produce an expression for the optimal density profile for a given 〈K〉 and
s. Appert et al.[21] showed that the large deviation function of the activity
could also be expressed analytically.
As the activity is a dynamic observable it is extensive in space and time.
The phase behaviour of the system can be considered using space-time bub-
bles of the non-dominant phase[30]. In a finite trajectory of the active phase
there are small bubbles of the inactive phase that present as rare fluctu-
ations. From the active phase as s → s∗ the typical size and lifetime of
the bubbles increase until at s∗ there is coexistence between the active and
inactive phases.
There is a first-order dynamic transition to an inactive phase that corre-
sponds to a kink in the density profile and phase separation of particles into
a single dense cluster. A phase separated configuration of the SSEP satisfies
the condition in Equation 2.18, the structure cannot relax and breaks ergod-
icity for the system. Only the two end particles can move, thus the escape
rate for the block configuration is reduced to the 2 possible moves out of the
2N total moves, the escape rate vanishes in the large system limit. However
the energy of the phase separated configuration is the same as any other
configuration, there is no static thermodynamic transition between the fluid
and the phase-separated state.
A common component of simple dynamic models is the hard nature of the
constraints. Hard constraints mean that, once formed, dynamically inactive
systems do not relax back on a finite timescale and so can exist at equilib-
rium. However if the constraints are softened then the inactive phase can
always relax at finite temperature and the activity does not fall completely
to 0. Elmatad et al.showed that softening the constraints in a kinetically
constrained model causes the lifetime of the inactive state to become finite
and the first-order transition to the inactive phase occurs at a finite value of
the dynamic field[32]. Furthermore the transition line in soft systems ends
in a finite temperature critical point, Figure 2.2 shows the schematic phase
diagrams for systems with hard and soft dynamic constraints.
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Figure 2.2: Generic phase diagrams for biased ensembles of trajectories,
equilibrium behaviour is found along the s = 0 axis. Filled circles represent
finite-temperature critical points, lines represent dynamic phase transitions.
(a) Represents the phase diagram for KCMs with hard constraints, e.g. fa-
cilitated spin models like the East model, the coexistence between active
and inactive states remains at s = 0 for all temperatures. (b) Represents
the phase diagram for systems with soft constraints such as thermal glass-
formers, there is a critical point at finite temperature above which dynamic
facilitation is weak compared to fluctuations and no transition occurs. At
sufficiently low temperatures there is a dynamic transition at finite bias with
finite-size scaling analogous to a first-order phase transition.[32]
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2.3.1 First-order phase transitions
The dynamic transitions discussed above are first-order with respect to the
activity. A phase transition is defined in terms of an order parameter and
a control field, the order parameter is an observable that can characterise
the phase of the system uniquely, the transition leads to a change in the
order parameter. The control field is thermodynamic field that can cause a
a transition between one phase and another. For a liquid-vapour transition
the density, ρ of a system is an order parameter that can distinguish the
phases, the temperature or the pressure of the system can control the transi-
tion. First-order phase transitions are defined by a discontinuity in the first
derivative of the order parameter with respect to the control parameter, for
example ∂ρ∂T =∞ for the liquid-vapour transition.
For an equilibrium thermodynamic system characterised by the order
parameter M the ensemble mean can be written as 〈M〉 (h,N), where h is
the conjugate field to the observable M . The intensive order parameter is
defined as m = M/N . We can define a partition function ZM (T, h) and
an associated free energy F (T, h) = −kBT lnZM (T, h). The probability





where Ω(M) is a counting factor that counts the number of microstates with
the order parameter equal to M . The distribution of M in a single phase





(h,N)− 〈M〉2 (h,N) (2.21)
The variance of the extensive observable is proportional to N due to the
central limit theorem[47]. The variance of the intensive observable obeys
Var[m(h)] = 1
N2
Var[M(h,N)], hence Var[m(h)] ∝ N−1 in a single phase
system.
The susceptibility χ(h) is defined as:
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thus χ(h) is a constant with respect to N . Hence in a single phase the
susceptibility is a constant and the mean intensive order parameter varies
smoothly with the field h.
Fluctuations in the order parameter can be related to the partition func-
tion by:










note that this is equal to−〈M〉 (h,N) by definition of Ph(M). The derivative


























hence Var[M(h,N)] = −∂〈M〉(h,N)∂h . Thus the mean and the variance of the
order parameter are related to the derivatives of the partition function.
If the system contains a region of a second phase then the total order
parameter is M = (N − n)ma + nmb where n is the size of the subsystem
that is in phase b and mi is the intensive order parameter of phase i. The
probability of a subsystem of size n to be in a different phase is proportional
to the difference in the corresponding bulk free energy and the surface tension
between the two phases. We define an intensive free energy per particle
f = F/N . At constant temperature:
Pb|a(n) ∝ e−[(N−n)fa(T,h)+nfb(T,h)+γAab] (2.28)
where fa is the bulk free energy of phase a and fb of phase b, γ is the surface
tension between the two phases and Aab is the interfacial surface area. In a
system of phase a then phase b is metastable and fb > fa, thus the probability
of a subsystem of phase b decays exponentially with the size of the subsystem.
As N → ∞ at constant h the ratio n/N → 0 and the total intensive order
parameter m = ma− nN (ma−mb) tends to ma. In the thermodynamic limit
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the typical size of fluctuations becomes vanishingly small compared to N
and the system is in a single phase with order parameter M = Nma, and
the variance in M reduces as N−1.
At a first-order phase transition the scaling with system size fundamen-
tally changes due to the coexistence of two phases. If h∗ is the critical field
for a transition from phase a to phase b with a change ∆M = Ma−Mb, then
the distribution ofM at h∗ is bimodal with two peaks at Ma and Mb respec-
tively. The variance of a bimodal distribution Ph∗(M), with equal weights



















where χi is the susceptibility of phase i and the mean of the bimodal distri-
bution is 〈Ma〉+ ∆M2 .
Hence Var[M(h∗, N)] ∝ N2 and so χ∗a ∝ N . In the thermodynamic limit
N → ∞ the susceptibility diverges at h∗ and M becomes discontinuous.
The average intensive order parameters (ma and mb), and the variance of
the bimodal distribution Var[m(h∗)], remain fixed with respect to N . At the
transition f(T, h∗) = fa(T, h∗) = fb(T, h∗) and so the probability of phase
fluctuations depends only on the interfacial area between the two phases Aab.








Both phases are equally likely (as shown by the bimodal histogram) but the
probability of an interface between phases is still proportional to e−γAab .
The probability of the system spontaneously switching from one phase to
another at coexistence requires a subsystem of n ∼ N/2 to nucleate in the
opposite phase. If the second phase has density ρb then a spherical region
of the system of size n has a surface area Aab = 3n/ρbr and radius r. At
h∗ the probability of a subsystem of size n changing phase is proportional to
e−γ3n/2ρbr.
As N → ∞ the variance of the total distribution Ph∗(m) remains con-
stant but the variance of each unimodal distribution reduces as N−1. Hence
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as system size increases the two peaks become a narrower and the overlap of
distributions reduces.
For dynamic phase transitions there is a similar scaling of the transition
but the order parameter is extensive in time as well as space and fluctuations
of a second phase have a lifetime τ as well as a size n. This means that
equation 2.28 becomes:
Pb|a(n, τ) ∝ e−((N−n)τFa(T,h)+nτFb(T,h)+γτAab) (2.31)
where the energy required to maintain the surface Aab becomes the work
required to maintain the boundary over the time τ . Hence for dynamic
phase transitions one expects that the susceptibility scales as χ∗dyn ∝ Ntobs,
where tobs is the duration of trajectories and χdyn = −dkds .
2.4 Dynamic phase transitions in atomistic systems
In the last decade there has been an increasing body of work that focussed on
the dynamic behaviour of soft particle systems across the glass transition[13,
18, 15]. In this context the glass corresponds to the dynamically inactive
phase of the system with soft constraints imposed by the inter-particle po-
tential and s∗ > 0. As s→ s∗ the typical space-time bubbles of the inactive
phase become larger in space and time, this causes the dynamic hetero-
geneities seen in glass formers approaching TG.
Previous studies of a three-dimensional Kob-Andersen (KA) glass form-
ing system[14], subjected to dynamic bias using the s-ensemble formalism
described above, found a first-order dynamic transition[13] to an inactive
state at finite s∗. The KA mixture is a binary mixture of particles with a
diameter ratio of 1 : 0.8 and a number ratio of 80 : 20, the mixture is known
to frustrate crystallisation. The system did not crystallise nor phase sepa-
rate, unlike kinetically constrained models there was no obvious structural
difference between the active and inactive phase. Configurations drawn from
the inactive phase had long relaxation times and a lower potential energy
compared to the active phase. They found that the inactive state had a
structure characteristic of a lower temperature system, although the thermal
vibrations of particles were equivalent to equilibrium.
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The separation between the two phases of the bimodal distribution Ps∗(k)
increased with tobs in accordance with a first-order transition as discussed
above. The transition between a supercooled fluid and a glassy inactive phase
in the KA mixture has been observed using a number of different dynamic
order parameters; the mean squared displacement of particles as in Equa-
tion 2.11; the number density of active particles[17]; the number of particles
in 11A structural clusters[18]. The 11A cluster is a cluster of 11 particles
in a bicapped square antiprism configuration with a low potential energy,
measurements of the glass phase have shown an increase in the number of
11A clusters. All of these investigations have found a dynamic transition at
finite bias and the same qualitative glassy properties of the inactive phase.
In 2003 Garrahan & Chandler used the number density of dynamic exci-
tations to explain dynamic heterogeneities and glassy behaviour in a coarse-
grained glass-former[49]. They deconstructed the system into a lattice and
described cells as either mobile or immobile, the density of mobile cells can
distinguish between strong and fragile behaviour of the glass-former. In 2012
Speck & Chandler used the number density of mobile particles in the KA
mixture as an order parameter to measure the dynamic phase transition[17].
Coupling the dynamic field s to the density of mobile particles showed a
first-order dynamic transition equivalent to the transition in the activity. In
general the density of localised excitations in a glass-forming system defines
the dynamic behaviour of the system, suppressing the density of excitations
results in an inactive metastable phase.
The transition can also be driven by a dynamic structural bias as in[18]
but if a static chemical potential is applied to the system then no transition
is observed. Thus the structure of the system at a given moment affects
the future dynamics and relaxation properties, e.g. through the vibrational
density of states, but the transition only occurs in the context of dynamic
observables and biases. This principle is one of the chief results that links the
transitions in KCMs to those in particle systems, they cannot be driven by
static order parameters. There are concomitant changes in static observables
in particle systems, for example the potential energy of the system[13], but
these observables cannot be used to drive the transition.
The definition of the activity is obviously important and by describing
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different processes they can reveal new information about the underlying
phase transition. In studies of the KA glass-former two different definitions
of the activity were found to be anti-correlated: one measured movement
on short length and time scales, we will call it Kalt. The other observable
measured movement as in equation 2.11. The transition in Kalt occurred
at negative salt and was between equilibrium and a phase with a higher
value ofKalt, and more short range, vibrational motion. The transition in
K, at s∗ > 0, was to a phase with lower K, trajectories with less motion on
timescales comparable to τα. The transition in both cases is between equi-
librium behaviour and slow relaxing metastable behaviour and it is robust
to different measures of the dynamic activity. Consideration of the energy
landscape showed that for both definitions of K the inactive phase had a
qualitatively different Hessian eigenvalue distribution from equilibrium[16].
2.5 The inactive phase of atomistic systems
An analysis of the inactive phase of the KA system was performed by Jack
et al.[22] in order to clarify what structural properties, if any, lead to config-
urations with low dynamic propensity. They considered the potential energy
of configurations as a sum of an inherent structural energy, EIS(C)[23], and
“vibrational” contributions from the motion of particles about that inherent
structure (IS), Evib(C). They found that for configurations drawn from the
inactive phase EIS(C) was much lower than equilibrium configurations at the
same temperature. The value of EIS was typical of equilibrium configura-
tions at much lower temperatures, the inactive phase occupies a lower energy
basin in the potential landscape. The value for the vibrational energy was
equal in both dynamic phases, and agreed with the theoretical prediction




Jack et al. also measured the vibrational density of states, an approach
that was expanded upon by Fullerton & Jack[16]. Fullerton showed that the
differences in the potential across the transition could be described in terms
of structural modes[50]. There was a suppression in both the lowest and
highest eigenfrequency modes of inactive configurations relative to equilib-






Figure 2.3: The difference in the energy landscape of the equilibrium and
inactive phases. In the inactive phase the stiff modes relax and become
typical of a lower temperature system, the strongly curving direction of the
energy landscape is shallower and so local motion is easier. The soft modes
are suppressed and the long-range motion between inherent structures has a
larger energy barrier.
rium configurations. This was interpreted in terms of the typical excited stiff
and soft modes. The stiff modes of the system correspond to rapid vibrations
on short length scales about fixed positions, by suppressing the highest fre-
quencies of the system the available stiff modes become softer. Alternately
the low-frequency soft-modes of the system correspond to large scale struc-
tural relaxation and so the suppression of these modes is consistent with the
inactive phase occupying a region of the energy landscape typical of lower
temperatures. The dearth of soft modes leads to structural stability and
frustrates structural relaxation, hence the metastable nature of the inactive
phase. Figure 2.3 illustrates the difference in vibrational modes (a similar
figure is shown in [16]).
Allowing the inactive phase of the KA mixture to melt back to equilib-
rium showed not only a long relaxation time for inactive configurations but
also a different mechanism for relaxation[22]. For an equilibrium configura-
tion melting from a lower to a higher temperature there are two stages to the
melting process in the potential energy. Firstly there is a rapid thermalisation
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of fast vibrational motion along the stiff modes of the system to behaviour
typical of the new temperature. Then there is a second slower relaxation
in the structure to an equilibrium state of the new temperature, this corre-
sponds to the system relaxing along soft modes of the system. However if a
configuration is taken from the inactive phase and then melted back to s = 0
under equilibrium dynamics there is only one step in the melting. There
is no short-time thermalisation of the stiff modes, only a slow relaxation of
the structure along the soft modes. The vibrational energy of the inactive
state is equal to that of equilibrium so no relaxation of short time particle
vibration is required, this agrees with the inactive phase adopting a lower
energy inherent structure while maintaining equilibrium thermal vibrations.
2.6 Jamming
Consider a system of repulsive particles at low density, there is almost no
pressure in the system as the particles interact rarely. Upon rapid isotropic
compression particles will collide and there will be finite forces in the system
as particles move relative to one another to resolve interparticle forces. Even-
tually at high densities the particles will be unable to resolve forces through
movement, the pressure will diverge as the system has jammed. Jamming is
defined as the point where a system develops a yield stress in the disordered
state[51]. If the compression is slow enough the system will instead crys-
tallise, although the crystal packing shares the mechanical properties of the
jammed state it possesses structural order not found in jammed packings.
As a system is compressed it explores a series of packings closely related
in configuration space, although there may be many equal configurations at
given φ the system cannot explore them due to geometric constraints. This
creates a disjointed set of “clusters” in configuration space, each correspond-
ing to a closely related group of configurations that a system can explore[52].
As density increases each cluster contracts around a single jammed state,
hence there are many possible jammed states but transitions from one to
another are forbidden.
The jammed state is mechanically stable and can support external forces





Figure 2.4: The decomposition of a high dimension configuration space as
density increases. The possible configuration space collapses about a small
number of high-density packings. In the first panel there are a large number
of available configurations in the system. In the middle panel the number of
possible configurations has reduced and structural relaxation between clus-
ters of closely-related configurations are rare, relying on a small number of
kinetic pathways. In the final panel the regions are completely separated as
the system cannot move between all possible configurations.
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their neighbours. Hence the particle coordination number is a critical metric
for jamming and is a more sensitive measure of jamming than the packing
fraction[53]. The distribution of the coordination number can distinguish
between disordered jammed states and the crystal packing. For a given
system at finite N there is no single well-defined packing fraction where the
system jams, φJ . Instead φJ occurs over a range of packing fractions and
is dependent upon the initial configuration and the protocol that is used
to produce the jammed packing[52]. By changing the algorithm or tuning
parameters in the jamming protocol, the average jammed packing fraction
〈φJ〉 can be changed by as much as 8%[54]. Typically jamming protocols use
a parameter γ that describes the rate of change of φ in the system, this can
be varied by many orders of magnitude and the chosen value of γ can have
a large effect on the resultant distribution of φJ .
The extreme slow down of dynamics, with structural relaxation times ex-
ceeding experimentally accessible timescale, and the fragmentation of phase
space into a very complex, heavily pitted landscape, brings about compar-
isons to the glass transition. The jamming picture described above is more
severe than glassy behaviour: in glasses the structure can still relax and
explore phase space, albeit extremely slowly, and there are no constraints
on the pressure or coordination numbers. It is possible that the two transi-
tions are related and that the structural arrest of the glass means that the
jammed states are simply not seen, although they may be the final state that
the system relaxes toward.
Figure 2.5 shows possible phase diagrams for jamming (similar to the
one first suggested in[5]) which separates ergodic, flowing states from glassy
states that are kinetically trapped and jammed states that are geometrically
trapped in phase space. The point G represents the point where the struc-
tural relaxation time τα diverges for hard spheres, and point J represents
the point where the pressure diverges at zero temperature[7]. In the dynamic
facilitation model there is no static glass transition so that there is no phase
diagram in the T − φ plane.
At finite temperature the possibility of an ideal glass transition makes
the phase diagram more complicated. If it exists then ergodicity is lost




















Figure 2.5: Two possible jamming-glass phase diagrams for particle systems
assuming a glass transition. (a) If there is no unique value for φJ then there
is no jamming phase transition and instead there is a broad distribution of
jammed packings at zero temperature. (b) If the jamming and the glass
transition are separate then the points G and J represent two different tran-
sitions: the zero temperature glass transition at G and the lowest density
jammed packing at J [55]. Both of these represent the ground state of a
system at fixed φ, however slow dynamics in the glassy phase, and kinetic
trapping in the jammed phase, may make packings characteristic of low-T
impossible to reach.
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ure 2.5(a). Point J then represents “glass close packing” (GCP ), the lowest
density where the pressure of the glass diverges and jamming occurs. There
is controversy over how well defined J is, and whether a sharp transition in
jamming behaviour persists at finite temperature[56, 57, 58]. We will follow
the definition in Ref. [19] and consider jammed packings for hard particles
to be packings that cannot be compressed further without causing particle
overlaps, thus they have infinite pressure.
In hard systems there are models that suggest the pressure diverges at
the same point as the relaxation time, hence the points G and J would
be equal as in Figure 2.5(b). In this picture the ground state of a glass
is a jammed packing, although slow dynamics may prevent this from being
reached in real systems. This also does not preclude a finite temperature
jamming transition at higher packing fractions.
It is accepted that glassy behaviour leads to a large range of jammed
packing densities[19], whether this is due to ageing effects of the preced-
ing glass, or due to an underlying thermodynamic effect is unknown. The
dynamically inactive state previously found in particle systems occupies a
different portion of the energy landscape from equilibrium, characteristic of
a lower temperature system[16]. The relaxation of the high frequency vibra-
tional motion in the system results in a higher value of the compressibility as
particles are able to explore their local volume more easily. Configurations
with higher compressibilities naturally jam at higher packing fractions.
The jamming density, φJ is not well-defined for any system so we will
consider distributions of φJ produced by taking configurations for both dy-
namic phases and using a jamming protocol to find the “nearest” jammed
packings in configuration space. The decomposition of configuration space
as the system approaches jamming means that the active and inactive phases
could correspond to different regions of the jammed space. We can associate
the final jammed density of a configuration with the rate of compression,
denser packings are the result of slower compression. Particles’ ability to
move and rearrange during compression affects the rate of compression, more
local rearrangements effectively reduces the rate. If the active and inactive
phases, once jammed, result in different distributions of φJ then the struc-















Figure 2.6: A possible schematic relation between finite-temperature states
and zero-temperature jammed density φJ . The exact results obtained will
result upon the protocol used to move from the finite-temperature configura-
tions to the jammed states. φRCP represents the hypothetical “random close
packed” density, the maximum density a disordered packing can obtain. (a)
The resultant distributions of φJ may correspond to different regions of the
jammed configuration space. (b) Or the two initial sets of configurations
may correspond to the same region of the jammed configuration space and
the same distribution of φJ .
the jamming behaviour of the system is sensitive to dynamic behaviour. We
can attribute this difference to the ease of local rearrangements and the na-
ture of the system’s stiffest vibrational modes. If the distribution of φJ is the
same in both phases then the dynamic behaviour of the system is not related
to jamming and the change in the distribution of modes disappears under the
jamming protocol. Figure 2.6 shows the possible scenario schematically, the
two landscapes are shown with respect to a generalised set of coordinates
in configuration space r. Figure 2.6(a) shows the first situation described
above, the active and inactive phases correspond to different minima on the
energy landscape and when jammed they result in different jammed distri-
butions. Figure 2.6(b) shows the degenerate situation described above, the
active and inactive phases correspond to the same minimum on the energy
landscape and when jammed they result in the same jammed distributions.
There is a long-range structural signature of jammed packings, the sup-
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pression of infinite range density fluctuations, measured as a suppression of
the structure factor S(q) as q → 0. This has been observed in may systems
with quasi-long-range interactions and has been described as a sign of “max-
imally random jammed” configurations[59]. This phenomena is known as
hyperuniformity and has been suggested as a physical mechanism to satisfy
strong constraints. Hyperuniformity allows a system to have a crystalline
long-range density profile and a fluid structure with translational symmetry.
Systems that are subject to strong constraints or are highly optimised with
respect to a fitness function tend to hyperuniformity: charged systems with
strong long-range interactions[60], jammed packings of hard particles[59] and
colloid[61] and the distribution of photosensitive cells in birds’ eyes[62].
Chapter 3
Simulation methodology
We use numerical simulations to solve the relevant equations of motion and
sample trajectories of several different systems under different conditions.
There are two algorithms operating on two separate timescales: Monte Carlo
techniques are used to propagate the system through time and generate tra-
jectories, while transition path sampling is used to perform sampling across
trajectories as entire objects.
We will study a one-dimensional model of hard particles diffusing in a
periodic system. The particles have a finite length l0 and the density of the
system is defined as φ = Nl0/L where L is the length of the system. We also
study a three-dimensional binary system of harmonic spheres undergoing
Brownian motion. We will study both systems in the constant-volume and
constant-pressure ensembles, the models are discussed further in sections 4.1
and 5.1, here we discuss the specific method of simulating the equations of
motion.
3.1 Monte Carlo dynamics
3.1.1 Metropolis algorithm
Particle motion was simulated using local move Monte Carlo dynamics and
the Metropolis algorithm[63]. A particle, p, is chosen at random and is
displaced by a random distance, δr. In d dimensions δr is obtained by
drawing a random displacement for each dimension from the interval δxd ∈
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[−Λ,Λ], and proposing a particle move accordingly. The potential energy
of the particle at its new position, Up(r + δr), is calculated and compared
to the energy prior to being moved. The probability of the proposed move
being accepted is subject to the conditions:
Paccept =
e−β(Up(r+δr)−Up(r)), if U(r + δr) > U(r)1, otherwise (3.1)
A random number is drawn from the interval µ ∈ [0, 1) and if x < Paccept
the proposed move is accepted. If x > Paccept then the proposed move is
rejected and the particle is returned to its original position. In either case
the number of attempted moves and the simulation time are incremented
accordingly.
This algorithm samples thermodynamic equilibrium by accepting or re-
jecting configurations with a probability equivalent to their weight in an equi-
librium ensemble. The Metropolis-Hastings algorithm describes a Markov
process that obeys detailed balance as defined by[64]:
P (a)P (a→ b) = P (b)P (b→ a) (3.2)
for any two states a and b where P (a → b) is the transition probability for
the system to move from state a to b. At thermodynamic equilibrium the
probability of being in a state a is dependent on the potential energy of the
state, U(a), and the inverse temperature. Hence to obey detailed balance
the transition probabilities must obey:
P (b→ a)




The acceptance probabilities in eq. (3.1) satisfy this criteria.
In the one dimensional systems the particles cannot overlap and a parti-
cle’s neighbours remain constant so the conditions can be simplified to:
Paccept =

0, if rp+1 − rp + δr < l0
0, if rp − rp−1 + δr < l0
1, otherwise
(3.4)
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where p±1 indicates the right and left handed neighbours of particle p respec-
tively. The probability that a particle move will be accepted is proportional
to the free space around a particle, up to the limit Λ.
We are simulating the dynamics of diffusive systems and we need to set
a physical timescale. In the dilute limit particles will undergo a free random
walk through the Metropolis algorithm. We can relate the physical process
to the random walk by comparing a physical diffusion time to the number of
Monte Carlo moves that are attempted in the dilute limit. From a diffusive





where d is the dimensionality of the system and Dp is the diffusion coefficient
for particles.
The particle motion can be described by a random walk in d dimensions
with random step sizes δr ∈ [−Λ,Λ]. The mean squared displacement for a









We define a physical timescale called the Brownian time, τB, which is the
average time for all N particles to move a diameter and define the particle
diffusion coefficient as Dp =
l20
2τB




Generically we will use l0 as the diameter of particles in the system and
unless otherwise stated σA can be directly substituted. This means that the
number of Metropolis algorithm moves in the simulation that correspond to
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3.1.2 Continuous time Monte Carlo algorithm
In the constant density one dimensional system the only dynamics are local
particle moves and the maximum number of possible moves is 2N . Let P (p+)
be the relative1 probability of particle p successfully moving to the right and
P (p−) be the relative probability of p moving left. Then:
P (p+) = min [(rp+1 − rp − l0),Λ]
P (p−) = min [(rp − rp−1 − l0),Λ] (3.9)




min [(ri − ri−1 − l0),Λ] (3.10)
where Ptotal is the unnormalised sum of the probabilities of moving left and
right over all particles. Using equation eq. (3.9) we can calculate the proba-
bility of every possible move and so instead of proposing and testing moves
we can implement a rejection free algorithm.
Treating each possible move as a discrete event that corresponds to es-
caping the current state and entering a new state means that we calculate all
possible transitions and the associated rate. The sum of all these probabili-
ties is the total probability of escaping the current state and νesc = αPtotal
is the total escape rate for the current state where α is a constant that sets
the relevant timescale. The value of α will be discussed below.
As this is a Markov process each event is independent of previous events
and so the probability of remaining in a state after a time, t, follows an
exponential form Psurvival(t) = e−νesct. The probability of not remaining in
the state after a time t′ is 1−Psurvival(t′), and equal to the probability that
the system has escaped the original state during t′. Expressed in terms of the
escape probability we can write 1−Psurvival(t′) =
∫ t′
0 Pesc(t)dt. Transforming
from Psurvival(t) to Pesc(t) we have:
Pesc(t) = νesce
−νesct (3.11)
and the average escape time is 〈tesc〉 = 1νesc .
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All allowed configurations have equal energy so all moves are equally
likely. By drawing a single random number from µ ∈ [0,Ptotal) we can select
a particle, a direction and displacement with correct probability. This means
that no time is wasted proposing and checking moves that will be rejected.
For each move the simulation time is incremented by a waiting time that
represents the time for an event to occur. Hence we draw a random waiting









where µ′ is a second random number drawn from the interval (0, 1] and α
is chosen to ensure tstep = 〈twait〉 in the dilute limit. In the dilute limit all
particles can move the maximum distance so Ptotal = 2NΛ. This means
that the relationship between the available free volume to move into and the












3.1.3 Monte Carlo volume dynamics
The constant pressure simulations include system wide barostat moves to
change the volume of the system by scaling the positions of all particles uni-
formly. The changes in volume can be described by connecting the system to
a hypothetical piston that moves and compresses or expands the system. The
force exerted on this piston by the system is described as the instantaneous
pressure, P.
It is important that we simulate the dynamics of the volume coordi-
nate consistently with the motion of the individual particles and that we
understand the relationship between the structural and volume relaxation
timescales. We need to relate the physical timescales for the particle coor-
dinates and the volume, the relationship can be calculated by introducing a
Langevin equation, describing the motion of the volume coordinate[65]:






2DV ηV (t) (3.15)
where δP is the difference between the average applied pressure and the
instantaneous pressure, the piston has been treated in the limit of having zero
mass and DV is the diffusion coefficient for the volume coordinate. ηV is the
noise term, with zero mean and zero time correlation 〈ηV (t)ηV (t′)〉 = δ(t−t′).
To a linearized approximation the isothermal compressibility, κT relates
the volume and pressure:
δP ≈ ∂P
∂V
δV = − 1
V κT
δV (3.16)
Where V is the average volume of the system. Using the linear approximation
we can rewrite equation 3.15 as:
˙δV = −λδV +
√
2DV ηV (t) (3.17)
where λ = DV
V κT kBT
.
Solving equation (Equation 3.17) gives that the volume autocorrelation
function can be written as:
〈δV (t)δV (t+ τ)〉 = V kBTκT e−λτ (3.18)
for τ > 0, so the volume relaxation time is τV V = λ−1.
From a hydrodynamic argument the time required for the system to equi-
librate to a change in volume involves all particles and the information about
the volume change must propagate across the system. Hence the relaxation









and L is the average length of the system.
Equating the two expressions for τV V and assuming that Dp = DC we
can relate the particle and volume diffusion coefficients, where Dp is the
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If we use this constraint then we can define the dynamics of the system
with only four parameters N,T, P and one of the diffusion constants (Dp,
DV ). All timescales can now be expressed in terms of τB at equilibrium, and
volume changes can be incorporated into the Monte Carlo algorithm.
For every individual Monte Carlo step we can either propose a parti-
cle displacement or a volume change. We propose a volume change with
probability Pbaro, otherwise a particle displacement is attempted. We set
Pbaro = (N+1)
−1 so that, on average, each particle attempts a move for each
proposed volume change. This means that a single volume move should cor-
respond to a timescale, tbaro, equal to N particle moves, i.e. Ntstep = tbaro.





Relating this time to the duration of an average step in a one coordinate






where a proposed volume change is selected in the interval [−ΛV ,ΛV ] with
uniform probability. Combining eqs. (3.20) to (3.22) we can express the





where d is the dimensionality of the system and V = Ld.
If we use Pbaro = N−1 and choose volume changes in the interval de-
fined above we can relate the physical volume relaxation time τV V with a
simulation timescale:











the relaxation time for the volume scales as the length of the system size
squared.
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3.2 Trajectories
A trajectory is a single history of a system evolving through time, in practi-
cal terms it is a series of configurations stored in order with time ∆t between
them. From Equation 2.11 the activity is calculated from these configura-
tions. In order to define a single value for a static structural measurement
that can describe a trajectory we take an average over the configurations in
















remembering that tobs = M∆t. We use trapezium rule to calculate the
average over the configurations. The temporal boundary effects shown in
Figure 3.1 results in a subtle change in the value of observables and so we omit
the start and end of trajectories to improve our measurements. Figure 3.1
shows the average potential energy profile across trajectories of particles. The
temporal boundary effects can be seen at the start and end of the trajectory
in Figure 3.1[38].
We use the notation 〈·〉 for an ensemble average over many trajectories
and define 〈A〉 = 1Ntraj
∑Ntraj A([x(t)]). This allows us to assign a single
average quantity of a static observable to a trajectory and compare the value
obtained to the activity and any correlations between them.
3.3 Transition path sampling
To generate new trajectories consistent with the bias s we use a form of
iterative importance sampling in trajectory space. The algorithm takes a
given trajectory, referred to as the parent, and copies a random number, µ
from the interval (0,M ], of sections to a new trajectory, the child. Either µ
sections are shifted from the end of the parent trajectory to the beginning
of the child, or copied from the beginning to the end of the child trajectory
with equal probability, the process is called a shifting move. The remaining
M−µ sections are then generated using the relevant Monte Carlo algorithms
described above. If the copied portion of the trajectory is placed at the end











Figure 3.1: The average energy per particle throughout trajectories of N =
100 particles and tobs = 1200τB. There are temporal boundary effects at the
start and end of the trajectories.
then the system is simulated backwards in time: hence it is necessary that
the dynamics of the system are time reversible for these shifting moves to be
performed. The algorithm is illustrated in figure 3.3.
Once a child trajectory is generated the activities of the two trajectories






where ∆K = Kchild−Kparent. This samples a set of trajectories in accordance
with the definition of the s-ensemble in equation 2.14. For s > 0 any move
that generates a less active trajectory is accepted and s < 0 similarly favours
moves with more activity. The algorithm is then repeated with the relevant
parent trajectory and a new child is generated.
The very first parent trajectory is generated using equilibrium dynamics,
equivalent to no bias (s = 0), moving to a finite bias requires iterating many
moves to “equilibrate” in trajectory space. After equilibration the algorithm
samples trajectories from the ensemble defined in Equation 2.14.





Figure 3.2: A schematic showing the TPS shifting algorithm. µ segments of
the parent trajectory are copied from either the beginning of the parent to
the end of the child (left) or from the end of the parent to the beginning of
the child (right). The rest of the child trajectory is generated using Monte
Carlo dynamics.
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Figure 3.3: A plot of the sampled activity for a three-dimensional system
of N = 200 spheres at constant volume as described below. When s ' s∗
the sampling moves between the active and inactive phases several times.
This shows that the simulation has “equilibrated” in s and is sampling the
distribution Ps(K).
The sampling becomes limited at extreme values of |s| as the system
becomes trapped in an extremely active or inactive trajectory. The algo-
rithm cannot generate a more favourable trajectory from the parent and the
probability of moving to a less favourable trajectory is too small. This is
equivalent to kinetic trapping in trajectory space, the field s modifies the
space and creates an activity landscape. There are locally favoured minima
and the system can become trapped in them, taking a long time to relax to
the global minima.
In the presence of a first-order transition the sampled activities will jump
between the two coexisting phases as shown in Figure 3.3. It is important
that sampling in the region of coexistence is performed long enough that the
simulation moves between phases several times.
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3.4 Weighted histogram analysis method
We will perform statistical sampling of observables at many different values
of the biasing field. In order to combine all of our sampled distributions we
will use the weighted histogram analysis method [66]. This method allows
us to calculate the probability of a trajectory having a given activity under a
given bias and calculate the average value of observables under a given bias.
If we perform R individual simulations with biases {sj} = s0, s1, . . . , sR
and collect nj samples per simulation such that
∑R
j nj = Nsamp then we can
combine all of these sampled distributions. For an observable A measured at
the same time as K, such that for every recorded Ki there is a corresponding








where fj is a quantity applied to each sampled distribution that describes
its relative weight compared to the unbiased, equilibrium distribution: the
unbiased measurement is always denoted by f0, s0. For simplicity we define






The weights fj = ψ(sj) are equal to the dynamic free energy (Equa-
tion 2.17) of the distribution at sj and so they are related to the dynamic





















To estimate values for fj we begin with all weights set to unity and
iteratively evaluate equations eqs. (3.29) to (3.31) until they converge, f0 is
always equal to 1 by definitions.
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It is useful to note that nj can be equal to 0 and we can calculate the
relative weight and corresponding probability distribution for a bias value
that we have not directly sampled.
We will use this to calculate 〈k〉 as well as the average pressure, energy
and density of systems as a function of s.
3.5 Jamming protocol
We want to consider the jamming behaviour of the active and inactive phases
of the three dimensional system. To do so we take configurations from the
middle of trajectories and perform an athermal jamming protocol to find the
closest jammed state. Previous work has suggested that glassy behaviour
is responsible for a distribution of jammed packing fractions, rather than a
single value for φJ [19]. We will address the relationship between the initial
dynamic phase the configuration is drawn from and the distribution of φJ .
To probe the jamming behaviour of atomistic systems they must be
driven into jammed sates. In experimental systems this can include com-
pressing packings of hard discs on a vibrating bed[67], or increasing the par-
ticle size in a granular fluid until they jam[68]. In simulations it is possible
to perform quenches, compressions and particle size inflation in any manner
desired, this can be more of a hindrance than a help due to the sheer number
of different procedures available. Different algorithms can produce different
distributions of φJ and even the same algorithm with different parameters
can result in large variations[54].
For these reasons we have chosen to follow a well-defined protocol for
investigating jamming behaviour and we will only consider distributions of
φJ relative to one another. For a given configuration we will find the nearest
zero energy state using a conjugate gradient minimisation process[69]. Then
we will perform cycles of particle inflation and repeated energy minimisation
until a zero temperature jammed configuration is reached. Our jamming
protocol reduces the initial configurations to zero temperature using a con-
jugate gradient method, as such we only aim to relate the initial properties
of the active and inactive phases to the final values of φJ reached. Our path
through parameter is shown in Figure 3.4.
















Figure 3.4: Paths through phase space during our jamming protocol. Equi-
librium configurations are reduced to their zero energy state and then made
denser until they reach a jammed state (blue arrows). Alternatively the
equilibrium system is biased using the s-ensemble and enters a dynamically
inactive phase. Configuration drawn form inactive trajectories are then re-
duced to zero temperature and jammed as before (red arrows). (a) The
process when the initial configurations are drawn from the constant-volume
ensemble. (b) The process in the constant-pressure ensemble, it is possible
that φ changes between the active and inactive phases. In both ensembles
we will study the resultant jammed distributions and investigate whether the
dynamic phases correspond to the same jammed distribution (salmon pink
dotted line) or two separate distributions.





















Figure 3.5: A schematic of the jamming protocol used, the particles are
slowly inflated in size and the energy is minimised after each scaling step. If
minimisation is not possible the rate of particle inflation is reduced.
Our jamming protocol is a cycle of potential energy minimisation moves
followed by increasing the particle size until the energy cannot be minimised
below a certain threshold. To minimise the energy we again use a conjugate
gradient method to move the particles, if the energy can be reduced below
the threshold (Etol < kBT × 10−10) then the particles are increased in size
uniformly by a scaling factor, 1 + ξ. If the energy cannot be reduced suffi-
ciently the configuration is returned to its initial state before the most recent
size scaling step and returned to their positions before the inflation. Then
ξ is reduced and another inflation/minimisation cycle is attempted. This
protocol is repeated until the energy cannot be minimised with ξ = ξmin, a
preselected minimum inflation step. A schematic diagram of the jamming
protocol is shown in Figure 3.5. We used the open source GNU scientific
library implementation of the conjugate gradient minimisation method[70].
The final configurations produced by the protocol are effectively jammed
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binary hard sphere configurations. We will compare the distributions of φJ
produced by this protocol and consider if they form one continuous distribu-
tion (the salmon pink dotted line in Figure 3.4) or two separate distributions
(the dashed lines). If the distributions are separate we can conclude that
the structure of the two phases are fundamentally different in terms of their
relation to a jammed ground state.
Chapter 4
Dynamic phase transitions in a
one-dimensional diffusive
system
The study of dynamic facilitation models with trivial thermodynamic be-
haviour have been used to investigate and illustrate dynamic phase be-
haviour. We will consider a one-dimensional model of diffusing hard parti-
cles in the constant-volume ensemble (also described as the constant-density
ensemble in this chapter) and the constant-pressure ensemble. In equilib-
rium systems we expect equivalence between constant-pressure and constant-
volume ensembles because all equilibrium phases must have equal pressure.
Phase coexistence in the constant volume ensemble corresponds to two constant-
pressure systems, with equal pressure and different density, that the constant-
pressure ensemble samples alternately. The use of a one-dimensional, diffu-
sive model allows us to write an analytic expression for the dynamics of both
the particle positions and the volume coordinate, this allows a comparison
of the two relaxation timescales and their effect on the dynamic transition.
Previous work on a non-equilibrium system showed ensemble in-equivalence
when two dynamic mechanisms had widely separated timescales[20]. We will
study the role of multiple timescales and ensemble equivalence with respect
to dynamic phase transitions.
Systems with varying particle numbers, N , and trajectory durations, tobs,
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will be biased to both higher and lower activities than equilibrium. Structural
measurements will be used to characterise and compare the typical structures
of equilibrium, active and inactive systems.
4.1 Description of the model
We have studied a system of hard particles undergoing Brownian motion in
one dimension with periodic boundaries. Particle motion is described by the






where ri is the position of particle i, ∇U is the force acting on particle i
and Dp is the diffusion coefficient for particle motion. ~ηi is a stochastic noise




= δ(t− t′)δij (4.2)
We are taking the limit where U(r) is a a hard-core repulsive potential,
U(rij) =
∞, if rij ≤ l00, otherwise (4.3)
where l0 is the length of a particle such that particles cannot interpenetrate
or otherwise move past one another. For the derivatives in (4.1) to make
sense, one should modify the potential by smoothing its discontinuities, and
the hard-particle case obtained by taking a suitable limit. In practice, we will
simulate the time evolution of (4.1) using the Monte Carlo scheme described
in subsection 3.1.2, so no explicit regularisation is required.
The particle diffusion coefficient is defined according to the definition of





remembering that d = 1 here.
We will simulate both constant density and constant-pressure systems at
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Figure 4.1: The equation of state for the one-dimensional hard particle sys-
tem, the pressure diverges at φ = 1. (Inset) The equilibrium state point
chosen for simulations.
where φ = Nl0L is the packing fraction of the system and P the pressure of
the system. The equation of state is identical to an ideal gas with excluded
volume, this means that the system can be mapped onto an ideal gas by
reducing particles to points as l0 → 0 and scaling the system size accordingly.
Figure 4.1 shows the equation of state for the one-dimensional hard particle
system.
To probe the structure of these systems it is convenient to make a change
of co-ordinates: since the system is one-dimensional and the particles are
hard, the ordering of the particle co-ordinates is fixed–there is no “overtak-
ing”. If we number particles so that their co-ordinates are in an increasing
sequence then we can define new co-ordinates Xj which are also ordered in
the same way. To perform the reduction the co-ordinates xj become:
Xj = xj − jl0 (4.6)
and the set of Xj diffuse freely around a ring of size L′ = L − Nl0. This
reduction is useful as it removes the trivial length scale l0 from real space
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measurements of the density distribution ρ(x) and the pair correlation func-
tion g(x), and the trivial wavelength q0 = 2pil0 from measurements of the
structure factor S(q).
At equilibrium, the positions Xi are uncorrelated – they represent posi-









and calculate the structure factor
S(q) = L〈ρqρ−q〉 (4.8)
then we find S(q) = 1L′
〈|ρq|2〉 = NL′ for all q.
Particles only interact through collisions and so the dynamic behaviour
is characterised by the mean free space and collision time between particles.
As such the length and time scales of the equilibrium system are functions
of the global density. Figure 4.2 shows the average activity as a function of
global density measured in the constant density system for several different




k0(φ) < 0. Although in the limit of φ → 1 and if Λ is
too large to accurately represent Brownian dynamics then the activity shows
positive curvature.
At equilibrium the dynamic behaviour of the system is typical of 1d diffu-
sive systems, the mean squared displacement was measured to characterise
the dynamics of the system. We correct the MSD for the centre of mass





|xi(t)− xi(0)− x(t) + x(0)|2 (4.9)
Figure 4.3 shows the MSD of particles for different system sizes and pack-
ing fractions. At short times t < tcoll, where tcoll is the mean collision time,
the motion is diffusive and
〈|∆x(t)|2〉 ∝ t, for intermediate times particles
are colliding and the dynamics are sub-diffusive,
〈|∆x(t)|2〉 ∝ t 12 [72]. Due to
centre of mass corrections and the inability of particles to cross one another
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Figure 4.2: The average intensive activity of a constant density rod system at
equilibrium, as a function of packing fraction. The change in maximum step
size yields little change in the measured activity, thus the step size Λ = 0.1l0
is adequate to realistically represent dynamics. As φ → 1 the activity must
approach 0, hence there must be a point of inflection before φ = 1.
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Figure 4.3: MSD of one dimensional systems at equilibrium. Solid red lines
indicate scaling regimes, dashed red lines indicate typical timescales for par-
ticle collisions and saturation of the MSD. (a): Scaling of the MSD with
system size at fixed packing fraction φ = 0.88. Increasing system size in-
creases the saturation limit and time. (b): Scaling of the MSD at fixed
N = 100 for different packing fractions and the estimate of the saturation
time t∞.
there is a saturation value for the mean squared displacement, MSD∞[73].
An individual particle cannot be more than L − Nl0 away from the centre
of mass taking into account the periodic boundary conditions:〈|∆x(t)|2〉∞ ∝ L−Nl0 (4.10)〈|∆x(t)|2〉∞ ∝ Nl0(1− φφ
)
(4.11)
The saturation of the MSD in a finite system as been observed before in
single file diffusive systems[73]. If the centre of mass is ignored then a
long-time regime for collective diffusion is observed where all particles move
together[74].
Figure 4.3(a) shows the increase in MSD∞ with N at fixed φ. The change
from diffusive motion to sub-diffusive colective motion occurs at the the same
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tcoll for all system sizes at fixed φ while the saturation time t∞ changes with
both φ and N . In Figure 4.3(b) the collision time changes with φ and the
crossover occurs at different times. The long time limit t∞ is shown in
Figure 4.3(b) and the value of MSD∞ increases with decreasing φ.
4.2 One-dimensional constant density system
In this section we present results for biased ensembles of the constant-density
system. All results are for the case φ = 0.88: as discussed above, we expect
the same qualitative behaviour for almost all values of φ. We bias simulations
to greater than equilibrium activity, s < 0, and less than equilibrium activity,
s > 0. Some of the results included below, specifically regarding the dynamic
phase transition and structural ordering in the constant-density ensemble,
have been published in [75].
Figure 4.4 shows trajectories for the biased ensemble at several values of
s, representing active, equilibrium and inactive trajectories. Note the length
of the particles in space is reduced from their true value in order to aid com-
prehension of the images, as such the snapshots do not represent φ = 0.88
but they do show position faithfully. At s = 0 the system is an equilibrium
fluid of hard particles. For s < 0 the system has slightly higher than equi-
librium activity and exhibits no obvious structural change from equilibrium
(but see also Figure 4.8 below). In the inactive phase s > s∗ the system has
fully phase separated for the whole trajectory, temporal boundary effects
can be seen at the beginning and end of the trajectory where the separation
deteriorates. Figures 4.4(c) demonstrates the persistence of density fluctu-
ations in time. In the equilibrium fluid “bubbles” of local free volume are
seen throughout the trajectory, distributed randomly in time and space. In
the inactive trajectory, fluctuations in local density are only seen near the
boundary between dense and sparse packing. Particles near the boundary
can vary their position significantly and explore a local environment similar
to the equilibrium fluid, the rest of the system is trapped in a dense packing.
Particles can only interact through collisions so to reduce activity it is re-
quired that motion is prevented geometrically, the particles must experience
an increase in local density. At constant-volume the system must introduce






Figure 4.4: Trajectories of a constant density system at N = 100, φ = 0.88
and tobs = 300∆t. Blue boxes represent particles. Time runs horizontally,
position vertically. Applied bias of (A) s = −1, (B) s = 0, (C) s = 1.
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a large density fluctuation and phase separate into a dense cluster region of
the system and a sparsely populated vapour. Phase separation leading to
dynamic frustration has been reported before in exclusion processes[40]. Due
to diffusive scaling a density fluctuation of length R would take a timescale
t ∼ R2D to relax back to equilibrium, hence phase separating into a single
cluster leads to the longest relaxation time.
The behaviour in the s < 0 regime is more subtle and it is not intuitive
to consider how the system could maximise activity. From an equilibrium
density of φ = 0.88 Figure 4.2 indicates a reduction in density will increase
the activity, but with a fixed system size this is not possible. To reduce the
local density one might expect the particles to become periodically spaced,
each with the maximum allowed separation from its neighbours. However
from Figure 4.4(A) we can see this is not the case, any structural change is
quite subtle.
4.2.1 Inactive regime
We first consider the phase transition that occurs in the presence of a bias
s > 0. Phase transitions are signalled by singularities in the free energy ψ,
which appear only in the limit when both the observation time tobs and the
system size N are very large. Figure 4.5 shows the average activity k(s)
for different system sizes and observation times. The systematic increase in
activity with N at s = 0 is due to a finite size effect where larger systems
exhibit larger spatial density fluctuations and hence higher activities. In
particular, Figure 4.5(a) shows the effect of increasing tobs at fixed system
size N = 100, while Figure 4.5(b) shows dependence on system size N , all
obtained for large tobs = 20τB. As in glass-forming systems, one observes a
crossover from equilibrium to inactive dynamics at a finite value of s∗ > 0
that depends on both N and tobs. In the s < 0 regime the average activity
of the system increases as expected but there is no sign of a dynamic first
order transition to a more active phase.
We note that for s → ∞, the system must arrive at the state with
minimal propensity for activity, which should be the fully phase-separated
state, where the particles in the cluster are all touching each other. It is
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Figure 4.5: The average intensive activity for constant-volume rod systems
at φ = 0.88, as tobs increases the critical bias reduces as expected for a first-
order transition. (a) The saturation of activity in the long tobs limit. (b)
The effect of changing the number of rods in the system at constant tobs,
there is small increase in k with N due to a finite-size effect discussed in the
text.
therefore clear that phase separation must occur at some field s∗.
Figure 4.6 shows the scaling behaviour of the transition with system size
at fixed tobs = 20τB. Scaling s by system size causes k(s) to collapse onto a
single curve and the critical value of the field s∗ scales with N−1 at fixed tobs.
The height of the peak in the dynamic susceptibility, χ∗, increases linearly
with system size at fixed tobs and the peak occurs at a constant value of sN .
To investigate the phase-separated state illustrated in Figure 4.4(c), we
consider the one-body density. We define di as the separation between par-
ticle i and its right neighbour:
di = |xi+1 − xi| (4.12)
Since the system has periodic boundaries, it is necessary to fix the origin,
which we accomplish by finding the largest ‘gap’ di in any configuration and



























Figure 4.6: The scaling of the equilibrium/inactive phase transition with
system size. (a) 〈k(s)〉 collapses onto a single curve when scaled by N . (b)
The peak in the dynamic susceptibility occurs at a constant value of s∗N . B
inset: The height of χ∗ increases with increasing system size as the magnitude
of fluctuations in the activity increases with N .
defining the location of L/2 to be a random point within that gap. The
density of point-particles is then ρ(X) =
∑
j δ(X − Xj), and we average
this quantity to obtain the one-body densities shown in Figure 4.7(a). At
equilibrium, the density profile is uniform, as expected (up to weak boundary
effects that arise because the origin was constrained to lie in the largest gap).
As s is increased, the phase separation in Figure 4.4 appears as a non-uniform
density profile, with most particles concentrated in a single large cluster.
The probability distribution of separations, P (d), was recorded for sys-
tems at s = 0 and s > s∗ and shown in Figure 4.7(b). The equilibrium
distribution is an exponential decay typical of a one-dimensional equilib-
rium fluid, however the distribution of separations in the inactive phase is
bimodal. Separations between particles within the cluster are distributed
exponentially with a mean separation smaller than that of the equilibrium
fluid. For each configuration the separation between the two particles either
side of the void contributes a single delta peak to P (d), at large d. Averaged
over many configurations this becomes a broad distribution of large sepa-




















Figure 4.7: Structural measurements in the constant-density regime with
point particles at NL′ = 7.33 with N = 120 for equilibrium and inactive
systems. (a): Measurements of ρ(x) across the transition. (b): distribution
of separations for the equilibrium and inactive phases.
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rations that are comparable to the system size and are indicative of phase
separation.
To relax to equilibrium the phase separated state requires requires the
two particles on the edges of the cluster to move away from the cluster,
movements within the cluster do not contribute to structural relaxation.
Hard geometrical constraints mean there is a finite number of moves that lead
to relaxation, hence the escape rate remains finite regardless of system size.
The creation of an inactive state through geometrical constraints has been
seen in discretised exclusion processes and kinetically constrained models[40]
as discussed in chapter 2.
In a lattice model, space is discretised so that all moves contribute to
activity equally and a single vacant site has as much propensity for activity
as a chain of vacancies. This is not true for a model in continuous space, the
coarse graining of motion over a time window ∆t means that small regions of
free space have less propensity for motion up to a limiting size ∼√2Dp∆t.
A high density cluster can allow a small yet finite amount of activity from
interior particles without reducing the overall density and relaxing back to
equilibrium. This means that the system can evolve through time, experi-
encing thermal fluctuations with the cluster, and still retain the density and
order necessary to prevent long length scale relaxation. Thus, unlike discrete
dynamic models, the inactive phase still exhibits a finite value of k, similar
to the inactive phase of soft models.
To form the cluster from an equilibrium configuration it is required
that two neighbouring particles experience a net force pushing them apart,
thereby sweeping all other particles ahead of them. To stabilise the cluster
and prevent melting the two boundary particles must experience a net force
that pushes into the cluster. These forces must arise from the stochastic
noises ηi(t), the field s is creating a finite mean force on the boundary par-




〈xi〉 = −Dp∇P (xi) +
√
2Dp〈ηi〉 (4.13)
where P (xi) is the pressure at xi. To maintain the cluster as a stable state
the two terms on the right hand side of this equation must balance and 〈ηi〉
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must be finite to counteract the pressure from inside the cluster. This means
that there is a pressure difference inside and outside the cluster. The bias
required to change the noise is fixed for all system sizes, in one-dimension
only two particles need to be influenced to form a cluster, hence in the long
time limit s∗ ∼ (1/N).
Coexistence between two phases with different pressures has also been
shown in active matter systems[76], systems where particles have an internal
driving force upon them (see [77] for a review of active matter systems). In
“swimming” systems particles have a propulsion force acting in one direc-
tion relative to their orientation, as the particles rotate the average force
becomes zero. However particles can aggregate and form stable clusters, the
outward force caused by the internal pressure of the cluster is mechanically
balanced by the swimming force of particles in the cluster pointing inwards.
Clustering arises when particle rotation is relatively slow compared to trans-
lational motion and spontaneous collisions of particles moving in opposite
directions nucleate clusters. This phenomena is known as motility induced
phase separation and is described in[78], further discussion and comparison
to Brownian dynamics can be found in[79, 80].
In our system the boundary between the two regions is also maintained
by a finite mean of stochastic forces, however the forces arise from the applied
bias s. The non-zero average of stochastic forces leads to phase-separation
through the same mechanism as active matter systems, only the mean forces
acting on the boundary particles need to be finite. As the pressure is different
in the dense and sparse phases it is not possible for a constant-pressure
system to sample both equally, as it would in an equilibrium phase-separated
system.
4.2.2 Active regime
We now consider the active (s < 0) regime. The pair correlation function












where rij is the separation between particles i and j.
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If a particle’s propensity to move is proportional to its local free volume
then in the active, s < 0, regime one would expect a depression in the short
range pair correlation function g(r). Figure 4.8(a) shows the pair correlation
function for the s < 0 regime. The creation of small depletion regions around
particles ensures all particles have local free volume and are able to move.
Figure 4.8(b) shows the structure factor of the system when biased to
s < 0. At equilibrium the system behaves like an ordinary fluid with S(q) =
const. for all q[46]. The structure factor of configurations drawn from the s <
0 regime show markedly different behaviour from the equilibrium fluid as q →
0, small wave vector fluctuations are suppressed. This suppression of long
range density fluctuations is a sign of hyperuniformity[81], which has been
found in jammed systems[82, 83] and highly optimised structures[84, 62].
Hyperuniform states are distinguished by anomalously small local density
fluctuations on long length scales, eventually vanishing at infinite range,
hence S(q) → 0 as q → 0. There is a limit to the numerical evaluation of
S(q) in finite systems with a minimum wave vector qmin = 2piL′ .
The suppression of long range density fluctuations is a subtle effect and
in figures 4.4(a) and (b) there is no discernible difference between the hype-
runiform configuration and the equilibrium configuration.
The suppression of density fluctuations at qmin increases with increas-
ing negative s. As system size increases qmin reduces and S(qmin) becomes
smaller at fixed s. Figure 4.8(b) shows that all values of S(q) collapse onto
one curve at fixed s.
This suggests that for any s < 0 then:
lim
N→∞
S(qmin, s) = 0 (4.15)
4.2.3 Linear response
For an insight into the response of the system to s we consider the linear
response of of the system. A linear response expression can explain the
behaviour of the system under positive and negative bias, and the transition
to phase separated and hyperuniform configurations respectively. In the
biased ensemble the probability of a configuration pC(s) is dependent on the
dynamic propensity of the configuration 〈δk(r, t)〉C . The propensity is the
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Figure 4.8: (a): The pair correlation function, g(r), for point particles in
the constant density regime with N = 100 φ = 0.88 in the active phase.
The depression in short range g(r) shows an increase in local free volume
around the particles as activity increases. (b): Small q structure factor
measurements for constant density rod systems at φ = 0.88. Biasing to s < 0
causes the suppression S(q) ∼ q consistent with the onset of hyperuniformity.
At fixed s all system sizes collapse onto a single curve.
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average activity of trajectories that start in configuration C compared to
typical equilibrium activity.





drdt 〈δk(r, t)〉C +O(s2)
]
(4.16)
Our definition of activity means that s couples most strongly to diffusive
motion and timescales that play a role in structural relaxation[16]. This
agrees with the fact that longer relaxation times are associated with long
range density fluctuations in diffusive systems and it is on these scales that
we see the greatest change.
If the configuration C has a density fluctuation on a long length scale
q ≈ R−1, expanding δk to quadratic order in δρ and using diffusive scaling
gives[75]:
〈δk(r, t)〉C ∼




is the amplitude of the density fluctuation and S0(q) = NL′
is the structure factor of the unbiased system.
A phase-separated system has a large density fluctuation on the scale
R ∼ L of amplitude AC ∼ Ld/2, hence equation (4.17) becomes:
〈δk(r, t)〉C ∼ (L) e
−Dpt
L2 (4.18)







Hence configurations with large scale, long lived density fluctuations have
strongly enhanced (diverging as N → ∞) probabilities in ensembles biased
with s > 0.
To achieve higher than normal activity it is necessary to suppress density
fluctuations on long length scales. Suppression of density fluctuations such
that ρq
Ld/2
 S(q) means that equation (4.17) becomes:
〈δk(r, t)〉C ∼ −S0(q)e
−D0t
R2 (4.20)
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this diverges for large R so pC for configurations with suppressed long range
density fluctuations is strongly increased for s < 0.
In the constant-volume ensemble of the one-dimensional system there
is a first-order dynamic phase transition between equilibrium and inactive
phases. The inactive phase is characterised by phase separation and the
transition scales as s∗ ∼ N−1, we have presented an argument for this scaling
based on creating a finite mean for the stochastic forces on two particles. The
finite forces create a kink in the mechanical pressure profile of the system and
prevent the phase-separated cluster from relaxing. When biased to higher
activities (s < 0) the system adopts hyperuniform character. All dynamic
regimes are characterised by long-range structural properties, in diffusive
systems these arrangements have the slowest relaxation times.
In a constant-volume system of hard particles the arrangement of parti-
cles is the only degree of freedom in the system. We will study a constant-
pressure system which has another degree of freedom, the system volume,
and thus the density, can fluctuate.
4.3 One-dimensional constant-pressure system
We now consider the constant-pressure version of the model, in which the
system size evolves in time according to equation (3.15). At equilibrium,
one expects properties of single phases to be independent of ensemble. For
example, since the pressure is constant throughout an equilibrium system,
one may think of the constant-pressure simulation as representing a subsys-
tem of a very large constant-volume system. One might expect the same
equivalence to hold in biased ensembles at s 6= 0, but we will see that the
applied bias s leads to a breakdown of ensemble-independence. A similar
effect was discussed in [20].
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Figure 4.9: Dynamic behaviour of the constant-pressure trajectories of du-
ration tobs ∼ 2τLL at P = 7.33. (a): the intensive activity and dynamic
susceptibility of the system as a function of s, s∗ = 0 for all system sizes and
the width of the crossover is proportional to (τLL)−1. (b): The data for all
system sizes collapses when scaled by τLL, (inset) the peak in the dynamic
susceptibility scales with τLL. (c): There is an equivalent transition in ρ(s).
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4.3.1 Overview of results
We take the pressure P = 7.33l−10 so that the mean volume fraction at
equilibrium is 〈φ〉 = 0.88, consistent with section 4.2. The effect of the
biasing field s is shown in Figure 4.9. Comparing with Figure 4.5, a similar
transition is apparent, but instead of a crossover at s∗ > 0 that depends on
Ntobs, one instead observes a crossover very close to the equilibrium point
s = 0. The transition in 〈k〉 becomes sharper with increasing Ntobs, the
average activity of the active and inactive phase saturate at a constant value
with respect to N . Note that the values of tobs used here are significantly
larger than those used in the constant-volume system: they are comparable
with the volume relaxation time τLL ∼ N2 (recall subsection 3.1.3). When
scaled by the volume relaxation time, the data collapses for all system sizes
as shown in Figure 4.9(b). This suggests that the chief dynamic timescale
in the constant-pressure system is associated with relaxation of the total
volume. For comparison the constant-volume system showed collapse of k(s)
when scaled by system size sN , due to a difference in the mechanism of
structural relaxation. Figure 4.9(c) shows the average density of the system
as a function of s, there is a sharp change in the density that scales with N
like the transition in k.
Figure 4.10 shows representative trajectories from biased ensembles in the
constant-pressure system. Comparing with Figure 4.4, no phase separation
occurs. We also note that the system size varies with s, consistent with
Figure 4.9(c).
Figure 4.11 shows the correlation between activity and global density
for all dynamic regimes. The average total density of a trajectory is highly
correlated with the activity, consistent with the similarity in Figures 4.9(a)
and (c). In hard systems the density is the only parameter that controls the
behaviour of the system, in constant-volume systems density fluctuations
control the dynamic behaviour [21, 75]. In the constant-pressure system the
global density of the system changes across the transition and local density
fluctuations are weaker than in the constant-volume system (see below).
Given this strong correlation, we can connect the phase transition that
takes place at s = 0 in this system with the diverging hydrodynamic time






Figure 4.10: Trajectories of constant-pressure systems at P = 7.33l−10 with
N = 40, tobs = 220τB at different biases. Red boxes represent the boundaries
of the system. (A): s = −0.250, the active systems increase in length and thus
reduce global density. (B) s = 0, the equilibrium system has a fluctuating
volume but maintains 〈φ〉 = 0.88. (C): s = 0.375, the inactive system is
compressed relative to equilibrium and thus has suppressed activity.
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Figure 4.11: The activity against the average density of trajectories of dura-
tion 1300τB with N = 100 particles from biased ensembles. There is a strong
correlation between the activity and the density of the trajectories.





which is evaluated at equilibrium (so there is no dependence on t′), with
δL = L − L. This correlation function decays on a time scale close to τLL.






i |ri(t + ∆t) − ri(t) − ∆x(t)|2 is the quantity that appears
in the definition of the activity K, recall equation(2.11). To show the long-
time behaviour of Ckk(t) more clearly we smooth the function by convolving




′)e−2(t−t′)2/τ2B , where Γ is a normalisation constant.
The correlation functions Ckk(t) and CLL(t) behave very similarly, consis-
tent with the idea that the the activity fluctuations are strongly correlated to























Figure 4.12: The activity and volume correlation functions for equilibrium
constant pressure systems with different system sizes. The correlation time,
τkk, is strongly correlated to τLL. To display the long-time behavior most
clearly, Ckk(t) has been smoothed with a Gaussian window (see main text).
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those of the global density (and hence to the system size). Since the volume
relaxation time τLL diverges as L
2, we therefore expect a similar divergence
in the relaxation time of the activity.
This divergent time scale is important because the susceptibility χ is
related to the autocorrelation function of the activity as





so that χ ∼ τkk ∼ L2 diverges at s = 0, which we interpret as a dynamical
phase transition. (The equal time value of the correlator in this equation
scales as L since δk is extensive in the system size: this L-dependence can-
cels with the prefactor so that the right hand side scales with τLL, with a
prefactor of order unity.) Since χ = −dk(s)/ds, this amounts to a pertur-
bative argument for the existence of the phase transition: in [75], a related
perturbative argument based on fluctuations at finite wavevector was used
to explain the existence of phase transitions in systems at fixed volume.
In Figure 4.13(a), we show the structure factor of the constant-pressure
system for s < 0. For a given bias s, the fluctuations in the total system
size small in relative terms so we evaluate the structure factor at wavevec-
tors q = 2npi/L′ as usual, and calculate S(q) by an ensemble average at
fixed n. This provides an estimate of S(q) with q = 2pin/L′. The results
of Figure 4.13(a) are consistent with hyperuniformity of the active (s < 0)
phase, although the effect is weaker than that shown in Figure 4.8, for the
constant-density system. We also show the distribution of particle separa-
tions in Figure 4.13(b), for comparison with Figure 4.7(b). The distribution
fits well to an exponential form, independent of s. Given the correlations
that are apparent from Figure 4.13(a), this result is somewhat surprising.
It might be that there are long-range correlations between separations that
lead to hyperuniformity, or that S(q) falls to a finite value at q = 0.
In the one-dimensional constant-pressure ensemble there is a first-order
dynamic phase transition between equilibrium and inactive phases, equiva-
lent to the transition in the constant-volume ensemble. However the critical
bias is s∗ = 0 for all system sizes, unlike the system-size dependence of the
constant-volume ensemble. The inactive phase has a higher global density
than equilibrium and the dynamically active regime has lower density. The
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Figure 4.13: (a): Structure factor measurements in the constant-pressure
regime when biased to higher than equilibrium activities. There is a sup-
pression of long range density fluctuations as in the constant-density active
phase. (b): The distribution of separations for a system of N = 100 parti-
cles. Symbols represent measured distributions, solid lines are exponential
distributions with a mean separation calculated from the mean volume. In
all regimes the separations are distributed exponentially and are similar to
equilibrium, albeit with a different mean separation.
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change in density is maintained through a finite average of a stochastic noise,
similar to the constant-volume ensemble. However the forces on individual
particles are not biased, instead the noise acting on the system volume is bi-
ased through the barostat. As the bias does not act on particles, the change
in structure is much weaker in the constant-pressure ensemble compared to
the constant-volume ensemble, compare figures 4.8 and 4.13.
4.3.2 Breakdown of ensemble equivalence
The strong correlation between the activity and the density of the system
means that in the constant-pressure system the barostat is the dominant
mechanism with respect to the system dynamics, hence s∗ ∼ N−2. For
the constant density system there is no such mechanism and the structure
controls the dynamics, the transition between active and inactive regimes
scales as s∗ ∼ N−1. This creates a difference between the two ensembles that
is not present in equilibrium systems, the introduction of a new timescale
changes the scaling of the transition.
For s > 0 the constant-volume system undergoes phase separation and
introduces interfaces to create a region of high density. There is a difference
in mechanical pressure between the high density cluster and the vapour, the
biasing field s creates a net force on the boundary particles that balances the
pressure from within the cluster. Normally we would expect the constant-
pressure system to remove the interfaces and to sample both the high density
and low density regions alternately. However because there is a change in
pressure between the two regions then a constant-pressure system cannot
sample both regions equally. Instead the system remains in the dense phase
for s > 0, never sampling the low density vapour, the barostat acts to main-
tain the high density phase and hence suppress activity. The applied field s
causes the stochastic force acting on the barostat ηL to have a finite mean,
similar to the effect of s in the constant-volume ensemble.
In the active phase, s < 0, the constant-volume system undergoes subtle
structural changes to a hyperuniform state. The constant-pressure ensemble
achieves higher activity in a different manner, again the barostat is influenced
and favours expansion moves over compression. By reducing the density of
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the system the average activity is increased without requiring any deviation
form equilibrium structure (see Figure 4.2). The increase in activity caused
by modification of structure couples more weakly to s than the increase
produced by decreasing volume. This is expected as changing the structure
requires a series of local particle rearrangements, the required bias must
act on each particle and hence is at least O(1), and the relaxation time is
relatively fast. However reducing the density requires only one stochastic
force to be biased and the relaxation time τLL is much longer than the
structural relaxation time as shown above.
4.3.3 Fluctuating hydrodynamics
Finally we note that this system can be described using fluctuating hydro-
dynamics on large length scales[75]. On large length scales the density of
a system can be considered as a continuous distribution by coarse grain-
ing over particles. In diffusive systems the time-evolution of the density
can be expressed in terms of fluctuating hydrodynamics[85]. By consider-
ing the density as a locally conserved field the dynamics of the system on
long length scales can be written as a Langevin equation like Equation 2.19
with D[ρ(x, t)] a local, instantaneous measure of diffusivity and σ[ρ(x, t)] a
measure of mobility. The expressions for diffusivity and mobility are model
dependent and can include non-equilibrium forces. In this manner fluctuat-
ing hydrodynamics can describe the evolution of the density profile for biased
and driven diffusive systems.
Eyink showed[86] that for systems in the hydrodynamic limit the den-
sity can be described with a dynamic fluctuation-dissipation hypothesis. A
variational approach can be used to predict the most probable trajectories
of the system either at equilibrium or subject to a constraint. Furthermore a
“dynamic potential” can be proposed for non-equilibrium states, which acts
analogously to the equilibrium free energy. Fluctuating hydrodynamics have
been used to describe the discrete SSEP and calculate the response of the ac-
tivity to s analytically[21]. The hydrodynamic expression that describes the
activity of a diffusive system is valid in all dimensions, provided the system
is large enough.
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The work in this chapter demonstrates the importance of understanding
the roles of different timescales with respect to dynamic behaviour. The ex-
istence of a new timescale in the constant-pressure ensemble leads to qualita-
tively different phase behaviour, s∗ = 0 for all system sizes and the dynamic
transition scales with the volume relaxation time rather than system size.
In an equilibrium system the constant-pressure analogue to phase separa-
tion is phase switching, where the density of the system alternates between
the two coexisting phases. However the inactive system only samples the
dense cluster phase, the sparse phase of the phase-separated system is never
seen. The biasing of the stochastic forces ηi and ηL maintains the structural
constraints that define the dynamic phases: phase separation and hyper-
uniformity in the constant-volume ensemble: and the change in φ in the
constant-pressure ensemble.
Chapter 5
Dynamic phase transitions in a
three-dimensional system of
nearly hard particles
We investigate dynamic phase transitions in a glass-forming binary mixture
of spherical particles with contact-only repulsive interactions in the constant
volume and constant pressure ensembles. Dynamic phase transitions have
so far only been studied in particle systems with power law ranged inter-
actions, we will extend the dynamic transition framework to a new system.
The mixture of harmonic particles is known to exhibit glassy behaviour[7]
and the low temperature limit is an intuitive approach to considering the
hard sphere limit of particle behaviour. The behaviour of the harmonic sys-
tem has been studied with respect to packing fraction and the relaxation
time appears to diverge at a lower packing fraction than the pressure, sug-
gesting that the glass transition occurs before jamming[7]. By comparing
the constant-volume and constant-pressure ensembles we will investigate dy-
namic ensemble equivalence in three-dimensional systems, and whether al-
lowing the density to fluctuate will lead to the inactive phase spontaneously
increasing in density to φG.
Previous studies of the binary Kob-Andersen (KA) glassforming mixture[14],
using the s-ensemble formalism described above, have shown a first order
dynamic phase transition separating equilibrium trajectories and “inactive”
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glassy trajectories. Work by Hedges et al.[13] in the constant-volume ensem-
ble examined the first-order behaviour of the transition and characterised
the scaling behaviour with respect to the observation time tobs. They found
coexistence between active and inactive trajectories occurred at a finite value
of s∗ ∝ t−1obs and the transition between Kactive and Kinactive was consistent
with a first-order dynamic transition in a system with space-time volume
Ntobs. The inactive phase was characterised by lower potential energy and a
lack of structural change (as measured by pair correlation functions), relative
to the active phase.
Kinetically constrained models (see section 2.3) with hard constraints
have a dynamic transition at s = 0, coexistence occurs at equilibrium. Work
by Elmatad et al.[32] studied the East model with softened dynamic con-
straints and found that the transition between active and inactive phases
moved to s > 0. They showed that the first-order transition line terminated
in two finite-temperature critical points and extended the framework of ki-
netically constrained models to thermal soft systems. It is discussed that the
low temperature critical point may be hard to observe in particle systems as
supercooling the system to such low temperatures is difficult.
At sufficiently high temperatures the dynamic constraints become effec-
tively weak enough that the correlations are diminished and a dynamic tran-
sition does not occur. The equilibrium dynamics of the system correspond to
the active phase, with the size and duration of inactive fluctuations depend-
ing upon the free energy difference and surface tension between phases (as
described in subsection 2.3.1). As s → s∗, the typical size and duration of
inactive space-time bubbles in trajectory space increase until at s∗ the sys-
tem undergoes a first-order dynamic transition between active and inactive
phases.
The work of Hedges et al. used the same definition of the activity as
Equation 2.11, which is sensitive to motion on length scales that contribute
to structural relaxation. The same transition is observed with other dynamic
order parameters, Speck & Chandler[17] showed the same phase behaviour
in the KA mixture using an order parameter that measured the density
of “active” particles over time. The inactive phase is characterised by a
reduction in the density of active particles and a reduction in energy, in
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contrast to Hedges et al., Speck & Chandler measured a change in local
structure across the transition. Work on the KA mixture and the softened
East model showed finite-size scaling of the transition with respect to N and
tobs that was consistent with a first-order transition.
Widmer-Cooper et al.[34] showed that dynamic heterogeneities are re-
producible for a given configuration, they are centred around certain local
structures. The structure of a configuration can predict the spatial variations
in particle dynamics, although it cannot predict the dynamics themselves.
That the spatial distribution of active regions is structurally defined allows
one to consider the spatial density of localised excitations as a structural
property. The concept of dynamic behaviour being dominated by localised
excitations was discussed by Garrahan & Chandler[49]. Garrahan & Chan-
dler considered dynamic heterogeneity as evidence of localised dynamic ex-
citations that facilitated structural relaxation and found that they could
describe the behaviour of supercooled glass-formers approaching Tg in tra-
jectory space. They were able to describe the super-Arrhenius increase in
structural relaxation time of glass-formers, and the accompanying increase
in specific heat capacity, without an underlying thermodynamic transition.
Speck & Chandler[17] attributed structural relaxation to active particles
in the KA mixture, these particles act as localised excitations and facilitate
local dynamics. The presence of these excitations allow cooperative parti-
cle motion and large scale relaxation events that move the system from one
inherent structure energy basin to another. In this picture structural relax-
ation is not dominated by thermal crossing of energy barriers but through
rare collective motion, transitions between structural energy minima become
super-Arrhenius with respect to temperature in fragile glass-forming systems.
The relative dearth of excitations in the inactive phase means that particles
remain in the same inherent structure and vibrate about fixed positions, in
this manner Speck compares the inactive phase to jammed states.
Returning to the work of Sir Charles Frank and the relationship between
local structure and the dynamic behaviour of glassy systems Speck et al.[18]
found the same transition between active and inactive trajectories could be
driven by a dynamic chemical potential coupled to a specific local structural
ordering. Using the number of particles within 11A clusters as a dynamic
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order parameter they drove the system from the equilibrium state to an in-
active state with a higher number of 11A clusters. The extent to which this
finding depends upon the specifics of the KA system is unknown as the order
parameter requires a prior choice of a local cluster. However the relationship
between dynamics and short-range structure gives an intuitive physical in-
sight into the transition. The concept of a relatively stable amorphous order
in the inactive phase will be discussed further below.
All of the work discussed above focusses on the KA mixture, a super-
cooled soft particle system with attractive interactions that decay as a power
law. The reduction in potential energy in the inactive phase means a more
stable structure over the interaction length scale, with or without longer
range ordering. We focus on a nearly-hard system of repulsive particles, the
range of local interactions between particles is reduced and particles can only
interact through contact. Previous work on repulsive sphere mixtures have
suggested that glassy behaviour can lead to a finite range of packing frac-











where V is the volume of the system, σi is the diameter of species i and there
is an equal number of A and B particles.
We will study the system in both the constant-pressure and the constant-
density ensembles, and investigate the properties of ensemble equivalence
with respect to a dynamic transition. By allowing the volume of the system
to change we will investigate whether the change in energy between the
phases is accompanied by a change in density. We will work at sufficiently
low temperatures that increasing the density is a sufficient control parameter
to drive the system from equilibrium fluid behaviour to configuration with
diverging τα at φG. By choosing a value for the equilibrium density, φ0,
that is close to the onset of glassy behaviour, and allowing the density of
the system to change, we will investigate if inactive states of the constant
pressure system change so that 〈φ〉inactive > φ0 and if 〈φ〉inactive = φG.
To investigate possible links between jamming and glassy behaviour we
will also take equilibrium and inactive configurations and subject them to
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a jamming protocol. We will compare the packing fractions of the jammed
states to see if inactive configurations achieve higher final packing fractions
compared to equilibrium, and if there is a inherent link between glassy and
jammed configurations.
5.1 Description of the model
We study a binary mixture of N harmonic particles undergoing Brownian
motion in a three dimensional system with periodic boundary conditions at
temperature kBT = 1. The particle mix is an equal number of A and B













= δ(t− t′)δijδαβ (5.3)
where α and β are cartesian components of the vector ~η.






, if rij ≤ σij
0, otherwise
(5.4)
where σij = (σi + σj)/2. Figure 5.1 shows U(rij) for the system.
We work at low temperatures, kBT = 10−5, similar to the work of
[19]. We will use transition path sampling and the s-ensemble to investigate
possible inactive states at s > 0. We measure the activity and average
energy of trajectories, as well as the average volume in the constant pressure
ensemble. The virial pressure is used to calculate the instantaneous pressure
of the systems, defined as[87]:












We will work at a constant volume such that φ = 0.57 and a constant pressure
P = 11.50 so that 〈φ〉0 = 0.57 (see Figure 5.2).
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Figure 5.1: A plot of the harmonic potential with  = 105, the potential is
purely repulsive for overlapping particles.








Figure 5.2: A plot of the equation of state for three-dimensional harmonic
sphere system at kBT = 10−5. We simulate constant volume systems at
φ = 0.57 and constant pressure systems at P = 11.5.
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Figure 5.3: The intensive activity of the three-dimensional constant volume
system at φ = 0.57 and tobs = 1200τB. The intensive activity has a finite
size dependence on N that saturates as N →∞.
In our system there is a small increase in the intensive activity at equi-
librium (〈k〉0) with N , and the effect weakens as N increases, see Figure 5.3
and recall the definition of k in Equation 2.13. Although φ is fixed in all
of these systems there is an increase in absolute system size, hence longer
wavelength vibrational modes can be sustained, causing a higher activity.
As this finite-size correction to k is due to a dynamic length scale present at
equilibrium, we expect it to exist under all values of s. As N → ∞ the in-
tensive activity of trajectories with space-time volume Ntobs will self average
and the variance in k over an ensemble of trajectories will reduce.
5.2 Three-dimensional constant-volume ensemble
First we address the dynamic transition in the binary harmonic sphere system
at constant-volume. We used biased transition path sampling of the system
to generate trajectories with fixed tobs and measure the distribution of K
under several values of the bias s. There is a first order transition in k
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Figure 5.4: The dynamic phase behaviour of a constant volume three-
dimensional systems with N = 100, φ = 0.57. (a) The first-order transi-
tion in the activity shows a finite value for s∗ ∝ 1tobs . (b) The peak in the
susceptibility χ∗ increases with tobs.
between equilibrium and inactive trajectories at a finite value of s∗ > 0.
Figure 5.4 shows the average intensive activity of trajectories under different
values of s at a constant system sizeN = 100 for a series of observation times.
The value of s∗ decreases with increasing tobs, and χ∗ increases as expected
for a first-order transition. The equilibrium activity, 〈k〉0 is constant with
respect to observation time at fixed N .
Figure 5.5 shows the distribution Ps(k) for constant volume systems,
with N = 100 and tobs = 1200∆t, at equilibrium and near s∗. The sam-
pled distribution at s = 0.03 ' s∗ is bimodal, consistent with a first order
transition. Using WHAM (see section 3.4) we can reconstruct the distribu-
tion of the activity at a given value of s. From Figure 5.4 we can extract
χ∗ ≡ χ(s = 0.033) and reconstruct the bimodal histogram Ps∗(k). The
distribution Ps∗(k) has equal weight in the two peaks, kactive and kinactive.
In accordance with a first-order phase transition the distribution of the
order parameter becomes bimodal around s∗. Measurements of Ps(k) show






























Figure 5.5: The distribution of activity for the three-dimensional system in
the constant volume regime with N = 100 and tobs = 1200∆t. Sampled dis-
tributions (shown with dashed lines) are measured directly from simulations
at fixed s, other distributions are reconstructed using WHAM (solid lines).
(a) The distribution on a linear scale showing the sampled bimodal distri-
bution near s∗, and the reconstructed Ps∗(k). The bimodal distribution can
be split into three sections, inactive, active and mixed trajectories. (b) The
same distributions plotted on a logarithmic scale show the reconstructed his-
tograms, the reconstructed equilibrium distribution shows the non-Gaussian
feature of a nearby phase transition.
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coexistence of two dynamic phases at s∗, the region between the active and
inactive peaks represents the overlap of the two distinct distributions. The
ratio between the maximum height of the peaks and the height of the trough
between them is a measure of how well the two phases are separated, and how
sharp the transition between the two is. As tobs →∞ at s∗ and fixed N the
intensive activity of a trajectory self-averages over short-time fluctuations,
reducing the variance in the order parameter. By reducing the variance
of the individual active and inactive distributions the overlap shrinks and
the two distributions become more distinct. Longer observation times mean
that the dynamical free energy barrier between the phases increases, and the
probability of a system switching from one phase to another decreases[46].
To examine how the transition scales with system size and observation
time we show the same transition in systems with different values of Ntobs
in Figure 5.6. For all systems s∗ ∝ t−1obs and χ∗ ∝ tobs at fixed N , this agrees
with the observation time scaling found in the Kob-Andersen mixture. χ∗
increases with N at fixed tobs however doubling tobs produces a larger change
in χ∗ than doubling N . This also suggests that long lived fluctuations in the
activity have a larger effect on the variance of k than the possibility of large
scale collective motion. To satisfy the long-time limit, the observation time
must be long enough that any structural fluctuations have time to relax.
We measure the average time integrated energy of trajectories from across
the dynamic regime and see a decrease in potential energy for the inactive
trajectories. Figure 5.7 shows that there is a change in potential energy
between the equilibrium and inactive trajectories, as interactions are contact
only this means that there is a reduction in the average number of overlaps
per particle. The change in energy is concomitant with the change in activity,
the value of s where the change occurs and the relative sharpness of the
change is similar to that of the activity.
Previous studies of the KA glass former found the inactive phase had a
lower potential energy relative to the equilibrium system[13, 17]. The lower
potential of the inactive phase reflects the increase in structural stability of
the inactive phase relative to the equilibrium system.
We performed finite-size scaling of the transition with respect to N and
tobs. The effect of system size on coexistence is shown in Figure 5.8(a), there
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Figure 5.6: The scaling of the dynamic phase transition in the three-
dimensional constant volume system. (a) There is a slight increase in the
equilibrium activity with N , consistent with Figure 4.2. The transition oc-
curs for all system sizes and ∆k is constant, but the position of s∗ is more
sensitive to changes in tobs than in N . (b) The value of χ∗ increases with
tobs as expected, at fixed tobs χ∗ increases with N . However the scaling is
stronger with respect to tobs.
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Figure 5.7: The average time integrated energy per particle, e, for N = 100
and N = 200 and different tobs, the energy of the inactive phase is lower
than that of the equilibrium system. The intensive energy of the two phases
is constant with respect to N .
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is a small shift in k due to the increase in system size. Not only is the
value of the activity in each phase different between the two systems, the
difference in activity between the two phases ∆k changes with respect to N .
In the N = 200 system ∆k reduces by 7% compared to the N = 100 system.
Doubling the system size increases the peak to trough ratio from 2.35 to
5.04, the change is linear with N , however for large N the scaling should go
as N2/3 (see section 2.3.1). This may be due to the relatively small system
size and for large N the correct scaling may emerge. Figure 5.8(b) shows
the scaling of Ps∗(k) with observation time, the intensive activity of the two
phases remain constant with respect to tobs. The separation ∆k increases
with respect to tobs by 20%. The peak to trough ratio increases with tobs,
doubling the observation time increases the ratio from 2.35 to 5.28, a linear
scaling with tobs. We conduct more detailed finite-size scaling and consider
the non-linear scaling of ∆k in section 5.3.
The three-dimensional constant-volume system of harmonic spheres ex-
hibits a dynamic phase transition similar to the KA mixture discussed above.
The inactive phase has a lower energy than the equilibrium phase and the
transition is at a finite bias s∗ that reduces with increasing tobs. The sepa-
ration between the active and inactive phase is not fixed with respect to N
or tobs, ∆k reduces with increasing system size and increases with increasing
observation time. The scaling of the change in the average energy per parti-
cle is consistent with the scaling of the activity. The total change in energy
∆E is larger for longer observation times at fixed N , and the sharpness of
the change increases with both N and tobs.
The increase in ∆k with increasing observation time is consistent with
finite-size scaling for relatively small systems, as the peak to trough ratio
increases then the separation between the two peaks increases. The position
of the active and inactive peaks are fixed, and ∆k is constant in the limit
Ntobs → ∞. However in finite systems there is an overlap of the active
and inactive distributions, and the position of the two peaks becomes closer
together. As the peak to trough ratio increases more of the total distribution
contributes to the active or inactive distributions and thus each peak moves
closer to the value of the activity at tobs → ∞ and ∆k increases. Thus we
expect ∆k to increase with the peak to trough ratio and to saturate in the
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Figure 5.8: Finite-size scaling of the bimodal probability distribution Ps∗(k)
in the constant-volume three-dimensional system. The separation between
peaks ∆k changes with N and tobs. (a) As N increases there is a constant
increase in k due to the increase in the largest available vibrational mode
(as discussed above). The peak to trough ratio of the bimodal distribution
is greater for the larger system and ∆k reduces by 7%. (b) As tobs increases
the peak to trough ratio of the distribution increases and ∆k increases by
20%.
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thermodynamic limit.
However we also find that the separation between peaks reduces with
increasing system size at fixed tobs, even as the peak to trough ratio increases.
There is an increase in the equilibrium activity for larger systems which is
attributed to larger modes of vibrational motion becoming sustainable in
the system. In the context of cooperative motion this means that relaxation
events can involve more particles and also that relaxation events of a fixed
size are more likely to occur in the system. In section 6.1.1 we show that
for larger systems the inactive phase melts back to equilibrium faster, this
suggests that the inactive phase becomes less stable as system size increases
and we propose an explanation below. A reduction in stability would lead
to a decrease in ∆k as system size increased. We conduct a more detailed
finite-size scaling analysis in section 5.3.
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5.3 Three-dimensional constant-pressure system
We have seen in the one-dimensional system that the equivalence between
constant-volume and constant-pressure ensembles is changed in the dynam-
ically inactive phase. At equilibrium, phase separation in a constant-volume
ensemble corresponds to spontaneous switching in the constant-pressure en-
semble, and avoids the formation of interfaces. As seen in chapter 4 this is
not always true in non-equilibrium systems, the presence of driving forces in
the constant-volume system can cause a difference in pressure between the
two coexisting phases. Thus the constant-pressure system cannot sample the
two phases equally and still maintain a constant pressure.
However the three-dimensional constant-volume system does not phase
separate, so there are no interfaces to remove, hence one expects stronger
ensemble equivalence. The freedom of the density to fluctuate means that
the system can increase local density, which is known to increase glassy
behaviour in harmonic systems[19]. The constant-volume dynamic transition
case is driven by a subtle change in the underlying structure to a more
inherently stable state that can sustain thermal vibrations – a glassy state.
The role that the density will play in the transition to a glassy state is
unknown, all previous work has focussed on the constant-volume ensemble.
The same transition could occur equally in both ensembles and maintain
ensemble equivalence trivially; or the system could be driven to a higher
density and break ensemble equivalence by only sampling a dense phase in
the same manner as the one-dimensional system.
The barostat in the three-dimensional system follows the common prac-
tice of attempting a change in system volume one average every N attempted
particle moves[88]. Thus the timescale of the barostat is not attributed to a
diffusion mechanism within the system, but instead scales linearly with τB.
The value of the maximum volume change, Λ2V , is chosen to be (5× 10−4)V
so that at equilibrium the volume fluctuates smoothly and the average ac-
ceptance ratio is sufficient to maintain P = P (see subsection 3.1.3).
We choose a pressure (P = 11.5) that corresponds to an 〈φ〉 = 0.57 so
the unbiased ensembles of trajectories will be equivalent. we will bias the
system using s as described above and look for a first-order transition to a
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Figure 5.9: The dynamic phase behaviour of the constant pressure system is
very similar to the constant volume system (Figure 5.4) but the range in s is
greatly reduced. There is a first order transition in the activity at a finite s∗
that reduces with increasing tobs. The red line is the equilibrium activity of
a constant density system at an equal density (φI)to the inactive phase (see
below). The peak in susceptibility increases linearly with tobs as expected
from a first-order transition.
dynamically inactive phase. We will investigate the finite-size behaviour of
the transition and characterise the inactive state, paying particular attention
to the density.
The equilibrium value of 〈k〉 is equal in both ensembles as expected and
the first-order dynamic phase transition occurs at a finite value of s > 0.
Figure 5.9 shows the transition for N = 100 spheres and tobs = 600τB. The
dashed red line in the figure is the average equilibrium intensive activity for
a constant volume system at a density equal to the inactive phase of the
constant pressure system. The constant pressure system still has a lower
value for the activity, thus the inactive phase is characterised by more than
just an increase in the average density of trajectories.
Figure 5.10 shows the transition for N = 100, = tobs = 2400τB in both



















Figure 5.10: The dynamic phase transition in the constant pressure and
constant volume ensembles for N = 100 and tobs = 2400τB reproduced
to allow direct comparison. The constant pressure system exhibits a lower
activity in the inactive phase and the critical bias is reduced relative to the
constant volume system, hence the constant pressure inactive phase is more
stable.
the constant pressure and constant volume ensembles for ease of comparison.
The critical bias is reduced in the constant-pressure ensemble relative to the
constant-volume ensemble, s∗P < s
∗
V , for all values of N and tobs studied.
Furthermore the activity in the inactive phase, kinactive, is smaller in the
constant-pressure ensemble. Allowing the density of the system to change
means that the system can access a relatively more inactive regime closer to
equilibrium.
The sampled probability distribution from equilibrium is Gaussian near
its peak, and close to s∗ the distribution becomes bimodal, see Figure 5.11,
consistent with a first-order transition in the activity. Using all of the sam-
pled distributions and estimating the distributions using WHAM allows us to
reconstruct the distributions Ps∗(k) and the equilibrium probability of inac-
tive states at equilibrium. The non-Gaussian behaviour of the reconstructed
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equilibrium distribution shows inactive trajectories can exist at equilibrium
albeit very rarely.
The system size scaling of the intensive activity is consistent with a first-
order transition, Figure 5.12 shows the transition for all values of Ntobs
sampled. The value of s∗ decreases and χ∗ increases with increasing tobs.
The value of k(0) increases slightly with N , this is the same finite-size effect
seen in Figure 5.3.
The scaling of s∗ and χ∗ with tobs at fixed N is consistent with a dynamic
first-order transition in an observable that is extensive in time. The scaling
with system size is different however, the position of s∗ does not change,
although the transition becomes sharper and χ∗ increases. The fact that s∗
is effectively independent of N suggests that the transition requires a bias
proportional to N , hence all particle motion requires an applied bias. The
scaling of s∗ and χ∗ is qualitatively the same in both three-dimensional en-
sembles. This is in contrast to the one-dimensional constant-pressure system
which required only a single stochastic force to be biased and hence s∗ = 0
independent of system size.
We expect the differences in the dynamic transition between the two
ensembles to be due to the system’s ability to change the global density.
Figure 5.13 shows the change in the average density of the system across
the dynamic transition, there is a change in the system density that scales
with observation time like k. The inactive phase is consistently more dense
than the equilibrium system, the change in density remains constant with
system size, as expected for an intensive observable. The volume relaxation
time (λ−1 see section 3.1.3) is proportional to N−1 and so the effect of the
barostat, and the change in density, depends only upon tobs. This agrees with
the independence of s∗ and N , the change in density only depends upon the
length of tobs relative to the barostat time. The change in density is small
and φinactive is far from any suggested φJ or φGCP for the system, predicted
at φ ' 0.64, however the increase in density is consistent with an increase
in glassy dynamics[19]. Even as Ntobs → ∞ there is no evidence that the
system will adopt jammed states in the ensemble of biased trajectories.
Comparing the change in density between the equilibrium and inactive
phases ∆φ we see a change in the finite-size scaling. The dependence of ∆φ
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Figure 5.11: The probability distributions Ps(k) for the three-dimensional
constant pressure system with N = 100, tobs = 2400τB. (a) Sampled dis-
tributions are collected at equilibrium and close to s∗, the distributions at
equilibrium and coexistence (s∗ = 0.0066) were estimated using WHAM. (b)
The reconstructed equilibrium distribution shows a strong non-Gaussian tail
towards the inactive phase, indicative of a first-order phase transition.
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Figure 5.12: Finite-size scaling of the dynamic transition in the three-
dimensional constant-pressure system. (a) The value of s∗ is inversely pro-
portional to tobs at fixed N , but remains constant with changing N at fixed
tobs. There is a slight discrepancy in k(0) for different system sizes. (b)
Again the value of s∗ is independent of N , but the value of χ∗ increases with
N at fixed tobs due to the relative duration of tobs compared to τV V .
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Figure 5.13: The average packing fraction of constant pressure systems at
different Ntobs. All systems exhibit an increase in packing fraction in the
inactive phase, and the increase scales strongly with observation time at fixed
N . Note that the smaller system size shows a much larger increase in φ with
increasing tobs.
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on tobs at fixed N is much stronger for the smaller system. The maximum
volume change for a single Monte Carlo volume move is a fixed fraction of
the current system volume and the rate of volume moves is fixed as N−1
(see section 3.1.3), this means that the barostat of the larger system is twice
as fast as the smaller system. Compare the two system sizes for tobs =
600τB and tobs = 2400τB, for the longer observation time the smaller system
is consistently at a higher density, while for the shorter observation time
the larger system is denser. The faster barostat means that high density
configurations are less stable and are more prone to relaxation in larger
systems.
To investigate the effect of the change in density we compare the ac-
tivity of the inactive, constant pressure system with an equilibrium con-
stant volume system at equivalent φ. We choose the P = 11.50, N = 100,
tobs = 2400τB constant pressure system for comparison and measured the
density of the inactive phase as φI = 0.5804. We simulated a constant vol-
ume system at φ = φI with equal N and tobs, this is shown in Figure 5.9(a)
and the activity of the equilibrium system is higher than the inactive con-
stant pressure system. This shows that the inactive phase is not just caused
by an increase in density, the inactive phase is not equivalent to an equally
dense equilibrium state. There is a further cause for the reduction in activity
due to changes in structure. If dynamic activity is linked to glassiness then
the dynamic bias is more effective at producing glassy states than the change
in density alone.
There is a strong correlation between the activity of a trajectory and
the average time-integrated density of a trajectory. Figure 5.14 shows the
correlation between k for a trajectory and the packing fraction of the middle
configuration φ, the points are drawn from the equilibrium distribution, an
active distribution sampled from s ' s∗ and an inactive distribution sampled
at s > s∗. The distribution near co-existence is over a broad range of activity
and density and there is a strong correlation between the two observables
across the entire range. The width of the density distribution is fixed for
all values of k, the correlation between activity and density is very strong,
compare to the relatively weak correlation between k and energy in [13].
The finite-size scaling of Ps∗(k) is shown in Figure 5.15, the bimodal
116 CHAPTER 5. 3D DYNAMIC PHASE TRANSITION










Figure 5.14: Activities and time integrated densities from trajectories sam-
pled, s = 0.008 which is close to s∗ = 0.0073 and s = 0.012. There is a
strong correlation between the two observables at all values of s. The width
of the distribution of φ does not change with s.






























Figure 5.15: The bimodal probability distributions of the three-dimensional
constant-pressure system. (a) As system size is increased there is a small
increase in k as discussed in the main text. Doubling the system size causes
the separation ∆k to become smaller by 16%. (b) As the observation time
is increased at fixed tobs the peak to trough ratio of the histogram increases
and ∆k increases by 20%.
histogram is shown for different system sizes and observation times. We use
the difference between the two peaks ∆k to quantify the scaling behaviour
of the transition. As system size is increased the separation becomes smaller
(by 13%) and the separation becomes larger (by 15%) as tobs is increased,
this is the same qualitative behaviour as the constant-volume ensemble.
Finite-size scaling of the transition is shown in Figure 5.16, we measure
the critical bias, s∗, and the peak in the susceptibility. The value of s∗ scales
inversely with tobs and remains constant with changing N , if we extrapolate
to the limit tobs → ∞ then we can see s∗ > 0. The dotted lines in Fig-
ure 5.16(b) show the linear scaling of χ∗ with tobs at fixed values of N , the
three system sizes shown have a different gradient for the scaling. The thin
lines in Figure 5.16(b) show system size dependence at fixed tobs, there is a
sub-linear dependence of χ∗ with system size, suggesting that the extent in
space and the extent in time are not equivalent. The slower behaviour of χ∗
with respect to system size is linked to the narrowing of Ps∗(k) with respect
118 CHAPTER 5. 3D DYNAMIC PHASE TRANSITION
to N .
By allowing the density of the system to fluctuate the constant-pressure
ensemble shows a change in the dynamic transition, s∗ reduces and there is
a change in the density concurrent with the activity. The inactive phase of
the system increases in density to φ ∼ 0.58, although it is not the sole cause
of lower activity, an equilibrium system with φ = 0.58 has a larger activity.
We have performed finite-size scaling of the dynamic transition in figures
5.8, 5.15 and 5.16. The value of the critical bias scales as s∗ ∼ t−1obs, the
susceptibility χ∗ increases linearly with observation time and the separation
between the two phases increases with tobs. The peak susceptibility scales
sub-linearly with system size, this can be explained by the reduction in ∆k
at fixed tobs. Recall subsection 2.3.1, as system size increases the separation
in the bimodal distribution should remain constant and hence Var[k(s∗)] =
cosnt. and χ∗ = NVar[k(s∗)] is proportional to N . However we have that
∆k reduces with increasing system size and hence the variance in k reduces
also, thus χ∗ scales sub-linearly with N .
Comparing figures 5.8(a) and 5.15(a) we can see that when system size
is increased at fixed tobs, the peak to trough ratio of the constant-volume
ensemble increases more than in the constant-pressure ensemble and ∆k
reduces by a larger percentage. This might be explained by the inconsistency
of the barostat timescale with respect to changing N . The barostat acts
faster for larger systems, this has the effect of destabilising high density
configurations and increasing the average activity of the inactive phase, hence
∆k reduces. As the two peaks move closer to one another there is an increase
in the overlap of the two distributions, and although the width of the two
peaks narrows and the ratio increases, the overall effect is weakened. The
destabilising effect of the faster barostat couples with the increase in the
probability of observing a nucleation event, thus the reduction in ∆k is larger
than in the constant-volume ensemble, a reduction of 16% compared to 7%.
The scaling of the transitions with observation time at fixed system size
is consistent in both ensembles. At a fixed system size of N = 100 particles
and doubling the observation time results in an increase in ∆k of 20% in both
the constant-pressure and constant-volume ensemble. As discussed above the
increase in ∆k is caused by the active and inactive peaks of Ps∗(k) becoming
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Figure 5.16: The scaling of the critical bias and the susceptibility for the
three-dimensional system in the constant-pressure regime. (a) The value of
s∗ remains constant at fixed tobs with changingN and reduces with increasing
tobs. (b) The peak in the susceptibility scaling with respect to space-time
volume, the dotted lines show linear scaling with respect to tobs indicative of
a first-order phase transition. The thin lines show a slower linear dependence
of χ∗ at fixed tobs and varying N .
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clearer and approaching the large Ntobs limit as the peak to trough ratio
increases.
There is a first-order dynamic phase transition in the activity of harmonic
sphere systems, allowing the system density to fluctuate reduces the critical
bias s∗. There is a spontaneous increase in the density of the constant-
pressure ensemble in the inactive phase. To investigate the effect that the
increase in density has on the inactive phase itself we will characterise the
dynamic phases of the two ensembles. To achieve this we will study the
properties of configurations taken from active and inactive trajectories.
Chapter 6
Characterising the inactive
phase of the three-dimensional
system
We have showed a dynamic phase transition in a system of nearly-hard
harmonic spheres, similar to the transition seen in the KA mixture. The
constant-pressure ensemble exhibits an increase in density between the ac-
tive and inactive phases, as well as a reduction in the critical bias: the effect
this has on the properties of the inactive phase is unknown. We will charac-
terise the inactive phase with respect to glassy properties, namely amorphous
structure and slow relaxation times. We calculate the average of static prop-
erties across a trajectory as described in 3.2. By comparing these properties
in equilibrium and inactive trajectories we aim to characterise the transition
and the effect of the dynamic constraint.
6.1 Stability of the inactive phase
Detailed studies of the inactive phase of the KA mixture were performed by
Jack et al.[22] and Fullerton & Jack[16], they found that the inactive phase
corresponded to a quantitatively different local energy landscape than equi-
librium. The average potential energy of the inactive state was lower than
equilibrium. To investigate the origins of this reduction they measured two
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separate contributions to the potential energy: the inherent structure (IS)
energy[23], which measures the energy of the “nearest” energy minimum: and
the vibrational energy, which measures the contribution of thermal fluctua-
tions around the IS. The average inherent structure energy of inactive states
was much lower than that of equilibrium states at equal temperature, and
lower even than equilibrium states at cooler temperatures. However the av-
erage vibrational energy of the inactive and equilibrium states are almost
identical at equal temperature. Thus the inactive phase behaves like a ther-
mally equilibrated state, fluctuating in a deep energy basin.
The work mentioned above measured the vibrational density of states[50]
for the IS configurations, allowing comparison of the propensity for motion on
different length scales. The inactive phase had fewer “soft” small-eigenvalue
modes, associated with large scale structural relaxation, suggesting that the
inactive state was more rigid than equilibrium and less prone to structural
relaxation. Correspondingly the inactive phase exhibited a decrease in “soft”
modes with large eigenvalues, these modes correlate to fast vibrational mo-
tion about an underlying structure. The inactive phase of the KA glass
former corresponds to a system whose vibrational degrees of freedom are
thermally equilibrated, but whose structural degrees of freedom are typical
of a much lower temperature, lying deep in energy basins.
This was reflected in the melting of inactive configurations and equi-
librium low-temperature configurations of the KA mixture. The energy of
the low-temperature configurations melted to the higher temperature equi-
librium value in two stages, a rapid increase in energy associated with the
fast vibrational modes equilibrating rapidly, then a slower change in the soft
structural modes. The inactive state melted to equilibrium energy in a single
slow process, consistent with structural relaxation from a configuration typ-
ical of a lower temperature. The lack of a fast equilibration process agrees
with the equilibrium behaviour of the hard vibrational modes, only the soft
vibrational modes need to change in the melting process.
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6.1.1 The inactive phase of the constant-volume ensemble
In glass forming systems there is little structural change between the super-
cooled fluid and the glass. The pair correlation function g(r) is almost identi-
cal across the glass transition in experiments and static simulations[2]. Mea-
surements of g(r) for equilibrium and inactive trajectories of a Kob-Andersen
glassformer were unable to discern between the two dynamic regimes[13].
More complicated collective structural measurements of the same system
have shown that there is a change in the distribution of local particle cluster
configurations[18]. The specific local cluster configurations are dependent
upon the model, in the absence of attractive potentials we do not analyse lo-
cal cluster configurations. We measure g(r) for the constant volume system,
see Figure 6.1, and find no change in the structure beyond a small suppression
in the value at contact g∗xy = gxy (σx + σy), where x and y denote particle
species. As s increases there is a reduction in g(r) at contact (shown in the
inset of Figure 6.1), this is expected from the decrease in potential energy.
The harmonic potential is contact only and so to reduce the potential energy
there must be fewer particle overlaps. The lack of structural change shows
that the system is not crystallising in the inactive regime, it also supports
the inactive regime being the glassy state of the system.
We take trajectories from a sampled distribution at s ' s∗ and split the
distribution into three intervals of k, creating active, inactive and a mixed
population(see Figure 5.5(a)). The three intervals are shown in Figure 5.5
and are of equal width in the sampled range of k. We can distinguish between
the two dynamic phases by activity alone and any change in static properties
will be reflected in the two populations without further selection. Hence
equilibrium configurations and the active population from s ' s∗ should
have similar static properties and the inactive population should be markedly
different.
To investigate the relative stability of the inactive phase to the equilib-
rium phase we take configurations form the inactive regime and simulate
motion using equilibrium dynamics. This causes the configurations to “melt”
back to equilibrium behaviour. The time required to return to equilibrium
is a sign of how stable the inactive phase is, we measure the intermediate
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Figure 6.1: The pair correlation function for small particles in the constant-
volume three-dimensional system with N = 200 and tobs = 1200τB. Mea-
surements are taken across the dynamic transition and s∗ = 0.039. There is
little change except for the value at contact. (Inset) The value of gAA(r) at
contact reduces linearly with s and is continuous across the transition.
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This is a measure of overlap between an initial configuration x(t0) and a
later configuration x(t0 + t). We choose q = 2piσAA to be the wave vector that
corresponds to the first peak in the structure factor for type A particles. As
such fs(q, τα) = e−1 is a measure of the structural relaxation time τα.
We will measure the intermediate scattering function using different ini-
tial configurations for ~r(t0), the function decays as a single exponential for
high temperature simple fluids at equilibrium, but glassy behaviour leads to
a slower, two-step relaxation[2]. We measure fs(q, t) beginning from equi-
librium configurations as well as configurations drawn from the active and
inactive populations close to s∗. Figure 6.2(a) shows structural relaxation
from the three initial distributions, the equilibrium function decays expo-
nentially as expected for a fluid. The structural relaxation measured from
active initial configurations at s ' s∗ is qualitatively identical to the equi-
librium, the scattering function decays on a similar timescale. Using initial
configurations drawn from inactive trajectories the structural relaxation be-
comes a slower, two-step process, indicating glassy behaviour and a different
mechanism for structural relaxation.
Figure 6.2(b) shows the average potential energy per particle of the three
regimes over time. The active configurations have a very similar potential en-
ergy to the equilibrium configurations, and rapidly become indistinguishable.
The inactive configurations have a much lower initial potential energy and
melt back to equilibrium energies over a timescale roughly ten times larger
than τα. The energy melts back to equilibrium in a single step process, in
agreement with the melting of the KA mixture in [22].
Comparing the melting of inactive configurations from two different sys-
tem sizes in figures 6.2 and 6.3, we show that τα is faster for larger systems.
If melting from the inactive phase is caused by a localised relaxation nucleat-
ing the active phase and facilitating relaxation throughout the system, then
the larger system is more likely to contain a nucleation event in a given pe-
riod of time. This means that the inactive phase of larger systems will have
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Figure 6.2: Melting of inactive and equilibrium configurations of the three-
dimensional system at constant volume with N = 100 and an original obser-
vation time of 1200τB. (a) The structural relaxation time, τα, for inactive
trajectories sampled at s ' 0.03 shows a marked increase relative to equi-
librium, while active trajectories sampled at a similar bias are very similar
to equilibrium. (b) The average potential energy per particle of the system
is lower in the inactive phase and as the system relaxes back to equilibrium
behaviour the energy increases back to the equilibrium value.
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Figure 6.3: Melting of inactive and equilibrium configurations of the three-
dimensional system at constant volume with N = 200 and an original ob-
servation time of 1200τB. (a) The structural relaxation time for inactive
trajectories sampled at s ' s∗ is faster compared to the N = 100 system.
(b) The average potential energy per particle of the system in all dynamic
phases is consistent with increasing system size.
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faster relaxation times, and thus the inactive phase of larger systems is less
stable compared to smaller systems. The reduction in stability explains the
decrease in ∆k with increasing system size at fixed tobs, as discussed above in
section 5.2, figure 5.8(a). The average energy per particle remains constant
in all dynamic phases with respect to changing system size, we conclude that
the inactive phase is structurally consistent with changing system size, and
relaxes through localised nucleation events.
6.1.2 The inactive phase of the constant-pressure ensemble
In the constant volume ensemble we saw little change in gAA(r) between
equilibrium and the inactive phase, in the constant pressure regime the den-
sity of the system can change and this may induce a change in structure. We
measure gAA(r) in the constant pressure regime, see Figure 6.4 and see no
discernible change in structure nor signs of crystallisation.
The lack of any discernible change in the pair correlation function agrees
with observations of the glass transition, although there must be a sub-
tle change in structure to denser configurations. There was no discernible
change in pair correlation functions of the KA mixture between the active
and inactive phases, although measurements of the vibrational density of
states showed there was a subtle difference in the IS. We find a subtle dif-
ference in the underlying structure of the two phases that we discuss below
in section 6.2. We can only conclude that pair correlation functions are too
coarse to distinguish between the two phases, and indeed other work suggests
more complex structural measurements can separate the two phases – e.g.
measurements of the activity in systems with pinned particles[90].
We take configurations from trajectories sampled at equilibrium and from
s ' s∗, splitting the bimodal population into active and inactive configura-
tions. Using these configurations as initial conditions we simulate the system
with equilibrium dynamics and measure how initial conditions taken from dif-
ferent dynamic phases a bias melt back to equilibrium behaviour. Figure 6.5
shows the average intermediate scattering function and the average density
over time for the the three different initial populations.
The intermediate scattering function shows similar behaviour to the con-
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Figure 6.4: The pair correlation function measured at equilibrium, coexis-
tence and in the inactive phase for the smaller particles in a three-dimensional
constant pressure system with N = 200, tobs = 1200τB. There is a no consis-
tent change in the contact peak unlike the constant volume system. There
is no discernible change in the structure that might lead to slow dynamics,
and crystallisation has not occurred.
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stant volume three-dimensional system, structural relaxation from an inac-
tive initial configuration becomes a two step process. In contrast the active
population, from the same value of s, has a similar relaxation time to the
equilibrium system. The slower, two-step relaxation is indicative of the in-
active phase being more stable compared to typical equilibrium states.
The active population from coexistence rapidly returns to equilibrium
behaviour, the density of the system returns to the mean equilibrium value
for the system. The density of the inactive population is much higher than
the active population and takes much longer to relax back to the equilib-
rium value. The density relaxes on the timescale of the α-relaxation time for
both the active and inactive population, suggesting that the structure can-
not relax completely without the volume also relaxing, the two mechanisms
complement one another.
Our characterisation of the three-dimensional inactive phase have shown
a lack of obvious structural change, in stark contrast to the one-dimensional
system. There is no interface that the system must maintain and instead the
dynamics are dominated by cooperative relaxation and local kinetic trap-
ping. Configurations taken from the inactive phase show one-step melting
back to equilibrium, indicative of a long-range structural relaxation between
the phases without a rapid thermalisation of particle vibrations. This suggest
the inactive phase has an inherent structure typical of a lower temperature
system, while maintaining the short-range particle fluctuations of the equilib-
rium system. The different inherent structure in the inactive phase has been
shown to have a relaxed vibrational modes and hence a greater compressibil-
ity. We will study the jamming properties of the two dynamic phases as a
means of investigating how the structural properties of the different phases
affect the distribution of jammed packings.
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Figure 6.5: Melting of configurations taken from active and inactive trajec-
tories at s ' s∗ with N = 200, tobs = 1200τB. (a) The structural relaxation
time for inactive configurations is much longer than for equilibrium con-
figurations. The active population of the biased system behaves like the
equilibrium system. (b) The packing fraction of the systems as they melt,
the inactive configurations begin at a much higher density and relax back to
the equilibrium value over a similar timescale as the structural relaxation.
It is possible that the volume must first relax to a lower density to facilitate
structural relaxation.
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6.2 Jamming
The increase of the constant-pressure system’s density across the dynamic
transition is not entirely responsible for the decrease in activity (see Fig-
ure 5.9). However the strong correlation between the structural and volume
relaxation times, shown in Figure 6.5, suggests that the increase in den-
sity causes or allows a more stable particle structure, which in turn hinders
volume relaxation. Compression studies have shown that the jamming den-
sities φJ of particle systems are dependent upon the density before com-
pression φi. Berthier & Witten concluded that slow, non-equilibrium glassy
dynamics could be responsible for a finite range of φJ due to the metastabil-
ity of glassy states[19]. We will compress configurations, drawn from both
constant-volume and constant-pressure trajectories, and compare the distri-
butions of φJ .
In order to measure the vibrational density of states, previous work[22,
16] used a conjugate gradient method to minimise the energy and find the
IS of configurations. We use the jamming protocol described in section 3.5
as a means to investigate changes in underlying structure and the separate
contributions to energy rather than the vibrational density of states.
It is known that the inactive phase represents configurations from an
energy basin typical of a lower temperature compared to the equilibrium
system. The different inherent structures may correspond to separate distri-
butions of φJ , recall the discussion of vibrational modes and compressibility
in section 2.6. However if φJ is indeed unique then both dynamic phases
would jam at the same packing fraction. A difference in φJ would lend sup-
port to proposed universal jamming–glass phase diagrams, as discussed in
section 2.6 and reference[5]. A correlation between the dynamic propensity
of configurations and their jamming density would provide a link between
the dynamic nature of the glass transition and the static jamming transition.
We take configurations from the middle of equilibrium trajectories, as
well as from active and inactive trajectories with s ' s∗: these configura-
tions are jammed according to the protocol in section 3.5. Recall Figure 3.4
showing the paths that our jamming protocol takes through configuration
space, configurations are taken from a finite temperature system and re-
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duced to the inherent structure. Then the particles are inflated isotropically
while conjugate gradient minimisation maintains a zero energy configuration.
We aim to measure and compare the distribution of φJ for the active and
inactive phases.
Recall the discussion of the distribution of modes above, the inactive
phase of particle systems is typical of lower temperatures and the stiffest
modes of the system are relaxed. Coupled with the reduction in particle
overlaps that the reductionin energy suggests, there is an increase in the
local free volume of particles and particles can explore their local volume
more easily. If this is true the system would be more compressible and there
should be a difference in the jamming behaviour of the active and inactive
phase.
6.2.1 Jamming in the constant-volume ensemble
All configurations have the same φi in the constant-volume ensemble so any
variation in the distribution of φJ is due to structure, and the relative glassi-
ness of configurations.
Figure 6.6 shows the distributions of φJ that are obtained when three
sets of configurations are subjected to the jamming protocol described in
section 3.5. By using the same selection criteria to decide active and inactive
trajectories that we use near s∗at equilibrium we see that the equilibrium
distribution is indeed identical for all activities. The active population of
the s ' s∗ distribution achieves denser values for φJ than equilibrium and
have slightly reduced activities, but there is a strong amount of overlap.
They resemble a constrained sampling of the same distribution, consistent
with them being in the same dynamic phase as equilibrium. The inactive
configurations jam at considerably higher densities, with an increase of about
1%. Comparing to the pressure-density relations measured for harmonic
spheres in Ref. [91], the difference between φ = 0.65 and φ = 0.66 causes a
large change in the virial pressure and is close to diverging virial pressure.
There is a correlation between the activity and φJ , configurations drawn
from more inactive trajectories yield higher jammed packing fractions. Thus
the inactive states are not only lower in energy but they are characteristic of













Figure 6.6: The distributions of φJ for different phases of the three-
dimensional constant-volume system with N = 200, the configurations were
taken from the middle of trajectories with tobs = 1200τB. There is an equal
number of active and inactive configurations. The inactive configurations
jam at a higher packing fraction than the active and equilibrium configura-
tions. There is a clear correlation between the activity of the trajectory the
configuration is drawn from and the value of φJ that is achieved.
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a state that can jam more easily. This is in agreement with the concept of a
relaxation of the stiffest vibrational modes in the system and an increase in
local particle movement.
The jammed state is mechanically stable and corresponds to zero tem-
perature with no vibrations possible, hence it is the natural state for zero
activity. However the inactive phase still exists at the same packing frac-
tion as the active phase, an increase in density is not required for glassy
behaviour, to either φGCP or φRCP. The change in the distribution of φJ is
further evidence that φJ is not a unique value for the system.
6.2.2 Jamming in the constant-pressure ensemble
In the constant-pressure ensemble φi can vary and we have shown that an
increase in density occurs across the transition, as well as a more subtle
change in structure. We do not make predictions for the finite temperature
behaviour of jammed configurations and do not drive the system in the T −φ
plane. The dependence of φJ on φi is unknown: any correlation between
the two distributions would lead to the different finite-temperature dynamic
phases having different distribution of φJ (the dashed lines in Figure 3.4).
However if φJ is not related to φi and is instead solely dependent on the
model then the two phases would correspond to the same distribution of φJ
(the dotted pink line in Figure 3.4).
Figure 6.7 shows the jamming behaviour of the dynamic phases in the
constant-pressure ensemble. Figure 6.7(a) shows the final jammed packing
fraction of configurations drawn form trajectories with different activities.
The range of activities is larger in the constant-pressure ensemble as seen
above, and there remains a large overlap between equilibrium configura-
tions and the active population of s ' s∗. The inactive population jams at
higher densities that the other populations, and with a slightly higher average
density than the constant-volume inactive configurations. The correlation
between activity and φJ appears a little stronger in the constant-pressure
ensemble than constant-volume.
Figure 6.7(b) shows the initial and jammed packing fraction of each con-
figuration. The width of the initial packing fraction for the inactive config-
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Figure 6.7: The distributions of φJ for different phases of the three-
dimensional constant-pressure system with N = 200, the configurations were
taken from the middle of trajectories with tobs = 1200τB. (a) Again the in-
active configurations jam at a higher packing fraction than the active and
equilibrium configurations. (b) The initial and final packing fractions for all
configurations, there is a positive correlation between φi and φJ .
6.2. JAMMING 137
urations reinforces that although there is an increase in the average density,
it is not necessary to increase in density to become dynamically inactive.
There is a positive correlation between φi and φJ , but the range in initial
densities is much larger than the range in jammed packings.
The distribution of φJ is very similar in both ensembles, the average
jammed packing differs by ∼ 0.25% between the constant pressure and con-
stant volume configurations. Again this is evidence that φJ is not unique.
If we consider the previous work on the distribution of vibrational modes in
Ref. [16] then the inactive phase exhibits a relative suppression of the modes
with smallest and largest eigenfrequencies. The suppression of the stiffest
modes with highest frequencies leads to a suppression of the fastest rattling
motion and was interpreted as a softening of the most steeply curving direc-
tion on the energy landscape. This slackening of the stiff modes means that
particles can explore their local volume without causing as many overlaps.
In a jamming context we interpret this as particles having more available
space to increase in size and rearrange positions on short scales in order to
facilitate higher jammed packings.
If we consider a single particle inflation cycle which causes two particles
which previously did not interpenetrate to do so, then the protocol will move
the particles apart. However this may cause an overlap with a third particle
which then has to be moved, this can repeat until n particles have to be
displaced before a zero energy configuration can be reached. These large
scale particle interaction chains are resolved through cooperative structural
relaxation[92]. The jammed state is reached when the number of particles
involved in a single “chain” of displacements is equal to N , and a zero energy
state cannot be found.
Our analysis of jamming behaviour shows that there is a change in the
structure of the system between equilibrium and the inactive phase in both
ensembles. We associate the higher packing fractions of the jammed in-
active state with the suppression of “stiff” structural modes leading to a
lack of structural relaxation. Preventing structural relaxation limits the re-
gion of phase space that the system explores, the inactive phase is struc-
turally metastable and survives for long times with low dynamic activity.
The jammed state is the most extreme form of kinetic trapping in phase
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space, a configuration that cannot structurally relax and has zero activity.
Our findings suggest that the inactive state is part of the same continuum of
metastable configurations with low activities as the jammed state, although
the jammed state cannot be accessed using equilibrium dynamics. The high-
est density of the glassy particle system we observed was φI = 0.5804, far
from the final jammed densities of φJ ≈ 0.66.
Finally we note that in kinetically constrained models with a time varying
density profile (such as the SSEP), the inactive state is jammed and the
activity falls to zero. In the one-dimensional systems studied in chapter 4
the dynamic transition in both ensembles corresponded to forming a high
density state close to jamming which sustained small activity. In the three-
dimensional systems the inactive state was far from jammed, although in
the constant-pressure ensemble the density did increase by ∼ 1%. This
small change in density across the transition suggests that the density of the
inactive phase is lower than the proposed φG < 0.664[7]. The soft constraints
and the complexity of three-dimensional configuration space prevent large
changes in density, and from our results high densities are not required to
create a dynamically inactive phase. The transition can be interpreted by
subtle, small-scale structural changes that are metastable and reduce the
dynamic propensity for long timescales.
Chapter 7
Conclusion
We have shown dynamic phase transitions in constant-density and constant-
pressure ensembles of repulsive systems. The two ensembles are not equiva-
lent with respect to dynamic transitions, although the ensembles are defined
in terms of static constraints, i.e the average value of the static volume
and pressure. There is a fundamental difference in the behaviour of the
two systems, the one-dimensional model is governed by diffusive dynamics
and undergoes phase separation into an inactive state, the three-dimensional
glass-former falls out of equilibrium and develops long relaxation times with
little structural change. Both are controlled by behaviour on the longest
timescales in the system: in diffusive systems τρ ∼ l2 so large scale fluc-
tuations dominate: in the glassy systems the suppression of low frequency
modes acts on the slowest timescales of the system.
Diffusive systems can be described on hydrodynamic length-scales by the
theory of fluctuating hydrodynamics, systems are described by the distribu-
tion of the density and their behaviour is controlled by fluctuations in the
local density. Fluctuating hydrodynamics predicts phase separation and hy-
peruniformity as the means to change dynamic activity[75], for s → ∞ the
system will jam, either locally or globally, as k → 0. We have shown the
transition to a phase-separated inactive phase and the existence of a hype-
runiform active phase in the constant-density one-dimensional system. The
transition to the inactive phase is first-order with respect to the dynamic
activity K and occurs at a finite critical bias s∗, which we have shown scales
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with the system size as 1/N . The emergence of hyperuniformity as a result
of biasing to greater activity is equal for all N at fixed s, for finite systems
there is a limit to qmin = 2pi/L′.
In the one-dimensional constant-pressure system the change in density is
much more influential than changes in structure. The inactive phase is much
more dense than equilibrium and the system approaches the jammed state
rather than phase-separating. The transition to the inactive phase occurs
at s∗ = 0 for all system sizes, provided the observation time is long enough.
When biased to higher activities than equilibrium the constant-pressure sys-
tem reduces the density, there is a small suppression of short-wavelength
S(q¯) but the onset of hyperuniformity is weaker than the constant-volume
system for equal N .
That the behaviour of the system is dominated by the density was ex-
pected, from hydrodynamic arguments diffusive systems on long length scales
are controlled by the density distribution. The minimisation of power to
maintain dynamic constraints means that the s-ensemble couples most strongly
to processes that occur on the longest time scales[16], in all cases the ob-
served dynamic phenomena occur on the longest time scales. In diffusive
systems the characteristic relaxation time for a fluctuation of size l is τ ∼ l2,
hence fluctuations on the longest length scales correspond to the processes
with the slowest relaxation. Hyperuniform ordering is, by definition, a long
length scale phenomena and is seen in both ensembles. The dense particle
cluster seen in the inactive phase of both ensembles is the largest density
fluctuation that can occur in the system.
Fluctuating hydrodynamics provides a theoretical framework that can de-
scribe the dynamic phase behaviour of the one-dimensional model, discussed
further in [75]. Analytic descriptions of the simple symmetric exclusion pro-
cess predict the transition to the inactive phase occurs at s∗ ∼ N2 in the
constant volume ensemble. We observe weaker scaling with system size due
to the continuous nature of the particle position.
Forming the inactive phase requires a biasing of the noise forces in the
Langevin equations 4.1 and 3.17. Phase separation requires two neighbour-
ing particles to be driven apart from one another until they force all other
particles in a cluster between them. This requires a biasing of two particles,
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regardless of total system size, hence the critical bias scales as ∼ N−1. In
the constant-pressure system jamming requires the volume of the system to
contract and increase the global density, this requires biasing one noise term,
ηL. This is true for all system sizes, only the timescale that the volume re-
laxation changes, thus s∗ = 0 for all N . As N → ∞ the two ensembles are
equivalent with s∗ = 0.
The constant-pressure one-dimensional system is not equivalent to the
phase-separated constant-volume system, only the dense phase is seen in the
constant-pressure ensemble. There is work done on the particles at the two
boundaries of the dense phase separated state, this work acts to cause a kink
in the pressure profile. The constant-pressure ensemble of the same system
cannot sample the dense and sparse regions equally due to the difference in
the static pressure between.
In the three dimensional system we observed a dynamic transition to an
inactive, glassy phase. The inactive phase was structurally similar to the
active phase with lower potential energy and longer structural relaxation
times, akin to the glassy phase. These observations are consistent with the
previous studies of Lennard-Jones glass-forming systems. The transition
occurred at finite s∗ for all systems and s∗ ∼ 1/tobs at fixed N . The critical
bias in the constant-pressure ensemble is less than in the constant-volume
ensemble. In the constant-pressure ensemble the transition was accompanied
by an increase in system density and the value of kinactive was smaller than
the constant-volume ensemble.
The density of the inactive phase was φ = 0.58, far from any predicted
φGCP, the activity was even lower than an equilibrium system at equal den-
sity (φ = 0.58). The increase in density is not enough to drive the dynamic
transition although there is a strong correlation between activity and the
average density of a trajectory.
Previous studies of dynamic transitions in atomistic glass-formers found
that the inactive phase had equal vibrational energy to the equilibrium phase,
but a lower inherent structure energy. This was shown in the melting profile
of inactive configurations, there is no short-time thermalisation of the high-
frequency vibrational modes, only a slow relaxation of the low-frequency
modes. We observed a similar melting profile for the Harmonic system, a
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single kink in the energy profile corresponding to structural relaxation from
one inherent structure to another.
Further analysis of the vibrational modes showed that the inactive phase
suppressed the stiffest and the softest modes. The suppression of the soft
modes means that large-scale structural relaxation takes much longer and
τα is much longer. The relaxing of stiff modes corresponds to an increased
stability in the local structure and an increase in the compressibility.
Our jamming protocol finds the nearest zero-temperature jammed state
in configuration space. The distribution of φJ produced from inactive config-
urations was denser than the distribution of equilibrium jammed states. The
densest distribution of φJ was centred around ' 0.665, below any suggested
maximum random packing. There is a very strong correlation between the
activity of the trajectory a configuration is drawn from and the jamming
density of the configuration.
In all cases there is a dynamic phase transition between systems with
“normal” fluctuations in the activity and inactive systems with persistently
low activity. Dynamic transitions in the s-ensemble are governed by the
slowest phenomena in the system. In systems with fluctuating volumes,
the barostat is the slowest mechanism in the system and fluctuations in
the volume dominate the dynamic phase behaviour. There may be other
ensembles that would preserve direct equivalence but that remains an open
question.
The three-dimensional systems do not show ensemble inequivalence with
respect to the scaling of s∗, but there is a decrease in the values of s∗ in the
constant-pressure ensemble. The density of the constant-pressure ensemble
spontaneously increases in the inactive phase. Although the inactive phase is
still more inactive than an equilibrium system at equal density. The change in
density occurs at the same bias as the dynamic transition and is concomitant
with the transition in activity, the change becomes sharper with increasing
observation time.
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7.1 Open questions
The onset of hyperuniformity in the active phase of the one-dimensional sys-
tem is weaker in the constant-pressure ensemble. Changing the density of the
system is more effective than changing the structure, the increase of system
density occurs at smaller |s| than modifying the structure of the system on
the particle scale. Whether S(q)→ 0 as N →∞ or whether it will saturate
at a finite value is unknown, furthermore the nature of the distribution of the
separations is unknown. To become hyperuniform the distribution of sepa-
rations must either deviate from an exponential distribution or long-range
correlations between separations must arise. However as |s| increases the
density saturates, if |s| is increased further then the structure of the sys-
tem may begin to change and the suppression of small-q fluctuations may
increase. The exact scaling of hyperuniformity with system size, observa-
tion time and bias, and the limiting behaviour of the active phase of the
system, is unknown. There are analytic predictions that jammed packings
are hyperuniform[81], we do not measure any sign of hyperuniformity in the
inactive phases of the one-dimensional system. Possibly as s → ∞ the sys-
tems would approach φ = 1 and hyperuniform ordering would emerge. With
regards to experimental work there is not a method to probe the s-ensemble,
however it could be possible to measure the jamming properties of glassy
colloidal systems.
We have not investigated the three-dimensional system biased to greater
than equilibrium activity, nor has any other study on atomistic glass-formers.
Whether the system would adopt hyperuniform structures, or whether there
would be a change in the potential energy of the system is unknown. With
respect to the inactive phase one could measure static correlation lengths
between regions of fast dynamics.
We have not analysed the properties of the jammed configurations, it
would be interesting to measure the stability of the packings to external stress
and whether the inactive configurations produce more stable packings. Also
measuring S(q) for the jammed packings may show signs of hyperuniformity.
The low temperature limit of the harmonic potential is repulsive hard
spheres, a study of the system at different temperatures could illustrate the
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effect of finite temperature fluctuations in atomistic glass-formers. In KCMs
it is known that softening constraints leads to a finite value for s∗ and a finite
temperature critical point, whether this remains true in atomistic system is
unknown.
The role of hyperuniformity in systems that are subject to strong con-
straints is a topic of discussion and current research. Suppression of long
wavelength density fluctuations appears to be a mechanism to satisfy geo-
metric constraints while maintaining a high packing density. Whether hype-
runiform ordering is a general means of satisfying dynamic constraints, and
any requisite correlations between structure and dynamics is unknown.
We have demonstrated that thermodynamic ensembles are inequivalent
with respect to dynamic phase transitions. The ensembles maintain a fixed
value for the instantaneous volume or pressure at all times, possibly ensem-
bles that maintain a fixed value of a dynamic observables would be equivalent.
Although it would be interesting, that question is beyond the scope of this
thesis.
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