ABSTRACT Structure determination of single crystals by diffraction methods is reviewed in terms of the philosophical and mathematical aspects of the analytical techniques that are used. A key problem concerns the need to determine the relative phases of the scattered rays. A major advance in treating this problem resulted from recognition that useful consequences ensue from the fact that electron densities in crystals are nonnegative functions. Advantage is also taken of the fact that the problem is usually greatly overdetermined by the number of experimental data. For biological macromolecules, the data available are more limited in range and accuracy and great use is made of the introduction of suitable heavy atom moieties. The developments in crystal structure analysis have had a considerable impact on progress in many scientific disciplines. The determination of the atomic arrangements in crystals by diffraction techniques affords especially good examples of the usefulness that is derived from combining physical constraints with diffraction theory. In applications to single crystals, use is made of the non-negativity of the electron density distribution to provide formulas for determining the relative phases of the scattered rays. The virtue of the concept of non-negativity in diffraction analysis has been discussed in a previous article (1) concerning the structures of gaseous and amorphous substances. In this earlier article, several aspects of diffraction analysis were discussed. It was pointed out in some detail that diffraction experiments are generally ambiguous in the sense that nonphysical models can be formulated that satisfy the diffraction data. The ambiguities are overcome by the introduction of constraints that are based on physical and chemical considerations. Also discussed in some detail in the previous article (1) is the concept of bridging, which concerns the adjustment of theoretical formulas and the treatment of experimental data to achieve useful results and improve their accuracy. The ensuing discussion, particularly of single crystals, provides many illustrations of these many aspects of diffraction analysis.
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A characteristic of true crystals is three-dimensional periodicity. Very great numbers and varieties of substances can agglomerate to form crystals. Monatomic crystals can be formed from the elements, and complex ones can be formed from macromolecules such as proteins and viruses. Crystalline materials provide, as a rule, a large amount of diffraction information relative to the number of unknown structural parameters to be determined, although this advantageous ratio decreases dramatically for macromolecular substances. When the advantageous ratio prevails, it accounts for the fact that simple mathematical formulations can provide the solution to a rather complex analytical problem.
CHARACTERIZATION AND METHOD
The determination of the structures of single crystals has a very broad range of application. This follows not only from the propensity that all sorts of materials have to crystallize readily, but also from developments in techniques for overcoming a key obstacle to the deduction of atomic arrangements from the observed diffraction intensity data. The diffraction pattern taken by the Weissenberg technique and shown in Fig. 1 is typical. Four numbers are associated with each diffraction maximum. Three numbers are the Miller indices, which identify the set of planes in the crystal that is involved in producing the particular diffraction maximum, and the fourth number is a measure of the intensity. The development of a useful theory for addressing this problem affords a good illustration of the use of physical constraints in structure analysis, and the development of a suitable procedure provides a worthwhile opportunity to observe the process of bridging between mathematical results and practical application. Despite the complexity of the structures of interest and of the mathematical relationship between the atomic positions and the diffracted intensities, considerable progress has been made toward making the direct determination of crystal structures from the measured intensities a fairly routine operation.
The method for accomplishing this is known as the "direct method." This terminology implies that the structure is determined without the use of special information, such as the known positions of heavy atoms that may be present. The direct method involves the determination of the phases associated with the scattered amplitudes directly from the measured intensities. An intensity is the absolute magnitude squared of the amplitude. Once the phases are known, appropriate Fourier series that use as coefficients the observed magnitudes of the amplitudes and their corresponding phases can immediately provide the desired structural information.
A key feature of the attack on the problem of determining the phases of the diffraction amplitudes was the recognition that the non-negativity of the electron density in a crystal imposes a crucial constraint on the system that could possibly lead to a practical solution of the problem. It is also valuable that the electron distributions about the individual atoms are known to a good approximation and that it is possible to transform the observed x-ray diffractiop intensities to those that would accrue from essentially point htoms. In point atoms, the electron density is concentrated in a central point in The maxima of the electron density distribution p(r) locate the atomic positions. Since crystal structures possess threedimensional periodicity, p(r) may be expressed in terms of a three-dimensional Fourier series p(r) = V-1 Fh exp(-2ih * r), [1] where the coefficients Fh = IFhI exp(i4h) [2] are the crystal structure factors associated with the planes labeled with the vector h and the h have integer components h, If the values for the 40h were obtained directly from experiment, the structures could be immediately calculated from Eq. 1. The absence of phase information gives rise to a difficult where fjh is the atomic scattering factor (scattering amplitude) of the jth atom in the unit cell and r1 is its position vector.
To estimate the solvability of the phase problem, Eq. 3 can be considered to be a system of simultaneous equations since measurements of the intensities are made for a large number of h. The unknown quantities are the phases Oh and the atomic positions rj. The known quantities are the IFhI obtained from experiment and the fjh, the atomic scattering factors, which are tabulated. It should also be noted that each of the simultaneous equations is actually two equations since both the real part and the imaginary part of each equation may be set equal separately. Comparison of the number of unknown quantities to be determined with the number of independent data available from the use of an x-ray tube having a copper target indicates that the overdeterminacy could be as great as a factor of 50 for centrosymmetric crystals and 25 for noncentrosymmetric ones. In the usual practice somewhat less than this degree of overdeterminacy is obtained, but the factor is still quite large.
By multiplying Eq. 3 by its complex conjugate, the phases are eliminated and we obtain N N
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This suggests the possibility that the atomic coordinates might be obtained directly from the measured intensities without the intermediate use of phases. As a practical matter, it has so far been found to be generally more feasible to determine structures by first determining the phases and then computing Eq. 1 than to find the atomic coordinates directly. The Fourier transform of Eq. 4 is known as the Patterson function (2, 3), co P(r) = EFhi 2 exp(-2-ri h * r). [5] The maxima of this function represent the interatomic vectors in a structure. It is evident that the coefficients of Eq. 5 are directly obtainable from the experimental measurements. The difficulty with using this function in a general way for structure determination arises from the lack of resolution that usually occurs for the N(N -1) interatomic vectors. There is, however, a circumstance in which the Patterson function is particularly useful and has found wide application. This is when a structure possesses only a few heavy atoms. The interatomic vectors associated with the heavy atoms are then readily identifiable and atomic positions for them can then be readily deduced. The coordinates for the heavy atoms can be used in Eq. 3 to compute an initial set of phases. There are numerous procedures for developing a complete structure from this information (4) (5) (6) (7) (8) (9) (10) . The Patterson function also becomes somewhat accessible when it is possible to introduce structural information in the form of known atomic groupings (11) (12) (13) . A detailed study of the properties of the Patterson function has been presented by Buerger (14) .
Despite the limitations on the direct analysis of the Patterson function, the great overdeterminacy of the problem has motivated the search for alternative methods that could extend the range of complexity of structures that could be investigated. The direct method for phase determination has this capability. Its philosophic basis and mathematical background will now be outlined.
The usefulness of the non-negativity criterion as described in the previous article (1) for the electron diffraction of gases motivated the search for additional applications. The result of imposing this constraint on the electron density distribution in crystals is an infinite set of determinantal inequalities of increasing order whose elements are the structure factors (15) .
In order of complexity, the first inequality statement is that FOWo must be non-negative, the second is that IFhj S Fooo, and the third is a relationship among the structure factors that plays a primary role in direct crystal structure determination. The inequality is written
Its important features may be seen by rewriting it in the form (15)
The interpretation of this inequality is that the structure factor Fh is bounded by a circle in the complex plane that has its center at FkFh-k/Fooo and a radius given by the right side of inequality 7 ( Fig. 2 probable value of kh. In fact, expression 8 is more probably correct, the larger the values for the structure factor magnitudes associated with the phases involved. Such probabilistic features can be obtained directly in a quantitative fashion by examination of inequality 7. The quantity FkFh-k/Fooo can be considered as an expected value for Fh, and a measure of the variance can be based on the right side of inequality 7. With these quantities, a probability distribution function for Fh may be immediately written (16) by use of the central limit theorem.
Various aspects of probability theory have been applied to the phase problem over the years (17) (18) (19) (20) (21) , starting soon after the development of the inequality theory. The probabilistic characteristics of inequalities had been noted by Gillis (22) , who was working with a set of inequalities derived by Harker and Kasper (23) somewhat earlier than the determinantal theory. Although the Harker-Kasper inequalities did not include inequality 7, they were stimulating in showing that simple inequality relationships could give phase information (24) and in providing early insight into their probabilistic implications (22) . The determinantal inequalities were derived (15) as a consequence of the non-negativity of the electron density distribution. These types of determinantal inequalities were known to mathematicians working with non-negative Fourier series. After the determinantal inequalities were obtained, it was noted that the Harker-Kasper inequalities were contained in them.
Centrosymmetric crystals, i.e., crystals having a center of symmetry, can have phase values that are only 0 or ir for a properly chosen origin in the crystal. This means that only a plus or minus sign attaches to jFhj for such crystals. A simple probability measure of this in the convenient hyperbolic tangent form of Woolfson (18) is given by the probability that the structure factor Fh be plus (i.e., has a phase of zero), P+(h), given several normalized structure factors Ek and Eh-k,
The normalized structure factors represent scattering from essentially point atoms and have the property that the average value of their magnitudes squared is equal to unity, i.e., (IEhj2)h = 1. The quantities an, are defined in terms of the atomic numbers, Z1, N orn = E Z7n 1=1 [10] Certain variance factors that would enhance P+(h), depending upon how large the I El in Eq. 9 are, have been omitted.
Crystals that lack a center of symmetry can have any value for a phase. In that case, useful mathematical tools are the appropriate probability distributions (16, 19) and measures of the variance (16, 21) .
The development of a practical procedure of broad application from relation 8 and its corresponding probability measures, the symbolic addition procedure (21), was not immediate. It required many years and was, in fact, preceded by a procedure for phase determination for centrosymmetric crystals (17) that afforded experiences that facilitated its development. The general approach in the symbolic addition procedure involves initially the stepwise use of expression 8 Other procedures have been developed that use many alternative sets of numerical phase specifications instead of the symbols that can represent these alternatives. The motivation for this has been the ease with which the programming of a computer can be performed and, to some extent, the expectation that certain advantages would accrue from being able to use phase-determining formulas with numbers rather than symbols. There is an ambiguity of 2wr that interferes with the averaging of different symbolic definitions of a phase. It is possible to use symbols, however, in such a way that the anticipated differential advantages from the use of alternative numerical values for phases do not accrue. This is effected by using the capacity of computers to use and store numerous symbolic definitions for a phase and to defer the taking of averages until the symbols are evaluated. In addition, it should be noted that the capacity of symbols to store phase information can far exceed the capacity of computing machines to process the individual numerical alternatives that the symbols represent.
The most difficult structure determinations are those that concern essentially equal atom noncentrosymmetric crystals having many atoms in the asymmetric unit, perhaps 50-100 atoms or more. An asymmetric unit is that part of the unit cell of a crystal whose composition is unrelated to the symmetry elements of the crystal. The composition of the entire unit cell can be generated from the asymmetric unit by application of symmetry operations appropriate to the crystal. Occasionally, a phase determination does not succeed in producing an answer. This can occur because the stepwise procedure is based on probabilities rather than certainties, and errors can accumulate. Even this does not present insuperable difficulties, however, because the stepwisebpath through a phase determination is far from unique and a fresh start could provide a path to more accurate phase determination.
A great many structure determinations have been performed by use of the direct method of phase determination; it has stimulated research in numerous fields of science because basic Proc. Natl. Acad. Sci. USA 75 (1978) 3543 3544 Applied Physical and Mathematical Sciences: Karle structural information is now much more readily available than in the past. This is especially true in the fields of organic chemistry, biological chemistry, and natural products chemistry. Structure analysis affords information concerning structural formula, configuration, and conformation and finds application in a variety of investigations concerning, for example, products of syntheses, biosynthetic pathways, reaction intermediates, rearrangements, reaction mechanisms, ion transport, and radiation damage to genetic material.
An interesting example of an application is given by the first substance investigated by the symbolic addition procedure, cyclohexaglycyl (25) . This cyclic peptide crystallizes in space group P1 with four different conformers in a unit cell containing 196 nonhydrogen atoms, of which 98 are independently placed (Fig. 3) . Not only is the cocrystallization of the four conformers of inherent interest, but the results of this investigation have been used as models for the prediction of conformation (26, 27) .
Efforts to advance the theoretical aspects of crystal structure determination continue. One path concerns the development of probabilistic formulas and applications for the higher order phase invariants, e.g., quartets and quintets. The quartet invariants have a long history of development and application, starting with the Harker-Kasper inequalities (23) and the sigma-3 formula (17) . Recent interest was stimulated by Schenk and de Jong (28) , who suggested a test for selecting a correct set of phases from among several alternatives. The test was based on the use of special quartets that, on the basis of indications from Harker-Kasper inequalities, might be expected to be negative, i.e., to have a phase of ir. Further developments have concerned joint probability distributions that include quartets and their closely related structure factor magnitudes called neighborhoods (29) (30) (31) . Such formulas have been derived by Hauptman (32) and Giacovazzo (33) . Similar derivations have been carried out by Hauptman and Fortier for quintets (34) and sextets (35) . The objective of the introduction of numerous structure factor magnitudes into the joint distributions is the expectation that the conclusions from the resulting conditional probability distributions for the higher order phase invariants would be more reliable, given the known values of the magnitudes from experiment.
An alternative path for theoretical investigation has been the development of the probabilistic properties of the higher order determinants, i.e., determinants of the type given by formula 6 but of order 4 and higher. Such studies have been pursued by Tsoucaris (36) and Karle (16, 37) and bear a relationship to those that focus on the individual higher order invariants, such as quartets and quintets, since the determinants contain phase invariants ranging from triplets to n-tets, where n is the same order as the determinants. The determinants also contain information concerning structure factor neighborhoods, and it is possible to derive special probability distributions for quartets and higher invariants. This fact, however, is not the primary motivation for investigating the higher order determinants. The motivation is derived from the increasingly restrictive bound that high order determinantal inequalities can place on a phase or, from another point of view, their closer approach to behaving like strict equalities. This suggests that advantages would be derived from being able to use the determinantal probability distributions and their implications in toto without the reduction to special formulas. One aspect of this is the use of a general form of the maximum determinant rule, an implication of the determinantal probability distributions, to obtain an evaluation of the symbolic definitions of phases, as suggested by Woolfson (38) . In a related way, Tsoucaris (36) showed the value of higher order determinants in selecting the correct set of phases from among alternative ones. The higher order determinants also hold promise for application in the initial stages of direct phase determination.
What impact the continuing theoretical investigations will have is a question for the future. The ultimate test is whether they can significantly facilitate current practice or extend the range of complexity of structures that can be presently handled.
For additional reading, there are books on x-ray crystallography by Zachariasen (39) and by Buerger (40) , a recent book on crystallographic computing techniques edited by Ahmed et al. (41) , an outline of several aspects of phase determination (42) , and review articles (43, 44) . Aspects of crystal structure determination by neutron diffraction have been discussed in a book by Bacon (45) . A book by Vainshtein Besides the complexity associated with the large number of atoms that need to be located, macromolecules present additional problems for the analyst. The main problem is the relatively few data that are available compared to the number of unknown parameters. The data are limited because of positional disorder, which occurs in the crystals of these large molecules.
Positional disorder means that the locations of the atoms are not precisely the same from one unit cell to the other. This has the effect of damping out the diffraction data at the higher scattering angles. The problems that arise from the limitations in the range of the data and the general complexity of the materials have been overcome by special techniques for treating the phase problem.
The limited data range also affects the accuracy with which final results may be obtained, and much effort is presently being
expended on structure refinement in order to optimize the accuracy of the results. The accuracy is often needed for a Proc. Natl. Acad. Sci. USA 75 (1978) Applied Physical and Mathematical Sciences: Karle clarification of the relationship of the structure to its function.
The theoretical basis for the analysis of macromolecular crystals is derived from the work of Patterson (2, 3) in the context of its implications regarding the usefulness of thepresence of a heavy atom in the structure to be determined. As was pointed out previously, the location of a heavy atom and the calculation of phases based on the heavy atom affords a useful first step in structure determination. The situation is somewhat more complicated for macromolecules. With so many atoms present, a single heavy atom has too little effect on the total scattering to sufficiently influence the values of the phases and thus permit the usual application of the heavy atom method. One solution would be to try to introduce many heavy atoms. This makes for other complications, however, such as the accurate location of all heavy atom substituents, so that another approach has been followed. It is called the method of isomorphous substitution and is a more powerful way to use a heavy atom derivative than afforded by the usual heavy atom method. The method involves the use of at least two different crystals that have essentially identical structures except that they differ with respect to their content of heavy atoms. In applications to protein structure analysis, one crystal is usually formed from the native protein and others are made to contain one or a very few heavy atoms. The usual method for introducing the heavy atom is to soak the protein crystal in a solution containing a compound of a heavy atom. The process takes place by diffusion of the compounds through solvent channels in the crystal. There are particular sites on the protein molecule that have a special affinity for certain heavy atom moieties. It is common to make several heavy atom derivatives and to combine the results from all the derivatives. This is called the multiple isomorphous replacement method. In fact, when applying the method to crystals that lack a center of symmetry, as do protein crystals, at least two isomorphous derivatives of the native protein are required, in the absence of additional information such as is derived from anomalous dispersion, to avoid an ambiguity in the evaluation of the phases. The analysis of this aspect of isomorphous replacement was developed by Bijvoet and coworkers (47, 48) .
The isomorphous replacement technique, as applied to noncentrosymmetric crystals, may be understood by reference to Fig. 4 . The structure factor for the native protein is denoted by FN, the structure factors for the heavy atom substituents are denoted by Fy and FZ, and those for the substituted proteins by FN+Y and FN+Z. They satisfy the equations FN+ FY = FN+Y [11] and FN+ FZ =FN+Z. [12] In the usual experiment, the information available would be IFNI, IFN+yI, IFN+zI, Fy, and Fz. FY and F_ are available since the method involves the initial locating of the heavy atoms in the unit cell. Eqs. 11 and 12 can be satisfied by two configurations, each placed symmetrically about the vectors Fy and Fz, respectively, 'set at the origin. It is seen in Fig. 4 that only one configuration for each of the pairs share FN in common.
The ambiguity is thus resolved and the appropriate phase angles to be associated with the given magnitudes may be measured from the real axis. Harker (49) suggested an alternative construction for resolving the ambiguity in isomorphous replacement.
Problems arise in the practical application of isomorphous replacement because errors in measurement and changes in structure affect the accuracy with which the phases can be determined. Multiple isomorphous replacement involving many different heavy atom derivatives can resolve such problems and, once good heavy atom derivatives are available, the practical aspects of the phase determination proceed in a fairly routine fashion.
The first application of isomorphous replacement to macromolecules was made in the investigation of myoglobin by Kendrew and collaborators (51) and in the investigation of hemoglobin by Perutz and his coworkers (52) (Fig. 5) . This work and the particular suitability of proteins for application of the isomorphous replacement technique have facilitated the extensive developments that have taken place in the structure investigations of proteins over the past 15 years. As noted, this area of research has expanded into the investigation of virus structures, with considerable progress in several laboratories during the past few years toward the ultimate goal of atomic resolution. First steps have also been taken in extending the application to the investigation of the structures of nucleic acids with the determination of the three-dimensional structure of phenylalanine tRNA by Rich, Kim, and coworkers (53) and Klug and coworkers (54) .
Another valuable technique that has found application in phase determination for macromolecules has also been developed by Bijvoet and his coworkers (55-57). It makes use of the anomalous values for atomic scattering factors in the vicinity of an absorption edge for an atom, referred to as anomalous dispersion (39) . An analysis of the anomalous dispersion technique as applied to noncentrosymmetric crystals may be found in a previously cited review article (43) . The initial applications of anomalous dispersion were made by Bijvoet et al. (58) to solve the problem of the absolute configuration of molecules whose mirror images are distinct. In this way, they were Model-building techniques have been developed by Diamond (60) that make use of chemical sequencing and the known structure of residues. Phase refinement calculations based on a variety of phase-determining formulas (16, (61) (62) (63) (64) (65) have been proposed and performed by several workers. Other refinement techniques that have been developed involve the use of noncrystallographic symmetry (66) , modification of electron density (67, 68 ), coordinate refinement with constraints on the protein chains (69, 70) , interactive display, model fitting, and refinement (71) (72) (73) , Fourier and least-squares refinement of coordinates (74) , and least-squares refinement of coordinates coupled with the inclusion of restraints based on general structural information such as bond distances and bond angles (75) . A major stimulus to the progress in protein structure refinement has come from the success of the work of Jensen and Proc. Nati. Acad. Sci. USA 75 (1978) Watenpaugh (74, 76) . Discussions of several of these topics may be found in ref. 40 .
For readings in protein crystallography there are many articles of a review or specialized nature. General reviews have been presented by Phillips (77), Blundell and Johnson (78) , and Matthews (79) . Articles have been written on the preparation of isomorphous derivatives by Blake (80) , on the x-ray crystallography of enzymes by Eisenberg (81) , on the molecular architecture of oxygen-carrying proteins by Hendrickson (82) , and the evolutionary aspects of protein structures by Dickerson (83) . Noteworthy additions to the literature are a volume on the structure and function of proteins (84) and a text by Blundell and Johnson (85) .
CONCLUDING REMARKS
The field of structure determination by diffraction methods has made major advances in the development of mathematical techniques, data reduction procedures, and analyses that prepare experimental data for application to mathematical theory and conversely. In these developments, advantage has been taken of the numerous mathematical and physical constraints that can be imposed. Considerable benefits have been obtained from the use of chemical information and from structural information available from other techniques such as spectroscopy and microscopy. Mathematical constraints, such as non-negativity, and their mathematical consequences have led to greatly enhanced facility and accuracy in analyses. They have made it possible to effect solutions of the phase problem in crystal structure analyses. Special experimental techniques such as isomorphous replacement and their associated theory have made it possible to develop in depth a heretofore inaccessible field, the investigation of macromolecular structure and its correlation with function. It is reasonable to expect that the progress and ingenuity that has characterized these efforts will continue. Work is currently under way, for example, that may one day lead to accurate models of the arrangements of atoms in amorphous materials or reveal the structures of the complex organizational features in living cells such as chromosomes and ribosomes. In view of the significance and broad range of application of many of the present studies, the future of these activities can be viewed with deep interest and anticipation.
