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Abstract
Cardiac diseases are one of the leading causes of death in Canada. Current
methods of diagnosing cardiac conditions require a manual and visual analysis of
ECG and heart rate (RR interval) data. In this thesis, novel features and machine
learning classifiers are developed for automating the detection of Congestive Heart
Failure (CHF) and Atrial Fibrillation (AFIB). These classifiers can potentially trigger
alarms when implemented in wearable devices. In the first experiment, quantitative
analysis of easily measurable RR interval data is employed to detect the change in
CHF severity. This experiment demonstrates that for a progressive disease such as
CHF, 6 hour RR interval data can be used to classify CHF severity. It shows that the
separating patients in the least severe class from more severe classes performs better
than the separating all three severity classes.
AFIB is one of the most frequently occurring critical event that occurs in patients
with CHF. The second experiment uses novel features extracted from RR interval
data, to detect AFIB within the first minute of its occurrence. This experiment
evaluates feature sets engineered through different feature selection techniques. The
sensitivity and specificity of the proposed classifier is 98% and 95% respectively. The
third experiment aims to identify subjects at a high risk of experiencing AFIB in
the future. This experiment develops novel features using RR intervals and ECG
signal analysis. The results show that feature sets obtained from ECG signals can
improve the classifier performance (92.4% sensitivity and 82.8% specificity). However,
classifiers based on RR interval alone also show high sensitivity and specificity (81.4%
and 76.9% respectively).
Keywords: Machine learning, congestive heart Failure, atrial brillation, heart
rate variability, electrocardiogram (ECG)
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Cardiac diseases are one of the leading causes of death in North America. In Canada
alone, various cardiac conditions effect around one million people and in 2012, around
66,000 people died because of these conditions [3, 4]. Patients who survive a serious
cardiac condition, have to be re-hospitalized soon after they are discharged from the
hospitals due to their rapidly deteriorating cardiac health. It is estimated that these
diseases cost around twenty-one billion dollars to the Canadian economy [5]. With
such alarming effects and consequences on patients as well as the economy, there
is a need for developing techniques that can prevent these diseases from worsening
through timely medical intervention.
This thesis focuses on developing machine learning classifiers for two main cardiac
conditions, namely Congestive Heart Failure (CHF) and Atrial Fibrillation (AFIB).
CHF is a cardiac disease in which the heart is unable to pump the required amount
oxygen and nutrients to rest of the body often leading to limited physical activity. It
is a progressive disease that can rapidly increase in severity. While CHF is a chronic
disease, AFIB is a cardiac arrhythmia in which the heart rhythm becomes abnormal.
AFIB can occur almost suddenly and can last for anywhere between few minutes to
1
hours. This thesis deals with these two cardiac conditions because although different
in nature, AFIB is considered to be very common in patients having CHF [6–8].
1.1 Current State of Diagnosis
Diagnosis of cardiac conditions such as CHF and AFIB relies on the manual analysis
of electrocardiogram (ECG) representing the electrical activity of the heart. This
usually involves visually analysing long (sometimes up to 24) hours of ECG data
which can be tedious and time consuming. Moreover, in such a tedious manual
analysis, there is a possibility of missing minor but important changes in the ECG
due to human limitations.
Manual analysis of ECG is used by clinicians for the detection of CHF but its
severity is determined by New York Heart Association Criteria (NYHA). Depending
on how limited patients feel during physical activity, NYHA uses a qualitative ap-
proach and classifies patients into four classes/categories. Clinicians typically combine
the results of ECG analysis along with NYHA assigned class to treat CHF patients.
As no advanced quantitative techniques are used, it becomes difficult to detect rapid
changes in CHF severity level. The first experiment in this thesis proposes a quan-
titative technique based on patient’s physiological measures to classify their severity
level.
The occurrence of AFIB is sudden and there is no single cause behind it. It
is typically detected on an ECG signal after it has occurred or by invasive pacing
devices already implanted in cardiac patients. Once the clinician detects the presence
of AFIB, additional tests are performed to determine overall cardiac health. Detection
of AFIB is under research since sometime now, however, no wearable device exists
today for a common man, that can reliably detect, predict the occurrence of AFIB
or identify patients at high risk of AFIB [9].
2
1.2 Importance of Automated Classification
While it can be tedious for a human to go through hours of ECG and detect specific
changes, it is very easy for a computer to perform such analysis. This thesis develops
automated techniques to classify cardiac conditions related to CHF and AFIB. Au-
tomated and computer based techniques for the detection of such cardiac conditions
are helpful in diagnosing cardiac conditions and are now gaining popularity [10–12].
These techniques are better than human analysis because not only are they compute
efficient, they can make use of spectral and other domains to extract information from
ECG that is not otherwise visible to human eye. When these software based tech-
niques are compared to the diagnosis made by clinicians, it is seen that the software
outperforms the clinicians [13] further confirming the efficiency of such techniques.
However, currently the use of these softwares is limited to hospitals and ICUs or for
research trials.
With the advancement in processing capability of machines, today, wearable de-
vices exist that can accurately measure heart’s rhythm [14–16]. The classifiers devel-
oped in this thesis can be implemented in these wearable devices and can be respon-
sible of raising low level alarms to alert their users in-case their heart rhythm shows
abnormal behavior similar to AFIB or CHF. In addition to use at a personal level, the
classifiers developed in this thesis can be used to monitor the ECG signals and cardiac
rhythm of a large number of patients in an ICU. This can help pinpoint the subjects
that require immediate clinical attention by detecting if a patient is undergoing AFIB
or a change in CHF severity level.
3
1.3 Thesis Objective
This main objective of this thesis is to make use of machine learning techniques in
addition to conventional signal processing and statistical approaches to engineer spe-
cialized features for the detection critical cardiac conditions such as CHF and AFIB.
The main advantage of using machine learning is its ability to make use of hidden
patterns and combinations of variables to accurately detect these cardiac conditions.
This thesis uses various machine learning algorithms and carefully engineered features
in three different experiments. Particularly, this thesis answers the following research
questions:
Experiment 1: Can CHF severity be classified using machine learning and features
extracted from patients cardiac rhythm data?
Experiment 2: How accurately can AFIB be detected during the first minute of its
occurrence, using only cardiac the rhythm data?
Experiment 3: How accurately can patients, at a high risk of experiencing AFIB
in the future be separated from those that are not at a risk?
1.4 Organization Of Thesis
Chapter 2 of this thesis provides the background knowledge regarding various medical
and machine learning concepts used in this thesis. It starts with an in-depth expla-
nation of what an ECG is and the importance of ECG waves and their relation to the
conduction of heart, it then explains the machine learning concepts of features and
feature selection. Next, this chapter provides a brief definition of all the classifiers
used in the experiments and also explores other work related to this thesis. Chapter
4
2.2.3, briefly describes the classification pipeline methodology used in the three ex-
periments. It also introduces various tools used in this thesis. Chapter 3 is the first
of the three experiments. It attempts to classify CHF severity level and also explores
the impact of ECG data duration used for feature extraction on the classification
results. Chapter 4 detects the occurrence of AFIB in the first minute of its occur-
rence and chapter 5 classifies patients at a high risk of AFIB. Both chapter 4 and
5 develop various novel features and eliminate unimportant features using feature
selection techniques. Moreover these chapters compare the performance of several
machine learning algorithms to find the best performing classifier for their respective
problems. Lastly, chapter 6 concludes the thesis, discusses the overall challenges faced
during this research and the future work that can be done to continue this research.
5
Chapter 2
Background and Related work
Detection of a complex cardiac condition such as Congestive Heart Failure (CHF) or
a life threatening arrhythmia such as Atrial Fibrillation (AFIB) requires the expert
knowledge of a physician or a cardiac electrophysiologist. Automating such events
not only requires the knowledge about the electrophysiology that governs the complex
mechanisms of a human heart, it also requires knowledge regarding signal-processing,
statistical and machine learning tools that when combined, can accurately detect the
presence of such diseases. This chapter explains various medical and machine learning
terminologies, mentions the related work and introduces the machine learning models
used in this thesis.
2.1 Medical Background
2.1.1 Electrocardiogram
The electrical activity taking place in the human heart produces currents that reach
the skin via surrounding tissues. An electrocardiogram (ECG) records this electrical
6
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4 second ECG Signal for afpdb/n08
Figure 2.1: A section of ECG signal
activity using electrodes placed on the skin at specific places. Figure 2.1 shows a sec-
tion of ECG with four heart beats. X-axis of the ECG signal represents time elapsed
while the y-axis represents the change in potential/voltage of the cardiac cells. Some
of the most important events that occur within one cardiac cycle as well as the signif-
icance of the corresponding peaks that appear in the ECG signal are described below.
2.1.1.1 Conduction System
The impulse generated by the repolarization and depolarization of the cardiac cells
travels through the heart following a specific route known as the conduction system
[1]. Figure 2.2 highlights this pathway. The conduction/ depolarization begins at
the sinoatrial node (SA node) also called the pacemaker. It then travels towards
the Bachmann’s bundle and then towards the atrioventricular node (AV node) via
the internodal pathways. After passing through the AV node, the impulse travels to
7
Figure 2.2: Cross-section of the human heart showing the flow of cardiac impulse
through the conduction system. Image courtesy [1]
the ventricles, passing through the bundle of His, bundle branches and then down
the Purkinje fibers [1]. Conduction system plays an important role in determining
cardiac health, as changes in the route or timing of the impulse travelling through it
can be indicative of various cardiac abnormalities.
2.1.1.2 ECG Waves
The waveforms on the ECG signal are generated as the impulse passes through the
conduction system as described above. The events in one cardiac cycle appear as
distinctive peaks in the ECG signal. As shown in figure 2.3 an ECG complex consists
of five peaks, P, Q, R, S and T. P and T wave occur separately while the Q,R,S waves
appear together and are generally referred to as the QRS complex.
The P wave is generated as the atria depolarize and the impulse travels from SA
node down to the atria. Under normal conditions, the duration of P wave ranges
8
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Figure 2.3: Five important events of the cardiac cycle represented by P, Q, R, S,
T waves in the ECG complex
from 60 to 120 ms [1]. Evaluation of the P wave durations can be very important as
it can prove to be indicative of diseases like atrial fibrillation [17–20].
The next three Q, R and S waves follow the P wave and appear on the ECG as
the ventricles depolarize. The ventricles are greater in mass than the atria, causing R
peak to have a much higher amplitude as compared to the P wave [21]. The timing
of the QRS complex is also an important part of the ECG analysis.
T wave occurs after the QRS complex and represents the repolarization of the
ventricles. A normal T wave appears to be upright and smooth and usually has a
very low amplitude. A bumpy, tall, pointed T wave can also be indicative of different
cardiac problems [1] out of the scope of this research.
The time interval between the P and R peak is known as the PR interval. This
interval is traced as the atrial impulse passes from the atria through the AV node,





Figure 2.4: RR interval between two ECG peaks
from 120 to 200 ms and abnormalities in this duration can be one of the indicators
of paroxysmal atrial fibrillation [19].
The time elapsed between two R peaks is known as the RR interval (figure 2.4).
The RR interval series convey significant amount of information regarding heart’s
rhythm, condition and abnormalities. The variability of these intervals can be an
indicator of various cardiac conditions.
2.1.1.3 Types of ECG
There are several different types of ECGs such as the 12 lead ECG, 3 lead ECG, Signal
Averaged ECG (SAECG) and Holter monitor. Usually it is the number of leads of
ECG that determine its type. A 12 lead ECG is one of the most common type of
ECG used in clinical research. It uses 10 electrodes to record the cardiac activity
from three orthogonal positions. Dispersion and variance of P wave duration on a 12
lead ECG has shown to be a predictor of Paroxysmal Atrial Fibrillation [17, 18, 20].
SAECG is a more advanced type of ECG which is constructed by taking average
of multiple ECG complexes in the orthogonal, bipolar XYZ ECG leads [22]. The
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average is calculated to increase the signal to noise ratio of cardiac voltage so that low
amplitude potentials indicative of cardiac problems can be observed [23]. Prolonged
P wave duration in SAECGs has been particularly useful in evaluating the risk for
atrial fibrillation [6, 24].
A Holter monitor is a portable device that can measure ECG for extended peri-
ods of time. The number of channels in a Holter monitor typically depends on the
manufacturer although they can have 2, 3 or 12-channels. The Holter recordings used
in this thesis are 2-channel recordings.
The 12-lead ECG and SAECG used in clinical research, provide a detailed view
of the cardiac impulse from different spatial dimensions. Although these ECGs have
been used to indicate predictors of heart failure and atrial fibrillation, the data is
usually obtained in an hospital setting as they are not portable. On the other hand,
Holter monitors are portable, easy to wear or carry around as the device records
the ECG. In this thesis, the data used is obtained from two channel Holter monitor.
Moreover, it is evaluated in chapter 5 whether the research conducted on a 12 lead
ECG could be replicated on data obtained by Holter monitors.
2.1.2 Heart Rate Variability
Heart rate variability (HRV) aims to capture the variation in RR intervals through
quantitative analysis. In practice, clinicians perform manual and visual analysis of
ECG signals and RR series. However, clinical research uses more complex HRV
metrics to determine predictors of cardiac problems. This discrepancy exists due
to the lack of standardization methods and the differences in various population
characteristics [25]. However, in this research, factors such as age, gender etc. are not
used as features for classification to create robust features based only on the ECG
and RR interval data.
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Figure 2.5: Four quadrants of a second order difference plot derived from RR
intervals
HRV analysis can be divided into categories of time domain, frequency domain
and non-linear measures. Time domain measures are statistical metrics calculated
from RR intervals that capture the variability of heart rhythm. These measures are
mostly used to due to their simplicity [26]. Some examples of these measures include
standard deviation of NN1 intervals and root mean square of the difference between
adjacent NN intervals [25]. Frequency domain measures include power spectral den-
sity (PSD) of the RR interval series and the breakdown of PSD in the very low, low
and high frequency bands [27]. Several researchers have used time and frequency do-
main measures to classify CHF patients from healthy individuals and also to classify
paitents with more severe CHF from those with less severe CHF [28, 29]. This thesis
proposes a machine learning classifier for a more fine-grained classification of CHF
severity in chapter 4.
Non-linear HRV measures reveal cardiac patterns that can provide useful features
for classification of cardiac diseases. Typically these non-linear measures are extracted
1If a heart beat originates in the sinus node as discussed in section 2.1.1.1, the RR interval is
referred to as an NN interval. In this thesis, the words RR intervals and NN intervals are used
interchangeably
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through Poincare or second order difference plots. In a Poincare plot, each RR interval
is plotted against the next RR interval. The plot depicts correlation between two
adjacent RR intervals. The distribution of points in Poincare plots has been used to
classify different heart conditions, such as Premature ventricular Contractions (PVC),
Atrial Fibrillation (AFIB) and Ventricular Fibrillation (VF) [30].
Second order difference plot (SODP) is a modification of the Poincare plot. It
plots the difference between successive RR intervals against the difference of immedi-
ately following RR intervals. It shows a correlation between RR interval differences
[28]. Figure 2.5 shows an SODP whose four quadrants identify four different cardiac
patterns. Quadrant I shows a continuous increase in the difference of RR intervals
indicating cardiac deceleration. Points lying in Quadrants II and IV depict a balanced
change in rhythm (heart rate increase followed by decrease or vice versa). Quadrant
III shows a continuous decrease in the difference in RR intervals indicating a cardiac
acceleration.
Several previous works have used SODP based features. Thurasingham used
these features to distinguish CHF patients from healthy individuals [28]. Huo et
al. proposed a novel multi-scale feedback ratio feature using SODP that indicated
significant differences between healthy, CHF and AFIB patients [31]. Since prior
research has shown that SODP based features can be used to classify different heart
conditions, this thesis develops several novel features using SODP in chapter 4 and 5
but instead of distinguishing between healthy, CHF and AFIB it focuses on detecting
AFIB episodes and patients with a high risk of AFIB.
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2.2 Machine learning Background
2.2.1 Features
In machine learning, an input for which an output value or label is required is called
an instance or an example. Features are used to extract useful and representative
information that describes the characteristics of these instances of input data. In
the context of this thesis, an instance can be for example a subject’s 30-minute RR
interval series and features are variables (such as mean, standard deviation) extracted
from RR intervals or ECG signals.
When extracting features for a particular classification problem, it is believed that
true differences exist between the populations that are being classified [32]. Moreover,
features are considered to be strong, if either the features or their combination is able
to distinguish the classes in the feature space almost perfectly. However, finding
such strong features for complex biological systems such as cardiac diseases can be
a challenging task. In this thesis, extensive medical literature review and analysis of
HRV and ECG is carried out to engineer novel features representative of the cardiac
events.
The dimension (total number of features used to represent each input example)
of features is an important parameter. If the dimension of input examples is too
high, it data can become a curse of dimensionality, eventually over-fitting the data,
leading to compromised classifier performance. Over-fitting occurs when number of
features is much greater than the number of examples and the classifier learns to
classify the training examples almost perfectly. However, such a classifier is highly
unlikely to accurately classify unseen test examples. Feature selection and feature
construction are two main techniques used to overcome the aforementioned problems
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and also to improve the classifier performance [33]. These techniques are described
in the subsections below [34].
2.2.1.1 Feature Selection
Feature selection techniques do not construct any new features but select a subset of
features from the available features [35]. These techniques search the feature space
for a subset of features that maximizes an objective function. Based on the kind of
objective function used, these techniques can be split into different categories. Two
feature selection techniques of wrapper and filter are used in this thesis and described
below.
Wrapper Feature Selection: Wrapper method is a classifier dependent feature
selection technique. This method maximizes the classifier performance (objective
function) while searching for the best set of features in the feature space [35]. It has
an advantage of selecting a subset of features that shows the best possible performance
for a particular classifier. However, it can be computationally intensive and very slow
depending on the type of classifier and the initial dimensionality of the feature set.
Filter Feature Selection: Unlike wrapper methods, filter feature selection tech-
niques are classifier independent. These techniques select the best subset of features
by considering the relation of data with the classification categories. The objective
function evaluates the relevance of features based on their information content, inter-
class distance, correlation or information theoretic measures and removes the features
with low relevance [34, 35]. Filter methods can be computationally fast as they do
not involve optimization of the classifier. However, because these methods do not
relate the feature set to the classifier performance, there is no ”guarantee” that the
selected feature set would show very high performance for a particular classifier.
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2.2.1.2 Feature Construction
Principal Component Analysis (PCA) is used in this thesis to generate new and more
meaningful non-linear features. PCA constructs features by transforming existing
features into a lower dimensional space. These new features that are a linear com-
bination of existing features are infact eigen vectors and values that maximize the
variance of the data. These reduced linear combination of features are usually better
representative of the data [36].
2.2.2 Classifiers
In machine learning, a classifier is a learning algorithm that can learn from a set of
training examples/instances and classify a new unseen test example. The classifier
learns the structure of data by constructing a target function based on a combination
of features and some other parameters.
Classifiers can typically be divided into two main categories of supervised and
unsupervised learning algorithms. In supervised learning algorithms, the correct out-
put labels for the training data are provided to the classifier along with the features
to learn from. Whereas, in an unsupervised learning algorithm, output labels are not
provided and the algorithm finds out a structure in the data by analysing it in the
feature space.
In this thesis, all three experiments in chapter 3, 4, 5 are supervised classification
tasks. Below is a brief description of different classifiers that are used in this thesis
for classification of different cardiac events.
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2.2.2.1 Decision Table
Decision Table is a rule based algorithm which works by mapping rules to the majority
class. It is one of the simplest algorithms in which the structure of the rules can be
easily understood. It comprises of a schema which includes list of features and a body
which includes labelled examples along with the values for features in the schema.
To classify an unlabelled unseen example x, the classifier tries to find training
examples in the table that exactly match the schema attributes of the test example.
If features of more than one labelled examples match the features of the unlabelled
example, then the majority class is returned through random tie breaks. However, if
no labeled examples match the features of the new example, the majority class in the
decision table is returned as the label for the test example [37, 38].
2.2.2.2 Multilayer Perceptron
Multilayer perceptron (MLP) is much more complex than Decision Table in terms of
the internal structure of the classifier. MLP is a feed forward artificial neural network
(ANN) which consists of multiple neurons (nodes) that mimic the behavior of neurons
in the brain.
Let yi represent the output label of an instance xi, wij be the connection weights





MLP can have multiple layers of nodes and form non-linear decision boundaries.
MLP learns through back propagation, where the cumulative error of the model is
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propagated backwards and the weights of network are updated until the cumulative
error becomes less than the maximum allowed error. It has been used in variety of
applications ranging from facial recognition [39] to ECG beat classification [40].
2.2.2.3 Random Forest
Random Forest is a collection of many decision trees. Decision trees are rule based
classifiers that comprise of leafs and decision nodes. Leafs in these trees indicate the
target class while the nodes represent a test to be carried out on a particular value of
a feature [41]. Once a tree is formed, the root node is split into subsequent nodes until
a leaf (label is reached). Random Forest is a ensemble of decision trees and therefore
performs much more robustly than decision trees. During the training phase, each
node of each tree in the forest selects a random set of input features to arrive at the
target class. Once a specified number of trees are constructed, the label of a test
example is determined by providing the features for the test example to all the trees
in the forest. Each tree then arrives at a target class value and the class with the
most votes is chosen from the forest of trees [42].
While decision trees are easy to understand, they highly over-fit the training
data as they split the feature values based on the distribution of the training set
making in difficult to generalise on new data. Random Forest however is a very
robust classifier, it does not over-fit the data because of the voting amongst trees
(law of large numbers). It is also robust to noise and can handle large number of
input features.
2.2.2.4 k Nearest Neighbor
K Nearest Neighbour (kNN) is considered a lazy algorithm that does not build a
model in its training phase. It performs classification by calculating distance between
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Figure 2.6: Sigmoid function from -6 to 6
a test sample and other training samples. The test sample is assigned the label of
class that has the most representatives within the test sample’s nearest neighbours.
kNN is a non-parametric algorithm which does not make any assumptions on the
underlying data distributions and is widely used due to its simple nature and robust
performance [43]. Moreover, kNN is considered to perform well for irregular decision
boundary. Following three steps describe the algorithm for classifying the label for a
new test example x,using a training set T using kNN:
1. Calculate the distance between x and all examples in the training set T
2. Select k examples in the training set T that are closest to x, call this set P
3. Assign the majority class in P to the test example x
2.2.2.5 Logistic Regression
Logistic regression is one of the most common classifiers used by statisticians for data
analysis. Given the features for a test example x, it uses the hypothesis function
to estimate the probability that the test example x is 1. The hypothesis function
is called sigmoid or logistic function and it can take values from negative infinity
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Figure 2.7: Visual description of optimal hyperplane and maximum margin for
SVM classifier
to positive infinity and output zero or 1 as shown in Figure 2.6 Let m be a linear
function of the features.
m = θ0 + θ1x1 + θ2x2 (2.2)
then, the logistic hypothesis function can be written as
hθ(x) =
1
1 + exp−(θ0 + θ1x1 + θ2x2)
(2.3)
Using the logistic function and a set threshold (0.5), the test example can be clas-
sified. For example, if hθ(x) is > 0.5 then predict output label as 1. The logistic
regression classifier used in this thesis is implemented by Landwehr et al. and is
called SimpleLogistic.
2.2.2.6 Support Vector Machine
Support Vector Machine (SVM) also called a large margin classifier, finds an optimal
hyperplane in the feature space by maximizing the distance (or margin) between the
hyperplane and its training examples (xt). The examples that are closest to the
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Figure 2.8: Stacking ensemble uses estimates of inner classifiers to train the
meta-learner
hyperplane are called support vectors. Figure 2.7 provides an intuitive explanation
of the hyperplane and the large margin. For a training set (xt) the hyperplane can
be written as
w.xt − b = 0 (2.4)
where w is the normal vector to the hyperplane.
SVM is good for complex, non-linear classification as it can project data into
high dimensional spaces. Although the projection can sometimes be computationally
expensive, use of kernel function reduces this complexity as it does not require explicit
projection [44]. This thesis uses SVM with a linear kernel.
2.2.2.7 Stacking
Stacking is an ensemble that combines different algorithms and uses classification
labels of the base (inner) classifiers as input to the meta classifier while the target
labels remain unchanged (Figure 2.8 ). The training set is split into two disjoint sets
and several inner classifiers are trained on one of the sets. The second set is then
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used as the test set with the inner classifiers. The predictions for the test examples
and their actual labels are then fed to the meta learner for its training. The role of
meta classifier is to combine different predictions into one final prediction for the test
example [45]. In this thesis, stacking is implemented with Random Forest and MLP
as the inner classifiers and another Random Forest classifier as the meta classifier.
2.2.3 Classification Methodology
Machine learning classification typically consists of a pipeline which starts with pre-
processing of the data, extraction of features representative of a problem, selection
of the best subset of features and finally performance evaluation of various classifiers
using the selected features. A similar pipeline is followed by the three experiments in
this thesis. This section gives a general idea and an overall methodology for the three
experiments carried out in this thesis. As the specifics for each experiment differ due
to a difference in the nature of cardiac condition, a more detailed explanation will be
provided in the respective experiments (chapter 3, 4 and 5).
2.2.3.1 Databases and Preprocessing
In this thesis, physiological signals and RR intervals are taken from PhysioNet. Phy-
sioNet is an open-source database which provides access to a large collection of phys-
iological signals and related data [46]. Each database in PhysioNet contains several
records. Each of these records contain physiological data for one patient. These
records can easily be accessed using the WaveForm DataBase (WFDB). WFDB also
helps in accessing signal annotations that contain important information such as CHF
class labels, timing information of ECG and RR intervals. In particular three differ-
ent databases from PhysioNet are used in the experiments of this thesis. Data from
Congestive heart failure RR interval database (CHF2DB), PAF prediction challenge
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database (AFPDB) and Atrial fibrillation termination challenge database (AFTDB)
is used. Detailed description of these data bases are provided in their respective
experiments.
The ECG signals and RR intervals obtained from these databases contain noise,
non-sinus node originating beats and a low frequency baseline trend. Presence of
these medically insignificant variations in the data hinders the extraction of accurate
features. In each of the experiments in this thesis, raw data is preprocessed after
initial analysis and insignificant variations are removed according to the classification
problem.
2.2.3.2 Feature Engineering and Selection
As the performance of a classifier highly depends on the kind of features extracted, it is
really important to engineer features that are representative of the cardiac conditions.
In this thesis, novel features are generated by performing statistical, time, frequency
or non-linear analysis of RR interval series or the ECG data. The extracted features
are specific to cardiac conditions and are explained in the respective experiments.
After these features are extracted, feature selection and feature construction
methods select/generate the best performing subset of features for a particular prob-
lem. It becomes essential to perform feature selection when the number of features are
comparable to the number of examples. In this thesis, wrapper and filter approaches
are used to select features in chapter 4 and 5. Also, the effect of constructing features
using PCA is evaluated in chapter 4.
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2.2.3.3 Cross-validation
Cross-validation evaluates whether or not the classifier is over-fitting by splitting the
training data into smaller train and test sets and measuring classifier performance.
This technique is very useful when the total number of examples are small and it is
not feasible to separate a large number of examples for testing. There are different
types of cross-validation techniques, this thesis uses leave-one-out cross validation in
chapter 3 and k-fold cross validation in chapter 4 and 5.
In k-fold cross validation, the training data is split into k subsets. Each time,
k-1 subsets are used for training the model and kth subset is used for testing. This
process is repeated in a loop k times until all subsets have been used as the test set.
This thesis uses k=10 i.e 10-fold cross validation in chapter 4 and 5.
Leave-one-out cross validation is a special case of k-fold cross validation where
k is equal to the total number of examples in the training set. In leave-one-out, all
data samples excluding one are used for training and the excluded sample is used
for testing. This process is repeated in a loop until all the examples are used for
testing. This technique can be computationally intensive than k-fold cross validation
especially for very large data sets as it uses all the samples from training except one.
2.2.3.4 Classifier Evaluation
Once a classifier is trained, it is used to predict/detect the target class of test ex-
amples. However, before the test examples are classified, the quality of a classifier is
evaluated during the training phase.
Quality of a classifier is determined using metrics such as sensitivity (also called
recall), specificity, precision and F1-score. It is a standard practice in medical research
to report sensitivity (true positive rate) and specificity (true negative rate) however,
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Table 2.1: Diagonal entries in the confusion matrix show correct predictions while









these metrics a do not take into account the total number of predicted instances for a
particular class. Although, the main aim in this thesis was to have a high true positive
rate (sensitivity) so that no patient undergoing a cardiac event goes undetected, F1-
score (the harmonic mean of precision and sensitivity) was also measured to make
sure that the classifiers were not biased towards positive class.
A confusion matrix (shown in table 2.1) allows the calculation of these class-
specific performance metrics. Let patients with a particular heart disease belong
to the positive class p and normal subjects belong to the negative class n. Then,
patients predicted as patients are called true positives (Tp) and normals are predicted
as normals are called true negatives (Tn). These are represented by the diagonal
entries in table 2.1. The off-diagonal entries are either patients predicted as normals
called false negatives(Fn) or normals predicted as patients called false positives. The
quality metrics of sensitivity, specificity (or recall), precision, and F1-score for are
defined below.


















Tp + Tn + Fp + Fn
∗ 100 (2.9)
2.2.4 Software Tools
Various tools used in this thesis are briefly described below.
HRV Toolkit: In this thesis, the frequency domain features were extracted
using the heart rate variability toolkit in PhysioNet. HRV toolkit is a package for
HRV analysis that provides a number of basic time and frequency domain measures
listed in table 3.2.
ECGPU Wave: A waveform and QRS boundary detection software, it is used
to extract the beginning, peak and end of P wave for the experiments in chapter 5.
Python: All the processing of RR intervals and feature extraction is performed
in Python programming language [47]. Python was chosen because it is easy to use,
open source and as powerful as other licensed programming tools.
Scikit-learn and WEKA: Scikit learn (sklearn) and WEKA both provide open
source implementation of different machine learning algorithms. Classification in
chapter 3 is performed using sklearn library while feature selection and classification
tasks in chapter 4 and 5 and are performed using WEKA [48, 49].
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Chapter 3
Experiment 1: CHF Severity
Classification
3.1 Introduction
Congestive heart failure (CHF) is one of the leading causes of death in elderly in
Canada. In CHF, ventricles in the heart are unable to fill or eject the required amount
of blood [50]. Consequently, the heart is unable to supply the required amount of
oxygen and nutrients to the rest of the body. This lack of oxygen supply along with
other complications causes fluid to build-up in lungs and surrounding tissues.
CHF is also a progressive disease which rapidly increases in its severity. As the
severity level increases, patients have to pay frequent unscheduled visits to the hospital
due to their deteriorating cardiac condition. This makes it is extremely important to
accurately classify the severity of CHF so that the critical emergencies that become
the cause of re-hospitalisation can be avoided through early medical intervention.
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Table 3.1: Description of symptoms related to NYHA class I-IV
Class Patient Symptoms
I No limitation of physical activity. Ordinary physical ac-
tivity does not cause undue fatigue, palpitation or short-
ness of breath
II Slight limitation of physical activity. Comfortable at
rest. Ordinary physical activity results in fatigue, pal-
pitation and shortness of breath
III Marked limitation of physical activity. Comfortable at
rest. Less than ordinary activity causes fatigue, palpi-
tation, or shortness of breath
IV Unable to carry on any physical activity without discom-
fort. Symptoms of heart failure at rest. If any physical
activity is undertaken, discomfort increases
It is interesting to know that while the detection of CHF relies heavily on the
analysis of ECG and RR interval signals, the severity of CHF is marked by New
York Heart Association (NYHA) defined criteria. NYHA classifies patients according
to how limited they feel while performing physical activity [51]. Table 3.1 gives
a description of the symptoms related to each NYHA class. It can be seen that
the categorization is based purely on physical symptoms and currently, there are no
automated systems that can detect the change in CHF severity levels. In this chapter
class I, II and III patients are classified using their time domain, frequency domain
and non-linear heart rate variability (HRV) measures [52].
Medical literature states that healthy individuals tend to have higher standard
deviation of NN intervals (SDNN) while those with CHF have a lower SDNN [53]. It
has also been observed that within patients with CHF, SDNN further decreases with
more advanced NYHA class [54]. Based on these findings, this chapter develops a
classifier that uses various features to classify CHF severity. To answer the research
question; Can CHF severity be classified using HRV analysis?, the performance of
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multi-class classifier and binary classifier using different sets of HRV features is com-
pared in this chapter. The results show that including multiple HRV based features
(instead of SDNN alone) significantly improves the accuracy of the proposed classi-
fier. Moreover, using HRV measures extracted from longer duration of NN intervals,
improve the classification accuracy.
Following are the novel contributions of this chapter:
1. Separates Class I CHF patients from Class II and III patients
2. Demonstrates that using a combination of time domain, frequency domain and
non-linear measures, provides better accuracy than using standard deviation of
RR intervals alone
3. Compares the performance of binary and multi-class CHF severity classifier
4. Demonstrates the importance of using longer duration RR interval data for long
term HRV analysis
The rest of this chapter is organised as follows; Section 3.2 describes the data
used and the preprocessing performed on the raw data. Section 3.3 describes the
features that were extracted and used to accurately identify CHF severity. Section
3.4 presents the experimental results of the developed classifiers, Section 3.5 discusses
the challenges faced and Section 3.6 concludes the chapter.
3.2 Experimental Setup
3.2.1 Data Set
In this chapter data from the CHF RR interval database from PhysioNet was used
for HRV analysis [46]. This database contains RR interval series without the ECG
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signals. As HRV analysis is performed on the RR interval data, the absence of ECG
signals was not a disadvantage. This database includes 24-hour RR interval series of
29 subjects aged between 34 to 79 years. Each record in this database is individually
labelled as belonging to class I,II or III. Four patients belong to class I, eight patients
belong to class II while seventeen patients belong to class III. One of the problems
with this database was that it did not contain any class IV patient records restricting
our classification to NYHA class I-III.
3.2.2 Preprocessing
In this chapter, raw RR interval data extracted from the CHF RR interval database
was subjected to square filtering and quotient filter to remove noise and ectopic
(extra or skipped) beats. As incorrect beats are likely to be less than 300ms and
greater than 2000ms, square filter was used to remove these beats. A square filter is
conceptually similar to a band-pass filter but instead of filtering specific frequencies,
it filters intervals that are less than 300ms or greater than 2000ms and allows intervals
that are between these values. Another property of incorrect beats is that they may
change by more than 20% from one interval to the next. Quotient filter removes such
incorrect RR intervals by considering the ratio of RR intervals and rejecting those in
which the change (increase or decrease) is more than 20% [55].
The RR interval data also contained a low frequency baseline trend that represents
the slowest part of the signal. Removal of this trend was important for the extraction
of accurate frequency domain features. The trend was identified by decomposing the
signal into various approximation and detail coefficients using wavelets. Using wavelet
db3, a multi-level (level 6) decomposition was performed to increase the frequency
resolution and to identify the lowest frequency components. The six approximation




Once the data is preprocessed, it is ready for the next stage of feature extraction.
Features extracted in this stage can determine the classifier accuracy. This chapter
shows that using a combination of features (13 features) provides better classification
results than using SDNN (1 feature) alone. As this is the first of the three experiments
conducted in this research, features extracted in this chapter lay the foundation for
more complex features engineered in the next two chapters. A description of the
extracted non-linear, time domain and frequency domain measures is given below.
3.3.1 Non-linear Measures
Non-linear measures were introduced in section 2.1.2. In this chapter Central Ten-
dency Measure (CTM(r)) and the mean distance of points within a circular radius
(D(r)) are used as two non-linear measures for the identification of CHF severity. It
should be noted that in this chapter, the features extracted in [28] are applied to an
entirely different problem.
Central Tendency Measure: quantifies the degree of variability in the SODP
[57]. It is defined as the fraction of total number of points that lie within a circular









 1 if ([x(i+ 2)−x(i+ 1)]2 + [x(i+ 1)−x(i)]2)0.5 ≤ r0 otherwise (3.2)
Figure 3.1 shows CTM(r) curves for three patients. It can be seen that a value of
about r = 0.04 gives the best separation between classes. The aim is to find the value
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Figure 3.1: CTM(r) curves for a Class I,II and III patient. Value of r=0.04 gives
best separation between classes
of r corresponding to which the CTM values differ the most for each NYHA class.
The procedure for finding the optimum value of r is as follows:
1. Calculate CTM for different values of r for all patients (plot CTM curves as
shown in figure 3.1)
2. For each value of r, apply one-way-anova test on the three sets of CTM values
(one set includes CTM values of patients from one NYHA class)
3. Determine the p-value for this r
4. Repeat steps 2 and 3 for each value of r
5. Determine the value of r corresponding to the lowest p value
6. Select CTM values corresponding to this r with lowest p value
Mean distance of points: The mean distance of points (D(r)) within a circular
radius r is another non-linear feature extracted from the SODP. Let each point in the
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SODP be at a particular distance d(i) from the origin and let m represent the total
number of points within r then,







The procedure for finding the optimum r and the optimum D(r) is the same as
the one for CTM(r).
3.3.2 Time Domain and Frequency Domain Measures
Time and frequency domain measures were introduced in section 2.1.2. Table 3.2
describes various time and frequency domain features used for the classification of
CHF severity. These features were extracted using PhysioNet’s HRV toolkit [58]. To
extract frequency domain features, the toolkit used Lomb periodogram method that
accurately calculates the power spectral density of irregularly sampled series such
as the RR interval series. Usual frequency transform methods (such as Fast Fourier
Transform (FFT)) were not suitable in this case as they require the time series to be
evenly sampled. And to apply FFT to an irregularly sampled series would require
re-sampling the series which would change the frequency content of the series. Lomb
periodogram however works perfectly for irregularly sampled series. It performs a
least squares fit of sinusoids to the RR interval series [59].
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Table 3.2: Time and frequency domain features extracted using PhysioNet’s HRV
toolkit
Time Domain Features
AVNN Average of all NN intervals
SDNN Standard deviation of all NN intervals
SDANN Standard deviation of the averages of NN in-
tervals in all 5-minute segments of a 24-hour
recording
pNN50 Percentage of differences between adjacent NN
intervals that are greater than 50 ms
RMSSD Square root of the mean of the squares of dif-
ferences between adjacent NN intervals
Frequency Domain Features
VLF Total spectral power of all NN intervals between
0.003 and 0.04 Hz
ULF Total spectral power of all NN intervals up to
0.003 Hz
LF Total spectral power of all NN intervals between
0.04 and 0.15 Hz.
HF Total spectral power of all NN intervals between
0.15 and 0.4 Hz
LF/HF Ratio of low to high frequency power
Total
Power
Total spectral power of all NN intervals up to
0.04 Hz
Let there be N samples in the series at times ti, then RRi=RR(ti) where i =
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Spectral power using Lomb periodogram for RR interval series is calculated for
ultra low (up to 0.003 Hz), very low (0.003- 0.04 Hz), low (0.04-0.15 Hz), and high
(0.15-0.4 Hz) frequency bands.
3.4 Experimental Results
Once the features are extracted using HRV, they are used for the classification of CHF
severity. As mentioned in section 3.2.1, the Congestive Heart Failure RR interval
database contains only four class I, eight class II and seventeen class III patient
records. There were two main problems with the available records. Firstly, the total
number of records were much less than usually required for accurate classification
[60]. Secondly, there was an imbalance among the number of records available per
class. Presence of seventeen class III records as compared to only four class I records
caused the classifier to predict class III most of the times. Thus, to deal with the
second problem, there was a need for the generation of additional samples for class
I. This was achieved by using data from a different time interval within the existing
class I records.
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To classify CHF patients based on their NYHA assigned class and HRV features.
The following experiments were conducted:
• Features were extracted from different 2 hour duration of RR interval data.
The 2 hour time was a set period that was chosen to find out if features from a
smaller duration of data rather than 24 hour provided reliable classification and
if they could be used to generate more training data. This could have helped
to generate more data for class I. Features were also extracted from 6 hour and
24 hour duration of RR interval data
• As a first step, binary classification was performed using different feature sets
to separate class I from class II and III
• Multi-class classification was performed using all feature to separate all three
classes
3.4.1 Classifier Evaluation
In this chapter, kNN was implemented using the scikit-learn library in Python. Differ-
ent k values (number of neighbours) were experimented and the classifier performed
best for k=3. An odd number of k was chosen to avoid ties among votes. Also, the
weights parameter was chosen to be inversely related to the distance i.e neighbours
close to the test sample contributed more than the neighbours that were farther. For
evaluating the performance of kNN, this chapter uses leave-one-out cross validation
(explained in section 2.2.3.4).
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3.4.1.1 Separating Class I from Class II and III
Initial visualization of features against patient category revealed that class I had more
distinct features than class II and III combined. Therefore, this chapter performs
binary classification and then compares it to the result of multi-class classification.
As seen in equation 2.8, F1-score is the weighted average of precision and recall
and therefore contains the most information regarding classifier’s true positive rate
and positive predictive value. Figure 3.2 shows the graph for F1-score against different
feature groups. X sdrr is the feature set with just 1 feature of standard deviation of
RR intervals while X 13 contains all 13 features. X sdrr,X 13, X2 sdrr and X2 13
are features extracted from different sets of 2 hour data. Moreover, X6hour 13 and
X24hour 13 are all 13 features extracted from 6 hour and 24 hour data respectively. It
can be seen from the figure that the results for different 2 hour groups (for 1 feature
and 13 features) differ from each other. Inspection of the feature values revealed that
the features for one set were significantly different than the other causing different
classification results. Therefore, it was concluded that 2 hour duration was not a
reliable duration for extracting HRV features.
It can also be seen in the figure 3.2 that using 13 features (X 13) instead of one
SDRR feature (X sdrr) improved the F1-score by 21%. Due to this reason, results
for only 13 features were included for the 6 hour and 24 hour data. According to the
results, it was assumed that greater the duration of the data (from which features are
extracted), better is the F1-score. However, the results for X6hour 13 and X24hour 13
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Figure 3.2: F1-Score for various feature groups and different duration of RR
interval data
3.4.1.2 Separating all Three Classes
In machine learning, multi-class classifiers usually show a slightly lower performance
than a binary classifier developed for the same problem. Figure 3.3 shows the F1-
scores for binary and multi-class classification. The binary classifier gives a 78%
F1-score for class I. Although the multi-class classifier performs with the same F1-
score for class I, the score for class II and III is slighter lower. It is believed that
the reason for lower performance is high similarity of features from these classes that
make patients from these classes difficult to separate.
3.5 Challenges and Future Work
One of the biggest challenges in classifying CHF patients using HRV features was
the inability to visualise the feature space. An attempt to plot 2-dimensional feature


































a.  F1-Score for binary classification  b.  F1-Score for multi-class classification  
Figure 3.3: F1-Score for a. binary and b. multi-class classifier
between class II and III. This led to the use of a combined set of features for clas-
sification. This set included all 13 time domain, frequency domain and non-linear
measures extracted from the records in CHF RR interval database. A combined set
of 13 features was used to find out if using more than 1 feature provides better clas-
sification or not. However, it is acknowledged that using all features might not be
the best combination and testing all possible feature combinations would be a part
of the future work for this experiment.
Another problem was the unusually low number of total samples. Leave-one-out
cross-validation was performed using only 24 samples whereas, it is preferred that the
number of samples should be greater than 50. In order to produce results with more
data, it has been planned to generate additional samples from each existing record
using the data from a different duration in the record in future.
In addition to the time domain, frequency domain and non-linear measures, other
features from techniques such as approximate entropy, fractal dimensional analysis,
hurt exponent etc. can be extracted as part of the future work. Moreover, a number
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of different classifiers such as decision trees, support vector machines, neural networks
can be tested and their performance can be evaluated as part of the future work.
3.6 Conclusion
This chapter used time domain, frequency domain and non-linear features derived
from HRV analysis to classify Class I,II and III CHF patients. The results show
that using a combined set of time domain, frequency domain and non-linear features
instead of 1 SDRR feature improves classification accuracy by 21%. Moreover, fea-
tures extracted from longer duration of RR interval data improves the classification
accuracy. Therefore, it is concluded that features extracted from longer duration of
RR intervals are reliable and provide improved classification results as compared to
features extracted from shorter length of data.
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Chapter 4
Experiment 2: Atrial Fibrillation
Episode Classification
4.1 Introduction
Atrial fibrillation (AFIB) is one of the most common life-threatening arrhythmias
effecting around 350,000 Canadians [61]. It is characterized by extremely irregular
cardiac rhythm that is typically detected by manual analysis of ECG signals by clin-
icians [62]. The duration during which a person undergoes AFIB is referred to as an
AFIB episode. These episodes can occur either for a short amount of time, called
paroxysmal (self-terminating) AFIB, or they can be sustained (prolonged) episodes
known as non-terminating AFIB.
Irrespective of whether the AFIB episode is paroxysmal or non-terminating, the
heart’s rhythm becomes irregular when a person undergoes an episode [63]. Figure
4.1 shows a 10 second ECG for an AFIB episode and normal subject. Although, the
change in rhythm during an AFIB episode can be detected on an ECG by an expert
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10 second ECG Signal for afpdb/n08
(b)
Figure 4.1: 10 second ECG for (a) atrial fibrillation patient undergoing an episode
and (b) a normal subject
electrophysiologist, this change is not always easily visible and its detection is often
a tedious activity.
This chapter aims at detecting AFIB episodes by developing machine learning
classifiers that utilize easily available RR interval data instead of complex ECG sig-
nals. It is shown that carefully engineered features can outperform several published
works [13, 64] and lead to a classifier with very high sensitivity (96.8%) and specificity
(96.1%).
Following are the key contributions of this chapter:
1. RR interval based novel features for classification of atrial fibrillation episodes.
These features can be implemented using non-intrusive commercially available
devices [14–16] and can perform better than other approaches that typically
require specialized and intrusive medical equipment.
2. Evaluation of feature sets obtained through different feature selection techniques
across different classifiers. The experiments show that classification accuracy
is highly dependent upon the type of classifier. Secondly, feature sets obtained
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by combining different feature selection techniques can significantly improve
classifier performance
3. Enhancing non-linear features through principal component analysis and eval-
uating its effect on classifier performance.
The rest of the chapter is organized as follows; Section 4.2 describes the data
used and the preprocessing performed on the raw data, Section 4.3 describes different
features that were engineered and selected to accurately identify the presence of atrial
fibrillation episode. Section 4.4 presents the experimental results of the developed
classifiers and 4.5 concludes the chapter.
4.2 Experimental Setup
4.2.1 Data Set
In this chapter, data from Physionet’s PAF Prediction Challenge Database (AFPDB)
and AF Termination Challenge Database (AFTDB) is used to detect the presence of
AFIB episode [46, 58]. AFTDB consists of 80 records where each record is a 1-
minute segment of atrial fibrillation, containing automated QRS annotations along
with 2 channel ECG recordings each sampled at 128 samples per second. All records
from this database are used as patients undergoing atrial fibrillation episode. No
demographic information of the subjects was used in this classification. As the total
length of records from this database was 1-minute, the time duration of records from
AFPDB was also restricted to the 1st 1-minute segment of data.
PAF Prediction Challenge Database (AFPDB) consists of a learning set and a
test set containing 2 channel ECG recordings sampled at 128 samples per second and
automated QRS annotations. Only the learning set is used here as the labels for the
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Table 4.1: Summary of records used for Atrial fibrillation episode classification
Category Patients with AFIB Episode Normal Subjects
Database Name AFTDB + AFPDB AFPDB
Number of Records 80 + 25 96
Total Number of Records 105 96
test set were not known. The learning set consists of 50 record sets where each record
set contains 4 records i.e two 30-minute records with consecutive record names (e.g.
p01 and p02), and two 5-minute continuation records with names ending in c (e.g.
p01c and p02c). The even-numbered continuation records contain signals for patients
undergoing AFIB episode. The records labelled with n belong to subjects without
any history of atrial fibrillation. It is interesting to note that these records did not
only belong to healthy individuals but also included patients referred to long-term
ambulatory ECG monitoring, and patients in intensive care units. [58].
The first 1-minute segment of the 25 even-numbered continuation records (names
beginning with p) containing AFIB episode is used from this database. Moreover, the
first 1-minute segment of 96 records (names beginning with n) is used as subjects with
no episode 1. Records n17, n17c, n27 and n27c were excluded from the data set as
an initial analysis of their records showed anomalous values of the ECG signal. Table
4.1 summarizes the records used for the classification of atrial fibrillation episode.
4.2.2 Preprocessing
RR intervals (fig 2.4) were extracted from 1-minute records of the ECG signals ac-
quired from the databases listed in table 4.1. All 1-minute segments of RR intervals
were subject to square filtering before any features were extracted. The square filter
used here is similar to the one used in chapter 3 but with different cut-off values.
1Subjects without an episode are referred in this chapter as normal subjects
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An initial study and visualization of the RR intervals and non-linear plots suggested
that removing smaller RR interval values could lead to incorrect results due to the
presence of irregular rhythm during an AFIB episode. Therefore, only RR intervals
greater than 5000ms were removed.
4.3 Feature Engineering
To classify 1 minute episode of atrial fibrillation from normal subjects, a detailed
time, frequency and non-linear analysis of RR intervals was carried out. The resulting
features that were extracted are explained in the sections below.
4.3.1 Global Statistical Features
After the extraction of RR intervals from ECG signal and appropriate filtering, an
analysis of raw RR intervals was carried out by visualizing their scatter plots. Figure
4.2 shows an RR interval scatter plot of a patient with episode and that of a normal
subject. The high variability of RR intervals during an episode can be easily seen
in 4.2(a). In order to capture the spread of RR intervals during an episode, global
statistical features also known as time domain features were extracted from the entire
1 minute duration of RR intervals. These features are described below.
Let RR represent the data vector of length n, containing all RR interval values
and RR(i) represent the ith RR interval.
























Raw RR interval plot for afpdb/p32c
(a)

















Raw RR interval plot for afpdb/n08
(b)
Figure 4.2: Scatter plot of RR interval series extracted from one minute data
showing (a) atrial fibrillation patient undergoing an episode and (b) a normal sub-
ject
Global Standard Deviation: Standard deviation of all RR intervals in a 1-
minute segment of RR series
Global standard deviation =
√
var(RR) (4.2)
where var(RR) is the variance of RR series.
Standard Deviation of the difference of RR intervals: A new vector RRdiff
containing the difference between two consecutive RR intervals RR(i+ 1) and RR(i)
was generated. Next the standard deviation of the resulting vector was calculated as
the feature
RRdiff Standard deviation =
√
var(RRdiff ) (4.3)
In addition to the features mentioned above, 4 of 5 time domain features (AVNN,
SDANN, rMSSD, pNN50) used and explained in table 3.2 of chapter 3 were also
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used in this classification. For the purpose of this chapter, these time domain features
were extracted from 1 minute RR intervals.
4.3.2 Specialized Features
In order to extract specialized features that could, more accurately capture the
changes in heart rate variability of a patient undergoing an episode and a normal
subject, RR interval series was divided into segments containing x number of RR
intervals. x was varied between 50 and 100 and x = 50 was chosen a it gave the best
results.
Standard deviation for each 50 point segment of the RR series was calculated and
this value of standard deviation was used to generate a new series called standard
deviation window (SDW) series. Plots of SDW series were generated to visualise
different trends for patients with AFIB and normals. Figure 4.3(b) shows SDW series
plot for patient p32c while figure 4.3(b) shows the SDW series plot for normal subject
n08. The following observations were recorded from the plots
• A lower mean value of the SDW for the normal subjects
• Values of SDW series for patients being above certain thresholds
Based on the observations listed above, following specialized features were ex-
tracted from the SDW series.
Standard deviation of SDW: Standard deviation of all the values in SDW
series. This is a second order feature, aimed to capture the change in the values of
the SDW series.
Let SDW represent the series of standard deviations of windowed segments.
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SDW Series  for afpdb/p32c
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SDW Series  for afpdb/n08
(b)
Figure 4.3: SDW series plot of (a) atrial fibrillation patient p32c undergoing an
episode and (b) a normal subject n08
SDW Standard deviation =
√
var(SDW ) (4.4)
Count of segments crossing a threshold: Number of elements in SDW, with
value above a defined threshold. The threshold values were finalised after a detailed
analysis of SDW plots.
Let t be the set of threshold values {0.15, 0.2, 0.3, 0.4}, SDW (j) represent the








 1 if SDW (j) ≥ t0 otherwise (4.6)
For each threshold t, the number of elements in SDW greater than that threshold
were counted and the total count was used as the feature count threshold(t). In total
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four features; count threshold(0.15) to count threshold(0.4) were generated by this
procedure.
4.3.3 Frequency Domain
All frequency domain features listed in table 3.2 of chapter 3 were extracted from 1
minute segment of RR series.
4.3.4 Non-linear
Non-linear features of CTM(r) (equation 3.1 and 3.2) and D(r) (equation 3.3) from the
second order difference plot (SODP) were also included in the feature set. However,
instead of selecting the optimal value of the features as described in section 3.3.1,
feature values corresponding to all radius values (0.02 to 1.00) were included in the
feature set.
After a detailed analysis of SODP (2.1.2) for patients with episode and normals, 26
additional features were extracted from the SODP. 4.4(a) shows SODP of patient with
episode and 4.4(b) shows that of a normal. It should be recalled that each quadrant
of an SODP captures different cardiac patterns (acceleration, deceleration, balanced).
Due to the presence of rapidly changing, irregular rhythm during an AFIB episode,
it was expected that the points would not only show more scatter but more points
would be present in quadrant II and IV of the SODP. This can be seen in figure 4.4.
Moreover, as normal subjects have a lower heart rate variability than AFIB patients
[30], it was also hypothesized that the points in an SODP of a normal subject will be
concentrated near the origin. Therefore, attention was given to variability of scatter
points appearing on the SODP so that changes in HRV and cardiac patterns could
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SODP plot  for afpdb/p32c
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SODP plot  for afpdb/n08
(b)
Figure 4.4: SODP of (a) atrial fibrillation patient p32c undergoing an episode
and (b) a normal subject n08
be captured effectively in the generated features. A brief description of the features
extracted from SODP is given below.
From section 4.3.1 it is known that the x(i) represents the ith value and n repre-
sents the length of the RR interval series. Also, recall that each point on an SODP is
represented by a tuple (xsi , y
s
i ), where x
s
i = x(i+1)−x(i) and , ysi = x(i+2)−x(i+1)
Count of points at the origin:






 1 if (
√
(xsi )




Ratio of points at the origin: Fraction of the total number of points at the
origin. Using equation 4.7































Figure 4.5: Division of a SODP into 16 smaller quadrants
Number of points in a quadrant: Total number of scatter points in a quadrant
of SODP plot. For quadrant 1 this would be






 1 if xsi > 0 and ysi > 00 otherwise (4.11)
Ratio of points in a quadrant: Ratio of number of points in a quadrant to
the total number of points on the plot. Using equation 4.10





Ratio of points in 1/4th of a quadrant: In order to quantify the scatter of
points in smaller areas of SODP, each quadrant was divided into 4 smaller quadrants
and the ratio of number of points in 1/4th of a quadrant to the total number of points
on the plot was calculated. As seen in figure 4.5 the analysis was carried out for x
and y axis of the SODP ranging from -1 to +1 and the limits for smaller quadrants
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were chosen by equally dividing a quadrant into 4 smaller quadrants. For quadrant
11 this would be







 1 if xsi > 0.5 and ysi > 0.50 otherwise (4.14)
Features for ratio of points in the 16 quadrants 11,12,13 to 44 (shown in figure
4.5) were calculated using equation similar to 4.13 but with different xsi and y
s
i limits
in equation 4.14. The limits can be determined using figure 4.5.
4.4 Experimental Results
The main goal of this chapter is to accurately identify the presence of atrial fibrilla-
tion episodes, within 1 minute of its occurrence, using the engineered HRV features.
This section describes the feature selection process and compares the performance of
different classifiers.
4.4.1 Feature Selection
Feature selection is an important stage in the development of a robust classifier.
As described in section 2.2.1.1, the presence of redundant features can decrease the
classification accuracy [33]. It was really important to perform feature selection in the
experiments carried out in this chapter, because the total number of examples/records
used (201) was almost comparable to the total number of features extracted (146).
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Table 4.2: List of features selected using RF wrapper feature selection.
Category Feature Name
Global Statistical Global Mean (Eq. 4.1)
Specialized features SDW Standard Deviation (Eq. 4.4)
Time Domain AVNN (Table 3.2)
Frequency Domain VLF (Table 3.2)
Non-linear (SODP) CTM(0.12) (Eq. 3.1)
D(0.04) (Eq. 3.4)
Ratio of points in quadrant 11 (Eq. 4.13)
Ratio of points in quadrant 12 (Eq. 4.13)
Using 146 features for 201 examples would have led to a classifier that would over-fit
the training set and would not possess the ability to accurately classify unseen data.
Wrapper and Filter based feature selection methods were employed and the best
feature set was created by combining knowledge of the problem with top ranked
features from both feature selection techniques. It can be recalled that wrapper
method of feature selection searches for the best subset of features by assessing the
quality of features using a particular learning algorithm and maximizing the provided
quality metric (F1-score in our case). Here, wrapper method of feature selection was
used with Random Forest classifier (5 fold cross validation). Unlike wrapper feature
selection, filter based methods search for the best subset of features by applying
statistical measure to assign a scoring to each feature based on some quality index.
Filter method used here evaluated the worth of the feature by measuring the Pearson’s
correlation between the feature and the class [49].
Apart from feature selection, dimensionality reduction was also performed using
Principal component analysis (PCA). It was believed that there was no single best
threshold of radius r (on the SODP) separating the two classes and it was impor-
tant to capture the variation in (around 100) non-linear CTM(r) and D(r) features.
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Table 4.3: List of carefully selected features (without PCA features) using wrap-
per and filter feature selection.
Category Feature Name
Specialized features Count threshold 0.2 (Eq. 4.5)
Frequency Domain VLF (Table 3.2)
Non-linear (SODP) CTM(0.12) (Eq. 3.1)
D(0.04) (Eq. 3.4)
Number of points in quadrant 1 (Eq. 4.10)
Number of points in quadrant 2 (Eq. 4.10)
Ratio of points in quadrant 13 (Eq. 4.13)
Ratio of points in quadrant 21 (Eq. 4.13)
Ratio of points in quadrant 23 (Eq. 4.13)
Ratio of points in quadrant 44 (Eq. 4.13)
Table 4.4: List of carefully selected features (with PCA features) using wrapper
and filter feature selection.
Category Feature Name
Specialized features Count threshold 0.2 (Eq. 4.5)
Frequency Domain VLF (Table 3.2)
Non-linear (SODP) CTM1 (PCA) (Appendix A)
CTM2 (PCA) (Appendix A)
D1(PCA) (Appendix A)
Number of points in quadrant 1 (Eq. 4.10)
Number of points in quadrant 2 (Eq. 4.10)
Ratio of points in quadrant 13 (Eq. 4.13)
Ratio of points in quadrant 21 (Eq. 4.13)
Ratio of points in quadrant 23 (Eq. 4.13)
Ratio of points in quadrant 44 (Eq. 4.13)
Therefore, in order to produce more informative CTM(r) and D(r) features, they were
combined using PCA.
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Figure 4.6: Classifier evaluation methodology
Finally, following three different sets of features were fed into the classifiers for
evaluation:
• Features selected by wrapper feature selection on RF classifier (Table 4.2)
• Features selected by combining the best features from wrapper and filter meth-
ods without PCA (Table 4.3 )
• Features selected by combining the best features from wrapper and filter meth-
ods with PCA (Table 4.4 2)
4.4.2 Classifier Evaluation
In order to have a fair comparison and statistically meaningful results, for each clas-
sifier, 10 runs of each experiment with 10 fold cross-validation were performed. As
seen in figure 4.6, for each run, 10 fold cross-validation was carried out. And this was
repeated 10 times leading to a total of 100 repetitions for 1 classifier. The average
score of quality metrics was calculated for each run and at the end of 10th run, an
average of these metrics was calculated and reported here.
2The detailed feature names for CTM1, CTM2 and D1 are provided in the appendix A
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Table 4.5: Classification performance of the classifiers trained using features se-
lected by wrapper method using Random Forest classifier
DT (B) MLP RF Stacking kNN LR SVM
Sensitivity/Recall AFIB Epi 0.921 0.943 0.955 0.948 0.959 0.96 0.954
Weighted Avg 0.906 0.935 0.948 0.93 0.949 0.939 0.933
Specificity AFIB Epi 0.89 0.927 0.94 0.91 0.937 0.917 0.909
Weighted Avg 0.905 0.934 0.948 0.928 0.947 0.937 0.93
Precision AFIB Epi 0.911 0.938 0.949 0.929 0.946 0.932 0.925
Weighted Avg 0.915 0.941 0.952 0.938 0.952 0.945 0.939
Accuracy AFIB Epi 0.906 0.935 0.948 0.93 0.949 0.939 0.932
F1-score AFIB Epi 0.911 0.937 0.95 0.935 0.951 0.943 0.937
Weighted Avg 0.906 0.935 0.948 0.93 0.949 0.939 0.932
Evaluation of classifiers was not only performed to find out the best classifier for
the identification of AFIB episode, but also to find out the answers to the following
questions:
• Can carefully selected features using various feature selection techniques im-
pact/boost the performance of a classifier?
• Can using features combined with PCA instead of using 1 representative feature,
impact/boost the performance of a classifier?
Table 4.5 and 4.6 list the scores for different classifier evaluation quality metrics
and compare the performance of the seven evaluated classifiers. Quality metrics are
provided for the positive class, i.e AFIB Episode and a weighted average score for
both classes is given. In both tables, Decision Table (DT) is the baseline classifier
(shown by (B) beside the heading). Performance of each classifier is compared to
the baseline established by DT classifier. Scores that are statistically better than the
baseline scheme at a significance level of 0.05 are underlined. Moreover, the highest
values of each quality metric is highlighted in bold in each table.
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Table 4.6: Classification performance of the classifiers trained using best features
from wrapper and filter methods without PCA
DT (B) MLP RF Stacking kNN LR SVM
Sensitivity/Recall AFIB Epi 0.93 0.944 0.952 0.949 0.98 0.957 0.97
Weighted Avg 0.906 0.945 0.947 0.939 0.964 0.944 0.94
Specificity AFIB Epi 0.878 0.945 0.942 0.927 0.947 0.929 0.906
Weighted Avg 0.903 0.945 0.946 0.938 0.962 0.942 0.937
Precision AFIB Epi 0.9 0.953 0.95 0.939 0.956 0.943 0.924
Weighted Avg 0.913 0.949 0.951 0.944 0.967 0.951 0.946
Accuracy AFIB Epi 0.906 0.945 0.947 0.939 0.964 0.944 0.93983
F1-score AFIB Epi 0.912 0.946 0.949 0.942 0.966 0.947 0.944
Weighted Avg 0.905 0.944 0.947 0.938 0.964 0.944 0.939
The main goal of this classification was to have a high true positive rate (sen-
sitivity) as well as a high positive predictive value (precision) so that no patient
undergoing AFIB episode goes undetected. It can be seen from tables 4.5 and 4.6
that for all feature sets, kNN performed best overall. It can be seen that for fea-
tures selected with wrapper method, (table 4.5), kNN achieved the highest weighted
average sensitivity and precision of 0.949 and 0.952 respectively while with features
selected by a combination of techniques (table 4.6), kNN achieved a much higher
sensitivity and precision of 0.964 and 0.967 respectively. The scores for features with
PCA were comparable to the score for features without PCA therefore the table has
not been included here. It can be noted that the sensitivity and specificity of all
classifiers (except DT) listed in table 4.6 is greater than the mean sensitivity (0.914)
and mean specificity (0.929) reported by Park et. al [64].
Figure 4.7 compares the F1-score for positive class (AFIB episode) among different
classifiers with three different sets of features. It can be readily seen from the graph
that the F1-score of all classifiers with Combined FS (with and without PCA) is
greater than the F1-score for all classifiers with features extracted through wrapper
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Figure 4.7: F1 score comparison of different classifiers with and without PCA
features.
an important role in the classification performance. Also, having a sound knowledge
of the problem as well as combining top ranked features selected by a few different
techniques also helps in extracting the best set of features and thereby improving
results. Among the evaluated classifiers, rule based algorithm; Decision table performs
worst over all, while kNN performs the best over all.
It was hypothesized that combining non-linear features using PCA would improve
the F1-score. However, as seen in figure 4.7 , this was not the case. All classifiers with
features combined with PCA performed equivalently to the classifiers with combined
features without PCA. Although, PCA did not significantly improve the performance
of classifiers in this case, in future, its impact can be re-evaluated with a larger set of
data.
It was also believed that stacking (RF and MLP as inner classifiers and RF as
meta classifier) would perform better than individual RF and MLP classifiers. In
both cases of combined FS with and without PCA, its performance was equal to the
performance of lowest performing inner classifiers (fig 4.7).
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Table 4.7: Performance comparison with other related works
Study Sensitivity Specificity
Haeberlin et al. [65] 94.4% 80.2%
Mant et al. [13] 83.0% 99.0%
Park et al. [64] 91.4% 92.9%
Proposed Approach 98.0% 94.7%
4.5 Discussion and Conclusion
This chapter focused on developing classifiers to accurately detect atrial fibrillation
episode from normal subjects. The novel contribution in this chapter was the de-
velopment of specialized features as well as features from the non-linear SODP that
resulted in classifier with very high performance. These new features were engineered
after a detailed analysis of the AFIB and normal subjects’ HRV using RR intervals
only. It should be stressed here that time-domain and frequency domain analysis of
HRV is considered less accurate than ECG based analysis [9]. However, the sensitivity
and specificity of the best classifiers developed in this chapter are better than those
reported in [13, 64]. The following conclusions can be drawn from this experiment
• kNN with features selected by combining wrapper and filter feature selection
techniques gave the best results
• Different classifiers can perform differently for the same feature set. Therefore,
it is important to test a few classifiers before choosing the best one.
• Using strong HRV features specific to a problem can help in increasing the
classification accuracy.
• Performance of a classifier can be boosted using features selected by combining
a variety of feature selection techniques.
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• For this particular experiment, combining non-linear features using PCA did
not improve classifier performance.
Table 5.10 lists the related words for the classification of patients undergoing
atrial fibrillation arrhythmia. Park et. al used machine learning based classifiers
while Haeberlin et al. and Mant et al. used commercially available software tools for
the detection of AF. The sensitivity of the proposed approach in this chapter is better
than all prior works. Moreover, the specificity of the approach used in this chapter
is better than [65] and [13]. Although the specificity of the developed classifier is
slightly lower than that of [13], it as a considerably higher sensitivity hence being a
better classifier overall.
As the wearable technology for measuring RR interval currently exists in the
market [14–16], the classification technique developed in this chapter has a very strong
use-case of realizing this technology into a tangible product which could measure the
user’s RR interval and detect the occurrence of threatening arrhythmia such as AFIB.
Due to the limitations posed by the small amount of data available for the medical
analysis, it is believed that repeating the same analysis on more data (big medical
data) can help in the identification of many more patterns that can not be identified in
a small data set of 200 examples. Such data can be provided by the hospitals willing
to reduce their costs and improving their patients’ treatment. By helping researchers
develop algorithms that can raise early alarms for life-threatening arrhythmia such
as Atrial fibrillation, there can be a possibility of earlier medical intervention and of
saving a human life.
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Chapter 5
Experiment 3: Paroxysmal Atrial
Fibrillation Screening
5.1 Introduction
Atrial fibrillation is a life threatening cardiac arrhythmia that can occur either as
a short episode called paroxysmal atrial fibrillation (PAF) or as a more serious and
prolonged attack known as sustained AFIB. If left untreated, PAF can often convert
to sustained AFIB [7, 66]. One way of preventing these short episodes into becoming
sustained AFIB is through timely defibrillation or electrical stabilization using atrial
pacing techniques [9]. Typically, such preventive measures are only taken after the
onset of a PAF episode. However, it is extremely important to identify subjects with
a high risk of PAF before any occurrence of episode. A subject with high risk of
PAF is the one that is not undergoing a PAF episode but has a high probability of
experiencing it in near future.
This chapter aims at developing classifiers that can accurately identify subjects
with a high risk of PAF. It should be noted here that identification of subjects with
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a high risk of PAF is a more challenging task than identifying the occurrence of
an AFIB episode (chapter 4). It was seen in chapter 4 that RR intervals show a
high variability due to extremely irregular cardiac rhythm during an AFIB episode.
However, this irregularity of cardiac rhythm is not evident in a subject with a risk
of PAF who is not experiencing an episode. RR intervals and HRV of subjects can
resemble that of a normal subject making identification based only on HRV features
a very difficult task. This chapter aims to find out if individuals at a high risk of PAF
can be identified based on the analysis of their ECGs [9]. Here, features based on RR
interval trend and timing characteristics of different waves in ECG are analysed to
determine the best feature set.
Following are the novel contributions of this chapter:
1. ECG signal analysis to develop key features for classification of high risk PAF
patients. These features were based on several statistical and time-interval
based variations in ECG signals.
2. Evaluation of feature sets with different classifiers. The experiments show that
classification accuracy is highly dependent upon the type of classifier. Secondly,
feature sets obtained from P wave timings can significantly improve classifier
performance (92.4% sensitivity and 82.8% specificity)
3. Comparison of features selection through wrapper method versus t-test based
feature selection. The results show that features selected by wrapper method
are more robust as compared to features selected by a t-test.
The rest of this chapter is organised as follows; Section 5.2 describes the data set
used in this chapter, section 5.3 defines the novel features that were engineered and
selected to accurately identify the risk of individuals with PAF. Section 5.4 presents
the experimental results of the developed classifiers and 5.5 concludes the chapter.
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Table 5.1: Summary of records used for PAF screening
Category Subjects at Risk of PAF Normal Subjects
Database Name AFPDB AFPDB
Total Number of Records 50 46
5.2 Experimental Setup
5.2.1 Data Set
In this chapter, data only from Physionet’s PAF Prediction Challenge Database is
used to identify subjects with high risk of PAF [9]. The PAF prediction challenge
database is described in detail in 4.2.1. In addition to the QRS annotations, ECG
signals are also used for the analysis in this chapter.
Continuation records (5minute records containing the occurrence of AFIB episodes)
from AFPDB were not used in this analysis. For the rest of the records, the entire 30
minute duration was used to extract features. Moreover, records n17, n24, n27, n28
were excluded from the data set as an initial analysis of n17, n27 showed anomalous
values of the ECG signal while n24, n28 did not allow the extraction of P wave values
from the ECG signal. Table 5.1 summarizes the records used for the PAF screening.
5.3 Feature Engineering
Preliminary analysis using RR intervals (similar to the ones extracted in chapter 4
but from 30 mins of RR data) was not able to provide strong features to accurately
separate normal subjects from those at a high risk of AFIB. One of the reasons could
have been the absence of severe irregularity of cardiac rhythm in RR intervals of
subjects with the risk of PAF but not undergoing an episode. Another could have
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Table 5.2: List of non-linear features extracted from SODP from each of the
5-minute segments
# Feature (Eq. 4.12 & 4.13)
F1 Ratio of points in quadrant 1
F2 Ratio of points in quadrant 2
F3 Ratio of points in quadrant 3
F4 Ratio of points in quadrant 4
F5 Ratio of points in quadrant 11
F6 Ratio of points in quadrant 12
...
F20 Ratio of points in quadrant 44
been the presence of patients from intensive care units and those referred for long
term ambulatory ECG monitoring in the normal data set [9]. Visualisation of HRV
scatter plots and SODP showed that these subjects from ICU had a pattern of HRV
different from those with normal sinus rhythm. It was evident that this problem
demanded a much stronger set of features. Therefore, additional features from HRV,
based on the trend of SODP as well as those from ECG signal were engineered and
are described below.
5.3.1 Additional Trend-based RR Features
Figure 5.1 and 5.2 show 5-minute segments of SODPs for a patient with high risk of
PAF and a normal subject respectively. As seen in the figures, it was believed that
the progressive change in RR intervals (rather than the scatter of RR intervals) would
be different for subjects with high risk of PAF than it would be for normal subjects.
This hypothesis led to the extraction of features that captured this change based on
5-minute windows of SODP.
SODP variation in 5-minute window
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SODP plot for 5min segment 1 for p08
(a)
















SODP plot for 5min segment 2 for p08
(b)
















SODP plot for 5min segment 3 for p08
(c)
















SODP plot for 5min segment 4 for p08
(d)
















SODP plot for 5min segment 5 for p08
(e)
















SODP plot for 5min segment 6 for p08
(f)
Figure 5.1: Figure (a) to (f) show the SODPs for 5-minute segments of a patient
with high risk of PAF
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SODP plot for 5min segment 1 for n02
(a)
















SODP plot for 5min segment 2 for n02
(b)
















SODP plot for 5min segment 3 for n02
(c)
















SODP plot for 5min segment 4 for n02
(d)
















SODP plot for 5min segment 5 for n02
(e)
















SODP plot for 5min segment 6 for n02
(f)
Figure 5.2: Figure (a) to (f) show the SODPs for 5-minute segments of a normal
subject
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SODP plot for 5min segment 1 for n35
(a)
















SODP plot for 5min segment 2 for n35
(b)
















SODP plot for 5min segment 3 for n35
(c)
















SODP plot for 5min segment 4 for n35
(d)
















SODP plot for 5min segment 5 for n35
(e)
















SODP plot for 5min segment 6 for n35
(f)
Figure 5.3: Figure (a) to (f) show the SODPs for 5-minute segments of a normal
subject (from ICU) showing anomalous behavior
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The entire 30 minute record was divided into 5-minute segments and SODPs
were generated for each 5-minute segment. From each of the SODP, 16 features
(based on ratio of points in quadrants) described in 4.3.4 and listed in Table 5.2 were
calculated. Next, to capture the change in the values of these 16 features across 5-
minute segments, standard deviation of the six values of each feature was calculated
and used as the feature.
Let F1 to F20 be features extracted from 5-minute segments of SODPs per 30-
minute record (Table 5.2). Also, let feature Fi = {Fi1...Fi6} be an array of fea-
ture values calculated from each of the 5 minute segment 1 to 6. For e.g if F1 is
Ratio of points in quadrant 1 then,
F1 = {Ratio of points in quadrant 11 ... Ratio of points in quadrant 16} and (5.1)
Fi Standard deviation =
√
var(Fi) (5.2)
It should be stated that while it can be seen in Figure 5.1 and 5.2 that change
in SODPs is visibly different, it can be seen in Figure 5.3 that some normal subjects
show a different kind of variation in SODPs. Since the total number of records for
normal subjects was only 46, it was difficult to identify a specific pattern from the
data of normal subjects from ICU. These constraints led to an extensive analysis of
ECG signals and extraction of more sophisticated P wave features described in the
next section.
5.3.2 Novel P Wave Features from ECG
Electrophysiologists have extensively studied P wave 1 characteristics on an ECG to
find predictors of atrial fibrillation. Indicators such as maximum P wave duration,
1Background information regarding ECG and P waves can be found in chapter 2
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minimum P wave duration and P wave variance from a 12 lead ECG have shown
to distinguish patients with idiopathic PAF [20]. In another study, prolonged P
wave duration was found to be correlated with electrophysiological abnormalities in
patients with PAF. Researchers also found that abnormalities in a P wave signal
averaged ECG (P-SAECG) were a predictor of AFIB in patients with CHF [6].
These medically proven predictors do seem promising. However, certain limita-
tions described below prevent the automation of the P wave features described in
medical literature.
• Almost all of the investigations use either a 12 lead ECG or a special type of
P wave signal averaged ECG with three special orthogonal, bi-polar leads in
order to extract the P wave morphology. In the database (AFPDB) used in this
chapter, 30 minute excerpts of only two-channel Holter ECG recording were
available for analysis.
• The study population in a clinical study is carefully chosen to represent the
exact symptoms of the disease under investigation. Age, sex etc. is matched
properly and the controls are chosen carefully to represent healthy individuals.
In this chapter, no such information was provided to make sure age or sex
of subjects was matched. Moreover, as explained earlier, the normal subjects
included some subjects from ICU which further complicated the group of normal
subjects.
Another group of researchers (Matinez et al.) investigated P wave morphology
using a single lead of ECG and found that P wave features showed an increasing
variability with the approach of PAF. Once again, the single lead ECG was a special
lead, lead V1, chosen because P waves are most visible in this lead. Another reason for
choosing lead V1 was that it provides information regarding intra-atrial conduction









Figure 5.4: Visual representation of different time intervals extracted from P and
P-R waves. The image is a slightly edited version of image taken from [2]
population in this research was also carefully chosen to represent the problem under
investigation.
Despite the limitations mentioned above, it was decided to experiment with the
time interval features extracted by Matinez et al. to answer the research question;
Can two-channel Holter ECGs be used to extract the same features as extracted from
lead V1 [2] and accurately distinguish patients with high risk of PAF from normal
subjects present in AFPDB? P wave features described in [2] were extracted from
both ECG signals of the records in AFPDB using QRS detector and waveform limit
locator software ECGPU available as a part of PhysioToolkit [58]. These features
were based on the time intervals of a P wave and consecutive P-R waves from each
beat of the 30 minute ECG. The features are defined below and shown in Figure 5.4.
Let i represent the ith ECG complex, then









P-wave initiation time: Time interval between the peak of the P wave and





p − P (i)on (5.4)
P-wave termination time: Time interval between the peak of the P wave and





p − P (i)on (5.5)
P-wave Asymmetry: Asymmetry of P wave quantified by the ratio of its start-









P-R timings: PR interval represents the conduction time of the cardiac impulse
travelling from sinus node to the ventricles and its timing variability can indicate an
increased risk of AF [69]. The following PR intervals measure the timing from three
different positions in P wave to the R peak of an ECG complex
PR(i)on = R
(i)













After the extraction of these features from 30-minute ECG records, their time
course variation was studied. Similar to the work done in [2], analysis of feature
trend was a challenging task due to the low amplitude of P waves and presence of
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Figure 2. Standard example of the P-wave duration variability time course for (a) a healthy subject
and for intervals (b) far from PAF and (c) close to PAF for a diseased patient.
2.4. Estimation of the P-wave time course
Once individual characterization of the P-wave features were obtained across the 1 h length
recordings, their time course variation was studied. Given the relatively low P-wave amplitude
in the ECG, with respect to the background noise (Censi et al 2008), analyzing the P-wave
feature trend is not a trivial task. Thus, in order to reduce the noise impact in the analysis, data
series for each P-wave feature were divided into segments of S samples. Next, the variability
within each segment was computed as the difference between the 90 and 10 quantiles. In this
way, outliers originated by impulse noise or artifacts could be rejected. The value of S was
selected as a trade-off able to preserve the ability of tracking slight variations in the P-wave
dynamics and minimize the effect of noise. After several experimental tests with S values of
2, 3, 4, ..., 30 samples, only weak differences were found in the results. Nonetheless, the most
successful outcomes were noted for a value of S = 10 samples, which was chosen for the
remainder of the study.
On the other hand, given the electrophysiological alterations occurring in the atria prior
to the onset of PAF (Dilaveris and Gialafos 2001), an increasing trend in P-wave features’
variability was hypothesized in this work as PAF onset approximates. However, the chaotic
behavior of AF would provoke a great deal of scatter in the variability of these features. To
this respect, figure 2 shows the variability time course of Pdur for a healthy subject together
with intervals far from PAF and close to PAF from a diseased patient, respectively. In order
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Figure 2. Standard example of the P-wave duration variability time course for (a) a healthy subject
and for intervals (b) far from PAF and (c) close to PAF for a diseased patient.
2.4. Estimation of the P-wave time course
Once individual characterization of the P-wave features were obtained across the 1 h length
recordings, their time course variation was studied. Given the relatively low P-wave amplitude
in the ECG, with respect to the background noise (Censi et al 2008), analyzing the P-wave
feature trend is not a trivial task. Thus, in order to reduce the noise impact in the analysis, data
series for each P-wave feature were divided into segments of S samples. Next, the variability
within each segment was computed as the difference between the 90 and 10 quantiles. In this
way, outliers originated by impulse noise or artifacts could be rejected. The value of S was
selected as a trade-off able to preserve the ability of tracking slight variations in the P-wave
dynamics and minimize the effect of noise. After several experimental tests with S values of
2, 3, 4, ..., 30 samples, only weak differences were found in the results. Nonetheless, the most
successful outcomes were noted for a value of S = 10 samples, which was chosen for the
remainder of the study.
On the other hand, given the electrophysiological alterations occurring in the atria prior
to the onset of PAF (Dilaveris and Gialafos 2001), an increasing trend in P-wave features’
variability was hypothesized in this work as PAF onset approximates. However, the chaotic
behavior of AF would provoke a great deal of scatter in the variability of these features. To
this respect, figure 2 shows the variability time course of Pdur for a healthy subject together
with intervals far from PAF and close to PAF from a diseased patient, respectively. In order
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Figure 5.5: (a) and (b) show Pdur variability for a normal subject and patient
with high risk of PAF from [2] respectively whil (c) an (d) how the trend for
same feature but for a normal subject and patient with high risk of PAF from
AFPDB. No distinguishing trend can be seen (c) and (d)
background noise. In order to counter the effect of noise, variability was calculated by
dividing the 30-minute records into segments of 10 samples each. Variability within
each sample was calcu ated by subtracting the 90th quantile from the 10th quantile.
This process was repeated for each of the segments and the variability was plotted
against the number of P wave intervals. From these graphs, a trend line was plotted
using linear fitting. The slope of the trend line quantified the trend of P wave timing
intervals and was used as the final feature for each P wave timing interval mentioned
above.
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Table 5.3: List of statistical features extracted from P-P and P-R time intervals.
Measure of Feature Name
Feature Size Total Features
Central Tendency Feature Mean (Eq. 5.10)
Variability Feature Variance (Eq. 5.11)
Min Feature Value (Eq. 5.12)
Max Feature Value (Eq. 5.13)
Shape Feature Skewness (Eq. 5.14)
Feature Kurtosis (Eq. 5.15)
Figure 5.5 (a) and (b) show the graphs for P-wave duration variability as plotted
by Martin et al. while 5.5 (c) and (d) show the graphs generated by the data in
AFPDB. It was hypothesized that extracting the same set of features and plotting a
regression line would also be applicable and predictive on data from AFPDB. However,
as seen in (c) and (d) this was not the case. After extracting P wave features and
plotting regression lines, a distinguishing trend was not observed in the plots for
patients with high risk of PAF and normal subjects. One of the reasons could have
been the difference in the type of patients in our data set and the population used by
Martinez et al. especially the presence of subjects from ICU in the normal dataset.
Due to the non-replicability of the features proposed by Martinez et al., P wave
morphology of subjects in AFPDB was extensively analysed and visualised to find
the best features to distinguish patients with high risk of PAF from normal subjects.
Statistical features, more representative of the subjects in AFPDB were developed
utilizing the P wave features presented by Martinez et al. [2]. Table 5.3 shows a
list of extracted statistical features along with their categories. As seen in the table,
these statistical features measure different properties of the P wave timing interval
distributions. The features are described in detail below.
Let feature represent each of the timing interval (Pdur to PRoff ) extracted from
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feature] be a set of
all values of one such feature extracted from 30-minute record. Then,
Total features: Total number of observations (in Pfeature) extracted from 30
minute ECG of one subject.









Feature Variance: Variance of the feature values in Pfeature. Using the mean









Minimum Feature Value: Minimum observed value in Pfeature
Minimum Pfeature = min{Pfeature} (5.12)
Maximum Feature Value: Maximum observed value in Pfeature
Maximum Pfeature = max{Pfeature} (5.13)
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Let µk represent the kth central moment of Pfeature and σ
2 represent the variance
of Pfeature. Then
Feature Skewness: Measure of asymmetry of the probability distribution of





Feature Kurtosis: Measure of peakedness of the probability distribution of





Algorithm 1 summarizes the pseudocode for feature extraction. A total of 98
(2 ∗ 7 ∗ 7) statistical P wave features were extracted from both signal 1 and 2 of
two-channel Holter ECG for each of the records in AFPDB. It should be noted that
the statistical features extracted are the novel contribution of this chapter.
Algorithm 1 Algorithm for feature extraction
1: procedure ExtractStatisticalFeatures
2: for each subject in AFPDB do
3: for 30 minute ECG signal number 1 and 2 do
4: Locate P wave starting, peak, ending times
5: Locate R wave peak times
6: Extract 7 P wave time interval sets . Pdur, Pini, ..., PRoff
7: for each P wave time interval set do
8: Extract statistical features . Mean, ..., kurtosis
9: Store statistical features in array






Table 5.4: List of selected RR features using wrapper feature selection.
Category Feature Name
Global Statistical Global Mean (Eq. 4.1)
Specialized features SDW Standard Deviation (Eq. 4.4)
Frequency Domain VLF (Table 3.2)
Non-linear (SODP) CTM (0.12) (Eq. 3.1)
D (0.04) (Eq. 3.4)
Ratio of points in quadrant 13 (Eq. 4.13)
Ratio of points in quadrant 14 (Eq. 4.13)
Table 5.5: List of selected P wave features using wrapper feature selection.
Measure of Feature Name
Shape Sig 0 Kurtosis Pdur (Eq. 5.15)
Sig 1 Skewness PRoff (Eq. 5.14)
Central Tendency Sig 0 Mean PRoff (Eq. 5.10)
Variability Sig 1 Minimum PRoff (Eq. 5.12)
5.4 Experimental Results
The main goal of this chapter was to develop a classifier able to identify subjects with
a high risk of PAF using the engineered HRV and P wave features. The classifier using
novel P wave features (described above) was able to perform better than almost all
the classifiers developed for the CinC challenge 2001 with 92.4% sensitivity, 82.8%
specificity and 86.9% precision . Selected features, performance of various developed
classifiers and a comparison of the best classifier from this work with other works
using the same data is explained in detail below.
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Table 5.6: List of selected RR and P wave features using wrapper feature selection.
Category/Measure of Feature Name
RR Global Statistical Global Mean (Eq. 4.1)
Specialized features Count threshold 0.2 (Eq. 4.5)
Count threshold 0.3 (Eq. 4.5)
Count threshold 0.4 (Eq. 4.5)
Non-linear (SODP) CTM (0.04) (Eq. 3.1)
CTM (0.6) (Eq. 3.1)
D (0.54) (Eq. 3.4)
Ratio of points in quadrant 33 (Eq. 4.13)
P wave Shape Sig 0 Kurtosis Pdur (Eq. 5.15)
Central Tendency Sig 0 Mean PRoff (Eq. 5.10)
Sig 1 Mean PRon (Eq. 5.10)
Variability Sig 1 Minimum PRdur (Eq. 5.12)
Sig 1 Variance PRini (Eq. 5.11)
5.4.1 Feature Selection
It was hypothesized that P wave features would be more representative of the subjects
with high risk of PAF than the RR interval features. However, RR interval features
(from section 4.3 and 5.3.1) were also extracted and evaluated for this classification
problem due to the strong use-case of implementing classification algorithms with
these features in wearable devices.
After the extraction of 98 P wave features and 167 RR features, the best set of fea-
tures was selected to avoid the problem of over-fitting. Similar to chapter 4, wrapper
feature selection, with Random Forest classifier, 5 fold cross validation, maximizing
accuracy was used to select the best set of features. To study the performance of
classifiers with P wave, RR and a combined set of P wave and RR (P-RR) features,
three different feature sets were selected using wrapper feature selection.
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Table 5.7: Classification performance of the classifiers trained using selected RR
features
DT (B) MLP RF Stacking kNN LR SVM
Sensitivity/Recall At Risk of PAF 0.530 0.734 0.814 0.74 0.764 0.696 0.718
Weighted Avg 0.697 0.738 0.791 0.705 0.72 0.699 0.607
Specificity At Risk of PAF 0.883 0.747 0.769 0.663∗ 0.673∗ 0.705 0.487∗
Weighted Avg 0.716 0.743 0.792 0.699 0.717 0.702 0.598∗
Precision At Risk of PAF 0.846 0.779 0.810 0.727 0.734 0.745 0.610∗
Weighted Avg 0.752 0.761 0.810 0.730 0.742 0.726 0.622
Accuracy At Risk of PAF 0.697 0.738 0.791 0.705 0.720 0.699 0.607
F1-score At Risk of PAF 0.625 0.736 0.799 0.713 0.735 0.696 0.650
Weighted Avg 0.674 0.728 0.786 0.694 0.713 0.690 0.592
Table 5.4, 5.5 and 5.6 list the selected feature sets. It is interesting to note that
in Table 5.4 and 5.6, features quantifying the progressive change in RR intervals in 5
minute windows were not selected by wrapper feature selection. One of the reasons
could have been the presence of ICU subjects showing abnormal SODPs and not
allowing to distinguish between all PAF subjects from normals as previously doubted.
For the selected P wave features (Table 5.5), t-test was also performed to find out if
the means of the features for patients at high risk for PAF were significantly different
from the means of features for normal subjects. Interesting results derived from this
experiment are described in the next subsection 5.4.2 along with other classification
results.
5.4.2 Classifier Evaluation
Classifier evaluation methodology in this chapter is similar to the one employed in
chapter 4. In addition to evaluating the performance of different feature sets and
classifiers, the effect of removing features that do not have significantly different
means (as measured by t-test) was also evaluated and is described in this section.
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Table 5.8: Classification performance of the classifiers trained using selected P
wave features
DT (B) MLP RF Stacking kNN LR SVM
Sensitivity/Recall At Risk of PAF 0.936 0.690∗ 0.924 0.752∗ 0.884 0.660∗ 0.710∗
Weighted Avg 0.609 0.679 0.877 0.729 0.823 0.644 0.634
Specificity At Risk of PAF 0.250 0.669 0.828 0.704 0.757 0.628 0.552
Weighted Avg 0.577 0.679 0.875 0.726 0.818 0.643 0.628
Precision At Risk of PAF 0.577 0.726 0.869 0.751 0.815 0.663 0.645
Weighted Avg 0.633 0.700 0.899 0.747 0.846 0.658 0.653
Accuracy At Risk of PAF 0.609 0.679 0.877 0.729 0.823 0.644 0.634
F1-score At Risk of PAF 0.71 0.682 0.886 0.737 0.838 0.644 0.658
Weighted Avg 0.54 0.667 0.873 0.721 0.818 0.631 0.617
Table 5.9: Classification performance of the classifiers trained using selected P-
RR wave features
DT (B) MLP RF Stacking kNN LR SVM
Sensitivity/Recall At Risk of PAF 0.880 0.768 0.902 0.788 0.808 0.710 0.540∗
Weighted Avg 0.750 0.758 0.872 0.791 0.817 0.689 0.561∗
Specificity At Risk of PAF 0.611 0.746 0.841 0.795 0.827 0.671 0.589
Weighted Avg 0.741 0.755 0.871 0.792 0.818 0.691 0.568∗
Precision At Risk of PAF 0.731 0.796 0.874 0.829 0.847 0.709 0.595
Weighted Avg 0.779 0.785 0.890 0.817 0.836 0.709 0.578∗
Accuracy At Risk of PAF 0.750 0.758 0.872 0.791 0.817 0.689 0.561∗
F1-score At Risk of PAF 0.789 0.763 0.878 0.791 0.815 0.691 0.543∗
Weighted Avg 0.736 0.75 0.869 0.785 0.814 0.680 0.546∗
Table 5.7, 5.8 and 5.9 compare the performance of seven classifiers with selected
RR, P wave and P-RR feautres respectively. Quality metrics are provided for the
positive class, i.e At high Risk of PAF as well as a weighted average score for both
classes is given. In all three tables, Decision Table (DT) is the baseline classifier
(shown by (B) beside the heading). Performance of each classifier is compared to
the baseline established by DT classifier. Scores that are statistically better than
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Figure 5.6: F1 score comparison of different classifiers with RR,P and P-RR
feature sets.
statistically worse are marked with an ∗ symbol. Moreover, the highest value for each
quality metric is highlighted in bold in each table.
It can be seen from all three tables that among the seven classifiers, Random
Forest outperforms other classifiers for most of the quality metrics. One of the reasons
for its high performance could be its use as the objective function in wrapper feature
selection. For the RR interval feature set, SVM with linear kernel shows the worst
performance with a specificity value of 0.487( lower than a random guess). It can also
be observed that the highest scores achieved by RF with RR features are less than
the scores achieved by RF using P wave or P-RR features.
For P-wave features, Decision Table performs with the highest sensitivity of 0.936
but a lowest specificity of 0.250. This would mean that while DT retains the capability
of avoiding false negatives (patients with high risk of PAF being identified as normal
subjects), it is unable to avoid the false positives (normal subjects being identified
as patients at Risk) [71]. Moreover, it can be seen in table 5.8 that DT has a low
precision, accuracy and F measure as compared to the best classifier RF. Therefore,
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Figure 5.7: Comparison of various quality metrics for Random Forest Classifier
with RR,P and P-RR feature sets.
It can be concluded that RF performs best with P wave features with the highest
performance for all metrics except Sensitivity (0.924), for which it shows the second
best performance.
Figure 5.6 shows a comparison of F1-score for all seven classifiers. The bars
represent the F1-score and different colors represent different feature sets. It can be
seen that RF outperforms all other classifiers with an F measure of 0.799 with RR
features, 0.886 with P-wave features and 0.878 with P-RR features.
Figure 5.7 shows the comparison of different selected feature sets and the evalu-
ated metrics for the best performing RF classifier. It can be seen that for all metrics,
the performance of RF is lowest with RR features while with P wave and P-RR fea-
tures the performance is almost comparable. It can therefore be concluded that RF
shows very high performance with both P wave and P-RR features and either of the
P wave or P-RR set can be used to develop the classifier.
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5.4.2.1 Performance Comparison of Features Selected by t-test
Another experiment was conducted with Random Forest classifier to find out if re-
moving features according to the results of t-test had any effect on its performance.
Two sample t-test assuming unequal variances was performed on the selected P wave
features. T-test finds whether mean values of features representing patients with
high risk of PAF are significantly different from the mean value of features for nor-
mal subjects. The results of t-test showed that feature Sig 0 Kurtosis Pdur and
Sig 1 Skewness PRoff had means significantly different in two populations. A model
for RF classifier was built with the aforementioned features and its performance was
compared with the RF model with all four features. Figure 5.8 shows different quality
metrics for the two sets of features. It can be seen that the performance of RF de-
creases with the removal of features Sig 0 Mean PRoff and Sig 1 Minimum PRoff
from the feature set. It should be noted that the decrease in performance was sta-
tistically significant at a p value of 0.05. This could suggest that the two removed
features played an important role in separating the patients with high risk of PAF
from normal subjects. Therefore, it can be concluded that the wrapper feature se-
lection method is able to select better features than those based on t-test. After this
conclusion, no other features were tested with t-test.
5.4.2.2 Performance Comparison with Other Works
The task of identifying subjects with high risk of PAF was inspired from the Comput-
ers in Cardiology (CinC) challenge [9]. The data used in this chapter was from the
AFPDB’s learning set similar to the one used by other researchers who participated
in CinC challenge. Therefore, a direct comparison of the classification quality with
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Figure 5.8: Comparison of various quality metrics for Random Forest Classifier
with selected P wave features and features selected by t-test.
comparison of this work with other works from CinC challenge specifically for the
PAF screening task using AFPDB’s learning set.
It can be seen from the table that Zong et al. used the total number of atrial
premature contractions (APC) to classify patients at risk of atrial fibrillation (AFIB).
They analyzed the frequency of APCs and using ROC analysis, there algorithm was
able to classify high risk patients with 92% sensitivity and 70% precision [72]. Other
researchers such as Maier et al. and Langley et al. used features extracted from
HRV as well as the count of premature beats with ROC analysis to classify patients
with high risk of AFIB [74, 75]. Some researchers also utilised a correlation based
approach to match the a P wave template to identify regular and pre-mature beats
[76]. While the sensitivity of the classifier developed in this chapter is equal to Zong
et al.’s work, the precision of 86.9% is almost 17% greater than their work. In other
cases, where Maier et al. and Schreier et al. produced results with 84% specificity
on the learning set (only 1% greater than this work), their sensitivity is much lower
than this work (79% and 84% percent respectively). Therefore, it can be said that
the classifier developed in this chapter uses simpler techniques for feature extraction
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Table 5.10: Performance comparison with other related works for the learning
set in AFPDB
Study Methods Sensitivity Specificity Precision
Zong et al. [72] Weighted atrial prema-
ture complexes (APCs),
APC rate and optimal
decision rules
92% n/r 70%
De Chazal et al. [73] Features from RR inter-
vals, P wave amplitude
and Frequency represen-








Maier et al. [75] Features extracted us-






Schreier et al. [76] Correlation between a
representative P wave
template and regular and
premature heartbeats
84% 84% n/r
This work Features from RR inter-
vals and distribution of P
wave with Random For-
est classifier (P wave fea-
tures performed best)
92.4% 82.8% 86.9%
and outperforms most of the classifiers in Table 5.10. It can also be commented that
all the techniques mentioned in Table 5.10 show promising results and as a future
work, the best parameters from these can be combined to develop a meta classifier
able to outperform the existing classifiers.
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5.5 Conclusion
This chapter aimed at developing a classifier for the identification of subjects at high
risk of PAF. Different sets of features were extracted using RR intervals and P waves
and it was seen that novel statistical features based on P wave morphology with
Random Forest classifier gave the best results. The classifier was able to identify
subjects at risk of PAF with 92.4% Sensitivity and 82.8% specificity outperforming
most of the works in Table 5.10. The following conclusions can be drawn from this
research
• Random Forest with novel statistical features based on P wave show best results
• Different feature sets show variable performance for the same classifier. RR
interval features alone did not perform well while RR combined with P wave
performed well.
• Different classifiers can perform differently for the same feature set. Therefore,
it is important to test a few classifiers before choosing the best one.
• Features with significantly different means (measured by a t-test) for positive
and negative classes are not the only best features for classification.
Heart diseases effect more than 5 million people in North America alone. It is be-
lieved that automated techniques for the identification of life-threatening arrhythmia
can help raise early alarms to alert the patients, leading to timely medical inter-
vention and possibly saving a human life. Moreover, such systems can also help in
monitoring patients in hospitals and help doctors pin point problems to which they
should particularly attend. Despite the benefits, the research in this area is slowly
moving towards adapting automated solutions. Use of automated techniques such as
the one presented in this chapter can help reduce the mortality rates associated with
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Congestive heart failure and AFIB are two of the most common cardiac conditions in
North America. This thesis used machine learning to develop classifiers for detecting
these serious cardiac conditions. The first experiment in this thesis used RR interval
data only and developed k Nearest neighbour (kNN) algorithm to detect the severity
of CHF. The developed classifier used time domain, frequency domain and non-linear
measures from HRV and developed two different types of classifiers. A binary classifier
separated patients with the least severe class I from more severe class II and III
(combined) and a multi-class classifier separated patients in three severity classes.
For RR interval data extracted from 24 hours, kNN performed with 78% F1-score for
detecting class 1 and 71% F1-Score for class 2 and 3. It was concluded that using
longer duration RR interval data improved the classification accuracy.
As AFIB is one of the most frequently occurring critical event that occurs in
patients with CHF, the focus of the thesis then shifted to develop a classifier that
can accurately detect an AFIB episode within the first minute of its occurrence. This
87
classifier also used RR interval data only and developed specialized features from
HRV that showed high performance with 96.6% F1-score.
Next, this thesis worked on a much more difficult problem of identifying patients
at a high risk of paroxysmal AFIB (PAF). This was a highly challenging task due
to the nature of the problem, limited amount of patient data and the presence of
ICU patients in the data for normal subjects. Despite the challenges, the developed
classifiers outperformed almost all of the previous works using this data. Among the
seven evaluated classifiers, Random Forest showed the best performance with 92.4%
sensitivity and 82.8% specificity.
6.2 Novel Contributions
Following are the novel contributions of this thesis for the three experiments. Ex-
periment 1:
1. Separates Class I CHF patients from Class II and III patients
2. Demonstrates that using a combination of time domain, frequency domain and
non-linear measures, provides better accuracy than using standard deviation of
RR intervals alone
3. Demonstrates the importance of using longer duration RR interval data for long
term HRV analysis
Experiment 2:
1. RR interval based novel features for classification of atrial fibrillation episodes.
These features can be implemented using non-intrusive commercially available
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devices [14–16] and can perform better than other approaches that typically
require specialized and intrusive medical equipment.
2. Evaluation of feature sets obtained through different feature selection techniques
across different classifiers. The experiments show that classification accuracy
is highly dependent upon the type of classifier. Secondly, feature sets obtained
by combining different feature selection techniques can significantly improve
classifier performance
3. Enhancing non-linear features through principal component analysis and eval-
uating its effect on classifier performance.
Experiment 3:
1. ECG signal analysis to develop key features for classification of high risk PAF
patients. These features were based on several statistical and time-interval
based variations in ECG signals.
2. Evaluation of feature sets with different classifiers. The experiments show that
feature sets obtained from P wave timings can significantly improve classifier
performance (92.4% sensitivity and 82.8% specificity)
3. Comparison of features selection through wrapper method versus t-test based
feature selection. The results show that features selected by wrapper method
are more robust as compared to features selected by a t-test.
6.3 Challenges and Future Work
Research in physiological data using machine learning using is fairly new but gaining
popularity. The main challenge in such research is the lack of data examples. Machine
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learning is best suitable for big data with hundreds of thousands of examples. Al-
though PhysioNet is an excellent source of obtaining physiological data, the number
of examples are limited in number. In future, the classifiers can be re-trained with a
larger the number of examples.
Another issue is the nature of patient population. In clinical research, typically
physicians carefully select their patient population [17, 18, 20]. As the data for a
particular disease or patient population is not easily available on Physionet (or from
hospitals), finding trends in physiological data becomes a highly challenging task.
Initially, the goal of this thesis was to classify atrial fibrillation in patients with CHF
as it is one of the most important critical event and cause of re-hospitalisation in
CHF patients. However, as the exact specification of patient population was not
available, the focus shifted to develop separate classifiers for patients with CHF and
those undergoing AFIB.
Another challenge in this research was the discrepancy between the type of ECGs
used in the clinical research and the ones that were available. This made it really
difficult to automate the finding of clinical research. And as it was seen in chapter
5, due to the difference in the type of ECGs, the results of a previous research could
not be replicated.
As wearable technology is becoming ubiquitous, in future, these devices can be
improved to be able to detect the entire ECG. Also, RR interval data specifically from
these wearable devices can be used to develop classifiers that can raise early alarms
to alert users about their heart condition. One challenge with wearables could be to
keep the memory and processing costs as low as possible. While the classifiers can be
computationally intensive to train, once the model is trained, testing the class of a
new sample is relatively very fast. However, these memory and processing costs can
be evaluated as a future work.
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The classifiers developed in this thesis have a very strong use-case of alerting the
patients and doctors before the occurrence of a serious condition. Such alarms could





Full names for nonlinear (SODP) features combined through PCA as listed in table
4.4
CTM1=−0.225ctm 0.08−0.224ctm 0.1−0.221ctm 0.06−0.221ctm 0.12−0.217ctm 0.14−
0.211ctm 0.16−0.21ctm 0.04−0.203ctm 0.18−0.194ctm 0.2−0.185ctm 0.22−0.179ctm 0.02−
0.173ctm 0.24+0.16ctm 0.98−0.16ctm 0.26+0.16ctm 1.0+0.158ctm 0.96+0.155ctm 0.94+
0.153ctm 0.88 + 0.152ctm 0.92 + 0.152ctm 0.86 + 0.151ctm 0.9 + 0.148ctm 0.84 −
0.147ctm 0.28+0.144ctm 0.82+0.139ctm 0.8+0.136ctm 0.78−0.133ctm 0.3+0.132ctm 0.76+
0.128ctm 0.74 + 0.122ctm 0.72 − 0.118ctm 0.32 + 0.117ctm 0.7 + 0.108ctm 0.68 −
0.106ctm 0.34 + 0.099ctm 0.66 − 0.095ctm 0.36 + 0.083ctm 0.64 − 0.08ctm 0.38 +
0.071ctm 0.62−0.066ctm 0.4+0.058ctm 0.6−0.052ctm 0.42+0.043ctm 0.58+0.038ctm 0.56−
0.038ctm 0.44 + 0.027ctm 0.54 − 0.025ctm 0.46 + 0.013ctm 0.52 − 0.012ctm 0.48 −
0.002ctm 0.5
CTM2= 0.279ctm 0.04+0.276ctm 0.02+0.254ctm 0.06+0.222ctm 0.08+0.189ctm 0.1−
0.186ctm 0.48−0.184ctm 0.46−0.182ctm 0.5−0.181ctm 0.44+0.179ctm 1.0+0.175ctm 0.98−
0.174ctm 0.42 − 0.173ctm 0.52 − 0.165ctm 0.4 + 0.159ctm 0.12 − 0.158ctm 0.54 +
0.158ctm 0.96 − 0.156ctm 0.38 + 0.152ctm 0.94 − 0.149ctm 0.56 − 0.148ctm 0.36 +
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0.142ctm 0.88+0.142ctm 0.92−0.14ctm 0.58+0.14ctm 0.86+0.137ctm 0.9+0.131ctm 0.14−
0.128ctm 0.34+0.12ctm 0.84−0.108ctm 0.32+0.105ctm 0.82−0.1ctm 0.6+0.1ctm 0.16−
0.09ctm 0.3+0.086ctm 0.8+0.082ctm 0.78−0.075ctm 0.62+0.07ctm 0.76−0.068ctm 0.28+
0.066ctm 0.18 + 0.065ctm 0.74 + 0.05ctm 0.72 − 0.047ctm 0.64 − 0.044ctm 0.26 +
0.04ctm 0.7+0.035ctm 0.2+0.025ctm 0.68−0.018ctm 0.24+0.01ctm 0.22−0.004ctm 0.66
D1=0.685dist 0.02+0.624dist 0.04+0.184dist 0.06−0.073dist 0.08−0.071dist 0.26+
0.07dist 1.0+0.07dist 0.94+0.068dist 0.98−0.068dist 0.3+0.068dist 0.92−0.068dist 0.24+
0.068dist 0.96 + 0.065dist 0.9 − 0.064dist 0.32 − 0.064dist 0.28 − 0.063dist 0.22 −
0.062dist 0.18 − 0.057dist 0.12 + 0.056dist 0.88 − 0.054dist 0.2 − 0.054dist 0.34 +
0.052dist 0.82 + 0.052dist 0.84 + 0.051dist 0.86 + 0.049dist 0.8 + 0.046dist 0.78 +
0.045dist 0.76 − 0.044dist 0.16 − 0.041dist 0.14 + 0.041dist 0.68 + 0.04dist 0.72 +
0.04dist 0.7+0.039dist 0.66+0.038dist 0.74+0.033dist 0.64−0.033dist 0.36+0.03dist 0.62−
0.028dist 0.1+0.028dist 0.6−0.019dist 0.38−0.015dist 0.4−0.014dist 0.42−0.012dist 0.44+
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