Introduction
This paper compares the discriminatory power and calibration quality of three popular structural credit risk models, including Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001) , and Leland and Toft (1996) (referred to as the LS, CG and LT models respectively). The study contributes to the literature in the following three areas. First, since the models cover two streams of the structural credit risk models, the "exogenous default boundary" approach (as represented by the CG and LS models) and the "endogenous default boundary" approach (as represented by the LT model), the comparisons could shed light on the differences in default predication power between these two streams. Secondly, although economic intuitions generally suggest that models with more parameters are easier to capture main economic characteristics of corporate behaviour in the real world and thus higher default prediction power, empirical evidence in this area is relatively scant. This study could fill this gap in the literature, as the three models represent different degrees of complexity in terms of the number of model parameters.
Thirdly, since our analysis mainly follows the methodology by Basel (2005) in validating credit risk systems under Basel II, the empirical findings could enrich our understanding of the comparative performance of the structural models in the context of the Basel II model validations, in particular the internal rating-based approach for large corporate portfolios.
Black and Scholes (1973) and Merton (1974) have been the pioneers in the development of the structural models for credit risk of corporates using a contingent-claims framework. They treat default risk equivalent to a European put option on a firm's asset value and the firm's liability is the option strike. To cope with the possibility of early default before bond maturity, Black and Cox (1976) assume an exogenous default-triggering level for the firm's assets whereby default can occur at any time.
Extensions of structural models have long been a core interest of academics and market practitioners.
The LS model extends the Black-Cox model to incorporate interest rate risk explicitly into the analysis and also open a new research avenue in that the evolution of the firm's capital structure is no longer tied up with the payoffs of any individual claim on the firm's assets. This feature allows the default boundary to be independent of the state-contingent payoffs of the claim under consideration. Default occurs when the firm asset value falls below an exogenous default boundary. The constant default boundary in the LS model corresponds to the total amount of debts issued by the firm, that is kept constant over time. The LS model therefore predicts that the expected leverage ratio will decline exponentially over time.
Some empirical findings suggest that companies tend to gradually adjust their capital structures toward a target level of leverage. 1 This means that a firm adjusts its outstanding debt in response to changes in its firm value in order to achieve a target level of leverage. These findings call for the stationary-leverage model for pricing corporate bonds, which is the CG model. The model considers a mean-reverting liability 1 See Marsh (1982) , Jalilvand and Harris (1984) , Auerbach (1985) and Opler and Titman (1995) that is an exogenous default boundary. This assumption makes the leverage ratio approach towards a constant target liability-to-asset (i.e. leverage) ratio over time. The long-term target ratio is observed to be close to the average leverage ratio of BBB-rated firms. The CG model helps reconcile some predictions of credit spreads with empirical observations. These include credit spreads that are larger for lowleverage firms and less sensitive to changes in firm value, and upward sloping term structures of credit spreads of speculative-grade bonds.
In contrast to an exogenous default boundary, the LT model considers an endogenous-boundary model in which the firm issues debt of arbitrary maturity. The LT model specifies the default boundary as a function of the expected return and volatility of asset value, the risk free rate of interest, leverage, debt maturity, and default costs. To capture the idea of a long-term or "permanent" capital structure, the model presumes that debt is continuously rolled over. This structure assures that total outstanding principal and coupon payments, as well as average debt maturity, remain constant over time, even though each individual bond has a life that shortens with time. This stationary capital structure implies that the optimal default boundary remains constant through time, although its level now depends upon the maturity of debt issued as well as the other parameters of the model.
Despite significant theoretical development of structural models in the past decades, empirical comparisons are rather limited. Indeed, only a few articles implement a structural model to evaluate its ability to predict prices or spreads (see Eom et al. (2004) and the reference therein). Eom et al. (2004) show that structural models (including the LS, CG and LT models) predict spreads which are too high on average, suggesting that the models in generally could not achieve a high level of accuracy. Few empirical studies have been conducted on the relationship between actual default rates and theoretical default probabilities (PDs) calculated from these models. Leland (2004) finds that PDs generated from the LS and LT models fit the term structures of actual default rates provided by Moody's (1998) for longer time horizons quite well for reasonable parameters with proper calibrations. 2 Hui et al. (2005) show that a generalised "exogenous default boundary" is capable of generating term structures of PDs which are consistent with the term structures of actual default rates of credit ratings of BBB and below, in particular at longer time horizons.
In this paper, the discriminatory power and calibration quality of the three models are assessed using a large dataset from the Credit Monitor of Moody's KMV. As the analysis involves comparisons of PDs against the real-world default frequencies of companies in the dataset, all assessments are based on the real-world PDs, which are derived by applying a simple calibration method on the "theoretical" PDs 3 generated from the models so that the comparisons are meaningful. Since the dataset also contains the 2 The predicted PDs are too low for short maturities. The problem of downward-biased PDs at short maturities is however common to all contingent-claims credit risk models which assume continuous dynamics.
3
Theoretical PDs, in this study refer to the PDs generated from the structural models based on some reasonable parameter values which will be discussed in subsection 3.1.
Data and Model Parameters
The Tables 2 and 3 respectively. Major model inputs, including the asset volatility, the default point (firm liability), and the market asset value of companies 9 are directly extracted from the dataset and apply identically to the three models to derive the PDs of companies. This ensures the PDs from different models are comparable.
Regarding the value of model parameters, we mainly follow the literature. The predefined defaulttriggering level of the leverage ratio is set to be one for the CG and LS models, which is also adopted in Collin-Dufresne and Goldstein (2001) . In the CG model, the mean-reverting parameter for the leverage ratio is set to be 0.1 that is estimated by Fama and French (2002) who investigate the universe of firms.
The target leverage ratio is assumed to be 0.315 which is the average leverage ratio of BBB-rated firms 4 The EDF is determined by mapping the distance-to-default (measured by the difference between a firm's asset value and a default threshold in terms of the firm's asset volatility), which is a default risk indicator generated from a structural model, to actual default rates of a large proprietary dataset of companies. All utility companies are excluded in this study.
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Among the 46 economies, 31 of them are developed economies (i.e., high-income economies defined by the World Bank) which share about 97% of the samples. In terms of geographical regions of the economies, 69% of the sample is from North America, 16% is from Asia-Pacific region, and 14% is from Western Europe. This is mainly due to that the definition of default adopted in this study is based on the firms' S&P's ratings.
9
According to Moody's KMV, the default point is the point to which a firm's asset value must fall before the firm defaults. It is approximately equal to the total amount of short-term liabilities, plus half of the long-term liabilities. However, exact definition varies across industries. Asset values refer to the underlying economic assets of firms instead of the book value reported on their balance sheets. For a public firm, its asset value is estimated from its equity market value, equity volatility and liability structure (see the Appendix in this paper for details). reported by S&P's (2001) . This is consistent with the empirical finding by Collin-Dufresne and Goldstein (2001) that the long-term target ratio is close to the average leverage ratio of BBB-rated firms. Following Leland (2004) , the corporate tax rate, maturity of the bonds, and fractional default costs in the LT model are set to be 0.15, 10 years and 0.3 respectively. For the debt coupon, the value for each sample is required to be solved numerically that allows the aggregate market values of the bonds equal to their aggregate par values, where the aggregate market values of bonds are given in equation (3) in Leland and Toft (1996) .
A set of common model parameters is required to be specified. They are the risk-free interest rate, the asset risk premium, and the asset payout rate. The values of the parameters are based on those used in the "base case" in Leland (2004) . The interest rate is set to be constant 5% which falls close to the historical average Treasury rate during the period 1996-2006. 10 The asset risk premium is set to be 4%.
This value is consistent with an equity premium of about 6% when the average firm has about 35% leverage, which is close to the average leverage ratio of all S&P 500 companies. 11 The asset payout rate is 6% for all companies, as assumed by Huang and Huang (2002) . 
Empirical Results

The Derivation of Real-World Default Probabilities
Using the parameters specified in the pervious section, the theoretical 1-year PDs of firms can be computed from the structural models. The theoretical PDs are calibrated to the real-world PDs so that the comparisons of PDs against the real-world realised default frequencies are meaningful and consistent. A simple calibration method is adopted to obtain the real-world PDs. For each sample at time t, we define the real-world PD for firm i at time t as
where
PD , is the corresponding theoretical PD, and t α is a scaling factor which is obtained by 10 The original model specifications of the LS and CG models allow stochastic interest rates. A negative correlation between assets and interest rates, as seemed to accord with empirical evidence, reduces default risk, but the effect is very small (see Longstaff and Schwartz (1995) ).
11
The value of equity premium is consistent with the regression results in Bhandari (1988) .
12
The value of the asset payout rate is roughly the weighted average between the average historical dividend yields which is about 4% reported by Ibbotson Associates (2002) and the average historical coupon rate which is about 9% during the period 1973 to 1998, with the weight is set to 35% which is close to the average leverage ratio of all S&P's 500 companies. (2) where t N is the number of firms at t, and t EDF is the average KMV's EDF of all firms in t. In essence, we find a firm-invariant scaling factor of the theoretical PDs such that the average PDs after the calibration (i.e. PD , for each company can be derived, a common risk management practice is to pool companies with similar default risk into one rating class, and all companies in that rating class are assumed to share with a single real-world PD,
PD , , which is computed as the average
PD , of companies in that rating class. Following this practice, this study assumes a credit system of ten rating classes and companies at every point in time are evenly distributed in the ten classes according to their R t i PD , . All assessments are based on
PD , unless otherwise stated.
Discriminatory Power under Conventional Performance Measures
In this subsection, two conventional measures, the accuracy ratio (AR) and the area under the receiver operating characteristic curve (AUROC), are adopted to assess the models' discriminatory power, the ability to distinguish ex-ante between realised defaulting and non-defaulting firms. These two statistics are popular in the literature on credit risk model validations (Engelmann et al., 2003) . It should be noted that, however, this conventional validation technique has its limitation, which has been separately discussed in Hamerle et al. (2003) , Blochwitz et al. (2005) and Lingo and Winkler (2008) . In essence, they point out that the AR and AUROC values are dependent on the realised default events from empirical data which are stochastic in nature, implying that the AR and AUROC themselves are also stochastic. Therefore, a high (low) value of realised AR may not be sufficient to conclude that a model has high (low) discriminatory power. In a validation context, they suggest that the expected ARs using the ex ante PDs should be derived and compare to the realised ARs. Significant deviations between the expected and 13
In essence, the calibration method adopted in this study is to calibrate the theoretical PDs of firms to the average EDF of the portfolio (i.e. calibrate to the "expected" default probabilities of the portfolio). Assessments based on this calibration method could shed light on the differences in the discriminatory power between the structural models and EDFs given that all structural models are with the same calibration quality as the EDFs portfolio-wise. However, it should be noted that, in practice, it is more common to calibrate the theoretical PDs to the average historical default rates of the portfolio. One feasible way to do so is to construct a rating system based on the firms' S&P's credit ratings and to calibrate the theoretical PDs to the actual default rate in each S&P's rating grade. This alternative calibration method is more practical for those banks cannot access information on the average EDF of their loan portfolios. Thanks to the anonymous referee for pointing out this practical issue and the suggested solution.
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realised values of ARs indicate that the PDs generated from the model in question may be miscalibrated.
This suggests that the validations of discriminatory power and that of calibration quality are interrelated.
Following the literature, comparisons between realised and expected ARs are also adopted to validate the models in this study. These will be discussed in the next subsection.
Despite the limitation of the conventional validation method using realised ARs, comparisons of realised AR and AUROC values between the models are still meaningful in a special case where the statistics are derived from the same portfolio at the same point in time (see Blochwitz et al. (2005) and Stein (2007)).
All comparisons of the statistics in this subsection are on this basis.
We derive the AR and AUROC from the receiver operating characteristic (ROC) curve. The construction of the ROC curves requires two important statistics, the hit rate and the false alarm rate. The calculation of these two statistics requires a specification of a PD threshold (i.e. PD*) such that a company is predicted as a defaulter if its PD is higher than PD* and is predicted as a non-defaulter otherwise.
The hit rate of PD* is defined as
where H(PD*) is the number of actual defaulters having their PD estimates higher than the threshold PD* (i.e. the number of defaulters predicted correctly) and N B is the total number of actual defaulters in the sample.
The false alarm rate of PD* is defined as
where F(PD*) is the number of false alarms that is the number of actual non-defaulters having their PD estimates higher than the threshold PD* (i.e. the number of actual non-defaulters that were wrongly predicted as defaulters). N G is the total number of non-defaulters in the aggregate sample.
We set every possible value of the 1-year PD as PD* and calculate the corresponding HR(PD*) and PD , using the most updated information available at the beginning of the window is computed with the calibration method described in subsection 3.1. Default status of each firm is then observed at the end of the 1-year window. A firm is classified as a defaulter if at least one of the following events has been triggered within the one-year window: (a) the company receives "SD" or "D" for its long-term issuer credit rating from S&P's; (b) Moody's reports that the company defaults; and (c) the company is delisted because of bankruptcy. The default date is defined as the earliest date of the company triggering any one of these three events. The realised defaults together with the
PD , facilitate the construction of the ROC curves, and thus the calculation of the AR and AUROC. Table 4 presents the realised ARs of the LS, CG and LT models for the seven time windows. Those of KMV's EDFs are also provided to serve as a benchmark. The calculation of the discriminatory power statistics for EDFs follow the exact procedure of the structural models as described in the last paragraph of subsection 3.1.
14 This facilitates fair comparisons of the discriminatory power statistics between the 14 Specifically, we assume a credit system of ten rating classes and companies at every point in time are evenly distributed in the ten classes according to their EDFs. The resulting average EDFs in the ten rating classes are used to calculate the discriminatory power statistics. et al. (2003) in validating credit models, it is found that the KMV model only outperforms the CG and LT models in two windows and the LS model in one window at the 5% significance level (Table 5 ).
Comparing the three structural models themselves, it appears that no model could consistently outperform the others statistically. Reflecting this, the null hypothesis of same AUROC (i.e. same discriminatory power) cannot be rejected at the 5% significance level for almost all pairs of the models in all windows, except in the 2002 window where the CG and LS models outperform the LT model statistically. In fact, stronger empirical evidence of similar discriminatory power of the three models is found when theoretical PDs of the three models are compared (Table 6 ).
Based on the empirical findings so far, it appears that the discriminatory power is less dependent on the choice of structural models. This is largely due to the fact that while each structural model has its own unique characteristics and parameters affecting the PD estimates of firms, all structural models structurally share with one common feature in that PD estimates are monotonically increasing with two major model inputs, the leverage ratio and the asset volatility. This common feature leads different structural models to produce similar risk ranks for identical set of firms in general and thus comparable discriminatory power. In fact, for the models under consideration, their 1-year PDs (regardless whether the real-world or theoretical PDs being compared) exhibit very high rank-order correlations (Table 7) , implying similar ARs of the models.
The Calibration Quality of the Models
The calibration quality is another measure to assess credit risk models by examining how accurate the models' PDs are in predicting the actual default rates. The aim of this subsection is to assess the calibration quality based on the
PD , produced by the three models.
As mentioned in subsection 3.2, recent research by Hamerle et al. (2003) , Blochwitz et al. (2005) and Lingo and Winkler (2008) proposed an "expected AR approach" to assess the calibration quality by comparing the expected and realised ARs of a model where the expected AR is defined as the AR value that the ex post PDs (i.e. empirical default rates) are identical to the ex ante PDs generated from the 
Q t i
PD , ) are very unlikely to achieve reasonable calibration quality despite some reasonable parameter values being used, as they in general exhibit significant deviations between the expected and realised ARs in some time windows. This is largely consistent with the fact that the theoretical PDs of structural models in general underestimate the real-world PDs in a short-horizon. In addition, while the calibration method we adopt is rather simple, the improvement in the calibration quality of the structural models is substantial and such improvement seems to be not significantly dependent on the choice of the structural models.
We further analyse the comparative performance of the three models using two conventional measures, the Brier Score (BS) and the geometric mean probability (GMP). It is worth mentioning at the outset that unlike the "expected AR approach", these measures are more sensitive to the overall default rate of the portfolio. The analysis below at best could then only evaluate the comparative performance of the models in our dataset.
We first give the definitions of the two measures. The BS is developed by Brier (1950) which is defined as
where PD i is the 1-year PD of the company i in a portfolio which contains N companies. i π is a binary variable for the company i which is defined as 1 if the company defaults, and 0 otherwise. By definition, the BS statistic is the mean square error of default forecasts in which greater discrepancies between realised outcomes and forecasts are penalised using a quadratic function (see Rauhmeier and Schuele (2005) ). The higher the calibration quality, the smaller the BS is. The BS statistic ranges from zero to one and zero indicates perfect calibration.
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The GMP is defined as
which ranges from 0 to 1, with 1 indicating perfect calibration.
Tables 8 presents the differences in the BS for each pair of the models (denoted by 
BS BS BS H
; same calibration quality)can be tested. Specifically, the null hypothesis can be rejected at the 5% significance level whenever zero falls outside the 95% confidence interval.
Model i is said to outperform (underperform) model j in t in terms of the BS if the upper (lower) bound of the confidence interval is negative (positive).
Similar hypothesis testing based on the GMP can be conducted using the statistics given by From Table 8 , it appears that no model consistently outperforms the others, as the null hypothesis of no difference in the BS cannot be rejected at the 5% significance level in nearly all cases. The only exception is that the LS model is found to outperform the CG model in 2002. However, the statistical results based on the GMP in Table 9 show limited evidence that the LS model outperforms the CG and LT models in some subsamples. Focusing on the two "exogenous default boundary" models, the LS model outperforms the CG model in three out of seven windows, suggesting that the assumption of a constant target leverage ratio of companies (in the CG model) may not give sufficient close description of the dynamics of the leverage ratios of non-financial firms. Similarly, the LS model is found to outperform the LT model in two windows statistically. This may indicate that the consideration of "endogenous default boundary" (as in the LT model) may not improve the calibration quality. Nevertheless, it is difficult to conclude that the LS model could outperform the two models consistently over time, as there is even larger number of 16 A similar method is also adopted by Güttler (2005) . We randomly draw N companies with replacement from the original sample in time t, where N is the number of companies in the original sample in t. 
Conclusion
Using a large dataset of listed non-financial companies in 46 economies during the period 1998 to 2005, this paper compares discriminatory power and calibration quality of three well-known structural models.
Empirical evidence suggests that the models have adequate discriminatory power and the differences between them are not material. For the assessments of calibration quality using the "expected AR approach", while the theoretical PDs from the models are found to be miscalibrated even reasonable values of model parameters being used, the real-world PDs based on a simple calibration method could improve the calibration quality significantly. And the improvements are found not significantly dependent on the choice of the structural models.
Overall, we do not find any model can consistently outperform the others over time in terms of discriminatory power and calibration quality. However, evidence based on the GMP statistics suggests that the LS model marginally outperforms the LT and CG models in some subsamples. Despite it is rather limited evidence, the outperformance of the LS model relative to the LT model may suggest that structural models incorporating "endogenous default boundary" or/and with more parameters may not improve default prediction power significantly.
Similarly, the outperformance of the LS model relative to the CG model in some subsamples may suggest that the assumption of a constant target leverage ratio cannot describe the dynamics of the leverage ratios of non-financial firms adequately and thus need to be refined. In view of recent empirical findings and theoretical studies that the dynamics of the leverage ratio of non-financial companies are mean reverting with a time-varying target ratio (see Roberts (2002 ), Childs et al. (2005 , Hennessy and Whited (2005), Titman and Tsyplakov (2005) , Hui et al. (2006) , Flannery and Rangan (2006) , Flannery et al. (2008) and Liu (2009) ), empirical comparisons between "exogenous default boundary" models with a time-varying target leverage ratio and other structural models would give a clearer picture on the dynamics of financial structure of companies that affect the accuracy of the model on default risk estimations. (2) *, **, and *** denote statistical significances at the 10%, 5%, and 1% levels, respectively. (3)
Statistic significances of AUROCA-AUROCB are determined using the method proposed by Delong et al. (1988) . The KMV model estimates E σ from market data (i.e. from either historical stock returns data or from option implied volatility data). An iterative technique is used to simultaneously solve equations (A2) and (A3) numerically for values of V and V σ .
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Using the values of V and V σ , the KMV model computes an index called "distance-to-default" (DD). DD is the number of standard deviations between the mean of the distribution of the asset value, and a critical threshold, the "default point", set at the par value of current liabilities including short term debt to be serviced over the time horizon, plus half the long-term debt. The default point F is based on KMV's observations from a large sample firms that default when the asset value reaches a level somewhere between the value of total liabilities and the value of short-term debt. DD can be calculated as:
where µ is an estimate of the expected annual return of the firm's assets, and T is a forecasting horizon.
Based on historical information on a large sample of firms, the DD can be mapped to the corresponding implied PD for a given time horizon. 21 This implied PD is the EDF of the firm. Vasicek (1997) notes that the numerical technique is complex due to the complexity of the boundary conditions attached to the various liabilities.
21
In addition to the empirical approach of the DD-to-EDF mapping, there are some other notable differences between the Merton model and the current version of the KMV model in practice. According to Moody's KMV's information, these include:
(1) the KMV model adopts a combined approach to estimate asset volatility of a firm in which the estimate is a weighted average of empirical asset volatility and modelled asset volatility. The former is estimated from historical time series of asset returns, while the latter estimates volatility based on firms' size, income, profitability, industry and geographical region; (2) the model also allows default to occur at or before maturity, while the original Merton model allows default to occur only at maturity; and (3) the model is capable of dealing with a broader class of financial liabilities including preferred stocks and convertible bonds.
22
The probability below the default point is N(-DD) which is the EDF in the simple Merton's framework.
