Abstract: It is shown in DS] that the Sierpi nski gasket S IR N can be represented as the Martin boundary of a certain Markov chain and hence carries a canonical metric M induced by the embedding into an associated Martin space M. We continue these investigations and show rst that the harmonic measure coincides with the H = (log(N + 1)= log 2)-dimensional Hausdor measure with respect to the Euclidean metric. Secondly, we de ne an intrinsic metric which is Lipschitz equivalent to M and show that it is not Lipschitz equivalent to the Euclidean metric, but the Hausdor dimension remains unchanged and the H-dimensional Hausdor measure is in nite. Finally, using the metric , we prove that the harmonic extension of a continuous boundary function converges at every boundary point.
x1 Introduction
The Sierpi nski gasket in IR N?1 originated from Sierpi nski's work (1915) in S] and the term was later introduced by Mandelbrot M] . It is known that its Hausdor dimension equals H = H(S) = log N log 2 in the Euclidean metric and that the H-dimensional Hausdor measure is positive and nite. This model of a post critical nite (p.c.f.) fractal set inspired a lot of fundamental research ( Ma] and F] and the literature cited therein) and recently also the development of an analysis on fractal sets ( K] ) and of Brownian motion ( BB] and BP]).
The present paper is motivated by these investigations and is a continuation of our work in DS]. In our previous paper we derived a representation of the Sierpi nski gasket S in IR N?1 as the Martin boundary @M of a Markov chain X = fX n : n 1g de ned by its stationary transition probabilities P(X 2 = wajX 1 = w) = 8 > > < > > : is a nite word over the alphabet A = f1; :::; Ng (see Section 2 below for details). This Markov chain has state space W consisting of all nite words over A and has long range dependence with respect to the natural metric on the tree W. It follows that M = W S is a model of the Martin space of X equipped with the coarsest topology for which the functions S 3 7 ! k(w; ) (w 2 W) are continuous, where k denotes the Martin kernel extended in the second coordinate to S. This topology is determined by the extension of the d(u) jk(u; w) ? k(u; v)j as can be easily deduced from Theorem 3.6 in DS] (see also Lemma 2.1 below). (2) is the standard metric for the Martin space introduced by Dynkin in Dy]. Hence (1) provides the canonical metric structure on M, and therefore we call the intrinsic metric. Likewise we call j S S the intrinsic metric on the Sierpi nski gasket and denote it also by .
Let denote the space of all one-sided in nite sequences x = (x k ) 2 A IN , and de ne an equivalence relation x y i x = y or 9n 1 such that x k = y k 8k < n and x n = y n+k ; y n = x n+k (8k 1):
It is known that S is bi-Lipschitz equivalent to the quotient space = , where S carries the Euclidean metric k ? k ( ; 2 S) and = a metric derived from the word space metric P n 1 2 ?n 1 fxn6 =yng (for x = (x n ); y = (y n ) 2 ).
We show that (see Section 3) A harmonic function h on W is an eigenfunction for the eigenvalue 1 of the Markov operator P of X. It is known that the algebra of bounded harmonic functions is isomorphic to L 1 ( 1 ), where 1 denotes the harmonic measure on S. In Section 2 we show that 1 is equal to the H-dimensional Hausdor measure on S with respect to the Euclidean metric. In Section 4
we estimate the modulus of continuity for harmonic functions in terms of its representing bounded measurable function on S. It turns out that the modulus of continuity (over cylinder sets) of harmonic functions h is uniformly bounded by the variation of its representing function in the space C(S) of continuous functions on S over cylinders. Another consequence of (3) is that uniformly continuous functions in the {metric are uniformly continuous in the word space metric and vice versa. Hence we can de ne the space H C of uniformly continuous functions independently of the metric, and it follows that that the algebra H C is isomorphic to C(S). x2 Harmonic Measure on the Sierpi nski Gasket Let = (p 1 ; ; p N ) denote the non-degenerate regular simplex generated by N points p 1 ; p N 2 IR N?1 (N 2). For every xed i 0 2 f1; ::; Ng, the midpoints p j;i 0 = p i 0 + p j 2 , (j = 1; ; N) de ne a corresponding simplex (i 0 ) = (p 1;i 0 ; ; p N;i 0 ) and an a ne map f i 0 : (p 1 ; ; p N ) ! (p 1;i 0 ; ; p N;i 0 ) satisfying f i 0 (p i ) = p i;i 0 . We denote the diameter of a subset B IR N?1 by jBj and, for simplicity, assume j j = 1. It follows from Ha] and Hu] that the iterated function system ff i : 1 i Ng has a unique nonempty compact set S, called the Sierpi nski gasket, satisfying
Let A = f1; 2; 3; ; Ng be the alphabet of N letters (N 2) and W = fw 1 w 2 w 3 w n ; w k 2 A; n 0g be the space of nite words, where we also allow n = 0 to denote the empty word ;. If v = v 1 v 2 v 3 v n and w = w 1 w 2 w 3 w n 0 are two words their product is de ned by vw = v 1 v 2 v 3 v n w 1 w 2 w 3 w n 0; and the length of v is denoted by d(v) = n. Let W n denote the set of words of length n (n 0), W + = S 1 n=1 W n and the set of all A-valued sequences. We de ne d(x) = 1 for x 2 .
If a nite word w includes at least two di erent letters, then w has a representation w = uab k , where u 2 W; a; b 2 A, (a 6 = b), and k 1, and we de ne the conjugate of w by w # = uba k . If w contains at most one letter, then w = a k for a 2 A and k 0 (where a 0 = ;) and we de ne the conjugate of w to be w # = a k = w. Let W a denote the set of all nite words w for which w 6 = w # .
Similarly we de ne the conjugate of x 2 by x # = 8 < :
x 1 x n ba 1 ; if 9a; b(a 6 = b) 2 A such that x = x 1 x n ab 1 x; otherwise; where x 1 x n ba 1 denotes x 1 x n baaa . The conjugation de nes an equivalence relation on by x y * ) x = y or y # : It is known that the Sierpi nski gasket S can be identi ed with the quotient space = and in the sequel we do not distinguish between them. Let : 7 ! = denote the canonical projection. We extend to a map de ned on W taking the identity operator on W and de ne n : W 7 ! W; n 2 IN by n (x) := ( x 1 x 2 x n 2 W n ; d(x) n;
x;
d(x) < n: for x = x 1 x 2 x 3 2 W .
Let be the Bernoulli measure on , that is, the product measure = Q 1 k=1 k , where each k k 1; is the uniform probability measure on A. In case w = v ? w 0 w 1 w 2 w n c we have
where ( (1) The function v ! k (v) = k(v; ) is harmonic in v for every 2 S.
(2) S is the space of exits as de ned in Dy].
(3) For every harmonic function h 0 there exists a unique nite mea-
(4) For every bounded harmonic function h, there exists a unique bounded measurable function ' on S such that k(v; (x)) = lim n k(v; n (x)) and sup
Therefore, by the bounded convergence theorem, (2.2) and the de nition of , for every v 2 W we have Proof. Since is full on with respect to the product topology, and since the map is surjective and continuous, it is evident that = ?1 is also full.
x3. The Intrinsic Metric
There is a natural metric on the Sierpi nski gasket induced by the Euclidean norm k ? k; ; 2 S. Note that (x; y) = d(x) + 1 if y = xz (x 2 W; z 2 W + ), and that k (x) = k (y) for k < (x; y). Obviously we have (x; y) (x; y).
First we prove the following lemma.
Lemma 3.1. 1 8 2 ? (x;y) ( (x); (y)) for every x; y 2 W + . Proof. Let x; y 2 W + . Then if y = x or x # , we have (x; y) = 1 so that the assertion is trivial.
Next, consider the case where y 6 = x; x # , y 2 W + and x is an extension of y, The details are left to the reader.
Next we give an upper estimate for ( (x); (y)) for x 2 and y 2 W + . Lemma 3.5.
( (x); (y)) 6 (x; y)2 ? (x;y) for any x 2 and y 2 W + :
Proof. If (x) = (y), then x = y or y # . It follows that ( (x); (y)) = 0 and (x; y) = 1, proving the lemma in this case. Let x; y 2 and assume (x) 6 = (y). Then without loss of generality x and y have representations x = (x k ) = vab p x m+p+1 x m+p+2 and y = (y k ) = vba q y m+q+1 y m+q+2 ; where v = v 1 v 2 v m?1 ; a 6 = b; a 6 = y m+q+1 ; b 6 = x m+p+1 ; and 0 p q +1. We have (x; y) = m, and (x; y) = m if p = 0 and (x; y) = m+p+1 if p 1. Since (x) 6 = (y), m + p < +1:
Let u 2 W be arbitrary. Note that under our assumption of j4j = 1 we have A 1, and in the case of a symmetric symplex 4 of diameter 1, it follows from elementary calculations that A 2 = 1 4
and 16A 2 N = 1 ? (8A N?1 ) ?2 . Proof. Let x; y 2 : If (x) = (y), then we have (x; y) = 1 and nothing has to be shown. Therefore, we may assume that (x) 6 = (y). Then = (x; y) < +1, and ?1 (x) = ?1 (y) or = ?1 (y) # .
If w = w 1 :::w l is a nite word, we denote by 4(w) the image of 4 under the composition of naps f w l ::: f w 1 .
In the rst case we have (x); (y) 2 4( ?1 (x)) so that k ? k j4( ?1 (x))j = 2 1? : In the second case 4( ?1 (x)) and 4( ?1 (x) # ) have a point = (z) = (z # ) in common, where z = ?1 (x) ( ?1 (x)) 1 . Therefore
In order to derive the lower bound, notice that 4( +1 (x)) and 4( +1 (y))
do not have a point in common, hence k (x) ? (y)k A j4( +1 (x))j = A 2 ? ?1 ; where A is the minimum distance of two disjoint triangles in f4(w) ; w 2 W 2 g.
Combining Lemmas 3.3, 3.5 and 3.6, we can compare ( ; ) and k ? k on S. Proof. This follows from a direct calculation observing that the function n 7 ! ne ?n is decreasing in n.
The above theorem shows that the Hausdor dimensions H of S with respect to the metrics k ? k and ( ; ) coincide. It also follows from standard considerations that the H-dimensional Hausdor measure with respect to the metric is in nite.
Our next aim is to characterize the cylinder sets by the metric . In this section we estimate the variation of harmonic functions for the Markov chain by that of the boundary functions on the Sierpi nski gasket, which is identi ed with the quotient space = . The following lemma is basic in the sequel. Proof. Let v = v 1 v 2 :::v m and w = w 1 w 2 w 3 w n be words in W + .
Then by Lemma 2.1 and Theorem 2.3, we have
) where x k denotes the k-th coordinate of x 2 . x m+`wn x m+`+2 ! t(x) = w 1 w 2 w n?1 x m x m+1 x m+j w n x m+j+2 x m+`vm x m+`+2 :
Then it follows that for every non-negative measurable function f on Z
f(y) (dy) and that
Therefore we conclude that 
