Problem: proliferation of copies When words are combined to form phrases, unification is not applied to lexlcat representations directly because it would result in the lexicon being changed. When a word is encountered in a text, a copy is made of its entry, and unification is applied to the copied graph, not the original one. In fact, unification in a typical parser is always preceded by a copying operation. Because of nondeterminism in parsing, it is, in general, necessary to preserve every representation that gets built. The same graph may be needed again when the parser comes back to
pursue some yet unexplored option. Our experience suggests that the amount of computational effort that goes into producing these copies is much greater than the cost of unification itself. It accounts for a significant amount of the total parsing time.
In a sense, most of the copying effort is wasted.
Unifications that fail typically fail for a simple reason.
If it were known in advance what aspects of structures are relevant in a particular case, some effort could be saved by first considering only the crucial features of the input.
Solution: structure sharing
This paper lays out one strategy that has turned out to be very useful in eliminating much of the wasted effort. Our version of the basic idea is due to Martin Kay. It has been implemented in slightly different ways by Kay in Interlisp-O and by Lauri Karttunen in Zeta Lisp. The basic idea is to minimize copying by allowing graphs share common parts of their structure.
This version of structure sharing is based on four related ideas:
• Binary trees as a storage device for feature 
Figure 2
The index of the top node is 1; the two cells below have indices 2 and 3. In general, a node whose index is n may be the parent of ceils indexed 2n and 2n + 1.
Each cell contains either an atomic value or a set of pairs that associate attribute names with indices of cells where their value is stored. The assignment of vaiues to storage cells is arbitrary; =t doesn't matter which cell stores which value. Here, cell 1 conta,ns the information that the value of the at"tribute cat is found in ceil 2 and that of agr in cell 3. This is a slight numeral (see Figure 6 ).
Lazy copying
The most important advantage that the scheme minimizes the amount of copying that has to be done.
In general, when a graph is copied, we duplicate only
The operation that replaces copying in this scheme If the node that we want to copy is not the topmost node of a tree, we need to duplicate the nodes along the branch leading to it.
When a tree headed by the copied node has to be changed, we use the generation tags to minimize the creation of new structure. In general, all and only the nodes on the branch that lead to the site of a destructive change or addition need to belong to the same generation as the top node of the tree. The rest of the structure can consist of old nodes. For example, suppose we add a new feature, say [gender: femJ to the value of agr in Figure 3 to yield the feature set in Furthermore, suppose that we want the change to affect only the copy but not the original feature set.
In terms of the trees that we have constructed for the example in Figure 3 , this involves adding one new cell to the copied structure to hold the value fem, and changing the content of cell 3 by adding the new feature to it.
The modified copy and its relation to the original is shown in Figure S . Note that one half of the structure is shared. The copy contains only three new nodes. From the point of view of a process that only needs to find or print out the value of particular features, it makes no difference that the nodes containing the values belong to several ,trees as long as there is no confusion about the structure.
Relative addressing
Accessing an arbitrary cell in a binary tree consumes time in proportion to the logarithm of the size of the structure, assuming that cells are reached by starting at the top node and using the index of the target node as an address. Another method is to use relative addressing. Relative addresses encode the shortest path between two nodes in the tree regardless of where they are are. For example, if we are at node 9
in Figure 6 .a below and need to reach node 11, it is easy to see that it is not necessary to go all the way up to node 1 and then partially retrace the same path in looking up node 11. instead, one can stop going upward at the lowest common ancestor, node 2., of nodes 9 and 11 and go down from there.
a.
Figure 6
With respect to node 2, node 11 is in the same position as 7 is with respect 1. Thus the retative address of cell 11 counted from 9 is 2,7--'two nodes up, then down as if going to node 7". In general, relative addresses are of the form <up,down > where <up> is the number of links to the lowest common ancestor of the origin and <down> is the relative index of the target node with respect to it.
Sometimes we can just go up or down on the same branch; for example, the relative address of cell 10 seen from node 2 is simply 0,6; the path from 8 or 9 to 4is 1,1.
As one might expect, it is easy to see these 
Figure 7
Keeping trees balanced When two feature matrices are unified, the binary trees corresponding to them have to be combined to form a single tree. New attributes are added to some of the nodes; other nodes become "pointer nodes," 136 i.e., their only content is the relative address of some other node where the real content is stored. As long as we keep adding nodes to one tree, it is a simple matter to keep the tree maximally balanced. At any given time, only the growing fringe of the tree can be incompletely filled. When two trees need to be combined, it would, of course, be possible to add all the cells from one tree in a balanced fashion to the other one but that would defeat the very purpose of using binary trees because it would mean having to copy almost all of the structure. The only alternative is to embed one of the trees in the other one. The resulting tree will not be a balanced one; some of the branches are much longer than others. Consequently, the average time needed to look up a value ~s bound to be worse than in a balanced tree.
For example, suppose that we want to unify a copy of the feature set in Figure lb , represented as in Figure 2 but with relative addressing, with a copy of the feature set in Figure 8 . Although the feature set in Figure 9 .a is the same as the one represented by the right half of Figure 7 , the structure in Figure 9 .b is more complicated because it is derived by unifying copies of two separate trees, not by simply adding more features to a tree, as in When a choice has to be made as to which of the two
• ,rees to embed in the other, it is important to minimize the length of the longest path in the resulting tree. To do this at all efficiently requires addtitional infornation to be stored with each node.
According to one simple scheme, this is simply the length of the shortest path from the node down to a node with a free left or right pointer. Using this, it is a simple matter to find the shallowest place in a tree at which to embed another one. If the length of the longer path is also stored, it is also easy to determine which choice of host will give rise to the shallowest combined tree.
Another problem which needs careful attention concerns generation markers. If a pair of trees to be unified have independent histories, their generation markers will presumably be incommensurable and those of an embedded tree will therfore not be valide in the host. Various solutions are possible for this problem.
The most straightforward is relate the histories of all trees at least to the extent of drawing generation markers from a global pool. In Lisp, for example, the simplest thing is to let them be CONS
cells. Conclusion
We will conclude by comparing our method of structure sharing with two others that we know of: R.
Cohen's immutable arrays and the idea discussed in 
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