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Abstract
The purpose of the present PhD work is the asymptotic stability investigation
of numerical methods for index 2 differential algebraic equations. Initial
value problems are considered for quasi linear differential algebraic equations
(DAEs) that cover the most important applications.
First some stability concepts and related results are presented, which rep-
resent the basis for further investigations. This background concerns both,
the continuous and the discreet case. Especially contractivity concepts are
introduced and the relationship between the asymptotic stability of the DAE
and the numerical method applied to it is established. The new contractivity
concepts extend or generalize the already known concepts. The most impor-
tant result in this context is a theorem that establishes general conditions
under which the application of an algebraic stable IRK(DAE) method to
a DAE is contractive. Well-known assertions for ordinary and differential
algebraic equations can be considered as special cases of this general result.
Later on the stability of numerical discretizations applied to index-2 DAEs
is investigated. This is made possible by the introduction of new decopling
and index reduction techniques. The analysis makes new insights in the
asymptotic of numerical methods for DAEs possible. The obtained results
state sufficient conditions in order that a BDF or an IRK(DAE) method ap-
plying to DAEs shows the same asymptotic stability properties as for ODEs.
These results are illustrated by some numerical examples. Moreover, it can
be realized that one of the found conditions is sufficient in order to show
contractivity of the application of an algebraic stable IRK(DAE) method,
supposed the DAE is contractive. This assertion is possible based on the
general theorem mentioned in the paragraph above. Further some conse-
quences of the mentioned results for electric network models are shown.
According to both, the above mentioned analysis and the specialized lit-
erature of this field, the application of numerical methods to some special
DAEs shows asymptotic stability problems. A few approaches are known
to manage such difficult equations. Two exponents of these techniques are
considered and their chances of success for index-2 DAEs are evaluated with
the application to a critical example. A generalization of the Gear-Gupta-
Leimkuhler (GGL) approach is proposed for full implicit linear DAEs. This
generalization is investigated in detail in the rest of the paper, concerning
both the analytical and the numerical asymptotic stability of the GGL equa-
tion and the numerical methods applied to it correspondingly. The result
is, that, if some conditions are fulfilled, IRK(DAE) and BDF methods for
the GGL equation will produce stable solutions. This result is illustrated by
a numerical example. The application of the methods directly to the con-
sidered DAE produces unstable solutions. However, the integration of the
corresponding GGL formulation is stable. The obtained result opens new
possibility for the numerical treatment of instabilities by differential alge-
braic equations.
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Zusammenfassung
Ziel dieser Dissertation ist die Untersuchung der asymptotischen Stabilita¨t
numerischer Verfahren fu¨r Index-2-Algebro-Differentialgleichungen. Es wer-
den Anfangswertaufgaben fu¨r quasilineare Algebro-Differentialgleichungen
(ADGln). Die meisten anwendungsrelevanten Aufgaben ko¨nnen damit be-
handelt werden.
Zuerst werden einige Stabilita¨tsbegrife und Aussagen vorgestellt, die das
Fundament fu¨r den Rest der Arbeit darstellen. Dies erstreckt sich sowohl
auf den kontinuierlichen als auch auf den diskreten Fall. Insbesondere wer-
den Kontraktivita¨tskonzepte eingefu¨hrt und Beziehungen zwischen der Kon-
traktivita¨t der ADGl und derer der Anwendung eines numerischen Verfah-
rens. Die eingefu¨hrte Kontraktivita¨tsbegriffe erweitern oder verallgemeinern
die bereits bekannten Konzepte. Als wichtigste Aussage in dem Kontrakti-
vita¨tskontext geht ein Theorem hervor, das allgemeine Bedingungen aufstellt,
damit die Anwendung eines IRK(DAE)-Verfahrens auf eine ADGl stabil
ist. Bekannte Aussagen fu¨r gewo¨hnliche und Algebro-Differntialgleichungen
ko¨nnen als Sonderfa¨lle dieses Ergebnisses gesehen werden.
Im weiteren Verlauf der Arbeit wird anhand von neuartigen Index-2-
Entkopplungs- und Indexreduktionstechniken die Stabilita¨t von Diskretisie-
rungsverfahren untersucht. Die durchgefu¨hrte Analyse erbringt neue Ergeb-
nisse, die eine Verbesserung des Kenntnissstandes in diesem Gebiet darstel-
len. Die erzielte Aussagen stellen hinreichende Bedingungen, damit ein BDF-
oder IRK-Verfahren fu¨r eine ADGl das gleiche Stabilita¨tsverhalten wie fu¨r ei-
ne gewo¨hnliche Differentialgleichung besitzt. Diese Ergebnisse werden durch
numerishce Beispiele veranschaulicht. Weiterhin stellt man fest, dass eine
der gefundenen Voraussetzungen fu¨r die Kontraktivita¨t der Anwendung ei-
nes algebraisch stabilen IRK(DAE)-Verfahrens, auf eine ebenfalls kontraktive
ADGl, genu¨gt. Dieses Ergebnis wurde durch die Anwendung der im ersten
Teil dieser Arbeit erzielten Kontraktivita¨tsaussagen ermo¨glicht. Die Konse-
quenzen der soeben genannten Aussage fu¨r bestimmte Modelle der Schalt-
kreissimulation werden ebenfalls erla¨utert.
Aus der oben genannten Analyse, ebenso wie aus der Fachliteratur, geht
hervor, dass bei manchen ADGl-Aufgaben die Diskretisierungsverfahren Sta-
bilita¨tsprobleme aufweisen. Um solche Probleme zu behandeln sind bereits ei-
nige Ansa¨tze bekannt. Im letzten Teil der Arbeit werden zwei repra¨sentativen
Ansa¨tze betrachtet und ihre Aussichtschancen fu¨r Index-2-Aufgaben anhand
eines kritischen Beispieles evaluiert. Des Weiteren wird eine Verallgemeine-
rung fu¨r vollimplizite lineare ADGln des Gear-Gupta-Leimkuhler-Ansatzes
(GGL) vorgeschlagen. Der Rest der Arbeit bescha¨ftigt sich mit der Stabi-
lita¨tsuntersuchung der GGL-Formulierung und der auf sie angewandten nu-
merischen Verfahren. Dafu¨r werden Aussagen dieser Arbeit eingesetzt und
man kommt zu der Schlussfolgerung, dass sowohl fu¨r die IRK(DAE)- als auch
fu¨r die BDF-Verfahren die Integration der GGL-Formulierung, natu¨rlich un-
ter bestimmten Voraussetzungen, stabil ist. Dieses Ergebniss wird durch ein
numerisches Beispiel belegt. Dabei handelt es um eine Gleichung, die mit
einer direkten Anwendung eines Verfahrens Instabilita¨ten aufweist. Jedoch
ist die Integration der entsprechenden GGL stabil.
Sclagwo¨rter:
Algebro-Differentialgleichungen, Numerische Verfahren, Asymptotische Sta-
bilita¨t, Kontraktivita¨t
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= ⊆ IR Intervall
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Df IR
m×D×= (im Zusammenhang mit der Gleichung f(x′, x, t) = 0)
L(IRm) Menge der linearen Abbildungen von IRm in IRm,
Menge der reellen m×m-Matrizen
GDGl gewo¨hnliche Differentialgleichung
ADGl Algebro-Differentialgleichung
AWA Anfangswertaufgabe
IRD Index-Reduktion durch Differentiation
(A,B) A, B ∈ L(IRm); das Matrix-Bu¨schel, das der ADGl Ax′+Bx = 0
zugeordnet wird
imA Bild/Image der Abbildung A
kerA Nullraum der Matrix A
dimR Dimension des Unterraumes R
N := kerA
1
2S := {z ∈ IRm : Bz ∈ imA}
I ∈ L(IRm), die Einheitsmatrix
Q ∈ L(IRm), eine Projektor-Matrix/ein Projektor auf N
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auf N)
P, Pc := I −Q, := I −Qc
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Projektor)
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PN1∗ := I −Q∗N1
P ∗S1 := I −QS1∗
G2 := G1 +B1Q
S1
N1
G2,∗ := G1 +B1Q∗N1
T := Pr(N ∩ S, ∗)
U := I − T
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W1 Pr(∗, imG1)
3Z+ Moore-Penrose Inverse von Z
Z− andere reflexive verallgemeinerte Inverse von Z
f : G→ H Abbildung von der Menge G in die Menge H
C(=, IRm) Menge der stetigen Funktionen von = in IRm
C1(=, IRm) Menge der stetig differenzierbaren Funktionen von = in IRm
C1N(=, IRm) := {x ∈ C[=, IRm] : Px ∈ C1[=, IRm]}
x′ Ableitung der Funktion x nach t
fx, f
′
x partielle Ableitung von f nach x
|c| Betrag der reellen Zahl c
〈y, x〉 beliebiges Skalarprodukt von zwei Vektoren
〈y, z〉2 euklidisches Skalarprodukt von zwei Vektoren y, z
‖z‖2 euklidische Norm eines Vektors z
〈y, z〉D Skalarprodukt yTDz, mit D symmetrisch positiv definit
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Kapitel 1
Einleitung
Im Laufe der letzten Jahrzehnte entstand aus der gewo¨hnlichen Differential-
gleichungstheorie ein neues eigensta¨ndiges Fachgebiet, das sich mit den soge-
nannten Algebro-Differentialgleichungen (ADGln) befasst. Solch ein System
besteht aus einer impliziten gewo¨hnlichen Differentialgleichung
f(x′(t), x(t), t) = 0, t ∈ [t0,∞) (1.1)
mit dem besonderen Merkmal, dass die Jacobi-Matrix f ′x′ nicht regula¨r ist.
Diese Eigenschaft unterscheidet sie von den gewo¨hnlichen Differentialglei-
chungen (GDGln) und bringt radikale Konsequenzen mit sich. Einen wichti-
gen Sonderfall von (1.1) stellen die semi-expliziten Systeme dar:
x′1(t) + b1(x1(t), x2(t), t) = 0,
b2(x1(t), x2(t), t) = 0,
in denen der Ausdruck “Algebro-Differentialgleichung” ersichtlich wird.
Man fu¨hrte fu¨r (1.1) einen Index-Begriff (im Grunde genommen gibt es
mehrere Index-Begriffe, die sich leicht unterscheiden) und damit eine Un-
terteilung der ADGln ein. In diesem Kontext sind die gewo¨hnlichen Diffe-
rentialgleichungen Index-0-ADGln und je ho¨her der Index ist, umso mehr
unterscheidet sich die ADGl von einer GDGl. Der Index kann als ein Maß
des Schwierigkeitsgrades einer Aufgabe angesehen werden. Index-1-Probleme
verhalten sich fast wie GDGln und bereiten im Regelfall keine großen Schwie-
rigkeiten. Ab Index-2 weisen die ADGln einen qualitativen Unterschied auf:
Die Gleichungen enthalten “versteckte” Nebenbedingungen, die durch eine
4
5Diskretisierung verloren gehen. Gleichermaßen fu¨hren ADGln ho¨heren Inde-
xes (Index≥2) zu Differentiationsaufgaben, die die ADGln als schlecht gestell-
te Aufgaben im Sinne von Hadamard pra¨gen, wenn man stetige Sto¨rungen
betrachtet.
Systeme wie (1.1) sind nicht nur aus mathematischer Sicht von Interesse,
sie kommen auch bei praktischen Aufgabenstellungen vor. Zu nennen sind
die Modellierung von Schaltkreisen, die Mechanik der Mehrko¨rpersysteme,
die Lo¨sung von Optimalsteuerungsproblemen bei den verschiedensten An-
wendungen und die Simulation von Prozessen in chemischen Anlagen.
In der Vergangenheit erzielte man auf dem Gebiet der ADGln große Vor-
schritte sowohl bei der Aufkla¨rung der analytischen Eigenschaften,
als auch bei den Diskretisierungs verfahren, und bezu¨glich vieler
Aspekte steht heutzutage ein nu¨tzlicher Apparat zur Verfu¨gung.
Ein Aspekt, auf den diese Aussage nicht zutrifft, ist zweifellos die
asymptotische Stabilita¨t ADGln ho¨heren Indexes, insbesondere bei den nu-
merischen Verfahren. Zwar sind die Durchfu¨hrbarkeit, die
Konsistenzordnung und die Konvergenz der Diskretisierungs-
verfahren sehr ausfu¨hrlich untersucht worden ([Griepentrog and Ma¨rz, 1986],
[Brenan et al., 1989], [Hairer and Wanner, 1991], [Tischendorf, 1996] unter
anderen), aber der Kenntnisstand u¨ber das asymptotische Verhalten einer
Na¨herungslo¨sung ist unzureichend. Andererseits besta¨tigen die numerischen
Experimente, dass die Diskretisierungsverfahren ihre Stabilita¨tseigenschaften
verlieren ko¨nnen, [Hanke et al., 1998], [Wensch et al., 1995],
[Eich-Soellner and Fu¨hrer, 1998]. In [Hanke et al., 1998] wurde das folgende
Beispiel vorgestellt:
Beispiel 1.0.1 x
′
1
x′2
0
+
 λ −1 −1ηt(1− ηt)− η λ −ηt
1− ηt 1 0

 x1x2
x3
 = 0, t ≥ 0.
wobei λ, η reelle Parameter sind. Es handelt sich um ein Index-2-System,
dessen allgemeine Lo¨sung durch
x1(t) = x1(0)e
−λt,
x2(t) = (ηt− 1)x1(t),
x3(t) = −(ηt− 1)x1(t),
6gegeben ist. Offensichtlich sind alle Lo¨sungen exponentiell asymptotisch stabil
fu¨r λ > 0. Ebenso kann man erkennen, dass alle Lo¨sungen zu der Ebene
M1(t) =
z ∈ IR3 : z =
 z1(ηt− 1)z1
(1− ηt)z1


geho¨ren. Dadurch kann das urspru¨nglichen System zu der trivialen gewo¨hnlichen
Differentialgleichung
x′1(t) + λx1(t) = 0
reduziert werden.
Auf der anderen Seite stellt die Anwendung des impliziten Euler-Verfahrens
auf dieses Problem die Lo¨sung folgenden linearen Systems in jedem Schritt
dar: 1 + hλ −h −hh(ηti+1(1− ηti+1)− η) 1 + hλ −hηti+1
1− ηti+1 1 0

 x1,i+1x2,i+1
x3,i+1
 =
 x1,ix2,i
0
 ,
wobei h > 0 der Diskretisierungsschritt ist. Aus diesem System folgt fu¨r die
erste Komponente der Lo¨sung die Rekursion
x1,i+1 =
1 + hη
1 + h(η + λ)
x1,i,
und fu¨r die asymptotische Stabilita¨t des Verfahrens in dieser Komponente
erha¨lt man die Bedingung ∣∣∣∣∣ 1 + hη1 + h(η + λ)
∣∣∣∣∣ < 1.
Diese Bedingung kann fu¨r λ > 0 und η < 0 verletzt werden, insbesondere fu¨r
η = −λ, obwohl die analytische Lo¨sung in diesem Fall asymptotisch stabil
ist.
Nach diesem Beispiel ist die Notwendigkeit einer Stabilita¨tsuntersuchung
deutlich geworden. Stabilita¨tsprobleme ko¨nnen prinzipell bei ADGln mit
Index ho¨her als 0 auftreten, sind aber im Index-1-Fall eher eine Selten-
heit. Der Grund dafu¨r wurde in [Griepentrog and Ma¨rz, 1986] gekla¨rt. An
7jener Stelle wurde gezeigt, dass, wenn der Nullraum der Matrix fx′ kon-
stant ist, die Diskretisierungsverfahren ihre von den GDGln bekannten Sta-
bilita¨tseigenschaften behalten. Insbesondere bewies man, dass algebraisch
stabile (“stiffly accurate”) implizite Runge-Kutta-Verfahren (in dieser Ar-
beit wird dafu¨r die Bezeichnung IRK(DAE) verwendet) B-stabil sind. Um
auf die Seltenheit der Stabilita¨tsprobleme im Index-1-Fall zuru¨ckzukommen,
erfu¨llen die meisten praktisch relevanten Probleme die erwa¨hnte
Bedingung auf dem Kernel von fx′ . Alternative Resultate sind in
[Higueras and Garcia-Celayeta, 1997], [Celayeta, 1998] zu finden. Hier wur-
de durch eine neue Formulierung der Runge-Kutta-Verfahren eine a¨hnliche
Stabilita¨tsaussage bewiesen, vorausgesetzt das Image von fx′ ist konstant.
In der vorliegenden Arbeit erfolgt die Untersuchung des Index-2-Falles.
Genauer gesagt wird eine quasilineare ADGl der Art
A(x(t), t)x′(t) + b(x(t), t) = 0 (1.2)
betrachtet, wobei der Nullraum von A(x, t) als konstant angenommen wird.
Die meisten anwendungsrelevanten Aufgaben ko¨nnen in der Form (1.2) ge-
schrieben werden.
Bevor eine Stabilita¨tsuntersuchung durchgefu¨hrt werden kann, mu¨ssen die
Stabilita¨tskonzepte klar gestellt werden. Das Kapitel 1 bescha¨ftigt sich vor-
rangig mit einer allgemeinen Kontraktivita¨tstheorie. Nach einer Einfu¨hrung
u¨ber einige Grundlagen der Index-2-ADGl-Theorie wird der in
[Griepentrog and Ma¨rz, 1986] fu¨r Index-1-Gleichungen und in [Ma¨rz, 1998]
fu¨r den Index-2-Fall vorgeschlagene Kontraktivita¨tsbegriff u¨berarbeitet bzw.
erweitert. Einerseits wird er verallgemeinert, indem Kontraktivita¨t statt auf
der Lo¨sungsmannigfaltigkeit auf einer mo¨glicherweise gro¨ßeren Mannigfal-
tigkeit betrachtet wird. Diese Erweiterung ist auf die Erkenntnisse aus den
Diskretisierungsverfahren zuru¨ckzufu¨hren. Nach diesen Erkenntnissen ist die
Zugeho¨rigkeit der diskreten Lo¨sung zur Lo¨sungsmannigfaltigkeit nicht gesi-
chert, was eine Betrachtung außerhalb dieser Mannigfaltigkeit sinnvoll macht.
Dieser neue Kontraktivita¨tsbegriff ist nicht indexgebunden, und es stellt
sich heraus, dass die bekannten Konzepte aus [Griepentrog and Ma¨rz, 1986],
[Hanke et al., 1998] und [Ma¨rz, 1998] als seine Sonderfa¨lle betrachtet wer-
den ko¨nnen. Die hier eingefu¨hrten Kontraktivita¨tsbegriffe beziehen sich zum
einen, wie die fru¨heren Begriffe, auf die differenzierbaren Komponenten der
Lo¨sung (die P -Komponente, wobei P = I−Q und Q ein Projektor auf ker fx′
ist) und zum anderen auf die gesamte Lo¨sung.
8Aus der Sicht der numerischen Methoden werden analog zu dem konti-
nuierlichen Fall P -Kontraktivi -ta¨t und Kontraktivita¨t definiert. Diese Kon-
zepte erinnern an die B-Stablita¨t, beziehen sich aber ausschließlich auf die
numerische Rekursion, ohne eine Annahme u¨ber die Kontraktivita¨t der Glei-
chung zu ihr in Verbindung zu setzen. Am Ende des Kapitels 1 wird ein
allgemeines Theorem bewiesen, das hinreichende Bedingungen fu¨r die (P -
)Kontraktivita¨t der Anwendung eines IRK(DAE)-Verfahrens auf eine ADGl
stellt. Diese Bedingungen lauten
1. algebraische Stabilita¨t des Verfahrens
2. Kontraktivita¨t der Gleichung auf der Mannigfaltigkeit, auf der die Runge-
Kutta-Stufen liegen.
Dieses Ergebnis tra¨gt den allgemeinen Charakter des Kapitels und entha¨lt
als Sonderfall die schon bekannten Aussagen fu¨r gewo¨hnliche, Index-1 und
Index-2-Gleichungen. Dieses Theorem wird als wichtiges Werkzeug im Verlauf
der Arbeit verwendet, um konkretere Ergebnisse zu erzielen.
Ziel des zweiten Kapitels ist eine genauere Untersuchung der BDF- und
IRK-Verfahren. Dafu¨r wird das gleiche Prinzip wie in
[Griepentrog and Ma¨rz, 1986] fu¨r Index-1-Probleme, in [Hanke et al., 1998]
fu¨r den Index-2-Fall und in [Eich-Soellner and Fu¨hrer, 1998] fu¨r mechani-
sche Systeme verwendet. Die Grundidee ist in der Abbildung 1.1 dargestellt.
Index-2-ADGl
Index<2-ADGl
Index-2-A
Index<2-A
Diskretisierung
Diskretisierung
∆Gl
∆Gl
Index-Reduktions-TransformationIndex-Reduktions-Transformation
Abbildung 1.1: Die Idee der Analyse im Kapitel 2
9Es werden im Rahmen des Geru¨stes der Abbildung 1.1 die Entkopplungen
des ADGl-Systems in GDGln und algebraischen Gleichungen sowie die Index-
Reduktion durch Differentiation betrachtet. Zur Vereinfachung der Darstel-
lung werden diese beiden Prozeduren unter dem Namen Index-Reduktions-
Transformation (IRT) zusammengefasst. Wenn das Diagramm 1.1 gilt, also
die zwei Wege, die von der Index-2-Gleichung zu der diskretisierten GDGl
bzw. Index-1-Gleichung fu¨hren, a¨quivalent sind, dann ist es, als ob die GDGl
bzw. Index-1-Gleichung direkt mit dem Verfahren diskretisiert wird. In die-
sem Fall beha¨lt die Diskretisierung ihre fu¨r die indexreduzierte Gleichung
bekannten Stabilita¨tseigenschaften.
In [Hanke et al., 1998] wurde bereits mit dem genannten Ansatz der Index-
2-Fall untersucht. In dieser Arbeit werden die Entkopplungstechniken von
[Hanke et al., 1998], [Tischendorf, 1996] verfeinert und dadurch bessere Er-
gebnisse erzielt. Mit der Standardprozedur sind die Autoren in
[Hanke et al., 1998] zu dem Schluss gekommen, dass, wenn die index-2-
linebreak relevanten Ra¨ume N1 und S1 (siehe Bezeichnungen und Konven-
tionen) konstant sind, das Kommutativita¨tsdiagramm 1.1 gilt. Im Gegensatz
zu den Standarduntersuchungsmethoden setzen die neuen lediglich auf einen
der Ra¨ume N1 oder S1. Dadurch ist es mo¨glich zu zeigen, dass die Invarianz
einer dieser Ra¨ume genu¨gt. Die Relevanz der neuen Varianten ist nicht nur
auf die Diskretisierungsverfahren begrenzt, sie sind auch ein gutes Mittel fu¨r
analytische Untersuchungen.
Im zweiten Teil des Kapitels 2 werden die Diskretisierungsverfahren an-
hand der Indexreduktion durch Differentiation untersucht. Diese Prozedur
wurde noch nicht im Rahmen des Untersuchungsgeru¨stes der Abbildung
1.1 verwendet. Aus ihr geht hervor, dass, damit ein BDF- oder ein IRK-
Verfahren seine Stabilita¨tseigenschaften beha¨lt, die Erfu¨llung der “versteck-
ten” Nebenbedingung seitens der Na¨herungslo¨sung bzw. der Runge-Kutta-
Stufen hinreichend ist. Wie schon erwa¨hnt ist diese Nebenbedingung bei den
Index-2-Gleichungen nur implizit vorhanden und dadurch fu¨r die Diskreti-
sierungsmethode nicht “sichtbar”. Des Weiteren wird eine bemerkenswerte
Beziehung zwischen diesem Ergebnis und der Entkopplungsanalyse gezeigt:
Wenn der Raum S1 konstant ist, dann erfu¨llen die diskrete Lo¨sung bzw. die
Runge-Kutta-Stufen die versteckte Nebenbedingung. Hier findet das allge-
meine Theorem fu¨r IRK(DAE)-Verfahren von Kapitel 1 Anwendung. Man
kann garantieren, dass, wenn zusa¨tzlich das Verfahren algebraisch stabil ist
und die Gleichung (P -)Kontraktivita¨t auf der Lo¨sungsmannigfaltigkeit auf-
weist, die Anwendung des Verfahrens ebenfalls (P -)kontraktiv ist.
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Die Aussagen von Kapitel 2 finden weiterhin praktische Anwendung in
der Modellierung elektrischer Schaltkreise. Hier liefern die klassische und die
ladungsorientierte modifizierte Knotenanalyse ADGln-Systeme wie (1.2), die
entweder durch die Entkopplungsanalyse oder die Index-Reduktion durch
Differentiation untersucht werden ko¨nnen. Unter nicht zu restriktiven An-
nahmen gilt bei diesen Modellen entweder die Invarianz von S1 oder jene
von N1, [Este´vez Schwarz and Tischendorf, 1998]. So stellen die Ergebnisse
von Kapitel 2 eine theoretische Grundlage fu¨r die erfolgreiche Diskretisierung
dieser Modelle dar.
Wenn die Kriterien von Kapitel 2 nicht erfu¨llt sind, wie das Beispiel
1.0.1 zeigt (fu¨r mehr Einzelheiten siehe das Beispiel 3.0.8 Anfang des zwei-
ten Kapitels), kann es selbst bei algebraisch stabilen Runge-Kutta-Verfahren
und kontraktiven Gleichungen zu explodierenden diskreten Lo¨sungen kom-
men, was sich nur mit einer starken Verkleinerung der Schrittweite beheben
la¨sst. Diese Schwierigkeiten sind relativ lange bekannt, und es gab bereits
verschiedene Ansa¨tze, um eine Stabilisierung zu erreichen [Shampine, 1986],
[Campbell and Moore, 1995], [Eich-Soellner and Fu¨hrer, 1998],
[Eich et al., 1990]. Bei den Hessenberg-Systemen in der Mechanik versuchte
man, die versteckte Nebenbedingung in der Diskretisierung zu beru¨cksichtigen.
Dieser Ansatz kann in verschiedener Art und Weise angewendet werden, wo-
durch mehrere Verfahrensvarianten entstehen.
Das dritte Kapitel befasst sich mit einem der Stabilisierungsansa¨tze, der
in [Gear et al., 1985] und [Eich-Soellner and Fu¨hrer, 1998] fu¨r Hessenberg-
Systeme aus zwei verschiedenen Perspektiven betrachtet wurde. Dieser An-
satz ist unter dem Namen Gear-Gupta-Leimkuhler-Formulierung (GGL) be-
kannt und wird in [Eich et al., 1990], [Eich-Soellner and Fu¨hrer, 1998] auch
als Ableitungsprojektionsansatz bezeichnet. Anhand des Beispiels 1.0.1 wird
diese Technik mit dem Koordenatenprojektionsansatz,
[Eich-Soellner and Fu¨hrer, 1998], verglichen. Die numerischen Ergebnisse zei-
gen, dass der zuletzt genannte Ansatz das Stabilita¨tsproblem nicht lo¨st und
dass die GGL-Formulierung zumindest in diesem Fall die Unstabilita¨ten be-
hebt.
Es wird die Meinung vertreten, dass die GGL-Formulierung der genannten
Ansa¨tze die einzige ist, die zu einer Lo¨sung der Stabilita¨tsprobleme fu¨hren
kann. Diese These wird im weiteren Verlauf des Kapitels belegt.
Als Na¨chstes wird die GGL-Formulierung fu¨r voll-implizite lineare Aufga-
ben verallgemeinert und es werden einige gute Eigenschaften gezeigt, die voll-
kommen mit der Situation im Hessenberg-Fall im Einklang stehen. Aber die
11
wichtigste Eigenschaft ist zweifellos die U¨bertragung der (P -)Kontraktivita¨t
auf der Lo¨sungsmannigfaltigkeit bei der urspru¨nglichen Gleichung auf ei-
ne (P -)Kontraktivita¨t auf der “sichtbaren” Lo¨sungsmannigfaltigkeit bei der
GGL-Formulierung, wenn die GGL ada¨quat gewa¨hlt wird. Dieser Fakt stellt
das Erfolgsgeheimnis des Ansatzes dar. Folglich ist zumindest fu¨r die IRK(DAE)-
Verfahren, laut dem allgemeinen Theorem von Kapitel 1, der Stabilisierungs-
effekt gesichert. Anschließend werden die BDF-Verfahren wie im Kapitel 2
mittels der Entkopplungstechniken untersucht. Die Analyse zeigt Folgendes:
Wenn die Anwendung des BDF-Verfahrens auf die entkoppelten Gleichungen
in einem Schritt eine Kontraktion in einer euklidischen Norm darstellt und die
GGL-Formulierung die Orthogonalita¨tsbedingung wie fu¨r die U¨bertragung
der (P -)Kontraktivita¨t erfu¨llt, dann ist die Anwendung des Verfahrens auf
die GGL-Formulierung in dem entsprechenden Schritt auch eine Kontrak-
tion. Diese Aussage fu¨r die BDF-Diskretisierung kann als das Pendant der
IRK(DAE)-Aussage angesehen werden.
Kapitel 2
Stabilita¨tskonzepte
Ziel dieses Kapitels ist die Einfu¨hrung der Stabilita¨tsbegriffe, deren Bezie-
hungen in dieser Dissertation untersucht werden. Es werden zwei parallele
Linien verfolgt. Bei der ersten handelt es sich um die Stabilita¨t der analyti-
schen Lo¨sung, und bei der zweiten um die Stabilita¨t einer diskreten Approxi-
mation. In den restlichen Kapiteln wird auf die wichtige Beziehung zwischen
der analytischen und diskreten Stabilita¨t fu¨r eine ADGl eingegangen. Aber
bevor dies technisch mo¨glich ist, werden einige grundlegende Konzepte der
ADGl-Theorie eingefu¨hrt.
2.1 Algebro-Differentialgleichungen
Ein System von ADGln ist eins der Art, [Ma¨rz, 1995],
f(x′(t), x(t), t) = 0, f : IRm ×D ×= → IRm, (2.1)
wobei = ein Intervall in IR, x : = → IRm und D eine offene Menge sind. Es
werden stetige Funktionen f(y, x, t) in Df := IR
m × D × = betrachtet, bei
denen die Jacobi-Matrizen fy, fx in dem Definitionsbereich Df existieren und
zugleich stetig sind. Der entscheidende Unterschied zu einem gewo¨hnlichen
Differentialgleichungssystem besteht darin, dass die fu¨hrende Matrix fy sin-
gula¨r in Df ist. Weiterhin schra¨nkt man sich auf Gleichungen ein, bei denen
der Raum
N(y, x, t) := ker fy(y, x, t), (y, x, t) ∈ Df
konstant ist. Die Analyse wird sich auf quasilineare Gleichungen der Form
A(x(t), t)x′(t) + b(x(t), t) = 0, t ∈ =, (2.2)
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konzentrieren. Sowohl die Bedingung an N als auch die betrachtete Familie
von ADGln (2.2) sind aus praktischer Sicht vertretbar. Die meisten prak-
tisch relevanten ADGln erfu¨llen diese Voraussetzung, [Tischendorf, 1996],
[Este´vez Schwarz and Tischendorf, 1998], [Este´vez Schwarz, 2000],
[Eich-Soellner and Fu¨hrer, 1998].
In der Darstellung kennzeichnet Q einen Projektor auf den Raum N , und
außerdem wird der erga¨nzende Projektor I −Q als P gekennzeichnet.
Beispiel 2.1.1 Ein typischer Fall von (2.2) ist das so genannte semiexplizite
System
x′1(t) + b1(x1(t), x2(t), t) = 0, (2.3)
b2(x1(t), x2(t), t) = 0,
mit x1(t), b1(y, x, t) ∈ IRr und b2(y, x, t) ∈ IRm−r. In diesem Fall sieht man
direkt, dass das System aus differentialen und algebraischen Gleichungen be-
steht. Der Notation von (2.1) entsprechend ist in diesem Falle
fy(y, x, t) = A(x, t) =
(
Ir 0
0 0
)
, N =
{(
x1
x2
)
∈ IRm : x1 = 0
}
und ein mo¨glicher Projektor auf N ist
Q =
(
0 0
0 Im−r
)
.
In dem vorherigen Beispiel kommt die Ableitung von x2(t) nicht vor. Im
Grunde genommen muss sie nicht unbedingt existieren. Im Allgemeinen kann
man den fu¨hrenden Term in (2.2) folgendermaßen umschreiben:
A(x(t), t)x′(t) = A(x(t), t)(P +Q)x′(t) = A(x(t), t)(Px)′(t). (2.4)
Infolgedessen wird in [Griepentrog and Ma¨rz, 1986], [Ma¨rz, 1995] der Funk-
tionsraum
C1N(=, IRm) :=
{
x ∈ C(=, IRm) : Px ∈ C1(=, IRm)
}
und nicht C1(=, IRm) als Lo¨sungsraum betrachtet. Diesem Fakt zufolge wird
die Formulierung (2.4) u¨bernommen.
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2.1.1 Lineare Algebro-Differentialgleichungen
Einen wichtigen Schritt fu¨r das Versta¨ndnis von ADGln stellen die linearen
Systeme dar. Die lineare Variante der ADGl (2.2) kann als
A(t)(Px)′(t) +B(t)x(t) = q(t) (2.5)
geschrieben werden. Hier ist f(y, x, t) als
f(y, x, t) := A(t)y +B(t)x− q(t)
definiert, und die Voraussetzungen an (2.1) bedeuten in diesem Kontext, dass
A, B : = → L(IRm), q : = → IRm stetige Funktionen sind.
In der ADGln-Theorie ist der Index-Begriff unabdingbar. Die Arbeit wird
sich auf den Tractability-Index stu¨tzen. Dieser Index-Begriff, der von E. Grie-
pentrog und R. Ma¨rz eingefu¨hrt wurde ([Griepentrog and Ma¨rz, 1986]), ba-
siert auf linearen Aufgaben wie (2.5) und hat, im Vergleich zu anderen Index-
Begriffen (wie der Differentiations-Index [Campbell, 1985], [Campbell, pear],
[Brenan et al., 1989] und der geometrische Index [Rheinboldt, 1984],
[Reich, 92]), den Vorteil, dass eine niedrigere Glattheit der Gleichung (2.5),
bzw. (2.1), verlangt wird.
Neben N ist ein anderer Raum von Bedeutung, na¨mlich jener, der die
Lo¨sungen der homogenen Gleichung
A(t)(Px)′(t) +B(t)x(t) = 0 (2.6)
entha¨lt. Sei
S(t) := {z ∈ IRm : B(t)z ∈ imA(t)} .
Offensichtlich gilt fu¨r jede Lo¨sung der homogenen Gleichung (2.6) x(t) ∈ S(t).
Definition 2.1.2 Die ADGl (2.5), mit singula¨rer Fu¨hrungsmatrix A(t) und
konstantem kerA(t), besitzt den Tractability-Index 1 auf dem Intervall =,
g.d.w. eine der folgenden a¨quivalenten Bedingungen erfu¨llt ist:
• N ∩ S(t) = {0} ∀t ∈ =
• N ⊕ S(t) = IRm ∀t ∈ =
• die Matrix G1(t) := A(t) +B(t)Q ist regula¨r in = fu¨r einen beliebigen
Projektor Q auf N .
15
Beispiel 2.1.3 Man betrachtet die lineare Variante von Beispiel 2.1.1
x′1(t) +B11(t)x1(t) +B12(t)x2(t) = q1(t),
B21(t)x1(t) +B22(t)x2(t) = q2(t).
Hier sind die Ra¨ume N und Q durch
N =
{(
0
z2
)
: z2 ∈ IRm−r
}
und Q =
(
0 0
0 Im−r
)
gegeben, und
S(t) =
{(
z1
z2
)
∈ IRm : B21(t)z1 +B22(t)z2 = 0
}
.
Die Schnittmenge N ∩ S(t) ist dann
N ∩ S(t) =
{(
0
z2
)
: z2 ∈ IRm−r ∧B22(t)z2 = 0
}
,
und die Index-1-Bedingung lautet: B22(t) ist regula¨r in =. Wenn dies der Fall
ist, kann man die algebraische Gleichung nach x2 lo¨sen, diese Variable in die
erste Gleichung einsetzen und eine GDGl fu¨r x1 aufstellen.
Andererseits ist die Matrix G1(t)
G1(t) =
(
Ir 0
0 0
)
+
(
B11(t) B12(t)
B21(t) B22(t)
)(
0 0
0 Im−r
)
=
(
Ir B12(t)
0 B22(t)
)
,
und man erha¨lt die gleiche Bedingung fu¨r B22(t).
Bemerkung 2.1.4 Fu¨r die A¨quivalenz der drei Bedingungen wird auf das
Theorem A.13 in [Griepentrog and Ma¨rz, 1986] verwiesen.
Es gibt eine Sonderwahl des Projektors Q, die sich von den anderen ab-
hebt. In dem Index-1-Fall gilt nach der Definition die IRm-Zerlegung
IRm = N ⊕ S(t).
So kann man den Projektor Q la¨ngs S(t) wa¨hlen. Dieser Projektor - in der Li-
teratur als kanonisch bezeichnet, [Griepentrog and Ma¨rz, 1986], [Ma¨rz, 1993]
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- wird u¨blicherweise durch Qc(t) repra¨sentiert, und nach dem Lemma A.14
von [Griepentrog and Ma¨rz, 1986] gilt
Qc(t) = QG
−1
1 (t)B(t),
fu¨r einen beliebigen Projektor Q auf N . An dieser Stelle ist zu betonen, dass,
obwohl N konstant ist, der kanonische Projektor Qc(t) im
Allgemeinen zeitabha¨ngig ist. Das kann ein Nachteil werden, aber dafu¨r ver-
einfacht sich die Entkopplung [Griepentrog and Ma¨rz, 1986]. Zusa¨tzlich steht
dieser Projektor in enger Beziehung zu dem Lo¨sungsraum im Index-1-Fall,
[Griepentrog and Ma¨rz, 1986].
Falls G1(t) immer singula¨r ist, dann werden neue a¨hnlich gebaute Ra¨ume
und Projektoren eingefu¨hrt. Die Gleichung (2.6) kann folgendermaßen um-
geschrieben werden:
(A+BQ)(t){P (Px)′ +Qx}(t) +B(t)Px(t) = 0,
G1(t){P (Px)′ +Qx}(t) +B1(t)x(t) = 0, (2.7)
wobei B1(t) := B(t)P .
Seien
N1(t) := kerG1(t),
S1(t) := {z ∈ IRm : B(t)Pz ∈ imG1(t)} ,
Q∗N1(t) := Pr(N1, ∗) ein Projektor auf N1(t) und PN1∗ (t) = I−Q∗N1(t). Analog
zum Index-1-Fall sieht man, dass auch S1(t) die Lo¨sungen der homogenen
Gleichung entha¨lt.
Das folgende Lemma wird mehrmals in dieser Arbeit verwendet:
Lemma 2.1.5 Eine Matrix der Form I +MN , wobei NM = 0, ist immer
regula¨r, und ihre Inverse ist durch I −MN gegeben.
Beweis: E s genu¨gt zu u¨berpru¨fen, dass
(I +MN)(I −MN) = I,
(I −MN)(I +MN) = I,
gelten.
Die folgende Aussage ist sehr wichtig fu¨r ein Versta¨ndnis des Tractability-
Indexes.
Lemma 2.1.6 Fu¨r N1(t) gelten die Identita¨ten
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1. N1(t) = [I − PA+(t)B(t)Q] (N ∩ S(t)),
2. dimN1(t) = dim(N ∩ S(t)).
Beweis: Z uerst wird fu¨r 1. die ⊃ Inklusion gezeigt. Sei y ∈ N ∩ S(t). Sei
x ∈ [I − PA+(t)B(t)Q] (N ∩ S(t)), dann gibt es ein y ∈ N ∩ S(t), so dass
x = [I − PA+(t)B(t)Q] y. Man berechnet G1(t)x:
G1(t)x = G1(t)
[
I − PA+(t)B(t)Q
]
y = G1(t)y − A(t)A+(t)B(t)Qy
= By − A(t)A+(t)B(t)y = (I − AA+)(t)B(t)y = 0.
Hier wurde die Tatsache verwendet, dass y ∈ N ∩ S(t), also y = Qy und
B(t)y ∈ imA(t).
Fu¨r die verbleibende Inklusion wird folgendermaßen fortgefahren. Sei x ∈
N1(t), das heißt:
G1(t)x = 0⇔ (A(t) +B(t)Q)x = 0.
Die letzte Gleichung wird mit PA+(t) skaliert und man bekommt
Px+ PA+(t)B(t)Qx = 0,
P (I + PA+BQ)(t)x = 0.
Folglich y := (I +PA+BQ)(t)x ∈ N und x = (I −PA+BQ)(t)y. Jetzt muss
nur noch gezeigt werden, dass y auch zu S(t) geho¨rt. Dafu¨r wird wieder die
Gleichung G1(t)x = 0 benutzt, woraus folgt
(A(t) +B(t)Q)(I − PA+BQ)(t)y = 0,
B(t)y + A(t)(I − PA+BQ)(t)y = 0,
und damit ergibt sich die Zugeho¨rigkeit von y auch zu S(t).
Die zweite Aussage des Lemmas folgt nun aus der Regularita¨t von (I −
PA+BQ)(t) (Lemma 2.1.5).
Definition 2.1.7 Die ADGl (2.5) besitzt den Tractability-Index 2, gdw.
dim(N ∩S(t)) = ν > 0 konstant in = ist und eine der folgenden a¨quivalenten
Bedingungen erfu¨llt ist:
• N1(t) ∩ S1(t) = {0}, ∀t ∈ =
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• N1(t)⊕ S1(t) = IRm, ∀t ∈ =
• die Matrix G2,∗(t) := G1(t) + B1(t)Q∗N1(t) ist regula¨r in =, fu¨r einen
beliebigen Projektor Q∗N1(t) auf N1(t).
Bemerkung 2.1.8 Wie in dem Index-1-Fall folgt die A¨quivalenz zwischen
den Bedingungen durch das Theorem A.13 von [Griepentrog and Ma¨rz, 1986].
Hier wird das Theorem auf das Matrix-Bu¨schel (G1, B1) angewendet.
So ein allgemeiner Projektor Q∗N1(t) wie in der Definition 2.1.7 reicht fu¨r die
Zwecke dieser Arbeit nicht aus. Es wird in erster Linie gefordert, dass die
Identita¨t Q∗N1(t)Q = 0∀t ∈ = gilt. Es ist mo¨glich, den Projektor Q∗N1 so zu
wa¨hlen, weil
N ⊂ S1(t), S1(t) ∩N1(t) = {0], N ∩N1(t) = {0}.
Diese Voraussetzung macht die Ausdru¨cke PPN1∗ (t) und PQ
∗
N1
(t) wiederum
zu Projektoren.
Beispiel 2.1.9 Die am besten verstandenen Index-2-Systeme sind womo¨glich
die in Hessenberg-Form
x′1(t) +B11(t)x1(t) +B12(t)x2(t) = q1(t),
B21(t)x1(t) = q2(t),
wobei die Matrix B21(t)B12(t) in = regula¨r ist. Man berechnet jetzt die rele-
vanten Unterra¨ume und Projektoren fu¨r dieses System.
N =
{(
0
z2
)
: z2 ∈ IRm−r
}
, Q =
(
0 0
0 Im−r
)
,
S(t) =
{(
z1
z2
)
∈ IRm : B21(t)z1 = 0
}
und N ∩ S(t) = N.
Jetzt wird die Index-2-Bedingung u¨berpru¨ft,
G1(t) =
(
Ir 0
0 0
)
+
(
B11(t) B12(t)
B21(t) 0
)(
0 0
0 Im−r
)
=
(
Ir B12(t)
0 0
)
,
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N1(t) =
{(
z1
z2
)
∈ IRm : z1 = −B12(t)z2
}
,
und als Q∗N1(t) kann man z.B.
Q∗N1(t) =
(
0 −B12(t)
0 Im−r
)
,
nehmen.
Auf der anderen Seite ist der Raum S1(t) durch
S1(t) =
{(
z1
z2
)
∈ IRm :
(
B11(t) B12(t)
B21(t) 0
)(
Ir 0
0 0
)(
z1
z2
)
∈ im
(
Ir B12(t)
0 0
)}
,
=
{(
z1
z2
)
∈ IRm :
(
B11(t)z1
B21(t)z1
)
∈ im
(
Ir B12(t)
0 0
)}
,
=
{(
z1
z2
)
∈ IRm : B21(t)z1 = 0
}
,
gegeben. Schließlich ist die entscheidende Schnittmenge
N1(t) ∩ S1(t) =
{(
z1
z2
)
∈ IRm : z1 = −B12(t)z2 ∧B21(t)z1 = 0
}
,
und wegen der Regularita¨t von B21(t)B12(t) folgt N1(t) ∩ S1(t) = {0}.
2.1.2 Nicht-lineare Algebro-Differentialgleichungen
Es wird hier der Darstellung von [Griepentrog and Ma¨rz, 1986] und
[Ma¨rz, 1995] in weitem Sinne gefolgt und nun erneut die nicht-linearen AD-
Gln aufgenommen. Man betrachtet zuna¨chst ein nicht-lineares ADGl-System
wie (2.1), also
f(x′(t), x(t), t) = 0, t ∈ =, (2.8)
unter den dort genannten Voraussetzungen. Man ist eigentlich an einem Sy-
stem wie (2.2) interessiert, aber fu¨r die Definition des Tractabilitiy-Indexes
ist es gu¨nstiger, die Gleichung (2.8) zu betrachten.
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Der Tractability-Index
Dieser Index-Begriff fu¨r (2.8) basiert auf der Linearisierung dieser Gleichung.
Der erste relevante Unterraum N und die jeweiligen Projektoren Q und P :=
I − Q wurden schon eingefu¨hrt. Der andere Index-1-relevante Unterraum S
und die Matrix G1 werden in einem Punkt (y, x, t) ∈ Df als
S(y, x, t) := {z ∈ IRm : fx(y, x, t)z ∈ im fy(y, x, t)} ,
G1(y, x, t) := fy(y, x, t) + fx(y, x, t)Q,
definiert.
Definition 2.1.10 ([Ma¨rz, 1995]) Die ADGl (2.8) besitzt den Tractability-
Index-1 in einer offenen Menge G ⊂ Df , falls
N ⊕ S(y, x, t) = IRm, ∀(y, x, t) ∈ G. (2.9)
Bemerkung 2.1.11 Die Bedingung ist wie in dem linearen Fall a¨quivalent
zu der Regularita¨t von G1(y, x, t) (Theorem A. 13 von
[Griepentrog and Ma¨rz, 1986]).
Wenn die Aufgabe die Index-1-Bedingung nicht erfu¨llt, geht man folgender-
maßen vor: Es werden fu¨r (y, x, t) ∈ Df die Unterra¨ume
N1(y, x, t) := kerG1(y, x, t),
S1(y, x, t) := {z ∈ IRm : fx(y, x, t)Pz ∈ imG1(y, x, t)} ,
und die Matrix G2,∗ als
G2,∗(y, x, t) := G1(y, x, t) + fx(y, x, t)PQ∗N1(y, x, t)
definiert. Dabei ist Q∗N1(y, x, t) := Pr(N1, ∗) ein Projektor auf N1(y, x, t) und
PN1∗ (y, x, t) := I −Q∗N1(y, x, t).
Definition 2.1.12 ([Ma¨rz, 1995]) Die ADGl (2.8) besitzt den Tractability-
Index-2 in einer offenen Menge G ⊂ Df , wenn die Bedingungen
1. dimN1(y, x, t) ist konstant und gro¨ßer als Null,
2. N1(y, x, t)⊕ S1(y, x, t) = IRm, ∀ (y, x, t) ∈ G
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erfu¨llt sind.
Bemerkung 2.1.13 Wieder ist die Regularita¨t der Matrix G2(y, x, t) in G
eine a¨quivalente Bedingung zu 2. in der Definition 2.1.12.
Beispiel 2.1.14 Man betrachtet das semiexplizite System
x′1(t) = g1(x1(t), x2(t), t), (2.10)
0 = g2(x1(t), t),
und berechnet die relevanten Matrizen. Die partiellen Ableitungen fy und fx
sind in diesem Fall
fy(y, x, t) =
(
I 0
0 0
)
, fx(y, x, t) =
( −g1x1(x1, x2, t) −g1x2(x1, x2, t)
−g2x1(x1, t) 0
)
,
und die erste relevante Matrix G1(y, x, t) ist durch
G1(y, x, t) =
(
I 0
0 0
)
−
(
g1x1(x1, x2, t) g1x2(x1, x2, t)
g2x1(x1, t) 0
)(
0 0
0 I
)
=
(
I −g1x2(x1, x2, t)
0 0
)
gegeben. Der Nullraum von G1(x, t) hat fu¨r alle (x, t) eine konstante positive
Dimension. Folglich besitzt die Gleichung einen ho¨heren Index. Eine Fortset-
zung der Berechnung mit dem Projektor
Q∗N1(y, x, t) =
(
0 g1x2(x1, x2, t)
0 I
)
auf N1(x, t) ergibt
G2,∗(y, x, t) =
(
I −g1x2(x1, x2, t)
0 0
)
−
(
g1x1(x1, x2, t) g1x2(x1, x2, t)
g2x1(x1, t) 0
)
×(
0 g1x2(x1, x2, t)
0 0
)
=
(
I −(I + g1x1(x1, x2, t))g1x2(x1, x2, t)
0 −(g2x1g1x2)(x1, x2, t)
)
,
woraus die bekannte Hessenberg-Index-2-Bedingung (g2x1g1x2)(x1, x2, t) re-
gula¨r folgt.
22
Die Index-2-Lo¨sungsmannigfaltigkeit
Als Letztes, bevor man die Stabilita¨tsproblematik angehen kann, sind die
Kenntnisse u¨ber Index-2-ADGln zu vertiefen. Die folgenden Fakten sind vor
allen Dingen fu¨r das Kontraktivita¨tskonzept unabdingbar.
Es wird eine Gleichung wie (2.2) betrachtet,
A(x(t), t)(Px)′(t) + b(x(t), t) = 0, t ∈ =. (2.11)
Die Voraussetzungen bedeuten jetzt, dass A(x, t), b(x, t), Ax(x, t) und bx(x, t)
stetige Funktionen inDf sind. Fu¨r (2.11) wird angenommen, dass der Tractability-
Index-2 in einer offenen Menge G ⊂ Df vorliegt.
Es wird darauf aufmerksam gemacht, dass sich aus (2.11) der Ausdruck
(Px)′(t) = −(PA+b)(x(t), t) (2.12)
ergibt.
Weiterhin wird die Matrix
B(y, x, t) := fx(y, x, t) = bx(x, t) + (A(x, t)y)x
definiert, wodurch
G1(y, x, t) = A(x, t) +B(y, x, t)Q
gilt. Außerdem wirdW0(x, t) einen Projektor la¨ngs imA(x, t) repra¨sentieren,
zum Beispiel I − A(x, t)A+(x, t).
Jetzt kann man die so genannte sichtbare Lo¨sungsmannigfaltigkeit auf-
schreiben. Da fu¨r alle Lo¨sungen b(x(t), t) ∈ imA(x(t), t) gelten muss, be-
kommt man
M0(t) = {x ∈ D : b(x, t) ∈ imA(x, t)} = {x ∈ D : W0(x, t)b(x, t) = 0} .
(2.13)
Das erinnert an den Unterraum S(y, x, t), der eigentlich der Tangentialraum
zu M0(t) in dem Punkt x ist.
Ab hier wird angenommen, dass der Unterraum imA1(y, x, t) nur von
Px und t abha¨ngt und eine in beiden Argumenten stetig differenzierbare
Basis dieses Raumes existiert. Unter diesen Voraussetzungen gibt es einen
C1-Projektor W1 la¨ngs imA1(Px, t), der nur von (Px, t) abha¨ngt.
Durch die Multiplikation von (2.2) mit W0(x(t), t) erha¨lt man eine ablei-
tungsfreie Gleichung. Oft wird diese Gleichung nach t differenziert, um die
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Index-Reduktion zu erreichen. Es wird aber gezeigt, dass noch weitere Tei-
le aus der Gleichung (2.2) ausgeschnitten werden ko¨nnen. Das ist mit dem
Projektor W1 mo¨glich:
kerW1(Px, t) = imA1(Px, t) ⊃ imA(x, t) = kerW0(x, t).
Die Gleichung (2.11) ist a¨quivalent zu
A(x(t), t)(Px)′(t) + (I −W1(x(t), t))b(x(t), t) = 0, (2.14)
W1(x(t), t)b(x(t), t) = 0. (2.15)
An dieser Stelle muss man annehmen, dass der Teil W1(x, t)b(x, t) nach
t differenzierbar ist. Fu¨r ein lineares System bedeutet dies, dass W1(t)B(t)
und W1(t)q(t) differenzierbar sind und das sind hinreichende Bedingungen
fu¨r die Lo¨sbarkeit der Gleichung, [Ma¨rz and Rodr´ıguez Santiesteban, 1999].
Lemma 2.1.15 Wenn imA1 nur von Px und t glatt abha¨ngt, dann ist W1b
auch nur von Px und t abha¨ngig.
Beweis: A us W1(Px, t)G1(y, x, t) = 0 folgt W1(Px, t)B(y, x, t)Q = 0, und
das bedeutet
W1(Px, t)bx(x, t)Q = −W1(Px, t) (A(x, t)y)xQ.
Außerdem gilt fu¨r ein beliebiges z ∈ N
W1(Px, t) (A(x, t)y)x z = [W1(Px, t)A(x, t)y]x −W1x(Px, t)zA(x, t)y = 0,
was mit sich bringt, dass
[W1(Px, t)b(x, t)]Qx = W1(Px, t)bx(x, t)Q = 0.
Die Aussage dieses Lemmas ist, dass man unter den Voraussetzungen (2.15)
fu¨r x(t) ∈ C1N(=, IRm) nach t ableiten kann, woraus man eine weitere Bedin-
gung fu¨r jede Lo¨sung von (3.89) erha¨lt,
(W1b)x(x(t), t)(Px)
′(t) + (W1b)t(x(t), t) = 0.
Unter Betrachtung von (2.15) folgt aus der letzten Gleichung
W1(x(t), t) {(W1b)x(x(t), t)(Px)′(t) + (W1b)t(x(t), t)} = 0. (2.16)
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Nach Einsetzen von (Px)′(t) durch (2.12) erha¨lt man schließlich
W1(x(t), t)
{
−(W1b)x(x(t), t)(A+b)(x(t), t) + (W1b)t(x(t), t)
}
= 0. (2.17)
Es wird die versteckte Nebenbedingungsmannigfaltigkeit als
H(t) :=
{
x ∈ D : W1(x, t)
{
−(W1b)x(x, t)(A+b)(x(t), t) + (W1b)t(x, t)
}
= 0
}
(2.18)
definiert und die Lo¨sungsmannigfaltigkeit ist dann durch
M1(t) :=M0(t) ∩H(t) (2.19)
gegeben.
2.2 Stabilita¨t im kontinuierlichen Fall
Ziel dieser Arbeit ist die Untersuchung des asymptotischen Verhaltens nu-
merischer Verfahren fu¨r Index-2-ADGln. Dabei stellt man sich die Frage, ob
ein numerisches Verfahren gewisse analytische Stabilita¨tseigenschaften der
Lo¨sung widerspiegelt. In diesem Abschnitt werden die asymptotischen Ei-
genschaften definiert, an denen man interessiert ist.
2.2.1 Lyapunov-Stabilita¨t
Sowohl fu¨r die Anwendungen als auch in der Theorie gewo¨hnlicher Dif-
ferentialgleichungen ist die Lyapunov-Stabilita¨tstheorie von großer Bedeu-
tung, [Hale, 1980], [Hairer et al., 1987]. Dabei geht es um das asymptoti-
sche Verhalten der Lo¨sung, wenn die Anfangswerte in einer Umgebung ei-
ner gegebenen Trajektorie gesto¨rt werden. Fu¨r ADGln stellt sich natu¨rlich
die gleiche Problematik, und man kann die Lyapunov-Begriffe erweitern,
[Griepentrog and Ma¨rz, 1986], [Ma¨rz, 1994], [Tischendorf, 1994].
Man kennzeichnet eine Lo¨sung, die den Anfangswert x(t0) = x0 erfu¨llt,
mit x(t; t0, x0), außerdem repra¨sentiert =0 ein Intervall der Form [t0,∞).
Definition 2.2.1 ([Griepentrog and Ma¨rz, 1986]) Sei x ∈ C1N(=0, IRm) die
Lo¨sung des Anfangswertproblems
f(x′(t), x(t), t) = 0, t ∈ =0 (2.20)
x(t0) = x0 ∈M(t0),
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wobei M(t0) die Lo¨sungsmannigfaltigkeit fu¨r t0 ist. Sei außerdem U(x0) eine
Umgebung von x0 aufM(t0). Dann ist die Lo¨sung x stabil (im Lyapunovschen
Sinne) in U(t0), wenn
1. es ein τ > 0 gibt, so dass jedes Anfangswertproblem
f(x′(t), x(t), t) = 0, t ∈ =0
x(t0) = z ∈ U(t0), ‖z − x0‖ ≤ τ,
eindeutig lo¨sbar in =0 ist,
2. es fu¨r alle  > 0 ein δ(), mit τ ≥ δ() > 0 gibt, so dass z ∈ U(t0) und
‖z − x0‖ ≤ δ() die Ungleichung
‖x(t; t0, z)− x(t; t0, x0)‖ ≤ , ∀t ∈ =0
implizieren.
Falls dazu eine andere Konstante σ > 0 existiert, so dass fu¨r alle z ∈ U(t0)
mit ‖z − x0‖ ≤ σ die Bedingung
lim
t→∞ ‖x(t; t0, z)− x(t; t0, x0)‖ = 0
gilt, nennt man x asymptotisch stabil (im Lyapunovschen Sinne).
Bemerkung 2.2.2
1. Ein wichtiger Sonderfall der Lyapunovschen asymptotischen Stabilita¨t
ist die so genannte exponentielle asymptotische Stabilita¨t. In diesem
Falle gilt die sta¨rkere Bedingung
‖x(t; t0, z)− x(t; t0, x0)‖ ≤ ‖z − x0‖ e−λ(t−t0), ∀t > t0
fu¨r ein positives λ ∈ IR.
2. Fu¨r ein explizites System stimmt diese Definition mit dem gewo¨hnlichen
Begriff u¨berein.
3. Es ist zu unterstreichen, dass in der Definition 2.2.1 nichts u¨ber den
Index der Gleichung angenommen wird. Die genannte Lo¨sungsmannig-
faltigkeit M(t) kann beispielsweise im Index-2-Fall M1(t) sein, Ab-
schnitt 2.1.2.
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Besondere Aufmerksamkeit in diesem Kontext widmete man in der gewo¨hn-
lichen Differentialgleichungstheorie den autonomen Systemen. Als wichtiges
Werkzeug hat man das bekannte Lyapunov-Resultat fu¨r die Stabilita¨t einer
stationa¨ren Lo¨sung zu Verfu¨gung, [Hale, 1980]. Fu¨r ADGln kann man analoge
Ergebnisse erzielen, siehe [Griepentrog and Ma¨rz, 1986], [Tischendorf, 1994],
[Ma¨rz, 1994]. Da sich die Arbeit mit Index-2-Gleichungen befasst, wird das
Lyapunov-Theorem fu¨r diesen Fall vorgestellt. Im Vergleich zu dem Index-1-
Fall ist bei den Index-2-Aufgaben mit zusa¨tzlichen Schwierigkeiten zu rech-
nen. Der Fakt, dass die ADGl in einem Punkt die Index-2-Bedingung erfu¨llt,
garantiert im Allgemeinen nicht die Erhaltung dieser Bedingung in einer
Umgebung des Punktes. Um dies zu gewa¨hrleisten, wird eine weitere Struk-
turbedingung vorausgesetzt, [Ma¨rz, 1995], [Tischendorf, 1996].
Man betrachtet wieder eine quasilineare ADGl der Form:
A(x(t), t)(Px)′(t) + b(x(t), t) = 0, (2.21)
deren Linearisierung la¨ngs einer Trajektorie (x∗(t), t) den Tractability-Index-
2 besitzt. Außerdem seien
G2(t) := G2(x
′
∗(t), x∗(t), t),
QS1N1(t) := Pr(N1((Px∗)
′(t), x∗(t), t), S1(x′∗(t), x∗(t), t)),
T (t) := Pr(N ∩ S(x∗(t), t), ∗),
U(t) := I − T (t),
bˆ(x, t) := (U(t)Q+ PQS1N1(t))G
−1
2 (t)b(x, t).
Die Strukturbedingung fordert dann
QS1N1(t)(I + bˆ
′
x(x, t)− bˆ′x(x∗(t), t))−1T (t)Q = 0, (2.22)
fu¨r alle x in einer Umgebung der Trajektorie (x∗(t), t). Auf die Hintergru¨nde
dieser Bedingung wird im Abschnitt 3.1 na¨her eingegangen.
Man betrachtet jetzt den autonomen Fall, also das System
A(Px)′ + b(x) = 0, t ∈ =0, (2.23)
das eine stationa¨re Lo¨sung x∗ besitzen soll. Systeme, fu¨r die die fu¨hrende
Matrix A nur von der Lo¨sung abha¨ngt und die konstanten fu¨hrenden Null-
raum aufweisen, kann man in die Form (2.23) u¨berfu¨hren, indem die neue
Variable y := (Px)′ eingefu¨hrt wird:
(Px)′ − y = 0,
A(x)y + b(x) = 0.
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Theorem 2.2.3 ([Ma¨rz, 1994]) Sei b ∈ C2(D, IRm), D ⊂ IRm offen, x∗ ∈
D, b(x∗) = 0, B := bx(x∗). Außerdem sei das Matrix-Bu¨schel λA+B regula¨r
mit Index 2 und alle seine Eigenwerte in der linken komplexen Halbebene
enthalten. Wie schon erwa¨hnt setzt man voraus, dass die Strukturbedingung
(2.22) in einer Umgebung der Trajektorie B(x∗, σ) erfu¨llt ist.
Dann gibt es fu¨r alle  > 0 ein τ > 0 und ein δ() > 0 , so dass
• alle AWAn fu¨r (2.23) mit
PPN1∗ (t0)(x(t0)− x0) = 0,
∥∥∥PPN1∗ (x0 − x∗)∥∥∥ < τ
auf [t0,∞) eindeutig lo¨sbar sind,
•
∥∥∥PPN1∗ (t0)(x0 − x∗)∥∥∥ < δ() impliziert∥∥∥x(t; t0, x0)− x∗∥∥∥ ≤ , t ≥ t0, und
• ‖x(t; t0, x0)− x∗‖ → 0 (t→∞).
Bemerkung 2.2.4 Die Aussage des Theorems ist gleichbedeutend mit der
asymptotischen Stabilita¨t der Lo¨sung x∗. Die Anfangsbedingung
PPN1∗ (t0)(x(t0)− x0) = 0,
∥∥∥PPN1∗ (x0 − x∗)∥∥∥ < τ
impliziert, dass die Umgebung von x∗ auf M1 liegt (siehe Abschnitt 3.1.2).
2.2.2 Kontraktivita¨t
Der Kontraktivita¨tsbegriff ist in der gewo¨hnlichen Differentialgleichungstheo-
rie gela¨ufig. Er verko¨rpert eine strengere Bedingung als die Lyapunov-Stabi-
lita¨t und spielt eine wichtige Rolle in der asymptotischen Stabilita¨tsuntersuchung
numerischer Verfahren. Diese Notion wurde bei Dahlquist eingefu¨hrt, um die
A-Stabilita¨tsnotion fu¨r nicht-lineare Aufgaben zu verallgemeinern,
[Dekker and Verwer, 1984]. Ebenso wie bei der A-Stabilita¨t legt man damit
eine Klasse von Aufgaben fest, die als Testaufgaben dienen. Die Qualita¨t
eines Verfahrens wird dann fu¨r diese Klasse von Problemen untersucht und
mit anderen Verfahren fu¨r die gleiche Aufgabenklasse verglichen.
Fu¨r ADGln versuchte man, einen a¨hnlichen Weg zu gehen. Es gab Versu-
che, den A-Stabilita¨tsbegriff fu¨r ADGln zu definieren, [Wensch et al., 1995].
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Diese Arbeiten besta¨tigten die schon bekannten Stabilita¨tsprobleme bei den
ADGln. Allerdings ist die Bedeutung der geforderten Voraussetzungen, die
die Testproblemklasse definieren, unklar. Nichtsdestotrotz scheint der Kon-
traktivita¨tsbegriff fu¨r ADGln vorstellbarer zu sein. In
[Griepentrog and Ma¨rz, 1986] wurde eine Erweiterung des Kontraktivita¨ts-
begriffes fu¨r allgemeine nicht-lineare Index-1-Aufgaben eingefu¨hrt. Dieser Be-
griff stellt sich, wie in dem gewo¨hnlichen Fall, als sta¨rker als die Lyapunov-
Stabilita¨t heraus. Er entspricht der Kontraktivita¨t des Zustandsvariablensy-
stems in einem invarianten linearen Raum im gewo¨hnlichen Sinne,
[Griepentrog and Ma¨rz, 1986]. Aus der Sicht der Diskretisierungsverfahren
wurde ein Satz der Art “Kontraktivita¨t plus algebraische Stabilita¨t impli-
zieren B-Stabilita¨t” fu¨r bestimmte IRK-Verfahren gezeigt (die so genannten
IRK(DAE)-Verfahren).
Ein erster Versuch fu¨r Index-2-Aufgaben wurde in [Hanke et al., 1998]
und [Hanke et al., 1998] unternommen. In diesen Arbeiten wurde der linea-
re Fall betrachtet und ein entsprechendes B-Stabilita¨tsergebnis erzielt. Da-
bei musste man zusa¨tzlich annehmen, dass die Unterra¨ume S1(t) und N1(t)
konstant sind. Im Kapitel 3 werden mit der Hilfe neuer Entkopplungsvarian-
ten die Ergebnisse von [Hanke et al., 1998] verbessert. Eine Erweiterung des
Kontraktivita¨tsbegriffes auf nicht-lineare Index-2-Aufgaben ist in [Ma¨rz, 1998]
zu finden. Dieser Begriff kann als eine Weiterentwicklung von
[Hanke et al., 1998] und [Hanke et al., 1998] angesehen werden und schließt
Gleichungen der Form (2.2) ein. Diese Kontraktivita¨tsnotion wird jetzt als
Ausgangspunkt der Darstellung verwendet. Die Definition, nach [Ma¨rz, 1998],
lautet:
Definition 2.2.5 ([Ma¨rz, 1998]) Man betrachtet eine Index-2-Gleichung der
Form (2.2) unter den Voraussetzungen von Abschnitt 2.1.2. Die Gleichung
(2.2) heißt kontraktiv in D ⊂ IRm, wenn ein Skalarprodukt 〈·, ·〉S und eine
Konstante c ≥ 0 existieren, so dass fu¨r alle Vektoren (y1, x1, t), (y2, x2, t) ∈
IRm ×D × [t0,∞) mit
Qy1 = Qy2 = 0,
A(x1, t)y1 + b(x1, t) = A(x2, t)y2 + b(x2, t) = 0,
W1(x1, t) {(W1b)x(x1, t)y1 + (W1b)t(x1, t)} = 0,
W1(x2, t) {(W1b)x(x2, t)y2 + (W1b)t(x2, t)} = 0,
die Ungleichung
〈y1 − y2, P (x1 − x2)〉S ≤ −c ‖P (x1 − x2)‖2S , (2.24)
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gilt.
Bemerkung 2.2.6
1. Die Definition ist unabha¨ngig von der Wahl des Projektors P (sie-
he Lemma 2.2.9). Vom Projektor W1 ist die Definition ebenfalls un-
abha¨ngig. Die durch die sichtbare und versteckte Nebenbedingung de-
finierte Schnittmenge ha¨ngt nicht von W1 ab.
2. Die linearen Kontraktivita¨tsdefinitionen in [Hanke et al., 1998] und
[Ma¨rz and Rodr´ıguez Santiesteban, 1999] sind in dieser Definition ent-
halten.
3. In anderen Worten fordert diese Definition die Erfu¨llung von (2.24)
auf der Lo¨sungsmannigfaltigkeit M1(t). Allerdings geho¨rt eine appro-
ximierte Lo¨sung nicht zwangsla¨ufig zu M1. Aus diesem Grund ist es
sinnvoll, Kontraktivita¨t auf einer Obermenge von M1 zu betrachten.
4. Die Kontraktivita¨t bezieht sich nur auf die P -Komponente von x. Diese
Tatsache hat ihren Ursprung in den Index-1-Aufgaben. Da definierte
man den Kontraktivita¨tsbegriff nach der Kontraktivita¨t der inha¨renten
Differentialgleichung fu¨r Px auf dem invarianten Unterraum imP . Fu¨r
den linearen homogenen Index-2-Fall gilt die gleiche Grundidee bis auf
die Tatsache, dass die inha¨rente Differentialgleichung jetzt fu¨r PPN1∗ x
auf dem invarianten Unterraum imPPN1∗ ist. Als gemeinsamen Nenner
kann man hier erkennen, dass die Kontraktivita¨t nur fu¨r die auf jeden
Fall differenzierbaren Komponenten der Lo¨sung verlangt wird. Demzu-
folge beziehen sich die resultierenden Aussagen ausschließlich auf diese
Komponenten.
In dieser Arbeit wird den letzten zwei Bemerkungen nachgegangen. Es wird
zuna¨chst die folgende Definition angestrebt:
Definition 2.2.7 Man betrachtet eine Differentialgleichung der Form
f(x′(t), x(t), t) = 0, t ∈ =0. (2.25)
Die Gleichung (2.25) heißt P -kontraktiv auf der Mannigfaltigkeit Γ(t) ⊆
M0(t) ⊂ IRm, wenn ein Skalarprodukt 〈·, ·〉S und eine Konstante c ≥ 0 exi-
stieren, so dass fu¨r alle Vektoren (y1, x1, t), (y2, x2, t) ∈ IRm × Γ(t)×=0 mit
Qy1 = Qy2 = 0,
f(y1, x1, t) = f(y2, x2, t) = 0,
30
wobei Q ein konstanter Projektor auf N ist, die Ungleichung
〈y1 − y2, P (x1 − x2)〉S ≤ −c ‖P (x1 − x2)‖2S , (2.26)
gilt.
Bemerkung 2.2.8
1. Fu¨r eine gewo¨hnliche Differentialgleichung gilt N = {0}. Demzufolge,
wenn Γ(t) = M0(t) = IR
m, erha¨lt man den Kontraktivita¨tsbegriff aus
der GDGl-Theorie.
2. Es ist zu unterstreichen, dass nur Mannigfaltigkeiten Sinn machen, die
in M0(t) enthalten sind. Die Erfu¨llung der Gleichung f(y, x, t) = 0
zwingt x, zumindest zu M0(t) zu geho¨ren.
3. Diese Definition erinnert teilweise an die logarithmische Norm in
[Higueras and Celayeta, 1999] und [Celayeta, 1998]. In diesen Arbeiten
wird die logarithmische Norm in einem beliebigen “zula¨ssigen” Un-
terraum, der insbesondere der Lo¨sungsunterraum sein kann, betrach-
tet. Obwohl aus analytischer Sicht nur die Lo¨sungsmannigfaltigkeit von
Bedeutung ist, ist die Situation bei den numerischen Verfahren anders.
Wie man im Kapitel 3 sehen wird, liegt die numerische Lo¨sung fu¨r ein
Index-2-Problem in einem bestimmten Zeitpunkt ti nicht unbedingt
auf M1(ti), aber immer auf M0(ti). Deswegen ist es entscheidend, ob
Kontraktivita¨t außerhalb von M1(t) vorliegt.
An dieser Stelle soll eine Aussage, die in den Bemerkungen der Definition
2.2.5 erwa¨hnt wurde, bewiesen werden.
Lemma 2.2.9 Die folgende Aussage ist unabha¨ngig von der Wahl des kon-
stanten Projektors Q: Es gibt eine symmetrische, positiv definite Matrix S
und eine Konstante c ≥ 0, so dass die Erfu¨llung von
Qy1 = Qy2 = 0, (2.27)
A(x1, t)y1 + b(x1, t) = A(x2, t)y2 + b(x2, t) = 0,
immer
〈y1 − y2, P (x1 − x2)〉S ≤ −c ‖P (x1 − x2)‖2S (2.28)
impliziert.
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Beweis: S ei die Aussage mit dem Projektorpaar P , Q gu¨ltig, und außerdem
seien P , Q ein auch mo¨gliches Projektorpaar. Es wird angenommen, dass die
Bedingungen (2.27) fu¨r Q erfu¨llt sind. Man versucht, die Ungleichung (2.28)
fu¨r ein c¯ > 0 und eine Matrix S abzuleiten.
Als Na¨chstes definiert man y01 := Py1 und y
0
2 := Py2, dann gelten die
Gleichungen
Qy01 = Qy
0
2 = 0,
A(x1, t)y
0
1 + b(x1, t) = A(x2, t)y
0
2 + b(x2, t) = 0,
und auf Grund der Annahme bezu¨glich der Projektoren P , Q gilt〈
y01 − y02, P (x1 − x2)
〉
S
≤ −c ‖P (x1 − x2)‖2S ,
(y01 − y02)TSP (x1 − x2) ≤ −c(x1 − x2)TP TSP (x1 − x2),
(y1 − y2)TP TSP (x1 − x2) ≤ −c(x1 − x2)TP TSP (x1 − x2).
Zwischen den Projektoren P und P gilt die Beziehung
P = RPR−1, R := Q+ P.
Nach dem Einsetzen dieses Ausdrucks fu¨r P in die letzte Ungleichung erha¨lt
man
(y1−y2)TR−TP TRTSRPR−1(x1−x2) ≤ −c(x1−x2)TR−TP TRTSRPR−1(x1−x2).
Jetzt wird eine neue symmetrische positiv definite Matrix S := RTSR defi-
niert, und es folgt〈
PR−1(y1 − y2), PR−1(x1 − x2)
〉
S
≤ −c
∥∥∥PR−1(x1 − x2)∥∥∥2
S
,〈
P (y1 − y2), P (x1 − x2)
〉
S
≤ −c
∥∥∥P (x1 − x2)∥∥∥2
S
,〈
y1 − y2, P (x1 − x2)
〉
S
≤ −c
∥∥∥P (x1 − x2)∥∥∥2
S
,
und damit die Gu¨ltigkeit mit dem Projektorpaar Q, P .
Mit der Definition 2.2.7 ist man der dritten Bemerkung der Definition 2.2.5
entgegengekommen. Es soll sich nun der vierten Bemerkung zugewandt wer-
den.
32
Definition 2.2.10 Man betrachtet eine Differentialgleichung der Form
f(x′(t), x(t), t) = 0, t ∈ =0. (2.29)
Die Gleichung (2.25) heißt kontraktiv auf der Mannigfaltigkeit Γ(t) ⊆M0(t) ⊂
IRm, wenn ein Skalarprodukt 〈·, ·〉S und eine Konstante c ≥ 0 existieren, so
dass fu¨r alle Vektoren (y1, x1, t), (y2, x2, t) ∈ IRm × Γ(t)×=0 mit
Qy1 = Qy2 = 0,
f(y1, x1, t) = f(y2, x2, t) = 0,
wobei Q der Orthoprojektor auf N in dem euklidischen Raum {IRm, 〈·, ·〉S}
ist, die Ungleichung
〈y1 − y2, x1 − x2〉S ≤ −c ‖x1 − x2‖2S , (2.30)
gilt.
Bemerkung 2.2.11
1. Bei allen drei Kontraktivita¨tsbegriffen unterscheidet man auch zwischen
den Fa¨llen c > 0 und c = 0. Man spricht zum einen von starker, zum
anderen von schwacher Kontraktivita¨t.
2. Es ist im Moment nicht eindeutig gekla¨rt, ob die Forderung nach einer
Kontraktivita¨t fu¨r den ganzen Vektor x zu restriktiv ist. Zumindest be-
kommt man diesen Eindruck, wenn die Beispiele 3.0.8, 3.2.1 betrachtet
werden. Andererseits kann man mit der Definition 2.2.10, wie es in
den kommenden Seiten festgestellt wird, mehr erreichen.
Das folgende Beispiel veranschaulicht, welche Bedeutung die Betrachtung des
ganzen Vektors x in (2.30) hat.
Beispiel 2.2.12 Man betrachtet die Index-1-Gleichung
x′1(t) = −x1(t),
x2(t) = e
αtx1(t),
wobei die Lo¨sung durch
x1(t) = x1(t0)e
−t
x2(t) = x1(t0)e
(α−1)t
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gegeben ist.
Angesichts der Kontraktivita¨ts-Definition aus [Griepentrog and Ma¨rz, 1986]
mu¨ssen eine symmetrische positiv definite Matrix S und eine Konstante c > 0
existieren, so dass die Gleichungen
y1 = −x1,
x2 = e
αtx1,
y2 = 0,
die Ungleichung 〈(
y1
0
)
,
(
x1
0
)〉
S
≤ −c
∥∥∥∥∥
(
x1
0
)∥∥∥∥∥
2
S
,
implizieren. Nimmt man zum Beispiel die euklidische Norm, dann folgt
y1x1 ≤ −cx21,
−x21 ≤ −cx21,
was fu¨r 0 ≤ c ≤ 1 gilt. Demzufolge ist diese ADGl kontraktiv, ungeachtet
des asymptotischen Verhaltens der zweiten Komponente der Lo¨sung. Diese
Komponente ist na¨mlich exponentiell wachsend fu¨r α > 1.
Wenn man jetzt die Definition 2.2.10 fu¨r die Lo¨sungsmannigfaltigkeit be-
trachtet, dann muss man die Erfu¨llung der Ungleichung〈(
y1
0
)
,
(
x1
x2
)〉
S
≤ −c
∥∥∥∥∥
(
x1
x2
)∥∥∥∥∥
2
S
verlangen. Das bedeutet in der euklidischen Norm
y1x1 ≤ −c(x21 + x22),
−x21 ≤ −c(1 + e2αt)x21,
1 ≥ c(1 + e2αt).
Nun ist α von Bedeutung. Die letzte Ungleichung kann nur erfu¨llt werden,
entweder wenn α < 0 (also die gesamte Lo¨sung abfallend ist) oder wenn
c = 0 (schwache Kontraktivita¨t).
Eine genauere Betrachtung der Index-1-Bedingung,
N ∩ S(t) = {0},
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liefert ebenso interessante Einblicke. Die relevanten Ra¨ume sind durch
N =
{
z =
(
z1
z2
)
∈ IR2 : z1 = 0
}
,
S(t) =
{
z =
(
z1
z2
)
∈ IR2 : z1 = e−αtz2
}
,
gegeben. Offensichtlich besitzt die Gleichung den Tractability-Index-1, aber
wenn α > 1, also wenn x2 wa¨chst, na¨hern sich die Unterra¨ume N und S(t)
mit wachsendem t und es wa¨chst die Norm von G−11 (t).
Das folgende Theorem erfasst die Beziehung zwischen den Kontraktivita¨ts-
begriffen fu¨r Index-2-ADGln der Form (2.21).
Theorem 2.2.13 Kontraktivita¨t auf Γ(t) ⊆M0(t) impliziert P -Kontraktivita¨t
auf Γ(t).
Beweis: E s genu¨gt zu zeigen, dass unter den Voraussetzungen der Definition
2.2.10 die Ungleichung (2.30) (2.24) fu¨r den Orthoprojektor P mit sich bringt.
Sei
〈y1 − y2, x1 − x2〉S ≤ −c ‖x1 − x2‖2S
erfu¨llt. Wenn wir die Vektoren in die 〈·, ·〉S-orthogonalen Komponenten P
und Q zerlegen, folgt
〈P (y1 − y2), P (x1 − x2)〉S ≤ −c(‖P (x1 − x2)‖2S + ‖Q(x1 − x2)‖2S)
〈y1 − y2, P (x1 − x2)〉S ≤ −c ‖P (x1 − x2)‖2S .
Bemerkung 2.2.14
1. Dass die Umkehrung dieses Theorems nicht gilt, zeigt das Beispiel
2.2.12.
2. Das Theorem sagt aus, dass (2.30) eine sta¨rkere Anforderung als (2.24)
an die Gleichung stellt.
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Wie aus der gewo¨hnlichen Differentialgleichungstheorie bekannt, ist eine der
wichtigsten Eigenschaften einer kontraktiven Gleichung der exponentielle Ab-
fall des Abstandes zwei beliebiger Lo¨sungen. Eine a¨hnliche Aussage ist mit
der Definition 2.2.10 auch fu¨r ADGln gu¨ltig.
Theorem 2.2.15 Sei eine ADGl der Form (2.2) im starken Sinne kontraktiv
auf einer invarianten Mannigfaltigkeit Γ(t) ⊆ M0(t) und x1(·), x2(·) zwei
Lo¨sungen, die in Γ(t) enthalten sind. Dann gilt
‖P (x1(t)− x2(t))‖S ≤ ‖P (x1(t0)− x2(t0))‖S e−2c(t−t0), ∀t ≥ t0.
lim
t→∞ ‖Q(x1(t)− x2(t))‖S = 0.
Beweis: M an definiert die Skalarfunktion
α(t) := ‖P (x1(t)− x2(t))‖2S = 〈P (x1(t)− x2(t)), P (x1(t)− x2(t))〉S ,
und als Na¨chstes differenziert man diese Funktion:
α′(t) = 2 〈(Px1)′(t)− (Px2)′(t), P (x1(t)− x2(t))〉S .
Man fu¨hrt die Notation
y1(t) := (Px1)
′(t)
y2(t) := (Px2)
′(t)
ein und erha¨lt
α′(t) = 2 〈(y1(t)− y2(t)), P (x1(t)− x2(t))〉S .
Die Vektoren y1(t) und y2(t) erfu¨llen offensichtlich die Bedingung
Qy1(t) = Qy2(t) = 0.
Außerdem sind x1(·), x2(·) Lo¨sungen der ADGl und geho¨ren zu Γ(t). Deswe-
gen sind die Ungleichung (2.30) und demzufolge auch
〈y1(t)− y2(t), P (x1(t)− x2(t))〉S ≤ −c ‖P (x1(t)− x2(t))‖2S ,
gu¨ltig. Man erha¨lt dann
α′(t) ≤ −2c ‖P (x1(t)− x2(t))‖2S ,
α′(t) ≤ −2cα(t).
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Nun braucht man nur Peanos Lemma auf diese Differentialungleichung an-
zuwenden und es folgt
α(t) ≤ α(t0)e−2c(t−t0).
Schließlich benutzt man fu¨r die zweite Aussage die Ungleichung
〈y1(t)− y2(t), P (x1(t)− x2(t))〉S ≤ −c ‖Q(x1(t)− x2(t))‖2S ,
woraus folgt
α′(t) ≤ −2c ‖Q(x1(t)− x2(t))‖2S ≤ 0,
α(t)− α(t0) ≤ −2c
∫ t
t0
‖Q(x1(τ)− x2(τ))‖2S dτ ≤ 0.
Die letzte Ungleichung impliziert, dass das Integral∫ ∞
t0
‖Q(x1(τ)− x2(τ))‖2S dτ
konvergiert, und damit ist zwangla¨ufig die zweite Aussage gu¨ltig.
Bemerkung 2.2.16
1. Dieses Theorem, dass die Lo¨sungen in der P -Komponente exponentiell
asymptotisch stabil und in derQ-Komponente asymptotisch stabil sind.
2. Wenn statt Kontraktivita¨t P -Kontraktivita¨t angenommen wird, dann
kann man nur die exponentielle asymptotische Stabilita¨t der P -
Komponente beweisen. In diesem Falle kann außerdem schwache P -
Kontraktivita¨t vorausgesetzt werden. Der Fakt c > 0 wird im Beweis
nur fu¨r die Aussage der Q-Komponente gebraucht.
3. Wie schon gezeigt wurde, ist die Definition 2.2.10 restriktiver als die
Definiton 2.2.7. Aber mit diesem Ergebnis wird deutlich, dass man in
manchen Fa¨llen aus der restriktiveren Bedingung (2.30) Vorteile ziehen
kann.
4. Eine Aussage fu¨r die Q-Komponente der Lo¨sung, wenn ausschließlich
die Ungleichung (2.24) gilt, kann auch bei den linearen Aufgaben er-
zielt werden, wenn der Projektor auf den Lo¨sungsraum beschra¨nkt ist,
[Griepentrog and Ma¨rz, 1986], [Hanke et al., 1998],
[Ma¨rz and Rodr´ıguez Santiesteban, 1999].
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2.3 Stabilita¨t im diskreten Fall
In diesem Abschnitt wird einen Stabilita¨tsbegriff fu¨r Diskretisierungsverfah-
ren im ADGln-Kontext eingefu¨hrt. Aus der gewo¨hnlichen Differentialglei-
chungstheorie kennt man mehrere numerische Stabilita¨tsbegriffe,
[Hairer et al., 1987], [Dekker and Verwer, 1984]. Die A-Stabilita¨t und ihre
Verallgemeinerung auf nicht-lineare Systeme, die B-Stabilita¨t, sind womo¨glich
dabei die allerwichtigsten.
Das A-Stabilita¨tskonzept fu¨r ADGln ist ebenfalls in der Fachliteratur zu
finden, [Griepentrog and Ma¨rz, 1986], [Wensch et al., 1995]. Die Schwierig-
keiten bestehen im Wesentlichen darin, eine sinnvolle Testproblemklasse zu
definieren, die in der ADGln-Theorie die Rolle der Gleichung
x′(t) = Bx(t)
u¨bernehmen soll. Beispielsweise erweist sich die Betrachtung der Testglei-
chung
Ax′(t) +Bx(t) = 0 (2.31)
als nicht ausreichend. Wie aus dem Beispiel 1.0.1 und [Hanke et al., 1998]
hervorgeht, ist die Stabilita¨t eines impliziten Euler-Verfahrens fu¨r (2.31) fu¨r
Aufgaben mit variablen Koeffizienten irrelevant. Wie in Kapitel 3 ersichtlich
wird, sind letztere qualitativ komplexer als die Gleichungen mit konstanten
Koeffizienten.
Dennoch stellen die (P -)kontraktiven nicht-linearen ADGln der Art (2.2)
eine Klasse von Aufgaben dar, die als Testklasse sinnvoll ist und den Weg
fu¨r B-stabilita¨tsa¨hnliche Konzepte o¨ffnet.
Analog zum Abschnitt 2.2.2 sollen in dem diskreten Fall zwei Kontrakti-
vita¨tskonzepte betrachtet werden.
Definition 2.3.1 Die Anwendung eines Einschrittverfahrens xj+1 = Φ(xj, tj, hj)
auf eine Differentialgleichung (ADGl oder gewo¨hnliche Differentialgleichung)
heißt P -kontraktiv, wenn eine Norm ‖·‖S existiert, so dass die Ungleichung∥∥∥Px(1)j+1 − Px(2)j+1∥∥∥S ≤ ∥∥∥Px(1)j − Px(2)j ∥∥∥S
fu¨r konsistente Anfangswerte x
(1)
0 , x
(2)
0 und ∀j > 0, erfu¨llt ist. Wenn außer-
dem die Ungleichung∥∥∥Qx(1)j+1 −Qx(2)j+1∥∥∥S ≤ K ∥∥∥Px(1)j − Px(2)j ∥∥∥S ,
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wobei K eine positive Konstante ist, gilt, dann nennt man die Verfahrensan-
wendung kontraktiv.
Bemerkung 2.3.2 Die Verwandtschaft mit dem B-Stabilita¨tsbegriff von
[Griepentrog and Ma¨rz, 1986], [Hanke et al., 1998] und
[Ma¨rz and Rodr´ıguez Santiesteban, 1999] ist nicht zu u¨bersehen. Der Unter-
schied besteht darin, dass, statt die Kontraktion des Verfahrens fu¨r alle kon-
traktiven Gleichungen zu fordern, Kontraktion bezogen auf die Anwendung
des Verfahrens bei einer bestimmten Aufgabe verlangt wird.
Als Abschluss fu¨r dieses Kapitel soll eine Aussage bewiesen werden, die in den
kommenden Kapiteln eine zentrale Rolle spielen wird. Die Aussage bezieht
sich auf die oben genannten impliziten Runge-Kutta-DAE-Verfahren.
Ein implizites Runge-Kutta-Verfahren kann folgendermaßen fu¨r die ADGl
(2.11) realisiert werden, [Petzold, 1986]: Seien auf dem Intervall = ein Gitter
tl = tl−1 + h, l ≥ 1, und eine Approximation xl−1 fu¨r x(tl−1) vorgegeben.
Eine Approximation xl fu¨r die Lo¨sung in dem Punkt tl folgt dann nach dem
s-stufigen Runge-Kutta-Schema
c Aα
β
mit Aα als die Matrix (αij)
s
i,j=1, β = (β1, . . . , βs) und c = (c1, . . . , cs)
T ,
durch
xl = xl−1 + h
s∑
i=1
βiX
′
li, (2.32)
wobei die Vektoren X ′li, Xli das Gleichungssystem
A(Xli, tli)X
′
li + b(Xli, tli) = 0, i = 1, . . . , s, (2.33)
Xli = xl−1 + h
s∑
j=1
αijX
′
lj, i = 1, . . . , s, (2.34)
tli = tl−1 + cih,
erfu¨llen.
Eine hinreichende Bedingung, damit die Gleichungen (2.33), (2.34) die
Unbekannten X ′li, Xli eindeutig bestimmen, ist die Regularita¨t der Matrix
Aα, [Macana, 1993]. Es wird im Weiteren die Erfu¨llung dieser Bedingung
angenommen werden.
39
Sei Âα := A
−1
α = (αˆij)
s
i,j=1 und ρ := 1 −
∑s
i=1
∑s
j=1 βiαˆij. Das IRK-
Verfahren kann dann folgendermaßen umgeschrieben werden:
xl = ρxl−1 +
s∑
i=1
s∑
j=1
βiαˆijXlj, (2.35)
Ali
s∑
j=1
αˆij(Xlj − xl−1) + hbli = 0, i = 1, . . . , s. (2.36)
Hier wurden die Bezeichnungen Ali := A(Xli.tli) und bli := b(Xli, tli) benutzt.
Bemerkenswert ist, dass auf Grund von (2.36) alle StufenXli auf der Man-
nigfaltigkeit M0(tli) liegen. Wenn das Verfahren ein so genanntes IRK(DAE)
ist, also wenn
βi = αsi, i = 1, . . . , s, cs = 1,
dann ist ρ = 0, tls = tl und folglich xl = Xls. So geho¨rt die Approximation fu¨r
die Lo¨sung auch zuM0(tl). Aus diesem Grund sind die IRK(DAE)-Verfahren
(in der gewo¨hnlichen Differentialgleichungstheorie als “stiffly accurate” be-
kannt, [Hairer et al., 1987]) fu¨r ADGl besonders geeignet.
Bevor die erwa¨hnte Aussage formuliert wird, beno¨tigt man noch das Kon-
zept der algebraischen Stabilita¨t.
Definition 2.3.3 ([Hairer et al., 1987]) Ein Runge-Kutta-Verfahren heißt
algebraisch stabil, wenn die folgenden Bedingungen erfu¨llt sind:
1. βi ≥ 0, fu¨r i = 1, . . . , s
2. Die Matrix (mij) = (βiαij + βjαji − βiβj) ist positiv semi definit.
Bemerkung 2.3.4 Sehr wichtige Vertreter dieser Verfahren sind die Gauß-,
Radau-IA-, Radau-IIA- und Lobatto-IIIC-Runge-Kutta-Verfahren,
[Hairer et al., 1987]. Allerdings sind davon nur die Radau-IIA-Verfahren auch
IRK(DAE).
Theorem 2.3.5 Sei xl+1 = Φ(xl, tl, hl) ein algebraisch stabiles IRK(DAE),
mit βs > 0. Seine Anwendung auf die AWA
A(x(t), t)x′(t) + b(x(t), t) = 0, t ∈ =0 (2.37)
x(t0) = x0,
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ist (P -)kontraktiv (wobei es sich bei x0 um einen konsistenten Anfangswert
handelt), wenn
1. die Gleichung (2.37) (P -)kontraktiv auf einer Mannigfaltigkeit Γ(t) ⊆
M0(t) ist und
2. die Stufen Xli des Verfahrens immer zu Γ(tli) geho¨ren.
Beweis: D er Beweis verla¨uft nach dem klassischen Schema. Es wird
zuerst die Kontraktivita¨t fu¨r die P -Komponente der Lo¨sung gezeigt. Man
betrachtet die Differenzen
∆xl := x
(1)
l − x(2)l ,
∆Xli := X
(1)
li −X(2)li ,
∆X ′li := X
(1)′
li −X(2)
′
li .
Aus (2.32) und (2.34) folgt fu¨r diese Differenzen
P∆xl = P∆xl−1 + h
s∑
i=1
βiP∆X
′
li,
P∆Xli = P∆xl−1 + h
s∑
j=1
αijP∆X
′
lj. (2.38)
Als Na¨chstes wird das Quadrat der Norm von P∆xl+1 genommen,
‖P∆xl‖2S = ‖P∆xl−1‖2S+2h
s∑
i=1
βi 〈P∆X ′li, P∆xl−1〉S+h2
s∑
i=1
s∑
j=1
βiβj
〈
P∆X ′li, P∆X
′
lj
〉
S
,
und man setzt den Ausdruck fu¨r P∆xl, der sich aus (2.38) ergibt, in die
letzte Gleichung ein:
‖P∆xl‖2S = ‖P∆xl−1‖2S+2h
s∑
i=1
βi 〈P∆X ′li, P∆Xli〉S−h2
s∑
i=1
s∑
j=1
mij
〈
P∆X ′li, P∆X
′
lj
〉
S
.
Da die Stufen Xli zu der Mannigfaltigkeit Γ(tli) geho¨ren und Kontraktivita¨t
von (2.37) auf dieser Mannigfaltigkeit vorliegt, gilt, dass
〈P∆X ′li, P∆Xli〉S ≤ 0, ∀i.
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Durch die algebraische Stabilita¨t des Verfahrens ist der zweite und dritte
Term in dem Ausdruck von ‖P∆xl‖2S kleiner oder gleich Null, und somit
folgt die Ungleichung
‖P∆xl‖2S ≤ ‖P∆xl−1‖2S .
Die Ungleichung
‖P∆xl‖2S ≤ ‖P∆xl−1‖2S + 2h
s∑
i=1
βi 〈P∆X ′li, P∆Xli〉S
≤ ‖P∆xl−1‖2S + 2hβs 〈P∆X ′ls, P∆Xls〉S
ist ebenfalls gu¨ltig und stellt den Ausgangspunkt fu¨r den Beweis der Q-
Komponente dar. Die Kontraktivita¨t der ADGl bringt auch
〈P∆X ′ls, P∆Xls〉S ≤ −c ‖Q∆Xls‖2S
mit sich und die zwei letzten Ungleichungen zusammen ergeben
‖P∆xl‖2S ≤ ‖P∆xl−1‖2S − 2hcβs ‖Q∆Xls‖2S ,
2hcβs ‖Q∆Xls‖2S ≤ ‖P∆xl−1‖2S ,
‖Q∆xl‖S = ‖Q∆Xls‖S ≤
1√
2hcβs
‖P∆xl‖S .
Bemerkung 2.3.6
1. Dieses Theorem ha¨tte man noch allgemeiner, na¨mlich fu¨r eine Diffe-
rentialgleichung der Art (2.25), formulieren ko¨nnen. Die Aussagen fu¨r
gewo¨hnliche Differentialgleichungen sind Sonderfa¨lle dieses allgemeinen
Theorems.
2. Wie aus dem Beweis hervorgeht, genu¨gt fu¨r die P -Kontraktivita¨t des
IRK(DAE) die schwache (P -)Kontraktivita¨t der ADGl auf Γ(t).
3. Dieses Ergebnis ist natu¨rlich nur fu¨r theoretische Untersuchungen von
Bedeutung. Die Bedingungen sind im Allgemeinen sehr schwer zu u¨berpru¨fen.
Allerdings kann Theorem 2.3.5 als Werkzeug fu¨r die Untersuchung von
bestimmten Klassen von Aufgaben verwendet werden. In den Kapiteln
3 und 4 wird jeweils eine Anwendung dieses Theorems vorgestellt.
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Korollar 2.3.7 Die algebraisch stabilen IRK(DAE) sind (P -)kontraktiv fu¨r
die Klasse der Index-2-ADGln, die auf der Mannigfaltigkeit M0(t) (schwach
P -)kontraktiv sind.
Beweis: U m das Theorem 2.3.5 anzuwenden, ist es nur noch notwendig, dass
alle Stufen des Verfahrens zu M0(tli) geho¨ren. Dieser Fakt folgt unmittelbar
aus der Gleichung (2.36).
Kapitel 3
Stabilita¨tserhaltungsfa¨lle
Das Theorem 2.3.5 des vorhergehenden Kapitels stellt allgemeine Bedingun-
gen, damit bestimmte IRK-Verfahren (P -)kontraktiv sind. In diesem Kapitel
werden verschiedene Fa¨lle untersucht, in denen allgemeine Runge-Kutta- und
BDF-Verfahren eine bestimmte Kommutativita¨tsregel erfu¨llen. Die Grundi-
dee der Analyse kann wie im Diagramm 3.1 dargestellt werden.
Index-2-ADGl
Index<2-ADGl
Index-2-A
Index<2-A
Diskretisierung
Diskretisierung
∆Gl
∆Gl
Index-Reduktions-TransformationIndex-Reduktions-Transformation
Abbildung 3.1: Kommutativita¨t zwischen einer Index-Reduktions-
Transformation und einer Diskretisierung
Der Term A∆Gl steht fu¨r eine diskretisierte ADGl. Das Diagramm re-
pra¨sentiert die Kommutativita¨t der Operationen Diskretisierung und IRT
(Index-Reduktions-Transformation). Wenn es gilt, kann man davon ausge-
hen, dass sich die Diskretisierung der Index-2-ADGl genau so wie bei der
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Index¡2-ADGl verha¨lt. Als IRT werden zwei Mo¨glichkeiten betrachtet: zum
einen die Index-Reduktion durch Differentiation und zum anderen die Ent-
kopplungstechniken. Im ersten Fall ergibt sich eine Index-1-Gleichung, die
unter den Voraussetzungen dieser Arbeit eine fu¨hrende Matrix mit konstan-
tem NullraumN besitzt. Damit verha¨lt sich die Anwendung eines Diskretisie-
rungsverfahrens wie fu¨r eine gewo¨hnliche Differentialgleichung,
[Griepentrog and Ma¨rz, 1986]. Im zweiten Fall folgt aus der IRT, unter an-
derem, eine gewo¨hnliche Differentialgleichung. Als mo¨gliche Diskretisierung
werden IRK-Verfahren, insbesondere IRK(DAE), und BDF-Verfahren in der
Analyse betrachtet. Als Nebenprodukt dieser Untersuchung fa¨llt eine kon-
krete Anwendung von Theorem 2.3.5 auf Modelle der Schaltkreissimulation
ab.
Die oben genannte Kommutativita¨tsregel als Untersuchungmethode wur-
de bereits in [Hanke et al., 1998] angewandt. Aus dieser Arbeit geht hervor,
dass eine hinreichende Bedingung, damit die numerischen Verfahren fu¨r linea-
re ADGl aus der Stabilita¨tssicht sich wie fu¨r GDGl verhalten, Q
S1,
N1
(t) ≡ 0 ist.
Die Bedingung von [Hanke et al., 1998] ist aus der Sicht der Anwendungen in
gewissem Maße restriktiv. In vielen Modellen aus der Schaltkreissimulation
und der mechanischen Systeme ist diese geforderte Bedingung beispielsweise
nicht erfu¨llt.
Auf der Basis numerischer Experimente ist festgestellt worden, dass die
bekannten numerischen Verfahren Stabilita¨tsprobleme bei manchen Aufga-
ben aufweisen, [Hanke et al., 1998], [Wensch et al., 1995]. Im ersten der zi-
tierten Artikel ist folgendes Beispiel zu finden:
Beispiel 3.0.8 x
′
1
x′2
0
+
 λ −1 −1ηt(1− ηt)− η λ −ηt
1− ηt 1 0

 x1x2
x3
 = 0, t ≥ 0.
Es handelt sich um ein Index-2-Hessenberg-System wie das Beispiel 2.1.9,
wobei die Regularita¨t der Matrix
B21B12 =
(
1− ηt 1
)( −1
−ηt
)
= −1
fu¨r alle t garantiert ist. Die allgemeine Lo¨sung ist durch
x1(t) = x1(0)e
−λt,
x2(t) = (ηt− 1)x1(t),
x3(t) = −(ηt− 1)x1(t),
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gegeben.
Die Lo¨sungsmannigfaltigkeit fu¨r diese Gleichung ist
M1(t) =
z ∈ IR3 : z =
 z1(ηt− 1)z1
(1− ηt)z1

 ,
und der Raum S1(t) ist hier
S1(t) =
{
z ∈ IR3 : (1− ηt)z1 + z2 = 0
}
.
Offensichtlich ist die Lo¨sung exponentiell asymptotisch stabil im Lyapu-
novschen Sinne, wenn λ > 0 ist. Nunmehr liegt bei diesem Problem Kontrak-
tivita¨t auf der Lo¨sungsmannigfaltigkeit vor. Man betrachtet das euklidische
Skalarprodukt und einen Vektor (y, x, t), der zu M1(t) geho¨rt und die Glei-
chungen
y1 = −λx1 + x2 + x3,
y2 = [η − ηt(1− ηt)]x1 − λx2 + ηtx3,
0 = (1− ηt)x1 + x2,
y3 = 0
erfu¨llt. Die linke Seite der Kontraktivita¨tsbedingung ist dann
〈y, x〉2 = −λx21 + x1x2 + x1x3 + [η − ηt(1− ηt)]x1x2 − λx22 + ηtx2x3.
Man nutzt jetzt die Bedingung x ∈M1(t) und setzt
x2 = (ηt− 1)x1,
x3 = −(ηt− 1)x1,
in den Ausdruck fu¨r das Skalarprodukt ein. Es folgt
〈y, x〉2 =
[
−λ+ η(ηt− 1)− λ(ηt− 1)2
]
x21.
Aus diesem Ausdruck kann man erkennen, dass 〈y, x〉2, fu¨r λ > 0 und t
hinreichend groß, negativ ist (es liegt schwache Kontraktivita¨t vor). Diese
Tatsache reicht, um die Kontraktivita¨t eines algebraisch stabilen IRK(DAE)-
46
Verfahrens zumindest in der P -Komponente fu¨r t hinreichend groß zu garan-
tieren, wenn die Verfahrensstufen zu M1 geho¨ren, siehe Beweis von Theorem
2.3.5.
Weiterhin ist die Aufgabe stark kontraktiv auf M1(t), wenn η = −λ. In
diesem Fall folgt fu¨r das Skalarprodukt
〈y, x〉2 = −λx21 −
λ
2
x22 −
λ
2
x23 + η(ηt− 1)x21
= −λx21 −
λ
2
x22 −
λ
2
x23 + ηx1x2
= −λ(x21 +
1
2
x22 +
1
2
x23 + x1x2)
= −λ 〈x, x〉S = −λ ‖x‖2S ,
wobei die symmetrische positiv definite Matrix S als
S =
 1
1
2
0
1
2
1
2
0
0 0 1
2

definiert ist. Jetzt folgt wegen der A¨quivalenz der Normen in IR3 die Kon-
traktivita¨tsungleichung
〈y, x〉2 ≤ −λγ2 ‖x‖22 .
Andererseits stellt die Anwendung des impliziten Euler-Verfahrens auf
dieses Problem die Lo¨sung folgenden linearen Systems in jedem Schritt dar: 1 + hλ −h −hh(ηti+1(1− ηti+1)− η) 1 + hλ −hηti+1
1− ηti+1 1 0

 x1,i+1x2,i+1
x3,i+1
 =
 x1,ix2,i
0
 .
Aus diesem System folgt fu¨r die erste Komponente der Lo¨sung die Rekursion
x1,i+1 =
1 + hη
1 + h(η + λ)
x1,i,
und fu¨r die Kontraktivita¨t des Verfahrens in dieser Komponente erha¨lt man
die Bedingung ∣∣∣∣∣ 1 + hη1 + h(η + λ)
∣∣∣∣∣ < 1.
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Diese Bedingung kann fu¨r η < 0 verletzt werden, insbesondere fu¨r η = −λ,
obwohl in diesem Fall Kontraktivita¨t auf M1(t) vorliegt. Aus dieser Tatsache
kann man schließen, dass Kontraktivita¨t auf der Mannigfaltigkeit M0(t) nicht
vorhanden ist, Theorem 2.3.5.
Die numerischen Ergebnisse dieses Verfahrens fu¨r die Komponente x1,
h = 0.1 und verschiedene Werte von λ und η sind in der Abbildung 3.2 zu
sehen.
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Abbildung 3.2: Approximierte Lo¨sung durch das implizite Euler-Verfahren
fu¨r das Beispiel 3.0.8. Die Grafik stellt den Betrag von x1(10) fu¨r den Dis-
kretisierungsschritt h = 0.1 und verschiedene Werte von λ und η dar.
Weiterhin ist der Fakt anzumerken, dass die in [Hanke et al., 1998] ge-
fundene Bedingung (Q
S1,
N1
≡ 0) im vorherigen Beispiel nicht erfu¨llt ist.
3.1 Entkopplung einer ADGl
In dieser Sektion wird ein sehr wichtiges Werkzeug fu¨r die Untersuchung
Index-2-ADGln entwickelt. Die hier eingefu¨hrten Techniken sind etwas spe-
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zifischer und gezielter als jene, die man normalerweise in der Fachliteratur fin-
det, [Ma¨rz, 1997], [Hanke et al., 1998], [Tischendorf, 1996]. Der Vorteil die-
ser verfeinerten Vorgehensweise liegt darin, dass mit ihrer Hilfe Ergebnisse
bezu¨glich der Lo¨sungsexistenz und insbesondere der Kommutativita¨t zwi-
schen Entkopplung und Diskretisierung verbessert werden ko¨nnen.
Es wird in diesem Abschnitt eine quasilineare Index-2-ADGl der Form
A(t)(Px)′(t) + b(x(t), t) = 0 t ∈ =, (3.1)
betrachtet, die die Glattheitsvoraussetzungen aus Kapitel 2 erfu¨llt. Aus die-
sem Kapitel wird ebenfalls die Definition der relevanten Unterra¨ume und
Projektoren la¨ngs einer Lo¨sung u¨bernommen.
Fu¨r die neuen Index-2-Entkopplungsmethoden braucht man zuna¨chst die
folgende Definition:
Definition 3.1.1 Ein Unterraum K(t) von IRm wird ein entkoppelndes Kom-
plement zu N1(t) genannt, wenn die Bedingungen
1. K(t) ⊃ N ,
2. K(t) ∩N1(t) = {0},
3. K(t)⊕N1(t) = IRm,
fu¨r alle t ∈ = erfu¨llt sind.
Bemerkung 3.1.2 Ein entkoppelndes Komplement zu N1(t) existiert im Index-
2-Fall immer, weil N ∩N1(t) = {0} (N ⊂ S1(t)) ist. Nunmehr ist S1(t) selbst
ein Beispiel dafu¨r.
Im Weiteren wird ausschließlich mit Projektoren QKN1(t) := Pr(N1(t), K(t))
la¨ngs eines entkoppelnden Komplementraumes gearbeitet. Der in der Fachli-
teratur als kanonisch bezeichnete Projektor ist ein Beispiel dafu¨r (QS1N1(t)).
Er ist der IRm-Zerlegung
IRm = N1(t)⊕ S1(t),
zugeordnet und projiziert auf N1(t) la¨ngs S1(t).
Wenn man erneut das Lemma A.14 von [Griepentrog and Ma¨rz, 1986]
verwendet, folgt die Darstellung
QS1N1(t) = Q
∗
N1
(t)G−12,∗(t)B1(t),
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fu¨r den kanonischen Projektor.
Mit dem kanonischen Projektor la¨ßt sich eine relativ einfache Entkopp-
lung erreichen ([Ma¨rz, 1992]), jedoch ermo¨glichen die Entkopplungen mittels
anderer Projektoren, sowohl Lo¨sbarkeitsaussagen unter schwa¨cheren Glatt-
heitsvoraussetzungen zu treffen, [Ma¨rz and Rodr´ıguez Santiesteban, 1999], als
auch neue Einblicke in das Verhalten numerischer Verfahren fu¨r Index-2-
ADGln zu gewinnen.
3.1.1 Linerare Index-2-Entkopplungen
In diesem Abschnitt wird der lineare Fall von (3.1) betrachtet:
A(t)(Px)′(t) +B(t)x(t) = q(t). t ∈ =. (3.2)
Außerdem wird vorausgesetzt:
Bedingung 3.1.3 Es gibt eine stetig differenzierbare Basis von N1(t).
Was bedeutet diese Bedingung zum Beispiel fu¨r ein Hessenberg-System? In
diesem Fall, siehe Beispiel 2.1.9, ist N1(t) durch
N1(t) =
{(
z1
z2
)
∈ IRm : z1 = −B12(t)z2
}
gegeben. Die Bedingung 3.1.3 fordert dann die Differenzierbarkeit von B12(t).
In der Fachliteratur wird zumeist die Entkopplung mit Hilfe des kanoni-
schen Projektors QS1N1(t) durchgefu¨hrt, [Ma¨rz, 1992], [Ma¨rz, 1989],
[Tischendorf, 1996], [Hanke et al., 1998]. Wie in diesen Arbeiten beno¨tigt
man die Differenzierbarkeit des verwendeten Projektors beziehungsweise Pro-
jektionen dessen. Solch eine Voraussetzung bedeutet, dass außerdem S1(t)
glatt sein muss. Wenn man erneut den Hessenberg-Fall betrachtet, heißt es,
dass B21(t) ebenfalls differenzierbar sein muss.
Die Entkopplungsvariante mit dem kanonischen Projektor hat den Vor-
teil, dass das entkoppelte System etwas einfacher ist. Ein Nachteil ist aller-
dings, dass man Freiheit ”verschenkt”. Um diese Idee etwas zu erla¨utern, soll
die im Index-2-Fall vorhandene IRm-Zerlegung
IRm = N1(t)⊕ S1(t) (3.3)
betrachtet werden. Der kanonische Projektor QS1N1(t) entspricht dieser Zerle-
gung und deswegen spiegelt er die Vera¨nderung dieser beiden Ra¨ume wider.
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Aber wie in diesem Kapitel gezeigt wird, kann man das System mit Pro-
jektoren entkoppeln, die nur an einen der Ra¨ume N1(t) oder S1(t) gebun-
den sind. Diese Trennung der entkoppelnden Projektoren von jeweils einem
der Ra¨ume macht die Prozedur technisch aufwa¨ndiger, aber man wird mit
sta¨rkeren Aussagen belohnt. Konkret wird man in der Lage sein, die nu-
merischen asymptotischen Stabilita¨tsergebnisse von [Hanke et al., 1998] zu
verbessern.
Der Ansatz wird folgendermaßen realisiert: Unter der Bedingung 3.1.3
kann man einen differenzierbaren Projektor QKN1(t) auf N1(t) la¨ngs eines ent-
koppelnden Komplementsraumes K(t) finden. Sei PN1K (t) := I −QKN1(t).
Fu¨r die Entkopplung werden die folgenden Ausdru¨cke eingefu¨hrt:
G−12,KA = G
−1
2,KG1P = G
−1
2,KG2,KP
N1
K P = P
N1
K P,
G−12,KBx = G
−1
2,KBPP
N1
K x+G
−1
2,KBPQ
K
N1
x+G−12,KBQx,
= G−12,KBPP
N1
K x+G
−1
2,KG2,KQ
K
N1
x+G−12,KG1Qx,
= G−12,KBPP
N1
K x+Q
K
N1
x+Qx.
Durch eine Skalierung von (3.2) mit G−12,K(t) folgt dann
PN1K P (Px)
′ +G−12,KBPP
N1
K x+Q
K
N1
x+Qx = G−12,Kq. (3.4)
An dieser Stelle definiert man wie in [Tischendorf, 1996] die Hilfsprojekto-
ren T (t) und U(t) := I − T (t), wobei T (t) auf im (Q(t)QKN1(t)) projiziert.
Man kann die Entkopplungen ohne diese Projektoren durchfu¨hren, jedoch
mu¨ssen, wenn man diese Prozedur fu¨r nicht-lineare Probleme verwendet, re-
striktivere strukturelle Bedingungen vorausgesetzt werden, [Ma¨rz, 1995]. In
[Tischendorf, 1996] wurde mit dem kanonischen Projektor gearbeitet. Es sol-
len hier unter den gleichen Voraussetzungen zwei Verallgemeinerungen davon
vorgestellt werden.
Der Raum im (Q(t)QKN1(t)) ist nichts anderes als N ∩ S(t), unabha¨ngig
von der Wahl von QKN1(t), [Tischendorf, 1996]. Weiterhin sind TQ, UQ, UQ+
PQKN1 und TQP
N1
K auch Projektoren, und man kann die Einheitsmatrix wie
folgt zerlegen:
I = PPN1K + PQ
K
N1
+ UQ+ TQ.
Durch die Multiplikation von (3.4) mit PPN1K , TQP
N1
K und PQ
K
N1
+UQ erha¨lt
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man
PPN1K (Px)
′ + PPN1K G
−1
2,KBPP
N1
K x = PP
N1
K G
−1
2,Kq, (3.5)
−QQKN1(Px)′ + TQPN1K G−12,KBPPN1K x+ TQx = TQPN1K G−12,Kq, (3.6)
(UQ+ PQKN1)G
−1
2,KBPP
N1
K x+ (UQ+ PQ
K
N1
)x = (UQ+ PQKN1)G
−1
2,Kq,(3.7)
was den Grundstein fu¨r die verschiedenen Entkopplungen darstellt. Das Sy-
stem (3.5)-(3.7) ist a¨quivalent zu (3.4), weil die Identita¨t
I = PPN1K + TQP
N1
K + (UQ+Q
K
N1
)(UQ+ PQKN1)
gilt.
Bis jetzt wurde den Ideen von [Tischendorf, 1996] bis auf die Verwendung
eines allgemeinen Projektors QKN1(t), der nur an N1(t) gebunden ist, gefolgt.
Entkopplung mit einem Projektor auf N1(t)
Man berechnet zuna¨chst
PPN1K (Px)
′ = PPN1K (PP
N1
K x+ PQ
K
N1
x)′ = PPN1K (PP
N1
K x)
′ + PPN1K (PQ
K
N1
x)′
= (PPN1K x)
′ − (PPN1K )′PPN1K x− (PPN1K )′PQKN1x,
und definiert u(t) := PPN1K (t)x(t), y(t) := (U(t)Q + PQ
K
N1
(t))x(t) und
w(t) := T (t)Qx(t). Da angenommen wurde, dass der Projektor QKN1(t) stetig
differenzierbar ist, kann (3.5)-(3.7) folgendermaßen transformiert werden:
u′ − (PPN1K )′(u+ Py) + PPN1K G−12,KBu = PPN1K G−12,Kq, (3.8)
−QQKN1(Py)′ + (QQKN1)′u+ TQPN1K G−12,KBu+ w = TQPN1K G−12,Kq, (3.9)
y + (UQ+ PQKN1)G
−1
2,KB1u = (UQ+ PQ
K
N1
)G−12,Kq.(3.10)
Von (3.10) erha¨lt man y, nach Einsetzen von y in (3.8) resultiert eine GDGL
fu¨r u, die unter den Voraussetzungen lo¨sbar ist. Zum Schluss, falls
PQKN1G
−1
2,Kq und PQ
S1
N1
stetig differenzierbar sind, bekommt man w aus (3.9). Vorausgesetzt, dass
die so gerechneten Funktionen u, y und w jeweils zu den Ra¨umen imPP S1
K
,
im (UQ+ PQKN1) und imTQ geho¨ren, kann die Lo¨sung x(t) als
x(t) = u(t) + y(t) + w(t)
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gebildet werden. Aus (3.10), (3.9) geht hervor, dass sowohl y als auch w in
den laut Raumzerlegung geforderten Ra¨umen liegen. Fu¨r u stellt sich die
Frage, ob im (PP S1K ) ein invarianter Raum fu¨r (3.8) ist. Sei u eine Lo¨sung
von (3.8), die an einem Punkt t0 ∈ = die Bedingung u(t0) = PPN1K (t0)u(t0)
erfu¨llt. Man definiert s(t) := (I −PPN1K (t))u(t). Eine Ableitung von s liefert
s′ = −(PPN1K )′u+ (I − PPN1K )u′
= −(PPN1K )′u+ (I − PPN1K )
[
(PPN1K )
′(u+ Py)− PPN1K G−12,KBu+ PPKN1G−12,Kq
]
= −(PPN1K )′u+ (I − PPN1K )(PPN1K )′(u+ Py)
= −(PPN1K )′u+ (PPN1K )′PPN1K u+ (I − PPN1K )(PPN1K )′Py
= −(PPN1K )′(I − PPN1K )u+ (I − PPN1K )(PPN1K )′PQKN1G−12,K(q −Bu)
= −(PPN1K )′s,
also erfu¨llt s die Anfangswertaufgabe
s′(t) = −(PPN1K (t))′s(t), t ∈ =,
s(t0) = 0,
woraus folgt, dass s(t) ≡ 0 ⇒ u(t) ∈ im (PPN1K (t)) fu¨r alle t.
Aus der Entkopplung (3.8)-(3.10) kann man die drei wesentlichen Kom-
ponenten eines Index-2-Systems erkennen: die durch eine inha¨rente Diffe-
rentialgleichung bestimmte, die rein algebraische und jene Komponente, die
eine Differentiation beno¨tigt. Die durch eine Differentiation bestimmte Kom-
ponente stellt einen qualitativen Unterschied zu den Index-1-Problemen dar,
[Griepentrog and Ma¨rz, 1986], und kennzeichnet Index-2-Aufgaben als schlecht
gestellt, wenn nur stetige Sto¨rungen betrachtet werden. Dieser Fakt motivier-
te die Anwendung von Regularisierungsansa¨tzen auf ADGln mit ho¨herem In-
dex, [Hanke, 1991], [Hanke, 1992], [Hanke, 1994],
[O’malley and Kalachev, 1994], [Kalachev and O’malley, 1996],
[Ascher and Lin, 1993].
Bemerkung 3.1.4 Die Entkopplung von [Tischendorf, 1996] ist ein Son-
derfall von (3.8)-(3.10): Wenn QKN1 kanonisch gewa¨hlt wird, verschwindet der
Term PQS1N1G
−1
2,S1
Bu in (3.10) und man erha¨lt die Gleichungen aus
[Tischendorf, 1996].
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Theorem 3.1.5 Man betrachtet die Anfangswertaufgabe
A(t)(Px)′(t) +B(t)x(t) = q(t), t ∈ =0 := [t0,∞) ⊂ =, (3.11)
P (t0)P
N1
K (t0)(x(t0)− x0) = 0, x0 ∈ IRm,
wobei q ∈
{
p ∈ C(=, IRm) : PQKN1G−12,Kp ∈ C1(=, IRm)
}
. Seien N1(t) und S1(t)
stetig differenzierbar.
• Dann ist (3.11) eindeutig lo¨sbar in C1N(=0, IRm).
• Falls die homogene Gleichung betrachtet wird, gilt fu¨r ihre Lo¨sung
x(t) = Psol(t)u(t), (3.12)
mit
Psol(t) :=
(
I − (QQS1N1)′(t)−QPN1S1 (t)G−12S1(t)B(t)
)
PPN1S1 (t).
Psol(t) ist ein Projektor auf den Lo¨sungsraum der homogenen Gleichung
la¨ngs N ⊕N1(t).
Beweis: D a N1(t) und S1(t) stetig differenzierbar sind, kann man C
1-
Projektoren QKN1(t) auf N1(t) la¨ngs einem entkoppelnden Komplementsraum
K(t) und QS1N1(t) wa¨hlen. Fu¨r die Gleichung (3.11) kann man nun die Ent-
kopplung (3.8)-(3.10) realisieren und die AWA fu¨r die u-Komponente, mit
dem Anfangswert u(t0) = PP
N1
K (t0)x
0, ist eindeutig lo¨sbar. Dies beweist die
erste Aussage.
Nun betrachtet man den homogenen Fall (q ≡ 0) und QKN1(t) als den
kanonischen Projektor in (3.8)-(3.10). Aus der Entkopplung ergibt sich
y(t) = −U(t)Q(t)G−12,S1(t)B1(t)u(t),
w(t) = −(QQS1N1)′(t)u(t)− T (t)Q(t)PN1S1 (t)G−12,S1(t)B(t)u(t),
woraus folgt
x(t) = u(t)− U(t)Q(t)G−12,S1(t)B1(t)u(t)− (QQS1N1)′(t)u(t)− T (t)Q(t)PN1S1 (t)
×G−12,S1(t)B(t)u(t)
=
(
I − (QQS1N1)′(t)−Q(t)PN1S1 (t)G−12,S1(t)B(t)
)
P (t)PN1S1 (t)u(t),
= Psol(t)u(t).
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Weiterhin gilt Psol(t)Psol(t) = Psol(t). Außerdem kann man auch
Psol =
(
I − (QQS1N1)′PPN1S1 −QPN1S1 G−12,S1BPPN1S1
)
PPN1S1
schreiben, wobei die Matrix
(
I − (QQS1N1)′PPN1S1 −QPN1S1 G−12,S1BPP1,S1
)
nach
dem Lemma 2.1.5 regula¨r ist, und dadurch
kerPsol(t) = kerPP
N1
S1
(t) = N ⊕N1(t)
gilt.
Bemerkung 3.1.6
1. Fu¨r jeden Punkt x0 ∈ im (Psol(t0)) (und nur fu¨r diese Punkte) existiert
genau eine Trajektorie der homogenen Gleichung, die durch x0 geht.
2. Man nehme wieder den Hessenberg-Index-2-Fall (Beispiel 2.1.9). Der
kanonische Projektor hat hier die Struktur, [Hanke et al., 1998],
QS1N1(t) =
(
H(t) 0
−F (t) 0
)
,
wobei
F := (B21B12)
−1B21 und H := B12F.
Der Projektor Psol ist dann durch
Psol=
(
Ir −H 0
(F ′ − FB11)(Ir −H) 0
)
gegeben, und die nicht-null Zeilen der inha¨renten Differentialgleichung
sind
u′1+H
′u1+(I−H)B11u1 = (I−H)q1−(H ′+(I−H)B11)B12(B21B12)−1q2.
Entkopplung mit einem Projektor la¨ngs S1(t)
In [Ma¨rz and Rodr´ıguez Santiesteban, 1999] wurde diese Art von Entkopp-
lung eingefu¨hrt, aber hier wird die Vorgehensweise etwas gea¨ndert. Man wa¨hlt
QKN1(t) in (3.5)-(3.7) als den kanonischen Projektor und betrachtet außerdem
einen Projektor QS1∗ (t), der la¨ngs S1(t) projiziert. In
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[Ma¨rz and Rodr´ıguez Santiesteban, 1999] wurde mit einer besonderen Wahl
dieses Projektors gearbeitet, na¨mlich mit dem Orthoprojektor QS1
S⊥1
(t) la¨ngs
S1(t).
Weiterhin wird der Komplementsprojektor P ∗S1(t) := I −QS1∗ (t) definiert.
Man sammelt einige nu¨tzliche Eigenschaften der eingefu¨hrten Projektoren.
QS1N1(t)Q
S1∗ (t) = Q
S1
N1
(t) , QS1∗ (t)Q
S1
N1
(t) = QS1∗ (t),
PN1S1 (t)P
∗
S1
(t) = P ∗S1(t) , P
∗
S1
(t)PN1S1 (t) = P
N1
S1
(t),
QS1∗ (t)P
N1
S1
(t) = 0 , QS1N1(t)P
∗
S1
(t) = 0.
Lemma 3.1.7 Es gelten die folgenden Aussagen:
1. S1(t) = {z ∈ IRm : W1(t)B(t)z = 0} und folglich kerW1B = kerQS1∗ =
S1,
2. imW1B = imW1.
Beweis: P er Definition von S1(t) hat man
S1(t) = {z ∈ IRm : B1z ∈ imG1(t)} .
Da W1(t) la¨ngs imG1(t) projiziert, folgt daraus die erste Aussage.
Offensichtlich ist imW1B ⊂ imW1. Die andere Inklusion folgt aus der
Gleichung
dim(imW1) = m− dimS1 = dim(imW1B).
In dieser Art der Entkopplung gilt die IRm-Zerlegung
I = PP ∗S1 + PQ
S1∗ + UQ+ TQ,
x = PP ∗S1x+ PQ
S1∗ x+ UQx+ TQx,
x = z + (PQS1∗ + UQ)y + w,
wobei z := PP ∗S1x, y := (UQ + PQ
S1
N1
)x und w := TQx. In dieser Entkopp-
lungsart wird, wie in dem ersten Fall, von (3.5)- (3.7) ausgegangen. Wenn
der Projektor QS1∗ (t) stetig differenzierbar gewa¨hlt werden kann (also S1(t)
besitzt eine C1-Basis), transformiert man die Terme
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PPN1S1 (Px)
′ = PPN1S1 P (Px)
′ = PPN1S1 (PP
∗
S1
+ PQS1∗ (Px)
′
= PPN1S1 PP
∗
S1
(Px)′ + PPN1S1 Q
S1∗ (Px)
′
= PP ∗S1(Px)
′ + PPN1S1 Q
S1∗ (Px)
′
= (PP ∗S1x)
′ − (PP ∗S1)′Px+ PPN1S1 (PQS1∗ x)′ − PPN1S1 QS1,∗ Px,
QQS1N1(Px)
′ = QQS1N1Q
S1∗ (Px)
′ = QQS1N1(PQ
S1∗ x)
′ −QQS1N1QS1,∗ (Px),
und analog zu (3.8)-(3.10) erha¨lt man
z′ − ((PP ∗S1)′ + PPN1S1 QS1′∗ )(z +QS1∗ y) (3.13)
−PPN1S1 G−12 BPPN1S1 (z +QS1∗ y) + PPN1S1 (PQS1∗ y)′ = PPN1S1 G−12 q,
(QQS1N1Q
S1′∗ + TQP
N1
S1
G−12 BPP
N1
S1
)(z + PQS1∗ y) (3.14)
+w −QQS1N1(PQS1∗ y)′ = TQPN1S1 G−12 q,
(I + UQG−12,S1BPP
N1
S1
QS1∗ )y + UQG
−1
2 BPP
N1
S1
z = (UQ+ PQS1N1)G
−1
2 q.(3.15)
Die Koeffizientenmatrix von y in (3.15) ist nach dem Lemma 2.1.5 regula¨r
und ihre Inverse ist
I − UQG−12 BPPN1S1 QS1∗ .
Demzufolge, falls PQS1∗ y = PQ
S1∗ G
−1
2 q stetig differenzierbar ist, darf man
diesen Ausdruck in (3.13) und (3.14) einsetzen und man wird, wenn auch die
resultierenden Funktionen wieder zu den entsprechenden Ra¨umen geho¨ren,
die Lo¨sung von (3.2) bilden ko¨nnen.
Proposition 3.1.8 PQS1∗ G
−1
2 q = PQ
S1∗ (W1B)
+W1q.
Beweis: F u¨r den Orthoprojektor QS1
S⊥1
gilt
QS1
S⊥1
G−12 = (W1B)
+W1BG
−1
2 = (W1B)
+W1BPQ
S1
N1
G−12
= (W1B)
+W1G2PQ
S1
N1
G−12 BPQ
S1
N1
G−12
= (W1B)
+W1G2PQ
S1
N1
G−12 = (W1B)
+W1,
dann hat man fu¨r einen beliebigen Projektor QS1∗
PQS1∗ G
−1
2 q = PQ
S1∗ Q
S1
S⊥1
G−12 q = PQ
S1∗ (W1B)
+W1q.
Lemma 3.1.9 Der Unterraum PS1(t) = im (PP
∗
S1
(t)) ist ein invarianter
Raum fu¨r die inha¨rente Differentialgleichung (3.13).
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Beweis: S ei s(t) := (I−PP ∗S1(t))z(t) und z(t0) ∈ im (PP ∗S1(t0)). Wenn man
(3.13) mit I − PP ∗S1 multipliziert, bekommt man ((I − PP ∗S1)PPN1S1 = 0)
(I − PP ∗S1)z′ − (I − PP ∗S1)(PP ∗S1)′(z +QS1∗ y) = 0,
s′ + (PP ∗S1)
′z − (I − PP ∗S1)(PP ∗S1)′z − (I − PP ∗S1)(PP ∗S1)′QS1∗ y = 0,
s′ + PP ∗S1(PP
∗
S1
)′z = 0,
s′ + (PP ∗S1)
′z − (PP ∗S1)′PP ∗S1z = 0,
s′ + (PP ∗S1)
′s = 0,
und da s(t0) = 0, folgt daraus s(t) ≡ 0.
Theorem 3.1.10 Fu¨r die Anfangswertaufgabe
A(t)(Px)′(t) +B(t)x(t) = q(t), t ∈ =0 := [t0,∞) ⊂ =, (3.16)
PP ∗S1(t0)(x(t0)− x0) = 0, x0 ∈ IRm,
mit S1(t) stetig differenzierbar und q ∈
{
p ∈ C(=, IRm) : PQS1∗ G−12 p ∈ C1(=, IRm)
}
,
existiert genau eine C1N(=0, IRm)-Lo¨sung. Fu¨r die homogene AWA gilt der
Ausdruck
x(t) = P sol(t)z(t),
mit
P sol(t) := (I −QQS1N1(t)QS1,∗ (t)−QPN1S1 (t)G−12 (t)B(t))PP ∗S1(t).
P sol ist ein Projektor auf den Lo¨sungsraum der homogenen Gleichung.
Beweis: D er Beweis unterscheidet sich unwesentlich von jenem zu Theorem
3.1.5. Da S1(t) stetig differenzierbar ist, gibt es einen C
1-Projektor la¨ngs
S1(t). Außerdem ist PQ
S1∗ G
−1
2 q stetig differenzierbar. Demzufolge ko¨nnen
die Gleichungen (3.13)-(3.15) aufgestellt und nacheinander gelo¨st werden. Die
Anfangsbedingung in (3.16) entspricht einer Bedingung fu¨r z(t0) in im (PP
∗
S1
(t0)).
Schließlich bildet man die Lo¨sung von (3.2) als
x(t) = z(t) + (PQS1∗ + UQ)(t)y(t) + w(t).
Fu¨r den Fall q(t) ≡ 0 wird darauf aufmerksam gemacht, dass
y = −UQPN1S1 G−12 Bz und QS1∗ y = 0.
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Die Lo¨sung ist dann
x(t) = z(t) + (PQS1∗ (t) + U(t)Q)y + w(t),
= z(t)− U(t)QPN1S1 (t)G−12 (t)B(t)z(t)− T (t)QPN1S1 (t)G−12 (t)B(t)z(t)
−QQS1N1(t)QS1′∗ (t)z(t),
=
(
I −QQS1N1(t)QS1′∗ (t)−QPN1S1 (t)G−12 (t)B(t)
)
PP ∗S1(t)z(t),
= P sol(t)z(t).
Es ist leicht zu u¨berpru¨fen, dass P sol ein Projektor ist. Weiterhin folgt aus
der Regularita¨t von(
I −QQS1N1(t)QS1′∗ (t)PP ∗S1(t)−QPN1S1 (t)G−12 (t)B(t)PP ∗S1(t)
)
,
dass ker(P sol) = ker(PP
∗
S1
).
Bemerkung 3.1.11
1. Falls der kanonische Projektor QS1N1 differenzierbar ist, gelten zwischen
den Projektoren P sol und Psol die Beziehungen
Psol(t) = P sol(t)PP
N1
S1
(t) , P sol(t) = Psol(t)PP
∗
S1
(t).
2. Die Voraussetzungen dieses Theorems sind etwas schwa¨cher als jene in
Theorem 3.1.5. Die Glattheit von N1(t) war nicht no¨tig und es gilt
PQS1∗ G
−1
2 q = PQ
S1∗ PQ
S1
N1
G−12 q.
3. Die gleiche Aussage von Theorem 3.1.10 ist auch unter den Vorausset-
zungen, dassW1B undW1q stetig differenzierbar sind, gu¨ltig. Der Leser
wird auf die Proposition 3.1.8 verwiesen. Das entspricht der analogen
Aussage aus [Ma¨rz and Rodr´ıguez Santiesteban, 1999].
4. Im Hessenberg-Fall kann man einen wesentlichen Unterschied zwischen
den Theoremen 3.1.5 und 3.1.10 gut erkennen. Hier sind die Ra¨ume
N1(t) und S1(t) durch
N1(t) =
{(
z1
z2
)
z ∈ IRm : z1 = −B12(t)z2
}
,
S1(t) =
{(
z1
z2
)
z ∈ IRm : B21(t)z1 = 0
}
,
gegeben. Das Theorem 3.1.5 verlangt, dass sowohl B12 als auch B21
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differenzierbar sein mu¨ssen, wa¨hrend fu¨r das Theorem 3.1.10 nur Dif-
ferenzierbarkeit von B21 no¨tig ist.
3.1.2 Lokale Entkopplung quasilinearer Index-2-ADGln
Die kommende Analyse folgt den Techniken aus [Tischendorf, 1996]. Sie be-
ruht auf dem Ansatz der Quasilinearisierung und gilt nur in einer Umgebung
einer vorgegebenen Lo¨sungstrajektorie. Hier wird diese Prozedur erweitert,
indem man statt einer Entkopplung mit dem kanonischen Projektor QS1N1 die
zwei Varianten aus dem Abschnitt 3.1.1 einsetzt.
Man betrachtet die ADGl
A(t)(Px)′(t) + b(x(t), t) = 0, t ∈ =, (3.17)
wobei A, b zweimal stetig differenzierbar in D × = sind und D eine offene
Menge in IRm ist. Sei außerdem (3.17) la¨ngs einer isolierten C1N -Lo¨sung x∗(t)
tractable mit Index-2.
Alle relevanten Matrizen und Projektoren von Abschnitt 3.1.1 ko¨nnen fu¨r
(3.17) als Funktion von (x, t) definiert werden. Sie werden in der Lo¨sung x∗(t)
ausgewertet und als nur eine Funktion von t bezeichnet, zum Beispiel
B(t) := B(x∗(t), t) = bx(x∗(t), t).
Es wird vorausgesetzt, dass es einen differenzierbaren Projektor QKN1(t) auf
N1(x∗(t), t) gibt, und sei bˆ(x, t) := (U(t)Q+ PQKN1(t))G
−1
2,K(t)b(x, t).
Man betrachtet fu¨r (3.17) die AWA
A(t)(Px)′(t) + b(x(t), t) = 0, t ∈ =0 (3.18)
Pr(t0)(x(t0)− x0) = 0,
wobei Pr(t) einer der Projektoren PPN1K (t) und PP
∗
S1
(t) sein kann.
Die AWA (3.18) kann wie folgt umgeschrieben werden:
A(t)(Px)′(t) +B(t)x(t) + hˆ(x(t), t)− r∗(t) = 0, (3.19)
Pr(t0)(x(t0)− x0) = 0,
mit
B(t) := b′x(x∗(t), t),
hˆ(x, t) := b(x, t)− b(x∗(t), t)−B(t)(x− x∗(t)),
r∗(t) := A(t)(Px∗)′(t) +B(t)x∗(t).
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Durch die Umformulierung (3.19) sollen die linearen Techniken des Abschnitts
3.1.1 angewendet werden. Ab hier wird oft das Argument t ausgesetzt, um
die Formel zu vereinfachen. Es wird unterstrichen, dass der Term hˆ(x, t) in
einer Lo¨sungsumgebung sehr klein ist. Zusa¨tzlich gilt
hˆ(x∗(t), t) = 0,
hˆ′x(x∗(t), t) = 0, ∀t ∈ =0
hˆ′t(x∗(t), t) = 0.
Ebenso wie bei den linearen Aufgaben wird (3.19) mit G−12,K(t) skaliert
und man erha¨lt
PN1K P (Px)
′ +G−12,KBPP
N1
K x+Q
K
N1
x+Qx+G−12,K hˆ(x, ·) = G−12,Kr∗.
Als Na¨chstes wird diese Gleichung in die Komponenten PPN1K , TQP
N1
K und
UQ+ PQKN1 zerlegt
PPN1K (Px)
′ + PPN1K G
−1
2,KBPP
N1
K x (3.20)
+PPN1K G
−1
2,K hˆ(x, ·) = PPN1K G−12,Kr∗,
−QQKN1(Px)′ + TQPN1K G−12,KBPPN1K x+ TQx (3.21)
+TQPN1K G
−1
2,K hˆ(x, ·) = TQPN1K G−12,Kr∗,
(UQ+ PQKN1)G
−1
2,KBPP
N1
K x+ (UQ+ PQ
K
N1
)x (3.22)
+(UQ+ PQKN1)G
−1
2,K hˆ(x, ·) = (UQ+ PQKN1)G−12,Kr∗.
Dieses System ist analog zu (3.5)-(3.7) in dem quasilinearen Fall. Natu¨rlich
wird jetzt die Entkopplung technisch komplizierter und nur lokal unter struk-
turellen Voraussetzungen mo¨glich sein.
Lokale Entkopplung mit einem Projektor auf N1(t)
Wie im linearen Fall fu¨hrt man die Variablen u := PPN1K x, y := (UQ +
PQKN1)x und w := TQx ein. Falls der Projektor Q
K
N1
stetig differenzierbar
ist, kann das System (3.20)-(3.22) folgendermaßen geschrieben werden
u′ + PPN1K G
−1
2,KBu+ PP
N1
K G
−1
2,K hˆ(u+ y + w, ·) (3.23)
−(PPN1K )′(u+ Py) = PPN1K G−12,Kr∗,
−QQKN1(Py)′ + (QQKN1)′u+ TQPN1K G−12,KBu+ w (3.24)
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+TQPN1K G
−1
2,K hˆ(u+ y + w, ·) = TQPN1K G−12,Kr∗,
y + (UQ+ PQKN1)G
−1
2,K hˆ(u+ y + w, ·) (3.25)
+(UQ+ PQKN1)G
−1
2,KBu = (UQ+ PQ
K
N1
)G−12,Kr∗.
Dieses System stellt wegen der nicht-linearen Terme noch keine Entkopplung
dar. Es wird
F (u, y, w, ·) := y + (UQ+ PQKN1)G−12,K(hˆ(u+ y + w, ·)− r∗)
+(UQ+ PQKN1)G
−1
2,KBu
= y − y∗ + (UQ+ PQKN1)G−12,KB(u− u∗)
+(UQ+ PQKN1)G
−1
2,K hˆ(u+ y + w, ·)
definiert und fu¨r F gilt
F (u∗(t), y∗(t), w∗(t), t) = 0,
F ′y(u∗(t), y∗(t), w∗(t), t) = I,
F ′u(u∗(t), y∗(t), w∗(t), t) = (U(t)Q+ PQ
K
N1
(t))G−12,K(t)B(t),
F ′t(u∗(t), y∗(t), w∗(t), t) = −y′∗(t)− (U(t)Q+ PQKN1(t))G−12,K(t)B(t)u′∗(t),
fu¨r alle t ∈ =0. Des Weiteren gilt:
F ′y(u, y, w, t) = I + Hˆ(u, y, w, t),
F ′w(u, y, w, t) = Hˆ(u, y, w, t)T (t)Q,
wobei die Funktion Hˆ wie folgt definiert ist:
Hˆ(u, y, w, t) := (U(t)Q+ PQKN1(t))G
−1
2,K(t)hˆ
′
x(u+ y + w, t)
= gˆ′x(u+ y + w, t)− gˆ′x(x∗(t), t).
Nun gibt es nach dem Theorem u¨ber die impliziten Funktionen fu¨r alle t ∈ =0
in einer Umgebung des Punktes (u∗(t), y∗(t), w∗(t)) eine stetig differenzier-
bare Funktion
f : Uρ1(t)(u∗(t), w∗(t)) → IRm,
Uρ1(t)(u∗(t), w∗(t)) := {(u,w) : ‖(u− u∗(t)‖+ ‖w − w∗(t)‖ < ρ1(t)} ,
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so dass
F (u, f(u,w, t), w, t) = 0,
f(u∗(t), w∗(t), t) = y∗(t),
fu¨r (u,w) in der Umgebung Uρ1(t)(u∗(t), w∗(t)).
Bedingung 3.1.12 Der Radius der Umgebung ρ1(t) kann gleichma¨ßig in t
genommen werden.
Diese Annahme wird ebenfalls fu¨r jede Anwendung des Theorems u¨ber die
impliziten Funktionen in diesem Kapitel vorausgesetzt.
Als Na¨chstes soll f als y in (3.24) eingesetzt und diese Gleichung nach
w gelo¨st werden. Da in dieser Gleichung die Ableitung von y vorkommt,
muss man im Allgemeinen die Differenzierbarkeit von w(·) verlangen. Dieser
Fakt widerspricht grundsa¨tzlich die Struktur der Gleichung (3.9), wo nur
die Ableitung von Py vorkommt. Um diesen Konflikt auszuschließen, wird
eine strukturelle Voraussetzung wie in [Tischendorf, 1996] getroffen. Diese
Bedingung ist nichts anderes als (2.22), was in diesem Abschnitt vollsta¨ndig
beleuchtet wird. Wenn die Bedingung (2.22) erfu¨llt ist, wird man die Index-
2-Entkopplung lokal in einer Umgebung der Lo¨sung x∗ durchfu¨hren ko¨nnen.
Die Bedingung ist, dass
QKN1(t)(I + bˆ
′
x(x, t)− bˆ′x(x∗(t), t))−1T (t)Q = 0, (3.26)
fu¨r alle t ∈ =0 und x in einer Umgebung von x∗. Man beachte, dass (3.26)
auch als
QKN1(t)(I + Hˆ(u, y, w, t))
−1T (t)Q = 0
geschrieben werden kann.
Vorausgesetzt, dass (3.26) gilt, erfu¨llt die Funktion f die folgenden Ei-
genschaften:
f(u,w, t) = (U(t)Q+ PQKN1(t))f(u,w, t),
(Pf)′w(u,w, t) = 0.
Die erste Gleichung ist aus der Definition von F einfach nachzuvollziehen.
Fu¨r die zweite geht man folgendermaßen vor:
(Pfw)
′(u,w, t) = (PQKN1f
′
w)(u,w, t)
= −(PQKN1)(t)(I + Hˆ(u, y, w, t))−1Hˆ(u, y, w, t)T (t)Q
= −(PQKN1)(t)
[
I − (I + Hˆ(u, y, w, t))−1
]
T (t)Q
= (PQKN1)(t)(I + Hˆ(u, y, w, t))
−1T (t)Q = 0.
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Weiterhin erfu¨llt f
QQKN1(t)f
′
t(u∗(t), w∗(t), t) = QQ
K
N1
(t)y′∗(t) +QQ
K
N1
(t)G−12,K(t)B(t)u
′
∗(t),
fu¨r alle t ∈ =0.
Aus den letzten Berechnungen ergibt sich, dass in einer Umgebung der
Lo¨sung die Funktion Py = Pf(u,w, t) unabha¨ngig von w ist. Um diese Tat-
sache deutlich zu machen, wird Pf(u, 0, t) geschrieben. Man fu¨hrt jetzt die
Notation
yp(u, t) := Py
ein, wobei yp() wie f in Uρ1(u∗, w∗) definiert ist.
Daraufhin setzt man y = f(u,w, t) und yˆp(u, u
′, t) := y′p(u, t) in (3.23),
(3.24) ein, und man erha¨lt
u′ + PPN1K G
−1
2,KBu+ PP
N1
K G
−1
2,K hˆ(u+ f(u,w, ·) + w, ·) (3.27)
−(PPN1K )′(u+ Pf(u, 0, ·)) = PPN1K G−12,Kr∗,
(QQKN1)
′u+ w + TQPN1K G
−1
2,K(Bu+ hˆ(u+ f(u,w, ·) + w, ·)) (3.28)
−QQKN1 yˆp = TQPN1K G−12,Kr∗.
Es wird die Funktion
G(u, yˆp, w, ·) := (QQKN1)′u+w+TQPN1K G−12,K(Bu+hˆ(u+f(u,w, ·)+w, ·)−r∗)−QQKN1 yˆp
definiert, und fu¨r diese Funktion G gilt
G(u∗(t), (Py∗)′(t), w∗(t), t) = 0, G′w(u∗(t), w∗(t), t) = I.
Nun kann man erneut das Theorem u¨ber die impliziten Funktionen anwen-
den, wonach eine Umgebung
Uρ2(u∗, (Py∗)
′) := {(u, yˆp, t) : ‖u− u∗(t)‖ < ρ2, yˆp ∈ IRm, t ∈ =0}
und eine Funktion
g : Uρ2(u∗, (Py∗)
′) → IRm,
mit
G(u, yˆp, g(u, yˆp, ·), ·) = 0, w∗(t) = g(u∗(t), (Py∗)′(t), t)
existieren. Fu¨r die Funktion g gilt außerdem
g(u, yˆp, t) = T (t)Qg(u, yˆp, t),
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fu¨r alle (u, yˆp, t) ∈ Uρ2(u∗, (Py∗)′), wie aus der Definition von G(·) hervorgeht.
Schließlich setzt man w = g(u, yˆp, ·) in (3.27) ein, und es ergibt sich
u′ + PPN1K G
−1
2,KBu− (PPN1K )′(u+ yp(u, ·)) (3.29)
+PPN1K G
−1
2,K hˆ(u+ f(u, g(u, yˆp(u, u
′, ·), ·), ·) + g(u, yˆp(u, u′, ·), ·), ·) = PPN1K G−12,Kr∗.
Die Gleichung (3.29) stellt lokal eine implizite Differentialgleichung fu¨r die
u-Komponente der Lo¨sung von (3.18) dar. Außerdem soll an dieser Stelle
betont werden, dass yˆp eine Funktion von (u, u
′, t) ist,
yˆp = (Py)
′ = (Pf(u, 0, t))′ = P ′f(u, 0, t) + Pfu(u, 0, t)u′ + Pft(u, 0, t).
Die Jacobi-Matrix von (3.29) nach u′ ist
J := I +
[
PPN1K G
−1
2,K hˆx(I + fw)
]
(gyˆpPfu),
und la¨ngs der Trajektorie (u∗(t), u′∗(t), t) gilt
J(u∗(t), u′∗(t), t) = I.
Hier wird analog zu dem Theorem u¨ber die impliziten Funktionen angenom-
men, dass die Gleichung (3.29) zumindest in einer t-gleichma¨ßigen Umgebung
Uρ3(u∗) := {u : ‖u− u∗(t)‖ , t ∈ =0}
eine implizite GDGl fu¨r u und keine ADGl darstellt. Im Endeffekt ist die
durchgefu¨hrte Entkopplung mindestens in einer Umgebung der Lo¨sung gu¨ltig,
die die Erfu¨llung der Bedingungen fu¨r Uρ1 , Uρ2 und Uρ3 garantiert.
Hier ist, ebenso wie in dem linearen Fall, im (PPN1K ) ein invarianter Unter-
raum fu¨r (3.29). Wenn man (3.29) mit (I−PPN1K (t)) multipliziert, bekommt
man
(I − PPN1K )u′ − (I − PPN1K )(PPN1K )′(u+ Pf(u, g(u, yˆp, ·), ·)) = 0,
(I − PPN1K )u′ − (I − PPN1K )(PPN1K )′u = 0,[
(I − PPN1K )u
]′
+ (PPN1K )
′u− (PPN1K )′PPN1K u = 0,[
(I − PPN1K )u
]′
+ (PPN1K )
′(I − PPN1K )u = 0.
Sei s := (I − PPN1K )u, dann hat man fu¨r s die folgende AWA:
s′ + (PPN1K )
′s = 0, t ∈ =0,
s(t0) = 0,
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und das bedeutet s(t) ≡ 0, also u(t) ∈ imPPN1K (t) fu¨r alle t ∈ =0.
So ist man zu einer nicht-linearen Entkopplung von (3.17) gelangt. Die
u-Komponente ist durch (3.29) gegeben und die restlichen durch
Py(t) = Pf(u(t), 0, t), (3.30)
w(t) = g(u(t), (Py)′(t), t), (3.31)
Qy(t) = Qf(u(t), w(t), t). (3.32)
Lokale Entkopplung mit einem Projektor la¨ngs S1
In diesem Fall, wie bei den linearen Problemen, wa¨hlt man QKN1 in (3.20)-
(3.22) als den kanonischen Projektor QS1N1 . Es werden die Projektoren P
∗
S1
,
QS1∗ la¨ngs der Lo¨sung definiert und
z(t) := PP ∗S1(t)x(t),
y(t) := (UQ+ PQS1N1)(t)x(t),
w(t) := T (t)Qx(t).
Fu¨r die Lo¨sung gilt dann der Ausdruck
x(t) = z(t) + (UQ+ PQS1∗ )(t)y(t) + w(t).
Es ist in diesem Fall, analog zu dem vorhergehenden Abschnitt, eine struk-
turelle Bedingung anzunehmen. Bei dieser Art der Entkopplung sieht die
Bedingung etwas komplizierter als (3.26) aus. Nichtsdestotrotz sind beide
a¨quivalent. (Fu¨r den Beweis und die Bedeutung der strukturellen Bedingung
siehe Abschnitt 3.1.2).
Es wird vorausgesetzt, dass
QS1N1(t)(I+(UQG
−1
2 BPP
N1
S1
QS1∗ )(t)+Hˆ(x, t)(PQ
S1∗ +UQ)(t))
−1Hˆ(x, t)T (t)Q = 0,
(3.33)
in einer Umgebung der Lo¨sung erfu¨llt ist.
Das System (3.20)-(3.22) kann nun folgendermaßen transformiert werden:
z′ − ((PP ∗S1)′ + PPN1S1 QS1′∗ − PPN1S1 G−12 BPPN1S1 )(z +QS1∗ y) (3.34)
+PPN1S1 (PQ
S1∗ y)
′ + PPN1S1 G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )y + w, ·) = PPN1S1 G−12 r∗,
w + (QQS1N1Q
S1′∗ + TQP
N1
S1
G−12 BPP
N1
S1
)(z + PQS1∗ y) (3.35)
−QQS1N1(PQS1∗ y)′ + TQPN1S1 G−12 hˆ(z + (UQ+ PQS1∗ )y + w, ·) = TQPN1S1 G−12 r∗,
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(I + UQG−12 BPP
N1
S1
QS1∗ )y + UQG
−1
2 BPP
N1
S1
z (3.36)
+(UQ+ PQS1N1)G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )y + w, ·) = (UQ+ PQS1N1)G−12 r∗.
Als Na¨chstes wird die Funktion
F (z, y, w, ·) := (I + UQG−12 BPPN1S1 QS1∗ )y + UQG−12 BPPN1S1 z
+(UQ+ PQS1N1)G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )y + TQw, ·)
−(UQ+ PQS1N1)G−12 r∗,
= (I + UQG−12 BPP
N1
S1
QS1∗ )(y − y∗) + UQG−12 BPPN1S1 (z − z∗)
+(UQ+ PQS1N1)G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )y + TQw, ·)
definiert. Diese Funktion erfu¨llt die Gleichungen
F (z∗(t), y∗(t), w∗(t), t) = 0,
F ′y(z∗(t), y∗(t), w∗(t), t) = I + UQG
−1
2 BPP
N1
S1
QS1∗ ,
wobei die Matrix I + UQG−12 BPP
N1
S1
QS1∗ nach dem Lemma 2.1.5 fu¨r alle
t ∈ =0 regula¨r ist.
Man bekommt durch das Theorem u¨ber die impliziten Funktionen (und
unter der Bedingung 3.1.12), in einer Umgebung der Lo¨sung, eine Applikation
f : Uρ1(z∗, w∗) → IRm,
mit
Uρ1(z∗, w∗) := {(z, w, t) : ‖z − z∗(t)‖+ ‖w − w∗(t)‖ < ρ1, t ∈ =0} .
Die implizit gegebene Funktion f erfu¨llt in dieser Umgebung
F (z, f(z, w, t), w, t) = 0,
f(z∗(t), w∗(t), t) = y∗(t),
fu¨r alle (z, w, t) ∈ Uρ1(z∗, w∗).
Weiterhin gilt fu¨r F
Fy(z, y, w, ·) = I + UQG−12 BPPN1S1 QS1∗ + Hˆ(z + (PQS1∗ + UQ)y + TQw, ·)
×(PQS1∗ + UQ),
Fw(z, y, w, ·) = Hˆ(z + (PQS1∗ + UQ)y + TQw, ·)TQ,
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und dadurch ist PQS1∗ y = PQ
S1∗ f(z, w, t) unter der Bedingung (3.33) un-
abha¨ngig von w,
(PQS1∗ y)w = −PQS1∗ QS1N1(I+UQG−12 BPPN1S1 QS1∗ +Hˆ(PQS1∗ +UQ))−1HˆTQ = 0.
Man setzt y = f(z, w, t), yv(z, t) := (PQ
S1∗ f)(z, 0, t) und yˆv(z, z
′, t) :=
y′v(z, z
′, t) in das System (3.37), (3.38) ein, und es folgt
z′ − ((PP ∗S1)′ + PPN1S1 QS1′∗ − PPN1S1 G−12 BPPN1S1 )(z + yv(z, ·)) (3.37)
+PPN1S1 yˆv(z, z
′, t) + PPN1S1 G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )f(z, w, ·) + w, ·) = PPN1S1 G−12 r∗,
w + (QQS1N1Q
S1′∗ + TQP
N1
S1
G−12 BPP
N1
S1
)(z + yv(z, ·)) (3.38)
−QQS1N1 yˆv(z, z′, t) + TQPN1S1 G−12 hˆ(z + (UQ+ PQS1∗ )f(z, w, ·) + w, ·) = TQPN1S1 G−12 r∗.
Jetzt wird die Funktion
G(z, w, yˆv, ·) := −QQS1N1 yˆv + (QQS1N1QS1′∗ + TQPN1S1 G−12 BPPN1S1 )(z + yv(z, ·)) + w
+TQPN1S1 G
−1
2 hˆ(z + (UQ+ PQ
S1∗ )f(z, w, ·) + w, ·)− TQPN1S1 G−12 r∗,
= w − w∗ +QQS1N1QS1′∗ (z − z∗ + yv(z, ·)− PQS1∗ y∗)
+TQPN1S1 G
−1
2 BPP
N1
S1
(z − z∗ + yv(z, ·)− PQS1∗ y∗)
−QQS1N1(yˆv − (PQS1∗ y∗)′) + TQPN1S1 G−12
×hˆ(z + (UQ+ PQS1∗ )f(z, w, ·) + w, ·)
definiert und es gilt
G(z∗(t), w∗(t), (PQS1∗ y∗)
′(t), t) = 0,
Gw(z∗(t), w∗(t), (PQS1∗ y∗)
′(t), t) = I.
Es wird erneut das Theorem u¨ber die impliziten Funktionen benutzt und
es folgt, dass eine Funktion g existiert
g : Uρ2(z∗, (PQ
S1∗ y∗)
′) → IRm,
wobei
Uρ2(z∗, (PQ
S1∗ y∗)
′) := {(z, yˆv, t) : ‖u− u∗(t)‖ < ρ2, yˆv ∈ IRm, t ∈ =0} ,
die
G(z, g(z, yˆv, t), yˆv, t) = 0,
g(z∗(t), (PQS1∗ y∗)
′(t), t) = w∗(t),
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in Uρ2(z∗, (PQ
S1∗ y∗)
′) erfu¨llt.
Nun setzt man w = g(z, yˆv(z, z
′, t), t) in (3.39) ein und erha¨lt
z′ − ((PP ∗S1)′ + PPN1S1 QS1′∗ − PPN1S1 G−12 BPPN1S1 )(z + yv(z, ·)) (3.39)
+PPN1S1 yˆv(z, z
′, ·) + PPN1S1 G−12 hˆ(z + (UQ+ PQS1∗ )
×f(z, g(z, yˆv(z, z′, ·), ·), ·) + g(z, yˆv(z, z′, ·), ·), ·) = PPN1S1 G−12 r∗.
Die Gleichung (3.39) ist eine implizite Differentialgleichung fu¨r z, die in
einer Umgebung der Form
Uρ3(z∗) := {z ∈ IRm : ‖z − z∗(t)‖ < ρ3, t ∈ =0}
eine GDGl ist (unter der t-Gleichma¨ßigkeitsvoraussetzung), weil die Jacobi-
Matrix nach der Variablen z′ la¨ngs der Lo¨sung die Einheitsmatrix ist:
J(z, t) = I + PPN1S1 Q
S1∗ fz + PP
N1
S1
G−12 hˆx(UQfw + I)gyˆvfz,
= I − PPN1S1 (QS1∗ +G−12 hˆx(UQfw + I)gyˆv)F−1y Fz,
J(z∗(t), t) = I − PPN1S1 QS1∗ (I − UQG−12 BPPN1S1 QS1∗ )UQG−12 BPPN1S1 ,
= I.
Diese GDGl besitzt außerdem den invarianten Raum imPP ∗S1 = PS1 aus
einem a¨hnlichen Argument wie in der Entkopplung la¨ngs N1.
Um die lokale Entkopplung in diesem Fall zusammenzufassen, stellt man
alle Gleichungen zusammen:
z′ − ((PP ∗S1)′ + PPN1S1 QS1′∗ − PPN1S1 G−12 BPPN1S1 )(z + yv(z, ·))
+PPN1S1 yˆv(z, z
′, ·) + PPN1S1 G−12 hˆ(z + (UQ+ PQS1∗ )
×f(z, g(z, yˆv(z, z′, ·), ·), ·) + g(z, yˆv(z, z′, ·), ·), ·) = PPN1S1 G−12 r∗,
yv = (PQ
S1∗ f)(z, 0, ·),
yˆv = (PQ
S1∗ f)
′(z, z′, 0, ·),
w = g(z, yˆv, ·),
y = f(z, w, ·).
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Bedeutung der Strukturbedingungen
Bei der Entkopplung im Abschnitt 3.1.2 wurde angenommen, dass die Be-
dingung
QKN1(t)(I + bˆ
′
x(x, t)− bˆ′x(x∗(t), t))−1T (t)Q = 0
in einer Umgebung der Trajektorie (x∗(t), t) erfu¨llt ist. Diese Annahme unter-
scheidet sich von der in [Tischendorf, 1996] nur dadurch, dass der Projektor
QKN1 nicht der kanonische sein muss. Jedoch kann man zeigen, dass die Be-
dingung (3.26) unabha¨ngig von der Wahl des Projektors QKN1 ist und folglich
beide Bedingungen gleichbedeutend sind. In der Tat kann die Strukturbedin-
gung ebenso geschrieben werden:
QKN1(I + Hˆ(x, t))
−1T (t)Q = 0,
und wenn QKN1 , Q
Ka
N1
zwei Projektoren auf N1 und Hˆ, Hˆa mit dem entspre-
chenden Projektor gerechnet sind, dann gilt
Hˆ = (UQ+ PQKN1)G
−1
2,K hˆx = (UQ+ PQ
Ka
N1
)G−12,K hˆx + PQ
K
N1
PN1KaG
−1
2,K hˆx,
und weil die Beziehung zwischen den Matrizen G2,K und G2,Ka durch
G2,K = G2,Ka(I +Q
K
N1
PN1Ka ),
G−12,K = (I −QKN1PN1Ka )G−12,Ka ,
gegeben ist, bekommt man
Hˆ = Hˆa − (UQ+ PQKaN1 )QKN1PN1KaG−12,Kahˆx + PQKN1PN1KaG−12,Kahˆx
= Hˆa − PQKN1PN1KaG−12,Kahˆx + PQKN1PN1KaG−12,Kahˆx = Hˆa.
Folglich gilt fu¨r die Strukturbedingung (wenn man die Argumente wegla¨sst)
QKN1(I + Hˆ)
−1TQ = QKN1(Q
Ka
N1
+ PN1Ka )(I + Hˆa)
−1TQ,
= QKaN1 (I + Hˆa)
−1TQ+QKN1P
N1
Ka (I + Hˆa)
−1TQ,
und da
PPN1Ka (I + Hˆa)
−1TQ = 0,
erha¨lt man
QKN1(I + Hˆ)
−1TQ = QKaN1 (I + Hˆa)
−1TQ.
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Bezu¨glich der Bedingung (3.33) fu¨r die Entkopplung mit Projektor la¨ngs
S1 gilt eine a¨hnliche Aussage. Diese Bedingung lautet
QS1N1(t)(I+(UQG
−1
2 BPP
N1
S1
QS1∗ )(t)+Hˆ(x, t)(PQ
S1∗ +UQ)(t))
−1Hˆ(x, t)T (t)Q = 0,
in einer Umgebung der Trajektorie (x∗(t), t).
Zuerst gilt, dass diese Bedingung fu¨r QS1∗ = Q
S1
N1
die Strukturbedingung
von [Tischendorf, 1996] ergibt. In der Tat bekommt man in diesem Fall
QS1N1(t)(I + Hˆ(x, t)(PQ
S1
N1
+ UQ)(t))−1Hˆ(x, t)T (t)Q = 0,
und da
(PQS1N1 + UQ)Hˆ = Hˆ,
folgt
QS1N1(t)(I + Hˆ(x, t)(PQ
S1
N1
+ UQ)(t))−1Hˆ(x, t)T (t)Q
= QS1N1(t)
∞∑
k=0
(−1)k
[
Hˆ(x, t)(PQS1N1 + UQ)(t)
]k
Hˆ(x, t)T (t)Q
= QS1N1(t)
∞∑
k=0
(−1)k
[
Hˆ(x, t)
]k
Hˆ(x, t)T (t)Q
= QS1N1(t)(I + Hˆ(x, t))
−1Hˆ(x, t)T (t)Q
= −QS1N1(t)(I + Hˆ(x, t))−1T (t)Q.
Als Na¨chstes wird gezeigt, dass die Bedingung (3.33) auch unabha¨ngig von
der Wahl des Projektors QS1∗ und deshalb die Bedingung von
[Tischendorf, 1996] a¨quivalent zu (3.33) ist. Sei QS1∗a ein anderer Projektor
la¨ngs S1 und P
∗a
S1
dementsprechend definiert, dann gilt
QS1N1(t)
[
I + (UQG−12 BPP
N1
S1
QS1∗ )(t) + Hˆ(x, t)(PQ
S1∗ + UQ)(t)
]−1
×Hˆ(x, t)T (t)Q
= QS1N1(t)
[
I + Hˆ(x, t)(PQS1∗ + UQ)(t)(I − (UQG−12 BPPN1S1 QS1∗ )(t))
]−1
×Hˆ(x, t)T (t)Q
= QS1N1(t)
[
I + Hˆ(x, t)(PQS1∗ + UQ− UQG−12 BPPN1S1 QS1∗ )(t)
]−1
Hˆ(x, t)T (t)Q
= QS1N1(t)
[
I + Hˆ(x, t)(PQS1∗a + UQ− UQG−12 BPPN1S1 QS1∗a )(t)
+Hˆ(x, t)(I − UQG−12 B)PP ∗aS1QS1∗
]−1
Hˆ(x, t)T (t)Q
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= QS1N1(t)
{[
I + Hˆ(x, t)(PQS1∗a + UQ− UQG−12 BPPN1S1 QS1∗a )(t)
]
×
[
I +
[
I + Hˆ(x, t)(PQS1∗a + UQ− UQG−12 BPPN1S1 QS1∗a )(t)
]−1
Hˆ(x, t)
×(I − UQG−12 B)PP ∗aS1QS1∗
]
Hˆ(x, t)T (t)Q
}−1
= QS1N1(t)
[
I +
[
I + Hˆ(x, t)(PQS1∗a + UQ− UQG−12 BPPN1S1 QS1∗a )(t)
]−1
Hˆ(x, t)
× (I − UQG−12 B)PP ∗aS1QS1∗
]−1
QS1N1(t)
[
I + Hˆ(x, t)(PQS1∗a + UQ
−UQG−12 BPPN1S1 QS1∗a )(t)
]−1
Hˆ(x, t)T (t)Q
= QS1N1(t)
[
I +
[
I + Hˆ(x, t)(PQS1∗a + UQ− UQG−12 BPPN1S1 QS1∗a )(t)
]−1
Hˆ(x, t)
× (I − UQG−12 B)PP ∗aS1QS1∗
]−1
QS1N1(t)
×
[
I + (UQG−12 BPP
N1
S1
QS1∗a )(t) + Hˆ(x, t)(PQ
S1∗a + UQ)(t)
]−1
Hˆ(x, t)T (t)Q,
was die Unabha¨ngigkeit vom Projektor QS1∗ zeigt.
Nachdem die A¨quivalenz der drei Strukturbedingungen gezeigt wurde,
soll noch einmal auf [Tischendorf, 1996] verwiesen werden. An jener Stelle
wurden wichtige Fa¨lle diskutiert, die in der Strukturbedingung enthalten
sind. Aus dieser Analyse geht hervor, dass zum Beispiel Hessenberg-Systeme
und Modelle aus der Schaltkreissimulation die Strukturbedingung erfu¨llen.
3.2 Kommutativita¨t zwischen Entkopplung und
Diskretisierung
In dieser Sektion werden zwei der wichtigsten numerischen Verfahrensfami-
lien im Kontext der Index-2-ADGln untersucht. Konkreter gesagt wird die
Gu¨ltigkeit des Diagramms anfangs des Kapitels untersucht.
Durch die verfeinerten Entkopplungsmethoden, die in der Sektion 3.1
eingefu¨hrt wurden, ko¨nnen die Ergebnisse von [Hanke et al., 1998] verbessert
werden und zum Beispiel Modelle aus der Schaltkreissimulation in die Analy-
se einbezogen werden. Diese Aussagen sind schon zum Teil durch
[Ma¨rz and Rodr´ıguez Santiesteban, 1999] bekannt geworden.
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3.2.1 BDF-Verfahren
Dieses lineare Mehrschrittverfahren stellte die ersten Ansa¨tze dar, die fu¨r
ADGl vorgeschlagen wurden, [Gear, 1971], und verfu¨gen u¨ber eine langja¨hrige
erfolgreiche Anwendung auf dem Gebiet der Schaltkreissimulation. Ein BDF-
Verfahren fu¨r die ADGl (3.1) wird folgendermaßen realisiert,
[Griepentrog and Ma¨rz, 1986], [Brenan et al., 1989]:
Ai
1
h
k∑
j=0
αjxi−j + b(xi, ti) = 0, i ≥ k, (3.40)
wobei h > 0 die Schrittweite, das Gitter durch ti = t0 + hi gegeben ist und
die Funktionswerte x0, . . . , xk−1 bekannt sind.
Wie in dem kontinuierlichen Fall wird angenommen, dass diese AWA eine
isolierte Lo¨sung x∗(·) besitzt.
Die diskrete Gleichung (3.40) kann wieder folgendermaßen geschrieben
werden:
Ai
1
h
k∑
j=0
αjxi−j +Bixi + hˆ(xi, ti) = r∗,i, i ≥ k, (3.41)
wobei hˆ und r∗ wie im Abschnitt 3.1.2 definiert sind
hˆ(x, t) := b(x, t)− b(x∗(t), t)−B(t)(x− x∗(t)),
B(t) := b′x(x∗(t), t),
r∗(t) := A(t)(Px∗)′(t) +B(t)x∗(t).
Jetzt wird die Gleichung (3.41) wie in 3.1.2 entkoppelt und anschließend
die diskrete und analytische Entkopplung verglichen. Es wird je nach Ent-
kopplungsart angenommen, dass entweder N1 oder S1 konstant ist.
Wenn man (3.41) mit (PPN1K G
−1
2,K)i, (TQP
N1
K G
−1
2,K)i und
[
(UQ+ PQKN1)G
−1
2,K
]
i
multipliziert, folgt
(PPN1K )i
1
h
k∑
j=0
αjPxi−j + (PP
N1
K G
−1
2,KBPP
N1
K x)i (3.42)
+(PPN1K G
−1
2,K)ihˆ(xi, ti) = (PP
N1
K G
−1
2,Kr∗)i,
−(QQKN1)i
1
h
k∑
j=0
αjPxi−j + (TQP
N1
K G
−1
2,KBPP
N1
K x)i (3.43)
+(TQx)i + (TQP
N1
K G
−1
2,K)ihˆ(xi, ti) = (TQP
N1
K G
−1
2,Kr∗)i,
73
[
(UQ+ PQKN1)G
−1
2,K
]
i
(BPPN1K x)i + UiQxi (3.44)
+PQKN1xi +
[
(UQ+ PQKN1)G
−1
2,K
]
i
hˆ(xi, ti) =
[
(UQ+ PQKN1)G
−1
2,Kr∗
]
i
.
Lokale Entkopplung mit einem Projektor auf N1
In dieser Entkopplungsart wird angenommen, dass N1(x∗(t), t) konstant ist
und es wird ein konstanter Projektor QKN1 ausgewa¨hlt. Das System (3.42)-
(3.44) vereinfacht sich zu
1
h
k∑
j=0
αjui−j + (PP
S1
K G
−1
2,KBu)i (3.45)
+(PP S1K G
−1
2,K)ihˆ(ui + yi + wi, ti) = (PP
S1
K G
−1
2,Kr∗)i,
−QQKN1
1
h
k∑
j=0
αjPyi−j + (TQP
N1
K G
−1
2,KBu)i + wi (3.46)
+(TQPN1K G
−1
2,K)ihˆ(ui + yi + wi, ti) = (TQP
N1
K G
−1
2,Kr∗)i,[
(UQ+ PQKN1)G
−1
2,K
]
i
(Bu)i + yi (3.47)
+
[
(UQ+ PQKN1)G
−1
2,K
]
i
hˆ(ui + yi + wi, ti) =
[
(UQ+ PQKN1)G
−1
2,Kr∗
]
i
,
wobei ui = (PP
N1
K x)i, yi = (UQ+ PQ
K
N1
)ixi und wi = TiQxi.
Es wird darauf aufmerksam gemacht, dass (3.47) nichts anderes als (3.25)
an der Stelle ti ist. Dann ergibt sich dieselbe Gleichung
F (ui, yi, wi, ti) = 0
wie in 3.1.2 und es existiert die implizite Funktion
f : Uρ(x∗)→ IRm,
mit
yi = f(ui, wi, ti),
Pyi = Pf(ui, 0, ti),
fu¨r (ui, wi, ti) ∈ Uρ(x∗).
Nun wird yi = f(ui, wi, ti) und
yˆhp,i :=
1
h
k∑
j=0
αjPyi−j.
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in (3.46) eingesetzt
1
h
k∑
j=0
αjui−j + (PP
N1
K G
−1
2,KBu)i (3.48)
+(PPN1K G
−1
2,K)ihˆ(ui + f(ui, wi, ti) + wi, ti) = (PP
N1
K G
−1
2,Kr∗)i,
−QQKN1 yˆhp,i + (TQPN1K G−12,KBu)i + wi (3.49)
+(TQPN1K G
−1
2,K)ihˆ(ui + f(ui, wi, ti) + wi, ti) = (TQP
N1
K G
−1
2,Kr∗)i.
Die Gleichung (3.49) ist nichts anderes als
G(ui, yˆ
h
p,i, wi, ti) = 0,
in dem Fall N1 konstant. Wie in 3.1.2 definiert diese Gleichung die Funktion
g : Uρ2(x∗) → IRm,
mit
wi = g(ui, yˆ
h
p,i, ti).
Zuletzt kann wi in (3.48) eingesetzt werden und man erha¨lt
1
h
k∑
j=0
αjui−j + (PP
N1
K G
−1
2,KBu)i (3.50)
+(PPN1K G
−1
2,K)ihˆ(ui + f(ui, g(ui, yˆ
h
p,i, ti), ti) + g(ui, yˆ
h
p,i, ti), ti) = (PP
N1
K G
−1
2,Kr∗)i.
Nun kann man aus (3.50) ui ausrechnen und fu¨r die anderen Komponenten
gilt
Pyi = Pf(ui, 0, ti), (3.51)
yˆhp,i =
1
h
k∑
j=0
αjPyi−j, (3.52)
wi = g(ui, yˆ
h
p,i, ti), (3.53)
yi = f(ui, wi, ti). (3.54)
Das System (3.50)-(3.54) stellt die BDF-Anwendung auf (3.29)-(3.32) dar,
wenn (QKN1)
′ = 0. Mit der Anwendung des BDF-Verfahrens auf (3.29)-(3.32)
ist gemeint, dass die Ableitung einer Funktion immer durch die BDF-Differenzen-
Approximation zu ersetzen ist.
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Die Analyse dieses Abschnittes zeigt in anderen Worten, dass, wenn der
Raum N1 la¨ngs der Lo¨sung konstant ist, das Kommutativita¨tsdiagramm 3.1
fu¨r die lokale Entkopplung gilt. Falls N1(x∗(t), t) nicht konstant ist, dann gilt
die Kommutativita¨t mit dieser Entkopplungsart nicht mehr. In diesem Fall
kommt der problematische Term
(PPN1K )
′(u+ yp(u, ·))
in (3.29) vor und die Kommutativita¨t ist verletzt.
Lokale Entkopplung mit einem Projektor la¨ngs S1
In dieser Art der Entkopplung bezeichnet man
zi := PP
∗
S1
(ti)x(ti),
yi := (UQ+ PQ
S1
N1
)(ti)x(ti),
wi := T (ti)Qx(ti).
Es wird vorausgesetzt, dass S1(x∗(t), t) konstant ist und es wird der Projektor
QS1∗ konstant gewa¨hlt. Das System (3.20)-(3.22) kann dann folgendermaßen
geschrieben werden:
1
h
k∑
j=0
αjzi−j + (PP
N1
S1
)i
1
h
k∑
j=0
αj(PQ
S1∗ y)i−j (3.55)
+(PPN1S1 G
−1
2 BPP
N1
S1
)i(z +Q
S1∗ y)i + (PP
N1
S1
G−12 )i
×hˆ(zi + (UQ+ PQS1∗ )iyi + wi, ti) = (PPN1S1 G−12 r∗)i,
−(QQS1N1)i
1
h
k∑
j=0
αj(PQ
S1∗ y)i−j + (TQP
N1
S1
G−12 BPP
N1
S1
)i (3.56)
×(z +QS1∗ y)i + wi + (TQPN1S1 G−12 )i
×hˆ(zi + (UQ+ PQS1∗ )iyi + wi, ti) = (TQPN1S1 G−12 r∗)i,
(I + UQG−12 BPP
N1
S1
QS1∗ )iyi + (UQG
−1
2 BPP
N1
S1
)izi (3.57)
+(UQ+ PQS1N1)iG
−1
2,i
×hˆ(zi + (UQ+ PQS1∗ )iyi + wi, ti) = (UQ+ PQS1N1)i(G−12 r∗)i.
Die dritte Gleichung ist nichts anderes als
F (zi, yi, wi, ti) = 0.
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Diese Gleichung kann nach yi gelo¨st werden,
yi = f(zi, wi, ti),
yv(ti) = PQ
S1∗ yi = PQ
S1∗ f(zi, 0, ti),
fu¨r (zi, wi, ti) ∈ Up(x∗).
Nun wird yi und
yˆhv,i :=
1
h
k∑
j=0
αj(PQ
S1∗ y)i−j
in (3.56), (3.57) eingesetzt und man erha¨lt das folgende System:
1
h
k∑
j=0
αjzi−j + (PP
N1
S1
G−12 BPP
N1
S1
)i(zi +Q
S1∗ f(zi, 0, ti)) (3.58)
+(PPN1S1 )iyˆ
h
v,i + (PP
N1
S1
G−12 )ihˆ(zi + (UQ+ PQ
S1∗ )i
×f(zi, wi, ti) + wi, ti) = (PPN1S1 G−12 r∗)i,
−(QQS1N1)iyˆhv,i + (TQPN1S1 G−12 BPPN1S1 )i(zi + wi (3.59)
+QS1∗ f(zi, 0, ti)) + (TQP
N1
S1
G−12 )ihˆ(zi + (UQ+ PQ
S1∗ )i
×f(zi, wi, ti) + wi, ti) = (TQPN1S1 G−12 r∗)i.
Die Gleichung (3.60) ist genau
G(zi, wi, yˆ
h
v,i, ti) = 0,
und fu¨r wi gilt
wi = g(zi, yˆ
h
v,i, ti)
in der Umgebung Uρ2(x∗).
Beim Einsetzen von wi in (3.59) erha¨lt man schließlich
1
h
k∑
j=0
αjzi−j + (PP
N1
S1
)iyˆ
h
v,i + (PP
N1
S1
G−12 BPP
N1
S1
)i (3.60)
×(zi +QS1∗ f(zi, 0, ti)) + (PPN1S1 G−12 )i
×hˆ(zi + (UQ+ PQS1∗ )if(zi, g(zi, yˆhv,i, ti), ti) + g(zi, yˆhv,i, ti), ti) = (PPN1S1 G−12 r∗)i,
was die BDF-Anwendung auf (3.39) darstellt. Man versteht erneut darunter,
dass die Ableitung von yv(z(t), t) = PQ
S1∗ f(z(t), 0, t) nach t durch
yˆhv,i =
1
h
k∑
j=0
αjPQ
S1∗ f(zi−j, 0, ti−j)
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ersetzt wird.
Analog zu dem Fall, in dem N1(x∗(t), t) konstant ist, erha¨lt man das
Ergebnis, dass das Diagramm 3.1 fu¨r die Entkopplung mit Projektor la¨ngs
S1 gilt, wenn der Raum S1(x∗(t), t) konstant ist. Wenn diese Bedingung nicht
erfu¨llt ist, kommen die Terme
(PP ∗S1)
′, PPN1S1 Q
S1′∗ ,
in (3.39) vor. Somit ist die Kommutativita¨t bei dieser Entkopplungsart ver-
letzt.
3.2.2 Runge-Kutta-Verfahren
Fu¨r die IRK-Verfahren ist ebenfalls eine analoge Analyse mo¨glich. In der
Sektion 2.3 wurden die IRK-Verfahren fu¨r ADGln eingefu¨hrt. Dort wird das
Verfahren, vorausgesetzt, dass die Matrix (αij)
s
i,j=1 regula¨r ist, wie folgt um-
formuliert:
xl = ρxl−1 +
s∑
i=1
s∑
j=1
βiαˆijXlj, (3.61)
Ali
1
h
s∑
j=1
αˆij(Xlj − xl−1) + bli = 0, i = 1, . . . , s. (3.62)
Dabei handelt es sich bei dem Ausdruck
1
h
s∑
j=1
αˆij(Xlj − xl−1)
um X ′li und damit um eine RK-Approximation fu¨r die Ableitung von x(t) an
der Stelle tli.
Die Gleichung (3.62) unterscheidet sich unwesentlich von der BDF-
Diskretisierung (3.40). Deswegen ist die Entkopplung in einer analogen Weise
mo¨glich.
Wie bei den BDF-Verfahren wird angenommen, dass eine AWA fu¨r die
ADGl eine isolierte Lo¨sung x∗(·) besitzt.
Die diskrete Gleichung (3.62) kann folgendermaßen umgeschrieben wer-
den:
Ali
1
h
s∑
j=1
αˆij(Xlj − xl−1) + (BX)li + hˆ(Xli, tli) = r∗,li, i = 1, . . . , s, (3.63)
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wobei hˆ und r∗ wie in 3.1.2 definiert sind:
hˆ(x, t) := b(x, t)− b(x∗(t), t)−B(t)(x− x∗(t)),
B(t) := b′x(x∗(t), t),
r∗(t) := A(t)x′∗(t) +B(t)x∗(t).
In den kommenden Abschnitten wird die Gleichung (3.63) wie in 3.1.2 ent-
koppelt und anschließend werden die diskreten und analytischen Entkopplun-
gen verglichen. Es wird je nach Entkopplungsart angenommen, dass entweder
N1 oder S1 konstant ist.
Wenn man (3.63) mit (PPN1K G
−1
2,K)li, (TQP
N1
K G
−1
2,K)li und
[
(UQ+ PQKN1)G
−1
2,K
]
li
multipliziert, folgt
(PPN1K )li
1
h
s∑
j=1
αˆijP (Xlj − xl−1) (3.64)
+(PPN1K G
−1
2,KBPP
N1
K X)li + (PP
N1
K G
−1
2,K)lihˆ(Xli, tli) = (PP
N1
K G
−1
2,Kr∗)li,
−(QQKN1)li
1
h
s∑
j=1
αˆijP (Xlj − xl−1) (3.65)
+(TQPN1K G
−1
2,KBPP
N1
K X)li + (TQX)li
+(TQPN1K G
−1
2,K)lihˆ(Xli, tli) = (TQP
N1
K G
−1
2,Kr∗)li,[
(UQ+ PQKN1)G
−1
2,K
]
li
(BPPN1K X)li + UiQXli (3.66)
+PQKN1Xli +
[
(UQ+ PQKN1)G
−1
2,K
]
li
hˆ(Xli, tli) =
[
(UQ+ PQKN1)G
−1
2,Kr∗
]
li
.
Lokale Entkopplung mit einem Projektor auf N1
In diesem Fall setzt man voraus, dass der Raum N1(x∗(t), t) konstant ist.
Nun wird ein konstanter Projektor QKN1 auf diesen Raum la¨ngs einem ent-
koppelnden K gewa¨hlt.
Zuna¨chst projiziert man (3.61) in die Komponenten PPN1K , PQ
K
N1
und Q
(PPN1K x)l = ρ(PP
N1
K x)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(PP
N1
K X)lj, (3.67)
(Qx)l = ρ(Qx)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(QX)lj, (3.68)
(PQKN1x)l = ρ(PQ
K
N1
x)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(PQ
K
N1
X)lj. (3.69)
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Die Gleichung (3.67) entspricht der Anwendung des IRK-Verfahrens auf die
inha¨rente Differentialgleichung (3.29) fu¨r die Variable u = PPN1K x. Jedoch
ist dies bei den restlichen Gleichungen nicht der Fall. In den Komponen-
ten Qx und PQKN1x findet im Allgemeinen eine Rekursion statt, obwohl
sie nicht dynamisch sind. Bemerkenswert ist, dass keine Rekursionen in den
nicht-dynamischen Komponenten auftreten, wenn es sich um ein IRK(DAE)-
Verfahren handelt. In der Tat ist in diesem Falle ρ = 0 und
s∑
i=1
βiαˆij =
{
1 j = s
0 j 6= s .
Auf diese Weise erha¨lt man fu¨r die Q und PQKN1-Komponenten den richtigen
Ausdruck, na¨mlich
(Qx)l = (QX)ls,
(PQKN1x)l = (PQ
K
N1
X)ls.
Jetzt soll sich dem System (3.65)-(3.67) zugewendet werden. Fu¨r die Varia-
blen Uli = (PP
N1
K X)li, Yli = (UQ + PQ
K
N1
)liXli und Wli = TliQXli schreibt
es sich als
1
h
s∑
j=1
αˆij(Ulj − ul−1) + (PP S1K G−12,KBU)li (3.70)
+(PP S1K G
−1
2,K)ihˆ(Uli + Yli +Wli, tli) = (PP
S1
K G
−1
2,Kr∗)li,
−QQKN1
1
h
s∑
j=1
αˆij((PY )lj − (Py)l−1) +Wli (3.71)
+(TQPN1K G
−1
2,KBU)li + (TQP
N1
K G
−1
2,K)li
×hˆ(Uli + Yli +Wli, tli) = (TQPN1K G−12,Kr∗)li,[
(UQ+ PQKN1)G
−1
2,K
]
li
(BU)li + Yli (3.72)
+
[
(UQ+ PQKN1)G
−1
2,K
]
li
hˆ(Uli + Yli +Wli, tli) =
[
(UQ+ PQKN1)G
−1
2,Kr∗
]
li
.
Die Gleichung (3.73) ist nichts anderes als (3.25) an der Stelle tli und
(3.73) entspricht
F (Uli, Yli,Wli, tli) = 0.
Nach der Analyse von 3.1.2 existiert die implizit definierte Funktion
f : Uρ(x∗)→ IRm,
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mit
Yi = f(Uli,Wli, tli),
PYli = Pf(Uli, 0, tli),
fu¨r (Uli,Wli, tli) ∈ Uρ(x∗).
Nun setzt man Yli = f(Uli,Wli, tli) und
Ŷ hp,li :=
1
h
s∑
j=1
αˆij((PY )lj − (Py)l−1)
in (3.72) ein,
1
h
s∑
j=1
αˆij(Ulj − ul−1) + (PPN1K G−12,KBU)li (3.73)
+(PPN1K G
−1
2,K)lihˆ(Uli + f(Uli,Wli, tli) +Wli, tli) = (PP
N1
K G
−1
2,Kr∗)li,
−QQKN1Ŷ hp,li + (TQPN1K G−12,KBU)li +Wli (3.74)
+(TQPN1K G
−1
2,K)lihˆ(Uli + f(Uli,Wli, tli) +Wli, tli) = (TQP
N1
K G
−1
2,Kr∗)li.
Die Gleichung (3.74) entspricht
G(Uli, Ŷ
h
p,li,Wli, tli) = 0,
wenn der Raum N1 konstant ist. Wie in 3.1.2 definiert diese Gleichung die
Funktion
g : Uρ2(x∗) → IRm
implizit, wobei
Wli = g(Uli, Ŷ
h
p,li, tli).
Zuletzt kann Wli in (3.73) eingesetzt werden und man erha¨lt
1
h
s∑
j=1
αˆij(Ulj − ul−1) + (PPN1K G−12,KBU)li + (PPN1K G−12,K)li (3.75)
×hˆ(Uli + f(Uli, g(Uli, Ŷ hp,li, tli), tli) + g(Uli, Ŷ hp,li, tli), tli) = (PPN1K G−12,Kr∗)li.
Nun kann man aus (3.75) Uli errechnen und fu¨r die anderen Komponenten
der RK-Stufen gilt:
PYli = Pf(Uli, 0, tli), (3.76)
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Ŷ hp,li : =
1
h
s∑
j=1
αˆij((PY )lj − (Py)l−1), (3.77)
Wli = g(Uli, Ŷ
h
p,li, tli), (3.78)
Yli = f(Uli,Wli, tli). (3.79)
Die Gleichung (3.75) zusammen mit (3.67) ist die Anwendung des IRK-
Verfahrens auf die inha¨rente Differentialgleichung (3.29), falls die Bedingung
Q
K′
N1
= 0 erfu¨llt ist. Weiterhin stellen, wenn es sich um ein IRK(DAE) han-
delt, die Gleichungen (3.67)-(3.69), (3.75)-(3.79) die IRK-Anwendung auf
(3.29)-(3.32) dar. In anderen Worten gilt Kommutativita¨t zwischen der Ent-
kopplung mit Projektor auf N1 und dem IRK(DAE)-Verfahren. Erneut ist
mit der Anwendung des IRK-Verfahrens auf (3.29)-(3.32) zu verstehen, dass
die Ableitung einer Funktion immer durch die IRK-Ableitungsapproximation
zu ersetzen ist.
Falls N1(x∗(t), t) nicht konstant ist, dann gilt die Kommutativita¨t mit
dieser Entkopplungsart nicht mehr. In diesem Fall kommt der problematische
Term
(PPN1K )
′(u+ yp(u, ·))
in (3.29) vor und die Kommutativita¨t ist verletzt.
Lokale Entkopplung mit einem Projektor la¨ngs S1
In diesem Abschnitt wird vorausgesetzt, dass der Raum S1(x∗(t), t) konstant
ist und man wa¨hlt einen konstanten Projektor QS1∗ la¨ngs S1.
Zuerst projiziert man (3.61) in die Komponenten PP ∗S1 , PQ
S1∗ und Q
(PP ∗S1x)l = ρ(PP
∗
S1
x)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(PP
∗
S1
X)lj, (3.80)
(Qx)l = ρ(Qx)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(QX)lj, (3.81)
(PQS1∗ x)l = ρ(PQ
S1∗ x)l−1 +
s∑
i=1
s∑
j=1
βiαˆij(PQ
S1∗ X)lj. (3.82)
Analog zu der Entkopplung mit einem Projektor auf N1 entspricht die Glei-
chung (3.80) der Anwendung des IRK-Verfahrens auf die inha¨rente Diffe-
rentialgleichung (3.29) fu¨r die Variable z = PP ∗S1x. Aber bei den restlichen
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Gleichungen ist dies nicht der Fall. In den Komponenten Qx und PQS1∗ x fin-
det im Allgemeinen eine Rekursion statt, obwohl sie nicht dynamisch sind.
Wieder stellen sich die IRK(DAE)-Verfahren als vorteilhaft heraus. In diesem
Fall verschwinden die Rekursionen in diesen Komponenten. Da ρ = 0 ist und
s∑
i=1
βiαˆij =
{
1 j = s
0 j 6= s ,
erha¨lt man fu¨r dieQ und PQS1∗ -Komponenten den richtigen Ausdruck, na¨mlich
(Qx)l = (QX)ls,
(PQS1∗ x)l = (PQ
S1∗ X)ls.
Bei der Entkopplung mit einem Projektor la¨ngs S1 wird die Notation
Zli := PP
∗
S1
Xli,
Yli := (UQ+ PQ
S1
N1
)liXli,
Wli := (TQX)li
eingefu¨hrt. Das System (3.65)-(3.67) kann folgendermaßen geschrieben wer-
den:
1
h
s∑
j=1
αˆij(Zlj − zl−1) + (PPN1S1 )li
1
h
s∑
j=1
αˆij((PQ
S1∗ Y )lj
−(PQS1∗ y)l−1) + (PPN1S1 G−12 BPPN1S1 )li(Z +QS1∗ Y )li (3.83)
+(PPN1S1 G
−1
2 )lihˆ(Zli + (UQ+ PQ
S1∗ )liYli +Wli, tli) = (PP
N1
S1
G−12 r∗)li,
−(QQS1N1)li
1
h
s∑
j=1
αˆij((PQ
S1∗ Y )lj − (PQS1∗ y)l−1) +Wli
+(TQPN1S1 G
−1
2 BPP
N1
S1
)li(Z +Q
S1∗ Y )li + (TQP
N1
S1
G−12 )li (3.84)
×hˆ(Zli + (UQ+ PQS1∗ )liYli +Wli, tli) = (TQPN1S1 G−12 r∗)li,
(I + UQG−12 BPP
N1
S1
QS1∗ )liYli + (UQG
−1
2 BPP
N1
S1
)liZli (3.85)
+(UQ+ PQS1N1)liG
−1
2,i
×hˆ(Zli + (UQ+ PQS1∗ )liYli +Wli, tli) = (UQ+ PQS1N1)i(G−12 r∗)li.
Die dritte Gleichung ist nichts anderes als
F (Zli, Yli,Wli, tli) = 0.
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Dann kann diese Gleichung nach Yli gelo¨st werden,
Yli = f(Zli,Wli, tli),
Yv,li = PQ
S1∗ Yli = PQ
S1∗ f(Zli, 0, tli),
fu¨r (Zli,Wli, tli) ∈ Up(x∗).
Nun setzt man Yli und
Ŷ hv,li :=
1
h
s∑
j=1
αˆij((PQ
S1∗ Y )lj − (PQS1∗ y)l−1)
in (3.83), (3.84) ein und erha¨lt das folgende System:
1
h
s∑
j=1
αˆij(Zlj − zl−1) + (PPN1S1 G−12 BPPN1S1 )li (3.86)
×(Zli +QS1∗ f(Zli, 0, tli)) + (PPN1S1 )liŶ hv,li + (PPN1S1 G−12 )li
×hˆ(Zli + (UQ+ PQS1∗ )lif(Zli,Wli, tli) +Wli, tli) = (PPN1S1 G−12 r∗)li,
−(QQS1N1)liŶ hv,li +Wli + (TQPN1S1 G−12 BPPN1S1 )li (3.87)
×(Zli +QS1∗ f(Zli, 0, tli)) + (TQPN1S1 G−12 )li
×hˆ(Zli + (UQ+ PQS1∗ )lif(Zli,Wli, tli) +Wli, tli) = (TQPN1S1 G−12 r∗)li.
Der Prozedur nach ist die Gleichung (3.88) genau
G(Zli,Wli, Ŷ
h
v,li, tli) = 0.
Demzufolge ist Wli durch
Wli = g(Zli, Ŷ
h
v,li, tli)
in der Umgebung Uρ2(x∗) gegeben.
Beim Einsetzen von Wli in (3.59) bekommt man schließlich
1
h
s∑
j=1
αˆij(Zlj − zl−1) + (PPN1S1 )liŶ hv,li + (PPN1S1 G−12 BPPN1S1 )li
×(Zli +QS1∗ f(Zli, 0, tli)) + (PPN1S1 G−12 )lihˆ(Zli (3.88)
+(UQ+ PQS1∗ )lif(Zli, g(Zli, Ŷ
h
v,li, tli), tli) + g(Zli, Ŷ
h
v,li, tli), tli) = (PP
N1
S1
G−12 r∗)li.
Die Gleichung (3.88) zusammen mit (3.80) stellt das entsprechende IRK-
Verfahren dar, wenn wie angenommen der Raum S1 konstant ist. Nunmehr
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bestehen fu¨r ein IRK(DAE)-Verfahren, wie schon erwa¨gt, keine Rekursionen
in den restlichen Komponenten und es gilt die Kommutativita¨t aus dem
Diagramm 3.1 zwischen der Entkopplung mit einem Projektor la¨ngs S1 in der
IRK(DAE)-Diskretisierung. Wie im letzten Abschnitt versteht man darunter,
dass alle Ableitungen nach t durch die RK-Approximation
v′(tli) ≈ 1
h
s∑
j=1
αˆij(vlj − vl−1)
ersetzt werden.
Wenn der Raum S1(x∗(t), t) nicht konstant ist, treten die Terme
(PP ∗S1)
′, PPN1S1 Q
S1′∗ ,
in (3.39) auf. Infolgedessen ist die Kommutativia¨t bei dieser Entkopplungsart
veletzt.
3.2.3 Ein numerisches Beispiel
Die Ergebnisse dieser Sektion verbessern, wie schon erwa¨hnt, jene aus
[Hanke et al., 1998]. Die in [Hanke et al., 1998] gefundene Bedingung, da-
mit das Diagramm 3.1 gilt, lautet: Q
S1′
N1
= 0. Das heißt in anderen Worten,
dass sowohl N1(x∗(t), t) als auch S1(x∗(t), t) konstant sein mu¨ssen. Es wurde
gezeigt, dass es genu¨gt, wenn einer dieser Ra¨ume diese Eigenschaft aufweist.
Bei dem Beispiel 3.0.8 ist die Bedingung (QS1N1)
′ = 0 verletzt, da beide
Ra¨ume N1(t) und S1(t) nicht konstant sind. Das folgende Beispiel ist insofern
interessant, als der Raum S1 konstant, aber die Bedingung Q
S1′
N1
= 0 verletzt
ist.
Beispiel 3.2.1 x
′
1
x′2
0
+
 λ (ηt− 1)
2 −(ηt− 1)
ηt(ηt− 1) λ −ηt
1 −1 0

 x1x2
x3
 = 0, t ≥ 0.
Es handelt sich erneut um ein Index-2-Hessenberg-System. Die entscheidende
Matrix B21B12 ist hier
B21B12 =
(
1 −1
)( −(ηt− 1)
−ηt
)
= 1,
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also ist die Index-2-Bedingung fu¨r alle t garantiert. Die allgemeine Lo¨sung
ist durch
x1(t) = x1(0)e
−λt,
x2(t) = x1(t),
x3(t) = (ηt− 1)x1(t),
gegeben.
Die Lo¨sungsmannigfaltigkeit ist in diesem Fall
M1(t) =
z ∈ IR3 : z =
 z1z1
(ηt− 1)z1

 ,
und der kritische Raum S1(t) ist durch
S1(t) =
{
z ∈ IR3 : z1 = z2
}
gegeben.
Andererseits ergibt, wenn man den Orthoprojektor auf N wa¨hlt, die Be-
rechnung von G1(t)
G1(t) =
 1 0 1− ηt0 1 −ηt
0 0 0
 ,
woraus folgt, dass
N1(t) =
{
z ∈ IR3 : z1 = (ηt− 1)z3 ∧ z2 = ηtz3
}
.
Weiterhin ist die exakte Lo¨sung dieser Gleichung offensichtlich exponen-
tiell asymptotisch stabil im Lyapunovschen Sinne, wenn λ > 0 ist. Nunmehr
liegt bei diesem Problem starke P -Kontraktivita¨t auf der Lo¨sungsmannigfaltigkeit
vor. Man betrachtet das euklidische Skalarprodukt und einen Vektor (y, x, t),
der zu M1(t)geho¨rt und die Gleichungen
y1 = −λx1 − (ηt− 1)2x2 + (ηt− 1)x3,
y2 = −ηt(ηt− 1)x1 − λx2 + ηtx3,
0 = x1 − x2,
y3 = 0
86
erfu¨llt. Die linke Seite der Kontraktivita¨tsbedingung ist dann
〈y, x〉2 = −λx21− (ηt−1)2x1x2+(ηt−1)x1x3−ηt(ηt−1)x1x2−λx22+ηtx2x3,
und, wenn man die Bedingung x ∈M1(t) nutzt, folgt
〈y, x〉2 = −λ(x21 + x22) = −λ ‖Px‖22 .
Die Anwendung des impliziten Euler-Verfahrens auf dieses Problem stellt
in jedem Schritt die Lo¨sung des linearen Systems 1 + hλ h(ηti − 1)
2 −h(ηti − 1)
hηti+1(ηti+1 − 1) 1 + hλ −hηti+1
1 −1 0

 x1,i+1x2,i+1
x3,i+1
 =
 x1,ix2,i
0

dar. Aus diesem System erha¨lt man fu¨r die erste Komponente beispielsweise
x1,i+1 =
1
1 + hλ
x1,i,
was fu¨r alle λ > 0 die Kontraktionsbedingung∣∣∣∣ 11 + hλ
∣∣∣∣ ≤ 1
erfu¨llt.
Die numerischen Ergebnisse mit diesem Verfahren fu¨r h = 0.1 und ver-
schiedene Werte von λ und η sind in der Abbildung 3.3 dargestellt. Als An-
fangswert wurde x1(0) = x2(0) = 1 und x3(0) = −1 gesetzt.
3.3 Index-Reduktion durch Differentiation
In diesem Kapitel wurde bis jetzt eine quasilineare ADGl der Form
A(t)(Px)′ + b(x(t), t) = 0, t ∈ =
betrachtet. Leider sind einige Anwendungsfa¨lle darin nicht eingeschlossen,
zum Beispiel die Modelle aus der klassischen MNA (modified node analy-
sis) in der Schaltkreissimulation, [Este´vez Schwarz and Tischendorf, 1998],
[Este´vez Schwarz, 2000]. Hier handelt es sich um Gleichungen wie (2.2), also
A(x(t), t)(Px)′(t) + b(x(t), t) = 0, t ∈ =. (3.89)
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Abbildung 3.3: Approximierte Lo¨sung fu¨r das Beispiel 3.2.1 unter Ver-
wendung des impliziten Euler-Verfahrens bei einem Diskretisierungsschritt
h = 0.1 und verschiedenen Werten von λ und η.
Auf die strukturellen Einzelheiten der MNA-Modelle wird am Ende des Ka-
pitels eingegangen. Den Voraussetzungen nach sind A(x, t), b(x, t), Ax(x, t)
und bx(x, t) stetige Funktionen in Df . Fu¨r (3.89) wird angenommen, dass der
Tractability-Index-2 in einer offenen Menge G ⊂ Df vorliegt.
Der Index-Reduktionsprozess beruht auf dem am weitesten verbreiteten
Index-Begriff, dem Differen-tiations-Index, [Gear, 1988], [Brenan et al., 1989].
Nach diesem Kriterium kann man durch sukzessive Differentiation der Glei-
chungen (oder einens Teils davon) den Index einer ADGl reduzieren. Es ist
nicht no¨tig dafu¨r zu verlangen, dass das ganze System nach der unabha¨ngigen
Variablen differenzierbar sein muss. Die Index-Reduktion, die hier vorgestellt
wird, setzt nur die Differenzierbarkeit voraus, die die Lo¨sbarkeit des Problems
verlangt. Hier wird den Ideen von [Ma¨rz, 1998] gefolgt, fu¨r die entsprechende
Index-Reduktion fu¨r lineare Systeme siehe auch
[Ma¨rz and Rodr´ıguez Santiesteban, 1999]. Diese Vorgehensweise erinnert auch
an die Reduktionstechniken fu¨r mechanische Systeme,
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[Eich-Soellner and Fu¨hrer, 1998].
Die Gleichung (3.89), siehe Kapitel 2, kann auch als
A(x(t), t)(Px)′(t) + (I −W1(x(t), t))b(x(t), t) + (W1b)(x(t), t) = 0
geschrieben werden. Die ersten zwei Terme in dieser Gleichung befinden sich
im im (I − W1), wa¨hrend der dritte im imW1 lebt. Die Index-Reduktion
besteht darin, die Gleichung (W1b)(x(t), t) = 0, die die sichtbare Nebenbe-
dingung bestimmt, durch die versteckte
W1(x(t), t) {(W1b)x(x(t), t)(Px)′(t) + (W1b)t(x(t), t)} = 0
zu ersetzen. So erha¨lt man eine neue Gleichung
(A+W1(W1b)x)(Px)
′ + (I −W1)b+W1(W1b)t = 0. (3.90)
An dieser Stelle wurden die Argumente weggelassen.
Es wird die Notation
A˜(x, t) := A(x, t) + (W1(W1b)x)(x, t),
b˜(x, t) := (I −W1(x, t))b(x, t) + (W1(W1b)t)(x, t)
eingefu¨hrt und (3.90) schreibt sich jetzt als
f˜((Px)′(t), x(t), t) := A˜(x(t), t)(Px)′(t) + b˜(x(t), t) = 0. (3.91)
Allerdings entha¨lt diese Gleichung nicht die ganze Information, die in (2.2)
steckt. Ausschließlich mit der zusa¨tzlichen Nebenbedingung (2.15) sind beide
Systeme a¨quivalent.
Die neue Aufgabe (3.91) besitzt einige gute Eigenschaften, deren erste in
folgendem Lemma dargestellt wird.
Lemma 3.3.1 Fu¨r den Nullraum von A˜(x, t) gilt
ker A˜(x, t) = kerA(x, t) = N.
Beweis: S ei z ∈ ker A˜(x, t), also
(A+W1(W1b)x)(x, t)z = 0.
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Diese Gleichung bedeutet
A(x, t)z = 0,
(W1(W1b)x)(x, t)z = 0,
das zeigt die Inklusion ker A˜(x, t) ⊂ N . Die andere Richtung folgt dann sofort
durch Lemma 2.1.15.
Man kann die neue ADGl (3.91) genauso wie (2.2) untersuchen. Dafu¨r ist
Lemma 3.3.1 sehr wichtig, denn nach ihm sind die Lo¨sungen von (3.91) auch
in dem Funktionsraum C1N(=, IRm) enthalten.
Sei M˜0(t) die sichtbare Lo¨sungsmannigfaltigkeit von (3.91), die nach De-
finition durch
M˜0(t) =
{
x ∈ D : b˜(x, t) ∈ im A˜(x, t)
}
gegeben ist.
Lemma 3.3.2 M1(t) ⊂ M˜0(t) fu¨r alle t ∈ =.
Beweis: S ei x0 ∈M1(t), dann gibt es z0 ∈ IRm, so dass b(x0, t) = A(x0, t)z0.
Das bedeutet
(W1b)(x0, t) = 0⇒ (I −W1(x0, t))b(x0, t) = A(x0, t)z0,
und außerdem
Pz0 = P (A
+b)(x0, t).
Auf der anderen Seite gilt fu¨r x0 ∈M1(t) auch
(W1(W1b)t)(x0, t) = (W1(W1b)x)(x0, t)P (A
+b)(x0, t)
= (W1(W1b)x)(x0, t)z0.
Nun erha¨lt man
b˜(x0, t) = (I −W1(x0, t))b(x0, t) + (W1(W1b)t)(x0, t)
= A(x0, t)z0 + (W1(W1b)x)(x0, t)z0
= A˜(x0, t)z0,
was die Zugeho¨rigkeit von x0 zu M˜0(t) impliziert.
Bemerkung 3.3.3 Aus dem Beweis ist unschwer zu ersehen, dass
M1(t) = M˜0(t) ∩ {x ∈ IRm : (W1b)(x, t) = 0} .
90
Lemma 3.3.4 Die Mannigfaltigkeit M1(t) ist eine Invariante fu¨r (3.91).
Beweis: S ei x(t) eine Lo¨sung von (3.91), fu¨r die x(t0) ∈M1(t0), t0 ∈ = gilt.
Sei außerdem s(t) := (W1b)(x(t), t), dann hat man s(t0) = 0. Es wird s nach
t abgeleitet, und es folgt
s′(t) = (W1b)x(x(t), t)(Px)′(t) + (W1b)t(x(t), t).
Infolgedessen gilt
0 = W1(x(t), t)s
′(t) = (W1(x(t), t)s(t))t−W1t(x(t), t)s(t) = s′(t)−W1t(x(t), t)s(t),
woraus, zusammen mit s(t0) = 0, x(t) ∈M1(t), ∀t ∈ = folgt.
Fu¨r die Hauptaussage dieses Abschnittes ist auch folgendes Lemma nu¨tzlich:
Lemma 3.3.5 G2Q1G
−1
2 ist wie W1 auch ein Projektor la¨ngs imG1. Folglich
gilt
W1 = W1G2Q1G
−1
2 und Q1G
−1
2 = Q1G
−1
2 W1.
Beweis: O ffensichtlich ist(
G2Q1G
−1
2
)2
= G2Q1G
−1
2 .
Außerdem, da
Q1G
−1
2 G1 = Q1G
−1
2 G2P1 = 0,
gilt
ker
(
Q1G
−1
2
)
⊃ imG1.
Andererseits ist
dim
(
ker
(
Q1G
−1
2
))
= dim (imG1) ,
woraus
ker
(
Q1G
−1
2
)
= imG1
folgt.
An dieser Stelle ist man in der Lage, die Hauptaussage dieses Abschnittes,
na¨mlich dass die Gleichung (3.91) den Tractability-Index-1 besitzt, zu bewei-
sen.
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Theorem 3.3.6 Seien die Glattheitsvoraussetzungen erfu¨llt, zusa¨tzlich sei
(W1b)(x, t) zweimal nach beiden Argumenten stetig differenzierbar. Außerdem
seien t0 ∈ =, x0 ∈ M1(t0), x′0 := −(A+b)(x0, t0), so dass A(x0, t0)x′0 +
b(x0, t0) = 0 und
N1(x
′
0, x0, t0) ∩ S1(x′0, x0, t0) = {0}
gelten. Dann sind die folgenden Aussagen richtig:
• Die Gleichung (3.91) ist in (x′0, x0, t0) Index-1-tractable
• Eine Anfangswertaufgabe fu¨r (2.2), mit x(t0) = x0 ∈ M1(t0), besitzt
lokal eine eindeutige Lo¨sung x ∈ C1N , fu¨r die
x(t0) = x0, P (x
′(t0)− x′0) = 0
gilt.
Beweis: U nter den Annahmen des Theorems sind A˜(x, t), b˜(x, t), A˜x(x, t)
und b˜x(x, t) stetige Funktionen. Nach dem Lemma 3.3.2 gilt auch x0 ∈
M0(t0). Es wird als Na¨chstes die erste Aussage bewiesen, wofu¨r man die
Matrix G˜1 berechnet:
G˜1(y, x, t) = A˜(x, t) + B˜(y, x, t)Q˜
= A˜(x, t) + (b˜x(x, t) + (A˜(x, t)y)x)Q˜
= A(x, t) + (W1(W1b)x)(x, t) + [bx(x, t)− (W1b)x(x, t)
+(W1(W1b)t)x(x, t) + (A(x, t)y)x + ((W1(W1b)x)(x, t)y)x]Q,
und man betrachtet das lineare Gleichungssystem
G˜1(y, x, t)z = 0.
Der Term (W1b)x(x, t)Qz ist nach dem Lemma 2.1.15 null und fu¨r die Terme
(W1(W1b)t)x(x, t)Qz, ((W1(W1b)x)(x, t)y)xQz,
erha¨lt man
(W1(W1b)t)xQz = W1xQz(W1b)t +W1(W1b)txQz = W1(W1b)txQz,
(W1(W1b)xy)xQz = W1xQz(W1b)xy +W1((W1b)xy)xQz = W1(W1b)xxQz y = 0.
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So folgt G˜1(y, x, t)z = 0 ⇔
A(x, t)z+(W1(W1b)x)(x, t)z+bx(x, t)Qz+(W1(W1b)tx)(x, t)Qz+(A(x, t)y)xQz = 0,
⇔
G1(y, x, t)z + (W1(W1b)x)(x, t)z + (W1(W1b)tx)(x, t)Qz = 0,
⇔
G1(y, x, t)z = 0
(W1(W1b)x)(x, t)z + (W1(W1b)xt)(x, t)Qz = 0,
⇔
G1(y, x, t)z = 0
(W1(W1b)x)(x, t)z = 0.
Die erste Gleichung des letzten Systems bedeutet, dass z ∈ N1(y, x, t) und
aus der zweiten Gleichung erha¨lt man
W1(x, t)W1x(x, t)zb(x, t) +W1(x, t)bx(x, t)z = 0.
Unabha¨ngig davon gilt fu¨r z = Q1(y, x, t)z
Q1(y, x, t)z = (Q1G
−1
2 B)(y, x, t)z = (Q1G
−1
2 )(y, x, t)W1(x, t)B(y, x, t)z
= (Q1G
−1
2 )(y, x, t)W1(x, t)(bx(x, t) + (A(x, t)y)x)z
= −(Q1G−12 )(y, x, t)W1(x, t)W1x(x, t)z(b(x, t) + A(x, t)y).
In dem Punkt (x′0, x0, t0) folgt z = Q1(x
′
0, x0, t0)z = 0 = z. Das beweist
die Regularita¨t von G˜1(x
′
0, x0, t0) und damit besitzt die Gleichung (3.91) den
Tractability-Index-1 in (x′0, x0, t0).
Fu¨r die zweite Aussage des Theorems betrachtet man (3.91) mit dem
Anfangswert x(t0) = x0 ∈M1(t0) ⊂ M˜0(t0), nach dem Theorem 14 Abschnitt
1.2 von [Griepentrog and Ma¨rz, 1986] existiert eine eindeutige C1N -Lo¨sung
x(t) von dieser AWA in einer Umgebung von x0, also fu¨r t ∈ =0 ⊂ =. Es
reicht jetzt aus zu zeigen, dass diese Lo¨sung ebenfalls eine von (3.89) ist. Nach
dem Lemma 3.3.4 gilt x(t) ∈M1(t) und damit ist (W1b)(x(t), t) = 0, ∀t ∈ =0.
Außerdem ergibt I −W1(Px(t), t) multipliziert mit (3.91)
A(x(t), t)(Px)′(t) + (I −W1(x(t), t))b(x(t), t) = 0,
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was zusammen mit (W1b)(x(t), t) = 0 die urspru¨ngliche Gleichung
A(x(t), t)(Px)′(t) + b(x(t), t) = 0
mit sich bringt. Da jede Lo¨sung von (2.2) auch eine Lo¨sung von (3.91) dar-
stellt, ist die Eindeutigkeit der Lo¨sung gleichermaßen gesichert.
Bemerkung 3.3.7
1. Die Ergebnisse dieses Abschnittes gelten unter Annahmen, die aus
praktischer Sicht akzeptabel sind. Die Voraussetzung, dass imG1(y, x, t)
nur von (Px, t) abha¨ngt, ist womo¨glich diejenige, die man in Zweifel
ziehen ko¨nnte. Jedoch erfu¨llen sowohl die Hessenberg-Systeme als auch
die Modelle aus der klassischen modifizierten Knoten-Analyse in der
Schaltkreissimulation, [Tischendorf, 1996],
[Este´vez Schwarz and Tischendorf, 1998], [Este´vez Schwarz, 2000], die-
se Bedingungen.
2. Man bemerkt, dass die Differenzierbarkeitsannahmen, hier u¨ber (W1b)(x, t)
und im Theorem 3.1.10 u¨ber S1(t), im linearen Fall im Einklang stehen.
3. Nach den Ergebnissen dieses Abschnittes bietet sich folgender Ansatz
an: Um die AWA fu¨r die Index-2-Gleichung (3.89) zu lo¨sen, fu¨hrt man
zuna¨chst eine Index-Reduktion durch und diskretisiert anschließend die
Index-1-Gleichung, die konstanten Nullraum besitzt. Die Idee beruht
auf der Tatsache, dass die Mannigfaltigkeit M1(t) invariant fu¨r (3.89)
ist. Jedoch reicht diese Eigenschaft der Gleichung (3.89) nicht aus, da
dieM1-Invarianz bei der Diskretisierung nicht vorkommt. Im Allgemei-
nen wird mit diesem Ansatz die versteckte Nebenbedingung, aber nicht
W1b = 0, durch die Na¨herungslo¨sung erfu¨llt, was zu falschen Ergebnis-
sen fu¨hrt.
3.4 Stabilita¨t der index-reduzierten Gleichung
Der Ansatz dieses Kapitels, die Kommutativita¨t zwischen Diskretisierung
und einer Index-Reduktions-Transformation als Werkzeug fu¨r die Stabilita¨ts-
untersuchung zu benutzen, wird besonders unterstu¨tzt, wenn die Aufgabe im
Kasten unten links des Diagramms 3.1 gewisse Stabilita¨tseigenschaften der
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urspru¨nglichen Aufgabe erbt. Offensichtlich u¨bertra¨gt sich im Fall der Index-
Reduktion durch Differentiation die Lyapunovsche Stabilita¨t einer Lo¨sung
von (3.89), da alle Lo¨sungen dieser Gleichung auch eine von (3.91) sind, siehe
den Beweis von Theorem 3.3.6. Ziel dieses Abschnittes ist es zu zeigen, dass
sich auch die Kontraktivita¨t in gewissem Sinne u¨bertra¨gt. Zuerst muss gekla¨rt
werden, auf welcher Mannigfaltigkeit diese Eigenschaft betrachtet wird. Beide
Aufgaben besitzen dafu¨r verschiedene Obermengen M0(t) und M˜0(t), jedoch
kann als gemeinsamer Nenner M1(t) erkannt werden, M1(t) ⊂ M0(t) und
M1(t) ⊂ M˜0(t).
Theorem 3.4.1 Man nimmt an, dass die Gleichung (3.89) den Tractability-
Index-2 besitzt. Sei außerdem diese Gleichung (P -)kontraktiv auf einer Man-
nigfaltigkeit Γ(t) ⊆ M1(t). Dann ist die index-reduzierte Gleichung (3.91)
auch (P -)kontraktiv auf Γ(t).
Beweis:M an betrachtet die Vektoren (y1, x1, t) und (y2, x2, t) in IR
m×Γ(t)×
=, die die Bedingungen
Qy1 = Qy2 = 0,
A˜(x1, t)y1 + b˜(x1, t) = A˜(x2, t)y2 + b˜(x2, t) = 0, (3.92)
erfu¨llen. Als Projektor auf N˜ kann Q gewa¨hlt werden, weil N˜ = N .
Da x1, x2 auch zu M0(t) geho¨ren, gilt
W1(t)b(x1, t) =W1(t)b(x1, t) = 0.
Andererseits geht aus (3.92) hervor, dass
A(x1, t)y1 + (I −W1(t))b(x1, t) = A(x2, t)y2 + (I −W1(t))b(x2, t) = 0.
Aus den zwei letzten Gleichungen folgt auch fu¨r (y1, x1, t) und (y2, x2, t)
Qy1 = Qy2 = 0,
A(x1, t)y1 + b(x1, t) = A(x2, t)y2 + b(x2, t) = 0,
und durch die Kontraktivita¨t von (3.89) auf Γ(t) erha¨lt man
〈y1 − y2, x1 − x2〉S ≤ −c ‖x1 − x2‖2S .
Bemerkung 3.4.2 Besteht in irgendeiner Art und Weise (P -)Kontraktivita¨t
auf M˜0(t), so ist die Anwendung eines algebraisch stabilen IRK(DAE) auf
die index-reduzierte Gleichung nach dem Kollorar 2.3.7 auch (P -)kontraktiv.
Aber selbst in diesem Fall besteht noch das Problem, dass die Nebenbedin-
gung W1b = 0 durch die diskrete Lo¨sung nicht immer erfu¨llt wird, Bemerkung
3.3.7.
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3.5 Kommutativita¨t zwischen Index-Reduktion
und Diskretisierung
Hier wird eine der Hauptfragen dieses Kapitels beantwortet, und zwar un-
ter welchen Bedingungen das Kommutativita¨tsdiagramm 3.1 fu¨r die Index-
Reduktion durch Differentiation (IRD) und die BDF- und IRK-Verfahren
zutrifft.
3.5.1 BDF-Verfahren
Ein BDF-Verfahren fu¨r die ADGl
A(x(t), t)(Px)′(t) + b(x(t), t) = 0, t ∈ [t0,∞), (3.93)
wie in der Sektion 3.2 schon eingefu¨hrt, lautet
Ai
k∑
j=0
αj(Px)i−j + hbi = 0, i ≥ k, (3.94)
wobei Ai := A(x(ti), ti) und bi := b(x(ti), ti).
Als Erstes stellt man fest, dass die diskrete Lo¨sung in jedem Schritt zu
M0(ti) geho¨rt. Es wird daran erinnert, dass dies bei den IRK-Verfahren auch
zutraf. Aus (3.94) folgt
b(xi, ti) ∈ imA(xi, ti),
und damit ist diese Aussage deutlich.
Wie in dem kontinuierlichen Fall wird (3.94) in die Komponenten auf
imG1,i und ein Komplement davon aufgesplittet:
Ai
k∑
j=0
αj(Px)i−j + h(I −W1)ibi = 0, i ≥ k, (3.95)
(W1b)i = 0. (3.96)
Die Gleichung (3.96) ist nichts anderes als eine Folge des schon erwa¨hnten
Faktes, dass die diskrete Lo¨sung zu M0(ti) geho¨rt.
Das Ziel ist nun herauszufinden, wann (3.95), (3.96) der gleichen Diskre-
tisierung von (3.91) entspricht, also
(A+W1(W1b)x)i
k∑
j=0
αj(Px)i−j + h(I −W1)ibi + hW1,i(W1b)t,i = 0. i ≥ k.
(3.97)
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Aus dieser Gleichung ist ersichtlich, dass (3.95) erfu¨llt ist. So folgt zwangsla¨ufig
die Bedingung
W1,i
(W1b)x,i
k∑
j=0
αj(Px)i−j + h(W1b)t,i
 = 0, i ≥ k, (3.98)
damit (3.97) und die Kommutativita¨t gelten. Weiterhin folgt aus (3.94)
k∑
j=0
αj(Px)i−j = P
k∑
j=0
αj(Px)i−j = −hP (A+b)i, i ≥ k
und (3.98) verwandelt sich in
W1,i
{
−(W1b)xA+b+ (W1b)t
}
i
= 0, i ≥ k. (3.99)
Die letzte Gleichung ist die versteckte Nebenbedingung (2.17) an der Stelle
ti. Als Schlussfolgerung kann man behaupten, dass, wenn die diskrete Lo¨sung
xi zusa¨tzlich (3.99) erfu¨llt, dann das Diagramm 3.1 gilt.
In der Fachliteratur stellt man fest, dass der Zugeho¨rigkeit der diskreten
Lo¨sung zu M1(t) besondere Aufmerksamkeit gewidmet wird. Die vorliegende
Analyse unterstreicht die Bedeutsamkeit dieses Sachverhaltes.
Das System (3.95), (3.96), (3.99) ist im Gegensatz zu dem kontinuierlichen
Fall u¨berbestimmt. Deswegen findet man in der Fachliteratur eine Vielfalt
von Ansa¨tzen, die das System in irgendeinem verallgemeinerten Sinne lo¨sen.
In diesem Abschnitt ist man daran interessiert zu kla¨ren, wann dies nicht
notwendig ist. Kapitel 4 soll sich mit dem anderen Fall na¨her auseinander
setzen.
Das bishier erzielte Ergebnis kann folgendermaßen zusammengefasst wer-
den.
Kriterium 3.5.1 Wenn die diskrete Lo¨sung die Bedingung (3.99) in jedem
Schritt erfu¨llt (also wenn xi ∈ M1(ti)), dann kommutieren die IRT und die
BDF-Diskretisierung.
3.5.2 IRK-Verfahren
Die Analyse der IRK-Verfahren verla¨uft nach dem gleichen Muster wie bei
den BDF-Verfahren. Ein IRK-Verfahren fu¨r die ADGl
A(x(t), t)(Px)′(t) + b(x(t), t) = 0, t ∈ [t0,∞), (3.100)
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wie in 3.2.2 schon eingefu¨hrt, lautet
xl = ρxl−1 +
s∑
i=1
s∑
j=1
βiαˆijXlj, (3.101)
Ali
s∑
j=1
αˆij(Xlj − xl−1) + hbli = 0, i = 1, . . . , s, (3.102)
wobei Ali := A(Xli, tli) und bli := b(Xli, tli).
Das Entscheidende hierbei ist, ob die Gleichung (3.102) der IRK-
Diskretisierung der index-reduzierten Gleichung (3.91) entspricht.
Als Erstes stellt man fest, dass alle Stufen des Verfahrens zu M0 geho¨ren.
Aus (3.102) folgt
b(Xli, tli) ∈ imA(Xli, tli)
und damit ist diese Aussage deutlich.
Es werden die Gleichungen (3.102) in die Komponenten auf imG1,li und
ein Komplement davon aufgesplittet:
Ali
s∑
j=1
αˆij(Xlj − xl−1) + h(I −W1)libli = 0, i = 1, . . . , s, (3.103)
(W1b)li = 0, i = 1, . . . , s. (3.104)
Andererseits erha¨lt man, wenn das IRK-Verfahren direkt auf die index-reduzierte
Gleichung (3.91) angewandt wird, fu¨r die RK-Stufen
(A+W1(W1b)x)li
s∑
j=1
αˆij(Xlj − xl−1) + h(I −W1)libli (3.105)
+hW1,li(W1b)t,li = 0, i = 1, . . . , s.
Aus dieser Gleichung ist ersichtlich, dass die Projektion von (3.105) auf
imG1,i erfu¨llt ist, (3.104). So folgt zwangsla¨ufig die Bedingung
W1,li
(W1b)x,li
s∑
j=1
αˆij(Xlj − xl−1) + h(W1b)t,li
 = 0, i = 1, . . . , s (3.106)
damit (3.105) gilt. Weiterhin folgt aus (3.102), dass
P
s∑
j=1
αˆij(Xlj − xl−1) = −hP (A+b)li, i = 1, . . . , s
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und (3.106) verwandelt sich in
W1,li
{
−(W1b)xA+b+ (W1b)t
}
li
= 0, i = 1, . . . , s. (3.107)
Ebenso wie bei den BDF-Verfahren erha¨lt man, dass die versteckte Neben-
bedingung (2.17) fu¨r die RK-Stufen eine hinreichende Bedingung ist, damit
das Kommutativita¨tsdiagramm 3.1 gilt.
Das Analogon des Kriteriums 3.5.1 lautet fu¨r die IRK-Verfahren:
Kriterium 3.5.2 Wenn alle Stufen eines IRK-Verfahrens zu der Mannigfal-
tigkeitM1(ti) geho¨ren, dann kommutieren die IRT und die IRK-Diskretisierung.
Natu¨rlich ist dieses Kriterium, wie Kriterium 3.5.1 auch, aus praktischer Sicht
unbrauchbar, aber mit ihrer Hilfe kann man fu¨r Klassen von Aufgaben an-
wendbare Kriterien finden. Ein Beispiel dafu¨r sind die schon erwa¨hnten klassi-
schen MNA-Modelle der Schaltkreissimulation. Es werden hier Probleme be-
trachtet, die die topologischen Annahmen von
[Este´vez Schwarz and Tischendorf, 1998], [Este´vez Schwarz, 2000] erfu¨llen. Die
MNA-Gleichungen besitzen, unter anderen, folgende Eigenschaften
([Este´vez Schwarz and Tischendorf, 1998], [Este´vez Schwarz, 2000]):
1. der Raum S1(x
′, x, t) ist konstant
2. der Raum imG1 ist ebenfalls konstant
3. die Gleichung (W1b)(x, t) = 0 ist linear in x.
Aus der dritten Aussage folgt
(W1b)(x, t) = (W1b)x(t)x+ (W1b)(0, t). (3.108)
Andererseits gilt, wenn 2. erfu¨llt ist, fu¨r W1B
W1B(x
′, x, t) =W1 {bx(x, t) + [A(x, t)x′]x} = (W1b)x(t).
So reduziert sich die sichtbare Nebenbedingung (W1b)(x, t) = 0 zu
(W1B)(t)x = 0⇔ x ∈ S1,
vorausgesetzt, die Gleichung (W1b)(0, t) = 0 gilt. Die letzte Annahme be-
deutet bei den betrachteten Modellen, dass der Schaltkreis weder gesteuerte
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Spannungs- noch gesteuerte Stromquellen entha¨lt,
[Este´vez Schwarz and Tischendorf, 1998], [Este´vez Schwarz, 2000].
Unter den genannten Bedingungen gelten dann PQS1∗ x = 0 und die Be-
dingung (3.98), falls die Approximation der Lo¨sung an der Stelle tl−1 zu
M0(tl−1) geho¨rt. In der Tat
W1,li
(W1b)x,li
s∑
j=1
αˆij(Xlj − xl−1) + h(W1b)t,li

= W1
(W1B)li
s∑
j=1
αˆij(Xlj − xl−1) + h(W1B)t,liXli

= W1
(W1B)li
s∑
j=1
αˆijPP
∗
S1
(Xlj − xl−1) + h(W1B)t,li(PP ∗S1X)li

= W1
(W1B)liPP ∗S1
s∑
j=1
αˆij(Xlj − xl−1) + h(W1B)t,liPP ∗S1Xli

= 0,
und damit liegt fu¨r solche Aufgaben die Kommutativita¨t zwischen der Index-
Reduktion und der IRK-Diskretisierung vor. Es ist nicht schwer zu erkennen,
dass fu¨r die BDF-Verfahren die gleiche Aussage bezu¨glich der Bedingung
(3.98) gilt. Die Vorgehensweise fu¨r den Beweis ist die gleiche. Allerdings
kann man bei den IRK-Verfahren mit Hilfe des Theorems 2.3.5 eine sta¨rkere
Aussage formulieren.
Theorem 3.5.3 Seien ein klassisches MNA-Modell der Form (3.93) (P -
)kontraktiv auf der Lo¨sungsmannigfaltigkeit M1(t) und die Voraussetzungen
1-3 erfu¨llt. Dann ist die Anwendung eines algebraisch stabilen IRK(DAE)-
Verfahrens auf die MNA-Gleichung (P -)kontraktiv.
Kapitel 4
Stabilisierung
Im Kapitel 2 wurden Eigenschaften einer Index-2-Gleichung gefunden, die ga-
rantieren, dass ein BDF- oder IRK-Verfahren seine GDGl-Stabilita¨tseigenschaften
beibeha¨lt. Das Beispiel 3.0.8 zeigt allerdings, dass schwer wiegende Stabi-
lita¨tsprobleme auftreten ko¨nnen, wenn eine Aufgabe die genannten Eigen-
schaften nicht besitzt.
In 3.5 wurde die entscheidende Rolle der Gleichungen (3.95), (3.96), (3.99)
(fu¨r das BDF-Verfahren beispielsweise) fu¨r eine stabile diskrete Lo¨sung fest-
gestellt. Insbesondere wurde aufgedeckt, dass die bloße Anwendung des Ver-
fahrens im Allgemeinen nur die Erfu¨llung von (3.95) und (3.96) garantiert.
Alle drei Gleichungen stellen ohne Weiteres ein u¨berbestimmtes Gleichungs-
system auf, allerdings liegt mit den klassischen MNA-Gleichungen ein Fall
vor, bei dem die Gleichung (3.99) automatisch erfu¨llt wird.
Wie in 3.5 erwa¨gt, sind in der Fachliteratur verschiedene Stabilisierungs-
ansa¨tze zu finden, die das System (3.95), (3.96), (3.99) in irgendeiner Art
und Weise lo¨sen. Allerdings kann man zwei Arten von Ansa¨tzen erkennen,
[Eich et al., 1990], [Eich-Soellner and Fu¨hrer, 1998]:
1. Ansa¨tze, die auf einer Projektion der approximierten Lo¨sung basieren
(Koordenatenprojektion)
2. Ansa¨tze, die auf einer Projektion des Residuums basieren (Ableitungs-
projektion).
Beide Ansa¨tze sind nicht an ein Diskretisierungsverfahren gebunden und
ko¨nnen deswegen beliebig mit numerischen Methoden konbiniert werden.
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Diese Ansa¨tze kommen imWesentlichen aus der Mechanik der Mehrko¨rper-
systeme, [Eich et al., 1990], wo Gleichungen in Hessenberg-Form auftreten.
Die Index-2-Formulierung solcher Aufgaben hat die Form
x′1(t) +B11(t)x1(t) +B12(t)x2(t) = q1(t), (4.1)
B21(t)x1(t) = q2(t), (4.2)
siehe Beispiel 2.1.9. Sei Q der Orthoprojektor auf N und W1 als Projektor
la¨ngs imG1
W1 = Q =
(
0 0
0 I
)
gewa¨hlt.
Die Projektionen auf im (I − W1) und imW1 fu¨r (4.1), (4.2) ergeben,
ungeachtet der durch die Projektionen entstehenden Nullen, erneut diese
Gleichungen. Um die versteckte Nebenbedingung zu berechnen, muss die
Gleichung (4.2) nach t differenziert werden. Das ergibt
B′21(t)x1(t) +B21(t)x
′
1 = q
′
2(t),
(B′21(t)−B21(t)B11(t))x1(t)−B21(t)B12(t)x2(t) = q′2(t)−B21(t)q1(t).(4 3)
Der Ansatz vom Typ 1 wurde zuerst fu¨r GDGln mit Invarianten in
[Shampine, 1986] eingefu¨hrt und schla¨gt vor, das Index-1-System (4.1), (4.3)
(siehe 3.3) mit dem ausgewa¨hlten Verfahren zu lo¨sen und nach jedem Schritt
die erhaltene Na¨herungslo¨sung orthogonal auf die Mannigfaltigkeit
M0(t) =
{(
x1
x2
)
∈ IRm : B21(t)x1(t) = q2(t)
}
zu projizieren.
Die Anwendung dieses Ansatzes auf das Beispiel 3.0.8 ist, wie die Abbil-
dung 4.1 zeigt, erfolglos. Hier wurde wie bei den Ergebnissen in der Abbil-
dung 3.2 das Euler-Verfahren fu¨r die Index-1-Formulierung verwendet und
in jedem Schritt die genannte Projektion durchgefu¨hrt.
Die Linie η = 0 repra¨sentiert den Fall, in dem die Ra¨ume N1 und S1
konstant und damit die Ergebnisse aus Kapitel 3 anwendbar sind. Wenn das
Verfahren das asymptotische Verhalten der exakten Lo¨sung widerspiegeln
wu¨rde, dann mu¨sste die Fla¨che fu¨r alle Werte von η wie bei η = 0 aussehen.
Die vorhandene Situation in dem Koordinatenprojektionsansatz kann wie
in der Abbildung 4.2 fu¨r die differenzierbaren Komponenten geometrisch dar-
gestellt werden.
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Abbildung 4.1: Ergebnisse fu¨r das Beispiel 3.0.8 unter Verwendung des im-
pliziten Euler-Verfahrens fu¨r den Koordenatenprojektionsansatz mit einer
Schrittweite h = 0.1 und verschiedenen Werten von λ und η.
Ein Schritt des Koordenatenprojektionsansatzes kann wie folgt beschrie-
ben werden: Mit dem impliziten Euler-Verfahren wird die Ableitung x′1 durch
den Differenzenquotienten approximiert. Man kennt jedoch nur die Gro¨ßen-
ordnung des dadurch verursachten Diskretisierungsfehlers. Insbesondere hat
man keine Information u¨ber die Projektion von x˜′1 auf dem Tangentialraum
an der Stelle x1. Außerdem liegt die mit dieser mo¨glicherweise falschen Rich-
tung berechnete Lo¨sung (x˜1) auf der MannigfaltigkeitH (siehe (2.18)), jedoch
in der Regel außerhalb der Mannigfaltigkeit M0, da die sichtbare Nebenbe-
dingung (4.2) in der Index-1-Aufgabe (4.1), (4.3) nicht beru¨cksichtigt wird.
Anschließend wird x˜1 orthogonal auf M0 projiziert (x¯1) und dieser Wert als
neue Approximation u¨bernommen. Eine andere Variante dieses Verfahrens
besteht darin, statt auf M0 auf M1 zu projizieren. Das a¨ndert aber nichts an
der Tatsache, dass die Dynamik der Aufgabe nicht beru¨cksichtigt wird.
Die Verfahrensweise von Typ 2 betrachtet auch das Index-1-System (4.1),
(4.3) mit der zusa¨tzlichen Bedingung (4.2). Er fordert in jedem Integrations-
schritt die Erfu¨llung der Gleichungen (4.2), (4.3), also die Zugeho¨rigkeit der
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Abbildung 4.2: Geometrische Interpretation des Koordenatenprojektionsan-
satzes.
Approximation zuM1, und la¨sst fu¨r die Diskretisierung von (4.1) einen Fehler
im imBT21(t) zu. Bemerkenswert an dieser Stelle ist es, dass imB
T
21(t) × {0}
der Orthogonalraum nach dem euklidischen Skalarprodukt von S1 ist und
S1, fu¨r die homogene Aufgabe, M1 entha¨lt. Insbesondere gilt in diesem Fall
([Ma¨rz and Rodr´ıguez Santiesteban, 1999])
PM1(t) = PS1(t) =
{(
x1
0
)
: B21(t)x1 = 0
}
.
Die beschriebene Methode entspricht der Diskretisierung der Gear-Gupta-
Leimkuhler (GGL)-Formulierung fu¨r (4.1), (4.2), [Hairer and Wanner, 1991].
Sie lautet
x′1(t) +B11(t)x1(t) +B12(t)x2(t) +B
T
21(t)µ(t) = q1(t), (4.4)
(B′21(t)−B21(t)B11(t))x1(t)−B21(t)B12(t)x2(t) = q′2(t) (4.5)
−B21(t)q1(t),
B21(t)x1(t) = q2(t), (4.6)
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wobei der eingefu¨hrte Vektor µ die Dimension m− r hat, wenn x1 ∈ IRr.
Die Situation ist fu¨r die differenzierbaren Komponenten in der Abbildung
4.3 geometrisch dargestellt:
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Abbildung 4.3: Geometrische Interpretation des Ableitungsprojektionsansat-
zes.
Nach einem Integrationsschritt mit dem impliziten Euler-Verfahren liegt
erstens, im Gegensatz zu dem Koordenatenprojektionsansatz, die Lo¨sungs-
approximation x˜1 auf M1, weil die Aufgabe (4.4)-(4.6) sowohl die sichtbare
als auch die versteckte Nebenbedingung entha¨lt. Zweitens ist die Orthopro-
jektion von x˜′1 auf den Tangentialraum in x1 identisch mit x
′
1. Die Erkla¨rung
dafu¨r besteht darin, dass das Residuum bei der Diskretisierung der Gleichung
(4.1) im imBT21(t) ' S⊥1 (t) liegt. Diese zwei Fakten wecken die Vermutung,
dass dieser Ansatz die Stabilita¨tsprobleme lo¨sen kann, da zusa¨zlich zu der
M1-Zugeho¨rigkeit die Dynamik des Systems respektiert wird.
In der Abbildung 4.4 sind die Ergebnisse der Anwendung des impli-
ziten Euler-Verfahrens auf die GGL-Formulierung (4.4)-(4.6) fu¨r das Bei-
spiel 3.0.8 dargestellt. Der Stabilisierungseffekt ist deutlich zu erkennen, die
Na¨herungslo¨sung besitzt das gleiche asymptotische Verhalten wie die exakte
Lo¨sung.
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Abbildung 4.4: Ergebnisse fu¨r das Beispiel 3.0.8 unter Verwendung des im-
pliziten Euler-Verfahrens fu¨r den GGL-Ansatz mit Schrittweite h = 0.1 und
verschiedenen Werten von λ und η.
Die hier erwa¨hnten Argumente und numerischen Ergebnisse sind natu¨rlich
noch kein Beweis dafu¨r, dass die GGL-Formulierung die Stabilita¨tsprobleme
behebt. Das ist allerdings das Ziel dieses Kapitels. Es werden zuna¨chst ei-
nige Eigenschaften der GGL-Formulierung im Hessenberg-Fall gezeigt, dann
eine Verallgemeinerung dieser Formulierung fu¨r Nicht-Hessenberg-Systeme
eingefu¨hrt und anschließend analoge Eigenschaften dieser Verallgemeinerung
bewiesen. Die wichtigste Aussage fu¨r die GGL-Formulierung belegt die Kon-
traktivita¨t von IRK(DAE)-Verfahren fu¨r die GGL-Formulierung und erkla¨rt
zugleich die vorgestellten numerischen Ergebnisse.
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4.1 Eigenschaften der GGL-Formulierung im
Hessenberg-Fall
Das System (4.4)-(4.6) stellt eine ADGl dar, die mit Hilfe der Notation
xˆ :=
 x1x2
µ
 , Â :=
 I 0 00 0 0
0 0 0
 , B̂ :=
 B11 B12 B
T
21
B′21 −B21B11 B21B12 0
B21 0 0
 ,
und
P̂ :=
(
P 0
0 0
)
, qˆ :=
 q1q′2 −B21q1
q2
 ,
als
Â(P̂ xˆ)′(t) + B̂(t)xˆ(t) = qˆ(t), (4.7)
geschrieben werden kann.
In dieser Sektion werden alle zu (4.7) geho¨renden Objekte (Matrizen,
Projektoren und Ra¨ume) mit ̂ gekennzeichnet.
Lemma 4.1.1 Fu¨r die Aufgabe (4.7) ist die sichtbare Lo¨sungsmannigfaltigkeit
M̂0(t) durch
M̂0(t) =M1(t)× IRm−r
gegeben.
Beweis: D ie sichtbare Lo¨sungsmannigfaltigkeit M̂0(t) ist nach der Definition
durch
M̂0(t) =
zˆ =
 z1z2
zµ
 ∈ IRr × IRm−r × IRm−r : [B̂(t)zˆ − qˆ(t)] ∈ im Â

bestimmt, das bedeutet konkret
(B′21 −B21B11)z1 −B21B12z2 = q′2 −B21q1,
B21z1 = q2,
was die Zugeho¨rigkeit von
(
z1
z2
)
zu M1 ergibt.
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Das Lemma bringt eine sehr wichtige Aussage aus der Stabilita¨tssicht, na¨mlich
dass die MannigfaltigkeitM1(t) durch den GGL-Ansatz zu M̂0(t) “wandert”.
Lemma 4.1.2 Falls die urspru¨ngliche Aufgabe (4.1), (4.2) Index-2 ist, dann
ist der Tractability-Index von (4.14) gro¨ßer als 1, und
Ĝ1(t) =
 Ir B12(t) B
T
21(t)
0 −(B21B12)(t) 0
0 0 0
 , Ŵ1 =
 0 0 00 0 0
0 0 Im−r
 .
Beweis:
Ĝ1(t) =
 Ir 0 00 0 0
0 0 0
+
 B11(t) B12(t) B
T
21(t)
(B′21 −B21B11)(t) −(B21B12)(t) 0
B21(t) 0 0

×
 0 0 00 Im−r 0
0 0 Im−r

=
 Ir 0 00 0 0
0 0 0
+
 0 B12(t) B
T
21(t)
0 −(B21B12)(t) 0
0 0 0

=
 Ir B12(t) B
T
21(t)
0 −(B21B12)(t) 0
0 0 0
 .
Offensichtlich ist Ĝ1(t) singula¨r fu¨r alle t. Auf Grund der Regularita¨t von
(B21B12)(t) besitzt diese Matrix konstanten Rank m fu¨r alle t und eine
mo¨gliche Wahl fu¨r Ŵ1 ist durch den angegebenen Ausdruck bestimmt.
Jetzt, da der Ausdruck fu¨r Ĝ1(t) bekannt ist, ko¨nnen fu¨r (4.7) die relevanten
Ra¨ume N̂1(t) und Ŝ1(t) berechnet werden.
Fu¨r zˆ ∈ N̂1(t) gilt Ir B12(t) B
T
21(t)
0 −(B21B12)(t) 0
0 0 0

 zˆ1zˆ2
zˆµ
 = 0.
Diese Gleichung ist a¨quivalent zu(
Ir B12(t)
0 −(B21B12)(t)
)(
zˆ1
zˆ2
)
= −
(
BT21(t)zˆµ
0
)
.
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Aus der letzten Gleichung geht hervor, dass(
zˆ1
zˆ2
)
= −
(
Ir B12(t)(B21B12)
−1(t)
0 −(B21B12)−1(t)
)(
BT21(t)zˆµ
0
)
= −
(
BT21(t)
0
)
zˆµ,
und damit folgt fu¨r N̂1(t)
N̂1(t) =
{
zˆ ∈ IRr × IRm−r × IRm−r :
(
zˆ1
zˆ2
)
= −
(
BT21(t)
0
)
zˆµ
}
.
Als mo¨glicher Projektor auf N̂1(t) kann
Q̂∗
N̂1
(t) =
 0 0 −B
T
21(t)
0 0 0
0 0 Im−r

gewa¨hlt werden.
Bezu¨glich Ŝ1(t) hat man nach der Definition
Ŝ1(t) =
{
zˆ ∈ IRr × IRm−r × IRm−r : B̂(t)P̂ zˆ ∈ im Ĝ1(t)
}
.
Das bedeutet
B̂P̂ zˆ =
 B11 B12 B
T
21
B′21 −B21B11 −B21B12 0
B21 0 0

 zˆ10
0

=
 B11zˆ1(B′21 −B21B11)zˆ1
B21zˆ1
 ∈ IRr × IRm−r × {0},
woraus folgt (siehe 2.1.9)
Ŝ1(t) = S1(t)× IRm−r.
An dieser Stelle ist darauf zu hinweisen, dass bezu¨glich der Komponenten zˆ1,
zˆ2 die Ra¨ume Ŝ1(t) und N̂1(t) orthogonal in dem euklidischen Skalarprodukt
sind.
Lemma 4.1.3 Wenn die urspru¨ngliche Aufgabe (4.1)-(4.2) index-2-tractable
ist, dann ist auch die Aufgabe (4.7) index-2-tractable.
109
Beweis: E s wird gezeigt, dass
Ŝ1(t) ∩ N̂1(t) = {0} , ∀t.
Sei zˆ ∈ Ŝ1(t) ∩ N̂1(t), dann gelten die Gleichungen(
zˆ1
zˆ2
)
∈ S1(t),(
zˆ1
zˆ2
)
= −
(
BT21(t)
0
)
zˆµ,
und folglich
(
BT21(t)
0
)
zˆµ ∈ S1(t) ebenfalls. Die letzte Aussage bedeutet
(durch die Definition von S1(t), siehe auch das Beispiel 2.1.9):
B21(t)B
T
21(t)zˆµ = 0.
Diese Gleichung impliziert zˆµ = 0, weil nach der Index-2-Annahme B21(t)
vollen Rank besitzt. Schließlich erha¨lt man zˆ1 = zˆ2 = zˆµ = 0.
Ein weiterer Unterraum von Bedeutung bei den Index-2-Aufgaben ist N̂ ∩
Ŝ(t). In 3.1.1 wurde festgestellt, dass in diesem Unterraum jene Komponenten
leben, die in der Differentiationsaufgabe einbezogen sind.
Lemma 4.1.4 Fu¨r die Aufgabe (4.7) gilt
N̂ ∩ Ŝ(t) = {0}r × {0}m−r × IRm−r,
T̂ =
 0 0 00 0 0
0 0 Im−r
 .
Beweis: A us 3.1 weiß man, dass die Gleichung
N̂ ∩ Ŝ(t) = im Q̂Q̂∗
N̂1
(t)
unabha¨ngig von den Projektoren Q̂ und Q̂∗
N̂1
(t) Gu¨ltigkeit besitzt. Die ein-
fache Berechnung
Q̂Q̂∗
N̂1
(t) =
 0 0 00 Im−r 0
0 0 Im−r

 0 0 −B
T
21(t)
0 0 0
0 0 Im−r
 =
 0 0 00 0 0
0 0 Im−r
 ,
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ergibt dann die Aussage des Lemmas.
Lemma 4.1.5 Die Lo¨sungsmannigfaltigkeit M̂1(t) von (4.7) ist durch
M̂1(t) =
zˆ =
 zˆ1zˆ2
zˆµ
 ∈ IRr × IRm−r × IRm−r : zˆ ∈ M̂0(t) ∧ zˆµ = 0
 =M1(t)×{0}
gegeben.
Beweis: D ie Mannigfaltigkeit M̂1(t) ist nach der Definition durch
M̂1(t) =
 zˆ ∈ IR
r × IRm−r × IRm−r : zˆ ∈ M̂0(t),
Ŵ1(t)
[
(Ŵ1B̂)
′ − Ŵ1B̂Â+B̂
]
(t)zˆ = Ŵ1(t)
[
(Ŵ1qˆ)
′ − Ŵ1B̂Â+qˆ
]
(t)

bestimmt. Jetzt wird gezeigt, dass die versteckte Nebenbedingung nichts an-
deres als zˆµ = 0 ist.
Der Term Ŵ1B̂Â
+ ist
 0 0 00 0 0
B21 0 0

 Ir 0 00 0 0
0 0 0
 =
 0 0 00 0 0
B21 0 0
 ,
dann folgt
Ŵ1B̂Â
+B̂ =
 0 0 00 0 0
B21 0 0

 B11(t) B12(t) B
T
21(t)
(B′21 −B21B11)(t) −(B21B12)(t) 0
B21(t) 0 0

=
 0 0 00 0 0
B21B11 B21B12 B21B
T
21
 .
Andererseits ist
Ŵ1B̂Â
+qˆ =
 0 0 00 0 0
B21 0 0

 q1q′2 −B21q1
q2
 =
 00
B21q1
 ,
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und die versteckte Nebenbedingung kann folgendermaßen geschrieben wer-
den: 0 0 00 0 0
0 0 Im−r


 0 0 00 0 0
B′21 −B21B11 −B21B12 −B21BT21

 zˆ1zˆ2
zˆµ

−
 00
q′2 −B21q1

 = 0,
 00
(B′21 −B21B11)zˆ1 −B21B12zˆ2 −B21BT21zˆµ
−
 00
q′2 −B21q1
 = 0.
Wenn zˆ ∈ M̂0, dann gilt die Gleichung (also die versteckte Nebenbedingung
der urspru¨nglichen Gleichung)
(B′21 −B21B11)zˆ1 −B21B12zˆ2 = q′2 −B21q1.
Jetzt reduziert sich die versteckte Nebenbedingung fu¨r (4.7) zu
B21B
T
21zˆµ = 0,
woraus zˆµ = 0 folgt.
Wenn
(
x1
x2
)
(·) eine Lo¨sung von (4.1), (4.2) ist, dann kann man trivialer-
weise eine Lo¨sung fu¨r (4.7) als
 x1x2
0
 (·) angeben. Der folgende Korollar
stellt die Umkehrung dieser Aussage dar.
Korollar 4.1.6 Sei Θ die Applikation
Θ : IRr × IRm−r × IRm−r → IRr × IRm−r,
Θ
 x1x2
xµ
 = ( x1
x2
)
.
Dann ist die Einschra¨nkung von Θ auf M̂1(t) eine Bijektion zwischen M̂1(t)
und M1(t). Das bedeutet insbesondere, dass, wenn xˆ(·) =
 xˆ1(·)xˆ2(·)
xˆµ(·)
 eine Cˆ1
N̂
-
Lo¨sung von (4.7) ist,
(
xˆ1(·)
xˆ2(·)
)
eine C1N -Lo¨sung von (4.1), (4.2) darstellt.
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4.2 Die allgemeine lineare GGL-Formulierung
Der am Anfang des Kapitels vorgestellte Ableitungsprojektionsansatz kann
fu¨r ein vollimplizites Index-2-Problem
A(t)(Px)′(t) +B(t)x(t) = q(t), t ∈ =, (4.8)
wobei die Gleichungsanteile W1B, W1q stetig differenzierbar sind, verallge-
meinert werden.
Wie aus Abschnitt 2.1.2 ersichtlich, ist die Gleichung (4.8) a¨quivalent zu
dem System
A(t)(Px)′(t) + (I −W1(t))B(t)x(t) = (I −W1(t))q(t), (4.9)
W1(t)B(t)x(t) = (W1q)(t), (4.10)
W1(t)
[
(W1B)
′(t)− (W1BA+B)(t)
]
x(t) = W1(t) (4.11)
×
[
(W1q)
′(t)− (W1BA+q)(t)
]
.
Seien die Spalten von Φ(t), Γ(t) jeweils eine Basis von imW1(t), imA1(t)
⊥
und κ = dimN1(t) die Spaltenanzahl dieser Matrizen. So folgt fu¨r W1(t) der
Ausdruck
W1(t) = Φ(t)
[
Γ(t)TΦ(t)
]−1
Γ(t)T .
Mit Hilfe der letzten Gleichung kann man aus (4.10) die linear unabha¨ngigen
Bedingungen herausfiltern:
(W1B)(t)x(t) =W1(t)q(t),[
Φ(ΓTΦ)−1ΓTB
]
(t)x(t) =
[
Φ(ΓTΦ)−1ΓT
]
(t)q(t),
(ΓTB)(t)x(t) = ΓT (t)q(t).
Der Vorschlag fu¨r einen verallgemeinerten GGL-Ansatz lautet dann
A(t)(Px)′(t) + (I −W1)(t)B(t)x(t) (4.12)
+W1(t)
[
(W1B)
′ −W1BA+B
]
(t)x(t)
−(AΨ)(t)µ(t) = (I −W1)(t)q(t)
+W1(t)
[
(W1q)
′ −W1BA+q
]
(t),
(ΓTB)(t)x(t) = ΓT (t)q(t), (4.13)
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wobei die m × κ-Matrix Ψ(t) eine Basis eines transversalen Raumes zu
S1(t) bildet. Hier gilt fu¨r die neue Variable µ(t) ∈ IRκ. Die Berechnung
der Matrix Ψ(t) ist im Allgemeinen nicht trivial und beno¨tigt die Verwen-
dung eines Algorithmus aus der Linearalgebra. Allerdings ist diese Aufgabe
im Hessenberg-Fall viel einfacher. Man beachte, dass (4.12), (4.13) fu¨r ein
Hessenberg-System, mit
Γ =
(
0 0
0 I
)
und Ψ(t) = −(BTΓ)(t), den GGL-Ansatz (4.4)-(4.6) ergibt.
Wie im Hessenberg-Fall wird das System (4.12), (4.13) als eine ADGl der
Form
Â(t)(P̂ xˆ)′(t) + B̂(t)xˆ(t) = qˆ(t) (4.14)
ausgedru¨ckt, wobei jetzt
xˆ :=
(
x
µ
)
, Aˆ :=
(
A 0
0 0
)
,
B̂ :=
(
(I −W1)B +W1 [(W1B)′ −W1BA+B] −AΨ
ΓTB 0
)
,
und
P̂ :=
(
P 0
0 0
)
, qˆ :=
(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
.
Wieder werden alle auf (4.14) bezogenen Objekte (wie Matrizen, Projek-
toren und Ra¨ume) mit ̂ gekennzeichnet.
4.2.1 Eigenschaften des GGL-Ansatzes im linearen Fall
In dieser Sektion wird gezeigt, dass die verallgemeinerte GGL-Formulierung
(4.12), (4.13) die gleichen Eigenschaften besitzt, die in 4.1 fu¨r die Hessenberg-
Formulierung (4.4)-(4.6) gezeigt wurden.
Lemma 4.2.1 Fu¨r die Aufgabe (4.14) ist die sichtbare Lo¨sungsmannigfaltigkeit
M̂0(t) durch
M̂0(t) =M1(t)× IRκ
gegeben.
114
Beweis: D ie sichtbare Lo¨sungsmannigfaltigkeit M̂0(t) ist nach der Definition
durch
M̂0(t) =
{
zˆ =
(
z
µ
)
∈ IRm × IRκ :
[
B̂(t)zˆ − qˆ(t)
]
∈ im Â(t)
}
bestimmt. Das bedeutet
(I −W1)Bz +W1
[
(W1B)
′ −W1BA+B
]
z − (I −W1)q
−W1
[
(W1q)
′ −W1BA+q
]
∈ imA,
ΓT (Bz − q) = 0.
Die zweite Gleichung ist a¨quivalent zu
W1Bz = W1q,
was dann fu¨r die erste Gleichung
Bz +W1
[
(W1B)
′ −W1BA+B
]
z − q −W1
[
(W1q)
′ −W1BA+q
]
∈ imA,
impliziert. Da W1 ein Projektor la¨ngs imA1(t) ⊃ imA(t) ist, folgen die zwei
Bedingungen
B(t)z − q(t) ∈ imA(t),
W1(t)
[
(W1B)
′ −W1BA+B
]
(t)z = W1(t)
[
(W1q)
′ −W1BA+q
]
(t),
damit ein Vektor zˆ zu M̂0(t) geho¨rt.
Lemma 4.2.2 Falls die urspru¨ngliche Aufgabe (4.8) Index-2 ist, dann ist
der Tractability-Index von (4.14) gro¨ßer als 1, und
Ĝ1(t) =
(
G1 −W1BA+BQ −AΨ
0 0
)
(t), Ŵ1 =
(
0 0
0 Iκ
)
.
Beweis: Z uerst wird die Matrix Ĝ1(t) berechnet:
Ĝ1 =
(
A 0
0 0
)
+
(
(I −W1)B +W1 [(W1B)′ −W1BA+B] −AΨ
ΓTB 0
)(
Q 0
0 Iκ
)
=
(
A 0
0 0
)
+
(
BQ−W1BA+BQ −ABΨ
0 0
)
=
(
G1 −W1BA+BQ −AΨ
0 0
)
.
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Offensichtlich ist diese Matrix singula¨r, und wenn
G1 −W1BA+BQ
regula¨r ist, dann ist rank Ĝ1(t) konstant und
Ŵ1 =
(
0 0
0 Iκ
)
eine mo¨gliche Wahl fu¨r Ŵ1.
In der Tat ist die Matrix G1 −W1BA+BQ regula¨r. Um dies zu zeigen,
wird das Gleichungssystem(
G1 −W1BA+BQ
)
z = 0
betrachtet.
Diese Gleichung ist a¨quivalent zu
G1z = 0,
W1BA
+BQz = 0.
Das bedeutet in erster Linie, dass z ∈ N1(t). Außerdem folgt, wenn die erste
Gleichung mit W1BA
+ multipliziert wird,
W1BA
+(A+BQ)z = 0,
W1BA
+Az = 0,
W1Bz = 0,
was die Zugeho¨rigkeit von z zu S1(t) mit sich bringt. Folglich ist z ∈ S1(t)∩
N1(t), und da die Aufgabe (4.8) index-2-tractable ist, folgt z = 0 und die
Regularita¨t der Matrix.
Nachdem man den Ausdruck von Ĝ1(t) kennt, gilt fu¨r zˆ ∈ N̂1(t)
z =
(
G1 −W1BA+BQ
)−1
AΨµ,
=
(
G1 −W1BA+BQ
)−1 (
G1 −W1BA+BQ
)
PΨµ,
= PΨµ.
Infolgedessen ist N̂1(t) durch
N̂1(t) =
{
zˆ =
(
z
µ
)
∈ IRm × IRκ : z = PΨ(t)µ
}
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gegeben, und
Q̂∗
N̂1
(t) =
(
0 PΨ(t))
0 Iκ
)
ist ein Projektor auf N̂1(t).
Auf der anderen Seite ist
Ŝ1(t) =
{
zˆ =
(
z
µ
)
∈ IRm × IRκ : B̂(t)P̂ zˆ ∈ im Ĝ1(t)
}
,
das heißt
B̂(t)P̂ zˆ =
( {(I −W1)B +W1 [(W1B)′ −W1BA+B]} (t)Pz
Γ(t)TB(t)z
)
∈ IRm×{0} ,
und daraus folgt, dass z ∈ S1(t) und
Ŝ1(t) = S1(t)× IRκ.
Lemma 4.2.3 Wenn die urspru¨ngliche Aufgabe (4.8) index-2-tractable ist,
dann ist auch die Aufgabe (4.14) index-2-tractable.
Beweis: E s wird gezeigt, dass
Ŝ1(t) ∩ N̂1(t) = {0} , ∀t.
Sei zˆ ∈ Ŝ1(t) ∩ N̂1(t), dann gelten die Gleichungen
z ∈ S1(t),
z = PΨ(t)µ,
und folglich Ψ(t)µ ∈ S1(t) ebenfalls. Aber da imΨ(t) transversal zu S1(t) ist,
muss Ψ(t)µ = 0 gelten, und schließlich erha¨lt man z = µ = 0.
In 3.1.1 spielte die Schnittmenge N ∩ S(t) eine wichtige Rolle. Durch den
Projektor T (t) auf diesen Raum (und sein Komplement U(t)) konnte die Q-
Komponente in die Teile TQx und UQx zerlegt werden, wobei nur in dem
TQ-Teil eine Differentiationsaufgabe vorkommt. Das folgende Lemma bringt
Aufschluss u¨ber diesen kritischen Schnittraum.
Lemma 4.2.4 Fu¨r die Aufgabe (4.14) gilt
N̂ ∩ Ŝ(t) = {0} × IRκ,
T̂ =
(
0 0
0 Iκ
)
.
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Beweis: I n 3.1 ist ersichtlich, dass die Gleichung
N̂ ∩ Ŝ(t) = im Q̂Q̂∗
N̂1
(t)
unabha¨ngig von den Projektoren Q̂ und Q̂∗
N̂1
(t) gilt. Die einfache Berechnung
Q̂Q̂∗
N̂1
(t) =
(
Q 0
0 Iκ
)(
0 PΨ(t)
0 Iκ
)
=
(
0 0
0 Iκ
)
,
ergibt dann die Aussage des Lemmas.
Lemma 4.2.5 Die Lo¨sungsmannigfaltigkeit M̂1(t) von (4.14) ist durch
M̂1(t) =
{
zˆ =
(
z
µ
)
∈ IRm × IRκ : zˆ ∈ M̂0(t) ∧ µ = 0
}
=M1(t)× {0}
gegeben.
Beweis: D ie Mannigfaltigkeit M̂1(t) ist nach der Definition durch
M̂1(t) =
 zˆ ∈ IR
m × IRκ : zˆ ∈ M̂0(t),
Ŵ1(t)
[
(Ŵ1B̂)
′ − Ŵ1B̂Â+B̂
]
(t)zˆ = Ŵ1(t)
[
(Ŵ1qˆ)
′ − Ŵ1B̂Â+qˆ
]
(t)

bestimmt. Es wird gezeigt, dass die versteckte Nebenbedingung nichts ande-
res als µ = 0 ist.
Der Term Ŵ1B̂Â
+ ist(
0 0
ΓTB 0
)(
A+ 0
0 0
)
=
(
0 0
ΓTBA+ 0
)
,
dann folgt
Ŵ1B̂Â
+B̂ =
(
0 0
ΓTBA+ 0
)(
(I −W1)B +W1 [(W1B)′ −W1BA+B] −AΨ
ΓTB 0
)
=
(
0 0
ΓTBA+(I −W1)B −ΓTBA+AΨ
)
=
(
0 0
ΓTBA+B −ΓTBΨ
)
.
Andererseits ist
Ŵ1B̂Â
+qˆ =
(
0
ΓTBA+q
)
,
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und die versteckte Nebenbedingung kann folgendermaßen geschrieben wer-
den:(
0 0
0 Ik
)(
0 0
(ΓTB)′ − ΓTBA+B ΓTBΨ
)(
z
µ
)
=
(
0 0
0 Ik
)
×
(
0
(ΓT q)′ − ΓTBA+q
)
,(
0[
(ΓTB)′ − ΓTBA+B
]
z + ΓTBΨµ
)
=
(
0
(ΓT q)′ − ΓTBA+q
)
.
Wenn zˆ ∈ M̂0, dann gelten die Gleichungen
W1Bz = W1q,
W1
[
(W1B)
′ −W1BA+B
]
z = W1
[
(W1q)
′ −W1BA+q
]
,
und daraus folgt [
(W1B)
′ −W1BA+B
]
z =
[
(W1q)
′ −W1BA+q
]
,{[
Φ(ΓTΦ)−1ΓTB
]′ − Φ(ΓTΦ)−1ΓTBA+B} z = {[Φ(ΓTΦ)−1ΓT q]′
−Φ(ΓTΦ)−1ΓTBA+q
}
,[
(ΓTB)′ − ΓTBA+B
]
z = (ΓT q)′ − ΓTBA+q.
Jetzt reduziert sich die versteckte Nebenbedingung zu
ΓTBΨµ = 0,
woraus, wegen der Transversalita¨t zwischen S1(t) und imΨ(t), µ = 0 folgt.
Wenn x(·) eine Lo¨sung von (4.8) ist, dann kann trivialerweise eine Lo¨sung
fu¨r (4.14) als xˆ(·) =
(
x(·)
0
)
angegeben werden. Der folgende Korollar stellt
die Umkehrung dieser Aussage dar:
Korollar 4.2.6 Sei Θ die Applikation
Θ : IRm × IRκ → IRm,
Θ
(
x
µ
)
= x.
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Dann ist die Einschra¨nkung von Θ auf M̂1(t) eine Bijektion zwischen M̂1(t)
und M1(t). Das bedeutet insbesondere, dass wenn xˆ(·) =
(
x(·)
µ(·)
)
eine Cˆ1
N̂
-
Lo¨sung von (4.14) ist, x(·) eine C1N -Lo¨sung von (4.8) darstellt.
4.2.2 Analytische und diskrete Stabilita¨t der GGL-Formulierung
Bis hier wurden Eigenschaften des GGL-Ansatzes gezeigt, die gewisse Hin-
weise auf eine mo¨gliche Verbesserung der asymptotischen Stabilita¨t fu¨r die
Diskretisierungsverfahren geben. In diesem Abschnitt werden wichtige Aus-
sagen bezu¨glich der Kontraktivita¨t des GGL-Ansatzes bewiesen, die positive
Auswirkungen aus numerischer Sicht haben.
Jetzt stellt sich die Frage, ob sich die Kontraktivita¨t der Gleichung (4.8)
auf die entsprechende GGL-Formulierung (4.14) u¨bertra¨gt.
Die Kontraktivita¨tsdefinition 2.2.10 nimmt fu¨r die lineare Gleichung (4.8)
die folgende Form an:
Definition 4.2.7 Die lineare ADGl
A(t)x′(t) +B(t)x(t) = q(t), t ∈ =, (4.15)
mit konstantem Nullraum N := kerA(t) heißt kontraktiv auf M1(t) ⊂ IRm,
wenn ein Skalarprodukt 〈·, ·〉S und eine Konstante c > 0 existieren, so dass
fu¨r alle Vektoren (y, x, t) ∈ IRm ×M1(t)× [t0,∞) mit
Qy = 0,
A(t)y +B(t)x = 0,
die Ungleichung
〈y, x〉S ≤ −c ‖x‖2S
gilt, wobei der Projektor Q orthogonal nach dem Skalarprodukt 〈·, ·〉S ist.
Theorem 4.2.8 Falls die lineare ADGl (4.15) (P -)kontraktiv auf M1(t) mit
dem Skalarprodukt 〈·, ·〉S ist, dann ist die GGL-Gleichung (4.14) (P -)kontraktiv
auf M̂1(t) mit dem Skalarprodukt 〈·, ·〉Ŝ, wobei
Ŝ :=
(
S 0
0 Iκ
)
.
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Beweis: M an betrachtet einen beliebigen Vektor (yˆ, xˆ, t) mit
yˆ :=
(
y
yµ
)
∈ IRm × IRκ, xˆ :=
(
x
xµ
)
∈ M̂1(t) =M1(t)× {0} .
Außerdem werden in den euklidischen Ra¨umen {IRm, 〈·, ·〉S} und
{
IRm × IRκ, 〈·, ·〉
Ŝ
}
die Orthoprojektoren auf jeweils N und N̂ , Q
Q̂ =
(
Q 0
0 Iκ
)
,
gewa¨hlt.
Es wird angenommen, dass die Bedingungen
Q̂yˆ = 0,
Â(t)yˆ + B̂(t)xˆ = 0,
erfu¨llt sind. Wie man aus 4.2.1 weiß, bedeuten diese Gleichungen fu¨r den
Vektor (y, x, t)
Qy = 0,
A(t)y +B(t)x = 0,
W1(t)
[
(W1B)
′ −W1BA+B
]
(t)x = 0,
und zusa¨tzlich
yµ = xµ=0.
Da nach der Annahme die Gleichung (4.15) kontraktiv bzw. (P -)kontraktiv
auf M1(t) ist, folgt:
〈y, x〉S ≤ −c ‖x‖2S ,
bzw.
〈y, Px〉S ≤ −c ‖Px‖2S ,
fu¨r eine Konstante c > 0.
Schließlich gilt fu¨r den Vektor (yˆ, xˆ, t)
〈yˆ, xˆ〉
Ŝ
= 〈y, x〉S + 〈0, 0〉Iκ ≤ −c ‖x‖2S = −c ‖xˆ‖2Ŝ ,
bzw. 〈
yˆ, P̂ xˆ
〉
Ŝ
= 〈y, Px〉S + 〈0, 0〉Iκ ≤ −c ‖Px‖2S = −c
∥∥∥P̂ xˆ∥∥∥2
Ŝ
,
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und damit ist die (P -)Kontraktivita¨t von (4.14) auf M̂1(t) bewiesen.
Dieses Ergebnis schafft eine wichtige Voraussetzung fu¨r einen Erfolg des
GGL-Ansatzes aus numerischer Sicht, es ist aber nach den im Kapitel 3 ge-
wonnenen Erkenntnissen nicht ausreichend. Das Hauptproblem besteht dar-
in, dass die numerische Lo¨sung nicht immer auf der Lo¨sungsmannigfaltigkeit
liegt, was dann die Kontraktivita¨t ausschließlich auf der Lo¨sungsmannigfaltigkeit
nutzlos macht. Deswegen ist es viel wichtiger sicher zu stellen, ob Kontrak-
tivita¨t auf M̂0(t) vorliegt.
Man kann folgende Aussage beweisen.
Theorem 4.2.9 Sei die lineare ADGl (4.15) P -kontraktiv (kontraktiv) auf
M1(t) mit dem Skalarprodukt 〈·, ·〉S. Es bezeichne S⊥1 das Orthokomplement
von S1 bezu¨glich 〈·, ·〉S. Wenn Ψ(t) in der GGL-Formulierung (4.14) eine
Basis von S⊥1 darstellt, dann ist diese GGL-Gleichung P -kontraktiv (schwach
kontraktiv) auf M̂0(t) mit dem Skalarprodukt 〈·, ·〉Ŝ, wobei
Ŝ :=
(
S 0
0 Iκ
)
.
Beweis: M an betrachtet einen beliebigen Vektor (yˆ, xˆ, t) mit
yˆ :=
(
y
yµ
)
∈ IRm × IRκ, xˆ :=
(
x
xµ
)
∈ M̂0(t) =M1(t)× IRκ.
In den euklidischen Ra¨umen {IRm, 〈·, ·〉S} und
{
IRm × IRκ, 〈·, ·〉
Ŝ
}
werden die
Orthoprojektoren Q und
Q̂ =
(
Q 0
0 Iκ
)
auf jeweils N und N̂ gewa¨hlt und seien die Bedingungen
Q̂yˆ = 0,
Â(t)yˆ + B̂(t)xˆ = 0,
erfu¨llt. Wie man aus 4.2.1 weiß, bedeuten diese Gleichungen fu¨r den Vektor
(y, x, t)
Qy = 0,
A(t)(y −Ψ(t)xµ) +B(t)x = 0,
W1(t)
[
(W1B)
′ −W1BA+B
]
(t)x = 0,
(ΓTB)(t)x = 0,
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und zusa¨tzlich
yµ = 0.
Der Vektor Ψ(t)xµ geho¨rt zu imP , weil
Ψ(t)xµ ∈ S⊥1 (t) ⊂ N⊥,
und damit folgt Q(y−Ψ(t)xµ) = 0. Falls P -Kontraktivita¨t fu¨r die Gleichung
(4.15) auf M1(t) vorliegt, gilt
〈y, Px〉S = 〈y −Ψ(t)xµ, Px〉S ≤ −c ‖Px‖2S
fu¨r eine Konstante c ≥ 0, weil Px ∈ S1(t) und Ψ(t)xµ ∈ S⊥1 (t).
Schließlich gilt fu¨r den Vektor (yˆ, xˆ, t)〈
yˆ, P̂ xˆ
〉
Ŝ
= 〈y, Px〉S + 〈0, 0〉Iκ ≤ −c ‖Px‖2S = −c
∥∥∥P̂ xˆ∥∥∥2
Ŝ
,
und damit ist die P -Kontraktivita¨t von (4.14) auf M̂0(t) gezeigt.
Wenn Kontraktivita¨t auf M1(t) vorliegt, dann gilt
〈y, x〉S = 〈y −Ψ(t)xµ, x〉S ≤ −c ‖x‖2S ,
weil Ψ(t)xµ ∈ N⊥. Letztendlich erha¨lt man fu¨r (yˆ, xˆ, t)
〈yˆ, xˆ〉
Ŝ
= 〈y, x〉S + 〈0, xµ〉Iκ ≤ −c ‖x‖
2
S ≤ 0,
was die schwache Kontraktivita¨t von (4.14) auf M̂0(t) bedeutet.
Bemerkung 4.2.10 Die Voraussetzungen des Theorems 4.2.9 werden in
dem Hessenberg-Fall klarer. Wie schon gezeigt wurde, ist der Raum S1(t) in
diesem Fall durch
S1(t) =
{(
z1
z2
)
: B21(t)z1 = 0
}
gegeben. Jetzt entnimmt man aus (4.4)
Ψ(t) =
(
BT21(t)
0
)
,
dessen Bild offensichtlich der Orthogonalraum zu S1(t) nach dem euklidischen
Skalarprodukt ist.
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Das ist natu¨rlich eine fu¨r die numerische asymptotische Stabilita¨t bedeutende
Aussage. Nach dem Theorem von Kapitel 2 gilt Folgendes:
Theorem 4.2.11 Seien die Voraussetzungen von Theorem 4.2.9 erfu¨llt. Ein
algebraisch stabiles IRK(DAE) angewandt auf den GGL-Ansatz (4.14) ist P -
kontraktiv.
Beweis: L aut Theorem 4.2.9 ist die GGL-Formulierung (4.14) P - bzw.
schwach kontraktiv auf M̂0(t). Folglich ist dieser Beweis nach Theorem 2.3.5
erbracht.
Ein wichtiger Punkt sowohl der letzten Aussage als auch des Theorems 4.2.9
ist, dass sie nur fu¨r eine der vielen mo¨glichen GGL-Formulierungen gelten.
In der Tat ist vorausgesetzt worden, dass imΨ(t) = S⊥1 (t) in dem Raum
{IRm, 〈·, ·〉S}. Jedoch gibt es Indizien, dass diese Orthogonalita¨tsbedingung
entbehrlich sein ko¨nnte. Dafu¨r sprechen numerische Experimente wie das
folgende:
Beispiel 4.2.12 Man betrachtet erneut das Beispiel 3.0.8 und dafu¨r die fol-
gende GGL-Formulierung:
x′1
x′2
0
0
+

λ −1 −1 α1
ηt(1− ηt)− η λ −ηt α2
ηt(ηt− 1) 1− ηt 1 0
1− ηt 1 0 0


x1
x2
x3
µ
 = 0,
wobei
α1 := cos(|cos(t)| θ)(1− ηt)− sin(|cos(t)| θ),
α2 := sin(|cos(t)| θ)(1− ηt)− cos(|cos(t)| θ).
Anstatt BT21(t) als Koeffizienten von µ in (4.4) zu nehmen, wurde eine Dre-
hung davon um einen variablen Winkel, der zwischen 0 und θ liegt, gewa¨hlt.
Es wurde eine analoge Berechnung, wie am Anfang dieses Kapitels fu¨r den
Standard-GGL-Ansatz vorgestellt, durchgefu¨hrt und man gelangt zu a¨hnlichen
Ergebnissen wie die Abbildung 4.5 zeigt.
4.3 GGL-Stabilita¨tserhaltung
In 4.2.2 erzielte man ein Stabilita¨tsergebnis fu¨r die Anwendung eines IRK(DAE)-
Verfahrens auf die GGL-Formulierung unter der Annahme, dass die urspru¨ngliche
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Log(||x  (10)||)1
λ η
4
-51
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Abbildung 4.5: Numerische Ergebnisse fu¨r das Beispiel 3.0.8 unter Ver-
wendung eines nicht-orthogonalen GGL-Ansatzes und des impliziten Euler-
Verfahrens. Das Bild zeigt den Logarithmus des Betrages von x1(10) fu¨r
verschiedene Werte der Parameter λ und η. Die Schrittweite betrug h = 0.1
und θ = pi/3.
Aufgabe P -kontraktiv ist. Jetzt wird eine Analyse unter schwa¨cheren Vor-
aussetzungen durchgefu¨hrt, die zusa¨tzlich nicht nur fu¨r IRK-Verfahren an-
wendbar ist. Es wird der gleichen Idee wie in Kapitel 3 gefolgt. Man wird
wieder ein Kommutativita¨tsdiagramm fu¨r die GGL-Formulierung betrach-
ten, aber jetzt mit einer etwas anderen Bedeutung. Man kann leider nicht
zeigen, dass beispielsweise Kommutativita¨t zwischen Entkopplung und Dis-
kretisierung gilt. Stattdessen wird bewiesen, dass bezu¨glich des Verfahrens-
stabilita¨tsverhaltens Kommutativita¨t vorliegt, wenn man wie im Theorem
4.2.9 die GGL-Formulierung ada¨quat wa¨hlt. Das Diagramm 4.6 veranschau-
licht diese Situation. Mit der GGL-Formulierung als Ausgangspunkt (links
oben im dem Diagramm) kann man zwei Wege beschreiten, die sich nur
125
durch die Reihenfolge, in der die Schritte Entkopplung und Diskretisierung
durchgefu¨hrt werden, unterscheiden. Die Aussage ist, dass, wenn der Weg
u¨ber die GGL-IGDGL (inha¨rente gewo¨hnliche Differentialgleichung) zu ei-
nem kontraktiven Verfahren fu¨hrt, der Weg u¨ber die ∆GGL (diskretisierte
GGL-Formulierung) auch ein kontraktives Verfahren ergibt.
GGL
IGDGlGGL- ∆-Kontraktivität
GGL
Entkopplung Entkopplung
∆
Diskretisierung
Diskretisierung
Abbildung 4.6: Kommutativita¨t bei der GGL-Formulierung zwischen Ent-
kopplung und Diskretisierung bezu¨glich der Kontraktivita¨t des Verfahrens.
4.3.1 Entkopplung des GGL-Ansatzes
Nun wird die kanonische Entkopplung (also die mit dem Projektor auf N̂1(t)
QŜ1
N̂1
(t)) fu¨r die GGL-Formulierung (4.14) berechnet. Als Projektor auf N̂1(t)
kann man
Q̂∗
N̂1
(t) =
(
0 PΨ(t)
0 Iκ
)
wa¨hlen, dann ist
B̂P̂ Q̂∗
N̂1
=
(
(I −W1)B +W1 [(W1B)′ −W1BA+B] −AΨ
ΓTB 0
)
×
(
P 0
0 0
)(
0 PΨ
0 Iκ
)
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=
(
(I −W1)BP +W1 [(W1B)′ −W1BA+B]P 0
ΓTBP 0
)(
0 PΨ
0 Iκ
)
=
(
0 {(I −W1)B +W1 [(W1B)′ −W1BA+B]}PΨ
0 ΓTBΨ
)
,
und
Ĝ2,∗ = Ĝ1 + B̂P̂ Q̂∗N̂1
=
(
G1 −W1BA+BQ −AΨ
0 0
)
+
(
0 {(I −W1)B +W1 [(W1B)′ −W1BA+B]}PΨ
0 ΓTBΨ
)
=
(
G1 −W1BA+BQ {(I −W1)B +W1 [(W1B)′ −W1BA+B]}PΨ− AΨ
0 ΓTBΨ
)
.
Die Inverse von Ĝ2,∗ ist durch
Ĝ−12,∗ =
(
(G1 −W1BA+BQ)−1 −(G1 −W1BA+BQ)−1(B̂11 − A)PΨ(ΓTBΨ)−1
0 (ΓTBΨ)−1
)
gegeben, wobei B̂11 als B̂11 := (I−W1)B+W1 [(W1B)′ −W1BA+B] definiert
ist. Der kanonische Projektor Q̂Ŝ1
N̂1
ist dann
Q̂Ŝ1
N̂1
= Q̂∗
N̂1
Ĝ−12,∗B̂P̂
=
(
0 PΨ
0 Iκ
)
×
(
(G1 −W1BA+BQ)−1 −(G1 −W1BA+BQ)−1(B̂11 − A)PΨ(ΓTBΨ)−1
0 (ΓTBΨ)−1
)
×
(
B̂11P 0
ΓTB 0
)
=
(
0 PΨ(ΓTBΨ)−1
0 (ΓTBΨ)−1
)(
B̂11P 0
ΓTB 0
)
=
(
PΨ(ΓTBΨ)−1ΓTB 0
(ΓTBΨ)−1ΓTB 0
)
=
(
PQS1St1
(t) 0
(ΓTBΨ)−1ΓTB 0
)
,
wobei St1(t) := imΨ(t), siehe (4.12), (4.13).
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Man beachte, dass
P̂ Q̂Ŝ1
N̂1
(t) =
(
PQS1St1
(t) 0
0 0
)
, P̂ P̂ N̂1
Ŝ1
(t) =
(
PP
St1
S1
(t) 0
0 0
)
gilt.
Es soll als Na¨chstes die kanonische Entkopplung fu¨r (4.14) berechnet wer-
den, jedoch ist dafu¨r die Matrix Ĝ−12 notwendig:
Ĝ2 = Ĝ1 + B̂P̂ Q̂
Ŝ1
N̂1
=
(
G1 −W1BA+BQ −AΨ
0 0
)
+
(
B̂11P 0
ΓTB 0
)(
PQS1St1
0
(ΓTBΨ)−1ΓTB 0
)
=
(
G1 −W1BA+BQ −AΨ
0 0
)
+
(
B̂11PQ
S1
St1
0
ΓTB 0
)
=
(
G1 −W1BA+BQ+ B̂11PQS1St1 −AΨ
ΓTB 0
)
.
Proposition 4.3.1 Die Inverse von Ĝ2 ist durch (I − PQS1St1)Υ−1 [I − (I − PQS1St1)Υ−1B̂11]PB̂12(B̂21B̂12)−1
−(B̂21B̂12)−1B̂21Υ−1 (B̂21B̂12)−1
[
I + B̂21Υ
−1B̂11PB̂12(B̂21B̂12)−1
] 
gegeben, wobei Υ := G1 −W1BA+BQ, B̂21 := ΓTB und B̂12 := Ψ.
Beweis: M an betrachtet das Gleichungssystem
Ĝ2xˆ = bˆ, xˆ :=
(
x1
x2
)
, bˆ :=
(
b1
b2
)
,
also
(G1 −W1BA+BQ+ B̂11PQS1St1)x1 − AB̂12x2 = b1
B̂21x1 = b2.
Wenn man die zweite Gleichung mit B̂12(B̂21B̂12)
−1 multipliziert, folgt
QS1St1
x1 = B̂12(B̂21B̂12)
−1b2.
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So kann die erste Gleichung des Systems als
Υx1 = b1 + AB̂12x2 − B̂11PB̂12(B̂21B̂12)−1b2
geschrieben werden, und daraus folgt, dass
x1 = Υ
−1 [b1 − B̂11PB̂12(B̂21B̂12)−1b2]+ PB̂12x2.
Jetzt ko¨nnen die anderen Komponenten von x1 berechnet werden
PP
St1
S1
x1 = PP
St1
S1
Υ−1
[
b1 − B̂11PB̂12(B̂21B̂12)−1b2
]
,
Qx1 = QΥ
−1 [b1 − B̂11PB̂12(B̂21B̂12)−1b2] ,
und fu¨r x1 ergibt sich
x1 = PB̂12(B̂21B̂12)
−1b2 + (I − PQS1St1)Υ
−1 [b1 − B̂11PB̂12(B̂21B̂12)−1b2]
= (I − PQS1St1)Υ
−1b1 +
[
I − (I − PQS1St1)Υ
−1B̂11
]
PB̂12(B̂21B̂12)
−1b2.
Nun gilt fu¨r x2 die Gleichung
AB̂12x2 = (G1 −W1BA+BQ+ B̂11PQS1St1)x1 − b1.
Man multipliziert die letzte Gleichung mit B̂21(G1 −W1BA+BQ)−1 und be-
kommt
B̂21B̂12x2 = B̂21x1 + B̂21Υ
−1(B̂11PQ
S1
St1
x1 − b1)
=
[
I + B̂21Υ
−1B̂11PB̂12(B̂21B̂12)−1
]
B̂21x1 − B̂21Υ−1b1.
Nachdem man den Ausdruck von x1 eingesetzt hat, folgt
B̂21B̂12x2 =
[
I + B̂21Υ
−1B̂11PB̂12(B̂21B̂12)−1
]
b2 − B̂21Υ−1b1,
x2 = (B̂21B̂12)
−1 [I + B̂21Υ−1B̂11PB̂12(B̂21B̂12)−1] b2 − (B̂21B̂12)−1B̂21Υ−1b1,
und schließlich erha¨lt man fu¨r Ĝ−12 den Ausdruck (I − PQS1St1)Υ−1 [I − (I − PQS1St1)Υ−1B̂11]PB̂12(B̂21B̂12)−1
−(B̂21B̂12)−1B̂21Υ−1 (B̂21B̂12)−1
[
I + B̂21Υ
−1B̂11PB̂12(B̂21B̂12)−1
]  .
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Fu¨r die Berechnung der Entkopplung muss man auch den Ausdruck von
Υ−1 = (G1 −W1BA+BQ)−1 genauer kennen.
Proposition 4.3.2 Die Inverse von (G1 −W1BA+BQ) ist durch
(G−12 +Q
S1
N1
A+)(I −W1) +QS1N1(W1B)+W1
gegeben.
Beweis:W ie in dem letzten Beweis betrachtet man ein lineares Gleichungs-
system fu¨r diese Matrix
(G1 −W1BA+BQ)x = b.
Das System wird in die Komponenten I −W1 und W1 gesplittet,
G1x = (I −W1)b,
−W1BA+BQx = W1b,
und aus der vorletzten Gleichung folgt
G1x = G1P
N1
S1
x = G2P
N1
S1
x = (I −W1)b,
P1,cx = G
−1
2,c(I −W1)b.
Um die QS1N1-Komponente zu berechnen, geht man folgendermaßen vor: Man
multipliziert die Gleichung
G1x = (I −W1)b
mit W1BA
+ und erha¨lt
W1BA
+G1x = W1BA
+(I −W1)b,
W1BA
+Ax+W1BA
+BQx = W1BA
+(I −W1)b,
W1Bx = W1b+W1BA
+(I −W1)b.
Weil QS1N1 und Q
S1
S⊥1
= (W1B)
+(W1B) zwei Projektoren la¨ngs S1 sind, folgt
QS1N1x = Q
S1
N1
(W1B)
+W1b+Q1,cA
+(I −W1)b,
= QS1N1
[
(W1B)
+W1 + A
+(I −W1)
]
b,
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und schließlich
x = G−12 (I −W1)b+QS1N1
[
(W1B)
+W1 + A
+(I −W1)
]
b
= (G−12 +Q
S1
N1
A+)(I −W1)b+QS1N1(W1B)+W1b.
Jetzt ist man in der Lage, die kanonische Entkopplung fu¨r (4.14) zu berech-
nen. Im Einklang mit 3.1.1 ist diese Entkopplung
uˆ′ − (P̂ P̂ N̂1
Ŝ1
)′(uˆ+ P̂ yˆ) + P̂ P̂ N̂1
Ŝ1
Ĝ−12,cB̂uˆ = P̂ P̂
N̂1
Ŝ1
Ĝ−12 qˆ, (4.16)
−Q̂Q̂Ŝ1
N̂1
(P̂ yˆ)′ + (Q̂Q̂Ŝ1
N̂1
)′uˆ+ T̂ Q̂P̂ N̂1
Ŝ1
Ĝ−12 B̂uˆ+ wˆ = T̂ Q̂P̂
N̂1
Ŝ1
Ĝ−12 qˆ, (4.17)
yˆ + ÛQ̂Ĝ−12 B̂uˆ = (ÛQ̂+ P̂ Q̂
Ŝ1
N̂1
)Ĝ−12 qˆ.(4.18)
Es werden zuerst die einzelnen Elemente berechnet. Die Variablen uˆ, yˆ und
wˆ sind hier
uˆ = P̂ P̂ N̂1
Ŝ1
xˆ =
(
PP
St1
S1
0
0 0
)(
x
µ
)
=
(
PP
St1
S1
x
0
)
=
(
z
0
)
,
yˆ = (ÛQ̂+ P̂ Q̂Ŝ1
N̂1
)xˆ =
[(
Im 0
0 0
)(
Q 0
0 Iκ
)
+
(
PQS1St1
0
0 0
)](
x
µ
)
=
(
Q+ PQS1St1
0
0 0
)(
x
µ
)
=
(
(Q+ PQS1St1
)x
0
)
=
(
(Q+ PQS1St1
)(Q+ PQS1N1)x
0
)
=
(
(Q+ PQS1St1
)(y + w)
0
)
wˆ = T̂ Q̂xˆ =
(
0 0
0 Iκ
)(
Q 0
0 Iκ
)(
x
µ
)
=
(
0 0
0 Iκ
)(
x
µ
)
=
(
0
µ
)
.
Es wird mit der Gleichung (4.18) angefangen. Dafu¨r beno¨tigt man
ÛQ̂Ĝ−12 =
(
Q 0
0 0
)
Ĝ−12
=
(
QΥ−1 Q
[
I − (I − PQS1St1)Υ
−1B̂11
]
PB̂12(B̂21B̂12)
−1
0 0
)
=
(
QΥ−1 −QΥ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
,
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dann folgt
ÛQ̂Ĝ−12 B̂uˆ =
(
QΥ−1 −QΥ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)(
B̂11 −AB̂12
B̂21 0
)(
z
0
)
=
(
QΥ −QΥ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)(
B̂11z
B̂21z
)
=
(
QΥ−1B̂11(I − PQS1St1)z
0
)
=
(
QΥ−1B̂11z
0
)
.
Die erste Komponente dieses Vektors ist
QΥ−1B̂11z
= Q
{
(G−12 +Q
S1
N1
A+)(I −W1)B +QS1N1(W1B)+W1
[
(W1B)
′ −W1BA+B
]}
z
= Q
[
G−12 B +Q
S1
N1
A+B +QS1N1(W1B)
+W1(W1B)
′ −QS1N1A+B
]
z
= Q
[
G−12 B +Q
S1
N1
Q
S1′
St1
−QS1N1
[
QS1St1
(W1B)
+W1
]′
W1B
]
z
= Q(G−12 B +Q
S1
N1
Q
S1′
St1
)z,
und man erha¨lt
ÛQ̂Ĝ−12 B̂uˆ =
(
Q(G−12 B +Q
S1
N1
Q
S1′
St1
)z
0
)
.
Fu¨r die rechte Seite von (4.18) mu¨ssen ÛQ̂Ĝ−12 qˆ und P̂Q
S1
N1
Ĝ−12 qˆ berechnet
werden. Fu¨r den ersten Ausdruck folgt
ÛQ̂Ĝ−12 qˆ =
(
QΥ−1 −QΥ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
×
(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
=
(
QΥ−1
{
(I −W1)q +W1 [(W1q)′ −W1BA+q]− B̂11PB̂12(B̂21B̂12)−1ΓT q
}
0
)
,
wobei fu¨r den ersten Term gilt
QΥ−1
{
(I −W1)q +W1
[
(W1q)
′ −W1BA+q
]}
132
= Q
{
(G−12 +Q
S1
N1
A+)(I −W1)q +QS1N1(W1B)+W1
[
(W1q)
′ −W1BA+q
]}
= Q
{
G−12 (I −W1)q +QS1N1(W1B)+W1(W1q)′
}
= Q
{
G−12 (I −W1)q +QS1N1
[
QS1St1
(W1B)
+W1q
]′ −QS1N1 [QS1St1(W1B)+W1]′W1q
}
,
und fu¨r den zweiten
QΥ−1B̂11PB̂12(B̂21B̂12)−1ΓT q
= Q
{
(G−12 +Q
S1
N1
A+)(I −W1)B +QS1N1(W1B)+W1
[
(W1B)
′ −W1BA+B
]}
×PB̂12(B̂21B̂12)−1ΓT q
= Q
{
G−12 (I −W1)B +QS1N1Q
S1′
St1
−QS1N1
[
QS1St1
(W1B)
+W1
]′
W1B
}
×PB̂12(B̂21B̂12)−1ΓT q
= QG−12 BPB̂12(B̂21B̂12)
−1ΓT q −QG−12 W1q +QQS1N1Q
S1′
St1
PB̂12(B̂21B̂12)
−1ΓT q
−QQS1N1
[
QS1St1
(W1B)
+W1
]′
W1q.
So ergibt sich insgesamt
ÛQ̂Ĝ−12 qˆ
=
 QG−12 q +QQS1N1 [QS1St1(W1B)+W1q]′ − (QG−12 B +QQS1N1QS1′St1 )PB̂12(B̂21B̂12)−1ΓT q
0
 .
Fu¨r den zweiten Term der rechten Seite P̂ Q̂Ŝ1
N̂1
Ĝ−12 qˆ gilt
P̂ Q̂Ŝ1
N̂1
Ĝ−12 qˆ
=
(
PQS1St1
0
0 0
)
×
 (I − PQS1St1)Υ−1 [I − (I − PQS1St1)Υ−1B̂11]PB̂12(B̂21B̂12)−1
−(B̂21B̂12)−1B̂21Υ−1 (B̂21B̂12)−1
[
I + B̂21Υ
−1B̂11PB̂12(B̂21B̂12)−1
] 
×
(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
=
(
0 PQS1St1
B̂12(B̂21B̂12)
−1
0 0
)(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
=
(
PB̂12(B̂21B̂12)
−1ΓT q
0
)
,
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und nun kann man die Gleichung (4.18) zusammensetzen. Man erha¨lt(
(Q+ PQS1St1
)(y + w)
0
)
+
(
Q(G−12 B +Q
S1
N1
Q
S1′
St1
)z
0
)
=
 QG−12 q +QQS1N1 [QS1St1(W1B)+W1q]′ − (QG−12 B +QQS1N1QS1′St1 )PB̂12(B̂21B̂12)−1ΓT q
0

+
(
PB̂12(B̂21B̂12)
−1ΓT q
0
)
,
was die Gleichung
(Q+ PQS1St1
)(y + w) +Q(G−12 B +Q
S1
N1
Q
S1′
St1
)z (4.19)
= QG−12 q +QQ
S1
N1
[
QS1St1
(W1B)
+W1q
]′ − (QG−12 B +QQS1N1QS1′St1 − I)
×PB̂12(B̂21B̂12)−1ΓT q
ergibt.
Wenn diese Gleichung mit QS1St1
multipliziert wird, erha¨lt man
QS1St1
y = QS1St1
x = B̂12(B̂21B̂12)
−1ΓT q = QS1St1(W1B)
+W1q,
was a¨quivalent zu
QS1N1y = Q
S1
N1
x = QS1N1G
−1
2 q
ist. Diesen Ausdruck fu¨r QS1St1
x, QS1N1x bekam man schon in 3.1.1, Proposition
3.1.8.
Wie unten gezeigt wird, entha¨lt (4.19) die Gleichungen (3.14) und (3.15).
Dies war zu erwarten, weil M̂0 = M1 × IRk. Mit anderen Worten ist die
sichtbare Bedingung von (4.14) die Zusammensetzung der sichtbaren und
versteckten Nebenbedingungen von (4.8).
Zuerst ist darauf aufmerksam zu machen, dass (4.19) im Raum im (Q +
PQS1St1
) lebt und die Projektoren Q + PQS1St1
und Q + PQS1N1 den gleichen
Nullraum besitzen. Dann ist das Produkt (Q+PQS1N1)×(4.19) eine a¨quivalente
Gleichung, die in die Teile UQ + PQS1N1 und TQ zerlegt werden kann. Fu¨r
(Q+ PQS1N1)×(4.19) erha¨lt man
(Q+ PQS1N1)(y + w) +Q(G
−1
2 B +Q
S1
N1
Q
S1′
St1
)z
= QG−12 q +QQ
S1
N1
[
QS1St1
(W1B)
+W1q
]′ − (QG−12 B +QQS1N1QS1′St1 − PQS1N1)PB̂12(B̂21B̂12)−1ΓT q,
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und fu¨r den (UQ+ PQS1N1)-Teil folgt
y + UQG−12 Bz + UQG
−1
2 BPB̂12(B̂21B̂12)
−1ΓT q = UQG−12 q + PQ
S1
N1
×B̂12(B̂21B̂12)−1ΓT q,
y + UQG−12 Bz + UQG
−1
2 BPQ
S1
St1
y = UQG−12 q + PQ
S1
N1
x,
(I + UQG−12 BPP
N1
S1
QS1St1
)y + UQG−12 BPP
N1
S1
z = (UQ+ PQS1N1)G
−1
2 q,
was genau die Gleichung fu¨r die (UQ+PQS1N1)-Komponente der Lo¨sung (3.15)
darstellt. Andererseits ist der TQ-Teil
w + TQG−12 Bz +QQ
S1
N1
Q
S1′
St1
z −QQS1N1(PQS1St1y)
′
+QQS1N1Q
S1′
St1
PQS1St1
y = TQG−12 q − TQG−12
×BPQS1St1y,
w + TQG−12,cBPP
N1
S1
z +QQS1N1Q
S1′
St1
z −QQS1N1(PQS1St1y)
′
+QQS1N1Q
S1′
St1
PQS1St1
y = TQPN1S1 G
−1
2 q +QQ
S1
N1
G−12 q
−TQPN1S1 G−12 BPQS1St1y
−QQS1N1QS1St1y,
−QQS1N1(PQS1St1y)
′ + (QQS1N1Q
S1′
St1
+ TQG−12 BPP
N1
S1
)
(z + PQS1St1
y) + w = TQPN1S1 G
−1
2 q,
und das ist wiederum die Gleichung fu¨r die TQ-Komponente der Lo¨sung
(3.14).
Als Na¨chstes berechnet man die inha¨rente Differentialgleichung (4.16).
Man beno¨tigt hier
P̂ P̂ N̂1
Ŝ1
Ĝ−12
=
(
PP
St1
S1
0
0 0
)
Ĝ−12
=
 PP St1S1 (I − PQS1St1y, )Υ−1 PP St1S1 [I − (I − PQS1St1)Υ−1B̂11]PB̂12(B̂21B̂12)−1
0 0

=
(
PP
St1
S1
Υ−1 −PP St1S1 Υ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
.
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Infolgedessen erha¨lt man
P̂ P̂ N̂1
Ŝ1
Ĝ−12 B̂uˆ =
(
PP
St1
S1
Υ−1 −PP St1S1 Υ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
×
(
(I −W1)B +W1 [(W1B)′ −W1BA+B] −AB̂12
B̂21 0
)(
PP
St1
S1
x
0
)
=
(
PP
St1
S1
Υ−1 −Υ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
×
(
BPP
St1
S1
x+W1 [(W1B)
′ −W1BA+B]PP S
t
1
S1
x
0
)
=
(
PP
St1
S1
Υ−1 {B +W1 [(W1B)′ −W1BA+B]}PP S
t
1
S1
x
0
)
,
und die erste Komponente dieses Vektors ist
Υ−1
{
B +W1
[
(W1B)
′ −W1BA+B
]}
PP
St1
S1
x
= PP
St1
S1
[
(G−12 +Q
S1
N1
A+)(I −W1) +QS1N1(W1B)+W1
]
×
{
B +W1
[
(W1B)
′ −W1BA+B
]}
PP
St1
S1
x
= PP
St1
S1
[
(G−12 +Q
S1
N1
A+)(I −W1) +QS1N1(W1B)+W1
]
BPP
St1
S1
x
+PP
St1
S1
QS1N1(W1B)
+W1
[
(W1B)
′ −W1BA+B
]
PP
St1
S1
x
= PP
St1
S1
(G−12 +Q
S1
N1
A+)BPP
St1
S1
x+ PP
St1
S1
QS1N1Q
S1′
St1
PP
St1
S1
x− PP St1S1 QS1N1A+BPP
St1
S1
x
= PP
St1
S1
G−12 BPP
St1
S1
x+ PP
St1
S1
QS1N1Q
S1′
St1
PP
St1
S1
x
= PPN1S1 G
−1
2 BPP
St1
S1
x− PP St1S1 PN1S1 Q
S1′
St1
PP
St1
S1
x
= PPN1S1 G
−1
2 BPP
St1
S1
x− PPN1S1 Q
S1′
St1
PP
St1
S1
x,
also
P̂ P̂ N̂1
Ŝ1
Ĝ−12 B̂uˆ =
(
(PPN1S1 G
−1
2 B − PPN1S1 Q
S1′
St1
)z
0
)
.
Der andere Term ist
(P̂ P̂ N̂1
Ŝ1
)′(uˆ+ P̂ yˆ) =
(
(PP
St1
S1
)′ 0
0 0
) PP St1S1 x+ PQS1St1x
0

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=
 (PP St1S1 )′(PP St1S1 x+ PQS1St1x)
0
 =
 (PP St1S1 )′(z +QS1St1y)
0
 ,
und die rechte Seite
P̂ P̂ N̂1
Ŝ1
Ĝ−12 qˆ
=
(
PP
St1
S1
Υ−1 −PP St1S1 Υ−1B̂11PB̂12(B̂21B̂12)−1
0 0
)
×
(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
=
 PP St1S1 {(G−12 +QS1N1A+)(I −W1)q +QS1N1(W1B)+W1 [(W1q)′ −W1BA+q]}
0

−
(
PP
St1
S1
Υ−1B̂11PB̂12(B̂21B̂12)−1ΓT q
0
)
.
Hier rechnet man auch mit der ersten Komponente dieses Vektors weiter:
PP
St1
S1
[
G−12 (I −W1)q +QS1N1(W1B)+W1(W1q)′
]
−PP St1S1
[
G−12 (I −W1)B +QS1N1(W1B)+W1(W1B)′
]
PB̂12(B̂21B̂12)
−1ΓT q
= PPN1S1 G
−1
2 (I −W1)q + PP S
t
1
S1
QS1N1(W1B)
+W1(W1q)
′ − PPN1S1 G−12 (I −W1)
×BPB̂12(B̂21B̂12)−1ΓT q − PP S
t
1
S1
QS1N1(W1B)
+W1(W1B)
′PB̂12(B̂21B̂12)−1ΓT q
= PPN1S1 G
−1
2 (I −W1)q + PP S
t
1
S1
QS1N1
[
QS1St1
(W1B)
+W1q
]′ − PPN1S1 G−12 BPQS1St1y
+PPN1S1 G
−1
2 W1q − PP S
t
1
S1
QS1N1Q
S1′
St1
PQS1St1
y.
PQS1St1
y wird durch den schon bekannten Ausdruck
PQS1St1
y = PQS1St1
(W1B)
+W1q
ersetzt.
Weiterhin folgt fu¨r die erste Komponente der rechten Seite
= PPN1S1 G
−1
2 q + PP
St1
S1
QS1N1(Q
S1
St1
y)′ − PPN1S1 G−12 BPQS1St1y − PP
St1
S1
QS1N1Q
S1′
St1
PQS1St1
y
= PPN1S1 G
−1
2 q + PP
St1
S1
(QS1St1
y)′ − PPN1S1 (PQS1St1y)
′ − PPN1S1 G−12 BPQS1St1y
= PPN1S1 G
−1
2 q + PP
St1
S1
Q
S1′
St1
QS1St1
y − PPN1S1 (PQS1St1y)
′ − PPN1S1 G−12 BPPN1S1 QS1St1y
= PPN1S1 G
−1
2 q + PP
N1
S1
Q
S1′
St1
QS1St1
y − PPN1S1 (PQS1St1y)
′ − PPN1S1 G−12 BPPN1S1 QS1St1y,
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und schließlich erha¨lt man fu¨r die nicht-triviale Komponente von (4.16)
z′ − ((PP St1S1 )′ + PPN1S1 Q
S1′
St1
− PPN1S1 G−12 BPPN1S1 )(z +QS1St1y) (4.20)
+PPN1S1 (PQ
S1
St1
y)′ = PPN1S1 G
−1
2 q,
was die inha¨rente Differentialgleichung (3.13) ist.
Um das System (4.16)-(4.18) vollsta¨ndig berechnen zu ko¨nnen, fehlt noch
die Gleichung (4.17), die nur die neue Variable µ bestimmt. Fu¨r den Projektor
T̂ Q̂P̂ N̂1
Ŝ1
gilt
T̂ Q̂P̂ N̂1
Ŝ1
=
(
0 0
0 Iκ
)(
Q 0
0 Iκ
)(
Im − PQS1St1 0
−(B̂21B̂12)−1B̂21 Iκ
)
=
(
0 0
−(B̂21B̂12)−1B̂21 Iκ
)
,
dann ist
T̂ Q̂P̂ N̂1
Ŝ1
Ĝ−12
=
(
0 0
−(B̂21B̂12)−1B̂21Υ−1 (B̂21B̂12)−1B̂21Υ−1B̂11PB̂12(B̂21B̂12)−1
)
,
und der Term T̂ Q̂P̂ N̂1
Ŝ1
Ĝ−12 B̂uˆ ist durch(
0 0
−(B̂21B̂12)−1B̂21Υ−1B̂11(I − PQS1St1) (B̂21B̂12)
−1B̂21Υ−1AB̂12
)(
z
0
)
=
(
0
−(B̂21B̂12)−1B̂21Υ−1B̂11z
)
=
(
0
−(B̂21B̂122)−1B̂21
[
G−12 (I −W1)B +QS1N1(W1B)+W1(W1B)′
]
z
)
=
(
0
−(B̂21B̂12)−1B̂21QS1′St1 z
)
=
(
0
−(B̂21B̂12)−1B̂′21z
)
gegeben.
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Die rechte Seite von (4.17) ist jetzt einfach zu berechnen
T̂ Q̂P̂ N̂1
Ŝ1
Ĝ−12 qˆ
=
(
0 0
−(B̂21B̂12)−1B̂21Υ−1 (B̂21B̂12)−1B̂21Υ−1B̂11PB̂12(B̂21B̂12)−1
)
×
(
(I −W1)q +W1 [(W1q)′ −W1BA+q]
ΓT q
)
=
(
0
−(B̂21B̂12)−1B̂21Υ−1
{
(I −W1)q +W1 [(W1q)′ −W1BA+q]− B̂11PQS1St1y
} )
=
(
0
−(B̂21B̂T21)−1B̂21
{
(QS1St1
y)′ − (QS1St1y)
′ +QS1St1(Q
S1
St1
y)′
} )
=
(
0
−(B̂21B̂12)−1B̂21(QS1St1y)
′
)
.
Der na¨chste Term in der Berechnung ist (Q̂Q̂Ŝ1
N̂1
)′uˆ,
=
( Q 0
0 Iκ
) PQS1St1 0[
(B̂21B̂12)
−1B̂21
]
0
′ ( z
0
)
=
 0 0[
(B̂21B̂12)
−1B̂21
]′
0
( z
0
)
=
(
0
(B̂21B̂12)
−1B̂′21z
)
.
Als Letztes berechnet man den Term Q̂Q̂Ŝ1
N̂1
(P̂ yˆ)′
=
(
0 0
(B̂21B̂12)
−1B̂21 0
)[(
P 0
0 0
)(
(Q+ PQS1St1
)(y + w)
0
)]′
=
(
0 0
(B̂21B̂12)
−1B̂21 0
)(
P (QS1St1
y)′
0
)
=
(
0
(B̂21B̂12)
−1B̂21(Q
S1
St1
y)′
)
.
Und schließlich setzt man die Gleichung (4.17) zusammen. Es folgt
−
(
0
(B̂21B̂12)
−1B̂21(Q
S1
St1
y)′
)
+
(
0
(B̂21B̂12)
−1B̂′21z
)
−
(
0
(B̂21B̂12)
−1B̂′21z
)
= +
(
0
µ
)
−
(
0
(B̂21B̂12)
−1B̂21(Q
S1
St1
y)′
)
,
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was a¨quivalent zu µ = 0 ist.
Die Ergebnisse dieses Abschnittes ko¨nnen wie folgt zusammengefasst wer-
den:
Schlussfolgerung 4.3.3 Die kanonische Entkopplung fu¨r den GGL-Ansatz
(4.14) ist nichts anderes als die Entkopplung la¨ngs S1 mit dem Projektor
QS1St1
= Ψ(ΓTBΨ)−1ΓTB fu¨r (4.8) mit der zusa¨tzlichen Gleichung µ = 0.
4.3.2 BDF-Entkopplung
Nach der detaillierten Berechnung der Entkopplung der GGL-Formulierung
(4.14) wird fu¨r die BDF-Methode die Gu¨ltigkeit des Diagramms 4.6 unter-
sucht. Fu¨r die Analyse werden eine homogene lineare Index-2-ADGl der Form
A(t)x′(t) +B(t)x(t) = 0 (4.21)
und ihr GGL-Ansatz
Â(t)xˆ′(t) + B̂(t)xˆ(t) = 0 (4.22)
betrachtet. Hier sind die Gleichungskoeffizienten wie in 4.2 definiert.
Es wird das BDF-Verfahren fu¨r (4.22) mit dem Projektor Q̂Ŝ1
N̂1
entkop-
pelt und schließlich mit der entsprechenden Diskretisierung der entkoppelten
Gleichungen verglichen.
Im idealen Fall wu¨rde man die Gleichung (4.22) erst entkoppeln, bevor
das numerische Verfahren angewendet wird. Die BDF-Methode, angewandt
auf die Entkopplungsgleichungen von (4.22), nachdem man wie in 4.3.1 das
System in die Variablen z, y, w, µ umschreibt, lautet
k∑
j=0
αjzi−j − h((PP S
t
1
S1
)′PP S
t
1
S1
+ PPN1S1 Q
S1′
St1
PP
St1
S1
(4.23)
−PPN1S1 G−12 BPP
St1
S1
)izi = 0,
wi + (QQ
S1
N1
Q
S1′
St1
+ TQPN1S1 G
−1
2 BPP
N1
S1
)izi = 0, (4.24)
(I + UQG−12 BPP
N1
S1
QS1St1
)iyi + (UQG
−1
2 BPP
N1
S1
)izi = 0, (4.25)
µi = 0, (4.26)
fu¨r i ≥ k.
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Von (4.23) folgt fu¨r zi
[
α0I − h((PP S
t
1
S1
)′PP S
t
1
S1
+ PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
zi = r
z
i ,
(4.27)
wobei
rzi := −
k∑
j=1
αjzi−j.
Diese Rekursion fu¨r die Variable z kann mit Hilfe der Projektoren PP
St1
S1
,
PQS1St1
und Q folgendermaßen in die entsprechenden Komponenten zerlegt
werden:
(PP
St1
S1
)i :
[
α0I − h(PPN1S1 QS1St1 − PP
N1
S1
G−12 B)
]
i
(PP
St1
S1
z)i (4.28)
= (PP
St1
S1
rz)i,
(PQS1St1
)i : (PQ
S1
St1
z)i =
1
α0
(PQS1St1
)i
h(PP St1S1 )′PP St1S1 zi − k∑
j=0
αjzi−j
 ,(4.29)
Q : Qzi = 0. (4.30)
Fu¨r die anderen Lo¨sungskomponenten erha¨lt man offensichtlich
yi = (UQ+ PQ
S1
N1
)iyi (4.31)
= −(I − UQG−12 BPPN1S1 QS1St1)i(UQG
−1
2 BPP
N1
S1
)izi,
wi = (TQ)iwi (4.32)
= −(QQS1N1Q
S1′
St1
+ TQPN1S1 G
−1
2 BPP
N1
S1
)izi.
Hier ist zu unterstreichen, dass fu¨r einen konstanten Projektor PP
St1
S1
die
PQS1St1
-Komponente von zi null ist.
Fu¨r die asymptotische Stabilita¨tsanalyse schreibt man die Rekursion (4.27)
als eine Einschrittsrekursion. Sei
Mh,i :=
[
α0I − h((PP S
t
1
S1
)′PP S
t
1
S1
+ PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
,
141
dann kann auch (4.27) als
zi
zi−1
...
zi−k+1

︸ ︷︷ ︸
Zi
=

−α1M−1h,i −α2M−1h,i . . . −αkM−1h,i
Im
. . .
Im

︸ ︷︷ ︸
Ri

zi−1
zi−2
...
zi−k

︸ ︷︷ ︸
Zi−1
(4.33)
geschrieben werden.
Man bemerke, dass diese Rekursion genau dann in einem Integrations-
schritt eine Kontraktion in einer bestimmten Norm darstellt, wenn der Spek-
tralradius von Ri kleiner als 1 ist. Hier wird etwas Sta¨rkeres angenommen,
na¨mlich dass in einer vorgegebenen Skalarproduktnorm ‖Ri‖ < 1.
Jetzt wird realita¨tsna¨her verfahren: Man diskretisiert zuerst (4.22) und
dann entkoppelt man diese Diskretisierung mit Hilfe des kanonischen Pro-
jektors. Die BDF-Methode fu¨r (4.22) ist
Âi
k∑
j=0
αjxˆi−j + hB̂ixˆi = 0, i ≥ k. (4.34)
Um die Entkopplung durchzufu¨hren, nimmt man die kanonischen Projekto-
ren Q̂Ŝ1
N̂1
, P̂ N̂1
Ŝ1
. Man skaliert zuna¨chst (4.34) mit (Ĝ−12 )i und es folgt (Abschnitt
3.1.1)
(P̂ N̂1
Ŝ1
)iP̂
k∑
j=0
αjxˆi−j + h(Ĝ−12 B̂P̂ P̂
N̂1
Ŝ1
xˆ)i + h(Q̂
Ŝ1
N̂1
xˆ)i + hQ̂xˆi = 0. (4.35)
Als Na¨chstes multipliziert man (4.35) mit den Projektoren (P̂ P̂ N̂1
Ŝ1
)i, (ÛQ̂+
P̂ Q̂Ŝ1
N̂1
)i und (T̂ Q̂P̂
N̂1
Ŝ1
)i, und man erha¨lt
k∑
j=0
αj(P̂ P̂
N̂1
Ŝ1
xˆ)i−j −
k∑
j=1
αj
[
(P̂ P̂ N̂1
Ŝ1
)i−j − (P̂ P̂ N̂1
Ŝ1
)i
]
(4.36)
×(P̂ P̂ N̂1
Ŝ1
xˆ)i−j + h(P̂ P̂
N̂1
Ŝ1
Ĝ−12 B̂P̂ P̂
N̂1
Ŝ1
xˆ)i = 0,
(ÛQ̂Ĝ−12 B̂P̂ P̂
N̂1
Ŝ1
xˆ)i + (ÛQ̂+ P̂ Q̂
Ŝ1
N̂1
)ixˆi = 0, (4.37)
−Q̂
k∑
j=0
αj
(
(Q̂Ŝ1
N̂1
)i − (Q̂Ŝ1
N̂1
)i−j
)
(P̂ P̂ N̂1
Ŝ1
xˆ)i−j (4.38)
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+h(T̂ Q̂P̂ N̂1
Ŝ1
Ĝ−12 B̂P̂ P̂
N̂1
Ŝ1
xˆ)i + h(T̂ Q̂xˆ)i = 0.
Diese Gleichungen stellen die diskrete kanonische Entkopplung fu¨r (4.34)
dar.
Nun wird das System (4.36)-(4.38), analog zu 4.3.1 in dem kontinuier-
lichen Fall, mit den Variablen z¯i := (PP
St1
S1
x)i, y¯i := (UQ + PQ
S1
N1
)ixi,
w¯i := (TQx)i und µ¯i umgeschrieben. Hier kennzeichnet man die numerischen
Approximationen von (4.36)-(4.38) durch z¯i, um sie von den (4.23)-(4.26)-
Approximationen zu unterscheiden.
Jetzt ko¨nnen die Berechnungen von 4.3.1 verwendet werden. Die Glei-
chung (4.37) ist nichts anderes als (4.18) an der Stelle ti ausgewertet. Dann
kann man ohne Weiteres sagen, dass (4.37) a¨quivalent zu
(I + UQG−12 BPP
N1
S1
QS1St1
)iy¯i + (UQG
−1
2 BPP
N1
S1
)iz¯i = 0, (4.39)
(QQS1N1Q
S1′
St1
+ TQG−12 BPP
N1
S1
)iz¯i + w¯i = 0 (4.40)
ist und das sind genau die Entkopplungsgleichungen (4.25) und (4.24) an der
Stelle ti ausgewertet.
Jetzt werden die dynamischen Komponenten analysiert, also die Glei-
chung (4.36). Die einzigen Terme, die neu berechnet werden mu¨ssen, sind
k∑
j=0
αj(P̂ P̂
N̂1
Ŝ1
xˆ)i−j,
k∑
j=1
αj
[
(P̂ P̂ N̂1
Ŝ1
)i−j − (P̂ P̂ N̂1
Ŝ1
)i
]
(P̂ xˆ)i−j.
Der Rest ist wie in 4.3.1 an der Stelle ti ausgewertet.
Der erste Term ist
k∑
j=0
αj(P̂ P̂
N̂1
Ŝ1
xˆ)i−j =
k∑
j=0
αj
(
PP
St1
S1
x
0
)
i−j
=
k∑
j=0
αj
(
z¯
0
)
i−j
,
und der zweite
k∑
j=1
αj
[
(P̂ P̂ N̂1
Ŝ1
)i−j − (P̂ P̂ N̂1
Ŝ1
)i
]
(P̂ xˆ)i−j
=
k∑
j=1
αj
( PP St1S1 0
0 0
)
i−j
−
(
PP
St1
S1
0
0 0
)
i
( Px
0
)
i−j
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=
k∑
j=1
αj
( PP St1S1 0
0 0
)
i−j
−
(
PP
St1
S1
0
0 0
)
i
( z¯
0
)
i−j
.
Nun kann man die Gleichung (4.36) zusammensetzen, man erha¨lt
k∑
j=0
αj
(
z¯
0
)
i−j
−
k∑
j=1
αj
( PP St1S1 0
0 0
)
i−j
−
(
PP
St1
S1
0
0 0
)
i
( z¯
0
)
i−j
+h
 (PPN1S1 G−12 B − PPN1S1 QS1St1)PP St1S1 z¯
0

i
= 0,
und wenn man die erste Komponente dieses Vektors betrachtet, folgt
k∑
j=0
αj z¯i−j −
k∑
j=1
αj((PP
St1
S1
)i−j − (PP S
t
1
S1
)i)z¯i−j − h(PPN1S1 Q
S1′
St1
PP
St1
S1
(4.41)
−PPN1S1 G−12 BPP
St1
S1
)iz¯i = 0.
Hier sieht man, dass sich diese Diskretisierung nur um dem Term
k∑
j=1
αj((PP
St1
S1
)i−j − (PP S
t
1
S1
)i)z¯i−j,
der an der Stelle von h(PP
St
1′
S1
PP
St1
S1
z)i auftritt, von der “idealen” Diskreti-
sierung (4.23) unterscheidet.
Aus (4.41) ergibt sich fu¨r die Variable z¯i das lineare System[
α0I − h(PPN1S1 QS1St1PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
z¯i = r¯
z
i , (4.42)
wobei
r¯zi := −(PP S
t
1
S1
)i
k∑
j=1
αj z¯i−j.
An der Stelle ist darauf aufmerksam zu machen, dass r¯zi ∈ im (PP S
t
1
S1
)i. Wenn
man, wie bei der Diskretisierung (4.23), das Gleichungssystem in die Kom-
ponenten PP
St1
S1
, PQS1St1
und Q zerlegt, folgt
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(PP
St1
S1
)i :
[
α0I − h(PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
(4.43)
×(PP St1S1 z¯)i = r¯zi ,
(PQS1St1
)i : (PQ
S1
St1
z¯)i = 0, (4.44)
Q : (Qz¯)i = 0. (4.45)
Es werden die ersten Schlussfolgerungen gezogen. Die numerische BDF-
Approximation (falls das System (4.43) eindeutig lo¨sbar ist) liegt im im (PP
St1
S1
)i,
was als positiv zu werten ist. Zweitens ist die PP
St1
S1
-Komponente von z¯i
Lo¨sung eines linearen Systems mit gleicher Matrix wie bei der Diskretisie-
rung (4.23).
Sei Mh,i :=
[
α0I − h(PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
, dann gilt
die folgende Aussage:
Lemma 4.3.4 Die MatrixMh,i ist genau dann regula¨r, wenn die Einschra¨nkung
von Mh,i auf im (PP
St1
S1
)i eine Bijektion auf diesem Unterraum darstellt.
Beweis: Z uerst ersieht man aus der Definition von Mh,i, dass diese Anwen-
dung im (PP
St1
S1
)i in sich selbst abbildet ((MhPP
St1
S1
)i = (PP
St1
S1
Mh)i ).
Man betrachtet nun das Gleichungssystem
Mh,ix = 0.
Dieses System kann in die Komponenten PP
St1
S1
, PQS1St1
und Q zerlegt werden,
PP
St1
S1
: (PP
St1
S1
)i
[
α0I − h((PP S
t
1
S1
)′PP S
t
1
S1
+ PPN1S1 Q
S1′
St1
PP
St1
S1
−PPN1S1 G−12 BPP
St1
S1
)
]
i
x = 0,
(PP
St1
S1
)i
[
α0I − h(PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
x = 0,
(MhPP
St1
S1
)ix = 0,
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PQS1St1
: (PQS1St1
)i
[
α0I − h(PP S
t
1′
S1
PP
St1
S1
+ PP1,cQ
S1′
St1
PP
St1
S1
−PP1,cG−12 BPP S
t
1
S1
)
]
i
x = 0,
(PQS1St1
)i(α0I − hPP S
t
1′
S1
PP
St1
S1
)ix = 0,
(PQS1St1
)ix =
h
α0
(PQS1St1
PP
St
1′
S1
PP
St1
S1
)ix,
Q : Qi
[
α0I − h(PP S
t
1′
S1
PP
St1
S1
+ PPN1S1 Q
S1′
St1
PP
St1
S1
− PPN1S1 G−12 BPP
St1
S1
)
]
i
x = 0,
Qx = 0.
Aus diesen Gleichungen ist es mo¨glich, die Aussage des Lemmas herzuleiten.
Sei jetzt
M
−
h,i : im (PP
St1
S1
)i → im (PP S
t
1
S1
)i
die Inverse der Anwendung Mh,i
∣∣∣PS1,i . Mit der gleichen Vorgehensweise wie
der des letzten Lemmas folgt fu¨r M−1h,i der Ausdruck
M−1h,i = (I +
h
α0
(PP
St1
S1
)′PP S
t
1
S1
)i(M
−
hPP
St1
S1
)i +
1
α0
(PQS1St1
+Q)i.
Lemma 4.3.5 Die Matrix Mh,i ist genau dann invertierbar, wenn Mh,i in-
vertierbar ist.
Beweis: A us der Regularita¨t vonMh,i folgt wie im Lemma 4.3.4 die Regula-
rita¨t fu¨r Mh,i. Fu¨r die Umkehrung stellt man zuerst fest, dass diese Matrizen
die Beziehung
Mh,i =Mh,i + h(PP
St1
S1
)′i(PP
St1
S1
)i =Mh,i(I + hM
−1
h (PP
St1
S1
)′PP S
t
1
S1
)i,
erfu¨llen. Nach dem Ausdruck von M−1h,i hat man
M−1h,i (PP
St1
S1
)′i(PP
St1
S1
)i =
1
α0
(PQS1St1
)i(PP
St1
S1
)′i(PP
St1
S1
)i =
1
α0
(PP
St1
S1
)′i(PP
St1
S1
)i,
dann folgt
Mh,i = Mh,i(I +
h
α0
(PP
St1
S1
)′PP S
t
1
S1
)i,
M
−1
h,i = (I −
h
α0
(PP
St1
S1
)′PP S
t
1
S1
)iM
−1
h,i .
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Als Folge von Lemma 4.3.5 hat man
(PP
St1
S1
M
−1
h )i = (PP
St1
S1
M−1h )i,
außerdem gilt wegen der Invarianz von im (PP
St1
S1
)i unter M
−1
h,i
(PP
St1
S1
M
−1
h PP
St1
S1
)i = (M
−1
h PP
St1
S1
)i.
Andererseits erha¨lt man durch die Zerlegung der Gleichung Mh,ix = b in die
Teile (PP
St1
S1
)i, (PQ
S1
St1
)i und Q fu¨r M
−1
h,i auch den Ausdruck
M
−1
h,i = (M
−1
h PP
St1
S1
)i + (PQ
S1
St1
)i +Q,
woraus folgt
(PP
St1
S1
M
−1
h )i = (PP
St1
S1
M
−1
h PP
St1
S1
)i,
(PP
St1
S1
M
−1
h )i = (M
−1
h PP
St1
S1
)i.
Wenn man jetzt wieder die Rekursion (4.42) als ein Einschrittverfahren
umschreibt, folgt
z¯i
z¯i−1
...
z¯i−k+1

︸ ︷︷ ︸
Zi
=

−α1(M−1h PP S
t
1
S1
)i −α2(M−1h PP S
t
1
S1
)i . . . −αk(M−1h PP S
t
1
S1
)i
Im
. . .
Im

︸ ︷︷ ︸
Ri
×

z¯i−1
z¯i−2
...
z¯i−k

︸ ︷︷ ︸
Zi−1
, (4.46)
Weiterhin kann die Matrix Ri als
Ri =

−α1(PP S
t
1
S1
M−1h )i −α2(PP S
t
1
S1
M−1h )i . . . −αk(PP S
t
1
S1
M−1h )i
Im
. . .
Im

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=

(PP
St1
S1
)i
Im
. . .
Im


−α1M−1h,i −α2M−1h,i . . . −αkM−1h,i
Im
. . .
Im

=

(PP
St1
S1
)i
Im
. . .
Im
Ri,
ausgedru¨ckt werden. Aus dieser Beziehung zwischen Ri und Ri folgt die Un-
gleichung
∥∥∥Ri∥∥∥ ≤
∥∥∥∥∥∥∥∥∥∥∥

(PP
St1
S1
)i
Im
. . .
Im

∥∥∥∥∥∥∥∥∥∥∥
‖Ri‖ , (4.47)
wobei ‖·‖ eine beliebige Norm in IR
m × IRm × · · · × IRm︸ ︷︷ ︸
k
repra¨sentiert.
Schließlich will man (4.38) betrachten. Hier ist ausschließlich der Term
Q̂
k∑
j=0
αj
(
(Q̂Ŝ1
N̂1
)i − (Q̂Ŝ1
N̂1
)i−j
)
(P̂ P̂ N̂1
Ŝ1
xˆ)i−j
zu berechnen:
Q̂
k∑
j=0
αj
(
(Q̂Ŝ1
N̂1
)i − (Q̂Ŝ1
N̂1
)i−j
)
(P̂ P̂ N̂1
Ŝ1
xˆ)i−j
=
(
Q 0
0 I
)
k∑
j=0
αj
(
PQS1St1
0
(B̂21B̂
T
21)
−1B̂21 0
)
i
(
PP
St1
S1
x
0
)
i−j
=
(
Q 0
0 I
)
k∑
j=1
αj
 (PQS1St1)i(PP St1S1 x)i−j[
(B̂21B̂
T
21)
−1B̂21
]
i
(PP
St1
S1
x)i−j

=
k∑
j=1
αj
(
0[
(B̂21B̂
T
21)
−1B̂21
]
i
z¯i−j
)
.
Jetzt setzt man die Gleichung (4.38) zusammen und es folgt
−
k∑
j=0
αj
(
0[
(B̂21B̂
T
21)
−1B̂21
]
i
z¯i−j
)
+ h
(
0
µ¯i
)
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−h
(
0[
(B̂21B̂
T
21)
−1B̂′21
]
i
z¯i
)
= 0,
also
µ¯i =
[
(B̂21B̂
T
21)
−1]
i
(B̂21)′iz¯i + (B̂21)i 1h
k∑
j=0
αj z¯i−j
 . (4.48)
Die Variable µ¯i entha¨lt einen Diskretisierungsfehler, der aber keinen Ein-
fluss auf die anderen Komponenten hat.
Auf Grund der Analyse dieser Sektion ko¨nnen die folgenden Aussagen
getroffen werden:
Theorem 4.3.6 Sei ein Schritt bei der Iteration (4.33) eine Kontraktion in
einer Skalarproduktnorm ‖·‖Σ in
IRm × IRm × · · · × IRm︸ ︷︷ ︸
k
in dem restriktiven Sinne, dass ‖Ri‖Σ < 1, wobei
Σ =

Σ11 Σ12 . . . Σ1k
ΣT12 Σ22 . . . Σ2k
...
...
. . .
...
ΣT1k Σ
T
2k . . . Σkk
 .
Wenn imΨ(t) in dem GGL-Ansatz (4.14) orthogonal zu S1(t) nach dem Ska-
larprodukt
〈x, x〉Σ11 := (xTΣ11x)
gewa¨hlt wird, dann ist der entsprechende Iterationsschritt (4.42) auch eine
Kontraktion in der Norm 〈·, ·〉Σ.
Beweis: S ei der Projektor P orthogonal nach dem Skalarprodukt 〈·, ·〉Σ11 .
Unter den Annahmen ist QS1St1
= Ψ(ΓTBΨ)−1ΓTB auch ein Orthoprojektor
in dem euklidischen Raum
{
IRm, 〈·, ·〉Σ11
}
. Demzufolge sind die Projektoren

P
Im
. . .
Im
 ,

I −QS1St1i
Im
. . .
Im
 ,
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im
{
IRm×k, 〈·, ·〉Σ
}
orthogonal und besitzen Norm 1. Es folgt dann aus der
Ungleichung (4.47)
∥∥∥Ri∥∥∥
Σ
≤
∥∥∥∥∥∥∥∥∥∥∥

(PP
St1
S1
)i
Im
. . .
Im

∥∥∥∥∥∥∥∥∥∥∥
Σ
‖Ri‖Σ
≤
∥∥∥∥∥∥∥∥∥∥

P
Im
. . .
Im

∥∥∥∥∥∥∥∥∥∥
Σ
∥∥∥∥∥∥∥∥∥∥∥

I −QS1St1i
Im
. . .
Im

∥∥∥∥∥∥∥∥∥∥∥
Σ
‖Ri‖Σ
= ‖Ri‖Σ < 1,
und damit ist der Beweis erbracht.
Bemerkung 4.3.7
1. Die Aussage dieses Theorems hat die Einschra¨nkung, dass der GGL-
Ansatz davon abha¨ngig ist, in welcher Norm Kontraktivita¨t fu¨r (4.33)
vorliegt. Der im Beweis konstruierte GGL-Ansatz kann als optimal be-
zeichnet werden. Die Aussage gilt ebenfalls fu¨r eine Klasse von GGL-
Ansa¨tzen, bei denen imΨ(ti) nur in dem Maße von der optimalen Wahl
abweicht, dass die Bedingung∥∥∥∥diag((PP St1S1 )i, Im, . . . , Im)Ri
∥∥∥∥ < 1
noch erfu¨llt ist.
2. Die Orthogonalita¨t zwischen imΨ(t) und S1(t) war gleichermaßen eine
Voraussetzung im Theorem 4.2.9.
3. Das Theorem steht ohne Bezug zu analytischer Kontraktivita¨t. Man
kennt zwar Aussagen u¨ber die Kontraktivita¨t der GGL-Formulierung
(Theoreme 4.2.8, 4.2.9) und sogar von (4.16), ([Hanke et al., 1998],
[Ma¨rz and Rodr´ıguez Santiesteban, 1999]), sie sind aber insofern von
wenig Nutzen in diesem Kontext, als die Kontraktionseigenschaft von
(4.33) sich nicht mit der Kontraktivita¨t von (4.22) in Verbindung setzen
la¨sst. Es kann gezeigt werden, dass (4.20) kontraktiv auf imPP
St1
S1
ist,
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wenn fu¨r (4.22) Kontraktivita¨t auf M̂1(t) vorliegt. Dennoch ist dieser
Sachverhalt nicht ausreichend, da die PQS16St1
-Komponente der diskre-
ten Lo¨sung z nicht trivial ist, (4.29). Man bemerke, dass sich sogar eine
Kontraktivita¨t von (4.22) auf M0(t) als nutzlos erweist, da auf M0(t)
die PQS16St1
-Komponente null sein muss.
4. Die durchgefu¨hrte Analyse a¨hnelt sehr dem G-Stabilita¨tsbegriff,
[Hairer and Wanner, 1991]. Die G-Stabilita¨t kann als das Analogon zur
B-Stabilita¨t fu¨r die so genannten o¨ne-legVerfahren (allgemeinere Klas-
se als die BDF-Verfahren) betrachtet werden. Sie verlangt, dass ih-
re Anwendung auf jede kontraktive Gleichung eine ebenfalls kontrak-
tive Rekursion fu¨r die Variable Zi, also nachdem man die Diskreti-
sierung als ein Einschrittverfahren umgeschrieben hat, in einer aus-
gewa¨hlte Norm ‖·‖G darstellt. Es ist durchaus denkbar, nach dem glei-
chen Schema wie bei den Runge-Kutta-Verfahren und der B-Stabilita¨t
auch bei den BDF-Verfahren und der G-Stabilita¨t vorzugehen. Auf
diese Art und Weise kommt eine Definition von (P )-Kontraktivita¨t
der Anwendung eines BDF-Verfahrens auf eine ADGl zu Stande. Al-
lerdings du¨rfte eine Aussage wie das Theorem atGGL-¿IRK(DAE)-
Kontraktivita¨t ho¨chstens fu¨r die ein- und zweischrittige BDF-Verfahren
gelten, da im Fall der GDGln die BDF-Methoden ab 3 Schritten nicht
G-stabil sind. In dieser Arbeit wurde ein ander Weg gewa¨hlt, na¨mmlich
der der Entkopplungsanalyse.
Wie in dem IRK(DAE)-Fall stellt sich die Frage, ob die Voraussetzung u¨ber
die Orthogonalita¨t zwischen imΨ(t) und S1(t) nur beweistechnisch bedingt
ist. Hier sprechen zudem die numerischen Experimente dafu¨r, dass dies der
Fall sein ko¨nnte. Die Abbildung 4.7 zeigt die numerischen Ergebnisse fu¨r die
GGL-Formulierung des Beispieles 4.2.12 mit dem einzigen Unterschied, dass
statt des Euler-Verfahrens die BDF-2 verwendet wurde.
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Abbildung 4.7: Numerische Ergebnisse fu¨r das Beispiel 3.0.8 unter Verwen-
dung eines nicht-orthogonalen GGL-Ansatzes und der BDF-2. Das Bild zeigt
den Logarithmus des Betrages von x1(10) fu¨r verschiedene Werte der Para-
meter λ und η. Die Schrittweite betrug h = 0.1 und θ = pi/3.
Schlusswort
Die Algebro-Differentialgleichungen stellen ein aktives Forschungsgebiet der
Angewandten Mathematik dar, das neuartige Fragestellungen aufwirft. Ins-
besondere die Untersuchung asymptotischer Lo¨sungseigenschaften sowohl aus
analytischer als auch aus numerischer Sicht, la¨sst - im Gegensatz zu der
Gewo¨hnlichen Differentialgleichungstheorie - noch viele Fragen offen. Diese
Schrift versucht Klarheit in dieser Problematik zu schaffen.
Das Kapitel 2 leistet einen Beitrag zur Formalisierung einer Kontrakti-
vita¨tstheorie und fu¨hrt Verallgemeinerungen beziehungsweise Erweiterungen
existierender Begriffe oder Aussagen ein. Die neuen Konzepte sind nicht an
die Lo¨sungsmannigfaltigkeit gebunden, sondern ermo¨glichen die Betrachtung
der Kontraktivita¨t außerhalb dieser Mannigfaltigkeit. Diese Eigenschaft ist
besser fu¨r die Situation bei den numerischen Verfahren geeignet. Aus die-
sem Teil der Arbeit ist das Theorem 2.3.5 besonders hervorzuheben. Diese
Aussage stellt die notwendigen Bedingungen, damit die Anwendung eines
IRK(DAE)-Verfahrens auf eine ADGl (P )-kontraktiv ist. Die gestellten Be-
dingungen sind allgemeiner Art, stellen aber ein wichtiges Werkzeug fu¨r wei-
tere Untersuchungen dar, wie in dem weiteren Verlauf der Schrift festzustel-
len ist. Das Kapitel schla¨gt unter Anderem eine Betrachtung der Kontrak-
tivita¨tsungleichung in allen Komponenten der Lo¨sung vor (Kontraktivita¨t).
Das resultierende Konzept zeigt sich als restriktiver als die P -Kontraktivita¨t
(die Kontraktivita¨tsungleichung wird nur fu¨r die P -Komponente verlangt),
jedoch ermo¨glicht es Aussagen zu beweisen, die sich auf die gesamte Lo¨sung
beziehen. Allerdings fehlen hier Beispiele, die den Nutzen der Kontraktivita¨t
belegen ko¨nnen.
Im Kapitel 3 wurden die BDF- und IRK-Verfahren auf ihr asymptoti-
sches Verhalten bei Index-2-ADGln untersucht. Die Analyse stu¨tzt sich ei-
nerseits auf Entkopplungen des Systems in den zugrundeliegenden Kompo-
nenten, andererseits auf die Index-Reduktion durch Differentiation. Die Ent-
kopplungstechniken wurden dabei verfeinert beziehungsweise erweitert, was
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zu Ergebnissen fu¨hrte, die die bis jetzt bekannten Aussagen verbessern. Es
wurde gezeigt, dass sich die Verfahren wie bei den Gewo¨hnlichen Differenti-
algleichungen verhalten, wenn einer der Ra¨ume N1(t) oder S1(t) konstant ist.
Die Ergebnisse dieses Kapitels finden Anwendung fu¨r eine Klasse von ADGl-
Systemen, die in der Modellierung elektrischer Netzwerke vorkommen: die so
genannten MNA-Gleichungen.
Das letzte Kapitel der Arbeit befasst sich mit Stabilisierungstechniken,
die verwendet werden sollen, wenn die Aussagen von Kapitel 3 nicht an-
wendbar sind. Der Ansatz nach Gear-Gupta-Leimkuhler (GGL) wird sach-
gerecht auf vollimplizite lineare Systeme verallgemeinert und es wird ge-
zeigt, dass der Ansatz die Kontraktivita¨t der urspru¨nglichen Aufgabe auf
der Lo¨sungsmannigfaltigkeit (M1(t)) beibeha¨lt. Bei geeigneter Wahl (eine
Orthogonalita¨tsbedingung muss erfu¨llt sein) dieses Ansatzes erha¨lt man nun-
mehr ein System, das Kontraktivita¨t auf M0(t) vorweist. Aus der letzten
Aussage la¨sst sich Kontraktivita¨t der IRK(DAE)-Verfahren ableiten. Unter
den gleichen Orthogonalita¨tsbedingungen wurde ein Kontraktivita¨tssatz fu¨r
die BDF-Verfahren angewandt auf die GGL-Formulierung gezeigt, allerdings
weniger aussagekra¨ftig als fu¨r die IRK(DAE)-Verfahren. Numerische Experi-
mente deuten an, dass sowohl fu¨r IRK(DAE)- als auch fu¨r BDF-Verfahren die
vorausgesetzte Orthogonalita¨tsbedingung nicht notwendig ist, sondern dass
nur Transversalita¨t, die immer bei der GGL-Formulierung gilt, ausreichend
ist. Eine Untersuchung in dieser Richtung ist auf jeden Fall einen Versuch
Wert, der dann die noch offene Frage nach einer numerischen Umsetzung des
GGL-Ansatzes vereinfachen wu¨rde.
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