Abstract. We present a proof of a conjecture proposed by Yano [40] about the generic b-exponents of irreducible plane curve singularities.
Introduction
Let f : (C n+1 , 0) −→ (C, 0) be a germ of a holomorphic function. The local BernsteinSato polynomial b f,0 (s) of f is defined as the monic polynomial of smallest degree that fulfills the following functional equation
where P (s) is a differential operator in D C n+1 ,0 ⊗ C[s], with D C n+1 ,0 being the ring of local C-linear differential operators and s a formal variable. The Bernstein-Sato polynomial b f (s) was introduced in the algebraic case, independently, by Bernstein [4] using the theory of algebraic D-modules and by Sato [30] in the context of prehomogeneous vector spaces. The existence of the Bernstein-Sato polynomial in the local case is due to Björk [5] . The global Bernstein-Sato polynomial b f (s) equals the least common multiple of all the local Bernstein-Sato polynomials b f,p (s), p ∈ C n+1 , see [27] .
In general, very few is known about the roots of the Bernstein-Sato polynomial. They are negative rational numbers, see the works of Malgrange [25] and Kashiwara [17] . A set of candidate roots can be obtained from the numerical data associated with a resolution of the singularity of f , see Kashiwara [17] and Lichtin [21] . However, this set of candidates is usually much larger than the actual roots of b f (s). Finally, the opposites in sign to the roots of b f (s) are bounded between zero and the dimension n + 1, see the work of Saito [29] .
On the other hand, the roots of the Bernstein-Sato polynomial b f (s) are connected to many different invariants associated with the singularity of f . The roots of b f (s) are related to the poles of the complex zeta function of f , which was the original motivation of Bernstein [4] . If α is a root of b f,0 (s), then exp(−2πıα) is an eigenvalue of the local monodromy of f , see the works [25, 26] of Malgrange. The spectral numbers introduced by Steenbrink in [33] of an isolated singularity in the range (0, 1] are always the opposites in sign to the roots of the Bernstein-Sato polynomial, for the non-isolated singularity case we refer to [8] . Similarly, the jumping numbers, introduced in [14] , that are in (0, 1] are roots of b f (−s), see also [9] .
However, the main difference between the roots of the Bernstein-Sato polynomial and most of the singularity invariants connected with b f (s) is that the roots of b f (s) are not topological invariants of the singularity. Precisely, this means that the roots of the The author is supported by Spanish Ministerio de Economía y Competitividad MTM2015-69135-P and Generalitat de Catalunya 2017SGR-932 projects.
Bernstein-Sato polynomial are not constant along the fibers of topologically trivial deformations of f , see [18, 19] and [37, §11] , for some examples. It is then natural to wonder about the generic behavior of the roots of b f (s) along topologically trivial deformations of the singularity. This problem is still open even in the case of isolated plane curve singularities. The goal of this paper is to contribute to this problem by proving a conjecture of Yano [40] about the generic behavior of the roots of b f,0 (s), or more precisely about the b-exponents, of irreducible plane curves along µ-constant deformations, where µ is the Milnor number of f . Next, we will resume shortly the content of the conjecture. For the precise statement see Section 11.
If f : (C n+1 , 0) −→ (C, 0) defines an isolated singularity, there is a characterization of the Bernstein-Sato polynomial b f,0 (s) in terms of the Gauss-Manin connection of f given by Malgrange in [25] . This characterization gives rise to the b-exponents of the singularity. First, since −1 is always a root of b f,0 (s) define the reduced Bernstein-Sato polynomial asb f,0 (s) := b f,0 (s)/(s + 1). Then, Malgrange's result asserts thatb f,0 (s) is equal to the minimal polynomial of a certain action induced by the Gauss-Manin connection in a complex vector space of dimension µ coming from the Brieskorn lattice of f . Then, the b-exponents are the roots of the characteristic polynomial of this action, see Sections 6 and 7 for the exact definitions. Yano's conjecture states that given an irreducible plane curve singularity f , that is, in the case n = 1, there exists a µ-constant deformation of f such that, generically, the b-exponents can be computed from the topological data of f . More precisely, Yano gives a set of candidates for the generic b-exponents in terms of the resolution data of f .
Yano's conjecture was known to be true in the case that f has a single Puiseux pair, see the work of Cassou-Noguès [10] . More recently, Artal-Bartolo, Cassou-Noguès, Luengo, and Melle-Hernández [3] , proved the case of two Puiseux pairs under the hypothesis that the eigenvalues of the monodromy of f are pair-wise different. The author proved in [6] the conjecture for any number of Puiseux pairs also under the hypothesis that the eigenvalues of the monodromy are pair-wise different. This hypothesis ensures that the minimal polynomial giving b f,0 (s) is equal to the characteristic polynomial giving the b-exponents. Then, the b-exponents are determined by the roots of the Bernstein-Sato polynomial of f , which in turn can be computed from the poles of the complex zeta function of f .
Instead of dealing with the poles of the complex zeta function, the proof of Yano's conjecture presented in this work focuses on the Gauss-Manin connection of an isolated singularity f . The main idea of the proof is to construct certain solutions of the GaussManin connection that are directly associated with the b-exponents of f . These solutions will be periods of differential forms along vanishing cycles on the Milnor fiber of f , see Section 3. These periods of integrals were originally considered by Malgrange [23, 24] , where he proved that they have a certain series expansion encoding the structure of the monodromy and the roots of the Bernstein-Sato polynomial. The exact relation between the b-exponents and these periods of integrals is given by a theorem of Varchenko [37] . His result links the so-called geometric sections in the cohomology of the Milnor fiber, constructed via these periods of integrals, and Malgrange's characterization ofb f,0 (s) in terms of the Brieskorn lattice.
In [38] , Varchenko uses the firsts terms of the series expansions of the periods to construct a mixed Hodge structure in the cohomology of the Milnor fiber. He uses resolution of singularities and a process of semi-stable reduction to determine these first terms of the expansions. In this work, we will generalize this idea and we will show how to determine the full series expansions of the periods of integrals using the divisorial valuation of the resolution and the graded module of top differential forms associated with these valuations. The main problem arising in arbitrary dimension is how to determine whether a given coefficient of these series expansions, equivalently a geometric section, is non-zero. However, this is possible in the case of plane curves.
The first terms of the periods of integrals in the case of plane curves were originally determined by Lichtin [21] , in the irreducible case, and by Loeser [22] , for general curves. These results provide a positive answer to the Strong Monodromy Conjecture for Igusa's zeta function in the case of plane curves. In order to show that a given coefficient of a series expansion is not zero, we will use the same idea as in [22] . Namely, since the exceptional divisors of plane curves are just projective lines, the coefficients of the expansions become integrals of multivalued differential forms on a punctured projective line. Therefore, one can use cohomology with coefficients on local systems and a result of Deligne and Mostow [13] on multivalued forms on the projective line.
Determining the whole series expansions of the periods of integrals is more complicated than just giving the first terms. In contrast with the initial terms, the higher-order terms can change along µ-constant deformations of f . Given an irreducible f , for a Yano's candidate to be a b-exponent, one needs that a certain higher-order term is non-zero in the series expansion of some period of integral. We will show that one can make the corresponding term of the series associated to the candidate non-zero when f is generic in a certain µ-constant deformation. This part of the proof depends on Teissier's monomial curve and its deformations [34] . In this way, a single candidate is indeed a generic bexponent in a µ-constant deformation of f .
In order to show that all the candidate b-exponents are generic b-exponents in the same µ-constant deformation of f , as predicted by Yano's conjecture, we will use a semicontinuity argument for the b-exponent. More precisely, we generalize a semicontinuity argument of Varchenko [37] , which is only valid when all the eigenvalues of the monodromy of f are pair-wise different. Our result works under the extra assumption of the existence of certain dual geometric sections with respect to a basis of generalized monodromy eigenvectors, see Section 8. We can show that for irreducible plane curves, such dual geometric sections exist. As a consequence, we can prove that for irreducible plane curves the bexponents of a µ-constant deformation depend upper-semicontinuously on the parameters of the deformation, see Theorem 17.3. This work is organized as follows. The first part of the work contains results valid in any dimension. Sections 1 and 2 introduces the usual terminology on the Milnor fiber, the monodromy, and the Gauss-Manin connection. Section 3 introduces the periods of integrals along vanishing cycles on the Milnor fiber, following [23, 24] . In the next sections 4 and 5, we introduce the geometric and elementary sections in the cohomology of the Milnor fiber from [37] . Sections 6 and 7, present the relation between the Brieskorn lattice, the b-exponents, and the geometric sections using the results of Malgrange [25] and Varchenko [37] . The semicontinuity results in arbitrary dimension are presented next in Section 8. Section 9 reviews the use of resolution of singularities and semi-stable reduction in [38] to determine the firsts terms of the periods' expansions. Finally, the first part ends with the construction, in Section 10, of the full expansions of the periods in terms of the divisorial valuations and the associated graded module of top differential forms.
The second part of this work deals with plane curve singularities. We present first, in Section 11, Yano's conjectures. Section 12 introduces cohomology with coefficients in a local system and the result of Deligne and Mostow [13] . Section 13 shows which terms of the expansions of the periods of integrals are non-zero using the structure of the resolution of plane curve singularities. Section 14 deals with the existence of certain dual geometric sections that are needed for the semicontinuity argument. Section 15 contains the proof of a technical result, used in the previous section, about the characteristic polynomial of the monodromy on some part of the Milnor fiber. In Section 16, we introduce all the terminology related to the semigroups of irreducible plane curves, Teissier's monomial curve, and its deformations. Finally, we prove, in Section 17, the semicontinuity of the b-exponents for plane branches and Yano's conjecture. Carramiñana and JosepÀlvarez Montaner, for the fruitful discussions, the helpful comments and suggestions, and the constant support during the development of this work.
General results
1. Milnor fiber. Let f : (C n+1 , 0) −→ (C, 0) be a germ of a holomorphic function. For 0 < δ ≪ ǫ ≪ 1, let B ǫ ⊂ C n+1 be the ball of radius ǫ centered at the origin, T ⊂ C the disk of radius δ centered at zero, and T ′ := T \ {0} the punctured disk. Abusing the notation, we will also denote by f a representative of the germ. Set
The restriction f ′ : X ′ −→ T ′ is a smooth fiber bundle such that the diffeomorphism type of the fiber X t is independent of the choice of δ, ǫ and t ∈ T ′ , see [28, §4] . Any of the fibers X t , or rather its diffeomorphism type, is called the Milnor fiber of f . The homology H i (X t , C) (resp. cohomology H i (X t , C)) groups of the Milnor fiber are finite-dimensional vector spaces that vanish for i ≥ n + 1.
The action of the fundamental group π(T ′ , t) of the base of the fibration induces a diffeomorphism h of each fiber X t which is usually called the geometric monodromy. Alternatively, this same action induces h * (resp. h * ) an endomorphism of H * (X t , C) (resp. H * (X t , C)), the algebraic monodromy of the singularity f . The fundamental result about the structure of the monodromy endomorphism is the so-called Monodromy Theorem. Theorem 1.1 (Monodromy [15, 11, 7] ). The operator h * is quasi-unipotent, that is, there are integers p and q such that (h p * − id) q = 0. In other terms, the eigenvalues of the monodromy are roots of unity. Moreover, one can take q = n + 1.
If f defines an isolated singularity, the topology of the Milnor fiber is quite simple. In this case, the Milnor fiber has the homotopy type of a bouquet of µ n-dimensional spheres, where µ is the Milnor number of the singularity, see [28, Thm. 6.5] . Therefore, H i (X t , C) = 0 for i = n and dim C H n (X t , C) =: µ. Furthermore, the Milnor number coincides with
the natural projection of H n to T ′ . Similarly, one has the dual vector bundle f * : H n −→ T ′ . The vector bundle H n (resp. H n ) is sometimes called the cohomological (resp. homological) Milnor fibration. Let us denote by H n (resp. H n ) the locally free sheaf of holomorphic sections of the vector bundle H n (resp. H n ). Since nearby fibers of the vector bundle H n are isomorphic, H n carries a natural integrable connection
called the Gauss-Manin connection of the singularity. The kernel of the connection Ker ∇ * defines a local system, that is a locally constant sheaf of complex vector spaces, whose sections are the locally constant sections of H n with respect to the connection. We will denote by L * := Ker ∇ * the sheaf of locally constant sections of H n . In this way, one has that
In this setting, L * coincides with R n f * C X ′ . The same constructions hold for the dual vector bundle H n . Brieskorn [7, Satz 2] proved that the Gauss-Manin connection of an isolated singularity has regular singularities, see also the work of Malgrange [23, Thm. 4.1] .
Denote by Λ the set of all eigenvalues of the monodromy operator h * . Fixed λ ∈ Λ, denote by H n λ the set of vectors of H n that are annihilated by (h * − λ id) n+1 and by f * λ the natural projection from H n λ to T ′ . Then, H n λ is a holomorphic subbundle of H n with a natural connection ∇ * λ coming naturally from ∇ * and such that H n = λ∈Λ H n λ . Let L * λ = ker ∇ * λ be the local system generated by the sections of L * that are annihilated by the endomorphism (h * − λ id) n+1 .
3. Periods of integrals. Let η ∈ Γ(X, Ω n X ) be a holomorphic n-form on X and let γ(t), t ∈ T ′ be a locally constant section of the fibration H n . Since the restriction of η to X t is a holomorphic form of maximal degree, and thus it is closed, the integral of η along the cycle γ(t)
η is well-defined. Furthermore, by the monodromy action, γ(t) is a multi-valued function of t with values in H n (X t , C) and I(t) defines a multi-valued function on T ′ . It is a (multivalued) holomorphic function since, by Leray's residue theorem, see for instance [7, §1.5] , it holds that
where dη/df is the Gelfand-Leray form of dη which denotes the restriction to X t of any holomorphic form ξ such that ξ ∧ df = dη. In local coordinates, if dη = g dx 0 ∧ · · · ∧ dx n , then, on the set {x ∈ X | ∂f /∂x i = 0}, dη/df is defined by the restriction to X t of the form
Now, let γ(t) be a vanishing cycle, that is, a locally constant section of H n such that γ(t) → 0 as t → 0. Malgrange [23, Lemma 4.5] proves that if γ(t) is such a cycle, I(t) → 0 as t → 0 in any sector | arg t | ≤ C, C ∈ R + . In addition, assume that γ(t) is a generalized eigenvalue of the monodromy automorphism h n of H n (X t , C), i.e. (h n − λ id) p γ(t) = 0 with p minimal and λ ∈ C * a root of unity. Then, since the Gauss-Manin connection is regular, one has that I(t) has the following expansion, see [23] ,
where L(λ) is the set of α > 0 such that λ = exp(−2πıα). Notice from this that if γ(t) is not a vanishing cycle, then necessarily λ = 1, since I(t) has the same expression as Equation (3.2) plus a non-zero constant term.
Since for any top form ω ∈ Γ(X, Ω n+1 X ) there exists η ∈ Γ(X, Ω n X ) such that ω = dη, we will consider only the integrals of dη/df along any vanishing cycle γ(t) ∈ H n (X t , C). Then, by the Monodromy Theorem and Equation (3.2)
4. Geometric sections. For every top form ω ∈ Γ(X, Ω n+1 X ) and every t ∈ T ′ , the form ω/df in X t defines an element of H n (X t , C). Hence, every such ω defines a section s[ω] of the bundle H n . By the previous section, if γ(t) is a locally constant section of the fibration H n , the pairing s[ω], γ given by Equation (3.3) is holomorphic and hence s[ω] is a holomorphic section of the bundle H n , i.e. an element of H n . Following the terminology of Varchenko [37] , these sections will be called geometric sections.
Given w a local section of H n and γ a locally constant section of H n , one has that
Consequently, by Equation (3.1), the Gauss-Manin connection applied to the geometrical sections can be computed as ∂ *
The complex numbers a α,k appearing in Equation (3.3) depend on ω and γ(t). For a fixed ω, a α,k is a linear function on the space of locally constant sections of H n . As a consequence, the number a α,k defines a locally constant section A α,k (ω) of the fibration H n by the rule A Let S α be the sheaf of all locally constant sections of the bundle H n generated by the sections A ω α,k with fixed α ∈ Q and where ω ∈ Γ(X, Ω
Following [37, §4] , for every α ∈ ∪ λ∈Λ L(λ) one defines the holomorphic subbundle f * λ,α : H n λ,α −→ T ′ of H n λ generated over O T ′ by the sections of S α . According to [37] , these subbundles have the following properties. If α, α ′ ∈ L(λ) and α > α ′ , then H n λ,α ′ is a subbundle of H n λ,α and for α ∈ L(λ) sufficiently large then H n λ,α = H n λ . Moreover, these subbundles are invariant under the covariant derivative of the connection ∇ * λ and the monodromy endomorphism h * .
5. Elementary sections. We will proceed now to define the elementary sections of H n in the sense of Varchenko [37] . In order to do that, one needs to understand first the natural action of the monodromy on the local system L * in terms of the sections 
Therefore, the sections A 
as in [37, Lemma 5] . Hence, from Equation (5.1),
and, therefore,
Then, Varchenko [37] defines the elementary section associated with a locally constant section A ∈ L * λ and α ∈ L(λ) as the section
We end this section with the following properties of elementary sections. 
6. Brieskorn lattice. In [7] , Brieskorn introduced the theory of local Gauss-Manin connections to give an algebraic description of the local monodromy of an isolated hypersurface singularity. In order to make an explicit computation of the monodromy, he considered the following O T,0 -module
, which is called the Brieskorn lattice. The rank of this module is equal to the Milnor number µ of f and it is free of torsion by a result of Sebastiani [31] , see also [23, Thm. 5.1]. Let k be the field of fractions of O T,0 and consider the k-vector space
where κ f is the minimum positive integer such that f κ f ∈ (∂f /∂x 0 , . . . , ∂f /∂x n )O X,0 . The connection ∂ t on the Brieskorn lattice is identified with the Gauss-Manin connection ∂ * t of the singularity f . The monodromy of the connection ∂ t coincides with the local monodromy of the isolated singularity f , [7, Satz 1] .
The relation between the Brieskorn lattice H ′′ f,0 and the geometrical sections of the cohomological bundle H n is as follows. Let j : T ′ ֒− → T be the open inclusion. Consider (j * H n ) 0 the stalk at zero of the direct image by j of the sheaf H n . By the results of Brieskorn [7] ,
is the monic polynomial of smallest degree that satisfies the functional equation
, with D C n+1 ,0 being the ring of local C-linear differential operators and s a formal variable. As explained in the introduction, we are interested in the following characterization of the Bernstein-Sato polynomial of an isolated singularity in terms of the Brieskorn lattice given by Malgrange in [25] . Since −1 is always a root of
be the saturation of the Brieskorn lattice with respect to the differential operator t∂ t . Here, the summation symbol means addition of O T,0 -modules and this sum is known to stabilize after the first µ terms because ∂ t is regular. In this way, H ′′ f,0 is a t∂ t -stable lattice, that is, the connection ∂ t has a simple pole in H 
The roots of the characteristic polynomial of the endomorphism
are usually called the b-exponents of the isolated singularity f . The sign change between the roots of b f,0 (s) and the b-exponents is just a convention. Yano's conjecture is expressed in terms of the b-exponents of an isolated singularity f , see Section 11.
We will present next the relation, given by Varchenko in [37] , between the elementary sections introduced in Section 5 and the saturation of the Brieskorn lattice. Consider the quotient vector bundle H n λ,α /H n λ,α−1 over T ′ that will be denoted by F α . Let F α the locally free sheaf of sections of the vector bundle F α . We will denote by G α the subsheaf of F α generated by the image of the elementary sections s α [A], with A a section of S α , under the projection map
After Lemma 5.1, for every value t ∈ T ′ , the sections G α generate the whole fiber of F α . The restriction of the connection ∇ * λ of H n λ to H n λ,α induces a connection ∇ * λ,α in the quotient bundle F α . Therefore, since the sheaf G α is annihilated by this connection ∇ * λ,α , G α is a local system equal to ker ∇ * λ,α . Furthermore, by Lemma 5.1, the operator ∂ * t t maps elementary sections to elementary sections and thus, it induces an endomorphism D α on G α that has eigenvalues equal to α at every fiber. For more details see [37, Lemma 10] .
If j : T ′ ֒− → T denotes again the open inclusion and j ! is the extension by zero, then we have that j ! G α = j * G α , meaning that the stalk (j * G α ) 0 is not zero. Indeed, by Lemma 5.1, the elementary sections whose image under π α generate G α are univalued. We will continue to denote D α the extension to j * G α of the endomorphism D α of G α . 
The set of b-exponents of an isolated singularity are, therefore, after Theorem 7.2, contained in the set of positive rational numbers of the form α ∈ L(λ), λ ∈ Λ.
8. Semicontinuity of the b-exponents. In [37] , Varchenko proves the semicontinuity of the b-exponents under µ-constant deformations of the singularity in the case that the eigenvalues of the monodromy endomorphism are pair-wise different. In this section, we will generalize his result to any isolated singularity under the extra assumption of the existence of certain dual geometric sections. First, let us review the results from [37, §11] .
Fix λ ∈ Λ an eigenvalue of the monodromy. We have seen in Section 4 that the vector bundles
, which is exactly the number of generalized eigenvalues of the monodromy that are equal to λ. Then, for the quotient bundles F α defined in the previous section, we have that
If one assumes that the monodromy has pair-wise different eigenvalues, then dim C H n λ = 1 for all λ ∈ Λ. Therefore, α ∈ L(λ) is a b-exponent, if and only if, dim C F α = 1.
Let f y : (C n+1 , 0) −→ (C, 0), with y ∈ I η := {z ∈ C | |z| < η}, 0 < η ≪ 1, be a one-parameter µ-constant deformation of the isolated singularity f =: f 0 . Recall that under µ-constant deformations neither the eigenvalues nor the Jordan form of the monodromy endomorphism changes, [36] . Then, if one denotes by d α (y) the dimension of the corresponding bundle H Hence, under the assumption that the eigenvalues of the monodromy are pair-wise different, the b-exponents are upper-semicontinuous with respect to the parameters of a µ-constant deformation. Next, we will construct suitable subbundles of H n λ,α such that its dimension completely characterizes the existence of b-exponents even if the eigenvalues of the monodromy are not pair-wise different.
Let us fix γ 1 (t), . . . , γ µ (t) a basis of generalized eigenvectors of the monodromy endomorphism in the homology of each fiber X t , t ∈ T ′ . Similarly to the sheaf of locally constant sections S α , α ∈ L(λ) introduced in Section 4, define S γ i , i = 1, . . . , µ the sheaf of locally constant sections of the bundle H n generated by the geometric sections
, γ j (t) = 0, with γ j (t) any other eigenvector of the basis different from γ i (t). The locally constant sections in S γ i will be called dual geometric sections to γ i (t). Notice that, after Equation (3.2), if γ(t) is a generalized eigenvector of eigenvalue λ, then it is necessary that λ = exp (−2πıα) for A ω α,k (t), γ(t) to be non-zero. It is not a priori clear that dual geometric section should exist. In Sections 14 and 17, we will show that, for irreducible plane curve singularities, dual geometric sections exist with respect to a certain basis of eigenvectors of the monodromy.
Let γ λ (t) be a generalized eigenvector of the basis γ 1 (t), . . . , γ µ (t) with eigenvalue λ ∈ Λ. We define the holomorphic subbundle f * 
All the quotient bundles and subbundles of H n presented so far are related by the following diagram,
One can check that the subsheaf G γ λ ,α has the same properties as the subsheaf G α described in the previous section. The important point is that the dimension of the vector bundle
Therefore, this construction allows us to characterize the existence of a certain b-exponent in terms of the dimension of F γ λ ,α . A candidate b-exponent α for α ∈ L(λ) associated with the generalized eigenvector γ λ of the monodromy, is a b-exponent, if and only if,
As before, let f y : (C n+1 , 0) −→ (C, 0), y ∈ I η be a one-parameter µ-constant deformation of an isolated singularity. Following [37, §11] and the notations from Section 1, let
is a locally trivial fibration. As in Section 1, this means that the associated homological and cohomological µ-dimensional bundles carry an integrable connection. Furthermore, the (co)homological bundle of the restriction of Φ ′ over T ′ δ ×{y} is canonically isomorphic to the (co)homological Milnor fibration of the singular point of the fiber f y , see [37, Cor. 17] .
In particular, this means that we can fix a basis γ 1 (t, y), γ 2 (t, y), . . . , γ µ (t, y) of the homological Milnor fibration of f y for y ∈ I η , given by eigenvectors of the monodromy endomorphism, and they can be extended by parallel transport, to a basis of the homological bundle associated with the locally trivial fibration Φ :
Let γ λ (t, y) be a generalized eigenvector of the monodromy of eigenvalue λ ∈ Λ. Assume that there exist dual geometric sections to γ λ (t, y) for all fibers of the deformation, that is, dim C H n γ λ (y) = 1 for all y ∈ I η . Then, the b-exponent associated with γ λ (t, y) depends upper-semicontinuously on the parameter y of the µ-constant deformation.
Proof. For the semicontinuity of the dimension d γ λ ,α (y), one argues as in the proof of Proposition 8.1 given in [37] since the bundle H 
9. Resolution of singularities. In this section, we show how to use a resolution of singularities of f to study the integrals of relative differential forms along vanishing cycles following the ideas of Varchenko in [38, §4] .
Let π : X −→ X be a resolution of singularities of f . This means that X is a smooth complex analytic manifold and π is a proper analytic map that is an isomorphism outside the singular locus of f . The total transform divisor and the relative canonical divisor are simple normal crossing divisors with the following expressions
where E i and S i are, respectively, the irreducible components of the exceptional divisor E and the strict transforms of f . For reasons that will become clear later, it is convenient to pass from the resolution manifold X to another space where the normal crossings of the exceptional divisor E are preserved but E is reduced. This is indeed possible if we relax the smoothness conditions of X. This process is called semi-stable reduction and the reader is referred to [32, §2] for the details.
Let e be a positive integer such that the e-th power of the monodromy is unipotent. By A'Campo's description of the monodromy in terms of the resolution of f given in [2] , we can take e = lcm (N 1 , N 2 , . . . , N r ). Define
and let σ : T −→ T be given by σ(t) =t e . Denote by X the normalization of the fiber product X × T T and by ν : X −→ X × T T the normalization morphism. Let ρ : X −→ X andf : X −→ T be the natural maps. Finally, denote X t :=f −1 (t) and D := ρ * (D) for any divisor D on X. We have the following commutative diagram
An orbifold of dimension n+1 is a complex analytic space which admits an open covering
n+1 is an open ball and G i is finite subgroup of GL(n + 1, C). Similarly, a divisor D on an orbifold X is an orbifold normal crossing divisor if locally ( X, D) = (Z, F )/G with Z ⊂ C n+1 an open domain, G ⊂ GL(n+1, C) a small subgroup acting on Z and F ⊂ Z a G-invariant divisor with normal crossings. The singularities of an orbifold are concentrated in codimension at least two.
Lemma 9.1 ([32, Lemma 2.2]). X is an orbifold and the divisor E = ρ * (E) is a reduced divisor with orbifold normal crossings.
In terms of the local coordinates of X, the orbifold X is presented as follows. Fix U an affine coordinate chart of X with coordinates x 0 , . . . , x n , for which there are non-negative integers k and N 0 , . . . , N k such that (π 
Let G = Z/(e/N 0 ) × · · · × Z/(e/N k ) be the group that acts on C{y 0 , . . . , y k } according to the following rules , C) . Then, the holomorphic functions and differential forms on U j are the usual ones in terms of the coordinates y 0 , . . . , y n subject to the condition that they must be invariant under G ′ . In this context, differential calculus is completely analogous to the usual one on manifolds.
Assume that ω ∈ Ω n+1 X is a top holomorphic form. Let v i (ω) be the order of vanishing of π * ω along the exceptional component E i , then the order of vanishingṽ i (ω) of (πρ)
, and since locallyf (y 0 , . . . , y n ) = y 0 · · · y k , the relative form ω/df is well-defined on
where E
On the regular fibers, the following lemma is easy to establish.
Lemma 9.2 ([38, Lemma 4.3]).
If πρ also denotes the restriction to X t ,t ∈ T * , of the map πρ : X −→ X, then, for allt ∈ T * ,
10. Filtrations of divisorial valuations. We will show next how the full expansion of the integrals in Equation (3.3) can be derived from the filtrations associated with the divisorial valuations of a resolution of singularities. We will use the same notations from the previous section. In the sequel, we will always fix an exceptional divisor E i of a resolution of the germ f : (C n+1 , 0) −→ (C, 0).
Let us recall some basic constructions associated with a valuation ring. Let O be a ring equipped with a discrete rank one valuation v : O −→ Z + . Consider the following ideals of O, F ν = {g ∈ O | v(g) ≥ ν} for ν ≥ 0. The valuation v induces the following filtration on the ring O,
Given a filtered ring (O, F ) one has the associated graded algebra
We will also denote this filtration by F . This filtration gives rise to the graded O-module gr
The order of vanishing of a holomorphic function along the exceptional divisor E i (resp. E i ) give rise to a valuation on the ring Γ(X, O X ) (resp. Γ( X, O X )) that was denoted by v i (resp.ṽ i ) on the previous section. Let F and F be, respectively, the filtrations associated with v i andṽ i on the corresponding rings. Consider then, gr F Γ(X, Ω n+1 X ) and gr F Γ( X, Ω n+1 X ) the graded algebras of top holomorphic forms associated with the valua-
where ν is the normalization morphism from the previous section. Recall that on X * ω on the respective graded algebras associated with v i andṽ i . Namely,
where ω ν , ω ν are the graded pieces of degree ν. For the ease of notation, we omit the dependence of the graded pieces on the index i as we will always work with a fixed divisor E i . These two graded algebras are related to the order of vanishing along the divisors by the following relation:
With all these considerations, the following lemma follows from a local computation.
Lemma 10.1. Letγ(t) be any n-cycle on X
• i . Then,
where
Notice also that checking whether the graded term ω ν is non-zero is equivalent to checking whether ω ν is non-zero. Now we can obtain the expression of Equation (3.3) in terms of the divisorial valuations v i of a resolution by pushing down to X the expressions from Equation (10.1). Concretely, after Lemma 9.2, the left-hand side of Equation (10.1) reads as
Define the numbers
Then,
e(σ i,ν −1)
sinceṽ i ( ω ν ) − e + 1 = e(σ i,ν − 1). Finally, sincet e = t, the following lemma follows.
Lemma 10.2. For any n-cycleγ(t) on X
• i , let γ(t) := ρ * γ (t e ), then
is a multivalued n-form on E
• i that does not depend on the integer e.
The missing logarithmic terms in Equation (10.2), when compared to Equation (3.3) , are in the integrals in the right-hand-side of Equation (10.2). Indeed, some of these integrals may blow-up to infinity ast tends to zero. This would mean that, after Equation (3.3), there is a logarithmic term associated with the exponent σ i,ν − 1.
Consequently, at least for those terms such that the integral as t tends to zero of R i,ν (ω) along some cycle γ(t) is well-defined, the multivalued n-form R i,ν (ω) on E i defines a locally constant cohomology class A ω σ i,ν −1,0 of the bundle dual to the vector bundle generated at each fiber by π * γ(t), t ∈ T ′ . Indeed, set
Let D i,j be the intersection of E i with the other D j ∈ Supp(F π ). Then, the D i,j are divisors on E i since F π is a simple normal crossing divisor. By definition, E
The n-forms R i,ν (ω) on E 
Since no confusion may arise we drop the dependency on the index i of the divisor E i when refereeing to the numbers ε j,ν (ω).
From Lemma 10.2 the set of candidates for the b-exponents of an isolated singularity f are the set of rational numbers σ i,ν = (k i + 1 + ν)/N i , ν ∈ Z + associated with each exceptional divisor E i of a resolution of f . Obviously, this set of candidates coincides with the well-known set of candidates for the roots of the Bernstein-Sato polynomial from [17] and [21] .
In order to prove that one candidate σ i,ν is a b-exponent of f , several things must be checked. First, one must find top holomorphic forms ω such that the term ω ν of ω in the graded algebra gr F Γ(X, Ω n+1 X ) is non-zero. Next, one must show that there exists a cycle γ(t) such that the integral of R i,ν (ω) along γ(t) is non-zero whent tends to zero. After Section 4, this would give a locally constant section A ω σ i,ν −1,0 . Finally, after Theorem 7.2, for σ i,ν to be a b-exponent it is enough that A ω σ i,ν −1,0 ∈ S σ i,ν −2 , since then the image of
We will devote the rest of this work to check these conditions, under some hypothesis of genericity, for the candidate b-exponents of irreducible plane curve singularities.
Plane curve singularities
11. Yano's conjecture. We will present next the conjecture posed in 1982 by Yano [40] about the generic b-exponents of irreducible germs of plane curve singularities. The conjecture predicts that for generic curves in a µ-constant deformation of f , the whole set of µ b-exponents can be completely determined from the characteristic sequence of the topological class. Accordingly, let f : (C 2 , 0) −→ (C, 0) be a germ of a holomorphic function defining an irreducible plane curve singularity with characteristic sequence (n, β 1 , . . . , β g ), where n is the multiplicity of f at the origin and g ≥ 1 is the number of characteristic pairs. With the same notations as [40, §2] , define e 0 := n, e i := gcd(n, β 1 , . . . , β i ), i = 1, . . . , g,
Inspired by A'Campo formula [2] for the eigenvalues of the monodromy of an isolated singularity, Yano defines the following polynomial with fractional powers in t
and proves that R (n, β 1 , . . . , β n ), t has non-negative coefficients. Finally, Conjecture (Yano [40] ). For generic curves in a µ-constant deformation of an irreducible germ of plane curve having characteristic sequence (n, β 1 , . . . , β g ), the b-exponents {α 1 , α 2 , . . . , α µ } are given by the generating function R. That is,
The remaining part of this work will be devoted to proving Yano's conjecture.
12.
Multivalued forms on the punctured projective line. In this section, we will review the basic facts from Section 2 of [13] about multivalued holomorphic forms on the punctured projective line defining cohomology classes in the cohomology groups with coefficients on a local system.
Let P := P 1 C be the complex projective line, and S := {s 1 , s 2 , . . . , s r } be a set of r ≥ 1 distinct points on P and (α s ) s∈S a family of complex numbers satisfying s∈S α s = 1. With these data there is, up to non-unique isomorphism, a unique local system L of rang one in P \ S such that the monodromy of L around each s ∈ S is the multiplication by α s . We will denote by L ∨ the dual local system with monodromies α −1 s , s ∈ S. In order to work with the locally constant sections of L we fix complex numbers (µ s ) s∈S such that α s = e 2πıµs , s ∈ S. Let z be a local coordinate near s ∈ S. Any local section u of O(L) (resp. Ω 1 (L)) in a neighborhood of s can be written as u = z −µs ef (resp. u = z −µs ef dz) with e a non-zero multivalued section of L and f holomorphic in a punctured neighborhood of s. We define u to be meromorphic in s ∈ S if f is, and we define the valuation of u at s as v s (u) :
with the natural connecting morphism d(ef ) = edf is a resolution of L by coherent sheaves. Therefore, one can interpret H * (P \ S, L) as the hypercohomology on P \ S of Ω * (L). Since P \ S is Stein, H q (P \ S, Ω p (L)) = 0 for q > 0 and the hypercohomology H * (P \ S, Ω * (L)) gives
Let j : P \ S −→ P be the inclusion. Similarly, since j is a Stein morphism, the higher direct images R q j * Ω p (L) vanish for q > 0 and
It is convenient to replace the complex of sheaves j * Ω * (L) by the subcomplex j m * Ω p (L) of meromorphic forms. The analytic Atiyah-Hodge lemma implies that
is an inductive limit of line bundles with degrees tending to infinity, one can show that H q (P, j m * Ω p (L)) vanishes for q > 0. Indeed, if D = s∈S s is the divisor on P associated with S, then
) vanishes for n ≫ 0. Finally, this means that the cohomology groups H q (P\S, L) can be computed as the cohomology of the complex of L-valued forms on P meromorphic along D,
Proposition 12.1 ([13, Prop. 2.13]). Assume that s∈S µ s = 2, r ≥ 3, and that α s = 1 for all s ∈ S. Then, any ω ∈ Γ(P, Ω 1 (L) ⊗ O( µ s s)) defines a non-zero cohomology class in H 1 (P \ S, L).
13. Plane curve singularities. In the sequel, let f : (C 2 , 0) −→ (C, 0) be a germ of a holomorphic function defining a reduced plane curve singularity, not necessarily irreducible. Using the notations from Section 9 we will fix any resolution π : X −→ X of f . The exceptional divisor of any such resolution is composed exclusively by rational curves, i.e. E i ∼ = P Using the same notation from Sections 9 and 10, let us fix an exceptional divisor E i from a resolution of f . Assume that one has a holomorphic 2-form ω ∈ Γ(X, Ω 2 X ) such that the graded piece ω ν associated with the valuation v i of E i is non-zero. The following argument to find cycles C on rupture exceptional divisors such that for certain candidate exponents σ i,ν − 1 of a period of integral, we have
is due to Loeser [22, §III.3] using the results of Deligne and Mostow reviewed in Section 12.
Thus, as noticed earlier in Section 10, this implies that the multivalued form R i,ν (ω) on E i defines a non-zero locally constant section A ω σ i,ν −1,0 . In the case of plane curves, the divisors D i,j on E i are just points that we will denote by p j , dropping its dependence on E i since no confusion may arise. Let
and let L be the local system on E i \ S i,ν (ω) with monodromies e −2πıε j,ν (ω) at the points p j ∈ S i,ν (ω). Then, the multivalued form
The following lemma is key to apply the results of Deligne and Mostow from Section 12.
Other versions of this same result in the case ν = 0 can be found in the works of Lichtin [20] and Loeser [22] .
Lemma 13.1. For any holomorphic form ω ∈ Γ(X, Ω 2 X ),
Proof. Consider the Q-divisor σ i,ν F π + Div(ω ν ) on X. Let us compute the intersection number of this divisor with E i in two different ways. First, notice that the intersection number (
On the other hand, by the adjunction formula for surfaces, see for instance [16 
i − 2, and the result follows. Now, after Lemma 13.1, if E i is a rupture divisor, i.e. χ(E • i ) < 0, and we assume that the candidate σ i,ν − 1 is such that ε j,ν (ω) ∈ Z, then Proposition 12.1 holds and the multivalued form R i,ν (ω) defines a non-zero cohomology class on
The consequence of this is that, since the pairing between homology and cohomology is nondegenerate, there exists a twisted cycle
Following [22] , let p : F −→ E
• i be the finite cover associated with the local system L on E • i . This finite cover is characterized by the fact that p * C F = L. By definition, the twisted cycle
is identified with a cycle in H 1 (F, C). Recall now the morphism ρ : X −→ X from Section 9. The restriction of ρ to E i is a ramified covering of degree N i , the multiplicity of the divisor E i , ramified at the points E i ∩ D j with monodromies exp (2πıN j /N i ). Therefore, since the monodromies of F are
, the restriction ρ i of ρ to E • i factorizes as
where F 0 is a given connected component of F . Now, since q is also a finite covering, there exists an integer m and a cycleγ in H 1 ( E • i , C) such that q * γ = mC. Finally, sincẽ f is a locally trivial fibration in a neighborhood of E • i , using tubular neighborhoods, we can extendγ to a family of locally constant cyclesγ(t) in H 1 ( X t , C) witht ∈ T ′ such that they vanish toγ(0) :=γ, see [38, §4.3] .
Setting γ(t) := ρ * γ (t e ) for every point t ∈ T ′ in the base we have obtained, under some assumptions on the candidate exponent σ i,ν − 1 and the divisor E i , a family of locally constant cycles in H 1 (X t , C) such that they verify Equation (13.1). The precise result is stated in the following proposition. Definition 13.2. A candidate b-exponent σ i,ν will be called non-resonant if for some differential form ω ∈ Γ(X, Ω 2 X ) with v i (ω) = ν, and hence for any, the numbers ε j,ν (ω), defined in Equation (10.4), belong to Q \ Z.
Proposition 13.3. Let E i be an exceptional rupture divisor and let σ i,ν − 1, ν ∈ Z + be a non-resonant candidate exponent associated with E i . If there exists a differential form ω ∈ Γ(X, Ω 2 X ) such that the ν-th graded piece ω ν of ω for the valuation v i associated with E i is non-zero, then the multivalued differential form R i,ν (ω) on E i defines a non-zero geometric section A Proof. We have seen that under the hypothesis of the proposition there exists a vanishing cycle γ(t) such that A ω σ i,ν −1,0 (t), γ(t) is non-zero. For any other vanishing cycle γ ′ (t) of the bundle H 1 , if its limit cycle γ ′ defines a cycle
. It may happen that γ ′ does not define a cycle in E
• i . However, in this case, γ ′ define a locally finite homology class 14. Dual geometric sections. In this section, we will continue to work on a fixed exceptional divisor E i of the resolution. We will show that, under some assumptions on the combinatorics of the exceptional divisors, the geometric sections A ω σ i,ν −1,0 from Proposition 13.3 are dual geometric sections with respect to the exceptional divisor E i . This concept of duality with respect to E i will be clear at the end of the section, but it essentially means that the geometric section A ω σ i,ν −1,0 will be dual to some eigenvector of the monodromy with respect to a basis of cycles vanishing to E • i . This is a first step towards constructing a basis of geometric sections of H 1 dual to a certain basis of H 1 .
Fixing a geometric section A ω σ i,ν −1,0 from Proposition 13.3, we first construct the cycle which will be dual to A ω σ i,ν −1,0 . In order to do that, take the non-zero cycle γ(t) ∈ H 1 (X t , C), given by Proposition 13.3, such that A ω σ i,ν −1,0 (t), γ(t) = 0, and consider the projection γ i,ν (t) of γ(t) to the subbundle of H 1 annihilated by (h * − λ id) 2 , where λ := exp (−2πıσ i,ν ). The first important observation is that after Equations (3.2) and (3.3), A ω σ i,ν −1,0 (t), γ(t) = A ω σ i,ν −1,0 (t), γ i,ν (t) and hence, γ i,ν (t) must also be non-zero. Denote by X i,t the part of the Milnor fiber X t over the subset E • i be the projection map. In this situation, the geometric monodromy acting on X i,t is just a deck transformation permuting the elements of each fiber. We obtain the following commutative diagram,
where we denote by h ′ the restriction of the monodromy maps to X i,t . This commutative diagram then induces a commutative diagram on homology. Namely, (14.1)
The vanishing cycles in i * H 1 (X i,t , C) are precisely those vanishing cycles from H 1 (X t , C) that vanish to the set E
• i associated with the exceptional divisor E i . By construction, the vanishing cycle γ(t) belongs to i * H 1 (X i,t , C) ⊂ H 1 (X t , C), this means that there exists ζ(t) ∈ H 1 (X i,t , C) such that i * ζ(t) = γ(t). We will show next that γ i,ν (t) is an element of i * H 1 (X i,t , C) and that it is an eigenvector with eigenvalue λ of h ′ * . First, recall that the characteristic polynomial ∆(t) of the monodromy endomorphism h * : H n (X t , C) −→ H n (X t , C) is determined by A'Campo [2] in terms of a resolution of the singularity of f : (C n+1 , 0) −→ (C, 0). Precisely,
For the two dimensional case, n = 1, one has a similar result to Equation (14.2) for the action of the monodromy h ′ * on H n (X i,t , C). Proposition 14.1. Let E i be a rupture divisor with multiplicity N i . Then, the characteristic polynomial ∆ i (t) of the monodromy endomorphism h * :
,
The proof of this proposition, which uses the same ideas as the proof of Equation (14.2) given in [2] , will be the content of the next section. Since σ i,ν = (k i + 1 + ν)/N i and λ = exp (−2πıσ i,ν ), the subspace of generalized eigenvectors with eigenvalue λ is different from zero and we consider the projection ζ i,ν (t) of ζ(t). Since the diagram (14.1) is commutative, one also has the following commutative diagram (14.3)
the vertical arrows being the natural projections. Hence, as we wanted to show, one has that γ i,ν (t) = i * ζ i,ν (t), since γ(t) = i * ζ(t).
Proposition 14.2. Under the assumptions of Proposition 13.3, let σ i,ν be non-resonant associated with a rupture divisor E i such that χ(E
is an eigenvector of the monodromy which is dual to A ω σ i,ν −1,0 (t) with respect to any basis of i * H 1 (X i,t , C).
Proof. If we assume that χ(E • i ) = −1, then by Proposition 14.1 there is only one eigenvalue equal to λ in ∆ i (t). Indeed, notice that since σ i,ν is non-resonant, the eigenvalue λ cannot be a root of the factor t c i − 1 of ∆ i (t). First, this implies that γ i,ν (t) is an eigenvalue of the monodromy,
Secondly, this implies that A ω σ i,ν −1,0 is dual to γ i,ν (t) with respect to any basis of the vector space i * H 1 (X i,t , C) since there is only one eigenvector equal to exp (−2πıσ i,ν ). That is, A ω σ i,ν −1,0 (t), γ j (t) = 0 for any γ j (t) = γ i,ν (t) on a basis of the monodromy restricted to i * H 1 (X i,t , C).
In Section 17, for irreducible plane curves, we will merge the cycles and geometric sections with respect to each exceptional divisor E i to construct a basis of geometric sections for H 1 dual to a basis of H 1 .
15. Partial characteristic polynomial of the monodromy. In the celebrated work [2] of A'Campo, the characteristic polynomial of the monodromy h * : H n (X t , C) −→ H n (X t , C) is computed in terms of a resolution of the singularity. A'Campo constructs a homotopic model F t of the Milnor fiber X t so one has a continuous retraction c t : F t −→ X 0 from the general to the exceptional fiber, which is compatible with the geometric monodromy. Then, he uses Leray's spectral sequence associated with this map to compute the Lefschetz number of the monodromy which determines the zeta function of the monodromy.
We will show next how the same argument works to prove Proposition 14.1. Here, we will use the map φ t : X i,t −→ E • i of the unramified covering. Over the sets E • i , the homotopic model F t and the fiber X t are homeomorphic. For the ease of notation, in the sequel, we will denote also by h the restriction of the monodromy h to the sets X i,t ⊂ X t . First, recall the zeta function of the monodromy
If we denote the Lefschetz numbers of the monodromy in the following way
the zeta function Z h (t) depends on the integers Λ(h k ) through the following well-known inversion formula. Let s 1 , s 2 , . . . be the integers defined by Λ(h k ) = i|k s i for k ≥ 0, then
Now, one can use Leray's spectral sequence of the map φ t to compute the Lefschetz numbers Λ(h k ). Define the sheaf of cycles vanishing to the divisor E i as Ψ q i := R q φ t * C X i,t . If one replaces φ t by the retraction c t , one gets the usual sheaf of vanishing cycles, see for instance [12] . The second page of Leray's spectral sequence of the map φ t is then equal to E p,q
, and the spectral sequence converges to E p+q ∞ = H p+q (X i,t , C). Since φ t is compatible with the geometric monodromy, the monodromy endomorphism h * induces a monodromy action T on the sheaf of vanishing cycles of the divisor E i , namely
with the actions T p,q 2 on the terms E p,q 2
. Therefore, one has that
. It is then enough to compute Λ(T k , E * * 2 ). Again, one argues similarly to [2] . Since φ t is a locally trivial fibration, the sheaf of vanishing cycles of the divisor E i , Ψ * i , are complex local systems. Notice that when one considers all the exceptional fiber X 0 , the usual sheaf of vanishing cycles is not a local system but a constructible sheaf. Hence,
The stalk of (Ψ * ) s is identified with the cohomology of the Milnor fibration of the equation of E i at s ∈ E • i , and this identification is compatible with both monodromies, see [1] . Since locally at s ∈ E • i , E i is x N i 0 = 0 for some local coordinate x 0 , then counting fixed points
Finally, the zeta function of the monodromy h * :
It remains to compute the characteristic polynomial of the monodromy action from the zeta function.
Proof of Proposition 14.1. If we now restrict to the case n = 1, then the only homology groups are H i (X i,t , C) for i = 0, 1. Hence, in terms of the zeta functions the characteristic polynomial reads as
, where b 0 and b 1 are, respectively, the dimensions of H 0 (X i,t , C) and H 1 (X i,t , C).
Let us now compute the dimension of these homology groups. First, one has that χ(X i,t ) = N i χ(E • i , and it is generated by loops γ 1 , . . . , γ r i around the missing points with the relation γ r i γ r i−1 · · · γ 1 = 1. On the other hand, the covering group is cyclic and is generated by the monodromy action h. Hence, the action of a loop γ j around the intersection of E i with E j in the covering group is h
16. Plane branches. Let f : (C 2 , 0) −→ (C, 0) be a holomorphic function defining a plane branch with characteristic sequence (n, β 1 , . . . , β 2 ). The goal of this section is to prove the existence of a particular one-parameter µ-constant deformation of any plane branch f , see Proposition 16.5. To that end, we will review next some classic results about the semigroup of a plane branch and we will introduce Teissier's monomial curve and its deformations.
Let v : O X,0 −→ Z + be the curve valuation in the local ring O X,0 given by the intersection multiplicity with f . Denote by Γ := {v(g) ∈ Z | g ∈ O X,0 \ (f )} ⊆ Z + the semigroup of values of this valuation. Since f is irreducible, the semigroup is finitely generated, that is, Γ = β 0 , . . . ,β g with gcd(β 0 , . . . ,β g ) = 1. It is well-known that the generators of the semigroup are determined by the characteristic sequence. For instance, with the notations from Section 11, one has that β i = R ′ i , see for instance [41, Thm. 3.9] . Let us introduce some extra notation associated with a semigroup Γ = β 0 , . . . ,β g in addition to the notation from Section 11. First, set n i := e i−1 /e i for i = 1, . . . , g. Notice that the integers n 1 , . . . , n g are strictly larger than 1 and we have that e i−1 = n i n i+1 · · · n g . Finally, define the integers m i := β i /e i and m i := β i /e i which will be useful in the sequel. The conductor c of the semigroup Γ can be computed, see [41, §II.3] , by the formula c = n g β g − β g − n + 1.
All these numerical data associated with the semigroup allows us to describe some numerical data of a resolution of the plane branch f more easily. If v i denotes the divisorial valuation on O X,0 associated with rupture divisor E i , then, v i (f ) = N i = n i β i , for i = 1, . . . , g. Notice also that these quantities coincide with the values R i defined in Section 11. In addition, k i +1 = m i +n 1 · · · n i , which coincides with the value r i from Equations (11.1). Similarly, let f 0 , f 1 , . . . , f g ∈ O X,0 be irreducible plane curves such that v(f i ) = β i . It is not hard to see that the semigroup of f i is Γ i = e Lemma 16.1 together with the fact that n i β i < β i+1 , which follows, for instance, from Equations (11.1), completely characterize the semigroups coming from plane branches, see [34, §I.3.2] . Let us now introduce the monomial curve C Γ .
Let Γ = β 0 , β 1 , . . . , β g ⊆ Z + be a semigroup such that Z + \ Γ is finite, that is, gcd(β 0 , . . . , β g ) = 1. We do not need to assume yet that the semigroup comes from a plane branch. Following [34, §I.1], let (C Γ , 0) ⊂ (Y, 0) be the curve defined via the parameterization
where Y := C g+1 . The germ (C Γ , 0) is irreducible since gcd(β 0 , . . . , β g ) = 1 and its local ring O C Γ ,0 equals C t β 0 , . . . , t β g , which has a natural structure of graded subalgebra of C{t}. The first important property of the monomial curve C Γ is the following. Moreover, with some extra assumptions on the semigroup Γ, it is possible to obtain more structure on the singularity of (C Γ , 0) and explicit equations. 
i−1 = 0, 1 ≤ i ≤ g, and weights β 0 , β 1 , . . . , β g , where
In the sequel, we will always assume that the semigroup Γ fulfills Lemma 16.1. Since C Γ is an isolated singularity one has the existence of the miniversal deformation of C Γ , see [34, Add.] 
of (C Γ , 0) with the property that, for any branch (C, 0) with semigroup Γ, there exists
Since C Γ is a complete intersection and we have equations for C Γ , the miniversal semigroup constant deformation can be made explicit, see [34, §I.2] . Indeed, consider the Tjurina module of the complete intersection (C Γ , 0), 
with the weighted degree of φ r,i strictly bigger than n i β i , see [34, Thm. 2.10] .
Take now the classes of the vectors u 2 e 1 := (u 2 , 0, . . . , 0), . . . , u g e g−1 := (0, . . . , u g , 0) on T 1 C Γ ,0 which are linear independent over C. If we assume now that Γ is the semigroup of a plane branch, then n i β i < β i+1 , 1 ≤ i < g, and the vectors u 2 e 1 , . . . , u g e g−1 are part of the miniversal semigroup constant deformation of (C Γ , 0). Notice also that, a fiber of the semigroup constant deformation will be a plane branch, i.e. will have embedding dimension equal to two, if and only if, the coefficients of the vectors u i e i−1 , i = 1, . . . , g in the deformation from Equation (16.2) are all different from zero.
Proposition 16.5. Let f : (C 2 , 0) −→ (C, 0) be a plane branch. Let E i be a rupture divisor of the resolution of f with divisorial valuation v i . Then, for any ν > n i β i there exists a one-parameter µ-constant deformation of f of the form f +tg t such that v i (g t ) = ν, for all values of the parameter.
Proof. By the above discussion, there exists a fiber of the miniversal semigroup constant deformation of the monomial curve C Γ analytically equivalent to the germ of curve (C, 0) defined by f . Precisely, with the notations above,
with λ i = 0 and where we set u g+1 := 0 for convenience. Here, the elements l j are linear combinations of the non-zero entries of the elements φ 1 , . . . , φ τ − with negative degree different from u 2 e 1 , . . . , u g e g−1 , see Equation (16.2) . Let now ν ′ := n i m i + ν − n i β i , then ν ′ belongs to the semigroup
of the divisorial valuation v i . Indeed, notice that ν ′ is strictly larger than the conductor of Γ i . Therefore, there exists (α 0 , . . . ,
Consider the one-parameter deformation of the i-th equation in (16.3) given by
First, we must check that this deformation is semigroup constant, which is equivalent to seeing that deg(u
Now, eliminating the variables u 2 , u 3 , . . . , u g successively from Equation (16.3) one gets a deformation of f of the form f + tg 0 + t 2 g 1 + · · ·, where the dots mean higher-order terms on t. For plane branches, a family with constant semigroup is µ-constant, so this proves the first part of the lemma.
For the second part, it is not hard to see that when then first u 2 , u 3 , . . . , u i−1 variables are eliminated, u i = 0 defines a plane branch f i such that
) = ν. In order to see this last claim, recall that v i (f j ) = n j−1 · · · n i m i , for j ≥ i, and then
A similar computation shows that any other term in t, or in higher-order powers of t, has a value strictly larger than ν at the valuation v i of the divisor E i .
17. Generic b-exponents. Let f : (C 2 , 0) −→ (C, 0) be a holomorphic function defining an irreducible plane curve semigroup Γ = β 0 , . . . ,β g . Given E i a rupture divisor of a resolution of f , take σ i,ν = (k i + 1 + ν)/N i a non-resonant candidate exponent associated with E i , see Definition 13.2. Following Section 16, we can write the candidates in terms of the semigroup Γ in the following way,
Lemma 17.1. A candidate σ i,ν is non-resonant, if and only if,
Proof. The candidate σ i,ν is non-resonant if ε j,ν (ω) ∈ Z, for all D j ∩ E i = ∅, D j ∈ Supp(F π ). By the definition of ε j,ν (ω), this is the same as N j σ i,ν ∈ Z. Since for plane branches there are only three D 1 , D 2 , D 3 divisors crossing E i in the support of F π , by Lemma 13.1, it is enough to check the non-resonance condition for two of the crossing divisors. Therefore, assume D 1 , D 2 are the divisors preceding E i in the resolution. Hence, N 1 , N 2 < N i = n i β i and N j σ i,ν ∈ Z is equivalent to gcd(N i , N j )σ i,ν ∈ Z, j = 1, 2. However, after a possible reordering, gcd(N i , N 1 ) = β i and gcd(N i , N 2 ) = e i−1 , see [39, Prop. 8.5.3] .
Notice now that, after Lemma 17.1, the set of candidates from Yano's conjecture, see Equation (11.2) , are exactly (17.1) g i=1 σ i,ν = m i + n 1 · · · n i + ν n i β i 0 ≤ ν < n i β i , β i σ i,ν , e i−1 σ i,ν ∈ Z .
If we consider A'Campo formula in the case of plane branches, it is easy to see that there are exactly µ elements in the sets from (17.1), counted with possible multiplicities. Therefore, λ = exp (2πıσ i,ν ) with i = 1, . . . , g and 0 ≤ ν < n i β i is the set of all the eigenvalues of the monodromy of a plane branch.
Proposition 17.2. Let λ = exp(−2πıσ i,ν ), 0 ≤ ν < n i β i , be an eigenvalue of the monodromy. For any f y : (C 2 , 0) −→ (C, 0), y ∈ I δ , µ-constant deformation of f , there exists σ i,ν ′ , ν ′ ≫ 0 and a differential form η y ∈ Γ(X, Ω 2 X ) such that A ηy σ i,ν ′ −1,0 (t, y) is non-zero for all fibers of the deformation and λ = exp(−2πıσ i,ν ′ ).
Proof. First, recall that a µ-constant deformation is topologically trivial, see [36] , and hence equisingular. Let us fix one of such fibers f y . Recall that the semigroup of the divisorial valuation v i associated with the rupture divisor E i of σ i,ν is finitely generated. Take k ≫ 0, such that ν ′ = ν + kN i is larger than the conductor of this semigroup. Now, let g y ∈ Γ(X, O X ) with v i (g y ) = ν ′ and define η y = g y dx ∧ dy. Then, σ i,ν ′ = σ i,ν + k, and σ i,ν ′ is non-resonant since σ i,ν is non-resonant. Finally, since v i (η y ) = k i + ν ′ , the first, and hence non-zero, graded piece of η y in the graded module associated with the valuation v i is η y ν ′ . Therefore, after Proposition 13.3, the locally constant section A ηy σ i,ν ′ −1,0 (t, y) defined by R i,ν ′ (η y ) is non-zero. The set of all such cycles for all possible non-resonant σ i,ν , 0 ≤ ν < n i β i , i = 1, . . . , g, gives a basis of eigenvectors γ λ (t, y) of the monodromy endomorphism which are dual to the corresponding A ηy σ i,ν ′ −1,0 (t, y), for all fibers of the deformation. Indeed, since we have exactly µ cycles and all these subspaces i * H 1 (X j,t , C) are direct summands in H 1 (X t , C), one has that H 1 (X t , C) = i * H 1 (X 1,t , C) ⊕ i * H 1 (X 2,t , C) ⊕ · · · ⊕ i * H 1 (X g,t , C).
After Proposition 14.2, any such A ηy σ i,ν ′ −1,0 is dual to the eigenvectors forming a basis of i * H 1 (X i,t , C). Finally, since any other cycle not in i * H 1 (X i,t , C) must vanish to a different rupture divisor other than the E i associated with A ηy σ i,ν ′ −1,0 , we obtain the desired duality. For this precise basis of eigenvectors of the monodromy we have constructed, we have shown the existence of dual geometric sections for all fibers of the deformation. That is, using the notations from Section 8, for all γ λ (t, y) in the basis, dim C H γ λ (y) = 1, for all values of the parameter y. Therefore, we can apply Proposition 8.2, and all the bexponents of any one-parameter µ-constant deformation depend upper-semicontinuously on the parameter.
Finally, Yano's conjecture will follow from Theorem 17.3 and the following proposition. Fix a top differential form ω ∈ Γ(X, Ω 2 X ) such that ω = gdx ∧ dy with g(0) = 0. For instance, one can take ω = dx ∧ dy. For any ν ∈ Z + , we can show that, generically in a one-parameter µ-constant deformation of f , the graded piece ω ν of ω for the valuation v i associated with a rupture divisor E i is non-zero, and hence R i,ν (ω) is non-zero.
Proposition 17.4. For any σ i,ν , ν ∈ Z + non-resonant, there exists f y : (C 2 , 0) −→ (C, 0), y ∈ I δ , a one-parameter µ-constant deformation of f such the locally constant section A ω σ i,ν −1,0 (t, y) is non-zero for generic fibers of the deformation. Proof. Let f +yg y be the one-parameter µ-constant deformation of f from Proposition 16.5 with v i (g y ) = N i + ν = n i β i + ν. Recall that, since the deformation is µ-constant, all the fibers are equisingular. Thus, locally on E • i , f + yg y can be written as x N i + yx N i +ν u y , since v i (g y ) = N i + ν and where u y is a unit. Then, this is equal to x N i (1 + yx ν u y ) and the curves f + yg y can be written, locally around the same point of E −k i /N iv y dx ∧ dz, for some unitsū y ,v y . Finally, this implies that for y = 0, 0 < |y| ≪ 1, we have that ω ν is non-zero. Since σ i,ν is non-resonant, Proposition 13.3 implies that R i,ν (ω), and hence A ω σ i,ν −1,0 (t, y), is non-zero as we wanted to show. 
