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ABSTRACT 
This thesis concerns probability model development and analysis for genetic data. There 
are two studies involved. One study focuses on inference and study design for applications 
where objects of different types are observed. We apply a Bayesian hierarchical model to 
estimate the total number of categories in a region, and then use a Monte Carlo simulation 
approach to design future sampling. Specifically, the Monte Carlo simulation method is used 
to determine how large an extra sample is needed to guarantee that a certain proportion of all 
categories can be collected with a specified confidence. We apply the method to DNA sequence 
data. Some important properties of the proposed model are investigated through simulations. 
The second study uses genetic marker information to identify ancestors of a given individual 
in the presence of genotyping errors. We extend an existing probability model to calculate the 
probability that a particular inbred line is an ancestor of the given hybrid, accounting for 
genotyping errors. A simulation study indicates that if misclassification is ignored, ancestry 
probabilities can be overestimated. We use the maximum likelihood estimate (MLE) as the 
estimate for the error rate. The developed methodology is then applied to simulated data and 
a genetic data set containing maize Simple Sequence Repeats (SSR) profile markers. 
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CHAPTER 1 INTRODUCTION 
This thesis concerns probability model development and analysis motivated by two studies 
in genetics. The first study involves a collection of DNA fragments generated by a biotech­
nology firm. The data from that study motivates our research on a probability model useful 
for estimating the total number of species in a geographical region, and for determining the 
appropriate sample size for a future data collection effort. The second study concerns the use 
of genetic marker information to identify ancestral lines of a given individual. We extend an 
existing probability model to calculate ancestry probabilities in the presence of genotyping 
errors. Our approach to both the species problem and the ancestry assessment problem is 
Bayesian. This introduction includes a literature review to the species problem, some back­
ground on ancestry determination, a description of Bayesian methodology, and a discussion of 
the organization of the thesis. 
1.1 Literature Review to The Species Problem 
We use the term "species problem" to refer to studies in which objects are sampled and 
categorized with interest on the number of categories represented. That term along with the 
associated terminology, animals being sampled and categorized into species, reflects the earliest 
investigations of the types of models we consider. Additional applications include word usage 
where individual words are sampled and each word defines its own category (e.g. Efron and 
Thisted 1976), and more recently, the problem has begun to arise in bioinformatics, where the 
sample items might be DNA fragments. 
Suppose we draw a sample of size N from a population containing S species. Let S0 be the 
number of species in the sample, and nx denote the number of observed species each with x 
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representatives, where x — 1, 2, • • •, x0, and x0 is the maximum number of observations for some 
species. The original focus of research on the species problem was to construct a relationship 
between the number of individuals and the number of observed species in a random sample. 
Corbet (1942) proposed a mathematical relation between nx, the number of observed species 
each with x representatives, and z in a random sample of butterflies; his proposed relation was 
where C and m are constants. Fisher et al. (1943) found that the relation (1.1) is accurate for 
rarer species, but there is less agreement in the region of common species. Fisher et al. (1943) 
develop an expression for the relationship between nx and x based on a negative binomial 
model, 
where a and u are constants, and u is slightly less than 1. They show that the proposed 
relationship works well over the whole range of observed abundance, and that it gives a very 
good fit to practical situations. 
The next stage of work in this research area focused directly on estimating the number of 
unseen species. Bunge and Fitzpatrick (1993) give a review of numerous statistical methods 
proposed for estimating the number of unseen species. Here we select several of them to 
illustrate the various estimation approaches. 
Good and Toulmin (1956), based on the work of Good (1953), estimate the expected number 
of unseen species in a second sample through a binomial model. They mathematically show 
that the expected number of new species observed in a second sample with size AN, where 
0 < A < 1, is approximately 
1 = 1 
if the sum converges. If A = 1, i.e. we capture another N animals, then the number of new 
species represented by these N animals is 
ni ~ n2 + ^ 3 — ' ' • • 
= C/z™, (1.1) 
(1.2) 
(1.3) 
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For À > 1, (1.3) produces unrealistic values for the estimate of the expected number of new 
species in the second sample because of the geometrically increasing magnitude of A\ In order 
to solve this problem, Good and Toulmin (1956) apply Euler's transformation (Hardy 1949, 
pg. 178) to (1.3). However, as they point out, using Euler's transformation only overcomes 
the difficulty for A < 4. 
Efron and Thisted (1976) aim to estimate the total number of words that Shakespeare 
knew. Using the terminology introduced here, it is to estimate the total number of species in a 
region. They introduce an empirical Bayesian model, assuming the number of species observed 
follows a Poisson distribution with the rate parameter given a population distribution. From 
this framework, they re-derive the Good and Toulmin (1956) result (1.3). Since the result 
is not realistic for the size of the second sample being infinite (which means A —» oo), it is 
not applicable to estimate the total number of species. They further introduce a hierarchical 
Poisson-Gamma model, a parametric empirical Bayesian model based on the work of Fisher et 
al. (1943). They find an estimate for the number of unseen species in a second sample with 
size \N but problems still exist with larger A values if the shape parameter in the Gamma 
distribution approaches 0. 
Boender and Rinnooy Kan (1987) explicitly estimate the total number of species based 
on a probability model for species counts. They suggest a Bayesian analysis of a generalized 
multinomial model. Their model is applied in this thesis, and will be discussed further in 
Chapter 2.2. 
There has been less attention paid to estimating the relative proportions of species. Morris 
et al. (2002) estimate the relative proportions of each species using a multinomial model based 
on the assumption that the number of species is known. They apply their result to a Serial 
Analysis of Gene Expression (SAGE) library of a normal colon tissue. 
1.2 Introduction to Ancestry Probability Assessment 
The second topic considered in the thesis is ancestry identification. Basically, we identify 
the ancestors of an offspring by calculating the probability that a particular inbred line is an 
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ancestor of a given hybrid, using genetic marker information obtained from the inbred ancestor 
candidates and the hybrid offspring. We first review some basic biological concepts used in the 
thesis, and then review the literature in the ancestry identification area. 
1.2.1 Relevant biological concepts 
The basic building block for the biological information passed from one generation to the 
next is DNA molecules. DNA is made up of two chains; each chain consists of four different 
types of nucleotides (A, T, C, and G). Genes are sequences of nucleotide pairs in DNA that 
code for the construction of proteins. Through the construction of proteins, genes control all 
aspects of the life of an organism. For example, the color of a fruit fly's eyes, the shape of a pea 
seed, and the type of human hair are all controlled by some specific genes. Each gene exists in 
alternative forms, and these alternative forms are called alleles. For example, for the gene that 
controls the shape of the pea seed, there is one kind of allele that results in the production of 
a smooth seed, and another kind of allele that results in a wrinkled seed. 
The introduced concepts of gene and allele can facilitate understanding of the following 
terminologies in Genetics. For an organism that can reproduce by self-fertilization, e.g. maize, 
we can allow a line that has a particular interesting characteristic to self-fertilize for many 
generations. During the self-fertilization procedure, we can remove the offspring from each 
generation that do not have the interesting characteristic. After many generations, the indi­
viduals result from the repeated self-fertilization must contain two copies of the same specific 
allele for each gene, i.e. they are inbred lines. This kind of breeding is called pure-breeding or 
inbred breeding. Individuals that contain two copies of the same specific allele of a particular 
gene are said to be homozygous for that gene. Thus ideally inbred lines will be homozygous 
for each gene. If two inbred lines that differ in a single trait determined by a gene are crossed, 
the result is a hybrid organism that has two different alleles of that gene. This hybrid is said to 
be heterozygous for that gene. In agriculture, hybrids have often been found to have improved 
characteristics relative to their inbred parents. 
DNA molecules are the elements of genes, but this does not mean that all the DNA se-
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quences are genes. There are a large number of DNA sequences that either are not genes 
or have unknown gene status. DNA sequences of this type can be used as genetic markers. 
Specifically, genetic markers are short polymorphic DNA sequences which can be identified 
on the genome but do not appear to be related to the determination of the phenotype of an 
individual. Genetic markers can be used to help locate genes of interest. For example, if we 
find that individuals having marker A at a given chromosome position are all taller than the 
individuals having marker a at that position, then we may conclude there is a gene around 
the marker on the chromosome that affects an individual's stature. Another usage of genetic 
markers is to help identify biological relationship among individuals. Two genetically close 
individuals should be more similar in their marker information. In recent years, people have 
made use of genetic markers to identify various relationships, e.g. parent-offspring relationship, 
sibling relationship, or twins relationship, by comparing the marker information among the in­
dividuals. In particular if there is no doubt in maternity, we usually call the parent-offspring 
identification as paternity identification. 
In the thesis, we consider the case where it is of interest to determine the ancestral lines 
related to a particular hybrid. Ancestry is identified utilizing Single Sequence Repeats (SSR) 
marker profiles. SSR markers are one kind of genetic marker. In this thesis the markers play 
a crucial role in identifying ancestral lines. 
1.2.2 Literature review for ancestry assessment 
Parentage establishment or pairwise relationship determination is important in many bio­
logical settings. It secures legal relationship in human beings and helps to protect intellectual 
property in plant varieties. 
Development of biotechnology has created the opportunity to use genetic material to iden­
tify ancestors or pairwise relationships. Most work in these research area is based on exclusion 
analysis using genetic markers where the molecular marker genotypes of the offspring and pu­
tative parents are compared. If the offspring and putative parent markers are not compatible, 
then the putative parent can be excluded from further consideration. The work of Alderson 
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et al. (1999) use SSR markers to determine parentage in brown head cowbirds for a given off­
spring when no a priori information regarding the parents available; Ellstrand (1984) identifies 
multiple paternities within the fruits of the wild radish based on known multiloops genotypes 
of the maternal parent; Chakraborty et al. (1988) derives from the male and female gene 
pools an analytical expression for the probability of males excluded from paternity assuming 
the mother of the offspring is known. Other work in ancestry assessment utilizes likelihood 
evaluation. Broman (1998), based on the work of Boehnke and Cox (1997), estimates pairwise 
relationship by comparing the likelihoods of observing the genotypes of two individuals on all 
the available loci given a putative relationship. Berry et al. (2002), which is our starting point 
for ancestry identification, develop a probability model to calculate the likelihood for an an­
cestor candidate being a true ancestor of a given hybrid based on SSR marker profiles. Berry 
et al. (2002) use Bayes' rule, reviewed next section, to calculate the ancestry probability. 
One difficulty with these genetic information based approaches to determining biological 
relationship is that many approaches do not explicitly account for errors when doing the 
analyses. The truth is that errors in genetic data can cause serious problems when doing 
biological inference, as mentioned by Cardon et al. (1994), and emphasized by Ewen et al. 
(2000). Ewen et al. (2000) describe different types of errors in genetic analysis. One type is 
called relationship misspecification. It means that the believed relationship among individuals 
is incorrect. This can be caused by adoption, alternate paternity, or sample mis-handling. 
The second type is genotyping error, where the recorded genotype is not the one that should 
be present. This may be caused by mutation, or mis-scoring. Other types of errors include 
misspecification of allele frequencies and of marker-map distances. Among all kinds of errors, 
genotyping errors occur most easily (Ewen et al. 2000). 
There are some studies related to parentage identification that allow for genotyping errors. 
For example, the work of Broman (1998) mentioned above used the method of maximum like­
lihood to identify pairwise relationships allowing for genotyping errors that occur with known 
rate. Epstein et al. (2000) drew inference of pairwise relationship using the method of maxi­
mum likelihood. The MLE provides the relationship under which the likelihood of observing 
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the genotypes of two given individuals on all markers is maximized. They also assumed known 
error rate in their likelihood evaluation. Marshall et al. (1998) identify paternity in a sam­
ple of red deers based on likelihood ratio comparisons. The likelihood ratio represents how 
much more likely it is that the alleged father passed his genes to the offspring rather than an 
arbitrary male. The work of Marshall et al. (1998) accounts for unknown genotyping errors. 
They provided an approach to estimating the genotyping error rate based on the observed 
number of parent-offspring mis-matches. SanCristobal and Chevalet (1997) suggest a method 
of maximum likelihood to identify parents, and use MLE as the estimate of the unknown error 
rate. 
In the thesis, we explicitly address genotyping errors in the posterior probability calculation 
of Berry et al. (2002). We assume only hybrid alleles are possibly misclassified. This is 
optimistic because one certainly expects that errors occur for the alleles of both inbred ancestor 
candidates and hybrid offsprings. The assumption is justified to some extent in the context of 
a hybrid crop. Some theoretically heterozygous SSR loci can be scored in error as homozygotes 
due to allelic competition in DNA annealing and amplification (Stephen Smith, Pioneer Hi-
Bred International, Inc.). Such errors usually do not occur in homozygous inbred lines as 
pointed out by Stephen Smith, which makes it reasonable to assume a much lower error rate 
for the inbred lines. 
1.3 Bayesian Methods And Related Computational Issues 
One common statistical element that relates the different biological problems we consider 
is Bayes' rule. In the species problem, we apply a Bayesian hierarchical model to estimate the 
total number of species in a region. In the ancestry identification part, we directly use Bayes' 
rule to calculate the ancestor probabilities. Here we give a brief introduction to Bayes' rule, 
the Bayesian approach to statistical inference, and some computational techniques related to 
our research. 
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1.3.1 Bayes' rule and Bayesian methods 
At the heart of all Bayesian methods is an application of Bayes' rule. Its goal is to make 
inference regarding a parameter 9 (0 can be one dimensional or multi-dimensional) or unob­
served data based on observed data y. Let p(9) denote the prior distribution of 9, and p(y\9) 
be the conditional distribution of y given 6. The mathematical form of Bayes' rule is 
r(%) = <1.4) 
which yields the posterior distribution of 8 conditional on y. The denominator of (1.4) is a 
normalizing constant with respect to 6. It is often convenient to examine the unnormalized 
posterior density of 9, which is 
p(9\y) <xp{9)p(y\9). 
The form of the posterior density is used through out the species problem chapters, Chapter 
2 and Chapter 3. There we use Markov Chain Monte Carlo(MCMC) simulation approach 
to help draw posterior inferences for the parameter 9 by sampling points from the posterior 
distribution of 9. The MCMC approach is described in the next section. 
Bayes' rule can also be stated directly in terms of a finite set of events. Let A and B denote 
two events from a sample space S. The mathematical format of Bayes' rule in this case is 
P(aib, = om 
The denominator P{B) in the equation is a normalizing constant which can be computed, 
for example, by marginalization. Let Ai, A2, - - , be a partition of S (a collection of subsets 
that are mutually exclusive and exhaustive). By the law of total probability, we have 
f(B) = ^ f(B|A,)f(A,), 
so Bayes' rule can then be stated as 
(1
-
5) 
The ancestry probability calculation in Chapter 4 is a direct application of (1.5). 
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1.3.2 Markov Chain Monte Carlo (MCMC) simulation and computation 
In the data analysis for the species problem, the posterior distribution is not a recognizable 
distribution. We use MCMC simulation to draw posterior inferences for parameters of interest. 
MCMC simulation is a general method to simulate from a target distribution, in our case the 
posterior distribution p(9\y), based on sequentially drawing from a Markov chain, which has 
the target distribution as its stationary distribution. A sequence of a random variable is a 
Markov Chain if each draw is from a transition distribution that depends on the last draw. 
The transition probability distribution is constructed to guarantee the Markov Chain converges 
to the target distribution. There are various methods for doing MCMC simulation. In our 
application, we use the Gibbs sampling approach together with Metropolis-Hastings steps. 
Gibbs sampling is a MCMC algorithm that has been found useful. Assume 9 is considered 
as a D dimensional parameter vector, 6 = {91, • • •, 8D}- Then, at iteration t, the Gibbs sampler 
draws 0^ from p{9^\9^~l\ 9^ 1\ • • •, then 9^ from p(02^\9[t\ 9^'^, • • •, 9q~1^), 9^ 
from p(0^)\9^\0^\9^~1), • • •,6^~1)), • • -, and finally, 0$ from p{9{§\9^\ 9(^\ 9^\ • • - ,0$-x). 
Each draw uses the most recent value for the conditioning variables. Geman and Geman (1984) 
first describe the Gibbs sampler in an image application using the Gibbs distributions; that 
is how the Gibbs sampler gets its name. See Roberts and Smith (1994) for one proof of the 
convergence of the Markov chain generated from the Gibbs sampling, and a discussion of the 
conditions required. 
When doing Gibbs sampling, if a full conditional distribution is in a standard form, e.g. a 
normal distribution, then it is easy to do the sampling; if it is not in a standard form, then 
we need to consider other approaches. The Metropolis-Hastings algorithm (Hastings 1970) 
described next can be easily involved in the Gibbs sampler if some full conditional distributions 
are not in standard forms. 
The Metropolis-Hastings algorithm is used to generate a sequence of random points from a 
transition distribution. The distribution of this sequence converges to the target distribution. 
At iteration t, we sample 0^ from the transition distribution of 9^> given 9^~l\ the sampled 
point at iteration t - 1 (again, 9 can be one dimensional or multidimensional). This includes 
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several steps. First, sample a candidate point 6* from a jumping distribution, 1'). 
Then calculate an r ratio, which is used to determine the acceptance probability, where 
Finally, the candidate point 6* is accepted with probability min(l,r). 
The MCMC approach does not directly draw from the target distribution. Instead, we 
simulate a sequence from a distribution that converges to the target distribution. It is therefore 
necessary to assess when the MCMC algorithm has run sufficiently long so that simulations can 
be considered as representatives of the target distribution. The method used in the thesis is 
developed by Gelman and Rubin (1992a, 1992b), and also discussed by Gelman et al. (1995). 
If the starting distribution is appropriately over-dispersed, then when the within-sequence 
variance of each chain approaches the marginal variance (the weighted average of within-
sequence variance and between-sequence variance), the chains have reached convergence. See 
also Raftery and Lewis (1992) for an approach based on a pilot analysis to determining the 
number of initial iterations that should be discarded. 
When Metropolis-Hastings steps are involved in the MCMC simulations as the case of the 
thesis, choosing an efficient jumping rule is quite important. In practice, the acceptance rate 
(the proportion of jumps that are accepted) for the Metropolis-Hastings steps is optimal if it 
is around 0.44. Gelman et al. (1996) have a detailed discussion regarding efficient jumping 
rules, and Gelman et al. (1995) also discuss the choice of efficient jumping rules. 
1.4 Thesis Organization 
This thesis consists of three papers that are to be submitted. The first two papers are 
related to the species problem, and the third paper concerns ancestor identification in the 
presence of genotyping errors. 
The rest of the thesis is organized as follows. In Chapter 2, we use a generalized multinomial 
model given by Boender and Rinnooy Kan (1987) to estimate the number of species in a region. 
The posterior inference is based on Markov chain simulation, an approach not popular at the 
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time of that article. The major contribution of this chapter is an approach for determining the 
sample size required for future sampling to insure covering a specified portion of the species. 
The sample size calculation is accomplished by a Monte Carlo based simulation method. We 
illustrate the applicability of the proposed model through a simulated data set, and then apply 
it to a real data set of DNA sequences. Chapter 3 provides some further investigation regarding 
the Boender and Rinnooy Kan (1987) model. Simulation is used to study the properties of the 
data generated by the model for fixed parameters, and the plausibility of Bayesian inference 
for the parameters of the model for fixed data structure. Chapter 4 develops an approach 
to estimate the ancestry probability in the presence of misclassified alleles. This approach is 
based on the probability model of Berry et al. (2002). A method for estimating the genotyping 
error rate is also provided. The developed methods are then applied to simulated data sets 
and a real data set containing SSR marker profiles for maize. Chapter 5 provides a summary 
and a discussion of future work. 
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CHAPTER 2 SAMPLE SIZE CALCULATION FOR FINDING UNSEEN 
SPECIES 
A paper to be submitted in Biometr ika  
Hongmei Zhang 1 Hal Stern 2 
Abstract 
This paper concentrates on inference and study design for applications where objects of 
different types are observed. The example we carry through with concerns observations of 
animals of different species, a famous problem in the statistical literature. Approaches to 
estimating the number of unseen species are considered. We apply a Bayesian model to estimate 
the total number of species in a region. A Monte Carlo method is used to determine how large 
an additional sample is needed to guarantee that a specified proportion of the total number of 
species is collected with a given confidence level. 
2.1 Introduction 
2.1.1 The species problem 
We use the term "species problem" to broadly refer to studies in which objects are sampled 
and categorized with interest on the number of categories represented. Applications include 
animal ecology where individual animals are sampled and categorized into species (e.g. Fisher 
et al. 1943), or word usage where individual words are sampled and each word defines its own 
category (e.g. Efron and Thisted 1976). More recently, the problem has begun to arise in 
bioinformatics, where the sample items might be DNA fragments. Our work is motivated by a 
1 Graduate student, and Author for correspondence, Iowa State University 
2Professor, University of California, Irvine 
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bioinformatics problem of this type. For consistency with the literature we use the terminology 
of animals for objects and species for categories. 
The focus of statistical research on the species problem has been to estimate the number 
of unseen species. Occasionally there is also interest in estimating the relative proportions 
of all the species, but this is relatively rare. In some applications, it is possible to collect 
additional data after the initial sample. This is the aspect that motivated our work. In such 
cases, inference from available data can be used to help design the additional data collection. 
2.1.2 Literature review 
As early as sixty years ago, Corbet (1942) proposed that a mathematical relation exists 
between the number of sampled individuals and the total number of observed species in a 
random sample of insects or other animals. Fisher et al. (1943) developed an expression for 
the relationship using a negative binomial model. They show that the proposed relationship 
works well over the whole range of observed abundance, and that it gives a very good fit to 
practical situations. 
The next stage of work in this area focuses directly on estimating the number of unseen 
species. Good and Toulmin (1956) address the estimation of the expected number of unseen 
species based on a Poisson model. Efron and Thisted (1976) introduce an empirical Bayesian 
model and a parametric Poisson-Gamma model used to estimate the number of unseen species, 
and discuss different estimating approaches based on the two models. They focus especially 
on finding a lower bound for the total number of species. Boender and Rinnooy Kan (1987) 
suggest a Bayesian analysis of a multinomial model that can be used to estimate the total 
number of species. This model is applied in this paper. Bunge and Fitzpatrick (1993) give a 
review of numerous statistical methods to estimate the number of unseen species. 
There has been less attention paid historically to the estimation of the relative proportions 
of the species. Morris et al. (2002) estimate the relative proportions of each species using a 
multinomial model based on the assumption that the number of species is known. They apply 
their result to Serial Analysis of Gene Expression (SAGE) library of a normal colon tissue. 
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2.1.3 Section overview 
In this paper, we use the model of Boender and Rinnooy Kan (1987), a generalized multi­
nomial model, as our starting point. Posterior inference for the number of species and other 
model parameters is based on MCMC simulation, an approach not popular at the time of that 
article. The major contribution of this paper is to address sample size calculation for future 
sampling. The sample size calculation is accomplished by a Monte Carlo based simulation 
method. 
The rest of this paper is organized as follows. In Section 2.2, we review the hierarchical 
Bayesian model for species data, describe the choice of prior distributions, and state the con­
ditions required to guarantee a proper posterior distribution. Section 2.3 focuses on posterior 
inferences for each parameter. Issues related to the implementation of MCMC are also dis­
cussed. In Section 2.4, we develop a Monte Carlo simulation approach for designing future 
data collection. Section 2.5 provides results for a simulated data set where the method works 
reasonably well. We apply our method to a bioinformatics data set in Section 2.6. This data set 
is the one that motivated this work. It turns out the proposed generalized multinomial model 
fails when doing sample size calculation because the population size is not large enough to 
support the multinomial model. Some properties of the generalized multinomial model related 
to its failure in the example are discussed in Section 2.7. In Section 2.8, a generalized multi­
variate hypergeometric model is proposed in order to deal with sampling without replacement. 
Finally we summarize our results in Section 2.9. 
2.2 A Hierarchical Bayesian Model 
2.2.1 Likelihood function 
Let tji denote the number of observed animals of species i  in a sample of size N. Suppose 
S0 is the number of different species observed and S is the total number of species. Then 
y = {2/1,3/2, ys0} is one way to represent the observed sample. Let x0 < N be the maximum 
f requency  ove r  a l l  obse rved  spec i e s  and  n x  be  t he  number  o f  spec i e s  c ap tu red  x  t imes ,  x  =  
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1, 2,x 0 .  Then n = («î, n2, • • •, n X o )  is another way to represent the sample with 
X Q So 
N =  $>«*  =  £>  . 
x=l i=1 
Here we describe the generalized multinomial model of Boender and Rinnooy Kan (1987). 
Take the probability for species i to be captured as#;, i = 1, • • •, S0, • • •, S. There are several 
possible interpretation for the 0,'s. If we assume all animals are equally likely to be caught, 
then Oi represents the relative proportion of species i among the animal population. If not, then 
6i combines the likelihood of being caught and the abundance; in that case 0 is more difficult 
to interpret. If the number of species S is known, and the population size of animals is large, 
then a plausible model is to assume that y follows a multinomial distribution with parameters 
N and 0= {0i,..., 6So, • • •, 0S}, i.e. y|0,S ~ Mult{N,0), where y = {yu y2, -, yso,0, • • -, 0)-
S-So  
When S is not known, however, the observation y only indicates that S 0  species have been 
observed, but does not indicate which should be assigned to yi. Though subtle, this point 
is important in that it invalidates the usual multinomial likelihood. Since the correspondence 
between the y;'s and 0;'s can not be determined, the data represent a generalized multinomial 
distribution where we sum over all possible choices for the S0 observed species. Let VF(S0) 
denote all subsets {h,...,î's0} of S0 distinct species from {!,..., 5}, then the conditional 
distribution of y given 6 and S can be expressed as 
ft(y|»,S) = 1 /' £ (2.D 
1L=1 Mr. 
which is the same result as the one given by Boender and Rinnooy Kan (1987). 
To see the need for the generalized multinomial likelihood rather than an ordinary multi­
nomial likelihood consider a small example. Suppose the world consists of three species each 
with probability i = 1, 2, 3. A sample of two animals yields a cat and a dog. We only know 
that two species are observed, but do not know which should be assigned to which species. 
We can not just let correspond to cats and 02 correspond to dogs and use a multinomial 
distribution, because we would have obtained the same multinomial likelihood if we observed 
a  dog  and  a  monkey ,  o r  a  ca t  and  a  monkey .  Th i s  a rb i t r a r ine s s ,  wh ich  does  no t  ex i s t  i f  S 
i s  known  and  spec i e s  a r e  l i s t ed  i n  advance ,  mus t  be  t aken  in to  accoun t .  The re fo re  when  S 
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is unknown, the needed likelihood should be the likelihood of observing counts for any two 
species, which yields the generalized multinomial likelihood. 
A potential problem here is that the multinomial part of the model assumes a large enough 
population of animals compared to the number of sampled animals. In many applications, 
including the biological sequencing work that motivates this project, it turns out that the 
population is not large enough and the generalized multinomial likelihood may yield invalid 
results. In such a case one could apply a hyper-geometric model. We return to this point in 
Section 2.6. 
2.2.2 Prior distribution for 9 
We model 9 given S as a random draw from a symmetric Dirichlet distribution with 
parameter a, which is a conjugate prior distribution for the multinomial distribution. We 
write 
where lg is a vector of l's with dimension S,  and 0  = {0i, • • •, &s]  with = 1- The 
Dirichlet distribution is a generalization of the Beta distribution. Some properties of the 
Dirichlet distribution are reviewed next. That is followed by some discussion of the strength 
and weaknesses of this assumed prior distribution. 
For a symmetric Dirichlet distribution, E(6 i )  = ^, so the prior distribution of 9  assumes 
that there is no priority among the species, and all species are a priori equally likely (in 
expectation) to be captured. The variance for each is V ar(9{) — ^(1 — 1) Sqx+1 • The 
variance of 0; becomes smaller as a grows, and goes to 0 as a approaches to infinity. Therefore 
in this extreme case 0, = and animals are equally likely to be captured. The parameter a 
is usually called the "prior sample size". Smaller values of a corresponds to larger variation 
among  the  e l emen t s  o f  9 .  Smal l  a  can  y i e ld  many  sma l l  o r  even  ze ro  e l emen t s  i n  t he  vec to r  9 .  
0|S, a  ~ Dir ich le t  ( I sa )  (2.2) 
with 
a — I  
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This situation produces potential difficulties in sample size calculation. We discuss this issue 
in Section 2.7. 
One might expect this prior to be a bit unrealistic in that we likely know that some species 
are a priori more likely to be observed than others. The reason for choosing a symmetric 
Dirichlet distribution is that we do not know 5, so we have no information to distinguish 
any  o f  t he  6 \ s ,  i— 1 ,  •  •  • ,  5 ,  f rom any  o f  t he  o the r s .  I n  t h i s  ca se ,  t he  p r io r  d i s t r i bu t ion  fo r  6  
has to be exchangeable. A possible solution that can address known heterogeneity but retain 
exchangeability is to consider a mixture of two symmetric Dirichlet distributions corresponding 
to two different frequencies, abundant species and scarce species. This approach is used by 
Morris et al. (2002) in the case of S known. 
2.2.3 Prior distribution for S and a  
We apply a fully Bayesian approach to analyzing species frequency data and conclude 
model specification by giving prior distributions for S and a. Boender and Rinnooy Kan 
(1987) suggest independent prior distributions for 5 and a with 
Pr(S)  oc 
where S c u t  is a positive number to be set, and 
1, S <5, cut 
(S-ScL+1)2 ' ^ - ^ cut 
(2.3) 
p{a)  =  1/2, a<l 
- , (2.4) 
1/2a 2, a > 1 
which is proposed by Good (1965). 
These two prior distributions are proper distributions, so we do not need to worry about 
the propriety of the posterior distributions. Boender and Rinnooy Kan (1987) do not explicitly 
mention the motivation for choosing (2.3) and (2.4) as the hyperprior distributions for S and a, 
respectively. The prior distribution for S implies that the probability decreases quadratically 
beyond Scut, which may not make sense in some situations. We reconsider this choice of the 
prior distributions in Section 2.5.5. 
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Our choice for the prior distributions is relatively vague but based on our intended appli­
cation. The application that motivated this project is based on a sequencing technology (not 
discussed in detail) that provides a sure upper limit on S. Denote the upper limit of 5 as 5, 
then the prior distribution for S is chosen to be the discrete uniform distribution, i.e. 
S~DLUV7F(1,3) 
with 
Pr(g) = :r\ (2.5) 
This prior distribution of S is proper and relatively non-informative. 
The hyperprior distribution for a used in this paper is chosen to be non-informative. We 
note that the prior standard deviation for each element of 0 is roughly proportional to By 
setting p(^) a 1, equivalently we have 
p(a)  =  ct~l, a  > 0. (2.6) 
This is not a proper hyperprior distribution. 
2.2.4 The posterior distribution 
It follows that the joint posterior distribution of 0 ,  S ,  and a  is, up to a normalizing constant, 
P(&,  S ,  a |y )  oc  Pr(y \6 ,  S )p (d \S ,  a )Pr (S)p(a )  
where, S G {S0, S 0  + 1, •  •  • ,  S } ,  a  > 0. 
Note that the joint posterior distribution, p(0 ,  S ,  o?|y), can be factored as 
p{0 \y ,S ,a )p{S ,a \y )  , (2.7) 
where p(6 \y ,  S ,  a )  is the conditional posterior distribution of 0, 
p(6|y,g,a) oc [ 
{«i,-,is0}€W/(So) 1=1 
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j<£W(S 0 )  
n erl- (2.8) 
Note that the conditional posterior distribution of 0  is the sum of (S-s0y. permuted Dirichlet 
densities. Also note that every Dirichlet distribution in the summation is identical up to 
permutation of indices, and each 0t- has the same conditional posterior distribution. 
The other factor in (2.7), p(S ,  ct|y), is 
from the joint distribution p(y, 0|S, a) and working with the reduced likelihood p(y|S, a). 
The prior distribution for a is not a proper distribution. The following theorem indicates 
that the posterior distribution is a proper distribution under a fairly weak condition. 
Theorem 1: For the model defined by (2.1), (2.2), (2.5), (2.6), the posterior distribution 
p(S, a|y) is proper if at least two species are captured, i.e. S0 > 2. 
Proof: The proof is included in the Appendix. 
2.3 Posterior Computation 
2.3.1 Posterior inferences for S and a  
The posterior distribution of S and a  as given by (2.9) is difficult to study analytically. 
Instead we use MCMC, specifically Gibbs Sampling, to generate draws from the joint posterior 
distribution. 
The conditional posterior distribution of S given y and a  and the conditional posterior 
distribution of a given y and 5, up to a normalizing constant, are 
p(S,a|y) oc (2.9) 
This can be obtained in either of two ways, as the quotient or by i , ntegrating out 0 
Pr(S \y ,a )  oc 
pHy,S) oc 
5! r(Sa) 
(g-g«)!r(N + ga)' 
T(Sa)  r(t/x+{*)••-r(j/s0+<*) 
r(N + Sa) (r(a))S° cri, a > 0 (2.10) 
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respectively. The algorithm*we find most effective is a combined Gibbs-Metropolis algorithm; 
each conditional posterior distribution is not easy to sample from so we use a Metropolis-
Hastings step for each. In a Metropolis-Hastings step, we need to specify a jumping distribution 
function for each parameter from which a candidate point is sampled, and define an acceptance 
probability for the candidate point. The convergence of the sampled sequences is evaluated 
using the algorithm provided by Gelman and Rubin (1992a, 1992b), and also discussed by 
Gelman et al. (1995). 
Metropolis-Hasting jumping function for S 
The jumping function is a discrete uniform distribution centered at (unless 
is near the limit of its range) with width a free parameter The width parameter 
is proportional to the current value with constant proportionality determined by a step 
function, which is 
= < 
a,2S(t~1\ other wise 
where, , and a 2  with a? > are constant and chosen to achieve efficient convergence. From 
our experience, for some kinds of data sets, e.g. a data set containing many rare species and 
several exceptionally abundant species, a single constant «! = a2 = a does not work nicely in 
the sense that it takes a quite long time to achieve convergence. 
Take 5'*' as the proposed value of S when jumping from As is restricted 
between S 0  and S, the discrete uniform jumping function that we use, J(S^|S(<-1)), is not 
symmetric near the boundary S0 or S. The jumping distribution can be written as 
DUNIF{Sf'-1) - 6(t-i),s('-i) + &(*-!)), SO +  < S^"1) <5- i^"1) 
+ &('-!)), g('-i) < &, + (,('-!) 
DUNIF(S^*-^ - &(*-!),S), SC"1) >5-
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Metropolis-Hasting jumping function for a 
We use a normal jumping distribution on the logarithm of a .  Define 4> =  log  (a ) .  Let 
denote the current sampled point, and be the candidate point generate from the 
jumping distribution. Let V denote the standard deviation of the Normal distribution, and 
denote the mean of the distribution, then the jumping distribution for <f> is 
When we do Gibbs sampling, the standard deviation, V,  is initially set to be 1. The variance of 
this random walk is adjusted to make the jumping function efficient. In practice, V is selected 
based on a pilot sample to achieve a target acceptance rate, which is usually chosen around 
0.44 as suggested by Gelman et al. (1995). 
2.3.2 Posterior inference for 6 
In this paper, posterior inference of 6 is not of interest, but for other applications, it 
could be important. As described by (2.8), the conditional posterior distribution p(0\S, a, y) 
i s  a  mix tu re  o f  ( 5 _fg o ) ;  D i r i ch l e t  d i s t r i bu t ions ,  one  fo r  each  cho ice  o f  S 0  spec i e s  f rom the  S 
poss ib i l i t i e s .  Each  o f  t he  Di r i ch l e t  d i s t r i bu t ions  a r e  iden t i ca l  up  t o  pe rmuta t i on  o f  t he  S 
category indices. This means it is difficult to interpret the posterior distribution of a single 
Because of the mixture, each 0, has the same marginal posterior distribution. We can however 
talk about the posterior inference of a 6 corresponding to a particular value of > 0. For 
example, if we define 8yi as the 6 corresponding to an observed species with frequency t/, then 
p{6yi |y, S, a) is Beta(yi + a, N - yi + (S - l)a). The marginal posterior distribution, p(0yi |y), 
is obtained by averaging this Beta distribution over S and a. 
2.4 Future Sampling Plan 
Estimation of S and a  has been well studied previously in the statistics literature. Suppose 
it is possible to collect additional data after the initial N observations. Then one might be 
interested in questions related to the design of future data collection, such as, "What is the 
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probability of observing at least 90% of all species if the current data are augmented by an 
additional M animals?", or the closely related question "How large an additional sample is 
required in order to observe at least 90% of all species with a specified confidence level?". This 
section addresses the answer to these types of questions. 
2.4.1 A relevant probability calculation 
Let p  denote the proportion of total species we want to capture (e.g. p  = 0.9), then the 
p robab i l i t y  o f  c ap tu r ing  a t  l ea s t  pS  spec i e s  cond i t i ona l  on  t he  N obse rved  an ima l s  and  M 
additional animals, denoted as TTjvf, can be written as 
i r M  = Pr( {S 0  + S n e w )  >  pS \M,y ) ,  (2.11) 
where S n e w  is the number of new species observed in the M additional samples. Let y* denote 
the additional data from the M observations. The probability (2.11) can be expressed as an 
integral over the unknown parameters S, a, 6, and the unobserved data y*, 
K M  =  I S I  J o J *  I ( S o  +  S n e w  -  P s \ y * ^ y ^ s )  
p(S ,  a, 0, y*|M, y )dSdadOdy* .  (2.12) 
The integration in (2.12) can be carried out using simulation. One approach to answering the 
sample size question is to compute iXM versus M. This approach however does not provide a 
great deal of information about the uncertainty in ttm- Instead, we find it useful to think of 
7TM as a function of 5, A. Define KM(S, a) to be analogous to the probability above but with 
S, a fixed. Then we can write 
TTM(S, a)  =  Pr( (S 0  + S n e w )  >  pS \M,  y, 5, a)  =  j  J (S 0  + S n e v j  >pS|y*,y,5) 
p{9 ,  y*|M, y, S, o t )dGdy* ,  (2.13) 
which is the average of an indicator which is easily determined given the counts y and y*, and 
the  va lue  o f  S.  
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The function 7rjvj(S, a) is a complicated function of S and a, and an analytical form of its 
posterior distribution is not possible. Instead, we use a Monte Carlo approach to estimate the 
posterior distribution of ttm(S, ce). Specifically, for each posterior draw of S and a, we estimate 
the quantity TCM{S,OI) by averaging over 9 and y*. The posterior distribution of KM(S, a) is 
ob t a ined  by  r epea t ing  t he  Mon te  Ca r lo  eva lua t i on  fo r  t he  ava i l ab l e  d r aws  o f  S and  a .  
2.4.2 Monte Carlo simulation procedure 
The Monte Carlo evaluation of TTM( S ,  a)  in (2.13) is made more explicit if we write 
p(9, y*\M, y, S, a) as p(y*\9, S, M)p(9\y, 5, a) assuming conditional independence, that is, y* 
is independent of a and y given 9, S, and M. p(y*\9, S, M) is a multinomial density, and 
p(9\y, S, a) is given by (2.8). Integral (2.13) then becomes 
[  [  I (S 0  + S n e w  > pS|y*, y, S)p(y* \9 ,  S ,  M)p(9 \y ,  5, a)d9dy* .  
J 0  J y* 
The algorithm for computing w(S ,  a )  for a given S, a  pair is as the following: for t  =  1 ,  •  •  • ,  T ,  
1. generate 9^ from p(9 \y ,  S ,  a )  (Dirichlet distribution) 
2. generate y*^) from a Multinomial distribution with parameters M and 9^ 
3. define I t  — 1, if (S0 + S n e w )  >  pS ,  and I t  — 0 otherwise. 
Then an estimate of 7rjvf (5, a) for the given S, a is ^ Y a=i h -
We can repeat this algorithm for as many different values of M as desired. For each given 
pair of S, a, the result can be viewed as a curve giving the probability of covering a proportion 
p of the species as a function of M. If k posterior draws of 5, a are available, then there are 
totally k such curves. These k curves provide needed information to get posterior inference of 
the probability of species coverage and sample size calculation as described in the next section. 
2.4.3 The probability of species coverage estimation and required sample size 
calculation 
If we collect M additional animals, the probability that we could see a proportion p  of 
the total species is ttm = Pr((Sa + 5neU)) > pS\M,y). To estimate ttm, we make use of the 
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posterior distribution of KM(S ,  a )  for a given M. In this paper, we use the posterior median of 
ITM{S, A) as the point estimate for 7r(M). For each given M, we obtain & estimates of TTM(S, a). 
An empirical 90% posterior interval is then constructed based on these k estimates. 
Another practical question is to find the minimum sample size required to observe at least 
a  p ropor t i on  p  of  a l l  spec i e s  w i th  a  spec i f i ed  con f idence  l eve l  T T .  We  deno te  t h i s  va lue  a s  M n .  
Let M7r(S, a)  denote the inverse function of TTM(S, a)  with respect to M. M v (S ,a )  is a 
func t ion  o f  S and  a  fo r  a  g iven  n and  t he  N obse rved  an ima l s .  Wi th  S and  a  f i xed ,  M 7 r (5 ,  a)  
gives the minimum size of an additional sample required for capturing at least a proportion 
p of the species with a specified confidence n. The posterior distribution of M„(S,a) for a 
given 7r is estimated using Monte Carlo simulation described in Section 2.4.2. Recall if there 
are k pairs of (5, a) posterior draws available, then we will get k curves from the Monte 
Carlo simulation with each curve corresponding to one (S, a) pair. Each curve provides one 
estimate of M,r(S, a). Then the pattern shown by those estimates gives an estimate of the 
posterior distribution of M7T(S,a). is then estimated based on that distribution. We use 
the posterior median of (S, a) as the point estimate of An empirical 90% posterior 
in t e rva l  i s  cons t ruc t ed  based  on  t he  e s t ima te s  o f  M n (S ,  a ) .  
Comments: We discuss several steps described in the Monte Carlo simulation procedure 
in a lit t l e  more  de t a i l .  We  have  a l r eady  shown  t ha t  t he  pos t e r io r  d i s t r i bu t ion  o f  9  g iven  y ,  S,  a  
is 
p(g|y,S,a)oc 2] H 9?-') 
{ii,-,=so}eW(So) X i $ w ( s 0 )  / 
which is a mixture of Dirichlet distributions. The prior distribution for 9  is a symmetric 
Dirichlet distribution, i.e. 9  ~  Dir ich le t  ( I sa ) ,  so all the Dirichlet distributions in the posterior 
expression are identical up to permutation of the indices (ix, i2, • • •, is)- Thus one can pick a 
set from W(S0) at random and then simulate from the relevant mixture component. However, 
because we are not interested in a specific 0,- or yu it is equivalent to arbitrarily assigning 
categories and not selecting W(S0) at random. Hence, in the Monte Carlo simulation step 
1 ,  i n s t ead  o f  u s ing  p(9 \y ,  S ,  a ) ,  we  can  a s s ign  ca t ego r i e s  and  gene ra t e  9  f rom Dir ich le t (a  +  
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y i ,  •  •  • ,  a  +  ys 0 ,  a ,  •  •  • ,  a ) .  Then since we have assigned categories in step 1, for step 2, we 
a-s. 
simulate y*  directly from a Multinomial distribution. In step 3 of the Monte Carlo simulation 
procedure, the number of new species is determined by counting those positive y*'s whose 0,-
corresponds to species with % = 0 or equivalently to Dirichlet parameter a. 
Variations on the Monte Carlo algorithm are possible. For example, we might use a single 
value of 6 for a 5, a pair and generate T different future samples with that 0. This approach 
allows an examination of variation of a) across different realizations of 0. This exam­
ination is discussed in Section 2.5.3. We could also generate multiple 0 for a given S and a  
pair with multiple y*'s for each 0. In this paper, we use a single 0, y* pair at each iteration, 
which is found to be most efficient in general. 
2.5 Simulation Example 
To demonstrate our method we begin by simulating a data set for which S is known. 
2.5.1 Data 
The data are N — 2000 observations simulated from a multinomial distribution with S =  
2000 species in the population and G a random sample from the Dirichlet distribution with 
a = 1. The distribution of 0 is then uniform over all vectors with 0; = 1. Table 
2.1 and Figure 2.1 describe the data as the number of species that appear exactly x times, 
x — 1,2, • • •, Xq. 
In this sample, the largest frequency x 0  = 11 and the number of observed species is S 0  = 
965. 
Table 2.1 Species frequencies 
x  1  2  3  4 5 6 7 8 9  1 0  1 1  
# species 451 268 116 61 35 16 5 7 2 3 1 
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Figure 2.1 The distribution of frequencies for the simulated data 
2.5.2 Posterior inference for S 
We used the approach described in Section 2.3 to find the posterior distribution of S and 
a given the simulated data. We assume the upper limit on S required by our algorithm is 
5 = 20000. Multiple MCMC chains with a wide range of starting values were used. The 
convergence determination approach described by Gelman et al. (1995) was applied and draws 
after convergence were used in the posterior summaries. 
Figure 2.2 shows a contour plot of the joint posterior distribution of S and a .  The distri­
bution has a single mode around S = 1800 and a = 1.0. Figure 2.3 and 2.4 are histograms 
o f  t he  pos t e r io r  d i s t r i bu t ion  o f  S and  a  us ing  t he  s imu la t ed  da t a .  The  pos t e r io r  mean  o f  S 
is 1866. A 95% central posterior interval for S is (1576, 2337). The true value, S = 2000, is 
contained in the interval. Note that the method of Efron and Thisted (1976) based on the 
Poisson-Gamma model yields a similar estimate of S which is S — 1639 with standard error 
226. A 95% central posterior interval of a is (0.64,1.75), which includes the true value a = 1. 
The posterior mean of a is 1.09. 
I—, 1 1 1 F—' 
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Figure 2.2 Contour plot for the data from S = 2000, a  = 1 with N=2000 
2.5.3 Sample size calculation for future sampling 
As discussed in Section 2.4, we can estimate the probability of observing a proportion p  of 
the total number of species given an additional M animals, and the sample size required to 
ensure that future sampling covers a specified proportion of the species with a given confidence 
level via Monte Carlo simulation. In this section, we illustrate the methods for the probability 
estimation for different M (number of additional animals) values with p = 0.9, and the sample 
size calculation by setting p = 0.9 with n (desired confidence) varying. 
As a first step we use Monte Carlo simulation to estimate a)  for M = 2000 to 30000 
in steps of size 20 for a number of (S, a)  pairs. Each point of a) is based on T =  1500 
Monte Carlo evaluations in order to make the Monte Carlo simulation error less than 0.015. 
Figure 2.5 is a plot giving itm(S ,  a )  for 100 draws of (5, a)  pair from the posterior distribu­
tion p(S, a|y). We actually compute for 200 (S, a) pairs, but only 100 randomly chosen curves 
are plotted. Each curve in the figure shows the relationship between the probability of seeing 
90% of the species and the additional sample size M for a single posterior draw of S and a. 
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Figure 2.3 Histogram of the posterior of S  
8-, 
Figure 2.4 Histogram of the posterior distribution of a 
From the figure, we can see the curves are widely spread out, which implies large variations in 
the likelihood of seeing 90% of the species for a given M, and also in the minimum sample size 
of observing at least 90% of the species for a specified 7r. This makes sense given the contour 
plot in Figure 2.2. Posterior draws with large a values will tend to have smaller S values, and 
hence greater likelihood for observing 90% of the species with M additional animals. Conse­
quently the minimum sample size of observing 90% of the species with a specified TT is smaller. 
Alternatively a small a suggests the true S is larger, so we are less likely to observe 90% of 
the species with M additional animals. This implies that we need a larger size than M for the 
additional sample in order to observe 90% of the species with a specified probability TT . 
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Figure 2.5 The relationship between probability KM(S,a) and additional 
sample  s i ze  M 
The variation regarding different 0's from the same S and a  pair: Our Monte 
Carlo a lgorithm in Section 2.4.2 generates a single data set y" for each simulated 0 from a 
given (S,a) pair, and estimates 7TM(S,O) for that (S,a) pair by averaging over T indicator 
functions with each from one data set y*. It is natural to wonder how much variation one 
would find when estimating ct) caused by different 0 values generated from a fixed 
(S, a)  pair. Let t tm{0)  denote, with S and a fixed, the probability of observing a proportion p  
of the total number of species given M additional animals for a 0 from the (5, a) pair. Figure 
2.6(a) shows the values of 7TM{0) for 10 0 values from a single pair of S and ct. This figure 
indicates the variation of 7tm(0) is small for different 0 vectors with a common (S, a) pair. 
We repeat the above procedures for two additional posterior pairs of S and a. The results 
combined the previous one are shown in Figure 2.6(b). There are three clusters in the figure, 
each corresponding to a particular S and a pair. The evidence here suggests our MC approach 
i s  a  v i ab l e  way  t o  e s t ima te  a) .  
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Figure 2.6 Scatter plot for the estimate of 7TM{ Q )  VS M, (a) from one draw 
o f  5  a n d  a ,  a n d  ( b )  f r o m  t h r e e  d r a w s  o f  S  a n d  a  
Probability for observing at least 0.95 with M  additional animals 
The estimate for the probability of observing at least 0.95 with M  additional observations 
is obtained from the data illustrated in Figure 2.5. Specifically, for a given M, the probability, 
TTM, is estimated by the median of the k = 200 values of 7^(5, #)- The posterior uncertainty 
of the quantity ITM(S,OÎ) is obtained from the 200 values as well. We use a 90% empirical 
pointwise posterior interval to describe this uncertainty. Figure 2.7 shows the results. For 
i l l u s t r a t i o n ,  T a b l e  2 . 2  p r o v i d e s  t h e  e s t i m a t e s  t o g e t h e r  w i t h  t h e  u n c e r t a i n t y  i n t e r v a l s  f o r  M  =  
5000,8000,16000. 
Table 2.2 Estimates of 7r(M) for different M values 
M  8000 16000 25000 
?r(M) 0.986 1 1 
90% empirical post. int. (0, 1) (0.5160, 1) (0.9947,1) 
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Figure 2.7 Trace of the confidence level and the estimates. The middle 
line is for the median values of «), and the the two lines 
besides it are the 90% pointwise posterior intervals 
Required sample size to capture at least 0.95 with confidence level 0.9 
How many additional animals have to be collected if we want to see at least 0.95 with 
probability 0.9? Once again the Monte Carlo simulations in Figure 2.5 can be used to answer 
the  ques t i on .  Reca l l  t ha t  each  cu rve  ( i . e .  e ach  (5 ,  a)  pa i r )  g ives  an  e s t ima te  o f  M 1 T (S ,a ) .  
The distribution of these values provides the desired posterior inference for M7r(5, a). The 
posterior median, which is used to estimate M„, is 7430, and an empirical 90% posterior 
interval is (4100,18000). 
Table 2.3 gives the posterior median of M n (S ,a )  together with 90% posterior levels for 
various proportions p of the total number of species with different confidence levels TT. 
2.5.4 Effect of sample size 
If we increase the sample size N,  then more information regarding the total number of 
species is obtained. Therefore, the variation of the posterior distribution of 5 will be decreased. 
5000 10000 15000 20000 25000 30000 
Additional sample size 
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Table 2.3 Sample size calculation for different coverages and probabilities 
Fraction of 
species 
des i r ed  (p )  
Sample size needed 
for confidence level (TT) 
0.5 0.7 0.9 
0.7 1020 1217 1389 
(550, 2132) (580, 2601) (620, 2998) 
0.8 2520 2605 2725 
(1480,5220) (1530,5380) (1600,5630) 
0.9 6740 7020 7430 
(3760,15940) (3880, 16700) (4100, 18000) 
Consequently, it may reduce the posterior uncertainty of ct) and M„(S,a ) .  In order to 
see whether it is the case, we simulate a data set with size N =  10000 from the same population 
as before, i.e. a = 1, S — 2000. The posterior mean for S is 2033 with 95% central posterior 
interval (1952, 2132). The posterior mean for a is 0.93, and a 95% central posterior interval 
for a is (0.79, 1.07). Both intervals are much narrower than those when N = 2000. 
Figure 2.8 shows the posterior distribution of 7TM{S ,  a )  for 100 (5, a) pairs and a number of 
M values. There is much less variation than is present in Figure 2.5. Table 2.4 lists posterior 
medians of ir^(5, a) and 90% posterior intervals for three different values of M. The table 
shows that with the larger sample size, the posterior uncertainty regarding 7TM{S, a) is generally 
smaller than the posterior uncertainty for the N = 2000 case. For example, with N = 2000 
animals already observed and additional 16000 animals (so totally 18000 observations), the 
pos t e r io r  med ian  o f  a)  i s  1 ,  bu t  t he  90% pos t e r io r  i n t e rva l  i s  ( 0 .5160 ,  1 ) ;  w i th  N =  
10000 animals observed and additional 3500 animals (so totally 13,500 observations), the 90% 
posterior interval is (0.9727, 1). 
Table 2.4 Estimates of 7r(M) for different M values when N = 10000 
M 2500 3000 3500 
ir(M) 0.997 1 1 
90% empirical interval (0.0420, 1) (0.5747, 1) (0.9727,1) 
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Figure 2.8 Scatter plot for probability estimate v.s. additional sample size, 
M, with N = 10000 
The posterior median of M 7 r (S ,a )  is 2255, which is used as an estimate of the minimum 
size of observing at least 90% of the species with probability 0.9, and a 90% posterior interval 
for Mv(S,a) is (1260, 3320), which is much narrower than that from N = 2000 observations. 
2.5.5 Effect of prior distributions 
Recall in Section 2.2.3, we mentioned that Boender and Rinnooy Kan (1987) suggest dif­
ferent prior distribution functions for S and a. Based on the same simulated data mentioned 
in Section 2.5.1, this section compares the posterior inferences for S and a and the various 
sampling design related quantities under the two different prior distributions. 
The Boender and Rinnooy Kan (1987) prior distribution for S depends on a threshold S c u t -
For the simulated data, it turns out the posterior inferences for S and a are not sensitive to the 
choice of Scut- Here we choose Scut = 500. The posterior mean of S is 1833, and a 95% central 
posterior interval for S is (1597, 2160). The posterior mean of a is 1.08 with a 95% central 
posterior interval (0.72, 1.55). Both inferences are quite similar to that if we use our suggested 
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prior distributions for S  and a. The effect of their priors on the probability calculation and 
the sample size calculation is also minor. 
2.6 Application to Sequence Data 
2.6.1 Description of the data 
The motivation for this work is an application related to genome sequencing. The method 
being used is propriety but one part of the approach identifies a set of DNA fragments. It is 
desired to sequence these fragments but it is not necessarily cost effective to sequence all. Thus 
the question was raised about how to design future data collection based on a small sample. 
A prototype data set was provided with sample size N  = 1677, and S 0  = 644 with an upper 
limit S — 10000. It is known that the populations size is 80000. Table 2.5 provides some of 
the data. Figure 2.9 shows the pattern of the data in terms of frequencies. The figure shows a 
very sharp decreasing pattern in the distribution of frequencies, which is different from that of 
our simulated data. A few "species" occur with high frequencies, and a very high proportion 
of the observed species only occur once. 
Table 2.5 Species frequencies for the DNA segments data 
x Î 2 3 4 32 38 40 62 76~~ 
# species 440 73 36 26 - - l 2 2 1 1 
2.6.2 Apply the model 
Each time after a short DNA segment is sequenced, this sequenced segment is moved out 
of the sample. This implies that we are sampling without replacement. When this happens, 
o u r  m u l t i n o m i a l  m o d e l  i s  v a l i d  i f  t h e  p o p u l a t i o n  s i z e  i s  l a r g e  c o m p a r e d  t o  t h e  s a m p l e  s i z e  N .  
Since the sample size represented by the data is N = 1677, which is much smaller than the 
population size 80000, there is no question regarding the validity of the multinomial model 
w h e n  e s t i m a t i n g  t h e  t o t a l  n u m b e r  o f  s p e c i e s ,  S .  
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Figure 2.9 The distribution of the frequencies for the DNA sequence data 
Figure 2.10 is a contour plot for the posterior distribution of S  and a. The posterior 
distribution concentrates on small a values, and the mode is at the boundary of S. It turns 
out that this pattern is common when the value of a "generating" the data is small. We 
examine this in more detail in Section 2.7. The posterior mean for S is 9188, and a 95% 
central posterior interval of S is (7338, 9976). The posterior mean for a is 0.0436, which is 
quite small, and its central posterior interval is (0.0372, 0.0561). 
2.6.3 Sample size calculation for future sampling 
The posterior distribution of S  suggests a very large number of distinct DNA sequences in 
the population. It is possible in principle to carry out the sample size calculation using the 
Monte Carlo simulation approach described in Section 2.4.2, but the result indicates that the 
size of the required additional sample is close to the population size even if we want to see 
only 20% of the distinct DNA sequences with probability 0.9. When the sample size is close to 
the population size, our multinomial model involved in the Monte Carlo simulation approach 
is not applicable. The result is thus not valid for this application. 
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Figure 2.10 Contour plot for the true data 
As we will see from the discussion in Section 2.7, the small value of a suggests that there 
are many rare DNA sequence types (rare species) in the population. This causes the enormous 
needed sample size, and consequently invalidates the multinomial model in the Monte Carlo 
approach because of the not large enough population size. A possible way to deal with this 
situation is to consider a hypergeometric model. This is discussed in detail in Section 2.8. 
2.7 Simulations on The Small a Situation 
The simulated data set in Section 2.5 had a = 1; the corresponding analysis proves that 
our approach can work. However, the application in Section 2.6.2 shows that when the value 
of a "generating" the data is small, it is hard to obtain a good estimate of 5. The explanation 
of this difficulty can be seen from additional simulations. 
Figure 2.2, and Figures 2.11 - 2.13 show the contour plots for the posterior distribution of 
S and a for simulated data sets with different values of a but with the same value of S. The 
sample size for each simulated data set is N = 2000. Figure 2.2 in Section 2.5 is for a — 1; 
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Figure 2.11 Contour plot for the data from S = 2000, a = 0.6 with 
N=2000 
Figures 2.11 - 2.13 are for a — 0.6,0.4, and 0.1. The shape of the contour plot changes as a 
decreasing. When the data-generating a decreases from 1 to 0.6, the shape of the contour plot 
gets thinner and the right hand side of the plot (larger S values) becomes more horizontal. 
At a = 0.4, the primary mode is still near S = 2000 (Figure 2.12), but a second mode at the 
upper limit of S appears. This seems to be a consequence of there being an upper limit. With 
a exceptionally small (e.g. Figure 2.13 for a = 0.01), we return to a single mode but it is the 
mode on the boundary. 
As the data-generating a gets smaller, fewer species are observed. When a — 1, the number 
of species observed is S0 = 965, then it decreases to S0 — 853 (a = 0.6), S0 = 775 (a = 0.4), 
and finally to Sa — 95 (a — 0.01). As a decreases the number of observations for abundant 
species gets larger, while the proportion of scarce species gets higher. 
Why is it that when a gets smaller, fewer species are seen? The reason for this is that as a 
gets small, the vector of 0;'s generated from Dirichlet{\sot) is concentrated on the vertices of 
the simplex containing vector 0 that sum to one. This pattern can be illustrated for the three 
dimensional case. Figure 2.14 shows the change of the distribution of 6 with a = 1, 0.01, 0.001. 
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Figure 2.12 Contour plot for the data from S = 2000, a = 0.4 with 
N=2000 
When a is larger (e.g. a = 1), the probability values are distributed evenly on the simplex. 
As a gets smaller, 0;'s tend to move toward the vertices of the simplex which have value 1 or 
0. This implies the other two species will never be seen. Thus when a is smaller, we observe 
less species. In higher dimensions, a small number of species provides all the data making it 
very difficult to infer the correct number of rare species. From this discussion, we see that our 
approach to inference for data under this model is ineffective if the data contain a lot of scarce 
species and very few abundant species. 
2.8 A Multivariate Hypergeometric Model 
As we have seen in Section 2.6, if the population size is not large compared to the sample size 
and the sample is obtained from sampling without replacement, the multinomial approximation 
required for our model can fail. In this case, it would be preferred to consider a multivariate 
hypergeometric model to describe the distribution of the observations. This section introduces 
a generalized multivariate hypergeometric model. No data analyses are provided here. 
41 
Figure 2.13 Contour plot for the data from S 
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2.8.1 The likelihood function 
Let No denote the population size which is known in our motivating example. Let S be 
the total number of species among the NQ animals, and let N{ denote the total number of 
animals for species i, i — 1, • • - , 5. It is clear that M' = N0. Let n be the size of the 
sample of animals observed, S0 be the number of observed species among these n animals, and 
yj, j  = !,•••,  S0 ,  be the number of observations for species j .  We still  use y = {y l t  - - ,  ys0},  
the vector of counts, to denote the data we observed. Note that Vj = n. If we are 
sampling without replacement with S known, then the distribution of y = {j/i, • •-,ys0} is 
multivariate hypergeometric with parameter N = {Ni, - -, 7VS}, i.e. 
v2/i ' yvs0 ' Pr(y|N) = 
C) 
However, if S is unknown, then as the reason described in Section 2.2, we should use a 
'generalized multivariate hypergeometric model", which is 
Pr(y|N,S)= -i- £ 
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Figure 2.14 Distribution of 6 for different ct's 
where W(S^) has the same meaning as in Section 2.2. There are two parameters involved in 
the likelihood function, N and S. The prior distribution for them and other needed hyperprior 
distributions are described as follows. 
2.8.2 Prior and hyperprior distributions 
A possible prior distribution for N is multinomial with parameter 0, 
= and %2% = 1 
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The reason for choosing this to be the prior distribution for N is that basically this distribution 
function can provide any kind of distribution pattern among the JVt-'s. 
The hyperprior distribution for 0 is chosen to be the conjugate prior distribution for multi­
nomial distributions, which is Dirichlet(Is»)- The choice for the hyperprior distributions for 
S is  the same as what  we used for  the mult inomial  case,  that  is  Pr(S)  = with 1  < S < NQ. 
We suggest a proper hyperprior distribution for a, which is proposed by Good (1965), and 
introduced in Section 2.2, 
1/2, a<l 
l/2a-\ a > 1. 
2.8.3 The posterior distribution 
The joint posterior distribution in terms of S, a, N, and 0 is 
p(N,e,S,a|y) oc fr(y|N)Pr(N|S,e)p(9|S,a)Pr(S)p(a) 
_ n\(Np — n)i ^  1 
Pi! - W 
A 
where I{a > 1} = 1 if a > 1, and 0 otherwise. 
The joint posterior distribution, p(N, 0, 5, a|y), can be factored asp(0|S, a, N, y)P(S, a, N|y). 
The first factor, p(0\S, a, N, y), is Dirichlet(N + la), and the second factor, p(S,a, N|y) is 
(up to a normalizing constant) 
P(S
'°'
N|y) 01 
We intend to use MCMC simulation to estimate the marginal posterior distributions and then 
draw inferences for each relevant parameter. 
2.9 Summary 
A multinomial-Dirichlet model is proposed for the analysis of data in which individual ob­
jects belong to different categories. A method is proposed determining the size of an additional 
sample that will allow us to see representatives from a given proportion of the categories with 
a certain confidence. This method uses Monte Carlo simulation as the primary machinery to 
calculate the required sample size. Simulation results show that sample size calculation in this 
way is feasible. Through simulation study, we show that the model is most suitable when the 
distribution of the frequencies is not exceptionally sharp, i.e. the data do not indicate many 
rare categories and few abundant ones. Additional work required for the generalized multi­
nomial model is to find a more appropriate sampling distribution and/or prior distributions 
for 9 so that the model can reflect extreme frequency distribution patterns. One possibility 
is to consider a mixture of two symmetric Dirichlet distributions for 6 corresponding to two 
kinds of species, common species and rare species. We also suggest a generalized multivariate 
hypergeometric model for the situation where the generalized multinomial distribution is not 
applicable. 
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CHAPTER 3 INVESTIGATION OF A GENERALIZED 
MULTINOMIAL MODEL FOR SPECIES DATA 
A paper to be submitted in Biometrics 
Hongmei Zhang 1 Hal Stern 2 
Abstract 
Boender and Rinnooy Kan (1987) and later Zhang and Stern (2003) use a generalized 
multinomial model to analyze species data and estimate the total number of species in a 
geographical region. In this paper simulation is used to study the relationship between the 
parameters in a Bayesian hierarchical model, the properties of the data generated by the 
model, and the plausibility of Bayesian inference for the parameters of the model for fixed 
data structure. Through simulations, we identify key features of data under the model for 
different parts of the parameter space, and reveal circumstances under which it is difficult to 
use the proposed model for estimating the total number of species. 
3.1 Introduction 
3.1.1 The species problem 
In a variety of fields of applications there are studies in which objects are sampled and 
categorized with interest in the number of categories represented. Applications include animal 
ecology where individual animals are sampled and categorized into species (e.g. Fisher et 
al. 1943), or word usage where individual works are sampled and each word defines its own 
category (e.g. Efron and Thisted 1976). More recently, the problem has begun to arise in 
1 Graduate student, and Author for correspondence, Iowa State University 
2 Professor, University of California, Irvine 
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bioinformatics with the sample items being DNA fragments. It is frequently of interest to 
estimate the total number of categories or species. Occasionally there is interest in estimating 
the relative proportions of all the species. Zhang and Stern (2003) are mainly interested in 
using an initial data set to plan future data collection in this context. 
There are various formal and informal approaches to deal with this type of data. Here we 
consider a model introduced by Boender and Rinnooy Kan (1987) and applied by Zhang and 
Stern (2003) for sampling design in a bioinformatics context. 
The Boender and Rinnooy Kan (1987) model performs nicely if the data demonstrates a 
balance between abundant species and scarce species. However, as pointed out by Zhang and 
Stern (2003), when there are many scarce species and several exceptionally abundant species, 
the number of total species is overestimated. The overestimation has serious consequences for 
planning future data collection. 
3.1.2 Section overview 
In this paper, we use simulated data to study a number of aspects of data generation and 
data analysis under the model. The rest of the paper is organized as follows. Section 3.2 
introduces the model used by Zhang and Stern (2003), including discussion of the assumptions 
of the generalized multinomial Bayesian model, and an approach to posterior inference for the 
parameters. Section 3.3 demonstrates application of the model using simulated data. The 
properties of data sets generated by the proposed model are discussed in Section 3.4. This 
analysis identifies the features of data under the model for different parts of the parameter 
space. In Section 3.5, various synthetic data sets are constructed and then analyzed using the 
generalized multinomial model under the consideration of different prior distributions of S. 
The posterior inferences based on the synthetic data provide insight into when the model will 
perform well and when it will perform poorly. Section 3.6 provides a deeper understanding 
about posterior inferences for the total number of species S using simulated data. The data 
sets in this section are similar to those in Section 3.5 but are simulated with a pre-specified 
value of the total number of species S. Section 3.7 gives a summary of the paper. 
48 
3.2 The Generalized Multinomial Model 
3.2.1 The likelihood function 
In this paper, we use the terminology of animals and species to refer to individuals and 
categories, respectively, although there are many other application areas. Let y; denote the 
number of observed animals of species i in a sample of size N. Suppose Sa is the number of 
different species observed in the sample and S is the total number of species in the population. 
The vector of species frequencies y = {yi, yi, •••, ys0} is one way to represent the observed 
sample. It can also be useful to represent the observed sample in terms of the frequencies 
rather than the species. Let x0 < N be the maximum frequency over all observed species and 
nx be the number of species captured x times, x = 1,2,..., x0. Then n = (ni, n2, • • •, nXo), the 
vector of counts for each frequency, is another way to represent the sample with 
Take the probability for species i  ( i  = 1, • • - ,50, • • -  , S )  to be captured as If we assume 
all animals are equally likely to be caught, then 0; represents the relative proportion of all 
animals that belong to species i. If not, then di combines the likelihood of being caught 
and the relative proportion of the population. Our focus is not on 9, so we do not discuss 
these parameters further. We also assume the population size is large compared to the sample 
size. This justifies the use of a multinomial rather than a hypergeometric sampling model. A 
standard multinomial model is not relevant here however, because the total number of species 
S is not known. The observation y only indicates that S0 species have been observed, but does 
not indicate to which subset of the 0,'s these observations correspond. In this case, the data 
represent a generalized multinomial distribution where we sum over all possible choices for the 
S0 observed species. Denote all subsets {ij,..., ig0} of S0 distinct species from {1,..., 5} as 
VF(S0), then the conditional distribution of y given 9 and S can be expressed as 
N — ^ ^  xnx  — ] yi .  
x=l i=1 
{M .•••,»'S0}£WZ(S0) 
(3.1) 
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which is the result given by Boender and Rinnooy Kan (1987), and applied by Zhang and 
Stern (2003). Both of those references provide additional discussions regarding the need for 
a generalized multinomial model in this setting. Recall one assumption for the generalized 
multinomial model is that the population size is large compared to the sample size. Zhang and 
Stern (2003) find this assumption can be limiting in practice. There they propose a generalized 
hypergeometric model. 
3.2.2 Prior distributions for the parameters 
We follow Zhang and Stern (2003) in carrying out a Bayesian analysis of species data 
using the generalized multinomial model. This section describes the specifications of prior 
distributions for 6 and 5, and hyperprior distribution for hyperparameter a. 
Prior distribution for 6 
We model 6 given 5 as a random draw from a symmetric Dirichlet distribution with 
parameter ce, which is the conjugate prior distribution for a multinomial sampling distribution. 
We write 
0|S, a ~ Dirichlet (Isa) (3.2) 
with 
P(°\S '  a)  = ^S(Ile') 
1 V®/ 1=1 
where Is is a vector of ones with dimension 5, and 6 = {61:- • -,9s} with £^=i = 1-
For a symmetric Dirichlet distribution, E(6i) = i, so the prior distribution of 0 assumes 
that there is no priority among the species, and all species are a priori equally likely (in 
expectation) to be captured. When a — 1, the distribution of 9 is then uniform over all  S 
tuples with J2Î= l — 1- The variance for each 0i is Var($i) = g(l- . With S fixed, the 
variance of will get smaller as a grows, and goes to 0 as a approaches to infinity. Therefore in 
this extreme case our prior distribution is a point mass corresponding to a uniform distribution 
over the S species. We can think of a as the "prior sample size" since it measures the strength 
of our belief in the uniform prior distribution. 
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One might expect this prior distribution is unrealistic in some situations in that we likely 
know that some species are a priori more likely to be observed than others. The reason for 
choosing a symmetric Dirichlet distribution is that we do not know S, and thus have no in­
formation to distinguish any of the i = 1, • • - , 5, from any of the others. In this case, the 
prior distribution for 9 has to be exchangeable. A possible solution that can address known 
heterogeneity but retain exchangeability is to consider a mixture of two symmetric Dirich­
let distributions corresponding to two different types, abundant species and scarce species. 
This approach is used by Morris et al. (2002) in an application to a Serial Analysis of Gene 
Expression (SAGE) data set where the total number of species S is known. 
Prior distribution for S 
The application that motivated this project is based on a sequencing project (not discussed 
in detail) that provides a sure upper limit on S. Denote the upper limit of S is S. The prior 
distribution for S is chosen to be the discrete uniform distribution, i.e. 
S ~ DUN I F(l,S) 
with 
Pr(g) = T\ (3.3) 
This prior distribution of S is proper and non-informative. 
Hyperprior distribution for a 
The hyperprior distribution for a used in this paper is chosen to be non-informative, specif­
ically we assume 
p(a) = a-!, a > 0. (3.4) 
This particular hyperprior distribution is equivalent to a flat prior distribution on 1/V<t, a 
quantity which is roughly proportional to the standard deviation of the prior distribution for 9. 
Such prior distribution has been found to be useful starting points in a number of hierarchical 
models, for example see Gelman et al. (1995). 
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The hyperprior distribution for a is improper, but the posterior distribution is proper. The 
proof works on the marginal poster distribution of S and a (derived in the next section) and 
is provided in the Appendix of Zhang and Stern (2003). 
3.2.3 The posterior distribution 
The joint posterior distribution of 0, S, and a is, up to a normalizing constant, 
p(0, S, a|y) cx p(y\0, S)p(6\S, a)Pr(S)p(a 
1 N\ yi A. Y S* 
1 t = l 
where, S € {S0, S0  + 1, • • - , S}, a > 0, and = 1-
The joint posterior distribution, p(0,5, a|y), can be factored as 
p(0\y,S,ot)p(S,a\y) , (3.5) 
where p{0 |y, S, a) is, 
s 
X6|y,S,a) (X [ ^ 
{ ' l , ' , ' = 1  
^ 22% = 1.(3.6) 
1=1 
The conditional posterior distribution of 0 is the sum of (sf's0)i Dirichlet densities. Every 
Dirichlet distribution in the summation is identical up to permutation of indices, and each 0j 
has an identical conditional posterior distribution. 
The other factor in (3.5), p(S, a|y), is 
***> " (3'7) 
where, S € {5C, S0  + 1, • • •, 5}, a > 0. This can be obtained in either of two ways, as the 
quotient , or by integrating out 0 from the joint distribution p(y, 0|S, a) and working 
with the reduced likelihood p(y|S, a). 
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3.2.4 Posterior inference 
The posterior distribution of S and A as given by (3.7) is difficult to study analytically. 
Instead we use Markov Chain Monte Carlo (MCMC) simulation, specifically Gibbs Sampling 
(Geman and Geman 1984), to generate draws from the joint posterior distribution. MCMC is 
a general method to simulate a stationary target distribution based on sequential draws from 
a Markov chain having the target distribution as its stationary distribution. 
The algorithm we find most effective is a combined Gibbs-Metropolis algorithm; each con­
ditional posterior distribution is not easy to sample from so we use a Metropolis-Hastings 
(Hastings, 1970) step for each. 
The conditional posterior distribution of S given y and A, and the conditional posterior 
distribution of A given y and S, up to a normalizing constant, are 
Pr(S|y,o) « (S- S„)!r(N + Stt)' ^ ^ {%,% + !, -,?} 
s> « wTsâjr f a +1:^ s'+ a )"-w' « > » m 
respectively. 
In a Metropolis-Hastings step, we need to specify a jumping distribution function for each 
parameter from which a candidate point is sampled. We also need to determine the acceptance 
probability for a candidate point. The convergence of the sampled sequences is evaluated using 
the Gelman and Rubin (1992a, 1992b) convergence diagnostic algorithm. 
Metropolis-Hastings jumping function for S 
The jumping function for S is a discrete uniform distribution with width determined by 
the parameter  The parameter  varies as  a  step function of  the current  value of  S, 
denoted as 
< S/2 
other wise 
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where, ai,and with 02 > aj are constant and chosen to achieve efficient convergence. Let 
5 '* '  denote the proposed value. As the candidate is restricted to lie between S0  and S, 
the discrete uniform jumping function is not symmetric near the boundary of SQ or S. The 
jumping distribution can be written as 
DUNIFIS^-^ -  + FCO-1)) ,  S0  + < S -  6^-^ 
DUNIFiS*'*-1') 5(t_1) >5-6(i_1). 
Metropolis-Hastings jumping function for a 
We use a random walk normal jumping distribution on the logarithm of a. Define <fr — 
log(a). Let denote the current sampled point, and <f>(*) denote the proposed value. Let 
V denote the variance of the Normal distribution, then the random walk jumping function for 
4> is 
When we do Gibbs sampling, the standard deviation, V, is initially set to be 1, and adjusted 
based on preliminary result to make the jumping function efficient. Gelman et al. (1996) have 
a detailed discussion regarding efficient Metropolis jumping rules. 
3.3 Posterior Inference: An Example 
3.3.1 The simulated data 
As an illustration, we apply our method to a simulated data set. The data are simulated 
from a population with S = 2000 species according to a multinomial distribution with N — 
2000 and 9 a random sample from Dirichlet(lsa) with a = 1. Table 3.1 describes the data as 
the number of species that appear exactly x times, x — 1, 2, • • •, x0. In this sample, the largest 
frequency x0 = 11 and the number of observed species is S0 = 965. 
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Table 3.1 Species frequencies 
x ï 2 3 4 5 6 7 8 9 ÏÔ ÏT 
# species 451 268 116 61 35 16 5 7 2 3 1 
3.3.2 Posterior inference for S and A 
We use the approach described in Section 3.2.4 to find the posterior distribution of S and 
A given the simulated data. We assume the upper limit on S is S = 20000. Multiple MCMC 
chains with a wide range of starting values are used. The convergence determination approach 
described by Gelman et al. (1995) is applied and draws after convergence are used in the 
posterior summaries. 
Figure 3.1 shows the contour plot of the joint posterior distribution of S and A. 
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Figure 3.1 Contour plot for the posterior distribution of 5, a based on data 
using S — 2000, A = 1 with N=2000 
The posterior mean of S is 1866. A 95% central posterior interval for S is (1576, 2337). The 
true value 2000 is contained in the interval. A 95% central posterior interval of a is (0.64,1.75), 
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which includes the true a = 1. The posterior mean of a is 1.09. 
In order to further understand the relation between S and A which is visible in Figure 3.1, 
we compare posterior inferences for each of the two parameters with the other fixed. Table 3.2 
gives posterior inferences for S with A = 0.1, 0.5,1, and 2. As A changes from smaller values 
to larger  ones,  the posterior  mean of S decreases.  Table 3.3 displays posterior  inferences for  A 
with S = S0,1500, 2000, and 5000. The posterior mean of A keeps decreasing as S increasing. 
This pattern implies that S and A are negatively related. This is not unexpected. Consider 
two extreme cases with a fixed S0, one is with A large, and the other is with A small. When 
A is large, the distribution of species is nearly uniform, and if iV > S0 we expect that we have 
seen most of the species. If a is small, then there are many species with low probabilities of 
being observed. In this case, the observed SQ species are a small subset of the total number 
of species. Further, as we will see in the next section, this pattern always exists and is not 
related to the sample size N. 
Table 3.2 Posterior inferences of S for different A values 
a — 0.1 a — 0.5 a — 1 a = 2 
Post, mean S 8307 2612 1872 1516 
Post, median S 8343 2603 1873 1515 
95% Post. Intev. g (7731, 9261) (2424, 2807) (1764, 1990) (1442, 1598) 
Table 3.3 Posterior inferences of a for different S values (the number of 
observed species S0 = 965) 
S = SO S = 1500 S = 2000 S = 5000 
Post, mean a 49.38 1.84 0.86 0.19 
Post, median a 34.6 1.83 0.85 0.19 
95% Post. Intev. a (15.30, 172.48) (1.53, 2.21) (0.74, 1.0) (0.17,0.21) 
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3.3.3 Effect of sample size 
We repeat the analyses given in Section 3.3.2 using different simulated data sets, each with 
the same parameter values as before (a = 1,5 — 2000) but with varying sample size. Table 
3.4 and 3.5 display the format of the data sets in terms of frequencies for N = 5000 and 
N = 50000, respectively. We expect that the posterior uncertainty regarding S should become 
smaller for larger sample sizes. This is supported by the contour plots of the joint posterior 
of S and A as shown by Figures 3.2 and 3.3. The negative association between S and A still 
exists. This can be seen from the two figures. 
Table 3.4 Species frequencies for N=5000 
x Ï 2 3 4 5 6 7 20 23 24 
# species 423 279 196 149 99 76 60 - - - 2 1 1 
Table 3.5 Species frequencies for N=50000 
x Ï 2 3 4 5 6 94 95 96 97 
# species 78 70 64 56 57 64 - • • 3 3 2 4 
3.4 The Data Generating Process 
It is natural to wonder whether the model under study generates species data of the type 
expected in a particular application. The relation between the pattern of the data observed 
under the model and the model parameters is explored in this section. 
3.4.1 Factorial study design 
We investigate the data patterns generated by the generalized multinomial model for dif­
ferent combinations of S and a values. Further as discussed by Zhang and Stern (2003), when 
the data-generating A is quite small, the estimate of S approaches the upper bound, which 
suggests that the model may no longer be appropriate for its application. This implies that 
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Figure 3.2 Contour plot for the posterior distribution of S, a based on data 
simulated using S — 2000, a = 1 with N=5000 
a plays an important role in determining the data pattern. This also indicates that it is im­
portant to consider especially smaller a values, and see what type of data is produced. The a 
values are chosen as follows: 
1 . 5  a  v a l u e s  a r e  p i c k e d  f r o m  0 . 0 2  t o  0 . 1  w i t h  c t j  =  0 . 0 2 ,  « 2  =  0 . 0 4 ,  •  •  - ,  a 5  =  0 . 1 .  
2. 11 a values are ranged from 0.2 to 2.2 with a6  = 0.2, a7  = 0.4, • • - , ct16 = 2.2. 
For S we select values ranging from 2000 to 20000 in a step of 2000, i.e. Si = 2000, S2 = 
4000, - -, S10 = 20000. There are a total of 160 different combinations of data-generating a 
and S. For every pair of (a, S), we generate 100 data sets and each data set has N = 2000 
observations. 
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Figure 3.3 Contour plot for the posterior distribution of 5, a based on data 
simulated using S = 2000, a — 1 with N=50000 
Properties of the data 
Many kinds of measurements can be used to characterize the data produced for different 
data-generating S and ex values. The quantities of primary interest relate to the distribution 
of frequencies and to the coverage of the species, i.e. the number of species observed. 
Let P denote the proportion of the sample belonging to the most common species, and n 
denote the proportion of species appearing in the sample. Then for each S and a combination, 
we observe 100 values of P, and 100 values of n. Generally, we report the median of the 100 
values for each S and a pair as a summary. 
The motivation for choosing these two measurements can be explained as follows. As 
discussed by Zhang and Stern (2003), when there are many scarce species and few exceptionally 
abundant species, analysis of the data gives unsatisfactory inference. It is thus natural to ask 
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what values of a and S will provide one or several very abundant species and many scarce 
species. There are also some other measures we have investigated including the proportion 
of the samples belonging to the first three most abundant species, and the proportion of the 
samples belonging to the first five most abundant species, but these are not discussed here. 
For clarity, we introduce some notations. For data set k, k = 1, • • •, 100, generated from 
ctj, Sj, i = 1, • • - , 16, j = 1, • • •, 10, 
1. let Xijk denote the maximum observed frequency among all observed species. Then 
Pijk = is the corresponding proportion of the sample that comes from the most 
abundant species. 
2. let 7Tijk denote the proportion of the 5 species observed in the sample of size N. 
3.4.2 Results 
We have found by simulations that the patterns described in this section are consistent 
across different sample sizes. Thus here we only give the results for N = 2000. We first 
describe the data pattern for each measure, then give a summary regarding the nature of the 
data produced for different 5 and a values. 
Maximum frequency in a sample of size N 
Figure 3.4 gives the median value of the proportions of samples that come from the most 
abundant species. It is plotted as median{Pijk,k = !,•••, 100} v.s. a,-, i = 1, - - - , 16 with 
di f ferent  p lo t t ing characters  used to  denote  di f ferent  values  of  Sj .  
Figure 3.4 shows different patterns for larger a and smaller a. It is known that when 
a approaches infinity, the Dirichlet distribution for 6 tends to be an S dimensional point 
mass with 6 = ^1. This means in the limit every species is captured with probability 1/S. 
Then when a approaches infinity, P behaves as the maximum proportion in a S dimensional 
multinomial distribution with equal proportions for each species. The expected value for each 
random variable ^ is 1/5 and the variance is 1^S^1^SK So when a is larger, the behavior of 
P tends to be only related to 5. If the given 5 is larger, the variation of the P values will be 
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Figure 3.4 The pattern of maximum proportions along with a 
smaller than its variation if the given S is smaller. This is supported by Figure 3.5, which is 
part of Figure 3.4 for a > 0.5. 
When a approaches 0, on the other hand, the values of 6 all go to the vertices of a 
S-dimensional simplex as discussed by Zhang and Stern (2003), and demonstrated for the 3-
dimensional case in Figure 3.6. This figure gives the pattern of 0 — {#i, #2, #3} when a = 0.01 
(Figure 3.6(a)), and a = 0.001 (Figure 3.6(b)). We see as a gets smaller, the 0,'s move 
toward the vertices of the 3-dimensional simplex. Under the extreme case, the proportion of 
maximum frequency in N observations will be 1, which means only one species is represented 
by N observations. As a gets smaller, the median of the maximum proportion values gets 
larger, i.e. the most common species is more and more common. 
The number of species among N observed animals 
Figure 3.7 gives the median value of the proportions of species represented by N = 2000 
observed animals. 
When a approaches to infinity, the variation among the 0{,i = 1, • • - , 5, goes to 0, which 
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Figure 3.5 The pattern of maximum proportions along with a (a > 0.5) 
means every species is captured with the same probability If we totally capture N individu­
als, then the mean number of observations for each species will be When this happens, the 
number of observed animals for each species approximately follows a Poisson distribution with 
mean Thus the probability of observing at least one animal for a species is 1 - e~N/s. This 
characteristic is reflected in Figure 3.8 for a larger than 1. The sample proportion of species 
observed gets closer to the line 1 — e~N! s  along with the increase of a. 
On the other hand, when a approaches to 0, as we have mentioned, all the values of 6 
tend to get close to one of the vertices of the S-dimensional simplex, i.e. we are likely to 
only capture animals from one species. This implies the data contain very little information 
regarding the total number of species. In this extreme case, the proportion of the observed 
species tends toward 1/5. This is also mentioned by Boender and Rinnooy Kan (1987). 
Discussion 
There are two main observations based on these simulations. First, small a values indicate 
that the species are heterogeneously distributed in a region. We find in the next section 
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(a) (b) 
Figure 3.6 Pattern of 6 in 3-dimensions with a = 0.01 (a) and a = 0.001 
(b) 
that data analysis for these cases is difficult. Secondly, when a is larger, the frequencies for 
each observed species are getting closer to each other. In this case, the species are roughly 
uniformly distributed in the region. Data of this type are easier to analyze with the generalized 
multinomial model. 
3.5 Inference Under The Generalized Multinomial Model 
This study was motivated primarily by the observation that posterior inference is very 
difficult (in the sense that results are not intuitive) under the generalized multinomial model 
for data with many scarce species and few exceptionally abundant species. Section 3.4 shows 
that situations like this are expected when a is exceptionally small. This kind of data is 
common in biological studies. We use synthetic data sets to develop further insight into how 
the model reacts to different types of data sets. 
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3.5.1 Simulation scenarios 
In order to investigate the performance of the model, we consider various types of synthetic 
data sets. In all the synthetic data sets, the number of observations is fixed to be N = 1000. 
We consider  four  di f ferent  values  for  the  number  of  observed species ,  S 0 .  These  are  S 0  = 
50,100,500,1000. The synthetic data sets are formed according to the following scenarios: 
I. All observed species have the same number of observations, i.e. y = Cjlso, where a = j-
and l s 0  i s  a  vector  of  l ' s  wi th  dimension S 0 .  
II. A proportion p of the species are observed one time each (rare species) with the rest of 
the observations spread out evenly among other species. We consider 3 different values 
of p, i.e. p = 0/25,0.5, and 0.75, and denote the corresponding scenarios as 11(0.25), 
11(0.5), and 11(0.75). 
For example, for case 11(0.25) with S 0  = 50 species, the data consist of 12 species having 
1 observation each (which is nearly 25% of 50 species), and the remaining 38 species each 
having 26 observations. 
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Figure 3.8 Illustration of the trend when a is large. The three straight 
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We consider two additional data patterns for S 0  = 500. 
III. Half of the observed species have one representative. There is variation among the 
remaining species but there is no exceptionally abundant species. The data are shown 
in Table 3.6 in terms of frequencies. This data has many rare species, but there are no 
species with very high observed frequencies. 
Table 3.6 The synthetic species frequencies for case III 
X 1 2 4 5 6 7 10 13 
# species 250 125 62 31 16 14 1 1 
IV. Again half of the observed species have one representative, but now there are several very 
abundant species. The data are displayed in Table 3.7. This data set not only has many 
scarce species, but also contains two species with high frequencies {x = 44, 60). 
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Table 3.7 The synthetic species frequencies for case IV 
x 1 2 3 4 5 44 6Ô~ 
# species 250 150 60 24 14 1 1 
The simulation scenario we just discussed is for the sample size N = 1000. Simulation 
shows that as long as the sample size is not too small, results from data sets with different 
sample sizes are quite similar. If the sample size is too small, then it is hard to distinguish 
between rare species and common species. 
3.5.2 Bayesian analysis results 
The inferential approach described in Section 3.2 is used to analyze the synthetic data sets. 
For discussion, we split the synthesized data sets into two groups. One group contains data 
sets such that all observed species having the same number of representatives (case I). The 
other group contains data sets with a mixture of abundant and scarce species (case II, III, and 
IV). When drawing posterior inference, the upper bound of the total number of species is set 
to be S = 20000. The posterior inferences provided here include posterior means, posterior 
medians, and 95% posterior central intervals for the relevant parameters. 
Data with constant number of observations for each species 
Data sets of this type suggest that each species has approximately the same probability 
to be captured. This is consistent with a large value of a. Table 3.8 gives a summary of the 
posterior distribution for log(a), and Table 3.9 gives a summary of the posterior distribution 
for  S.  
From Table 3.8, we see that, when each observed species contains the same number of 
observations, the estimated a values from these four synthetic data sets are all extremely 
large, although the values decrease as the actual number of observations per species (N/SQ) 
decreases. 
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Table 3.8 Posterior inference of l og  [a )  for case I 
So mean median 95% interval 
50 8.43 7.71 (5.17, 15.28) 
100 8.49 7.76 (5.22, 15.42) 
500 7.97 7.23 (4.72, 14.91) 
1000 5.55 4.80 (2.35, 12.10) 
Table 3.9 Posterior inference of S for case I 
S 0  mean median 95% interval 
50 50 50 (50,50) 
100 101 100 (100, 100) 
500 631 630 (599,665) 
1000 19339 19524 (17738, 19982) 
Table 3.9 indicates that our confidence that all the species have been seen increases along 
with the ratio of N/S0. With 50 species each seen 20 times we are confident that A is large 
and that all species have been seen, as indicated by the first line of Table 3.8 and Table 3.9. 
Note that for the case S0 = 1000 and consequently N/S0 = 1, we remain confident that each 
species is captured with similar probabilities, i.e. a is large, but there is greater uncertainty 
about the number of species. In fact the bottom line of Table 3.9 suggests that inference in 
this  case is  affected by the selected upper  l imit  of  S.  
Data with mixture of rare species and abundant species 
Tables 3.10 and 3.11 provide summaries of the posterior distribution of S and A for the 
synthetic data sets that include a mixture of rare and abundant species. These are for the 
cases II, III, and IV described in Section 3.5.1. 
Several trends can be observed in the tables. From Table 3.10, for each S0, we notice 
that as more scarce species are captured, more uncertainty is demonstrated in the posterior 
inference for  S.  When there  is  only about  25% rare  species ,  a l l  the  poster ior  es t imates  for  S 
are close to the observed number of species, and the estimates for a are all relatively large. 
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Table 3.10 Posterior inference of S and a  under Case II for 
p = 0.25,0.5,0.75 
Scenario: S a  
So rare species 
proportion 
max. freq mean median 95% int. mean median 95% int. 
50 0.25 26 55 53 (50,67) 0.93 0.90 (0.38, 1.64) 
0.5 39 12517 13389 (2424,19745) -6.71* -7.11* (-7.67*, -5.41*) 
0.75 69 12007 12847 (1946, 19710) -6.58* -7.07* (-7.65, -5.20*) 
100 0.25 13 105 104 (100, 114) 1.74 1.70 (0.98, 2.82) 
0.5 19 14260 14994 (5045,19862) -6.il* -6.30* (-6.71*, -5.20*) 
0.75 37 14001 14687 (4499, 19756) -6.06* -6.27* (-6.69*, -5.10*) 
500 0.25 3 631 630 (599,666) 7.41* 6.68* (4.18*, 14.36*) 
0.5 3 634 633 (601, 672) 6.04* 5.33* (2.85*, 12.52*) 
0.75 5 15786 16561 (7669,19855) 0.027 0.025 (0.019, 0.056) 
Note: values with superscript * are in the log scale. 
Table 3.11 Posterior inference of S and a  under Case III and IV 
Scenario: S a  
rare species 
proportion 
max. freq. mean median 95% int. mean median 95% int. 
500 0.5 13 1228 1167 (865,1851) 0.76 0.70 (0.32, 1.47) 
500 0.5 60 12511 13515 (2640,19724) 0.049 0.031 (0.020, 0.19) 
When most observed species are rare, i.e. p  = 0.75, the posterior estimates for S are large and 
near the upper bound. The posterior estimates for a in this case are all quite small. 
From Table 3.10, we also notice that abundant species play a role in increasing the un­
certainty regarding S. For p — 0.5, with SQ = 500 the uncertainty exhibited in the posterior 
distribution of S is much smaller than the uncertainty if S0 — 100. With p = 0.5, when 
S0 — 500, the maximum frequency of the synthetic data is 3, while when Sa — 100 the max­
imum frequency is 19, which is more than 6 times higher. This implies that the uncertainty 
of S could be still very high if the data involves exceptionally abundant species together with 
some rare species. Table 3.11, corresponding to cases III and IV in Section 3.5.1, attempts 
to demonstrate the effect of abundant species directly. With the same proportion of scarce 
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species, the estimate of S is close to the upper bound of 5, 5 = 20000, when the data contain­
ing two exceptionally abundant species; this does not happen if the data do not have any very 
abundant species. 
In summary, Tables 3.10 and 3.11 indicate that there are small estimates for a and corre­
spondingly large and unrealistic estimates for S if 
1. most of the observed species are rare and there are no exceptionally abundant species, 
or 
2. the data consist of a mixture of many rare species and one or several exceptionally 
abundant species. 
There is a major difficulty in applying the generalized multinomial model for such cases. 
Inferences are affected dramatically by the upper limit in our assumed prior distribution for 
S. This means that additional prior information should be used if possible. 
3.6 Simulations with S Specified 
In Section 3.5, we developed some insight regarding the performance of the generalized 
multinomial model based on synthetic data sets. We found that there are some unrealistic 
inferences for the total number of species, but we have no idea how far away the estimates are 
from the truth. In this section we repeat the analyses in Section 3.5 using synthetic data sets, 
but the data sets are generated based on a specified number for S. The specified S will help 
evaluate the quality of the posterior inferences. 
3.6.1 Simulation scenarios 
When simulating data sets, we assume the value of S is S — 100. The number of sampled 
individuals is set at N = 1000. We consider the following four cases. 
1. All the species are observed with the same probability, p .  With S =  100, we have 
p = 0.01. 
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2. 25% of all the species are observed with the same low probability pi, and the rest are with 
the same higher probability p2- With S — 100 we select pi = 0.001,P2 = = 0.013. 
3. 50% of all the species are observed with the same low probability pi, and the rest are with 
the same higher probability p2. With S = 100 we select pi = 0.001, P2 — = 0.019. 
4. 75% of all the species are observed with the same low probability pi, and the rest are with 
the same higher probability With S = 100 we have pi = 0.001, p2 = = 0.037. 
Table 3.12 gives the simulated data for each case. All the data shown in the table are described 
as the number of species that appear exactly x times, x = 1, • • •, xQ, where x0 is the maximum 
frequency. Here we still use N = 1000, but the size of N does affect posterior inferences. A 
discussion related to the choice of sample size N is given in Section 3.6.3. 
Although every data set covers most species (the smallest S 0  is 77), the pattern revealed 
by each data set is different. In the data corresponding to case 1, we observed all the species. 
Further, in this data set, the smallest x value is x = 2. The data set for case 2 covers 87 
species. There are only 7 species observed one time. We see more scarce species appear in the 
data sets for case 3 and case 4. There are 20 species with 1 representative in the case 3 data 
set, and 37 species in the case 4 data set. The maximum frequency is also getting higher along 
with the increase of the proportion of rare species. When most species are rare (case 4), we 
not only have many rare species, we also have several species with relative high frequencies. 
The highest frequency for the case 4 data set is 50, which is much larger than 18, the highest 
frequency in the case 1 data set. 
3.6.2 Bayesian analysis results 
We again use the approach described in Section 3.2 to analyze the synthetic data sets. The 
upper bound of S is set to be S = 20000. The posterior inferences here again include posterior 
means, posterior medians, and 95% central posterior intervals for S and a. For each case, we 
generate multiple data sets from the same pi, p2 or p values. The results for each data set of 
a case are quite similar. The inferences provided here are from one data set for each case. 
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Table 3.12 Simulated data set for cases 1, 2, 3, and 4 
case 1 (p = 0.01): x 0  - 18, S 0  = 100 
z 2 3 4 5 6 7 8 -- 16 17 18 
# species 1 119 5 7 8 4 1 1 
case 2 (0.25 rare species) :  x 0  = 22, S 0  = : 87 
z 1 2 3 5 7 8 9 10 20 22 
# species 7 5 2 1 2 5 5 2 3 1 
case 3 (0.5 rare species): x 0  = 30, S 0  = 81 
z 1 2 3 9 12 13 14 ••• 27 28 30 
# species 20 10 2 1 3 2 2 -- 2 1 1 
case 4 (0.75 rare species) :  x 0  = 50, S 0  -: 77 
z 1 2 3 4 29 CO
 
o
 
CO
 
h-L
 
48 49 50 
# species 37 11 4 1 3 2 1 1 1 1 
Table 3.13 shows the posterior inferences for S and a  under the four cases. The outcome 
matches what we have seen in Section 3.5. The uncertainty of S increases along with the 
increase of the proportion of the observed rare species. When there is no rare species or there 
are very few rare species, and the highest frequency is not large (cases 1 and 2), the posterior 
estimate equals or is close to the number of observed species, and also the estimate for a is 
large. The posterior mean for S is 100 for the case 1 data set, and 88 for the case 2 data set. 
In this case, we tend to underestimate the number of total species if we don't observe all the 
species. In the case 3 data, about 25% of the observed species have a single representative. 
The property of this data set is comparable to the property of the case 11(0.25) data set 
discussed in Section 3.5.1. The posterior mean of S is 130, which is larger than but close to 
the truth. Actually, the true value S = 100 is still in the 95% central posterior interval. In 
the case 4 data set, we observe many rare species (more than 45% of the observed species) 
and several exceptionally common species, the inference for S gets very uncertain. This agrees 
with the summary given in Section 3.5.2. The posterior mean for S is 8768 which is highly 
overestimated. The posterior estimate of a is accordingly quite small. The wide posterior 
interval implies the huge uncertainty. 
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Table 3.13 Posterior inference of S and a  under Cases 1, 2, 3, and 4 with 
N = 1000 
Scenario: 
cases S 0  max. freq 
S a  
mean median 95% int. mean median 95% int. 
1 .  p  =  0.01 100 18 100 100 (100, 100) 4.93* 4.43* (2.95*, 9.92*) 
2. 0.25 rare spec. 
Pi = 0.0001 
P2 = 0.013 
87 22 88 87 (87,90) 4.01 3.88 (2.40, 6.36) 
3. 0.5 rare spec. 
pl = 0.0001 
p2 = 0.019 
81 30 130 114 (90, 264) 0.40 0.39 (0.10, 0.80) 
4. 0.75 rare spec. 
Pi = 0.0001 
P2 = 0.037 
77 50 8768 7886 (580,19478) -5.75* -6.01* (-7.01*, -3.33*) 
Note: values with superscript * are in the log scale. 
3.6.3 Affect from the sample size N 
In the previous section, the sample size N is chosen to be N = 1000. When simulating 
the data sets, the proportion pi of rare species for each data set is with respect to the total 
number of species S in the population. In this case, the sample size will affect the posterior 
inference of S, because if we collect more data then more rare species are collected, and thus 
more information is obtained. This will certainly reduce the uncertainty regarding S. In this 
section, to support this, we take the sample size to be N = 10000, and repeat the analyses of 
Section 3.6.2 for cases 2 (0.25 rare species), 3 (0.5 rare species), and 4 (0.75 rare species). 
We use the values for Pi,P2 mentioned in Section 3.6.1. With N = 10000, every data set 
covers all the species. Among these three data sets, only one data set has a species with one 
rep re sen t a t i ve .  Tab le  3 .14  p rov ides  t he  summar i e s  fo r  t he  pos t e r io r  d i s t r i bu t ions  o f  S and  a  
under the three cases. The posterior estimates of S from cases 2 and 3 (25% and 50% rare 
species, respectively) are very close to the truth S = 100. When there are 75% rare species 
in the whole population, the posterior inference of S is much better than the inference when 
N = 1000. 
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Table 3.14 Posterior inference of S and A under Cases 2, 3, and 4 with 
N = 10000 
Scenario: 
cases So 
s a 
mean median 95% int. mean median 95% int. 
2. 0.25 rare spec. 
Pi = 0.0001 
P2 — 0.013 
100 101 100 (100, 102) 1.34 1.33 (0.99, 1.75) 
3. 0.5 rare spec. 
Pi — 0.0001 
p2 = 0.019 
100 110 108 (102, 123) 0.49 0.48 (0.32, 0.68) 
4. 0.75 rare spec. 
PI = 0.0001 
P2 = 0.037 
100 216 186 (126,495) 0.12 0.13 (0.035, 0.26) 
3.7 Summary 
This paper uses simulated data to examine various properties of the generalized multinomial 
model. By fixing parameter values and generating repeated data sets, we are able to identify 
key features of data under the model for different parts of the parameter space. Also we 
construct synthetic data sets and analyze them using the generalized multinomial model. In 
this way we identify specific features of the data sets that are likely to make inference difficult. 
We found that parameter a plays an important role in determining the pattern of the data. 
Small a corresponds to probability vector 6 that assign high probabilities to a few species and 
very low probabilities to most. Data produced with such a values is quite different from data 
produced with large values of a. The synthetic data sets consistent with small a are generally 
those with many rare species. This type of data is hard to fit with our generalized multinomial 
model. In particular, data analyses for such data sets appear to be influenced heavily by our 
prior distribution for S. This reminds us that in this case it is difficult to draw inferences 
without further information. 
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CHAPTER 4 ANCESTRY PROBABILITY ASSESSMENT IN THE 
PRESENCE OF GENOTYPING ERRORS 
A paper to be submitted in Genet i c s  
Hongmei Zhang 1 Hal Stern 2 
Abstract 
This paper develops an approach to estimating the probability that a particular inbred 
line is an ancestor of a given hybrid, in the presence of misclassified alleles. A simulation 
study indicates that if reclassification is ignored, ancestry probabilities can be overestimated. 
A method for estimating the generally unknown reclassification rate is also provided. The 
developed methods are applied to simulated data and a data set containing maize SSR marker 
profiles. 
4.1 Introduction 
4.1.1 Establishing parentage 
Establishing parentage is important in many biological settings. It secures legal relation­
ships in human beings and helps to protect intellectual property in plant varieties. 
A number of methods exist for establishing parentage; some of these are reviewed below. 
Our starting point is the work of Berry et al. (2002) on identifying ancestors of hybrid lines 
among a collection of inbred lines using simple sequence repeats (SSR) marker profiles. Their 
approach calculates the posterior probability of an inbred line being an ancestor of a given 
hybrid. As is typical for such methods they do not explicitly account for errors during geno-
1 Graduate student, and Author for correspondence, Iowa State University 
2Professor, University of California, Irvine 
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typing, though they do provide results indicating their method is robust to such errors. We 
modify their approach to explicitly allow for genotyping errors and study the performance of 
the two approaches. We also explore methods for estimating the genotyping error rate. 
4.1.2 Literature review 
Development of biotechnology has created the opportunity to use genetic material to iden­
tify ancestors or pairwise relationships. Most work in this area uses exclusion analysis. Alder-
son et al. (1999) use SSR markers to determine parentage in brown head cowbirds for a given 
offspring, Ellstrand (1984) identifies multiple paternities within the fruits of the wild radish 
based on known multilocus genotypes of the maternal parent, and Chakraborty et al. (1988) 
derives from the male and female gene pools an analytical expression for the probability of 
males excluded from paternity assuming the mother of the offspring is known. Other work in 
ancestry assessment depends on likelihood evaluation. Berry et al. (2002) develop a probability 
model to calculate the likelihood for an ancestor candidate being the true ancestor of a given 
hybrid. Marshall et al. (1998) identify paternity in a sample of red deer based on likelihood 
ratio comparisons. The likelihood ratio represents how much more likely it is that the alleged 
father passed his genes to the offspring rather than an arbitrary male would do. However, 
many of the suggested methods don't account for errors when determining the relationship. 
These errors could be caused by laboratory errors or seed source errors. Errors in genetic data 
can cause serious problems for biological inference, as mentioned by Cardon et al. (1994), and 
emphasized by Ewen et al. (2000). 
Ewen et al. (2000) describe different types of errors in genetic analysis. One type is 
called relationship misspecification. It refers to the possibility that the believed relationship 
among organisms is incorrect. This can be caused by adoption, alternate paternity, or sample 
mis-handling. The second type is genotyping error where the recorded allele score is not the 
same as what would be found in the ancestor. This can be caused by mutation, or mis-scoring. 
Other types of errors include misspecification of allele frequencies and of marker-map distances. 
Among all kinds of errors, genotyping errors are among the most frequently occurring errors 
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(Ewen et al. 2000). In this paper, we focus on genotyping errors, as this is the error type most 
directly related to our ancestry probability calculation. 
There are some studies related to parentage identification that allow genotyping errors. For 
example, Broman (1998), based on the work of Boehnke and Cox (1997), identified pairwise 
relationships by comparing the likelihoods of observing the genotypes of two individuals on 
all the available loci given a putative relationship between the two individuals; the model 
used allowed for constant error rate. He assumed the error rate to be known. Epstein et 
al. (2000) drew inference of pairwise relationship using the method of maximum likelihood. 
The MLE provides the relationship under which the likelihood of observing the genotypes of 
two given individuals on all markers is maximized. They also assumed a known error rate 
in their likelihood evaluation. Marshall et al. (1998) drew paternity inference in red deer 
based on likelihood-ratio comparisons in the presence of unknown genotyping errors. They 
provided an approach to estimate the genotyping error rate based on the observed number of 
parent-offspring mis-matches. SanCristobal and Chevalet (1997) suggest a method of maximum 
likelihood to identify parents, then incorporate the MLE of the unknown error rate. 
In this paper, we allow for possible genotyping errors in the posterior probability calculation 
of Berry et al. (2002). We assume only hybrid alleles are possibly misclassified. This is 
optimistic because one certainly expects that errors occur for the alleles of both inbred ancestor 
candidates and hybrid offsprings. However, it is reasonable to assume a much lower error rate 
for the inbred lines due to the procedure of allele scoring. 
4.1.3 Section organization 
We start from the Berry et al. (2002) probability model, and improve their approach by 
accommodating reclassification into the probability calculation. The results obtained by the 
two approaches, those explicitly accounting for errors and those not explicitly accounting for 
errors, are compared. We also describe how a maximum likelihood method can be used to 
estimate the genotyping error rate. 
The rest of the paper is organized as follows. In Section 4.2, a description of the Berry 
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et al. (2002) approach is given, and we review the ancestry probability calculation based 
on Bayes' rule. Section 4.3 develops a method for accommodating misclassified alleles on 
hybrid offspring loci into the probability calculation. Section 4.4 provides simulation results 
that compare the performance of the two approaches under various situations. Methods for 
estimating the error rate are given in Section 4.5. The best method to use depends on the 
amount of available information and the amount of available computing time. Simulation 
results for reclassification rate estimation are also presented in this section. An application 
to maize SSR marker profiles is given in Section 4.6. In this section, the estimated error rate 
is incorporated in the ancestry probability calculation. We summarize our results in Section 
4.7. 
4.2 Berry et al. (2002) Approach Review 
4.2.1 Overview 
The Berry et al. (2002) approach for calculating the probability of closest ancestry is 
based on Bayes' rule. In this section, we present and discuss their calculation of ancestry 
probabilities. We use the same notation as Berry et al. (2002) for most quantities. 
Suppose we have a hybrid whose parentage is unclear or unknown, and many inbreds that 
are possible ancestors of the hybrid. Further, we have genetic marker information (simple 
sequence repeats or SSR) for both the hybrid and all the inbreds. 
Let i  and j  denote two possible inbred ancestors in the available set of inbred ancestor can­
didates. We calculate the probability that inbreds i and j are the closest ancestors of the hybrid 
g iven  t he  marke r  i n fo rma t ion  fo r  t he  hyb r id .  Deno te  t h i s  p robab i l i t y  a s  P r ({ i , j } |X) ,  whe re  X 
denotes the collection of SSR information for the hybrid. The notation does not explicitly men­
t ion  t he  inb red  marke r  p ro f i l e s .  We  a s sume  these  a r e  cond i t i oned  on  th roughou t .  Pr( { i ,  j } \X)  
is calculated using Bayes' rule. Let Pr({i,j}) denote the marginal or prior probability assigned 
to the event that inbreds i and j are the ancestors. It is common to assume Pr({i,j}) is the 
same for all pairs. Define Pr(X\{i,j}) to be the conditional probability of observing the hybrid 
SSR re su l t s  g iven  i ,  j  as  t he  c lo se s t  ances to r s ,  and  l e t  W(K)  =  {{%,  v } ,  u ,  v  =  K ,  u  ^  v }  
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denote the set of all possible pairs formed by the K ancestor candidates. 
Using Bayes' rule, we have 
fr({w)|X) fr(X|{w})Pr({U}) f r(X|{u, v})Pr({u, u}) 
Pr(X|{iJ}) (4.1) 
YJ{u ,V}£W{K)  Pr {X |{w, u}) ' 
The last equation follows from the assumption that Pr( {u ,  u}) is constant. The probability 
that a particular inbred candidate is one of the closest ancestors of the hybrid is just the sum 
of Pr({i, u}|X) over all inbreds v with i ^ v, i.e. 
It is easy to see that this probability value is at most one. 
To apply (4.1), we must calculate Pr(X\ {u ,  u}) for each pair of candidates {u ,  u}. Let 
Xm be  the  s e t  o f  ( two)  a l l e l e  va lues  o f  t he  hyb r id  a t  l oca t i on  o r  l ocus  m,  m — 1 ,2 ,  •  •  -  ,  M. 
The allele values can be thought of as numerical indices. Though any allele on the hybrid 
markers must be inherited from one of its parents, it is not possible to determine which allele 
comes from which parent. The data are thus unordered pairs, that is to say, Xm = (8, 9) 
and Xm = (9, 8) both indicate that one allele takes value 8 and the other allele takes value 
9. Pr(Xm\{u, u}) is the probability of observing Xm in the hybrid offspring on locus m given 
inbreds {u, u} are the closest ancestors. Further, assuming all the SSR loci are independent, 
Pr(X\{u, u}) is a product of Pr(Xm\{u, u}) over the various SSR loci, 
4.2.2 Calculating Pr(X m \ {u ,  u } )  
The key element of the Berry et al. (2002) approach is the calculation of Pr(X m \ {u ,  u}) on 
locus TO. Given that {u, u} are the closest ancestors of the hybrid, we must determine whether 
each ancestor passes or does not pass an allele to the hybrid. Note if u, v are parents and there 
is no mutation, then each will pass one allele onto the offspring. In general though we must 
allow for the possibility that the closest ancestors are grandparents or more distant relations. 
(4.2) 
(4.3) 
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Let p denote the probability that one of the inbred alleles came through in the hybrid given 
that the inbred is one of the two closest ancestors. Following Berry et al. (2002), we take p to 
be the same for each inbred line. There are four exclusive possibilities regarding transmission 
of genetic information from u, v to the hybrid line. 
1. Alleles from both u and v  are passed to the hybrid. Denote this event as Y Y (for "yes" 
and "yes", respectively). We have P(YYj{u,u}) = p2. 
2. Allele from inbred u is passed to the hybrid, but no allele from inbred v  is passed to 
the hybrid. Denote this event as YN (for "yes" and "no", respectively). We have 
P(YN\{u, y}) = p(l - p). 
3. Allele from inbred v  is passed to the hybrid, but no allele from inbred u is passed to the 
hybrid. Denote this event as NY. We have P(NY\{u, u}) = (1 — p)p. 
4. Neither an allele from u nor v  is passed to the offspring. Denote this event as NN.  We 
have P(NN\{u, u}) = (1 — p)2. 
Berry et al. (2002) consider two possible values for p, p = 0.5, or 0.99. They considered 
p = 0.99 as corresponding to the case with the closest ancestors being parents; they did not 
use p = 1 in order to allow for possible mutations. However it is possible that the closest 
ancestors are not parents in which case p = 0.99 is not correct. Berry et al. (2002) found that 
when the closest ancestors are known to be parents, using p = 0.5 (the value it would take if 
the ancestors were grandparents) still gives good results in ancestry identification. 
If an inbred's allele on locus m does not come through, then the allele the hybrid has on this 
locus could be from another not included ancestor, a result of laboratory error, or the result of 
mutation. In this case, we assume that the allele is chosen randomly from the available alleles 
on locus m, with each known allele having probability l/nm, where nm is the total number of 
a l l e l e s  known  t o  ex i s t  a t  t he  SSR locus  m.  
We calculate Pr{X m \ {u ,  u}) by the law of total probability, 
Pr(X m \ {u ,v } )  =  Pr (X m ,YY\ {u ,v } )  +  Pr (X m ,YN\ {u ,v } )  
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+Pr(Xm, #y|{w, u}) + f r(%m, ATjV|{w, u}) 
= f r(%m|yy, {«, r})f (yy|{«, «;}) + f r(X^|y^, {w, u})f (yAT|{u, r}) 
+fr(X^|Ny, {«, t,})P(#y|{%, u}) + f r(%m|^N, {«, r})f (N7V|{u, u}) 
= p2pr(X^|yy, {«, %}) + p(l - p)f r(%m|y;v, {*, r}) 
+(1 - p)pfr(X^|ATy, {%, u}) + (1 - {«, „}) (4.4) 
The four component terms Pr(X m |?, {u, u}) with ? taken from YY,YN,  NY,  NN are deter­
mined according to the laws of genetics and our assumptions. The calculation of the four 
components depends on a number of factors. These factors include the zygosity of the hy­
brid, i.e. whether the hybrid is homozygous or heterozygous, the zygosity of the inbreds, and 
whether there are any missing alleles. It is not possible to cover all the possible cases here. In­
stead, we give an example as in Berry et al. (2002) to demonstrate the key ideas in calculating 
Pr{X m \ {u ,v } ) .  
4.2.3 An example for calculating Pr(X m \ {u ,  u } )  
In this example, we assume the two inbreds, u and v ,  are homozygous, i.e. have two 
copies of a single allele on every SSR locus. This is common in the maize example considered 
by Berry et al. (2002). The hybrid assumed to be the offspring of the two inbreds has two 
alleles on every SSR locus. In the example, we assume only three SSR loci available. Also, in 
this example, we assume no errors in the data. 
Table 4.1 Alleles for the hybrid and the two inbreds on three SSRs 
m,  (SSR locus) n m  X m  u v  
1 3 ab  aa  bb  
2 4 bd  bb  cc  
3 5 ab  cc  dd  
Table 4.1 gives the alleles for the hybrid and the two inbreds on the three loci. The table 
indicates that for the first locus (m — 1), we have ni = 3 known possible alleles on this locus, 
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one in addition to the two observed alleles a  and b .  Locus 2 and 3 also have one known allele 
in addition to those listed. 
Now we use (4.4) to calculate Pr(X\ \ {u ,  u}) on locus 1 based on information from the 
first row in the table. There are four terms in (4.4), which implies we need to consider four 
situations. 
1. If event Y Y  happens, which means an allele from u and an allele from v  passed to the 
hybr id ,  t hen  we  mus t  s ee  ab .  Thus  Pr(X\ \YY,  {%,  u})  = 1.  
2. If event YN happens, then an allele from inbred u came through, but not one from 
inbred v. In this case, the observed allele a must be from u, while the other observed 
allele b occurs with probability 1/3, since it is assumed to be randomly selected from the 
3 possible alleles. This gives Pr(Xi\YN, {m, u}) = 1/3. 
3. If event NY happens, then an allele from inbred v  came through, but not one from inbred 
u. This case is analogous to case 2, and Pr(Xi\NY, {u, t>}) = 1/3. 
4. If event NN happens, then neither u nor v  passes its allele to the hybrid. In this 
case, alleles a and b are observed by chance, and each with probability 1/3. The 
probability of observing ab would be 2(1/3)(1/3) because the alleles are unordered, i.e. 
Pr(%i|NN, {«, „}) = 2(l/3)(l/3) = 2/9 
With p  = 0.5, and the results above, we have from (4.4) Pr(Xx\ {u ,  u}) = 17/36 
Similar calculation for locus 2 and locus 3 can be done. Table 4.2 gives the values for 
Pr(Xm\{u,v}),m = 1,2,3, together with the values for the four terms Pr(Xm\l, {u, u}) for 
each TO, where ? stands for YY,YN, NY, or NN. For locus 2, there is less evidence in favor 
of the proposition that {u, u} are ancestors compared to the evidence for locus 1. For locus 
3, the evidence is even less, as there are no common alleles between the hybrid and the two 
inbreds. 
After we obtain the value for Pr(X m \ {u ,  v } ) ,m= 1, • • •, M, then we can use (4.3) to find 
the joint probability for all loci, i.e. Pr(X\{u, u}). Finally, the calculation for the probability 
of inbreds i and j being ancestors, Pr({i,j}\X), is conducted using Bayes' rule as in (4.1), and 
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Table 4.2 Probability of observing hybrid alleles on three SSR loci given 
{it, u} are the ancestors 
SSR Locus m YY y# #y 7VN Pr{X m \ {u ,v } )  
1 1  1/3 1/3 2/9 17/36 
2 0 1/4 0 2/16 3/32 
3 0 0 0 2/25 2/100 
the probability that a particular inbred candidate is one of the closest ancestors of the hybrid 
is calculated using (4.2). 
4.2.4 Summary regarding the robustness of the Berry et al. approach 
Berry et al. (2002) did not explicitly involve genotyping errors in their probability cal­
culations. To determine the importance of genotyping errors and to examine the effect of 
missing data, Berry et al. (2002) artificially modified their original data by eliminating specific 
proportions of alleles that had been scored (this gives missing data) and/or by misclassifying 
(mis-scoring) other alleles. Totally 5 maize hybrids together with 586 inbred lines with allele 
information on 195 loci are considered. Berry et al. (2002) used different levels of missing data 
and mis-scored data. For example, in order to evaluate the robustness of the approach with 
respect to mis-scored alleles, they simulated mis-scored data at the levels of 2% of the loci, 5% 
of the loci , 10% of the loci, and 25% of the loci for all hybrids and all inbreds. They examine 
the effect of these error levels by comparing the number of correctly identified ancestors with 
and without genotyping errors. The value of p is chosen to be p — 0.5. 
If 25% mis-scored alleles are considered (no missing data), which is the highest level of 
m is-scoring, and all available SSR loci are used to calculate the probability Pr({i, j}\X), then 
there is only one mis-identified ancestor. However, if there is 25% missing data, together with 
25% mis-scored alleles, there is only one hybrid whose ancestors are both correctly identified. 
They conclude that levels of missing or mis-scored data should be kept below 15 to 20%. 
To see the effect from different p  values, Berry et al. (2002) chose 54 maize hybrids and 586 
83 
inbreds with allele information at 195 loci. They compared the ancestor identification results 
using p = 0.5 and p = 0.99. Their database contained the true parents for the hybrids, which 
means p = 0.99 would be appropriate. However the percentage of the hybrids whose ancestors 
are correctly identified is still high if p = 0.5 is assumed. Specifically, using p = 0.99 gives the 
percentage of hybrids with both parents correctly identified being 96%, while using p = 0.5 
gives a correct identification percentage of 89%. Further, they found that using p = 0.99 is 
less robust for identifying other relatives such as grandparents. From this point of view, taking 
p = 0.5 is safer when we are not sure whether the parents are among the candidates or not. 
They thus suggest that if it is for sure that the parents are among the candidate list of 
inbreds, then p = 0.99 should be preferred, otherwise, p — 0.5 is more robust against mutation, 
and other kinds of errors. In the remainder of this article, the value of p is set to be p — 0.5 
when calculating ancestry probabilities. 
4.3 Incorporating Genotyping Errors 
In this section, we describe a method that incorporates mis-scoring or genotyping errors 
into the probability calculation (4.1). As in Section 4.2, the key for that probability calculation 
is determining the probability of observing alleles Xm on marker m given {«, u} ancestors, i.e. 
Pr(X m \ {u ,v } ) .  
4.3.1 Calculating Pr(X m \ {u ,v } )  with genotyping errors for hybrids 
In this section, we describe how to calculate Pr(X m \ {u ,  v}) while accommodating genotyp­
ing errors only on hybrids. This is optimistic because one certainly expects that errors occur 
for the alleles of both inbred ancestor candidates and hybrid offsprings. The assumption is jus­
tified to some extent in the context of a hybrid crop. As mentioned by Stephen Smith (Pioneer 
Hi-Bred International, Inc.), some theoretically heterozygous SSR loci can be scored in error 
as homozygotes due to allelic competition in DNA annealing and amplification. However, this 
situation normally does not occur in homozygous inbred lines, which makes it reasonable to 
assume a much lower error rate for the inbred lines. 
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In order to be clear, when genotyping errors are accommodated, we use Pr(X m \ {u ,  u}, TT) 
to be the probability of observing Xm given that {%, u} are the ancestors and the error rate 
i s  7 T .  As  needed  subsequen t ly ,  we  a l so  u se  t he  no t a t i ons  P ({ i , j } |X ,  T T) ,  and  P r (X |{u ,  U } ,  n)  
in place of P({i, j}\X), and Pr(X\{u, ?;}) when probabilities of misclassification errors are 
inc luded  i n  t he  ca l cu l a t i ons .  Suppose  t he re  a r e  M ava i l ab l e  l oc i .  Le t  A m  =  { (a t m ,  b t m ) } ,  m  =  
!,•••, M, be the set containing all possible true allele pairs on locus m of a hybrid, and 
Xm = (aom, bom), m — 1, • • •, M, denote the observed allele pairs on the locus. When allowing 
for possible hybrid genotyping errors, we have 
where, Pr( (a t r n , b t m ) \ {u ,  u}) is the probability that the hybrid has true alleles (a t r n , b t m )  on 
locus m given {u,v} the closest ancestors. As (atm,btm) are the true alleles on locus m, 
the calculation of this quantity is the one given by Berry et al. (2002) and described in 
Section 4.2. Pr((aom, 60m)|(atm, 6tm), TT) is the probability of observing (aom, bom) given the 
true alleles on the locus being (atm, btm). Once we calculate Pr((aOTn, bom)\(atm,btm), n), then 
it is straightforward to accommodate errors using (4.5). 
4.3.2 Calculating Pr( (oom,  b o m ) \ (a t m , b t m ) ,  TT)  
We assume a constant genotyping error rate w on every locus. We use n m  to denote the 
number of available alleles on locus m. If a true allele is not correctly identified, then we 
assume the observed allele is chosen randomly according to a uniform distribution over the 
other available alleles. The value of Pr((aom, bom)\(atm, btm), n) is determined for different 
situations as listed below. 
1. Observed alleles are the same as the true alleles, i.e. (aom, b o m )  =  (a t m , b t m ) .  Because, 
as mentioned earlier, (oom, bom) and (otm, btm) are unordered pairs, we need to consider 
two situations, the homozygous and heterozygous cases. 
• The homozygous case, i.e. a o m  = b 0 m , a t m  = b t m .  In this case, since both the 
observed alleles and the true alleles are homozygous on locus m, the order does 
X^ P r ( ( a °™> b om) \ {a tm,  b t m ) ,  n )Pr{ {a t m ,  b t m ) \ {u ,  v})], (4.5) 
A 
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not matter. Therefore, the probability of the two hybrid alleles on locus m being 
correctly identified would be the joint probability of each being correctly identified, 
i.e. Pr( [a o m ,  b o m ) \ (a t m ,  b t m ) ,7r )  =  (1 - tt)2. 
• The heterozygous case, i.e. a o m  ^ b o m , a t m  ^ b t m .  For an example, {a o m , b o m )  — 
(8,9) (observed), (atm, btm) = (8,9) (assumed true alleles). When the observed 
alleles and the true alleles are heterozygous, the order of the alleles matters. The 
probability is then calculated as the sum of the probabilities that both hybrid alleles 
are correctly identified, e.g. (8 —» 8,9 —> 9), and that one allele is identified as the 
o the r  and  v i ce  ve r sus ,  e . g .  ( 8  - »  9 ,9  -»  8 ) .  We  have  Pr( (a o m ,  b o m ) \ (a t m ,  b t m ) ,  n )  =  
(1 — 7r)2 4- tt2/(nm — l)2. 
2. One of the two observed alleles is the same as one of the two true alleles. Several different 
s i t ua t i ons  a r i s e  depend ing  on  whe the r  t he  obse rved  a l l e l e s  o r  t he  t rue  a l l e l e s  on  locus  m 
are homozygous or heterozygous: 
• The observed alleles are homozygous, but the true alleles are not, i.e. a o m  = 
bom,atm # bim. For example assume {a0m,b0m) = (8,8),{atm,btm) = (8,9). In 
this case, Pr((a0m, bom)\(atm, btm), tt) = (1 - ir)-ir/(nm - 1) which is the probability 
of 8 —^ 8, 9 —^ 8. 
• The true alleles are homozygous, but the observed alleles are not, i.e. a o m  /  
b0m,atm = btm. For example assume {aom,bom) = (9,8), (atm,btm) = (8,8). In this 
case, Pr((aom,bom)\(atm,btm), n) — 2(1 - 7T)TT/(nm - 1), which is the summation of 
the probability of 8(atm) -4 8, 8(6<m) -> 9 and 8(aim) 9, 8(btm) -> 8. 
• Both of the observed alleles and the true alleles are heterozygous, i.e. a o m  ^ 
bormdtm ± btrn. For example assume (aom,bom) = (8,9), (atm,btm) = (8,6). In 
this case, Pr((aom, bom)\(atm, btm), tt) = (1 - 7r)7r/(nm - 1) + 7r2/(nm - I)2 which is 
the sum of the probability of 8 —» 8,6 —» 9 and 8 —¥ 9, 6 —»• 8 
3. Neither of the two observed alleles are the same as the true alleles, i.e. a o m  ^ a t m ,  
bom btm, aom # btm, and bom / atm. Two situations need to be considered depending 
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on whether the observed hybrid alleles are homozygous or heterozygous. 
• Observed alleles are homozygous, i.e. a o m  — b o m .  The true alleles can be ho­
mozygous or heterozygous. For example (aom,bom) = (8, 8), (atm, btm) = (9,9) or 
(^omi bom) — (8,8), (ct^m, ) — (6,9). In this case, •f>r((ctom, 60m)|(ct^m, 6^m), 7r) — 
tt2/{nm ~ I)2, which is the probability that both of the alleles are incorrectly iden­
tified. 
• Observed alleles are heterozygous, i.e. a o m  ^ b o m .  The true alleles can be ho­
mozygous or heterozygous. For example, (aom,bom) - (8,9), (atm,btm) = (6,6) or 
i^omi b0m) — (8)9), (atm; btm) — (6)5). In this case, Pr((aom> bom) I (fitmi btm) > "") = 
2ir2/(nm — I)2, which is the summation of the probabilities, for example, that 
6(atm) —^ 8,6(btm) 9 and that 6(atm) —>• 9,6(btm) —> 8. 
After Pr( (a o m , b o m ) \ (a t m , b t m ) , i r )  is calculated for each marker using the relevant formula 
based on the above situations, and Pr((atm,btm)\{u,v})] is calculated using the method de­
scribed in Section 4.2, then we can use (4.5) to obtain Pr(Xm\{u, u}, TT). Finally, we can 
calculate Pr(X\{u, u}, TT) by 
Pr(X|{ti,u},7r) = JJPr(Xm|{-u,u},7r), 
m 
and 
Pr(X|{i,;},^) Pr({iJ}|X,,r) = 
£{u,„}€W(tf) Pr(X\{u, u},?r) 
4.4 The Effects of Genotyping Errors 
This section, using simulated data, demonstrates the method developed for accommodating 
genotyping errors, and compares it to the Berry et al. (2002) approach when there are errors 
involved in the data. 
4.4.1 Data simulation 
The simulated data are generated assuming 
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1. there are 110 available markers with numbers 1, 2, • -, 110 to identify the loci. 
2. 9 alleles identified as {1, 2, • • - , 9} are available on each locus 
3. the probability that one of an ancestor's alleles passes to the hybrid offspring is p  = 0.5 
4. the inbred candidates are all homozygous. 
5. each ancestor independently passes its alleles to the offspring 
6. genotyping errors occur independently with probability TT for the two hybrid alleles on 
every locus 
Based on the above assumptions, a single data set is generated as follows. First generate 
100 ancestor candidates, then pick two of them as the true ancestors. Use these two ancestors 
to generate a hybrid offspring and apply error rate TT in reporting the genotype for each allele 
at every locus. The hybrid offspring and the two true ancestors have SSR profile information 
on 100 randomly chosen loci. For the remaining ancestor candidates, the number of loci in each 
of them is randomly varied from 90 to 110. We can repeat this process to generate multiple 
hybrids from the same ancestor pair or from different ancestor pairs. 
An example of the simulated data is provided in Table 4.3. This format is essentially the 
same as the format of the SSR marker profiles used by Berry et al. (2002). 
4.4.2 Simulation results 
We consider two distinct situations, the case where the true ancestors are among the set 
of ancestors considered in the calculation (4.1) and the case where the true ancestors are 
not present. The later is included to uncover the possibility of overly optimistic ancestry 
probabilities. 
To demonstrate the new approach, we assume the error rate is known. We consider several 
values of TT, TT = 0.1, 0.2, 0.3, and 0.5. All seem high but are useful for illustrating methodology. 
The next section discusses approaches to estimating the error rate. 
88 
Table 4.3 The simulated data format 
Organism Code Marker Allelel Allele2 
Hybrid 1 12 3 
Hybridl 2 2 5 
Hybrid 1 
Inbred 1 
Inbredl 
100 1 9 
17 7 
2 4 4 
InbredlOO 
Inbred 100 
2 
3 
1 1 
3 3 
InbredlOO 110 3 3 
True ancestors are present 
We first consider the situation that the SSR marker profile information for the true an­
cestors is included in the data. Table 4.4 provides results for this case. There are 50 hybrids 
simulated each coming from the same two ancestors. We record the posterior probability that 
each one of the two true ancestors is an ancestor for each hybrid line. In Table 4.4, we exam­
ine the distribution of the 100 posterior probabilities that correspond to the true ancestors. 
Specifically, we give the minimum, first quantile, median, mean, third quantile, and maximum 
to describe the distribution of the posterior probability values. 
For 7T <= 0.3, both approaches always correctly identified the true ancestors with high 
ancestry probability values. For n = 0.1,0.2, the probabilities are all 1. For the case with 
7T = 0.3, several quantile values from the Berry et al. (2002) approach are a little higher 
than those that account for misclassification. As the error rate goes higher, TT = 0.5, both 
methods misidentified several offsprings' ancestors. Specifically, for these simulated data, 6 
out of 100 ancestors were misidentified using the new approach, and 8 out of 100 ancestors are 
misidentified using the Berry et al. (2002) approach. On the other hand, we do not expect 
7r = 0.5 is very realistic. Our conclusion is that when the true ancestors are present in the 
data, the two methods provide very similar probability assessments. 
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The pattern just described is consistent with different simulated data sets (i.e. we repeated 
the above calculation with different ancestor pairs). 
Table 4.4 Quantiles with true ancestors included in the data 
7T=0.1 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. 
With Misclas. 1 1 1 1 1 1 
Berry et al. 1 1 1 1 1 1 
7T=0.2 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. 
With Misclas. 1 1 1 1 1 1 
Berry et al. 1 1 1 1 1 1 
=
4 II O
 
CO
 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. 
With Misclas. 0.9847 0.999999 1 0.99976 1 1 
Berry et al. 0.9934 1 1 0.99992 1 1 
=
4 II o
 
C
n 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. 
With Misclas. 0.001932 0.9911 0.9995 0.8902 0.99997 1 
Berry et al. 0.00001291 0.9999 1 0.8681 1 1 
True ancestors are not present 
Another case of interest is when the true ancestors are not among the set of candidates. A 
limitation of the Bayesian approach is that it implicitly assumes the ancestors are included; the 
posterior probability assigned to all of the inbred lines will sum to 2. In order to see this, we use 
the same simulated data as above except that the true ancestors' marker information is removed 
from the data set. For each hybrid, we record the two highest probabilities assigned to the 
candidate ancestors. Table 4.5 provides a numerical summary of the posterior probabilities 
of the 100 identified ancestors. In Table 4.5 we have added two cases with low error rate, 
7T = 0.001, and TT = 0.01, and also a column (the last column in the table) showing the 
proportion of probability values greater than 0.9 for each method. 
Of course, when the true ancestors are not included, the identified "ancestors" would be 
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those whose allele scores happen to match the scores of the hybrid offspring by chance, and 
hence we expect the probability values of being an ancestor should be lower than those in 
Table 4.4. This is supported by the results in Table 4.5. When the error rate is exceptionally 
low, like 7T = 0.001, the difference between the Berry et al. (2002) method and the modified 
approach is hard to see. However, when the misclassification rate gets higher (e.g. > 0.1), the 
proportion of probability values greater than 0.9 from the Berry et al. (2002) approach tends 
to be higher than that from the new method, as indicated by the last column of Table 4.5. 
In order to see the consistency among different simulated data sets, Table 4.6 provides 
results concerning the proportion of identified ancestors with probability values higher than 
0.9. For each tt, we generate 15 different data sets. Each data set contains 50 hybrids and 
all the inbred lines except the two true ancestors. The 15 data sets correspond to 15 different 
true ancestors. For each data set, we record the two highest probabilities for each hybrid. 
Each probability is the probability of the identified ancestor of the hybrid. Totally we have 
100 such probabilities. Then we find the proportion of probabilities among these 100 posterior 
probabilities that are higher than 0.9. The mean proportion for a given TT (averaging over the 
15 simulated data sets) and the sample standard deviation based on the 15 data sets are given 
in Table 4.6. The table shows the same trend as what we have discussed above, which indicates 
that the pattern described above is a general pattern that holds across different data sets. 
4.5 Error Rate Estimation 
In Section 4.3, we developed an approach for accommodating genotyping errors in assessing 
ancestry, and in Section 4.4 we compared this approach to one that ignores genotyping errors. 
Both sections treat the error rate as known. This section discusses the maximum likelihood 
approach for estimating the error rate n. Ultimately it would be desirable to simultaneously 
estimate TT and determine ancestry probabilities. Although we treat the estimate of TT separately 
here, the estimate from this section could be applied in earlier sections. 
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Table 4.5 Quantiles without true ancestors included in the data 
7T=0.001 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.380 0.788 0.915 0.866 0.994 0.999 0.53 
Berry et al. 0.381 0.789 0.915 0.866 0.994 1 0.53 
7r=0.01 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.401 0.809 0.903 0.860 0.980 0.999 0.51 
Berry et al. 0.402 0.812 0.910 0.862 0.982 1 0.52 
4 II O
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Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.462 0.708 0.924 0.846 0.980 1 0.60 
Berry et al. 0.507 0.738 0.946 0.866 0.988 1 0.65 
tt=0.2 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.372 0.751 0.885 0.835 0.980 1 0.43 
Berry et al. 0.339 0.803 0.950 0.876 0.990 1 0.68 
7T=0.3 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.226 0.460 0.655 0.662 0.903 0.998 0.26 
Berry et al. 0.292 0.609 0.807 0.769 0.982 1 0.39 
7r=0.5 
Method Min. 1st Qu. Median Mean 3rd Qu. Max. Prop. prob. > 0.9 
With Misclas. 0.178 0.372 0.469 0.552 0.751 1 0.11 
Berry et al. 0.313 0.632 0.826 0.775 0.976 1 0.40 
4.5.1 The likelihood function of TT on locus TO 
To obtain the likelihood function for tt, note that on a single SSR locus m, Pr(X m \ {u ,  u}, i t ) ,  
the  probab i l i ty  o f  observ ing  X m  given  the  ances to rs  {« ,  u}  and  the  misc lass i f i ca t ion  ra te  i t ,  
is calculated by (4.5). It is a function of {u,v} and it. The likelihood function for it on lo­
cus  TO can  be  ob ta ined  by summing  the  jo in t  p robab i l i ty  o f  X m  and  {u ,  v } ,  Pr(X m ,  {u,  u } | t t )  =  
Pr(X m \ {u ,  u},  i t )Pr{u ,  u},  over  a l l  poss ib le  ances to r  pa i r s ,  where  we  na tura l ly  assume Pr{u,  u | t t }  
is independent of it. The likelihood is thus 
L ( i r \ X m )  =  Y Z  P r { X m \ {u ,v},it)Pr{{u ,v} )  
{ u , v } Ç . W ( K )  
— ^ 1 y)^[Pr{{aomibom)\(atm,btm),ir)Pr((atm,btm)\{u,v})]Pr({u,v}) (4.6) 
{ u , V } £ W ( K )  A m  
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Table 4.6 Proportion of probabilities > 0.90 together with its Std. Dev. 
(in parentheses) 
Method 7T = 0.001 7T = 0.01 7r - 0.1 TT = 0.3 7T = 0.5 
With Misclas. 0.42 0.43 0.35 0.26 0.09 
(0.062) (0.043) (0.043) (0.046) (0.028) 
Berry et al. 0.42 0.44 0.40 0.41 0.41 
(0.062) (0.039) (0.031) (0.066) (0.046) 
For the rest of the discussion, we assume the prior distribution for {u ,  u} is uniform, so we can 
ignore the Pr({u,v}) term in the last line of (4.6). The maximum likelihood estimate (MLE) 
of 7r is then obtained by maximizing the likelihood function. 
In the remainder of this section, we describe how different types of data might be used to 
obtain the MLE. 
4.5.2 Estimation of TT using one hybrid 
Assuming independence among different loci, the likelihood function of TT based on a single 
hybrid is the product of likelihood functions over all loci of the hybrid, which can be expressed 
as 
L(ir \X)  =  Y[L(n\X m )  oc JJ ^ ^T[Pr((aom, b o m ) \ {a t m ,b t m ) ,  n)Pr{{a t m ,  b t m ) \ {u ,  u})] 
m m {uXeWXArHm 
(4.7) 
The most time consuming calculation is to calculate Pr((a t m ,b t m ) \ {u ,  u}) for each inbred pair. 
Because TT is estimated based on information from only one hybrid, the calculation in (4.7) is 
not that difficult to handle. We see below that the calculation will get much more expensive 
if we have multiple hybrids. On the other hand, we expect the variance of the MLE to be 
large because the estimate of TT is based on only one hybrid. We demonstrate this through an 
analysis of simulated data in Section 4.5.4. 
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4.5.3 Estimate TT using all hybrids 
If multiple hybrids are available, the likelihood is obtained by combining all the information 
from the hybrids. These hybrids could be from the same ancestor pairs, or from different ances­
tor pairs as long as the error rate is assumed homogeneous and the independence assumption 
among hybrids is legitimate. 
On locus TO of hybrid I ,  I  = 1, • • •, L,  let Xi m  = (a o i m ,  b o l m ) denote the observed alleles, and 
Aim = {(o<;TO, btim)} be the set of possible true alleles for the hybrid. Further, assuming all 
the hybrid genotypes can be modeled as independent, the likelihood of n is the product of the 
likelihood of n for each offspring, i.e. the product of L(n\Xim) over all hybrid offsprings. 
Consequently, the estimate of TT is the value that maximizes 
« nn E E 
l  m  l  m  { u , v }eW(K)  A l m  
[Pr( (a 0 i m ,  b 0 i m ) \ (a t i m ,  b t l m ) ,7r)Pr( (a U m ,  b t l m ) \ {u ,  u})] (4.8) 
When evaluating this likelihood, the calculation time will be L times greater than that 
spent in evaluating (4.7). The calculation burden can be reduced by using only a subset of the 
L hybrids but this will decrease the precision of the estimate. The next section explores an 
approximation to the likelihood that reduces the computational burden. 
A likelihood approximation 
A likelihood approximation can be obtained by using a subset of W { K )  when evaluating 
the likelihood function (4.8) rather than summing over all possible ancestor pairs for each 
(/, TO) pair. 
Consider (4.7), the likelihood function for TT based on one hybrid, and let 
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= =  ^ bom) I (®tm ; b f m ) ,  ^ )P^((®tm)  ^ im)  I {^)  ) ] i  
-Am 
denote the likelihood contribution of locus m given {u, u}. Then the log-likelihood function of 
7r on one hybrid can be written as 
log( [ [L( ir \X m ) )  =  ^3 fm,{u ,v})  + constant  
m m {u,y}GVy(A") 
= y, log( fm)  +  constant ,  (4.9) 
m 
where 
F™ — JKZ 53 /M,{U,I>} 
W {u,y}6M/(K) 
is the average value of f m , {u ,v}  over all possible ancestor pairs. We derive an approximation 
by using a randomly chosen subset of W(K) in place of the complete set. Let w(K) denote 
the randomly chosen subset of W(K) with size N and let 
fm — "Â7 53 fm,{  u ,v}  
{u,t>}giv(K) 
be the average value of f m < { U t V y  for the randomly chosen subset. In order to reduce the calcu­
lation burden, we propose to use to approximate fm in (4.9), 
log(Y[L(  n \X m ) )  =  log  ( f^)  +  constant .  
m m 
The choice of N requires a tradeoff between computational speed (favoring small N) and 
fidelity to the likelihood (favoring large N). We select N based on a pilot study exploring the 
var iab i l i ty  o f  the  f m , { u , v }  over  d i f fe ren t  ances to r  pa i r s .  Le t  Si  = jh jT, { u , v }eW(K)(fm t {u ,v}  ~  
fm)2 be the variance among all ancestor candidate pairs for a given misclassification rate TT 
on locus m. Assuming independence among all loci, and using the ^-method, the variance of 
l°g{Ylm L{n\Xm)) is approximated as 
var{ log([ [L{7r \X m ) ) )  =  varÇ^logi f^))  
m m 
y 1  _ N~ 1  ) 
ir UN? N 
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where 1 - 1 is the finite population correction factor. In our empirical work for a given tt 
(2 J"1 
we choose N to make the var( log(H m  Z(7r|Jsfm))) a desired size, say less than 0.4. 
One difficulty that remains is that the required sample size for a good approximation can 
depend on TT, the quantity over which we are maximizing the likelihood function. Empirical 
evidence suggests that the maximum sample size for a good approximation is required at TT = 0. 
We thus choose N for the case TT = 0 and apply this N throughout. Some intuition for n = 0 
being the worst case is as follows. Note that 
fm,{u ,v}  — ^  '[ -P^((^om i  bom )  1 i f l tm i  b tm )  i  ^")  ;  b f m )  I ^ } )]  ) 
Am 
so that we can regard as a weighted average of Pr((a t m ,b t m ) \ {u ,v} )  over all possible 
true alleles on locus m with weight Pr((a o m ,  b o m ) | (a i m ,b t m ) ,w) .  If TT = 0, then the term 
Pr((atm, btm)\{u, u})] such that (aom,bom) = (atm, btm) has weight 1, and all the other terms 
have weight zero. If n ^ 0, then an averaging occurs over a number of scenarios which results 
in less variability. 
4.5.4 Simulation results 
In this section, we illustrate the MLE calculation using simulated data. We consider two 
types of data for estimating TT: a single hybrid, and all the available hybrid offsprings. 
Simulated data sets 
Two different simulated data sets are used in this section. Both data sets are generated 
based on IT = 0.1. The first data set is the one we used for comparing the performance of the 
two ancestry probability calculation approaches in Section 4.4. It contains 100 inbred lines, 
two of which are the true ancestors of 50 hybrids. The number of loci for each hybrid is 100. 
We denote the first data set as S to indicate that all 50 hybrids have the same ancestors. The 
second data set is generated based on the same assumptions as those for the first data set. It 
contains 10 hybrids and 100 inbred ancestor candidates. Each hybrid has a different inbred 
ancestor pair, with all 10 ancestor pairs included in the 100 inbred candidates. The number of 
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loci for this data set is again 100. We denote the second data set as D to indicate that all 10 
hybrids have different ancestors. 
Estimating w from one hybrid 
We first illustrate the approach described in Section 4.5.2, estimating tt based on one 
hybrid's information. Since marker information from only one hybrid is being used, it does not 
matter which data set we use. For illustration, here we use the data set S. Recall the number 
of loci for each hybrid simulated is 100. Table 4.7 shows the estimates of TT from 3 different 
hybrids. In each case, the likelihood is computed using the full likelihood (4.7). Note that a 
single hybrid does not provide much information about the error rate so the standard errors of 
the estimates are large. All three estimates are near the true value, but none are very precise. 
Table 4.7 Estimate TT from 3 different hybrids 
hybrid 1 hybrid 2 hybrid 3 
i t  0 0.243 0.135 
StdErr 0.394 0.453 0.457 
Estimating TT using the likelihood approximation 
As mentioned in Section 4.5.3, when estimating TT using the maximum likelihood method, 
as long as the independence assumption among the hybrids satisfied, it should not matter 
whether the hybrids are from the same ancestor pairs, or from different ancestor pairs. In 
this section, we consider an example of each type. For the data set 5, there are profiles of 
50 hybrids generated from the same ancestor pairs. This is not very realistic in practice, but 
should serve as a best case for estimating the error rate. The second data set D has 10 hybrids, 
each from different ancestor pairs. This is more like situations we would expect in practice. 
I. Date set S :  When evaluating the likelihood function we approximate the likelihood 
as described in Section 4.5.3 by choosing a subset of all ancestor candidate pairs. 
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Likelihood approximation and the choice of Ni The size N of the subset is 
determined using a small experiment. Table 4.8 gives the likelihood approximation and the 
approximated standard errors (based on the 5-method) for several choices of the sample size 
N for the first 10 hybrids. The true likelihood is also provided in the first row of the table. 
The results in the table make several important points. First it is possible to get a good 
approximation with as few as 100 out of the (1°°) possible ancestor pairs. Second the standard 
errors of the approximation is quite consistent across different hybrids so that the analysis of 
choosing N can be done using only a single hybrid. For the remainder of the discussion, we 
choose N = 800 which achieves the goal we set in Section 4.5.3, i.e. having the variance of the 
approximated log-likelihood to be less than 0.4. 
Table 4.8 Likelihood approximation with different sample size N for simu­
lated data with TT = 0.1. For each hybrid: the first row gives the 
exact likelihood and subsequent pairs give the approximation to 
the likelihood and the standard error of the approximation 
H y b r i d  # 1 2 3 4 5 6 7 8 9  1 0  
All pairs 476.57 468.49 474.10 470.34 476.08 476.27 470.01 472.63 473.09 472.71 
N=100 479.10 470.56 474.96 472.16 479.06 476.37 470.75 471.16 477.18 471.74 
(1.84) (1.89) (1.87) (1.89) (1.79) (1.89) (1.90) (1.92) (1.81) (1.97) 
N=300 480.07 471.71 475.60 473.08 477.45 478.16 473.45 474.75 476.45 474.51 
(1.00) (1.03) (1.04) (1.04) (1.00) (1.03) (1.03) (1.01) (1.02) (1.05) 
N=500 479.39 471.08 475.46 472.28 477.74 478.25 472.86 474.60 475.61 474.78 
(0.76) (0.78) (0.78) (0.79) (0.75) (0.77) (0.77) (0.77) (0.78) (0.79) 
N=700 478.70 470.53 474.88 471.64 477.29 477.41 472.46 474.14 474.69 473.59 
(0.63) (0.65) (0.65) (0.66) (0.62) (0.64) (0.64) (0.63) (0.65) (0.66) 
N=800 477.95 469.95 474.39 471.22 476.96 476.85 471.89 473.65 474.24 472.82 
(0.59) (0.60) (0.60) (0.61) (0.58) (0.59) (0.60) (0.59) (0.60) (0.61) 
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Table 4.9 MLE of TT and its standard errors based on all the hybrids from 
the same ancestors 
MLE Std. Err. 
data 1 0.16 0.060 
data 2 0.04 0.069 
data 3 0.17 0.066 
The MLE of TT: Using N  =  800 ancestor candidate pairs and all hybrids, the MLE 
of 7T is 7T = 0.16, and its standard error is 0.060. An approximate 95% confidence interval of 
7r is (0.04,0.28), which does contain the true value. Note that the standard error here with 
50 hybrids is much smaller than the standard errors for the single hybrid case (Table 4.7) as 
expected. In fact, the standard errors are about the value that would be expected for the exact 
calculation. 
To see the consistency, we generate another two data sets from TT = 0.1 and use them to 
es timate n. These two data sets are in the same format as that of the original data set S. Table 
4.9 shows the estimates together with their standard errors. All the estimates are close to the 
true value of n and with much smaller standard errors compared to the one hybrid approach. 
The CPU time spent in the calculation is about one fifth of the time it would take to use all 
the ancestor pairs and complete the full likelihood. 
II. Data set D: In this case, we use the second simulated data set with each hybrid 
coming from different ancestors. Once again, we apply the likelihood approximation using a 
subset of size N = 800. The MLE of TT in this case is 0.090 with standard error 0.151. An 
approximate 95% confidence interval for TT is (0,0.29) which contains the true value n = 0.1. 
To see the consistency, we generate another two data sets. These two data sets are in the 
same format as that of data type D. Table 4.10 shows the results. All the estimates are close 
to the truth. The standard errors are again about what would be expected if we use the full 
likelihood. The standard error will be reduced if we have more hybrids available. 
The two examples combined tell that as long as the misclassification is constant across loci, 
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Table 4.10 MLE of TT and its standard errors based on all the hybrids from 
different ancestors 
MLE Std. Err. 
data 1 0.09 0.151 
data 2 0.08 0.143 
data 3 0.31 0.157 
we can obtain a reasonable estimate of TT and it does not matter whether the hybrids are from 
the same ancestor pairs or not. Although we separately developed the method for estimating 
7r, the estimate will be ultimately used for ancestry probability calculation as described in 
Section 4.3. A natural generalization regarding the error rate TT would be to allow it to vary 
across loci, perhaps following a common probability distribution. Another natural extension 
is to generate a full posterior distribution for tt. 
4.6 Real Data Application 
In this section, we revisit the data considered by Berry et al. (2002) to assess the ancestry 
probability values using the new method. 
4.6.1 SSR data description 
The data contains SSR marker profiles for 3 hybrids and 118 inbreds on 195 loci. In 
the data, some inbred lines present more than one allele at some loci. This is rare but still 
possible. The extent of the problem depends on how long the inbreeding process has continued, 
and whether there has been unintended pollination from genotypes not assigned as parents of 
the hybrid. This by itself does not present problems for the algorithms discussed. However, 
this also means that some single-cross hybrids show more than two alleles per locus, because 
their inbred parents are not homozygous. To take this situation into account, the probability 
of ancestry can be evaluated as the mean of a certain number of ancestry probability values 
each calculated with a random choice of two alleles per locus. Because the number of loci with 
more than one allele for an inbred line or more than two alleles on these loci in a hybrid is 
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very small, we ignore the variation caused by different choices of two alleles per locus and just 
make a single choice. Thus, with the exception of estimating the error rate ir in Section 4.6.2, 
our results are based on a single random choice of two alleles per locus if there happen to be 
more than two alleles on a single locus. Table 4.11 shows the format of the SSR data supplied 
by Stephen Smith, Deanne Wright, and Chongqing Xie (Pioneer Hi-Bred International, Inc.). 
Table 4.11 Format of the SSR data 
Code Marker Allelel Allele2 Allele3 Allele4 
Hybridl 1 8 9 
Hybrid 1 2 2 3 1 
Inbred 1 1 9 9 
Inbred 1 2 4 3 
Inbredll 1 5 5 
Inbred 11 2 3 3 
4.6.2 Results 
As the data set described above contains only 3 hybrids, we can use all ancestor candidate 
pairs when finding the MLE of the error rate TT. 
The MLE for n is i r  = 0.0047, and the standard error for the MLE is in the range of 10"'. 
As we just mentioned, some hybrid loci show more than two alleles. Under this consideration, 
we estimate TT multiple times. Each time we randomly choose allele pairs on these loci. We 
always get quite small estimates for TT, and the standard errors are all substantially small. 
For a reclassification rate like this, as discussed in Section 4.3, the differences between the 
ancestry probability values generated by the Berry et al. (2002) approach and the proposed 
method are minimal. 
Table 4.12 shows the evaluated probability values for the top 5 inbred ancestor candidates 
using the two methods. The two methods identify the same pair of ancestors of each hybrid. 
From the table, we also can see that the estimated probabilities for each ancestor candidate 
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Table 4.12 Probability assessment of ancestry from the two methods. For 
each hybrid, the first number is the inbred number, and second 
is its probability of being an ancestor, e.g. for hybrid 1, 100 
0.99979 indicates that the probability of inbred 100 to be an 
ancestor is 0.99979 
Hybrid 1 Hybrid 2 Hybrid 3 
Berry et al. approach 100 0.99979 27 1 37 1 
16 0.99934 85 0.94157 90 0.75796 
15 0.64373 * 10--3 92 0.058397 71 0.23032 
107 0.19095* 10 -3 86 2.81478 * 10-5 70 0.011721 
17 1.25250* 10" -5 98 4.71950* 10'6 62 2.88831* 10"8 
The new approach 100 0.99979 27 1 37 1 
16 0.99934 85 0.94146 90 0.75865 
15 0.65151*10" -3 92 0.058502 71 0.22958 
107 0.19545* 10" -3 86 2.85095* 10"5 70 0.011763 
17 1.26596* 10" -5 98 4.79268* 10"6 62 2.95076 * ID-* 
from the two methods are exceptionally close. 
4.7 Summary and discussion 
The goal of this paper is to allow for the possibility of genotyping errors or reclassifications 
in the ancestry probability assessment method of Berry et al. (2002). To do so an error rate 
parameter TT is introduced. 
To understand the effect of genotyping errors on ancestry probability calculations, we use 
simulations. Through simulation results, we see that when reclassification rate is high and 
the true ancestors are not in the data, the Berry et al. (2002) approach tends to overestimate 
the ancestry probability. This is a possible danger but for the case when errors are rare, our 
results support the robustness results of Berry et al. (2002). 
We use the maximum likelihood approach to estimate the genotyping error rate. The 
maximum likelihood estimate of TT using one hybrid's marker information, as expected, is 
not accurate and with large variation. We can also estimate the genotyping error rate by 
maximizing the likelihood function of TT based on all available hybrids' marker information. 
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In order to reduce the calculation burden, we propose a scenario to approximate the full 
likelihood. Simulation results show that the maximum likelihood estimates of IT based on the 
approximated likelihood are all close to the truth and the standard errors are about the values 
that would be expected if using the full likelihood. The estimated error rate can then be 
applied to the ancestry probability calculations. 
In our approach, as in Berry et al. (2002), we have several independence assumptions, e.g. 
independence among different loci, and inbred ancestors independently passing their alleles to 
the hybrid. We need more information from scientists in the Genetics area regarding these 
assumptions. 
Because of calculation burden, in this paper, we only considered genotyping errors for 
hybrids. In addition we assumed constant error rate across different SSR loci. Possible future 
work would address these limitations. 
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CHAPTER 5 CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
The three papers demonstrate different aspects of probability modeling in the biological 
sciences. The initial paper demonstrates a fully Bayesian approach to estimating the number 
of unseen species, and using the resulting posterior distribution to plan future data collection. 
The second paper consider the probability model in more detail, exploring the relationship 
between hyperparameter values and the resulting data. The third paper uses a traditional 
application of Bayes' rule for discrete events to estimate ancestry probability accounting for 
genotyping errors. 
The primary new contribution of the research motivated by the DNA sequence data is to 
design a future sampling plan for unseen species. The first paper uses a Bayesian data analysis 
based on a multinomial-Dirichlet model to estimate the total number of species in a region, and 
then develops a method for determining the additional sample size required to obtain a specified 
proportion of species. This method uses Monte Carlo simulation as the primary machinery, 
and posterior inferences regarding the parameters as the support to evaluate the probability 
of observing a certain proportion of the species after an additional sample of specific size is 
collected. From these probability calculations we can infer the sample size needed. Simulation 
results show that sample size calculation in this way is feasible. However, the application of 
the proposed method to a real data and different simulated data indicates that under some 
specific data patterns, for example, a data set contains many rare species, the model can not 
provide a good estimate for the number of species. This leads to unreasonable sample size 
calculations. 
The proposed multinomial-Dirichlet model assumes the population size is large compared 
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to the sample size so that the multinomial assumption is plausible. If the population size is not 
large enough, then the generalized multinomial model does not provide reasonable inferences. 
To deal with this situation, we propose a generalized multivariate hypergeometric model. 
The second paper examines the multinomial-Dirichlet model in detail by considering various 
properties of the model using simulated data. By fixing parameter values and generating 
repeated data sets, we are able to identify key features of data under the model for different 
parts of the parameter space. Also we construct synthetic data sets and analyze them using 
the generalized multinomial model. In this way we identify specific features of the data sets 
that are likely to make inference difficult. Our primary finding is that parameter a plays a 
key role in determining the pattern of the data. Small values of a correspond to values of the 
multinomial probability vector 0 that assign high probabilities to a few species and very low 
probabilities to most. Data produced with such a values is quite different from data produced 
with large values of a. The synthetic data sets consistent with small a are generally those 
with many rare species and several exceptionally abundant species. This type of data is hard 
to fit with our generalized multinomial model. In particular, such data appear to suggest 
unrealistically large values of S. 
The third paper extends the Berry et al. (2002) approach for calculating ancestry prob­
abilities by allowing for the possibility of genotyping errors. An error rate parameter 7r is 
introduced into the probability calculation. Through simulation results, we see that when the 
misclassification rate is high and the true ancestors are not in the data, the Berry et al. (2002) 
approach tends to overestimate the ancestry probabilities for the most plausible candidates. 
For the more realistic case when errors are relatively rare, our results support the robustness 
results of Berry et al. (2002). We separately estimate the genotyping error rate through a max­
imum likelihood approach. Ultimately, the estimated error rate will be used in the ancestry 
probability calculation. 
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5.2 Future Research 
The work reported here leaves open a number of important questions requiring future work. 
These concern the use of prior information and further development of the models. 
A key feature of Bayesian analysis is that it allows us to combine prior information about 
parameters with evidence from the data. In the species problem, the current prior distribution 
for 0 assumes that there is no priority among the species, i.e. that all species are a priori equally 
likely to be captured. This prior distribution is a bit unrealistic in that we likely know that 
some species occur often while others occur infrequently. However, because of the unknown 
number of species S, we have to use an exchangeable prior distribution for 6. A possible 
solution that can address known heterogeneity in species prevalence but retain exchangeability 
is to consider a mixture of two symmetric Dirichlet distributions corresponding to two different 
types, abundant species and scarce species. Also, if more information available regarding the 
total number of species, we may be able to specify an informative prior distribution for S. This 
can result in a much better inference for the number of species. 
The failure of a model to fit generally causes us to consider extension of the model. In 
the species problem, results suggest that our multinomial model can fail when the population 
size is finite. The consequently proposed generalized multivariate hypergeometric model needs 
further development regarding computational issues. Since the joint posterior distribution of 
S, a, and N expressed in (2.14) is not in a closed form, we intend to use MCMC simulation to 
generate posterior inferences for the parameters. 
There are two natural extensions to the probability model we use in analyzing SSR marker 
profiles. First, we only consider potential hybrid genotyping errors. However, it is possible 
that both inbred and hybrid allele scores contain errors. One can easily introduce possible 
genotyping errors for the inbred lines as we did for the hybrid. However, the calculation 
approach proposed in the thesis will be difficult to extend if we also consider possible inbred 
genotyping errors. We need to find an approach that is able to handle the large computational 
burden. Another extension would allow for different genotyping error rates for different loci. 
One approach would be to allow a different error rate for each locus with different error rate 
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drawn from a common population distribution. 
Each of the proposed future directions demonstrate one advantage of probability model in 
biological research. It is generally straightforward to modify or extend such models to improve 
the fit or to increase the range of applicability. 
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APPENDIX PROOF OF THEOREM 1 
The joint posterior distribution of S and a can be written as 
p{S,  o?|y) = p(a |y, S)Pr(S |y). 
Since S is bounded by the upper limit S,  there can be no problem with the propriety of the 
posterior distribution of S . Thus if the conditional posterior distribution of a is proper for 
each 5, then the integral of the joint posterior distribution 
and the joint posterior distribution in terms of S and a is proper. 
Let q(a\y ,S)  = r(N+Sa) +(r('a'))^°Sg+°^ a ~ 3 ^ 2  be the unnormalized conditional posterior 
distribution of a. We need show that q(a\y, S) is integrable. For every given S, there is an 
€ > 0 such that Se < 1. The integral of g(ct|y, S) can be written as the summation of two 
parts, 
_ r  oo ^ roc 
53 / p(5>ly) = 53 Pr(5ly) / p(a\y,s) 
c _  1  J O  c — i  « / 0  
(A.l) 
If we can prove that 
< oo (A.2) 
and 
(A.3) 
then the posterior distribution is proper. 
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1. Prove inequality ( A.2) 
For T(z )  with z  >  0, we have r(l+z) = zF(z). The unnormalized conditional distribution 
ç(a|y, S) can then be written as 
r(l + 5a) r{y i  +  a ) - - -T (y S o  + a)a S o  _ |  .  
(ga)F(N + ^ a) (F(l + a))^ ^ ^ ^ 
Recall that all of the y[ s  > 1 and a  is on (0, e]  with c < 1. Using properties of the gamma 
func t ion ,  we  have  r (y ;  +  a )  <  max(r (y ;  +  l ) ,  1 )  fo r  y i  >  1 ,  and  hence  F (y i  +o? )  •  •  -T (y s 0  + 
a) < Co, where Co > 0 is constant. Also, the gamma function takes a minimum value 
on (0, oo), which is 70 ~ 0.886; this value occurs between 1 and 2. Then it is clear that 
F(1 + «) > To- Further, Se < 1, so Sa < 1, which gives F(1 + Sa) < 1. Additionally, 
if iV > 2, we have T(N + Sa) > F(N). Using lower bound for denominator and upper 
bound for numerator, and denoting C = sr^^s01 we have 
ç(a|y,S) < Ca 
If we observed at least two categories, i.e. S 0  > 2 (this implies N > 2), then 
S0 — 1 — 9 > —1, which means 
[  q{a \ y ,  S )da  <  [  Ca S o  1  2  da  
Jo  Jo  
^ 2 |g) < 00. 
3 , - 1  
This proves (A.2). 
2. Prove inequality ( A.3) 
Note that T ( N +Scc) can be expressed as (N-1+Sa)  • • • (l + Sa)Sar(Sa), and r(y,' + a) 
can be expressed as (yt- — 1 + a) • • • aF(a), i = S0. Then ç(of|y, S) can be rewritten 
as 
[(yi + « - 1) • • - a] • • - [ {y s 0  + a -  1) •  •  -  a] _3  
(JV + Sa-D-.-So " '• (A'5)  
Note that (A.5) 
^ [(2 /1  +  — 1 )  • • •« ] • • •  [ (ys c  + «  — 1 )  • •  •<*]  _3  
= 1(1 + ^ )(l + ^ )  • • • 1] • • •[(! + ^ )(1 + ^ 1) • • • l]«-t (A.6) 
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On e  < a  < oo, we have 1 + < 1 + i  — 1, •  •  -  ,  S 0 ,  k  — 1, • • - ,&,  which means 
q{a|y, S) < Da~ï, where D = [(1 + • • • 1] • • • [(1 + •••!]. This implies 
/
oo poo 3 
g(a|y,5) < J  Da~ îda  < oo, 
which proves ( A.3). 
Combining the above two derivation results, we see that p(ct|y, S)da  < oo if S 0  > 2. 
Therefore the joint posterior is proper if at least two categories are observed. This proves 
Theorem 1. 
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