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Synopsis
Asonestepinthestudyofcomputerprocessingoflogicalformulas,wedeveloped
asoftwaresystemgeneratingprime.implicantexpansionofanygivenlogicalformula
bymeansoftheiteratedconsensusmethod.Inthisreport,thetheoryofiterated
consensusmethodanditscompuferalgorithmandanoutlineofthesoftwaresystem
aredescribed.Thiscomputerprogramconsistsofabout800assemblersteps,and
OKITAC5090Misused.
1.ま え が き
電子計算機に論理式の処理を行なわせ る主な目的は次の二つである。
一つは次のようなものである。手数のかかる数値計算をなんとか機械で解 こうとい う試みが
電子計算機の発明を促し,この最初の動機が揺籠期の計算機の主な使い方を支配 した。すなわ
ち,最初,電 子計算機は主に数値計算に用いられていた。 しか し,計算機を非数値的な処理に
も使用 しようとい う試みが一方には芽ばえていて,こ れが現在のデータ処理やパータン認識な
どの広い応用分野へと発展 して行ったのである。 この非数値的な使用法の一つに記号処理があ
り,これがLISPなどの言語を生む源 とな り,現在人工智能と呼ばれている新 しいチャレ ン
ヂャブルな分野へ とつながっているのである。論理式の処理は,記 号処理の一つであ り,これ
を通してまた新たな計算機の応用分野が開かれ る可能性があ り,研究するに価する課 題 で あ
る。
他の一つは次のようなものである。現在のような複雑で,大 規模なシステムについての最適
な構i成,運用などとい う問題はこれからの問題であり,今 までの数学的手法の適用がむずか し
い分野である。特に,解析的,連続的な手法では処理できない分野が多 く,新しい,離散的な
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手法 の見い出 され ることが期待 され る分野で ある。その中 で,オ ー トマ トンの概念が 適用で き
るシステムについては,論 理式の形 でそ の構造,性 質が記述 でき,こ の よ うなシステムの最適
化問題は論理式の処理に帰着で きる。 システムが複雑,大 規模に なる と計算機に た よらざるを
得ない。 この よ うに,計 算機に よる論理式の処理は,た だ単に計算機 の論理設計 に有効なだ け
でな く,広 く,離 散的な システ ムの構成 と運用に も結びつ いてお り,こ れか ら是非 とも研究 さ
れなければな らない分野であ る。
論 理式の処 理を計算機で行なわせ る研究の第一歩 と して,ま ず,OKITAC-5090Mを用 い
て素項展 開をiteratedconsensusmethodにより求め るための ソフ トウェアシステム を 開 発
した。素項展 開は,論 理式 の簡単化に役に立つばか りでな く,ORな どで問 題 と な るselec・
tionproblemや,多くの場 面で遭遇す る最小被覆 問題 の解 決のために必要 なもの である。
2.原 理
任 意に与 え られ た論理式 のすべ ての素項*1(prime・implicant)を求 め る ア ル ゴ リ ズ ム に
iteratedconsensusmethodl)2)とい う手法があ る。 この手法は,論 理 式をい った ん主 加法標準
形 に展 開す る必要 がないので手計算に も向いているが,計 算機 で処理 させ る場合 に も,記 憶容
量が 少な くてすむ とい う利 点を有 す る。 本研究 で開発 した ソフ トウェアシステムは この原 理に
基づ いている。本節 では,素 項 の定義 につい て,iteratedconsensusmethodについ て,お よ
び これを計算機 向きに改良 した アル ゴ リズムについて述べ る。
変数 κ`またはその否定 ～幼 を文字 といい,幼 と ～幼 とを互に補元 であるとい う。 同 じ
文字 を二度以上,か つ,あ る文 字 とその補元 とが同時に存在 しない よ うな 文 字 の 積(AND)
を積 単項 と呼ぶが,こ こでは単に項 と呼 ぶ ことにす る。 各項の間に次 のよ うな半順序 関 係 ≧
を定 義す る。
定義1:項 αに存在す るすべ ての文字が,項 βにも存在す るとき,お よびその ときに限 り
α≧β
とす る。 この時,項 αは項 βを含む,ま たは,項 βは項 αに含 まれ るとい う。
い くつかの項の和(OR)で 構成 され る論理 式を加法標準形(積 和 形式)と い う。 項 α,β
において,α ≧βが成立す るとき,
(吸収法 則)α ∨β一α
が成 り立ち,項 βは省略で きる。以後,こ の ように,他 の項に含 まれ る項 を省略す る ことを省
略算を施す とい うことにす る。
(例〕 ～κ1・X2,～Xl・κ2κ3,Xl・～κ2な どは項であ り,～Xl・X2≧～Xl・κ2・κ3が成立す る。
～Xl・X2∨～Xl.X2.X3>Xl.～X2
は加法標準形 であ り,こ の式に省略算を施 こす と
～Xl●X2∨Xl■～X2
となる。
*1主 項,主含意項,素 含意項などともいう
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定義2:あ る論理式f,あ る項 αにおいて,
α→プ
が成立 し,か つ,β ≧α,β一ザ とな る項 βが存在 しない とき,α を∫の素項 とい う。
上 の定義か らわか る ように,素 項 とは,α 一1の とき必ずf-1と な る最小 の文字 数を もつ
項 であ るとい える。
定義3:あ る論理 式fの すべ ての素項の和(OR)で 構 成 され る加法標準形をfの 素 項展開 と
い う。
∫の素項展 開は,∫ と同値 であ ることはす でに知 られ ている。
定義4:二 つの項 α,β に おい て,α の うちのち ようど一 つの文字 についてだけそ の 補 元 が
βに存在す る とき,α と βか ら補元にな ってい る文字 を除 き,そ れ 以外 の,重 複 してい るもの
を除いたすべ ての文字 の積 か ら作 られ る項を αと βとの ¢onsensus*2といい
cons(α,β)
と書 く。
〔例〕cons(x・y・z,X・～z・w)==X・y・Wなお,～x・～y・zとx・y・wと では,補 元 と な る
文字が二つ あるか ら,こ れ らの間 のconsensusは存在 しない。
定理14):αと βが加 法標準形 ゾの項 で,α と βとのconsensusが存在す るとき,
f∨cons(α,β)=f
である。
(証明)cons(α,β)→プ を示 せば よい。 αとβが∫の項 であ るか ら,α 〉β→fは 成立 す る。
よって,cons(α,β)→α∨β を示せば十分 であ る。 αと βとに補元 と して現われ る 変 数 をX
とし,α一γ・X,β一δ・～Xと 表 わせ ると して一般性を失なわない。cons(α,β)一γ・δ で あ る
か ら,cons(α,β)=・・1とす ると
α〉β・=1・x∨1・～x-1
とな り,cons(α,β)→α〉β が示 され る。(証 明終)
定理24):加法標準形fに 次の操作(i),㈲を くり返 し適用 して,も うこれ 以上 新 しい項が つ け
加え られ ないな らば,そ の式は ノの素顔展 開であ る。
(i)fを構 成す る項 α,β について,α が βを含む な らぽfか らβを省略す る。
㈲fを 構 成す る項 α,β につい て,cons(α,β)が存在 して,こ れがfの どの項に も含 ま
れないな らば,fにcons(α,β)を つけ加え る。
(証明)最 終的に得 られ る式(こ れ を 丘 で表わす こ とにす る)が,最 初 に与 え られ た式 ∫と
同値であ るこ とは,吸 収法則が成立す ることお よび,定 理1よ り明 らか であ るか ら,次 の三つ
のことを示せば よい。すなわ ち,
① ∫のすべての素項は 乃 に存 在す る。
② 乃 に存在す る項はすべ て∫の素項 であ る。
③ この操作は有限回で終 る。
*2合 意 と訳 され る4)。 これ をgroundresolventと呼 ぶ 文 献 も あ る。
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まず,① について示す。 ∫のある素項 γが 海 に存 在 しない とす る。 アに存在す るい くつか
のあ る文 字を γにつけ加え て,海 に存 在す るいかな る項 に も含 まれ ない ような最長 の 項(文
字の一番多い項)δ を作 る(γ は 丘 のいかな る項に も含 まれ ない し,ま た,γ が 含むす べて
の最小項*3はfEの いずれ かの項 に必ず含 まれ るか ら,こ の ような項 δは必ず存在 す る。 な
お,δ は γ自身で あること も有 り得 る)。 δに存在 しないあ る変数 κについ て δ・κ,δ・～劣 を
考え る(γ が含むすべ ての最小項は 海 のいずれか の項に必ず含 まれ るか ら,こ の よ うな κは
必ず存在す る)。 δが最長 であ るとい う仮定か ら,δ・κ,δ・～κ はいずれ も 海 に存 在 す る 項
α,β に含 まれ る。 しか も,α と βとではxし か補元 は存在 しな い か らcons(α,β)が定義
で き,こ れは δを含む。仮定に より,δ を含む よ うな項はfEに は存在 しないの でcons(α,
β)は 丘 につけ加 える ことがで きて(操 作伺),こ れは も う新 しい項がつけ加 え られ ない とい
う仮定に反す る。 よって①が証 明された。
次に② について示す。海 に存在す る項 βが 素項で ない な らば,β を含む素項 αが存 在 す る
はずで,こ れは① に よ りfEに 必ず存 在す る。 この とき,(i)によりβは αに より省略 され て し
まい,β が 丘 に存在す るとい う仮定 に反す る。 よって②が示 され た。
次に③ について示す。fをn変 数 とす ると文字 の種類 は2nで,2n個 の文字 か ら作れ る項
の数は有限であ る。 よって,操 作(i)のconsensusによ り作 り出され る項 の種類は有限 であ る。
また,(i)による省略算は,推 移法則が成 立す るか ら有限 回で終 る。(証 明終)
定理2よ り,加 法標 準形fの 項か らな る集合をAと す ると,ノ のすべ ての素項 を求め る次
の よ うな計 算機 向 きアル ゴ リズムが得 られ る。
アルゴ リズム:
①Aの 各項の間で省略算 を施す。
②Aの 各項 の間のconsensusよりな る集合をBと す る。
③AとBと の各項 の間で省略算 を施す。ただ し,等 しい項が存在す る場合 はBよ り消
去す る。
④ β一φ ならば⑥へ
⑤AとBの 和集合を改め てAと して①へ
⑥Aは すべ てのfの 素項か らな ってい る。
本研究 で開発 した ソフ トウェアシス テムは,こ のアル ゴ リズムを用 いてい る。
3.論 理式の入力形式と計算内部表現
本 システムの入 力は,加 法標 準形 で表 現 された任意 の論理 式 とす る。ただ し,論 理変 数は英
大文字一 字で表 現 され るもの とす る。 また,論 理変数AND(・),OR(〉),NOT(～)は それ
ぞれ記号 苦,+,一 で表現す るもの とす る。例 えば,加 法標準形
x・～γ>z・～x・w
は
*3ノ をn変 数とす ると,n個 のすべての変数が,否定 または肯定で存在する項をいう。
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x*-Y十z*-x*w
のように表現 されて入力されなければならない。出力は,入 力された論理式の素項展開を,入
力 と同様な形式の論理式として与える。本来ならば,プ ログラムは記号処理用の高級言語を用
いて記述 したいのであるが(記 号処理の研究をさらに発展させるため に は,是 非,LISPの
ような記号処理用の高級言語を開発する必要がある),使用 した計算機の記憶 容 量 の 関 係 で
(OKITAC5090Mを使用 し,この記憶容量は4K語,1語は48ビットよりなる),論理変数は
それぞれ計算機内部2進 の2ビ ットに対応 させ,プ ログラムはすべてアセンブ ラ(OKISAP)
で記述 した。 よって,計 算機内部では2ビ ット単位でビット演算をしており,入力の論理式を
計算機内部2進表現に変換する入力ルーチンと,演算,処 理 した結果の計算機内部2進 表現を
出力の論理式に変換する出力ルーチンが必要となる。
与えられた加法標準形と,計算機内
部2進表現との対応は,次 のようなも
のである。すなわち,加 法標準形の各
項に対 してそれぞれ1語 を対応 させ,
項の各変数に対 して2ビ ットをそれぞ
れ,肯定ならば01に,否定ならば10
に,そ の変数が存在 しなけれぽ00に
対応させている。よって,
HENSU
1語は48ビッ トで あるか
ら,23変数 まで使用で きる(2ビッ トは他 の用途 に使
用 してい る)。また,項 の数 は記憶容量 の許す限 り拡
張 でき るが,現 在1000位までは使用 できる。
以上 の対応 を図1に 従 って説 明す る。例 えば,
x*-Y十z*-x*w
な る論理 式が入力 され ると,入 力ル ーチンは各項 を
頭か ら順 に,項 が入 るべ き領域(こ れをAと す る)
に格納 す る。 この時,入 力 された変数の順に各語共
通に頭 か ら2ビ ッ トつつの位置を割 りつけ てい く。
また,HENSUと い う領域に入 って来た順に変数 を
格納 し,N番 地に,入 って来た変数の種類 の数を格
納す る。 以後,す べての処 理はA領 域のみを対 象
に,2ビ ッ ト単位で行なわれ る。出力は,入 力 と逆
に,HENSU領 域を参照 しなが ら,論 理式 と し て
打ち出 して行 く。
4.ソ フ トウ ェア システムの概要
本シス テムの構造の概略を図2に 示 す。 こ の 図
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論理 式 を読 み込 ん 一ー 一－INPUTルー チ ン
でA領 域 に格納
A領域に省略算を
施す
一一 －ーABBREVル ー チ ン
ーー ーー －CONDNSル ー チ ン
A領域の 各consensus-一帰一・RESOLVル ー チ ンをと
ってB領 域 に格納
B=φ?
NO
B領 域に 省略 算を
施す
A,B領 域 の閲 に
省略n:を施 す?
A領域を論理式 と
して打ち出す
図2
一ー ーー －ABBREVル ー チ ン
ーー ーー －CONDNSル ー チ ン
ーー 一・一－ABBRE2ル ー チ
.7
ーー 一－REPLCEル ー チ ン
一ー…OUTPUTル ー チ ン
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に従 って,デ ー タの流れ の概要 を述べ る。 各ル ーチ ンの詳細 に つ い て は,特 に,INPUT,
OUTPUTル ーチ ンについては文献(6)を,そ の他の処 理ル ーチ ンについては文献(5)を参照
されたい。前述 した ように,本 システ ムはすべ てアセ ンブラで記述 してあ り,全 ス テ ップ数 は
約800であ る。
入力 された論理式 は,計 算機 内部2進 表 現に変換 して,項 の集合 と して記憶容量 のあ る部分
(これ を以後A領 域 とい う)に 格納 してお く(INPUTルーチ ン)。A領 域の各項 が お 互に
省略算
α〉β一α
が行 なわれ るか どうかをチ ェック して,省 略 され る項 には0を 入れて お く(ABBREVル ーチ
ン)。次に,A領 域に生 じた0を つ め る操 作を して(CONI)NSルー チ ン)か ら,A領 域 の す
べ ての項 同志 のconsensusをと り,生 じたすべてのconsensusを他の領域(こ れ を 以 後B
領域 と呼ぶ)に 格納 す る(RESOLVル ーチ ン)。このとき,も しB領 域が空 集 合 な ら ば,
consensusは生 じなか ったの で,第2節 の原理で述べた よ うにA領 域 の項はすべ ての素 項 か
らなってい るか ら,A領 域 の各項 を計 算機 内部2進 表現か ら論理式 に変換 して打 ち出 して終 る
(OUTPUTルー チ ン)。B領 域が空集合 でなければ,各consensusの中には,同 じ項や他 の項
に省略 され る項が存在す る可能性があ るので,B領 域に もABBREVル ーチン とCONDNS
ル ーチ ンとを作用 させ て不必要 な ものを取 り除 い て お く。 次に,A領 域 の各項 とB領 域 の
各項が互に省略で きるか とい うチ ェックを し,省 略 された項 には0を 入れてお く。 た だ し,
この省略算でA領 域 とB領 域 とに等 しい項があれば,B領 域 の項 を省略す る も の と す る
(ABBRE2ルーチ ン)。も し,こ の結果,B領 域が空集合 となれば,も はや新 しいconsensus
は生 じない ことを意味 しているか ら,第2節 原理で述べ た ように,A領 域 の各項は,す べ て
の素項か らなっているのでOUTPUTル ーチ ンへ飛 んで終 る。そ うでなけれぽ,B領 域 の内
容 をA領 域の後に加 えて新 らたに,こ れ をA領 域 と して,B領 域 を 空 と す る(REPLCE
ルーチ ン)。この場 合,省 略 されて0に なって いる項 が存在す る可能性 があ るの でCONDNS
ル ーチ ンを用い てつめて お く。 そ して再 びRESOLVル ーチ ンへ もどる。第2節 原理 で 述 べ
た よ うに,こ の操作 は無限 回繰 り返 さないか ら必ず有限回で終 る。
5.あ と が き
本研究は,記号処理のための基本的なアル ゴリズムの開発,お よびこれ らの結果に基づいた
融通性のある使いやすい記号処理向きの高級言語を開発することを 目的 としたもので,そ の一
つの例として論理式の計算機による処理をとりあげたものである。本論文はその第一歩として
与えられた論理式の緊要展開を与えるソフ トウェアシステムにつ い て,す な わ ち,iterated
consensusmethodをとりあげ,こ の手法を計算機向きのアル ゴリズムに改良 してこれを実現
す るソフ トウェアシステムを開発 したので,そ の概要について述べた。
本研究は,シ ステム工学研究室で進められている研究題 目の一つであって,本論文に関する
実際のプログラム開発は,昭 和46年度卒業生小林芳夫,久 保義人,昭 和47年度卒業生宮路修,
-34一
計算機による論理式の処理
森口知仁,長村博敏,上 野博史君らの協力を得た。本来ならば,本 論文は,これ らの諸君 と連
名で投稿すべ きものであることを付記 して,こ こで感謝の意を表わ します。
最後に,日 頃御指導御べんたつを頂 く,本学後藤以紀,小 川康男,西 山栄枝教授に感謝致 し
ます。 また,本論文におけるプログラムはすべて本学計算センターのOKITAC5090Mを使
用 した もので,い ろいろと御便宜を計って頂いた計算センターの皆様に感謝 します。
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