Abstract. We consider remarkable central elements of the universal enveloping algebra U(gl(n)) which we call quantum immanants. We express them in terms of generators E ij of U(gl(n)) and as di erential operators on the space of matrices.
1. Introduction 1.1. By E ij denote the standard generators of the universal enveloping algebra U(gl(n)). Consider the following element of U(gl(n)) (1.1) C = X s2S(n) sgn(s) E 1;s(1) (E 2;s(2) + 2;s(2) ) : : : (E n;s(n) + (n ? 1) n;s(n) ) :
Symbolically we can write where the row-determinant of this matrix with non-commutative entries is de ned by (1).
Denote by M(n) the space of n n-matrices. Denote by |the ground eld. We suppose that char|= 0. Consider the representation L of U(gl(n)) in the space | M(n)], i; j = 1; : : : ; n given on the generators by the following formula (1.2) L(E ij ) = X x i @ j :
It is well known that L maps U(gl(n)) isomorphically onto the algebra of all di erential operators with polynomial coe cients on the space M(n) that commute with
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Typeset by A M S-T E X the right action of GL(n). Introduce formal matrices E, X, D with (i; j)-th entry equal to E ij , x ij , @ ij respectively. Then (2) can be written as (1.3) L(E) = X D 0 ;
where prime means transposition. The celebrated Capelli identity C] asserts that (1.4) L(C) = det X det D :
Here det X and det D are ordinary determinants. Observe that the RHS of (4) visibly commutes with the left action of GL(n) so that C is in fact a central element of U(gl(n)). The Capelli identity is one of the most imporatant results of classical invariant theory H] . Modern approaches to this identity were developed in HU] , KS] and by other authors. (See, for example, references in the cited papers.) One of these modern approaches is based on the notion of a quantum determinant for Yangian Y (gl(n)) (see MNO] ). There are a q-analog of the Capelli identity NUW] and its super analog N] .
In this paper we study some remarkable generalizations of the Capelli element which we call quantum immanants. In some sence we replace the determinant in (1 0 ) and (4) by the trace of a arbitrary polynomial representation of GL(n). Our approach is based on R-matrix formalism (however we do not consider Yangians).* Normally the Capelli element (1) is de ned by following column determinant C = X s2S(n) sgn(s) (E s(1);1 + (n ? 1) s(1);1 )(E s(2);2 + (n ? 2) s(2);2 ) : : : E s(n);n :
Quantum immanants (see below) can be also rewritten in the column form.
1.2. Introduce the formal matrix E(u) = E ij ? u ij n i;j=1 : Here u is a formal variable. A formal n n matrix A with entries a ij from a noncommutative algebra A can be considered as an element A = X ij a ij e ij 2 A M(n) ; where e ij are standard matrix units in M(n). The tensor product of two such matrices A and B is de ned by A B = X i;j;k;l a ij b kl e ij e kl 2 A M(n) 2 :
*Recently the author proved a more general Capelli-type identity which involves not only the center but the whole algebra U(gl(n)). The proof (which does not require R-matrices) will be given in the next paper.
In the space (| n ) k acts the symmetric group S(k) so that we have a representation
It can be shown (in fact this is a way to prove (4); see MNO] and below) that (1.5) C = (n!) ?1 tr ? E E(?1)
where Alt is the anti-symmetrizer
and the trace of an element of A M(n) n is de ned by tr ? X i 1 ;j 1 ;:::;i n ;j n a i 1 ;j 1 ;:::;i n ;j n e i 1 ;j 1 e i n ;j n = X i 1 :::;i n a i 1 ;i 1 ;:::;i n ;i n 2 A :
In (5) the algebra A is U(gl(n)). In customary notations (5) can be rewritten as C = (n!) ?1 X i 1 ;:::;i n X s2S(n) sgn(s) E i 1 ;i s(1) : : : (E i n ;i s(n) + (n ? 1) i n ;i s(n) ) :
It is easy to see that the RHS of (4) can be written in a similar form
Since the representation L is faithful let us omit the letter L and identify elements of U(gl(n)) with di erential operators. Then the Capelli identity can be restated as follows:
(1.6) tr
? E E(?1)
The identity (6) is true also for the action of GL(n) on rectangular n m matrices. In this case the matrices X and D are also rectangular n m matrices. From now on we consider this general rectangular case.
1.3. Now we can formulate higher Capelli identities. Let be a partition such that ( ) n. Put k = j j. Let be the character of the group S(k) 
In particular the LHS of (7) does not depend on the choice of T. If = (1 n ) then (7) turns into (6). Below in (3.24 0 ) we shall obtain another version of the identity (7) which turns into the original de nition of the Capelli identity if = (1 n ). The particular cases = (1 k ), k = 1; : : : ; n of this theorem are also known as Capelli identities HU] . A di erent approach to the analogs of Capelli identities for = (k) can be found in N]. Example. Suppose n = 1 and = (k). Then (7) 1.4. Consider the highest terms of the both sides of (7) with respect to the natural ltration in U(gl(n)). A simple calculation shows that tr(E k s) = tr(E k tst ?1 ) + lower terms for all s; t 2 S(k). Next observe that X t2S(k) t P T t ?1 = :
Therefore the LHS of (7) equals tr(E k =k!) + lower terms:
Since X and D commute modulo lower terms the highest terms of the LHS and the RHS of (7) agree by virtue of (3). The structure of this highest term is similar to the de nition of the Schur function via characteristic map M1]. Suppose g 2 GL(n).
It follows from the classical decomposition of (| n ) k as a GL(n) S(k) is called the -immanant of the matrix A. If = (1 k ); (k) then the -immanant turns into determinant and permanent respectively. Note that (9) is the sum of -immanants of principal k-submatrices (with repeated rows and columns) of the matrix g.
1.5. I wish to thank V. Ginzburg, S. Kerov, S. Khoroshkin and M. Noumi for helpful discussions. I am especially grateful to M. Nazarov; this paper would be hardly possible without numerios discussion with him. They helped me very much with the proof of (2.2) (see also paragraph 2.3 below).
Quantum immanats and higher Capelli identities arose from our joint work with Olshanski OO] . The discussions we had with G. Olshanski during the work on OO] were very useful for me. His critical comments concerning this text were also very useful.
I have to mention that the structure LHS of (7) ? E E(c T (2)) E(c T (k)) P T 2 U(gl(n)) :
Below we shall see that this de nition does not depend on the choice of T. Because of the structure of the highest term of (1) and by analogy to the quantum determinant let us call this element the quantum -immanant. We shall see that quantum immanants have many remarkable properties.
2.2. In the next section we prove that the quantum immanant S lies in the center Z(gl(n)) of the algebra U(gl(n)). Next we calculate the eigenvalue of (S ) 
Observe that the denominator in (3) equals the Vandermode determinant in variables x i + i . Observe also that the numerator in (3) is a skew-symmetric function in x i + i and hence is divisible by the denominator. 2.3. Denote the di erential operator in the RHS of (1.7) by . We prove in the next section that 2 Z(gl(n)). (Recall that we identify U(gl(n)) with the algebra of the right invariant di erential operators.) The higher Capelli identities (1.7) will be proved in two steps: rst we prove (2) and then (2.6) ( ) = s ( ) : The proof of (6) is much more simple than the proof of (2).
As mentioned in the introduction the discussions with M. Nazarov were very helpful for me during the proof of (2). In particular, M. Nazarov drew my attenton to the importance of (3.8). He also conjectured that the eigenvalue in of the central element (3.43) is equal to s ( ). Recently he has found a new proof of (2). 2.4. The proof of (6) will be based on the two following properties of the sfunctions that are very simple and very useful at the same time. The two theorems we prove below will be also used in the forthcoming paper by A. Molev and M. Nazarov concerning Capelli-type identities for other classical groups. Many other applications of them can be found in OO] .
The following vanishing and characterization theorems is a way to control lower terms of inhomogeneous polynomials s . In particular cases similar argument was used by many people (see, for example, HU]). In the context of Capelli identities it was developed in full generality by S. Sahi in S]. In this paper S. Sahi considered polynomials that satisfy (2.7{8) and have a more general symmetry than the shifted symmetry. He found an inductive formula for them. However, this formula is very complicated. In our situation we have much more simple formulas.
Denote 
for all such that j j < j j.
Proof. Prove part (A). We have to prove that f 2 (n) ; deg f j j ; f( ) = 0 for all ; j j j j;`( ) n ; 9 > = > ;
Put k = j j. The polynomials fs g; j j k;`( ) n; is a linear basis in subspace of (n) which consists of polynomials of degree k. Hence (2.12) f = X c s ; j j k;`( ) n ;
for some coe cients c . Show that c = 0 for all . Suppose c 6 = 0 for some . Choose the partition so that c 6 = 0 and c = 0 for all , j j < j j. Evaluate (12) at . By the vanishing theorem we obtain 0 = c H( ) :
Thus c = 0. Prove part (B). Suppose there are two such elements f 1 and f 2 of . Then deg(f 1 ? f 2 ) < j j and (f 1 ? f 2 )( ) = 0 for all such that j j < j j. By part (A) we have f 1 ? f 2 = 0.
2.6. By (2) the vanishing and characterization theorems can be restated in terms of quantum immanants. Sometimes it is convenient to use the following normalized quantum immanants S . Put (2.14)
where c( ) is the content of the cell 2 . This is a generalization of the factorial powers. We have (a (k)) = (a k) and (a (1 k )) = (a k). Next put
By virtue of (2), vanishing theorem, and the well known formula for the dimension of the representation (2.16) dim GL(n) = (n ) H( ) ; we have (2.17) tr (S ) = ; j j j j : 2.7. There is a quite far analogy between central elements S and characters of a nite group G considered as elements of the group algebra C G] of G. The relationship between quantum immanants and characters of the symmetric groups is especially close (see sections 4 and 5 below). For example, the vanishing and characterization theorems should be considered as an analog of the orthogonality relations for characters of groups.
Suppose and are two non-equivalent irreducible representations of G and suppose and are the corresponding irreducible characters. The orhtogonality of and It is called the R-matrix. Normally this R-matrix is denoted by R, but we do not use other R-matrices. The following equation can be veri ed by direct calculation:
This is a version of the famous RTT = TTR equation RTF] . The equation (1) is equivalent to the commutation relations between the generators E ij of U(gl(n)). Recall that P T is the orthogonal projection onto T . It follows that if T 0 is standard then (3.5) R i (T)P T = P T 0R i (T)P T and (3.6)
3.3. Given a standard tableau T put
Remark that (1) reads as
where T 0 = s i T. The third key fact we need is Proposition.
(3.8) E(T)P T = P T E(T)P T :
This proposition is apparently due to I. V. Cherednik Ch] . (See also JKMO]). Proof. First suppose that T is the row tableau T r of shape that is tableau lled in from left to right from top to bottom. For example if = (3; 2; 1) then T r looks as follows T r = 1 2 3 4 5 6
Denote by P the row symmetrizer of T r P = Now write E(T r )P T r = P T rE(T r )P T r + (1 ? P T r )E(T r )P T r :
We are going to show that the second summand vanishes. We have (1?P T r)P T r = 0 and hence (1 ? P T r ) 2 J. Therefore it su ces to check that J i E(T r )P T r = 0; i = 1; 2; : : : :
Suppose i 6 = M 1 ; M 2 ; : : : . Then
Therefore by (7) J i E(T r )P T r = E((T r ) 0 )J i P T r = 0 : If i = M j for some j then we have to apply the same relation (7) several times. Hence (8) is proved for T r .
Next suppose for some i both T and T 0 = s i T are standard tableaux. Show that if (8) holds for T then it also holds for T 0 . Put r = c T (i + 1) ? c T (i) :
If T 0 is a standard tableau then r 6 = 1. By (6) and (7) E(T 0 )P T 0 = (r 2 ? 1) ?1 E(T 0 )R i (T)P T R i (T) = (r 2 ? 1) ?1 R i (T)E(T)P T R i (T) :
By assumption this equals to (r 2 ? 1) ?1 R i (T)P T E(T)P T R i (T) :
By (5) this expression is stable under multiplication by P T 0 on the left. Thus (8) is proved for T 0 . This completes the proof of the proposition.
Recall that by de nition S = tr E(T)P T ; where T is a standard tableau of shape .
Proposition. The quantum immanant S is a well de ned element of U(gl(n)).
In other words, the trace tr E(T)P T does not depend on the choice of the standard tableau T of shape . Proof. Show that (3.14)
tr E(T)P T = tr E(T 0 )P 0 T ; where T 0 = s i T. Note that if T 0 is a standard tableau then R i (T) is invertible.
Consider the following chain of equalities tr E(T)P T = tr R i (T)E(T)P T R i (T) ?1 = tr E(T 0 )R i (T)P T R i (T) ?1 by (7) = tr E(T 0 )P T 0R i (T)P T R i (T) ?1 by (5) = tr P T 0E(T 0 )P T 0R i (T)P T R i (T) ?1 by (8) = tr E(T 0 )P T 0R i (T)P T R i (T) ?1 P T 0 :
It remains to prove that (3.15) P T 0R i (T)P T R i (T) ?1 P T 0 = P T 0 :
Clearly (15) holds up to a constant factor. Since the highest terms of (14) agree this constant equals 1. The proposition is proved.
3.5. Recall that we identify the algebra of right-invariant di erential operators on n n matrices with U(gl(n)). The product (19) is the product of the matrix E(u) with entries in U(gl(n)) and two matrices with entries in the ground eld | . Consider the following element of U(gl(n)) (3.20) tr(E(u 1 ) E(u k ) s) ;
where u i 2 |and s 2 S(k) are arbitrary. By (19) the adjoint action of g 0 takes (20) to (20) is an element of Z(gl(n)). In particular, In the same way the is invariant under the right action of GL(n). Therefore it represent an element of Z(gl(n) (23) equal zero. Suppose s is a matrix element of the representation . The diagonal matrix elements in the Young basis are proportional to P T , where T runs over standard tableaux of shape . Clearly P T E( ) = E( )P T = E(T)P T by (8). Suppose s is a non-diagonal matrix element. We can assume that s takes T to T 0, T 0 = s i T, since such elements are generators. In this case s is proportional to P T 0R i (T)P T : We have P T 0R i (T)P T E( ) = P T 0R i (T)P T E(T)P T by (8) = P T 0R i (T)E(T)P T by (8) = P T 0E(T 0 )R i (T)P T by (7) = P T 0E(T 0 )P T 0R i (T)P T by (5) = E(T 0 )P T 0R i (T)P T by (8) = E( )P T 0R i (T)P T ; as desired. 3.7. Now we can calculate the eigenvalues of the quantum immanants.
By RTab( ; n) denote the set of reverse column strict tableau T of shape with entries in f1; : : : ; ng. By de nition T 2 RTab( ; n) if entries of T weakly decrease along the rows and strictly decrease along the columns. By de nition, put Since the content of the cell (1; 1) 2 equals 0 the sum (25) is stable in the following sense (3.26) (x 1 ; : : : ; x n ; 0) = (x 1 ; : : : ; x n ) :
Let be a partition. By (26) the number ( ) is well de ned.
Proposition.
(3.27) (S ) = ( ) :
Proof. Apply (24) to the highest vector. Since the highest vector is annihilated by all E ij with i < j we get Clearly this is the desired formula.
3.8. In this paragraph we prove the following Proposition.
(3.34) (S ) = s ( ) :
By virtue of (27) this proposition is equivalent to the following combinatorial formula for s -functions. This formula is eqivalent to the analogous formula for factorial Schur functions (see CL] , GG] and M2]). A proof of (35) is given also in OO]. Below we give one more proof of (35) based on the characterization theorem. Proof. The number ( ) equals by (27) to the eigenvalue of an element of Z(gl(n)) and hence 2 (n). If T ( ) 6 = 0 then (3.38)
(1;1) 6 = 0; (1;2) 6 = 1; (1;3) 6 = 2; : : :
By (37) and (38) for all i. Observe that (40) and (41) 3.9. Now we can complete the proof of the theorem. Consider the di erence (3.42)
S ? : As explained in paragraph 1.4 this is an element of degree < j j. Next (42) is a central element. Prove that it vanishes in all representations such that j j < j j. The results of this sections are from OO] (only the proofs di er). This results are based on (2.2); that is they are essentially properties of s -functions.
The proofs below use higher Capelli identities. One can take a short-cut and deduce all propositions directly from the characterization theorem. Such proofs can be found in OO].
5.1. We have considered S 2 Z(gl(n)) where n was a xed number. Now let n vary.
Suppose N > n `( ). Consider the composition of the two maps
where the rst arrow is the natural inclusion and the second one is the gl(N)-invariant projection. If | = C then this composition is the averaging over the group U(N). We call this map the averaging map. We denote the averaging of 2 Z(gl(n)) by h i N .
In order to avoid confusion denote by by S jn the normalized quantumimmanant in Z(gl(n)). We call the following property the coherence of quantum immanants. Proposition OO] . Proof of Lemma. The higher Capelli identity (1.7) asserts that
where we used the fact that x ij (1) = ij . By (1.9) we have 
where S(gl(n) ) is the symmetric algebra of gl(n) and S(gl(n)) GL(n) denotes the invariants of the adjoint action of GL(n). We call this map the averaging map also. Using the invariant scalar product in gl(n) (5.6) (A; B) = tr AB; A; B 2 gl(n) ;
we construct a similar averaging map
Again to avoid confusion denote s jn (X) the polynomial (1.9) in matrix elements of a n n matrix X. The averaging of a matrix element equals the trace: (5.10) hf i n = 1 dim GL(n) s jn (X) ;
where dim GL(n) denotes the dimension of the irreducible GL(n)-module with highest weight . Hence s jn (X) N = dim GL(n) h f i N = dim GL(n) dim GL (N) s jN (X) : (5.11) Now (8) follows from (2.16). The claim (9) follows from (8) and the formula (6) for the invariant scalar product.
The proposition follows immediately from (2),(9) and the de nition of S . Indeed, it is clear that s and can be assumed to be central. In the center of | S(k)] and U(gl(n)) there is the basis of irreducible characters and quantum immanants respectively. Finally observe that the problems are linear in s and respectively.
There is a map in the inverse
These problems play the key role in the ergodic method of A. M. Vershik and S. V. Kerov VK] . In fact the understanding of the papers VK] was the original aim of G. Olshanski and me. These problems are also discussed in KO] .
The solution of similar problems of other classical groups will be given in a forthcoming paper by G. Olshanski and me.
