This paper proposes a new approach to representation learning based on geometric properties of the space of value functions. We study a two-part approximation of the value function: a nonlinear map from states to vectors, or representation, followed by a linear map from vectors to values. Our formulation considers adapting the representation to minimize the (linear) approximation of the value function of all stationary policies for a given environment. We show that this optimization reduces to making accurate predictions regarding a special class of value functions which we call adversarial value functions (AVFs). We argue that these AVFs make excellent auxiliary tasks, and use them to construct a loss which can be efficiently minimized to find a near-optimal representation for reinforcement learning. We highlight characteristics of the method in a series of experiments on the four-room domain.
Introduction
A good representation of state is key to practical success in reinforcement learning. While early applications used hand-engineered features (Samuel, 1959) , these have proven onerous to generate and difficult to scale. As a result, methods in representation learning have flourished, ranging from basis adaptation (Menache et al., 2005; Keller et al., 2006) , proto-value functions (Mahadevan and Maggioni, 2007) , gradient-based learning (Yu and Bertsekas, 2009) , and feature generation schemes such as tile coding (Sutton, 1996) and the domain-independent features used in some Atari 2600 game-playing agents (Bellemare et al., 2013; Liang et al., 2016) . Today, the method of choice is deep learning. Deep learning has made its mark by exhibiting the capacity to learn complex representations of relatively unprocessed * Equal contribution 1 Google Brain 2 DeepMind 3 Mila, Université de Montréal 4 University of Alberta 5 University of Oxford. Correspondence to: Marc G. Bellemare <bellemare@google.com>. inputs using backpropagation (Tesauro, 1995; Mnih et al., 2015; Silver et al., 2016) .
Most current deep reinforcement learning methods augment their main objective with additional losses called auxiliary tasks, typically with the aim of facilitating and regularizing the representation learning process. The UNREAL algorithm, for example, makes an array of predictions regarding future pixel values (Jaderberg et al., 2017) ; recent work approximates a one-step transition model to achieve a similar effect (François-Lavet et al., 2018) . The good empirical performance of distributional reinforcement learning has also been attributed to representation learning effects, with recent evidence supporting this claim . However, while there is now conclusive evidence of the usefulness of auxiliary tasks, their design remains on the whole ad-hoc.
Our first contribution is to formulate an optimization problem whose solution is a form of optimal representation. Specifically, we seek a state representation from which we can best approximate the value function of any stationary policy for a given Markov Decision Process. Simultaneously, the largest approximation error in that class serves as a measure of the quality of the representation. This lets us provide guarantees on the performance of learning procedures such as approximate policy iteration (Munos, 2003) . While our approach may at first glance appear naive -in real settings, most policies are uninteresting and hence may distract the representation learning process -we show, using a recently developed geometric results (Dadashi et al., 2019) , that the optimization process can in fact be restricted to the value functions of a special subset of deterministic policies which we call adversarial value functions.
Our second contribution is to provide a comprehensive characterization of these adversarial value functions, including their natural role as auxiliary tasks. We show that they correspond to deterministic policies which either minimize or maximize the expected return at each state, based on the solution of a network-flow optimization derived from an interest function δ. Our derivation yields a policy-gradient based algorithm for learning these adversarial value functions. A consequence of our characterization is to demonstrate why arXiv:1901.11530v1 [cs. LG] 31 Jan 2019 predicting value function-like objects is helpful in learning representations, as has been argued in the past (Sutton et al., 2011; .
We complement our theoretical results with an empirical study in a simple grid world environment, focusing on the use of deep learning techniques to learn representations. We find that predicting adversarial value functions as auxiliary tasks leads to rich representations, in contrast to the degenerate solutions found from predicting only the expected return. As a whole, our results shed light on the effect of auxiliary tasks in larger deep RL settings.
Setting
We consider an environment described by a Markov Decision Process X , A, r, P, γ . In this MDP, X and A are finite state and action spaces, P : X × A → P(X ) is the transition function, γ is the discount factor, and r : X → R describes the reward from transitioning out of state x; where for a finite set S, P(S) denotes the probability simplex over S.
A (stationary) policy π : X → P(A), denoted π(a | x), describes the behaviour of an agent interacting in this environment. We denote the set of policies by P = P(A) X . We combine a policy π with the transition function P to obtain the state-to-state transition function P π , P π (x | x) := a∈A π(a | x)P (x | x, a).
The value function V π describes the expected discounted sum of rewards obtained by following this policy π:
The value function satisfies Bellman's equation (Bellman, 1957) , written
We will find it convenient to write these quantities in vector notation (Puterman, 1994) . Assuming there are n = |X | states, we view r and V π as vectors in R n and P π ∈ R n×n , yielding V π = r + γP π V π = (I − γP π ) −1 r.
Finally, the optimal value function satisfies V * (x) = r(x) + γ max a∈A
x ∈X P (x | x, a)V * (x ).
A d-dimensional representation is a mapping φ : X → R d . The resulting vector φ(x) is the feature vector for state x, and we write Φ ∈ R n×d to denote the matrix whose rows are φ(X ). A linear approximation for a value function is writtenV φ (x) := φ(x) θ, where θ ∈ R d is a weight vector. In this work we consider the approximation minimizing the uniformly weighted squared error
For a fixed φ, this error is minimized by least squares regression, which finds the projection of V π onto the hyperplane H = Φθ : θ ∈ R d . We denote this projection byV π φ := Π φ V π , with Π φ the corresponding projection matrix.
Two-Part Approximation
We viewV φ as a two-part approximation arising from the composition of an adjustable representation φ and a weight vector θ; we use the term "two-part" to emphasize that the mapping φ(x) →V φ is linear, while φ itself may not be. This separation into two parts gives us a simple framework in which to study the behaviour of representation learning, in particular deep networks applied to reinforcement learning. Mnih et al. (2015) 's DQN architecture, for example, maps a state x into a 512-dimensional vector φ(x), which is then transformed linearly into the state's value function. We study two-part approximations in an idealized setting where the dimensionality d of the vector φ(x) is fixed, but the mapping is otherwise unconstrained. Even this idealized design offers interesting problems to study. First, we might be interested in approximating multiple value functions, i.e. as is often done in transfer or continual learning; a trade-off between the multiple objectives naturally arises, especially when the embedding dimension d is much smaller than n, the number of states.
Second, in most problems of interest, the weights θ can be optimized more efficiently than the representation itself. For example, squared losses derived from linear transformations of φ(x) are convex in θ. This suggests two scenarios of interest. When the representation φ is chosen prior to optimizing θ we say the representation is pretrained. Alternately, when the representation φ is learned at the same time as θ we say the representation is trained concurrently.
Many methods for representation learning in RL are pretrained, often using the term representation discovery, and are not readily applied in the concurrent setting (Mahadevan and Maggioni, 2007) . By contrast, recent developments in deep reinforcement learning with auxiliary tasks may not, by themselves, give good representations and their main usage is to speed up neural network training when paired with a primary objective. Often these auxiliary tasks can only be applied in concurrent training (Jaderberg et al., 2017) . Ideally, methods for representation learning would apply to both pretraining and concurrent training.
Finally, we remark that, under our setting, a trivial "valueas-feature" representation exists for the single-policy optimization problem
this approximation sets φ(x) = V π (x), and θ = 1. In this paper we take the stance that this is not a satisfying representation, and that a good representation should be in the service of a broader goal (e.g. control, transfer, or fairness).
The Value Function Polytope
Consider the value functions that are achieved by the set of policies P:
Throughout we will make use of certain geometric properties of V, which we list here without proof. A comprehensive characterization of V is given by Dadashi et al. (2019) .
3. The vertices of V correspond to deterministic policies.
The optimal value function
To this we add one more result which is our own. We say that V ∈ V is an extremal vertex if it is a vertex of the convex hull of V (if V is a convex, non-intersecting polytope, then all vertices of V are extremal vertices). The result shows that for any direction δ ∈ R n , the furthest point in V along δ is an extremal vertex (the proof may be found in the appendix).
Lemma 1. Let δ ∈ R n and define the functional f (V ) := δ V , with domain V. Then f is maximized by an extremal vertex. Furthermore, the set of directions δ ∈ R n for which the maximum of f is achieved by multiple extremal vertices has Lebesgue measure zero in R n .
Put another way, Lemma 1 shows that if we sample a direction δ ∈ R n from a sufficiently rich distribution and find the value function V ∈ V which is furthest along this direction, we are guaranteed (with probability 1) to find an extremal vertex and consequently, the value function of a deterministic policy; we will later use this result to design our representation learning algorithm (Section 3.1).
Representation Learning
We measure the quality of a representation in terms of how well it can approximate value functions. For a policy π ∈ P and its value function V π ∈ V, define the approximation error L(φ; π) := V π φ − V π 2 2 , which measures the quality of the best approximation of V π using the representation φ. The representation error is
Note that L(φ) depends on characteristics of the environment, in particular on both reward and transition functions. Let R ≡ R n×d be the set of d-dimensional representations. We consider the problem of finding the best φ ∈ R, i.e. minimizing L(φ):
In the context of our work, we will call optimal any representation minimizing this error.
Figure 2 depicts this optimization problem from a geometric perspective. Recall that V is a polytope, and that a given representation φ defines a hyperplane H = {Φθ : θ ∈ R d } of possible value approximations. The maximal error is achieved at the extremal vertex which is furthest along the normal subspace to H, sinceV π φ is the orthogonal projection of V π onto H.
Denote the set of deterministic policies by P d ⊆ P and the set of (extremal) policies corresponding to extremal vertices of V by P v ⊆ P d . Our first result is to derive an equivalence between the optimization problem (1) and one which only considers policies in P v .
Theorem 1. For any representation φ ∈ R, the maximal approximation error measured over all value functions is the same as the error measured over the set of extremal vertices:
As a consequence, the optimal representation φ * is also the minimizer of
The significance of Theorem 1 is as follows: While there is a continuum of policies to consider in (1), we can find an optimal representation by considering a finite (albeit exponential) number of extremal policies. Indeed, P v ⊆ P d and there are at most an exponential number of deterministic policies. We will call these adversarial value functions (AVFs), because of their role in the minimax problem (1).
In fact, the optimal representation is uniquely determined by d + 1 AVFs which together remove all degrees of freedom from the optimization.
Furthermore, for the representation φ minimizing the above all approximation errors are the same:
We conclude this section by illustrating how solving the optimization (1) gives rise to quantifiable guarantees on the performance of value-based learning algorithms. Our result concerns least-squares policy iteration (LSPI; Lagoudakis and Parr, 2003) , but our approach should enable similar guarantees in other contexts (e.g. Munos, 2007; Petrik and Zilberstein, 2011) . By contrast, we cannot have the same guarantee if φ is learned from a single policy.
Corollary 1. [Approximation error for LSPI] Let φ * be the optimal representation according to (1). Consider the sequence of policies π 0 , π 1 , . . . derived from least-squares policy iteration using φ * to approximate V π0 , V π1 , . . . under a uniform sampling of the state-space. Then
Adversarial Value Function Discovery
In the previous section we saw that the search for an optimal representation φ * is driven by a finite set of adversarial value functions, and that in fact φ * itself is "explained" by a small number of AVFs. This suggests that an agent that predicts AVFs, by themselves or concurrently with some primary objective, should develop a better state representation -put another way, AVFs are natural auxiliary tasks.
This section is concerned with discovering the AVFs themselves. As remarked in Lemma 1, the map δ → arg max δ V π recovers the vertices of the value polytope, in other words the adversarial value functions. We use this property to define a simple AVF discovery algorithm:
1. Sample δ uniformly in [−1, 1] n , 2. Use policy gradient to find arg max
To generate multiple AVFs, we can iterate this process, sampling a new δ function each time. Although in our experiments we discover the AVFs before any representation learning takes place, we believe it should be possible to discover AVFs simultaneously with the representation.
At this point, a natural concern about our method is that in most problems the vast majority of policies are "uninteresting". As a result, discovering AVFs based on random sampling may not be efficient. We provide two answers to this criticism. First, the distribution over generated AVFs depends on the distribution of δ itself, rather than on a distribution over policies. In particular, many low-value policies correspond to the same AVF. Second the space of AVFs is in general a strict subset of the space of deterministic value functions, and is highly structured. Our next result sheds some light on this structure.
To begin, observe that
In this optimization problem, the δ function acts as a weight at each state. In particular, whenever δ ≥ 0 componentwise, we recover the usual value function, irrespective of the exact magnitude of δ (Bertsekas, 2012) . If δ(x) < 0 for some x, however, the maximization becomes a minimization. The optimal policy for (2) would now prefer V π (x) to be as small as possible, except that the exact weight δ(x) matters. This is best seen by exhibiting something reminiscent of the dual problem in the theory of linear programming for MDPs (Puterman, 1994) :
Theorem 2. We have the following equivalence:
where the vector d π satisfies the reverse Bellman equation
In particular, for the policyπ maximizing the above we have
The vector d π can be interpreted as the total weight flowing through a state x from its predecessors, including its own weight function δ. States with δ(x) ≥ 0 are a priori maximizers, but may become minimizers if sufficiently many predecessors are themselves minimizers; and conversely for δ(x) < 0. Because each state is eventually a maximizer or a minimizer, we know there can be at most 2 n AVFs, even though there are |A| n deterministic policies.
Optimizing with AVFs
Given a method for generating AVFs, we now consider using them to optimize the representation. Let µ := µ 1 , . . . , µ k be k policies whose value functions V µ1 . . . V µ k are AVFs. We define the sample representation loss
If µ is rich enough, minimizing L(φ; µ) alone should give rise to a reasonable representation (pretraining). Alternatively, L(φ; µ) may be combined with an existing loss to stabilize or improve the representation (concurrent training).
One drawback of the sample representation loss (3) is that it is not differentiable at points where multiple AVFs attain the same error. In practice, we relax this loss by replacing the maximum by a log-sum-exp operation:
Our approach combining the above methods for representation learning, is summarized in Algorithm 1.
Algorithm 1 Representation learning using AVFs input k -desired # of AVFs, d -desired # of features. Sample δ 1 , . . . , δ k ∼ [−1, 1] n Compute µ i = arg max π δ i V π using policy gradient Find φ * = arg min φL (φ; µ 1 , . . . , µ k ) (Equation 4) The optimization problem in (1) does not have an immediate tractable solution, as there are an exponential number of deterministic policies to consider (Prop. 3 in the appendix gives a quadratic formulation with quadratic constraints). One may naturally ask if the use of interest functions saves us. Unfortunately, finding the AVF for a single interest function can be NP-hard, even for deterministic MDPs. Proposition 2. Finding max π∈P d δ V π is NP-hard, where the input is a deterministic MDP with binary-valued reward function, discount rate γ = 1/2 and δ : X → {−1/4, 0, 1}.
Empirical Studies
In this section we complement our theoretical analysis with an experimental study. In turn, we take a closer look at 1. The structure of adversarial value functions;
2. The shape of representations learned using AVFs;
3. The performance profile of these representations in a control setting.
We perform all of our experiments within the four-room domain (Sutton et al., 1999) , one of the most commonly used environment for studying representation learning for RL (see e.g. Solway et al., 2014; Machado et al., 2017) . As the name suggests, this domain consists of 104 discrete states arranged into four "rooms". There are four actions available to the agent, transitioning deterministically from one square to the next; when attempting to move into a wall, the agent remains in place. In our experiments, the top right state is a goal state, yielding a reward of 1 and terminating the episode; all other transitions have 0 reward.
Goal state Figure 3 . The four-room domain.
We consider a two-part approximation like the one in Figure  1 , where φ is trained end-to-end by learning to predict a set of concepts. Our aim here is to isolate the effects of a particular set of predictions (specifically, AVFs) on the learned representation. In particular, how well does a particular method make use of additional representation dimensionality? As such, we assume the neural network is not capacity constrained, and encode individual states as one-hot vectors, mapping them directly to φ. While our approach extends to both pre-and concurrent training scenarios, we focus on the former for space and clarity. Additional details on all experiments may be found in Appendix F. 
Adversarial Value Functions
Our first set of results studies the emergent structure in the adversarial value functions of the four-room domain. We selected interest functions by assigning a value δ(x) ∈ {−1, 0, 1} uniformly at random to each state x (Figure 4 , left). We restrict δ to these discrete choices for illustrative purposes. Zero values are included for interest; this corresponds to sampling a subset of states as "don't cares".
We then used policy gradient (Sutton et al., 2000) to find the policy maximizing x∈X δ(x)V π (x), computing the expected gradient at each step (effectively performing modelbased policy gradient). We observed some local minima or accumulation points but as a whole found reasonable solutions. The resulting network flow and AVF for a particular sample are shown in the middle panels of Figure  4 . In general, states for which δ > 0 also have d π < 0, and conversely for δ < 0. However, the figure shows that certain states are forced into the opposite sign (indicated by red arrows on the figure). As expected, states for which d π > 0 (respectively, d π < 0) correspond to states maximizing (resp. minimizing) the value function. Typically, these minimizing states have value 0.0, corresponding to a policy that avoids the goal; some exceptions arise when a state with δ = −1 is surrounded by states with d π > 0 (appendix, Figure 9 ). Finally, the second panel illustrates the "flow" nature of d π : trajectories over minimizing states accumulate in corners or loops, while those over maximizing states flow to the goal.
We conclude that AVFs exhibit a high degree of structure, and are generated by policies that are far from random (Figure 4, right) . As we shall see next, this structure is the key differentiator of our representation learning process.
Representation Learning with AVFs
We next consider the representations that arise from training a deep network to predict AVFs (denoted AVF from here on). We sample k interest functions and use Algorithm 1 to generate k = 1000 AVFs. We then combine these AVFs into the log-sum-exp loss (4), and adapt the parameters of the deep network using Adam (Kingma and Ba, 2015) .
We contrast the AVF-driven representation with one learned by predicting the value function of random deterministic policies (RP). Specifically, these policies are generated by assigning an action uniformly at random to each state. We also consider predicting a more typical value function, in this case the value function of the uniformly random policy (VALUE). While we make these choices here for concreteness, similar experiments yielded similar results (e.g. predicting the value of the optimal policy; appendix, Figure 10 ). In all cases, we learn a d = 16 dimensional representation, not including the bias unit. Figure 5 shows the representations learned by the three methods. The features learned by VALUE ressemble the value function itself (top left feature) or its negated image (bottom left feature). Coarsely speaking, these features capture the general distance to the goal but little else. The features learned by RP are of even worse quality. This is because almost all random policies cause the agent to avoid the goal from most states (appendix, Figure 12 ). In a further experiment we added uniform noise to the generated policies and observed that this yielded features somewhere in-between those of VALUE and RP.
The representation by AVF, on the other hand, exhibits beautiful structure. We observe the following:
• AVF features exhibit focal points, with activations decaying from those focal points,
• Features often contain paths between distal states,
• There is a bias towards the goal-room: 11/16 attain their maximum activation in the top-right room.
In a separate experiment, we varied the number of AVFs used to train the representation. The results are depicted in Figure 6 . The main phenomenon is that the AVFs become more focalized as k increases, although paths and focal points are already visible with k = 10. The zero features (bottom right, k = 100 and k = 4000) seem to be an artefact of the optimization process, which we observed throughout -we hypothesize due to the use of ReLUs.
All in all, our results demonstrate that the AVF method can learn surprisingly rich representations, with appealing results when using about k = 1000 AVFs. While this remains a sizeable amount, this can likely be improved on by using a less naive sampling approach. We believe our results to be the first to provide visual evidence of the impact of auxiliary tasks on representation learning.
Learning the Optimal Policy
In a final set of experiments, we consider learning a nearoptimal policy using a pretrained representation and a model-based version of the SARSA algorithm (Rummery and Niranjan, 1994; Sutton and Barto, 1998) . While SARSA does not enjoy the theoretical guarantee described in Corollary 1, in practice it is often more stable than methods that do enjoy this guarantee.
We compare the value-based and AVF-based representations from the previous section (VALUE and AVF), and also protovalue functions (Mahadevan and Maggioni, 2007, PVF) . Proto-value functions have been shown to play much of the same role as our representation, i.e. they describe the highlevel structure of the environment, but have fundamentally been a model-based method (but see Wu et al., 2019 , for a recent model-free extension). Specifically, our PVF representation consists in the top k right-singular vectors of the successor representation (I − γP π ) −1 for π the uniformly random policy, as suggested by Machado et al. (2018) ; Behzadian and Petrik (2018, see also appendix, Figure 11 ).
We report the quality of the learned policies after training, as a function of d, the size of the representation. Our quality measures are the average return from the designated start state (bottom left). Results are provided in Figure 7 and We observe a failure of the VALUE representation to provide a useful basis for learning a good policy, even as d increases; while the representation is not rank-deficient, the features do not help reduce the approximation error. Our AVF representations perform quite well in comparison, in fact significantly better than PVFs for some d up to about 20 (recall that n = 104). Increasing the number of auxiliary tasks also leads to better representations.
Related Work
Our work takes inspiration from earlier work in basis or feature construction for reinforcement learning. Ratitch and Precup (2004) , Foster and Dayan (2002) , Menache et al. (2005) , Yu and Bertsekas (2009) , and Bhatnagar et al. (2013) all consider methods for adapting parametrized basis functions using stochastic approximation schemes. Including the celebrated proto-value functions (Mahadevan and Maggioni, 2007) , a number of works (we note Dayan, 1993; Petrik, 2007; Mahadevan and Liu, 2010; Ruan et al., 2015; Barreto et al., 2017) have used characteristics of the transition structure of the MDP to generate representations; these are the closest in spirit to our approach, although none use of the reward or consider the geometry of the space of value functions. Parr et al. (2007) proposed constructing a representation from successive Bellman errors, Keller et al. (2006) used dimensionality reduction methods, and finally Hutter (2009) proposes a universal scheme for selecting representations.
Deep reinforcement learning has by now made extensive use of auxiliary tasks to improve the performance of its agents, beginning perhaps with universal value function approximators (Schaul et al., 2015) and the UNREAL architecture (Jaderberg et al., 2017) ; see also Dosovitskiy and Koltun (2017) (van den Oord et al., 2018) . The notion of augmenting an agent with side predictions regarding the world is not new, with roots in TD models (Sutton, 1995) , predictive state representations (Littman et al., 2002) and the Horde architecture (Sutton et al., 2011) , which itself is based on Selfridge (1959)'s Pandemonium architecture.
In passing, we remark on a number of works which aim to quantify or explain the usefulness of a representation. Parr et al. (2008) studies the particular case of linear representations, while (Li et al., 2006; Abel et al., 2016) consider the approximation error that arises from state abstraction. More recently, Nachum et al. (2019) provides some interesting guarantees in the context of hierarchical reinforcement learning, while Such et al. (2018) visualized the representations learned by Atari-playing agents. Finally, Bertsekas (2018) remarks on the two-part approximation we study here.
Concluding Remarks
In this paper we studied the notion of an adversarial value function, derived from a geometric perspective on representation learning in RL. Our work shows that these adversarial value functions exhibit a high degree of structure, and can be used as predictions towards learning good representations of an environment. We believe our work to be the first to provide formal evidence as to the usefulness of predicting value functions for shaping an agent's representation.
Our work opens up the possibility of automatically generating auxiliary tasks in deep reinforcement learning, analogous to how deep learning itself enabled a move away from hand-crafted features. While preliminary experiments on large domains such as those of the Arcade Learning Environment (Bellemare et al., 2013) are promising, a number of practical considerations remain to be addressed. First, our sampling procedure is clearly inefficient, and may be generating too many irrelevant AVFs. Second, practical implementations require learning the AVFs concurrently with the main task, which may require significant off-policy learning, whose negative effects are well-documented even in recent applications (e.g. Mnih et al., 2015; van Hasselt et al., 2018) . Third, interest functions in large domains should incorporate some degree of smoothness, rather than vary rapidly from state to state; at the present we do not have a satisfying answer to this problem. Finally, there remains to understand how the incorporation of AVFs as auxiliary tasks interplays with the deep network optimization process.
From a mathematical perspective, our formulation of the representation learning problem (1) was made with both convenience and geometry in mind. Conceptually, it may be interesting to consider our approach in other norms, including the weighted norms used in approximation results, and to better understand the effects of replacing the maximum approximation error by a smoothed version (as we do here in our experiments). We also remark that our method, unlike many other representation learning schemes, depends on the reward function -while this choice carries the usual concerns, we believe this is not a deterrent to success. Whether a "reward-free" equivalent of the AVF is an open question.
because Π φ is idempotent. The eigenvalues of A = I − Π φ are 1 and 0, and the eigenvectors corresponding to eigenvalue 1 are normal to H. Because we are otherwise free to choose any basis spanning the subspace normal to H, there is a unit vector δ normal to H for which
Denote the value function maximizing this quantity by V π MAX . This δ can be chosen so that δ V π MAX > 0 (if not, take δ = −δ). Then V π MAX is also the maximizer of f (V ) := δ V over V, and Lemma 1 tells us that V π MAX is an extremal vertex.
C. Proof of Theorem 2
To begin, note that
as required. Now, we choose an indexing for states in S and will refer to states by their index.
Let π be the policy maximizing δ V π and consider some x * ∈ S. We assume without loss of generality that x * is the first state in the previous ordering. Recall that n = |S|.
The theorem states that policy π chooses the highest-valued action at x * if d π (x * ) > 0, and the lowest-valued action if d π (x * ) < 0. Writing P π x * := P π (· | x * ) for conciseness, this is equivalent to
for d π (x * ) > 0, and conversely with a min π for d π (x * ) < 0 (equivalently, T π V π (x * ) ≥ T π V π (x * ) for all π ∈ P or T π V π (x * ) ≤ T π V π (x * ) in operator notation).
We write the transition matrix P π as follows
Where L π i = P π (x 1 | x i ), · · · , P π (x n | x i ) is P π 's i-th row.
Then we express the transition matrix as P π = A π + B π , with A π and B π given by
We can then write
This is an application of matrix splitting (e.g Puterman, 1994) . The invertibility of (I − γA π ) is guaranteed because A π is a substochastic matrix. The first term of the r.h.s corresponds to the expected sum of discounted rewards when following π until reaching x * , while the second term is the expected sum of discounted rewards received after leaving from x * and following policy π.
Note that (I − γA π ) −1 does not depend on π(· | x * ) and that
Write C π = (I − γA π ) −1 δ. We have δ V π = δ (I − γA π ) −1 (r + γB π V π ) = C π (r + γB π V π ) = C π r + C π (x * ) E
x ∼P π x * V π (x ).
Now by assumption,
for any other policy π ∈ P. Take π such that π (· | x) = π(· | x) everywhere but x * ; then C π = C π and (6) implies that
Hence π must pick the maximizing action in x * if C π (x * ) > 0, and the minimizing action if C π (x * ) < 0.
To conclude the proof, we show that d π (x * ) and C π (x * ) have the same sign. We write d π = δ + γ(A π + B π )d π .
Then (I − γA π )d π = δ + γB π d π ⇒ d π = C π + γ(I − γA π ) −1 B
Where D π = B π (I −γA π ) −1 is a matrix with non-negative components. Because B π is sparse every row of (D π ) k is null except for the first one. We can write
And d π (x * ) = ∞ k=0 γ k d k 11 C π (x * ).
Hence C π (x * ) and d π (x * ) have the same sign.
D. The Optimization Problem (1) as a Quadratic Program
Proposition 3. The optimization problem (1) is equivalent to a quadratic program with quadratic constraints.
Proof. For completeness, let n, d be the number of states and features, respectively. We consider representations Φ ∈ R n×d . Recall that Π φ is the projection operator onto the subspace spanned by Φ, that is
We will also write P d for the space of deterministic policies. We write (1) in epigraph form (Boyd and Vandenberghe, 2004) :
The first equivalence comes from the fact that the extremal vertices of our polytope are achieved by deterministic poli-cies. The norm in the constraint can be written as
where (a) and (b) follow from the idempotency of Π φ . This is
To make the constraint quadratic, we further require that the representation be left-orthogonal: Φ Φ = I. Hence the optimization problem (1) is equivalent to minimize t s.t.
V π (I − ΦΦ )V π ≤ t ∀π ∈ P d Φ Φ = I.
From inspection, these constraints are quadratic.
However, there are an exponential number of deterministic policies and hence, an exponential number of constraints in our optimization problem.
E. Proof of Proposition 2
We use a reduction from the optimization version of minimum set cover, which is known to be NP-hard (Bernhard and Vygen, 2008, Corollary 15.24) . Let n and m be natural numbers. An instance of set cover is a collection of sets C = {C 1 , . . . , C m } where C We are interested in the optimization problem max π∈P d R(π) .
When δ(x) ≥ 0 for all x this corresponds to finding the usual optimal policy, which can be found efficiently using dynamic programming. The propositions claims that more generally the problem is NP-hard.
Consider an instance of set cover C = {C 1 , . . . , C m } over universe [n] with m > 1. Define a deterministic MDP X , A, r, P, γ with γ = 1/2 and n + m + 2 states and at most m actions. The state space is X = X 1 ∪ X 2 ∪ X 3 where X 1 = {u 1 , . . . , u n } X 2 = {v 1 , . . . , v m } X 3 = {g, b} .
The reward function is r(x) = x = g . The transition function in a deterministic MDP is characterized by a function mapping states to the set of possible next states:
N (x) = a∈A {x : P (x | x, a) = 1} .
We use C to choose P as a deterministic transition function for which
This means the states in X 3 are self transitioning and states in X 2 have transitions leading to either state in X 3 . States in X 1 transition to states in X 2 in a way that depends on the set cover instance. The situation is illustrated in Figure 8 . Since both policies and the MDP are deterministic, we can represent a policy as a function π : X → X for which π(x) ∈ N (x) for all x ∈ X . To see the connection to set cover, notice that vj ∈π(X1)
where π(X 1 ) = {π(x) : x ∈ X 1 }. Define
Using the definition of the value function and MDP,
V π (x) − 1 4 x∈X2 π(x) = g = 1 2 x∈X1 π(π(x)) = g − 1 4 x∈X2 π(x) = g .
The decomposition shows that any policy maximizing (7) must satisfy π(π(X 1 )) = {g} and π(X 2 \ π(X 1 )) = {b} and for such policies R(π) = 1 2 n − 1 2 |π(X 1 )| .
In other words, a policy maximizing (7) minimizes |π(X 1 )|, which by (8) The result follows by noting this reduction is clearly polynomial time. The representation was learned using standard deep reinforcement learning tools taken from the Dopamine framework . In particular, our loss function is the huber loss w.r.t. the targets, i.e. the AVFs or the usual value function. We then minimize the log-sum-exp of the vector of huber losses. The losses were then trained using RMSProp with a step size of 0.00025; these are the default settings from Dopamine; empirically, we found our results robust to small changes in step sizes.
In our experiments we optimize both parts of the two-part approximation defined by φ and θ simultaneously, with each prediction made as a linear combination of features φ(x) θ i and replacingL(φ; µ) from (4) with a samplebased estimatẽ
This leads to a slightly different optimization procedure but with similar representational characteristics.
F.2. Learning AVFs
The AVFs were learned from 1000 policy gradient steps, which were in general sufficient for convergence to an almost-deterministic policy. This policy gradient scheme was defined by directly writing the matrix A π := (I − γP π ) −1 as a Tensorflow op (Abadi et al., 2016) and minimizing −δ A π r. We did not use an entropy penalty. In this case, there is no approximation: the AVF policies are directly represented at matrices of parameters.
F.3. SARSA
In early experiments we found LSPI and fitted value iteration to be somewhat unstable and eventually converged on a relatively robust, model-based variant of SARSA.
In all cases, we define the following dynamics. We maintain an occupancy vector d over the state space. At each time step we update this occupancy vector by applying one transition in the environment according to the current policy π, but also mix in a probability of resetting to a state uniformly at random in the environment: d = 0.99dP π + 0.01Unif(X )
The policy itself is an -greedy policy according to the current Q-function, with = 0.1.
We update the Q-function using a semi-gradient update rule based on expected SARSA (Sutton and Barto, 1998 ), but where we simultaneously compute updates across all states and weight them according to the occupancy d. We use a common step size of 0.01 but premultiplied the updates by the pseudoinverse of Φ Φ to deal with variable feature shapes across methods. This process was applied for 50,000 training steps, after which we report performance as the average value and/or number of steps to goal for 10 last recorded policies (at intervals of 100 steps each).
Overall, we found this learning scheme to reduce experimental variance and to be robust to off-policy divergence, which we otherwise observed in a number of experiments involving value-only representations. Figure 9 . Four interest functions sampled from [−1, 1] n , along with their corresponding flow dπ, adversarial value function, and extremal policy. The top example was chosen to illustrate a scenario where dπ(x) < 0 but V π (x) > 0; the other three were selected at random. Note that these AVFs reflect those used in our representation learning experiments, while the interest function in Figure 4 was chosen for clarity and illustrative purposes, with discrete components (−1, 0, or 1).
A Geometric Perspective on Optimal Representations for Reinforcement Learning Figure 10 . 16-dimensional representations learned by training a deep network to predict the value function of a single policy, namely: the uniformly random policy, the optimal policy, and a convex combination of the two in equal proportions. Figure 11 . 16-dimensional representation generated by the proto-value function method (Mahadevan and Maggioni, 2007) applied to right-singular vectors of the transition function corresponding to the uniformly random policy. The top-left feature, labelled '1', corresponds to the second largest singular value. Notice the asymmetries arising from the absorbing goal state and the walls.
A Geometric Perspective on Optimal Representations for Reinforcement Learning
Random policies
Corresponding value functions Figure 12 . A sample of random policies, together with their corresponding value functions. These policies are generated by assigning a random action to each state. Under this sampling scheme, it is unlikely for a long chain of actions to reach the goal, leading to the corresponding value functions being zero almost everywhere. Figure 13 . Average return (left) and average steps to goal (right), achieved by policies learned using a representation, with given number of features, produced by VALUE, AVF, or PVF. Average is over all states and 20 random seeds, and shading gives standard deviation.
