Blow-up rate estimates for a doubly coupled reaction–diffusion system  by Zheng, Sining et al.
J. Math. Anal. Appl. 312 (2005) 576–595
www.elsevier.com/locate/jmaa
Blow-up rate estimates for a doubly coupled
reaction–diffusion system ✩
Sining Zheng ∗, Bingchen Liu, Fengjie Li
Department of Applied Mathematics, Dalian University of Technology, Dalian 116024, PR China
Received 29 November 2004
Available online 12 April 2005
Submitted by H.A. Levine
Abstract
This paper deals with a reaction–diffusion system with coupled nonlinear inner sources and a
nonlinear boundary flux. Blow-up rates are determined for four different blow-up situations. The so-
called characteristic algebraic system is introduced to get a very simple and clear description for the
desired blow-up rate estimates. It is pointed out that one cannot directly use super and sub-solutions
to establish blow-up rate estimates, since they do not share the same blow-up time in general.
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1. Introduction
In this paper, we consider the following reaction–diffusion equations coupled via both
nonlinear sources and a nonlinear boundary flux:
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
ut = uxx + ul11vl12, vt = vxx + ul21vl22,
(x, t) ∈ (0,1) × (0, T ),
ux(1, t) = (up11vp12)(1, t), vx(1, t) = (up21vp22)(1, t), t ∈ (0, T ),
ux(0, t) = 0, vx(0, t) = 0, t ∈ (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ (0,1),
(1.1)
where lij , pij  0 (i, j = 1,2); u0(x) and v0(x) are smooth functions satisfying the com-
patible conditions. We deal with completely coupled cases only: it is required that at least
one of l12l21, l12p21, p12l21 and p12p21 is positive.
Global existence and nonexistence of positive solutions of (1.1) can be found in [26,33].
It was proved that the solutions of (1.1) blow up in finite time if and only if at least one of
the following conditions holds: l11 > 1; l22 > 1; p11 > 1; p22 > 1; p12p21 > (1−p11)(1−
p22); l12l21 > (1 − l11)(1 − l22); l12p21 > (1 − l11)(1 −p22); p12l21 > (1 −p11)(1 − l22).
More special cases of (1.1) were studied by many authors. The heat equations coupled
via a nonlinear boundary flux{
ut = ∆u, vt = ∆v in Ω × (0, T ),
∂u
∂η
= up11vp12 , ∂v
∂η
= up21vp22 on ∂Ω × (0, T ), (1.2)
were studied by Rossi [25], Pederson and Lin [21]. The blow-up rates of radial solutions
of (1.2) with large initial data and Ω = BR were known as follows:
c sup
BR
u(·, t)(T − t)α˜1 C, c sup
BR
v(·, t)(T − t)β˜1  C,
α˜1 = p12 + 1 − p222[p12p21 − (1 − p11)(1 − p22)] , β˜1 =
p21 + 1 − p11
2[p12p21 − (1 − p11)(1 − p22)] .
The case for more general domains was considered by Chen [1], and the case with pii = 0
(i = 1,2) of (1.2) was studied by Deng [3]. Scalar cases of (1.2) were well studied
in [4,11–14].
The blow-up rates of radial solutions to the homogeneous Dirichlet problem of coupled
reaction–diffusion equations
ut = ∆u + ul11vl12, vt = ∆v + ul21vl22 in BR × (0, T ) (1.3)
were obtained by Zheng [35] and Wang [28] as
c sup
BR
u(·, t)(T − t)α˜2 C, c sup
BR
v(·, t)(T − t)β˜2  C,
α˜2 = l12 + 1 − l22
l12l21 − (1 − l11)(1 − l22) , β˜2 =
l21 + 1 − l11
l12l21 − (1 − l11)(1 − l22) .
The studies for scalar cases of (1.3) can be found in [6,8–10]. A special case of (1.3) with
lii = 0 (i = 1,2) was discussed by Wang [30].
Fu and Guo [7], Wang [31] considered blow-up rates and sets for system (1.1) with
lii = pii = 0 (i = 1,2). The other cases for (1.1) with l21 = p12 = lii = pii = 0 (i = 1,2)
and l21 = lii = pii = 0 (i = 1,2) were studied by Wang also [29,32].
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[18,19]. They denote L = (lij ), P = (pij ), i, j = 1,2, and
(P − I )(α′1, β ′1)T = (−1,−1)T , (L − I )(α′2, β ′2)T = (−1,−1)T .
In [18], it was assumed that
(A) P and L are two matrices with nonnegative entries such that max{l11, l22} < 1,
max{p11,p22} < 1, det(L − I ) < 0, det(P − I ) < 0;




2  α′1/β ′1 > 1, (L − I )(α′1, β ′1)T  (−2,−2)T ;
(C) u0(x), v0(x) ∈ C2([0,1]), u0(x), v0(x) 1, u′0(x), v′0(x) 0, u′′0(x) + (ul110 vl120 )(x),
v′′0 (x) + (ul210 vl220 )(x) > 0 for x ∈ (0,1).
Under the conditions (A)–(C), the blow-up rate was obtained as O((T − t)α′2),
O((T − t)β ′2) with blow-up set {x = 1}. In [19], the following conditions were introduced:
(A′) P and L are two matrices with nonnegative entries such that max{l11, l22} < 1,
max{p11,p22} < 1, det(L − I ) = 0, det(P − I ) < 0;
(B ′) l11 > l21, α′2/β ′2  α′1/β ′1 > 1, (L − I )(α′1, β ′1)T > (−2,−2)T ;
(C′) u0(x), v0(x) ∈ C3([0,1]), u0(x), v0(x)  1, u′0(x), u′′0(x), u′′′0 (x), v′0(x), v′′0 (x),
v′′′0 (x) 0 for x ∈ (0,1).
The blow-up rate was shown as O((T − t)α′1/2), O((T − t)β ′1/2) with blow-up set {x = 1}
under the conditions (A′)–(C′).
However, it seems that the proofs given in [18,19] for the above results are incomplete,
where the blow-up rates were determined by those of the sub- and super solutions. This re-
quires that the sub-solutions and the super solutions to the parabolic system (1.1) share the
same blow-up time. Clearly, it is not true in general. In this paper, we will improve [18,19]
in three aspects. Firstly, we will give different and reasonable proofs to get the blow-
up rates (under weaker conditions). Secondly, it was assumed max{l11, l22,p11,p22} < 1
in [18,19], while in this paper, some of pii, ljj  1 (i, j = 1,2) are permitted. In ad-
dition, new situations for blow-up rates, not included in [18,19], are considered here as
well.
This paper is organized as follows. The main results are stated in Section 2. The blow-
up rates in different situations will be proved in Sections 3–6. The last section deals with
blow-up sets.
2. Main results
We will determine blow-up rates under different conditions. To briefly describe simul-
taneous blow-up rates for different situations, we introduce the so-called characteristic
algebraic system [34–36] as follows:
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λ1(2p11 − 2)+ (1 − λ1)(l11 − 1) λ1 · 2p12 + (1 − λ1)l12











































for λ1 = 1, λ2 = 0.
(2.2)
Throughout this paper, we always assume

















for x ∈ [0,1], and let (u, v) be a solution of (1.1) with the simultaneous blow-up time T ,
guaranteed by suitable large initial data [22,24,27]. We will use c and C to denote positive
constants independent of t , and may be different from line to line.
The main results of this paper are the following theorems on blow-up rates under dif-
ferent conditions. The first one deals with more simple cases with pii and (or) ljj  1
(i, j = 1,2, i = j):
Theorem 2.1. Assume that one of the following conditions holds:
(I) α1β1 > 0 with p11,p22  1, 2p11  1 + l11, 2p12  l12, 2p21  l21, 2p22  1 + l22;
(II) α2β2 > 0 with l11, l22  1, 2p11  1 + l11, 2p12  l12, 2p21  l21, 2p22  1 + l22;
(III) α3β3 > 0 with l11,p22  1, 2p11  1 + l11, 2p12  l12, 2p21  l21, 2p22  1 + l22;
(IV) α4β4 > 0 with p11, l22  1, 2p11  1 + l11, 2p12  l12, 2p21  l21, 2p22  1 + l22.
Then there exist positive constants c,C such that
c u(1, t)(T − t)α  C, c v(1, t)(T − t)β  C (2.4)
with (α,β) = (αi, βi), i = 1,2,3,4, for (I)–(IV), respectively.


















(1 − p22) + 12α2 .
Firstly, we have the case, where the sources of (1.1) determine the blow-up rate:
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(I′1) l12  l∗12, 0 < β1  α1, p22 < 1, (l12 + 1 − l22)max{0, (l21 + 1 − l11)α1β1 };
(I′2) l21  l∗21, 0 < α1  β1, p11 < 1, (l21 + 1 − l11)max{0, (l12 + 1 − l22) β1α1 }.
Then (2.4) is true with (α,β) = (α1, β1).
In the next case, the boundary flux of (1.1) dominate the blow-up rate:
Theorem 2.3. Assume one of the following conditions holds:
(II′1) p12  p∗12, 0 < β2  α2, max{l11,p11} < 1, (p12 + 1 − p22)  (p21 + 1 − p11)α2β2 ,
(1 + l22)β2  l21α2;
(II′2) p21  p∗21, 0 < α2  β2, max{l22,p22} < 1, (p21 + 1 − p11)  (p12 + 1 − p22) β2α2 ,
(1 + l11)α2  l12β2.
Then (2.4) is true with (α,β) = (α2, β2).
The last is the case, where the source and the boundary flux from different equations
play main roles. As corollaries of Theorems 2.2, 2.3, we have the following results.
Theorem 2.4. Assume one of the following conditions holds:
(III′1) l12 = l∗12, p21  p∗21, 0 < β3  α3, p22 < 1, l12 + 1 − l22 > 0;
(III′2) l12  l∗12, p21 = p∗21, 0 < α3  β3, max{l22,p22} < 1, (1 + l11)α3  l12β3.
Then (2.4) is true with (α,β) = (α3, β3).
Theorem 2.5. Assume one of the following conditions holds:
(IV′1) l21  l∗21, p12 = p∗12, 0 < β4  α4, max{p11, l11} < 1, (1 + l22)β4  l21α4;
(IV′2) l21 = l∗21, p12  p∗12, 0 < α4  β4, p11 < 1, l21 + 1 − l11 > 0.
Then (2.4) is true with (α,β) = (α4, β4).
In addition, we have the following theorem on blow-up sets.
Theorem 2.6. For any case of (I) in Theorem 2.1, (I′1), (I′2) in Theorem 2.2, (III′1), (III′2)
in Theorem 2.4 with l11 < 1, (IV′1), (IV′2) in Theorem 2.5 with l22 < 1, the blow-up set
of (1.1) is {x = 1}.
Remark 2.1. It can be proved without substantial difficulties that the blow-up rate estimates
for cases (I′ ), (I′ ), (III′ ) and (IV′ ) are still true for ball-domains in Rn with radial initial1 2 1 2
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up estimates by the procedures used for (1.1) of n = 1, e.g., estimates for lower bounds of
blow-up rates to components u under (I′1)–(IV′1) and v under (I′2)–(IV′2).





(α1, β1), if l21  l∗21, l12  l∗12;
(α2, β2), if p21  p∗21, p12  p∗12;
(α3, β3), if p21  p∗21, l12  l∗12;
(α4, β4), if l21  l∗21, p12  p∗12.
It is easy to see that, e.g., l12  l∗12 and (l12 + 1 − l22) (l21 + 1 − l11)α1β1 imply l21  l∗21
in (I′1), and the blow-up estimate results of this paper are compatible with those of [7,31]. If
lij = 0 (i, j = 1,2), system (1.1) changes to (1.2), for which the same condition equivalent
to (I′2) was proposed in Theorem 1.1 of [21]. In addition, the assumptions p21  1, p21 −
p11  p12 − p22, and (∆u0)r , (∆v0)r  0 required in (ii) of Theorem 2 [1] are removed
away in (I) with lij = 0 (i, j = 1,2).
Remark 2.3. This paper deals with simultaneous blow-up rates only. The blow-up rates
for nonsimultaneous blow-up seem somewhat trivial. Due to one of the two components
remains bounded during the whole developing process, the behavior of solutions would be
similar to that of the scalar one (e.g., [14,17]).
Remark 2.4. The cases (III), (IV) in Theorem 2.1, as well as the cases in Theorems 2.4
and 2.5, are concerning the new situations not considered in [18,19], where the source and
the boundary flux from different equations determine the blow-up rates. It can be observed
that the conditions of Theorems 2.4 and 2.5 are somewhat restrictive. We will show in
Section 6 that, e.g., the conditions of (III′1) in Theorem 2.4 imply that (α1, β1) = (α3, β3).
A thorough study for these cases should be interesting, and will be considered somewhere
later.
3. Proof of Theorem 2.1
Inspired by [2,23,37], we will use the scaling method to prove the theorem.
Proof of Theorem 2.1. Observe that αi,βi > 0 (i = 1,2,3,4) hold for (I)–(IV) respec-
tively under the assumptions of the theorem. For example, from (2.2), we know that
α1β1 > 0 and pii  1 (i = 1,2) imply α1, β1 > 0 for (I).
The proof consists of three steps.
STEP 1. Scaling. By the comparison principle, we know from (2.3) that ut , vt , ux, vx  0
for (x, t) ∈ [0,1] × [0, T ). Define
M(t) = sup u(1, τ ) = u(1, t), N(t) = sup v(1, τ ) = v(1, t).
τ∈(0,t) τ∈(0,t)
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ϕM(y, s) = u(1 − ay, bs + t)/M(t), 0 y  1/a, −t/b s  0,
ψN(y, s) = v(1 − cy, ds + t)/N(t), 0 y  1/c, −t/d  s  0,
where a, b, c, d are positive functions of t defined as follows:
a = √b = M1−p11/Np12 , c = √d = N1−p22/Mp21 for (I);
a2 = b = M1−l11/Nl12, c2 = d = N1−l22/Ml21 for (II);
a2 = b = M1−l11/Nl12, c = √d = N1−p22/Mp21 for (III);
a = √b = M1−p11/Np12 , c2 = d = N1−l22/Ml21 for (IV).
Clearly, a, b, c, d → 0 as t → T for all the four cases due to, e.g., pii  1 (i = 1,2) in
case (I).
It can be found that (ϕM,ψN) solves the following problems:

(ϕM)s = (ϕM)yy + θ1ϕl11M ψl12N ,
(ψN)s = (ψN)yy + θ2ϕl21M ψl22N ,
−(ϕM)y(0, s) = θ3(ϕp11M ψp12N )(0, s),
−(ψN)y(0, s) = θ4(ϕp21M ψp22N )(0, s),
(3.1)
where θi = θi(t) (i = 1,2,3,4) defined by
θ3 = θ4 = 1, θ1 = Ml11+1−2p11Nl12−2p12 , θ2 = Ml21−2p21Nl22+1−2p22 for (I);



















It is easy to see that 0  ϕM , ψN  1, ϕM(0,0) = ψN(0,0) = 1, and (ϕM)s, (ψN)s  0.
Define y∗(t) = min{1/a,1/c} and s∗(t) = max{−t/b,−t/d}. So, ϕM and ψN are well
defined on A = {(y, s) | 0  y  y∗(t), s∗(t)  s  0}, and s∗(t) → −∞, y∗(t) → +∞
as t → T .
STEP 2. Boundedness of derivatives at (0,0). We claim that there exist positive constants
c and C such that, for every M and N large enough,
c (ϕM)s(0,0) C, c (ψN)s(0,0) C. (3.2)
Treat the upper estimates at first. Denote SK = [0,K] × [−K,0], K ∈ [1,+∞). Let
(ϕM,ψN) be a solution of (3.1) on ({0  y  y∗(t)} × (−∞,0]) ∩ S2K . Since 0 
ϕM,ψN  1, it can be shown from (3.1) that for any σ > 0 small enough, there exists
a constant C > 0 independent of M(t),N(t) such that
‖ϕM‖ 1+σ, 1+σ ,‖ψN‖ 1+σ, 1+σ  C on
({
0 y  y∗(t)
}× (−∞,0])∩ SK. (3.3)C 2 C 2
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ditions yields uniform estimates for ϕM,ψN in the Hölder Cσ,
σ
2
-norms (cf. [16, Theo-
rem 6.44, p. 139]). Similar estimates for ϕl11M ψl12N , ϕl21M ψl22N , ϕp11M ψp12N and ϕp21M ψp22N fol-
low if σ is sufficiently small. The standard parabolic estimates (3.3) are hence obtained
(cf. [15]).
For every sequence (ϕMj ,ψNj ), due to (3.3), we can use a diagonal process to get a
sub-sequence (still denoted by (ϕMj ,ψNj )) such that ϕMj → ϕ, ψNj → ψ uniformly on
compact subsets of [0,+∞) × (−∞,0], satisfying ϕ(0,0) = ψ(0,0) = 1. Together with
the continuity of the limit functions ϕ,ψ , we know that there exists a constant s∗1 < 0
such that ϕ(0, s),ψ(0, s) 1/2 on [s∗1 ,0], and thus ϕMj (0, s),ψNj (0, s) 1/4 on [s∗1 ,0]
for large j . Now, for any m > 0 and sufficiently large M,N , we can use the Schauder
estimates in (3.1) (cf. [15,20]) to get
‖ϕM‖
C





And the desired (ϕM)s(0,0), (ψN)s(0,0) C is established for large M , N .
It remains to prove that (ϕM)s(0,0), (ψN)s(0,0)  c. Otherwise, e.g., there should
be a sequence {ϕMj } such that (ϕMj )s(0,0) → 0 as Mj,Nj → +∞. Due to (3.4) and
that C2+σ,1+ σ2 is compactly included in C2+α,1+ α2 , α < σ , we can get a sub-sequence
(still denoted by (ϕMj ,ψNj )) such that ϕMj → ϕ, ψNj → ψ uniformly on compact sub-
sets of [0,+∞) × [s∗1 ,0], satisfying 0  ϕ, ψ  1, ϕ(0,0) = ψ(0,0) = 1, ϕs,ψs  0,
ϕ(0, s∗1 ),ψ(0, s∗1 ) 1/4, ϕs(0,0) = 0. Clearly, (ϕ,ψ) solves

ϕs = ϕyy + θ∗1 ϕl11ψl12,
ψs = ψyy + θ∗2 ϕl21ψl22,
−ϕy(0, s) = θ∗3 (ϕp11ψp12)(0, s),
−ψy(0, s) = θ∗4 (ϕp21ψp22)(0, s),
(3.5)
where (y, s) ∈ [0,+∞) × [s∗1 ,0] and
θ∗3 = θ∗4 = 1, θ∗1 , θ∗2 ∈ {0,1} for (I);
θ∗1 = θ∗2 = 1, θ∗3 , θ∗4 ∈ {0,1} for (II);
θ∗1 = θ∗4 = 1, θ∗2 , θ∗3 ∈ {0,1} for (III);
θ∗2 = θ∗3 = 1, θ∗1 , θ∗4 ∈ {0,1} for (IV).
Since ϕ(0, s∗1 ),ψ(0, s∗1 )  1/4, the infinite propagation speed for disturbances in heat
equations (3.5) implies ϕ,ψ > 0 in [0,+∞) × (s∗1 ,0]. On any compact set of [0,+∞) ×
(s∗1 ,0], we have{
ws = wyy + θ∗1 l11ϕl11−1ψl12w + θ∗1 l12ϕl11ψl12−1ψs wyy,
−wy(0, s) = θ∗3 p11(ϕp11−1ψp12w)(0, s) + θ∗3 p12(ϕp11ψp12−1ψs)(0, s) 0,
(3.6)
where w(y, s) = ϕs(y, s)  0, and w has its minimum at (0,0). By the Hopf’s lemma,
w ≡ 0, which means that ϕ does not depend on s.
For (I), since 0 = ϕs = ϕyy + θ∗1 ϕl11ψl12 , ϕy(y) ϕy(0) = −(ϕp11ψp12)(0) = −1, we
know ϕ(y) 1 − y < 0 for y > 1, a contradiction.
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0 = ϕyy + ϕl11ψl12, −ϕy(0) = 0. (3.7)
However, it is known that the nontrivial solutions of (3.7) do not exist (cf. [35]). The case
of θ∗3 = 1 results in a contradiction also just as (I).
For (III) and (IV), we can get contradictions similarly to (I) and (II).
STEP 3. Blow-up rate estimates. Consider (I) only. The other three cases can be treated
similarly. The inequalities in (3.2) imply the key relationships
cM1−2p11(t)M ′(t)/N2p12(t)C,
cN1−2p22(t)N ′(t)/M2p21(t) C, (3.8)
and hence
cMp21+1−p11(t)Np12+1−p22(t) CMp21+1−p11(t). (3.9)
There are two cases for α1, β1 > 0: (i) p12 + 1 − p22 > 0, p21 + 1 − p11 > 0; (ii) p12 +






Combining (3.10) with (3.8), we have (2.4) with (α,β) = (α1, β1). The proof for (ii) is
analogous. 
4. Proof of Theorem 2.2
Without loss of generality, consider (I′1) only. The proof consists of five lemmas. The
first one is concerning the relationship between u and v.
Lemma 4.1. Assume r1 = α1β1  1, p12 + 1 − p22 > 0, l12 + 1 − l22 > 0, and that v
r1
0 (x) <




 l12 + 1 − l22. Then
vr1(x, t) < C0u(x, t) for (x, t) ∈ [0,1] × [0, T ). (4.1)
Proof. By (2.3) with the comparison principle, u(x, t), v(x, t)  1 for (x, t) ∈ [0,1] ×
[0, T ). If (4.1) is not true, there should exist the smallest t0 ∈ (0, T ) with some x0 ∈
[0,1] such that C0u(x0, t0) = vr1(x0, t0), and hence (C0u − vr1)t (x0, t0)  0. Suppose
x0 ∈ (0,1), then (C0u − vr1)xx(x0, t0)  0. On the other hand, since (l21 + 1 − l11)α1β1 
l12 + 1 − l22, α1/β1  1 and l12 + 1 − l22 > 0, we have






× (1 − r1C− l12+1−l22r10 ul21+1−111− l12+1−l22r1 )(x0, t0)
> (C0u − vr1)xx(x0, t0).
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x = x0 = 0, since (C0u − vr1)x(0, t0) = 0 due to the boundary condition, we have also
(C0u − vr1)xx(0, t0) 0. We get a contradiction as above. So x0 = 1. Because p21 + 1 −
p11 − p12+1−p22r1 = 0 and p12 + 1 − p22 > 0, we have






× (1 − r1C− p12+1−p22r10 up21+1−p11− p12+1−p22r1 )(1, t0) > 0.
However, by the definition of (x0, t0), we know that (C0u − vr1)x(1, t0) 0. 
Secondly, we show the estimate for the lower bound of u.
Lemma 4.2. Under the assumptions of Lemma 4.1 with l12  l∗12 and α1 > 0, we have
c(T − t)−α1 max
[0,1]
u(·, t) = u(1, t). (4.2)
Proof. Let Γ (x, t) be the fundamental solution for the heat equation. For 0 < z < t < T ,




















Γ (1, t − τ)
2(t − τ) dτ (4.3)












Γ (1 − y, t − τ)ul11+l12
β1









Γ (1, t − τ)
2(t − τ) dτ.
Set p1 = l11 + l12 β1α1 , q1 = p11 + p12
β1
α1
for convenience. Noticing that Γ satisfies (see
[5,20])
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0
Γ (x − y, t − z) dy  1, x ∈ [0,1], 0 < z < t < T,
t∫
z
Γ (1, t − τ)
2(t − τ) dτ  C
√
t − z, 0 < z < t < T,
t∫
z




, 0 < z < t < T,
and u(x, t) u(1, t) for x ∈ [0,1], we get
1
2
u(1, t) u(1, z) +C(T − z)up1(1, t) +C√T − zuq1(1, t)
+ C√T − zu(1, t). (4.4)
Since u(1, t) → +∞ as t → T , we can choose 0 < z < t < T such that C√T − z 18 and
u(1, t) = 4u(1, z). Because of l12  l∗12, or equivalently p1  2q1 − 1, we obtain by using
the Young’s inequality to (4.4) that
u(1, z)C(T − z)u2q1−1(1, z).
This proves (4.2). 
The following two lemmas show the upper and lower bounds for blow-up rate of v:
Lemma 4.3. Under the assumptions of Lemma 4.2, it holds that
max
[0,1]
v(·, t) = v(1, t)C(T − t)−β1 . (4.5)




















Γ (1, t − τ)
2(t − τ) dτ. (4.6)





Γ (1 − y, t − z)v(y, z) dy +C
t∫ 1∫
Γ (1 − y, t − τ)vp2(y, τ ) dy dτ0 z 0
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t∫
z




Γ (1, t − τ)
2(t − τ) dτ.
It is easy to see that l12  l∗12 and (l21 + 1 − l11)α1β1  l12 + 1 − l22 imply l21  l∗21, or










T − τ dτ
= CI (t).
We have
I ′(t) = v
q2(1, t)√
T − t 
CIq2(t)√
T − t ,
and hence
I (t) C(T − t)− 12(q2−1) (4.7)
with I (T ) = +∞. If I (T ) < +∞, the inequality (4.7) is trivial for t close to T .
On the other hand, defining t¯ = 2t − T for t near T , we have
I (t) vq2(1, t¯)
t∫
2t−T
(T − τ)− 12 dτ = 2(√2 − 1)√T − t vq2(1, t¯). (4.8)
Combining (4.7) and (4.8), we get v(1, t¯) C(T − t¯ )− 12(q2−1) , which yields (4.5). 
Lemma 4.4. Under the conditions of Lemma 4.2 with p22 < 1, we have
c(T − t)−β1 max
[0,1]
v(·, t) = v(1, t).




(T − τ)−p21α1− 12 vp22(1, τ ) dτ = CJ(t).









(T − τ)−p21α1− 12 dτ
)1−p22
.
Taking z = 2t − T for t close to T , we obtain c(T − t)−β1  v(1, t) with p22 < 1. 
Lastly, we give the upper bound of the blow-up rate for u.
Lemma 4.5. Under the assumptions of Lemma 4.4, we have
max
[0,1]
u(·, t) = u(1, t)C(T − t)−α1 .















p11gp12+1 + f p21+1gp22)(t)√
T − t 
c(fg)
1+ 12(α1+β1) (t)√
T − t (4.9)
by the Young’s inequality. By the same argument as that for the proof of Lemma 4.3, we
have (fg)(t)C(T − t)−(α1+β1) for some constant C > 0, and hence
(up11+p21vp12+p22)(1, t) C(T − t)−(p11+p21)α1−(p12+p22)β1 .
Together with c(T − t)−β1  v(1, t), we obtain u(1, t) C(T − t)−α1 . 
Combining Lemmas 4.1–4.5, we prove the case (I′1) of Theorem 2.2 immediately.
5. Proof of Theorem 2.3
Without loss of generality, consider the case (II′1) only. The proof consists of a series of
lemmas also. The first two are similar to those for the proof of (I′1) in Theorem 2.2:
Lemma 5.1. Assume r2 = α2β2  1, l12 + 1 − l22 > 0, p12 + 1 −p22 > 0, v
r2
0 (x) < C0u0(x)
on [0,1] for some C0 > max{r1/(l21+1−l11)2 , rr2/(p12+1−p22)2 } 1 with (p21 + 1 − p11)α2β2 
p12 + 1 − p22. Then
vr2(x, t) < C0u(x, t) for (x, t) ∈ [0,1] × [0, T ).
Lemma 5.2. Under the assumptions of Lemma 5.1 with p12  p∗12 and α2 > 0, we have
c(T − t)−α2  u(1, t).
Lemma 5.3. Under the assumptions of Lemma 5.2 with notations h(t) = C∗(vu−δ1)(1, t)
and δ1 = 12 (l21 + l22 β2α2 +
β2
α2
), it holds that
1
2
u(1, t) u(x, t), 1
2
v(1, t) v(x, t) for (x, t) ∈ [1 − h(t),1]× [0, T ).
(5.1)
Proof. Inspired by [17], due to (2.3), p12  p∗ and Lemma 5.1, we have12

























α2 (1, t)µ2(t) 1
2
u(1, t)





It is easy to see that (p21 + 1 − p11)α2β2  p12 + 1 − p22 and p12  p∗12 imply
p21  p∗21. With notation h(t) = C∗(vu−δ1)(1, t), we have 12v(1, t)  v(x, t) for (x, t) ∈[1−h(t),1]×[0, T ) also. While Lemma 5.1 ensures min{µ(t), h(t)} = h(t) with C∗ small,
and hence (5.1) is obtained. 
Lemma 5.4. Under the assumptions of Lemma 5.3 with l21  δ1, we have
v(1, t) C(T − t)−β2 . (5.2)






























T − τ u
− 12α2 (1, τ ) C1 (5.4)












(l21−δ1) α2β2 +1+l22(1, τ )√
T − τ dτ
for l21  δ1 with Lemma 5.1. Similarly to the proof of Lemma 4.3, we can get (5.2) eas-
ily. 
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u(1, t) C(T − t)−α2 . (5.5)
Proof. Let G(x,y, t, τ ) be the Green’s function for the heat equation on [0,1] satisfying
Gy = 0 for y ∈ {0,1}. Since max{p11, l11} < 1, we have from the Green’s identity and
(5.2) that
u(1, t) u(1,0) + C
t∫
0
(t − τ)− 12 (up11vp12)(1, τ ) dτ +
t∫
0








(T − τ)−l12β2 dτ (5.6)
for t close to T . There are three cases: (i) p12β2 < 12 ; (ii) p12β2 > 12 ; (iii) p12β2 = 12 .
If p12β2 = 12 , it follows from (5.6) that
u(1, t) Cup11(1, t)2p12β2(T − t)
−p12β2+ 12
p12β2 − 12
+ Cul11(1, t) (T − t)
1−l12β2
l12β2 − 1 . (5.7)
(i) Since p12β2 < 12 , (5.7) yields
u(1, t) Cul11(1, t)(T − t)1−l12β2, (5.8)
and so (5.5) is obtained with l11 < 1.
(ii) In this case, p12β2 > 12 . If p11  l11 < 1, combining c(T − t)−α2  u(1, t), we have
from (5.7) that
u(1, t) Cul11(1, t)
[
(T − t)(l11−p11)α2−p12β2+ 12 + (T − t)1−l12β2]. (5.9)
For p12  p∗12, i.e., (l11 − p11)α2 − p12β2 + 12  1 − l12β2, (5.9) turns into (5.8).
If l11  p11 < 1 and p12  p∗12, we can obtain
u(1, t) Cup11(1, t)(T − t)(p11−l11)α2+1−l12β2 .
So (5.5) holds.
(iii) For p12β2 = 12 with max{l11,p11} < 1, (5.6) becomes
u(1, t) Cup11(1, t)
t∫
0
(t − τ)− 12 (T − τ)− 12 dτ
+Cul11(1, t)
t∫
(T − τ)−l12β2 dτ0
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 2Cul11(1, t)(T − t)1−l12β2
since (T − t)−(1−p11)α2  log(T − t)−1. The desired (5.5) is obtained immedi-
ately. 
Lemma 5.6. Under the assumptions of Lemma 5.5, it holds that
c(T − t)−β2  v(1, t). (5.10)







u(1, t) < u(1, τ ) < u(1, t) for 0 < z(t) < τ < t < T .
And there exists a constant M > 0 satisfying t − z(t)  M(T − t) (see [1]). If (5.10)
does not hold, then there should exist tn → T , εn → 0 as n → +∞ such that v(1, tn) <
εn(T − tn)−β2 . From the Green’s identity, we have
u(1, t) u(1, z) + (t − z)(ul11vl12)(1, t) + √t − z(up11vp12)(1, t) + √t − zu(1, t)
 CM(T − t)(ul11vl12)(1, t) +√M(T − t)(up11vp12)(1, t)
+√M(T − t) u(1, t).
Take t = tn. Since c(T − t)−α2  u(1, t) C(T − t)−α2 and p12  p∗12, we have from the
above inequality that
C(T − tn)−α2  εl12n (T − tn)−α2
for some constant C > 0, a contradiction. 
The case (II′1) of Theorem 2.3 is proved from Lemmas 5.1–5.6.
6. Proofs of Theorems 2.4 and 2.5
Without loss of generality, we will prove Theorem 2.4 only. Introduce four lemmas for
it.
Lemma 6.1. The assumption l12 = l∗12 implies (α1, β1) = (α3, β3).
Proof. Clearly, l12 = l∗12 means
l12(p21 + 1 − p11) + (l11 − 1)(p12 + 1 − p22) = 2
[




l12p21 − p12(1 − l11) − (1 − l11)(1 − p22)
= 2[p12p21 − (1 − p11)(1 − p22)]− l12(1 − p11).
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l12p12p21 + (1 − p22)
[
l12p21 − p12(1 − l11) − (1 − l11)(1 − p22)
]
= l12p12p21 + (1 − p22)
[
2p12p21 − 2(1 − p11)(1 − p22) − l12(1 − p11)
]
,
which yields α1 = α3. In addition, it follows from l12 = l∗12 that
l12 + 2 − 2p22 = (p12 + 1 − p22)(2p21 + 1 − l11)
p21 + 1 − p11 .
Therefore, α3/β3 = α1/β1, and β1 = β3 is obtained also. 
Lemma 6.2. Under the conditions of (III′1), we have
l12 + 1 − l22 max
{
0, (l21 + 1 − l11)α1/β1
}
. (6.1)
Proof. We know from p22 < 1, p21  p∗21 = β2α2 (1 − p22) + 12α2 that
2p21 + 1 − l11  (l21 + 1 − l11)(l12 + 2 − 2p22)
l12 + 1 − l22 ,
that is, β3/α3  β2/α2.
Lemma 6.1 says (α1, β1) = (α3, β3) if l12 = l∗12, and thus β1/α1  β2/α2. Together with
l12 + 1 − l22 > 0 and α3  β3 > 0, we get (6.1). 
Similarly, we can prove the next two lemmas.
Lemma 6.3. The assumption p21 = p∗21 implies (α2, β2) = (α3, β3).
Lemma 6.4. Under the conditions of (III′2), we have
p21 + 1 − p11  (p12 + 1 − p22)β2/α2.
We know from Lemmas 6.1 and 6.2 that (III′1) satisfies all the assumptions of (I′1) in
Theorem 2.2, and the conclusion for (III′1) of Theorem 2.4 is obtained with (α1, β1) =
(α3, β3). Similarly, the case (III′2) of Theorem 2.4 is proved directly with (α2, β2) =
(α3, β3) from Lemmas 6.3, 6.4 and (II′2) of Theorem 2.3.
7. Proof of Theorem 2.6
To determine the blow-up set, we begin with a lemma inspired by [7,14,31].
Lemma 7.1. Let u and v be positive and continuous functions satisfying
ut = uxx + ul11vl12, vt = vxx + ul21vl22, (x, t) ∈ (0,1) × (0, T ), (7.1)
ux(0, t) = 0, vx(0, t) = 0, t ∈ [0, T ), (7.2)
u(x, t)C(T − t)−α, v(x, t) C(T − t)−β, (x, t) ∈ [0,1] × (0, T ), (7.3)
where α, β , C are positive constants. Assume one of the following conditions holds:
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(ii) α(l11 − 1) + βl12 = 1, αl21 + β(l22 − 1) < 1, l11 < 1;
(iii) α(l11 − 1) + βl12 < 1, αl21 + β(l22 − 1) = 1, l22 < 1.
Then for any fixed x0 ∈ [0,1),
sup
{




w(x, t) = AM
α
[ϕ(x) + M(T − t)]α ,
z(x, t) = BM
β
[ϕ(x) +M(T − t)]β , (x, t) ∈ [0,1] × [t0, T ),
where ϕ(x) = (1 − x2)2, M(T − t0) = 1, and A, B > 0 are constants to be determined.
For t ∈ [t0, T ), a simple computation shows
wx(0, t) = zx(0, t) = 0, w(1, t) = A(T − t)−α,
z(1, t) = B(T − t)−β, (7.4)
w(x, t0) 2−αA(T − t0)−α, z(x, t0) 2−βB(T − t0)−β. (7.5)
Take A,B large enough that A 2αC, B  2βC in (7.4) and (7.5). Then
w(1, t) u(1, t), z(1, t) v(1, t) for t ∈ [t0, T ); (7.6)
w(x, t0) u(x, t0), z(x, t0) v(x, t0) for x ∈ [0,1]. (7.7)
Due to (7.4)–(7.7), in order to get w  u, z  v for (x, t) ∈ [0,1] × [t0, T ), it suffices to
prove
wt wxx +wl11zl12 , zt  zxx + wl21zl22 in (0,1) × (t0, T ).
After a computation, we have
wt −wxx − wl11zl12 = AαM
αF(x, t)
[ϕ(x) +M(T − t)]α+1 ,
zt − zxx −wl21zl22 = BβM
βG(x, t)
[ϕ(x) + M(T − t)]β+1 ,
where F,G satisfy
F(x, t) = M + ϕxx − (α + 1)ϕ
2
x
ϕ(x) +M(T − t) −
Al11−1Bl12Mα(l11−1)+βl12
α[ϕ(x) +M(T − t)]α(l11−1)+βl12−1
M − 8(2α + 1) − A
l11−1Bl12Mα(l11−1)+βl12
α[ϕ(x) + M(T − t)]α(l11−1)+βl12−1 ,
G(x, t) = M + ϕxx − (β + 1)ϕ
2
x
ϕ(x) +M(T − t) −
Al21Bl22−1Mαl21+β(l22−1)
β[ϕ(x) +M(T − t)]αl21+β(l22−1)−1
M − 8(2β + 1) − A
l21Bl22−1Mαl21+β(l22−1)
αl21+β(l22−1)−1 .β[ϕ(x) +M(T − t)]

















β[ϕ(x) +M(T − t)]αl21+β(l22−1)−1
)
.
In (i), due to α(l11 − 1) + βl12 < 1 and αl21 + β(l22 − 1) < 1, we can let M be even
large (i.e., (T − t0) even small) such that
αM1−α(l11−1)−βl12  22−α(l11−1)−βl12Al11−1Bl12, (7.8)
βM1−αl21−β(l22−1)  22−αl21−β(l22−1)Al21Bl22−1, (7.9)
and hence F,G 0. For (ii), since α(l11 − 1) + βl12 = 1 with l11 < 1, we know that (7.8)
holds provided A large enough. For fixed A, B , we can take M large such that (7.9) holds
also. The case (iii) is similar. The proof is complete. 
Since the solution of (1.1) satisfies (7.1)–(7.3), the proof of Theorem 2.6 follows from
Lemma 7.1 directly.
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