: Overview of the circuits, adapted and modified from [10] highly asynchronous for the other direction. If the signals are multiplied, synchronous signals are retained but asynchronous signals are cancelled. Multiplication thus corresponds to correlation as a function of delay (crosscorrelation) while subtraction eliminates sensitivity to non-moving fluctuations. Since then, the model has proven extremely successful: it has correctly predicted highly counterintuitive results [14] , and circuits of the Reichardttype have been identified up to the cellular level in Drosophila [16] .
Correlation detection is also key in other domains such as binaural hearing [7] and binocular vision [17] . What unites these fields is that they all face a 'correspondence problem' in which two signals almost overlap, and the question is which points in one signal correspond to the same points in the other. Earlier, Parise and Ernst had shown that humans use crosscorrelation to solve the multisensory correspondence problem [11, 12] .
To see how, let's return to our example. In a fireworks show, there can be a considerable lag between flashes and bangs -and yet it's easy to judge whether the stimuli belonged together. If the brain just used temporal similarity (e.g. binding signals only if their correlation reached a threshold) this would be impossible: even between identical signals the correlation drops to zero as their lag increases. By contrast, using cross-correlation one could decide not only whether signals belong together (e.g. if the maximum crosscorrelation reached some threshold) but also how (the difference between the same points in two signals is the lag at maximum cross-correlation).
In the new paper, Parise and Ernst start by pointing out that a Reichardt detector can track delays and cross-correlations, which makes it able, at least in principle, to solve the multisensory correspondence problem. They introduce the Multisensory Correlation Detector (MCD; Fig 1b) which essentially is a Reichardt detector, except that the inputs are multi-sensory channels and the output is split into a subtraction output (M CD Lag ) and a correlation output (M CD Corr ). To capture differences in transduction, each input is convolved with a modality specific temporal filter before being convolved with a bimodal temporal filter (f av ). All filters are exponentials of the form
and their time-constants are the three free parameters of the model. To establish the values of these parameters, the authors conducted a simple experiment. In each trial, five clicks and flashes were presented within one second and subjects had to indicate, for each trial, whether the two sequences had a common cause (causality judgement) and which sequence came first (order judgement). In reality, there were no sequences but only randomly placed individual stimuli, so the task was inherently subjective.
To analyse how random variations in visual and auditory stimuli correlated with responses, the authors created 'classification images' (Fig 2) . First, each trial was categorised based on subject's responses -e.g. 'common cause' or 'different cause'. For each trial, the cross-correlation profile of the stimuli was calculated (2b). Then, all profiles were averaged, and the two average profiles were subtracted from each other, so that their sign indicated trial-type (2c). Finally, the values were smoothed to produce a curve.
These images already revealed some interesting results. For instance, in the causality task (Fig 3a) there was an interaction between the size and sign of the lag: stimuli with long lags (>0.5s) were more often judged as related if flashes came first, but less often if clicks came first. This effect confirms that the brain uses both correlation and delay, and reflects natural statistics (fireworks, thunderstorms) since light travels faster than sound.
To produce a classification image for the model, the very same stimuli were fed into the (randomly initialised) model, and the model's 'response' was obtained by splitting the MCD outputs by the same proportion as the observers did. For instance, if the subjects classified 40% of trials as sharing one cause, then the trials with the 40% highest mean M CD Corr outputs were classified as 'common'. The resulting model-based classification image was correlated with the empirical classification image, and τ a , τ v , and τ av were adjusted so as to optimise this correlation. As shown in Figure 3 , this eventually reproduced the empirical classification images near-perfectly.
The main contribution of the MCD lies not so much in a groundbreaking conceptual innovation -indeed, the importance of correlation for multisensory integration had been suggested earlier [3, 11, 12] -but more in the elegant demonstration how a simple idea can explain a wide range of phenomena. To underline the flexibility of MCD, the authors showed how their model, using fixed time filter parameters, can simulate a variety of existing results. To transform the unitless outputs of M CD Corr and M CD Lag into performance values like accuracy, the authors casted the decision as a linear process with one decision variable and two free parameters: criterion and noise. For instance, to simulate a task asking in which of two stimuli the visual and auditory signal corresponded [4] , Parise and Ernst assumed that the decision variable was the ratio between M CD Corr for the matching and mismatching stimulus (the higher the ratio, the easier the task). This way, they could reproduce a range of effects on synchrony, correspondence and order judgements, without changing the time-constants of the model. In the causality task, the bias revealed by the asymmetry between light first and sound first indicates that subjects take into account both correlation and delay, and matches natural statistics since that light travels faster than sound (see text.) For display purposes, both curves were smoothed, and the data curve is strongly scaled.
After showing how MCD can account for behaviour across a range of multisensory tasks and stimulus dimensions, Parise and Ernst finish by demonstrating how MCD might explain 'Bayes-optimal' integration. Like in other areas of neuroscience and psychology [9, 8] statistically optimal models have been successfully applied to multisensory integration, in particular integration of partially redundant signals like size or location [5, 2] . During fireworks, for instance, you could use both vision and audition to estimate the location of the explosions. Since vision is spatially more precise integrating the signals might seem useless. However, if the signals are weighted by their reliability, the integrated signal can be more reliable than each signal individually. Such weighing was shown to account for multisensory localisation tasks, in which vision tends to dominate audition but this pattern reverses if visual cues are made unreliable [2] .
Could an MCD achieve such weighting? Parise and Ernst arrange a population of MCDs, each receiving inputs of a spatially tuned visual and auditory unit (see Fig 4a) . If each input has a Gaussian receptive field with a width inversely proportional to its spatial precision, then multiplication of the signals would correspond both to correlation (as earlier) and to reliability-weighting (due to the shape of the receptive field). If the outputs of all MCD units are then normalised so that they sum to one (4b), one could consider the outputs joint distributions obtained by multiplying the marginals. As a demonstration, the authors stimulated auditory and visual inputs tuned to a different location and made auditory receptive fields twice as wide as visual ones. This resulted in an integrated estimate that was clearly affected by both spatial signals, but more strongly by vision (4c).
But is this percept Bayes-optimal? Optimality is defined with respect Figure 4 : A population of MCDs, each receiving inputs of a spatially aligned visual and auditory units (see Fig 4a) which have a Gaussian receptive field with a width inversely proportional to its spatial precision. Outputs of each units are weighted and summed in such way that they sum to one, which renders the integration identical to the calculation of a joint distribution, and optimal under maximum likelihood estimation.
to some loss function. Reliability-weighting as performed here (see [5, 2] ) implements maximum likelihood estimation, which maximises (the mode of) the likelihood. As such, the percept may be optimal, but it is not 'Bayesian' as it does not take into account any prior information. 1 This may seem like hair-splitting -after all, didn't the authors show how MCD can implement optimal multisensory localisation described in [2] ? -but it is not the only moment when the authors are stretching terminology. For instance, while the title refers to MCD as a 'general mechanism' of multisensory integration, the authors also call it a 'neural model' (p.4, p.6) or even a 'unified general theory' (p.1, p.6). The latter qualification is evidently a strech, since spatiotemporal cross-correlation may be necessary for integration to occur, but it is most likely not sufficient. The McGurk effect, for instance, also depends on linguistic knowledge, a factor beyond the scope of MCD [15] . Moreover, the mapping from MCD outputs to measurable performance variables is too underspecified for MCD qualify as a comprehensive theory -for instance, the ratio of the mean outputs is used as a decision variable for synchrony judgements, the ratio of median outputs was used to simulate correspondency judgements, for no apparent reason.
Similarly, calling MCD a 'neural model' seems premature. Currently, the model consists of a few operations (multiplication, subtraction, division) which, heuristically, can be mapped onto metaphorical 'units'. Although more or less plausible biological implementations have been proposed for all these operations, simply specifying the operations is still a far cry from a biologocially realistic neuronal implementation. Even without committing to much biological realism, a 'neural model' would at least deal with the negative firing rates implied by the signed output of M CD lag and propose a neural formulation for the numerical model. For instance, implementing motion-detection in a classical Reichardt-like fashion is neurally not identical to from framing it as a (complex-cell-like) energy computation involving linear filters in quadrature phase [1] -although numerically it is.
To be sure, remarks like as these should not be seen as limitations of, but rather opportunities created by, Parise and Ernst's paper. The next steps would be to first, behaviourally, try to use the model and parameters reported here to simulated more audiovisual multisensory results, and to establish filter parameters for other sensory interactions, such as visuo-haptic integration. Next, if the idea of MCD as a general computational mechanism holds up, we should try to locate the pathways where these operations might be implemented, and try to formulate a more biologically realistic neuronal models. The upshot is that if this revisited Reichardt-detector will prove only half as successful as its first incarnation, the paper by Parise and Ernst marks the beginning of some interesting and fruitful years of research.
