In this article we describe a novel Particle Swarm Optimization (PSO) approach to multi-objective optimization (MOO), called Time Variant Multi-Objective Particle Swarm Optimization (TV-MOPSO). TV-MOPSO is made adaptive in nature by allowing its vital parameters (viz., inertia weight and acceleration coefficients) to change with iterations. This adaptiveness helps the algorithm to explore the search space more efficiently. A new diversity parameter has been used to ensure sufficient diversity amongst the solutions of the non-dominated fronts, while retaining at the same time the convergence to the Pareto-optimal front. TV-MOPSO has been compared with some recently developed multi-objective PSO techniques and evolutionary algorithms for 11 function optimization problems, using different performance measures.
Introduction
The multi-objective optimization (MOO) domain covers many real-life optimization problems. Often this task becomes challenging due to the inherent conflicting nature of the objectives to be optimized. Several computational intelligence based approaches, namely, evolutionary computation, swarm intelligence and artificial immune systems have been used for solving MOO problems. PSO and ant colony optimization methods belong to the swarm intelligence domain of computational intelligence. The population based nature of evolutionary techniques captures the different compromising solutions in the population simultaneously at each iteration. This fact has led to the considerable growth in multi-objective evolutionary algorithms (MOEA), from VEGA in [27] , to the most recent techniques like NSGA-II [10] , SPEA-2 [37] and PESA-II [8] . A population based swarm intelligence heuristic called Particle Swarm Optimization (PSO) was proposed in 1995 [16] . This is inspired by the flocking behavior of birds, which is very simple to simulate and has been found to be quite efficient in handling the single objective optimization (SOO) problems [12, 32] . The simplicity and efficiency of PSO motivated researchers to apply it to the MOO problems since 2002. Some of these techniques can be found in [5, 6, 14, 15, 18, 22, 24, 36] .
In the present article we describe a multi-objective PSO, called Time Variant Multi-Objective Particle Swarm Optimization (TV-MOPSO), where the vital parameters of the PSO i.e., inertia and acceleration coefficients, are allowed to change with the iterations, making it capable of effectively handling optimization problems of different characteristics. The concept of having time varying parameters has been used in earlier works e.g., in genetic algorithms [23] , PSO [2, 3, 34] etc, although most of these works dealt with SOO problems. In this article we incorporate it into the proposed multi-objective PSO. It is known that PSO suffers from the problem of premature convergence [20] . To overcome this problem, mutation operator similar to the ones suggested in [13, 19] has been incorporated in TV-MOPSO.
In order to improve the diversity in the Pareto-optimal solutions, a novel parameter exploiting the nearest neighbor concept is used. This method for measuring diversity has an advantage that it needs no parameter specification, unlike the one in [6] . Note that diversity has earlier been incorporated in PSO using different approaches, namely the hyper-grid approach [6] , r-method with clustering [22] and NSGA-II based approach [18] . Both the hyper-grid and clustering based approaches for diversity are found to take significant computational time. In the former, the size of the hyper-grid needs to be specified a priori, and the performance depends on its proper choice. The measure adopted in this article is similar to the one in [18] , though the way of computing the distance to the nearest neighbor is different. In order to demonstrate the effectiveness of the proposed diversity measure, TV-MOPSO has also been implemented with both the hyper-grid approach (TV-MOPSO-H) and the clustering approach (TV-MOPSO-C). Results indicate the superiority of the proposed scheme. Comparative study of TV-MOPSO with other multi-objective PSOs viz., r-MOPSO [22] , NSPSO [18] and MOPSO [6] and also other multi-objective evolutionary methods viz., NSGA-II [10] and PESA-II [8] has been conducted to establish its effectiveness for 11 test problems, using four qualitative measures and also visual displays of the Pareto front.
Multi-objective optimization
A general minimization problem of M objectives can be mathematically stated as: givenx ¼ ½x 1 ; x 2 ; . . . ; 
where f i ðxÞ is the ith objective function, g j ðxÞ is the jth inequality constraint and h k ðxÞ is the kth equality constraint. The MOO problem then reduces to finding anx such thatf ðxÞ is optimized. Since the notion of an optimum solution in MOO is different compared to the SOO, the concept of Pareto dominance is used for the evaluation of the solutions. This concept formulated by Vilfredo Pareto is defined as [7] : A vectorũ ¼ ðu 1 ; u 2 ; . . . ; u M Þ is said to dominate a vectorṽ ¼ ðv 1 ; v 2 ; . . . ; v M Þ (denoted byũ "ṽ), for a multiobjective minimization problem, if and only if 8i 2 fi; . . . ; Mg; u i 6 v i^9 i 2 f1; . . . Mg :
where M is the dimension of the objective space. A solutionũ 2 U , where U is the universe, is said to be Pareto Optimal if and only if there exists no other solutionṽ 2 U , such thatũ is dominated byṽ. Such solutions ðũÞ are called non-dominated solutions. The set of all such non-dominated solutions constitutes the Pareto-Optimal Set or non-dominated set.
Particle Swarm Optimization (PSO)
The concept of PSO is inspired by the flocking behavior of the birds. It was first proposed by Kennedy in 1995 [16] . Like evolutionary algorithms PSO is also a population based heuristic, where the population of the potential solutions is called a swarm and each individual solution within the swarm, is called a particle. In order to simulate the behavior of the swarm, each particle is allowed to fly towards the optimum solution.
Considering a d-dimensional search space, an ith particle is associated with the position attributẽ X i ¼ ðx i;1 ; x i;2 ; . . . ; x i;d Þ, the velocity attributeṼ i ¼ ðv i;1 ; v i;2 ; . . . ; v i;d Þ and the individual experience attributẽ P i ¼ ðp i;1 ; p i;2 ; p i;d Þ. The position attribute ðX i Þ signifies the position of the particle in the search space, whereas the velocity attribute ðṼ i Þ is responsible for imparting motion to it. TheP i parameter stores the position (coordinates) corresponding to the particle's best individual performance. Similarly the experience of whole of the swarm is captured in the index g, which corresponds to the particle with the best overall performance in the swarm. The movement of the particle towards the optimum solution is governed by updating its position and velocity attributes. The velocity and position update equations are given as
where j = 1,. . . , d and w, c 1 , c 2 P 0. w is the inertia weight, c 1 and c 2 the acceleration coefficients, and r 1 and r 2 are random numbers, generated uniformly in the range [0, 1], responsible for providing randomness to the flight of the swarm. The term c 1 r 1 (p i,j À x i,j ) in Eq. (3) is called cognition term whereas the term c 2 r 2 (p g,j À x i,j ) is called the social term. The cognition term takes into account only the particle's individual experience, whereas the social term signifies the interaction between the particles. The c 1 and c 2 values allow the particle to tune the cognition and the social terms respectively in the velocity update equation (Eq. (3)). A larger value of c 1 allows exploration, while a larger value of c 2 encourages exploitation. In [4] the trajectories of the particles are theoretically analyzed and a constriction coefficient v is introduced. This constriction coefficient limits the speed of the particles within bounds, without the need of any velocity clamping.
Related study
The simplicity and efficiency of PSO in solving the SOO problems [12, 32] , inspired its extension to the MOO problem domain. There have been several recent attempts to use PSO for MOO [5, 6, 14, 15, 18, 22, 24, 36] . Some of these concepts have been surveyed briefly in this section.
The dynamic neighborhood PSO [15] has been given for two objective MOO problems only. This concept assumes a considerable degree of prior knowledge in terms of the test problem properties. Here instead of a single gbest, a local lbest is obtained for each swarm member, that is selected from the closest two swarm members. The closeness is considered in terms of one of the objectives, while the selection of the optimal solution from the closest two is based on the other objective. The selection of the objectives for obtaining the closest neighbors and local optima is usually based on the knowledge of the problem being considered for optimization. Usually the simpler objective is considered for closest members computation. A single pbest solution is maintained for each member that gets replaced by the present solution only if the present solution dominates the pbest solution.
In [24] two methods have been proposed to solve MOO using PSO. The first method uses weighted aggregate approach, whereas the second one is inspired by VEGA [27] called Vector Evaluated Particle Swarm Optimizer (VEPSO).
The Multi-Objective Particle Swarm Optimization Algorithm (MOPSO) in [5] maintains two archives, one for storing the globally non-dominated solutions, while the other for storing the individual best solutions attained by each particle. MOPSO uses method inspired by [17] for maintaining diversity. The fitness assigned to each individual in the archive is computed on the basis of its density. This fitness is used in roulette wheel selection, to pick the gbest solution in velocity and position update Eqs. (3) and (4). In the local archive a solution gets replaced by the present solution, only if the former is dominated by the latter. In [6] , authors improved the aforementioned MOPSO by incorporating a mutation operator. The mutation operator boosts the exploration capability of the MOPSO. The article also addressed the constraint handling problem with MOO.
In [14] the authors suggested that for the gbest of a particle in the swarm, its nearest dominating solution from the archive should be used. For the efficient computation of the nearest dominating solution from the global archive, the concept of domination tree has been given. The concept of turbulence was also incorporated.
In [22] authors have introduced a concept of r, for selecting the best local guides. r values are assigned to the members of the archive as well as that of the swarm. For a particle in the swarm, a particle from the archive with the closest value of r is chosen as its local guide. The turbulence in the decision space has been used and the size of the archive has been kept constant by using clustering based truncation method. Due to the emphasis on the closeness in r values, and hence even higher the selection pressure, premature convergence may result.
In [18] author has proposed non-dominated sorting PSO (NSPSO) using the non-dominated sorting of [10] in MOPSO. If the size of the swarm be N, then a combined population of size 2N, comprising the swarm and its personal bests is first obtained. Then the non-dominated sorting of this population determines the particles of the next generation swarm. To ensure proper diversity amongst the solutions of the non-dominated solutions, two approaches namely niche count and crowded distance [10] methods are used. An archive containing the non-dominated solutions is also maintained, the best solutions from this archive in terms of diversity are selected as the global best for a particle.
The details of the aforementioned algorithms can be obtained from the respective references.
Time Variant Multi-Objective Particle Swarm Optimization (TV-MOPSO)
This section describes the proposed PSO approach to MOO problem. The motivation behind this concept is to attain better convergence to the Pareto-optimal front, while giving sufficient emphasis to the diversity consideration. In TV-MOPSO a new parameter has been incorporated that ensures the diversity of the solutions in the archive. The basic structure of TV-MOPSO is given in Algorithm TV-MOPSO. The different steps are described below in detail.
Initialization
In the initialization phase of TV-MOPSO, the swarm of size N s is randomly generated. The individuals of the swarm are assigned random values for the coordinates, from the respective domains, for each dimension. Similarly the velocity is initialized to zero in each dimension. Initial value for the parameter Pb i
, where X i ! is the ith particle.
Step 1 of TV-MOPSO takes care of the initialization. TV-MOPSO also maintains an archive for storing the best non-dominated solutions found in the flight of the particles in the swarm. In Step 1 of TV-MOPSO, the archive has been initialized to contain the non-dominated solutions from S 0 (swarm at t 0 ). The function non_dominated(S 0 ) returns the non-dominated solutions from the swarm S 0 .
Update
The update step of TV-MOPSO deals with the simulation of the flight of the particles. Movement of a particle in the search space is mainly governed by its individual experience and by the experience of the group, with which it interacts directly. The flight of the particle is influenced by some vital parameters which are explained below:
Personal Best Performance (pbest)
In PSO the individual experience of the particle is captured in the pbest attribute, that corresponds to the best performance attained so far by it in its flight. In TV-MOPSO, the present solution is compared with the pbest solution, and it replaces the latter only if it dominates that solution [6] . The function get_pbest() returns the personal best solution in the algorithm TV-MOPSO, in Step 2.
Global Best Performance (gbest)
The term gbest represents the best solution obtained by the swarm. Often the conflicting nature of the multiple objectives involved in MOO problems make the choice of a single optimum solution difficult. To resolve this problem, the concept of non-dominance is used and an archive of non-dominated solutions is maintained, from which a solution is picked up as the gbest. TV-MOPSO maintains an archive that has its maximum size limit. The selection of the gbest solution is done from the archive on the basis of the diversity of the solutions as in [6] . In TV-MOPSO the diversity measurement has been done using a novel concept. This concept is similar to the crowding-distance measure in [10] . The method is described below.
size of the swarm, N a : size of the archive, C: maximum number of iterations, d: the dimensions of the search space, O f : the final output */ (1) t = 0, randomly initialize S 0 , /*S t : swarm at iteration t */
• initialize x i,j , "i, i 2 {1, . . . , N s } and "j, j 2 {1, . . . , d} /* x i,j : the jth coordinate of the ith particle */ • initialize v i,j , "i, i 2 {1, . . . , N s } and "j, j 2 {1, . . . , d} /* v i,j : the velocity of ith particle in jth dimension */ • Pb i,j x i,j , "i, i 2 {1, . . . , N s } and "j, j 2 {1, . . . , d} /* Pb i,j : the jth coordinate of the personal best of the ith particle */ • A 0 non_dominated(S 0 ), l 0 = jA 0 j /* returns the non-dominated solutions from the swarm*/ /* A t : archive at iteration t */ (2) for t = 1 to t = C,
./* updating the velocity of each particle */ Gb get_gbest() /* returns the global best */ Pb i get_pbest() /* returns the personal best */ adjust_parameters(w t ,c 1t ,c 2t ) /* adjusts the parameters, w t : the inertia coefficient, c 1t : the local acceleration coefficient, and c 2t : The computation of the density parameter (den i ) in TV-MOPSO is done amongst the solutions of the archive. The parameter den i of a solution i is based on its distance to its nearest neighbor in the archive. It may so happen that two solutions may end up with the same value, as they are the closest to each other. As can be seen from Fig. 1 (representing two objective minimization problem), solutions e and f are closest to each other and hence will get the same value for the distance to their nearest neighbor, which may not reflect the real situation. To overcome such a scenario the nearest neighbor distance calculation is done in some order, such that the distance of a solution to its nearest neighbor which has not already been considered (in distance to nearest neighbor computation), is taken. To illustrate this consider Fig. 1 . If the nearest neighbor distance is computed in the order a, b, c, d, e, f, g and h, then for the nearest neighbor of solution f, solution g should be considered, as its distance to solution e has been already considered (for nearest neighbor distance of solutions e). To compute this measure efficiently the approach suggested in [10] is used.
In order to compute den i , solutions are sorted in non-descending order on the basis of different function values. In each such sorting, the normalized difference in function value to its immediate next neighbor is calculated. Finally all these values computed for a solution are added. This gives an estimate of the solutions' density on the front. Considering the scenario in Fig. 1 , if the sorting is done on the basis of f1 then solution e will have f as its immediate next neighbor and d1 will be the corresponding distance along f1, while the solution f will have g as its immediate next neighbor and value d2 as the distance. Similarly considering f2 as a basis of sorting the solution b will have a as its neighbor with its distance d3 along f2, while the solution c will have d4 as its distance along f2 to its immediate next neighbor b.
Using the aforementioned method the density for all the solutions in the archive is obtained. Based on the density values as fitness, roulette wheel selection is done to pick a solution as the gbest. The higher fitness value signifies better solution. In TV-MOPSO the function get_gbest(), returns the gbest solution in Step 2, for the velocity update equation.
Inertia weight (w)
In order to improve the convergence of PSO, a strategy for the incorporation of inertia weight w is suggested in [28] . The parameter w, controls the influence of the previous velocity on the present velocity [29] . The higher values of w help in the global search for the optimal solution, while lower values help in the local search around the current search area. All the population based search techniques rely on global exploration and local exploitation in order to achieve good performance. Generally more exploration should be carried out in the initial stages when the algorithm has very little knowledge about the search space. In contrast more exploitation is needed in the later stages so that the algorithm is able to exploit the information it has gained so far.
Since the MOO problems often involve complex search space, the parameter w becomes very vital in multiobjective PSO algorithms. Therefore TV-MOPSO uses a time variant w as in [30] . The issue of adapting the PSO parameters has also been addressed in [2, 3, 34] , for SOO problems. Here adaptation of w is introduced in multi-objective PSO. The value of w t is allowed to decrease linearly with iteration from w 1 to w 2 . The value of inertia weight at iteration t, w t is obtained as
where max_t is the maximum number of iterations and t is the iteration number. The function adjust_param-eters() in Step 2 of TV-MOPSO algorithm performs this task.
5.6. Acceleration coefficients (c 1 and c 2 ) and random parameters (r 1 and r 2 )
In the velocity update Eq. (3) there are two important parameters c 1 and c 2 , called the acceleration coefficients. c 1 is called the cognitive acceleration coefficient, while c 2 the social acceleration coefficient. Higher values of c 1 ensure larger deviation of the particle in the search space, while the higher values of c 2 signify the convergence to the present global best (gbest). To incorporate better compromise between the exploration and exploitation of the search space in PSO, time variant acceleration coefficients have been introduced in [26] . TV-MOPSO exploits this concept, ensuring better search for the Pareto-optimal solutions. c 1 has been allowed to decrease from its initial value of c 1i to c 1f while c 2 has been increased from c 2i to c 2f using the following equations as in [26] . The values of c 1t and c 2t are evaluated as follows:
The values of c 1 and c 2 gets updated with iterations in TV-MOPSO in the adjust_parameters() function at
Step 2. The random numbers r 1 and r 2 in Eq. (3) are generated independently for each dimension and for each particle.
Update archive
Since the selection of the gbest solution is done from the archive in TV-MOPSO, it plays a very vital role. At each iteration, the archive gets updated with the inclusion of the non-dominated solutions from the combined population of the swarm and the archive. If the size of the archive exceeds the maximum size limit (N a ), it is truncated using the diversity consideration. Thus the most sparsely spread N a solutions are retained in the archive. The archive gets updated in TV-MOPSO at Step 2 using function non_dominated(S t U A t ). The function truncate_archive() is used to truncate the archive, if it exceeds the maximum limit.
Mutation
The single objective PSO algorithms have been found to show good convergence properties. However, for the multi-objective PSOs, this convergence is usually achieved at the cost of the diversity [6] . To allow the multi-objective PSO algorithm to explore the search space to a greater extent, while obtaining better diversity, a mutation operator has been used in TV-MOPSO, that is based on the one found in [19] . Similar mutation operator has been used in PSO for multi-modal function optimization in [13] . Given a particle, a randomly chosen variable (one of the coordinate of the particle), say g k , is mutated as given below:
where flip denotes the random event of returning 0 or 1. UB denotes the upper limit of the variable g k , while LB denotes the lower limit. The function D is defined as
where r is a random number generated in the range [0, 1], max_t is the maximum number of iterations and t is the iteration number. The parameter b determines the degree of dependence of mutation on the iteration number. Mutation operation on the swarm is done by the function mutate(S t ) in TV-MOPSO at Step 2.
Termination
The algorithm terminates after executing a specified number of iterations. After termination, the archive contains the final non-dominated front. This is mentioned in Step 3 of TV-MOPSO.
Complexity consideration
Let the number of functions to be optimized be M, and the size of the archive and swarm be N and n, respectively. In TV-MOPSO the complexity is mainly influenced by the non_dominated() function and the diversity computation operation. Considering the archive update process involving non_dominated(S t [ A t ), for checking a particle for its non dominance within N + n particles, M(N + n) comparisons are needed. Therefore the worst case complexity of this function will be O (M(n + N) 2 ). Since the computation of density involves, sorting on the basis of each objective, it will have a complexity of O(MN log(N)) (for archive only). Similarly the archive truncation that involves density consideration will have O(M(n + N)log(n + N)) as its worst case complexity (considering the worst case with n + N elements in the archive). Thus the overall worst case complexity of TV-MOPSO will be O(M(n + N) + N) 2 ), respectively.
Experimental results
The effectiveness of TV-MOPSO has been demonstrated on various standard test problems. These problems have a known set of Pareto-optimal solutions and are characterized to test the algorithms on different aspects of their performance. TV-MOPSO has been compared with some MOEAs and MOPSOs. The MOEAs include NSGA-II and PESA-II, whereas the MOPSOs are MOPSO, r-MOPSO and NSPSO. All these algorithms have been evaluated using the same test problems. The parameters used are given below:
• Population/swarm size 100 for NSGA-II and NSPSO, 10 for PESA-II (as suggested in [8] ), 50 for MOPSO, r-MOPSO and TV-MOPSO.
• Archive size 100 for PESA-II, r-MOPSO, MOPSO and TV-MOPSO.
• Number of iterations 250 for NSGA-II and NSPSO, 2500 for PESA-II, and 500 for MOPSO, r-MOPSO and TV-MOPSO (to keep the number of fitness function evaluations to 25000 for all the algorithms).
• Cross-over probability 0.9 (as suggested in [10] ) for NSGA-II and PESA-II, no cross-over for MOPSOs.
• Hyper-grid size 32 · 32 for PESA-II (as suggested in [8] ), TV-MOPSO-H.
• Mutation probability inversely proportional to the chromosome length (as suggested in [10] ).
• Coding strategy binary for NSGA-II and PESA-II, while real encoding for MOPSO and TV-MOPSO (PSO naturally operates on real numbers).
• c 1i = 2.5, c 1f = 0.5, c 2i = 0.5, c 2f = 2.5 (as suggested in [26] ) (for TV-MOPSO).
• w 1 = 0.7 and w 2 = 0.4 (as suggested in [31] ) (for TV-MOPSO).
• b = 5 (as suggested in [19] ).
For the evaluation of the performance of MOEAs, researchers have proposed many test problems. Veldhuizen [33] , in his doctoral thesis has explored many such test problems. In this article 11 standard test problems have been used. Nine of these test problems (SCH1, SCH2, FON, KUR, POL, ZDT1, ZDT2, ZDT3, ZDT4 [9] ) have two objectives, while the other two (DLTZ2 and DLTZ7 [11] ) have three objectives. The performance of the algorithms is evaluated with respect to one or more of the four performance measures: the convergence measure Ç [10] , diversity measure D [10] , purity [1] and minimal-spacing (S m ), [1] . Results reported are the mean and the variance values over 20 simulations of the algorithms. It should be noted that Ç and purity eval-uate the convergence of the non-dominated set to the true Pareto-front, whereas D and S m measures reflect the diversity amongst the non-dominated solutions. Larger values of the purity measure, whereas smaller values of Ç , D and minimal spacing parameters signify better performance. The details of these measures may be found in the respective references.
Results
The proposed TV-MOPSO has been implemented with three different concepts of diversity namely, clustering, hyper-grid and proposed nearest neighbor based diversity concept, hence called TV-MOPSO-C, TV-MOPSO-H and TV-MOPSO, respectively. These different versions of TV-MOPSO, have been evaluated on some test problems, and their performance has been assessed using Ç and D measures. However, other performance measures may also be used. The results are reported in terms of the mean and variance of the performance measures in Table 1 .
As can be clearly seen from the Table 1 , Ç values signify that TV-MOPSO has resulted in better convergence, compared to its other versions (i.e., clustering and hyper-grid), for all the test problems. Similarly, the D measure values also highlight that TV-MOPSO is better in terms of diversity, when compared with its other versions, on all the test problems except DLTZ2 and DLTZ7. Although TV-MOPSO has not given Table 4 Mean ( the best results in terms of diversity for all the test problems, it has given best performance in terms of convergence. Tables 2 and 3 represent the Ç and D measures for the algorithms on nine test problems, respectively. These problems include seven two-objective problems and two three-objective problems. It can be seen that TV-MOPSO has better convergence on test problems SCH1, SCH2, ZDT1, ZDT3, ZDT4 and DLTZ7, whereas PESA-II, MOPSO and r-MOPSO, have better convergence on ZDT2, FON and DLTZ2 test problems, respectively. Interestingly the values of the D measure in Table 3 , show that TV-MOPSO is able to attain the best distribution of the solutions on the non-dominated front, consistently for all the test problems considered. Tables 4 and 5 problems except ZDT2, DLTZ2 and DLTZ7. However, it is second for ZDT2, DLTZ2 and DLTZ7 test problems, as compared to MOPSO and PESA-II, respectively. The minimal spacing parameter values, as shown in Table 5 , indicate that TV-MOPSO has obtained better spread of the solutions on the Pareto-front for all the test problems except POL, ZDT4 and DLTZ2. However, it is second to MOPSO and r-MOPSO on POL and ZDT4, respectively. In order to demonstrate the distribution of the solutions on the final non-dominated front, we have considered FON, ZDT3 and DLTZ2 test problems as typical illustrations. Figs. 2-4 show the resultant non-dominated fronts corresponding to these test problems. Fig. 2 provides the non-dominated solutions returned by the six algorithms for the FON test problem. The poor performance of PESA-II and r-MOPSO is clearly evident. Fig. 2b shows that the convergence obtained by PESA-II is not proper, as it has resulted in a different shape of the front compared to the original Pareto front. Similarly Fig. 2f shows that r-MOPSO has resulted in poor diversity amongst the solutions of the non-dominated set. Although, the results in Fig. 2a, d and e are better than the aforementioned results, the best result has been obtained by TV-MOPSO in Fig. 2c , in terms of convergence as well as diversity. Similarly, Fig. 3 represents the final fronts obtained by the six algorithms for ZDT3 function. It can be seen that r-MOPSO in Fig. 3f , has failed to converge to the true Pareto-front properly, as the highest value for function f 2 is found to be 2, whereas for the results obtained by the other algorithms this value is close to 1 (i.e., the desirable value). It should be noted that PESA-II in Fig. 3b has failed to obtain all the five disconnected Pareto-optimal fronts. Although, NSGA-II has been successful in obtaining these five fronts, one of those did not come out properly in Fig. 3a . MOPSO is found to be better than PESA-II and NSGA-II in this regard, but its solutions have poor spread on the front as clearly evident from Fig. 3(d) . Moreover MOPSO is often found to converge to a local optimal front for this test function. Such an instance is shown in Fig. 3g , where MOPSO has been able to obtain only one front (not all the five) because of local optima problem. NSPSO has resulted in a very good convergence, as evident in Fig. 3e , but its diversity is not as good as that of TV-MOPSO. Compared to all these algorithms, TV-MOPSO in Fig. 3c has given better convergence and spread of the solutions on this test function.
The comparative performance of the above algorithms in terms of their performance in a three objective test problem, DLTZ2, can be seen in Fig. 4 which shows the final non-dominated fronts obtained by the algorithms. From Fig. 4a it can be seen that NSGA-II has failed considerably in attaining the non-dominated set properly in terms of both the convergence as well as diversity. MOPSO in Fig. 4 (d) has failed to attain the full non-dominated set. Similarly r-MOPSO in Fig. 4f could not attain the non-dominated set properly. Although NSPSO has resulted in better shape in Fig. 4e , its convergence is not as good as that of TV-MOPSO and PESA-II (Figs. 4c and b, respectively) . Table 6 summarizes the relative performance of the six algorithms in terms of their ranks, that have been attributed to them, based on their performance with respect to Ç and D measures. The table has been derived from the performance in Tables 2 and 3 . The entries in Table  6 signify the number of times an algorithm attained a particular rank on nine test functions, in terms of the Ç and D measures. As can be seen, TV-MOPSO performed the best in terms of Ç in six of the test problems, whereas PESA-II and MOPSO have performed best in one test problem each. Interestingly, TV-MOPSO has performed the best in terms of D measure for all the test problems considered. Similarly the summarized result corresponding to the Purity and S m measures, as shown in Table 7 , has been obtained from Tables 4 and  5 , respectively. It is evident that TV-MOPSO has given the best convergence results, in terms of purity parameter, for eight of the 11 test problems considered. PESA-II has the best results in terms of purity for three test problems, whereas r-MOPSO, NSPSO and MOPSO have the best result for one test problem each. Interestingly, for the test problem SCH1, TV-MOPSO, NSPSO, PESA-II and r-MOPSO have attained the same value of purity, signifying the same extent of convergence. Similarly for diversity in terms of S m measure also, TV-MOPSO has performed the best in eight of the eleven test problems. MOPSO has given the best results in terms of S m for two problems, while r-MOPSO has that for one problem only. In summary, TV-MOPSO has been consistently found to perform the best amongst all the multi-objective PSOs considered. Considering NSGA-II and PESA-II, it is found that PESA-II performs well in terms of Ç , purity and S m . However, the performance of TV-MOPSO is similar to, sometimes better than, that of PESA-II, for the test problems considered in this study. Considering the computational complexity, it has been shown in Section 5.10 that TV-MOPSO is comparable with the algorithms studied in this article.
The better performance of the proposed algorithm TV-MOPSO may be attributed to all of its features i.e., mutation operator, diversity measure and the adaptive control parameters. Mutation operator has the role of better exploration of the search space that has been used in earlier works also [6] . It is well established that the performance of the PSO is dependent on the proper choice of the control parameters, which is usually problem specific. Our attempt in this article has been to let the parameters change with the iterations, emphasizing exploration in the initial stages whereas exploitation in the later stages, to overcome this problem. Similarly the better performance of the TV-MOPSO in terms of diversity can be attributed to the novel diversity measure and this has been established empirically with different versions of TV-MOPSO. In future, an exhaustive study regarding the relative contribution of each of the aforementioned features of TV-MOPSO needs to be conducted.
Conclusions and discussion
In the present article, a novel multi-objective PSO algorithm, called TV-MOPSO, has been presented. TV-MOPSO is adaptive in nature with respect to its inertia weight and acceleration coefficients. This adaptiveness enables it to attain a good balance between the exploration and the exploitation of the search space. A mutation operator has been incorporated in TV-MOPSO to resolve the problem of premature convergence to the local Pareto-optimal front (often observed in the multi-objective PSOs). An archive has been maintained to store the non-dominated solutions found during TV-MOPSO execution. The selection of the gbest solution is done from this archive, using the diversity consideration. The method for computing diversity of the solutions is based on a nearest neighbor concept. In order to evaluate the comparative performance of the aforementioned diversity measure, two other versions of TV-MOPSO, using clustering and hyper-grid for diversity incorporation, are also developed. The results have shown that the proposed approach for diversity preservation, is superior to the other two in terms of convergence and diversity.
The performance of TV-MOPSO is compared with some recently developed multi-objective PSO techniques and evolutionary algorithms, for 11 function optimization problems of two and three objectives. The results have been evaluated on the basis of several performance measures, characterizing the convergence to the Pareto-optimal front and the diversity in the non-dominated set of solutions. TV-MOPSO is found to be good not only in approximating the Pareto-optimal front, but also in terms of diversity of the solutions on the front. In future, the problem of MOO in uncertain environment [35] will be explored. Recently some novel concepts have been given for evolutionary computation in [21, 25] . We intend to do the comparative evaluation of the proposed algorithm with these algorithms for MOO.
It may be noted that all the algorithms considered here need proper tuning of several parameters. Although in the present article these values have been set in accordance with the suggestions of the authors of the respective algorithms, an exhaustive study regarding the sensitivity of the algorithms to different parameters needs to be undertaken.
