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Introduction
In ‡ation targeting central banks commonly publish forecasts of most of the relevant macro-variables in their in ‡ation or monetary policy reports. These forecasts are sometimes published as numbers in a table, where the numbers represent the central tendency of the forecast, and sometimes as graphs containing not only the central tendency but also a "fan chart" representing the uncertainty surrounding the projection.
We use the phrase "most of the relevant macro-variables" since not all central banks publish forecasts of their policy instrument, the short-term nominal interest rate. The Reserve Bank of New Zealand, Norges Bank, the Riksbank, Sedlabanki Islands, and the Czech National Bank publish their own forecasts of the policy instrument, whereas others, like the Bank of England and the Central Bank of Brasil, condition their forecasts on the assumption that the interest rate follows the market expectation, as measured by implied forward rates.
1 Yet others condition their forecasts on the assumption of an unchanged interest rate. We can think of these di¤erences in terms of unconditional vs. conditional forecasts. Central banks that publish their own forecasts of the interest rate can be thought of as publishing unconditional forecasts, whereas the others can be thought of as publishing conditional forecasts, albeit with di¤erent conditioning assumptions (market expectation or constant interest rate).
In this paper we address the question of how to generate model-consistent uncertainty bands surrounding a conditional forecast. If we start with the unconditional forecasts we can think of them in terms of a model, like a vector autoregression (VAR). One then simply estimates the VAR and then produce a forecast. This forecast (given an assumption of normality) is characterized by the …rst and second moments. So, it is pretty simple to generate modelconsistent fan charts when the purpose is to produce an unconditional forecast. In a Bayesian setting the forecast distribution is retrieved by direct simulation methods, see for example Thompson and Miller (1986) . But how does one go about when the objective is to produce a conditional forecast? One possibility that is nowadays common is to use the procedure of Waggoner and Zha (1999) . Their procedure provides a tool to generate forecasts for some variables conditional upon restricitions on other variables' forecasts. Jarocinski and Smets (2008) use this procedure to generate such conditional forecasts, including uncertainty bands for the unrestricted variables.
Our proposed procedure gives an estimate of the full forecast distribution, including second moments as measured by the conditional variances. When we condition the forecast on interest rates following the market expectation there is no uncertainty about the interest rates, that is, the forecasts can be thought of as "hard-conditional" forecasts. In other words, the policy rate is assumed to exactly follow the central tendency of what the market expects. The fan charts can therefore be interpreted as how uncertain the forecasts for the nonconditioned variables are given that the interest rate exactly follows what the 3 market expects.
However, using the market expectation as a predictor of future interest rates generates substantial forecast errors, see for example Adolfson et al. (2007) . Some banks therefore also report a fan chart for the implied forward rates, indicating that the future policy rate is likely to deviate from what the market expects. The uncertainty surrounding the market expectation as a predictor of the future policy rate is however ignored when producing the conditional forecasts for in ‡ation and GDP with the Waggoner and Zha procedure.
As the market expectation of future interest rates is an uncertain predictor of future interest rates, the conditional variances of the Waggoner and Zha procedure generates uncertainty intervals for unrestricted variables, like in ‡ation and GDP in the example, that are too narrow. In this paper we therefore propose a generalization of the Waggoner and Zha procedure that allows us to incorporate the uncertainty surrounding restricted variables, thus giving more accurate fan charts for the unrestricted variables.
The paper is organized as follows. Section 2 presents our workhorse model, a SVAR, lays out the notation and shows how density restrictions can be imposed. The section also shows how the Waggoner and Zha procedure for both hard and soft conditions relates to our procedure. Section 3 contains two examples that illustrate the procedure. The …rst example illustrates how the density restrictions can be imposed in order to generate a forecast that is conditioned on the full distribution of the market expectation of future monetary policy. The second example presents how uncertainty surrounding foreign variables a¤ect the uncertainty around the domestic variables. Finally, Section 4 concludes.
Forecasting in a Dynamic Model
This section describes a simple dynamic model and shows how it can be used to generate unconditional and conditional forecasts. We start with the unconditional forecasts and then move on to the density-conditional forecasts. We then show how the hard-conditional forecasts of Waggoner and Zha (1999) obtain as a special case of our procedure. Waggoner and Zha (1999) also suggest a soft-conditional procedure, based on a conditional Gibbs-sampler. We show that the soft-conditional forecasts also can be formulated within our setup and use this to develop more e¢ cient simulation techniques.
Unconditional Forecasts
The procedure will be presented in terms of a structural vector autoregressive model (SVAR), which can be written as
; where (1)
In this setting, y t is a n-dimensional vector of observable variables at time t. A l is a (n n) matrix of dynamic parameters, L is the maximum lag-length, and d is the model's intercepts. The forecasts from model (1) for horizons t + 1 to t + h, which we denote as y 
Density-conditional Forecasts
In this paper, we are not primarily interested in where the restrictions come from, but they may for instance result from another model's forecast or expert judgments. It su¢ ces to know that they exist as a distributional forecast of future observable variables. Our procedure is ‡exible in that we can handle restrictions on some variables at some horizons, or on all variables and horizons, or on linear functions of the variables in the model. An example of such a linear function is annual growth-rates in a quarterly model or real wages in a model with nominal wages and in ‡ation.
Formally, we assume that we want to condition upon p of the forecasts Cy t+1;t+h , where C is a (p nh) matrix where each of the rows point at one restriction.
2 The restricted variables'forecasts then follow the distribution
where f t+1;t+h and f represent the mean and covariance matrix of the restrictions. While getting the central tendency of the restrictions, f t+1;t+h , typically is straight-forward, it may be somewhat trickier to get the covariance matrix of the restrictions, f . If we have past forecast errors for the restrictions we may use these to estimate the full covariance matrix. If we have no information about some or all of the elements in f we may use the model to …ll in the missing elements. Using equation (2), we note that the unrestricted distribution of the restricted variables is
where
3 If we have no information about f , the matrix DD 0 may be used. If we only have information about the diagonal elements of f , through RMSE-evaluations for instance, we can decompose the unrestricted covariance matrix into
where is the correlation matrix of the forecast errors, is the vector of standard deviations, and denotes the Hadamard product, which is element by element multiplication. If the only information we have about the covariance matrix of the restrictions are the RMSE:s of each of the restrictions, denoted f , we can use the unrestricted correlation matrix of the forecast errors to form
The procedure is thus ‡exible in that we can use the information we have about some or all of the elements in f and let the model …ll in the missing pieces. Given the structure of the model (1) and the restrictions we want to impose, the distribution of the structural disturbances necessary to satisfy the density restrictions is" t+1;t+h
where " and " are given by
D denotes the generalized inverse of D, and the rows of b D form a orthonormal basis for the null space of D. The shocks are such that the density restrictions are satis…ed for the restricted variables, and for the unrestricted variables, the model's own structural shocks …ll in. Both the mean and variance depend on density restrictions and the model structure. The corresponding forecast distribution is y t+1;t+h N y ; y ;
See Appendix B for details on the distributions for" t+1;t+h and y t+1;t+h . In the examples below we present how the density-conditional procedure may be used with a Bayesian VAR.
Hard-and Soft-conditional Forecasts
When f is zero, our density restrictions reduce to the hard-conditions case of Waggoner and Zha (1999) . The details of this are given in Appendix C. More interestingly, the soft-conditions of Waggoner and Zha (1999) can also be represented in our framework, but with the density restriction being a truncated normal as opposed to a normal. 4 This is important because, using these 6 ideas, we can sample directly from the soft-conditions using a Gibbs sampler as opposed to the rejection method proposed in Waggoner and Zha (1999) . A multivariate truncated normal distribution can be characterized by location and scale parameters and its region of support. We denote these by T N , T N , and R, respectively. The parameters T N and T N denote the mean and variance of the underlying normal distribution and will not, in general, be the mean and variance of the truncated normal. While the support could be quite general, in the examples it will be a rectilinear region. Thus, in the onedimensional case R will be an interval, in the two-dimensional case it will be a rectangle with sides parallel to the coordinate axes, and so forth. We will denote the truncated normal distribution by
On its support, the density function of the truncated normal will be proportional to the density of the underlying normal.
The soft-conditions in Waggoner and Zha (1999) can be represented in our framework by using the density restriction
where R = fCy t+1;t+h j c Cy t+1;t+k cg for some p-dimensional vectors c and c. This density restriction should be interpreted as follows. The underlying normal distribution is the same as that coming from (2) so that the shape of the density is unchanged. However, the i th coordinate of Cy t+1;t+h is restricted to lie between the i th coordinates of c and c. Geweke (1995) proposed an e¢ cient Gibbs sampler for simulating from the truncated normal distribution. In appendix D, we will brie ‡y describe this Gibbs sampler.
Examples
This section presents the density-conditional procedure at work in two examples. In the …rst example we show how to condition a forecast on the market expectation of future policy rates in a Bayesian VAR. We then study the forecast distributions of the Swedish variables when the foreign variables are restricted. The restrictions are given as central tendencies only and as full densities, respectively.
Density-conditional Forecasts in a Small Open Economy VAR
The …rst two examples compare forecast distributions when some variables are hard-conditioned on a central tendency to when they are density-conditioned. More precisely, we set up a VAR consisting of three foreign variables (trade weighted GDP, CPI, and short interest rate), three domestic (Swedish) variables (GDP, CPI, and a short interest rate), and a trade weighted real exchange rate. The GDP and CPI variables are measured in …rst log-di¤erences, the interest rates in levels (annualized return), and the real exchange rate in log-level. The reduced form VAR can be written as
(y t ` x t ) B`+ u t ; or in mean-adjusted form
y t is a row vector of the seven variables (that are to be modelled) at time t and x t a row vector of a non-modelled (deterministic) variable in ‡uencing y t .
The only deterministic variable here is a constant (which is interpreted as the mean or steady state of the processes). B`and are parameter matrices of dimension (7 7) and (1 7) respectively and u t is a random error term. The model is estimated on data covering 1993-2006. The reason for selecting 1993 as the …rst year in the sample is the introduction of a ‡oating exchange rate. The structural form of (10) is obtained through a recursive identi…cation scheme.
The model (10) can be compactly expressed as ]. The random error term, u t , is normally distributed with mean zero and covariance matrix . The VAR-model is estimated by Bayesian methods, see for instance Kadiyala and Karlsson (1997) for more information on Bayesian VAR estimation.
Prior distribution. In the examples in this paper we use a Normal-Di¤use prior on the parameters in the model, that is, vec ( ) N ( 0 ; 0 ) and p ( ) / j j (L+1)=2 . The prior for is a Minnesota type prior, see Doan et al. (1984) . The mean, 0 , is zero except for the elements corresponding to the diagonal of the …rst lag coe¢ cient. These elements will be set to 0.9 for variables in levels and 0.0 for elements in …rst di¤erences. 5 The matrix 0 is diagonal with prior standard deviations set to 
where s i denotes the residual standard deviation for equation i from the OLS …t of univariate AR-speci…cations. The overall tightness, 1 in equation (11), is set to 0.2, the cross variables tightness 2 is set to 0.5 and the lag decay hyper parameter 3 equals unity. The hyper parameter 4 handles that the rest of the world is exogenous to Sweden and is set to a very small number. Usually forecasts, conditional on the dynamic coe¢ cients and residual variance, are are constructed by making draws of the structural shocks, which are mean zero and independent. In our case, the forecasts must take into account the density restrictions. Also, in this example, and are reduced form parameters and must be transformed using the recursive identi…cation scheme 6 to the structural parameters before applying the formulas given by (2) and (6). . We explore our procedure in two di¤erent examples, one where we impose restrictions on the domestic policy rate, and one where we impose restrictions on foreign variables. In both examples we illustrate that there may be excess variance shrinkage on the unrestricted variables. This is due to the fact that we ignore the uncertainty surrounding the restricted variables. Maih (2010) takes this one step further and argues that there may still be excess variance shrinkage even if there is no uncertainty about the restricted variables.
mean-adjust the restrictions byf

Forecasts Conditioned on Market Expectation of Interest Rates
As a baseline scenario it may be interesting to start with an unconditional forecast. These unconditional forecasts are shown in the top panel of Figure  1 . The left chart shows the model's forecast for the Riksbank's policy rate, the repo rate, and the right chart shows the corresponding forecast for CPI-in ‡ation. The other …ve variables in the model are omitted from the …gure for expositional purposes. Each forecast is given by a central tendency (the median) and a fan chart representing the 50 and 90 per cent probability intervals. We also include the subsequent outcomes of the repo rate and CPI-in ‡ation (which are of course not used when estimating the model or generating the forecasts).
Suppose now that we are interested in conditioning the forecast on the market expectation of the policy rate, as measured by implied forward rates. This is a conditioning assumption that was previously used by Norges Bank and the Riksbank, and it is used today at the Bank of England and the Central Bank of Brazil. At the point of time we are studying, the market expected a somewhat higher policy rate than the model's unconditional forecast. We therefore use the procedure of Waggoner and Zha, which draws shocks that guarantee that the policy rate follows the market expectation, and substitutes these shocks into the model. The results of this experiment are shown in the middle panel of Figure  1 . We note that there is no uncertainty surrounding the future policy rate. This is because the Waggoner and Zha procedure ignores such uncertainty and therefore is referred to as a hard-conditional forecast. The 90 percent probability interval for CPI-in ‡ation is up to 0.7 percentage points narrower than the corresponding interval for the unconditional forecast. We note a similar shrinkage in the forecast distributions of, for example, domestic GDP-growth. This variance shrinkage comes from the fact that the procedure places restrictions on some of the model's shocks, thus reducing the number of shocks that can vary freely.
We may also note that the subsequent policy rates actually deviated from what the market expected. It is therefore somewhat odd to treat the market expectation as an assumption that will hold exactly. In the left part of the bottom panel of Figure 1 we show the fan charts surrounding the market expec-tation of future policy rates.
7 So, there is considerable uncertainty surrounding the market expectation of future policy rates. To incorporate this uncertainty in the density-conditional forecasts we compute the covariance matrix of the risk-premia adjusted implied forward rate's forecast errors at di¤erent horizons, which provide the matrix f . 8 , 9 The fan chart surrounding the interest rate in the left part of the bottom panel of Figure 1 is narrower than the fan chart surrounding the unrestricted forecast in the top panel of the same …gure. As a consequence, the resulting 90 per cent probability interval for CPI-in ‡ation is up to 0.2 percentage points narrower than the unconditional forecast intervals. Compared with the hard-conditional forecasts in the middle panel of Figure  1 the 90 per cent probability intervals are up to 0.6 percentage points wider. There is thus a notable reduction in the uncertainty surrounding the unrestricted variables when using hard conditions.
In a recent paper, Österholm (2009) suggests a procedure to incorporate judgments in fan charts. His procedure amounts to …rst generating a few alternative scenarios, which then are combined to get a main scenario with fan charts. The di¤erent alternative scenarios are constructed by the means of imposing hard conditions in a VAR-model. 10 Since the fan charts surrounding each of those alternative scenarios su¤er from excess variance shrinkage, this analysis would bene…t from using densisty restrictions.
Domestic Forecasts Conditioned on the Rest of the World
This example investigates when the forecasts for the foreign block of the model are restricted. As restrictions we use the Riksbank's forecasts for the quarterly growth rates of the trade-weighted foreign GDP and CPI, and the tradeweighted foreign interest rate as the centre of the distributions.
11 In this case we have no information about the variances or covariances of the forecast errors, that is, the elements of f , so we let the model …ll in on these entries. The covariance matrix for the restrictions is thus given by DD 0 , see equation (4). Figure 2 presents forecasts for foreign and Swedish GDP and CPI. The other three variables in the model are omitted from the …gure for expositional purposes. The model is conditioned on the foreign development using the hard-conditional procedure (see row 1 in the …gure) and our proposed densityconditional procedure (see row 3 in the …gure). The resulting forecasts for the domestic variables are given in row 2 (hard-conditioned upon the foreign vari-11 ables) and row 4 (density-conditioned upon the foreign development). When the foreign variables are density-conditioned, with the same mean as in the hard-condition case and the restricted covariance matrix taken from the model, the uncertainty about the Swedish variables naturally increases. The width of the 50 per cent probability interval for the Swedish CPI forecast widens by 0.3 percentage points at the one-step horizon and by 0.6 percentage point at the nine-step horizon when using the density-conditions compared to the hardconditions. The 50 per cent probability interval for the domestic GDP forecast is 0.1 percentage point wider one step ahead and 0.3 percentage points wider nine steps ahead. The corresponding numbers for the 90 per cent probability intervals are 0.6 and 1.5 percentage points for CPI one and nine steps ahead and 0.3 and 0.9 percentage points for GDP one and nine steps ahead. These results show that there may be a sizeable reduction in the uncertainty of the unrestricted variables when using the hard-conditional procedure. Consequently, to make reliable inference on the forecasts a density-conditional approach is preferable.
Conclusions
We have introduced a new method to generate model-based conditional forecasts, where the conditions take the form of densities. While the examples explored in this paper take the conditional density to be normal, that is, we condition on the …rst and second moments, our procedure allows us to condition on other distributions as well. In addition to the normal distribution, the details of this procedure are also exempli…ed for the truncated normal distribution.
We demonstrate, in two applications, that ignoring the uncertainty around the conditioned variables may give probability intervals for the unrestricted variables that are too narrow. Our method can therefore solve a practical shortcoming at central banks who base their forecasts on the market expectation of the future path of policy rates or on constant interest rates. Since both those assumptions are uncertain predictors of the future policy rates, our procedure better handles such conditional forecasts. Moreover, our procedure can also be used in a sequential forecasting scheme where exogenous variables are forecasted …rst and the endogenous variables are then predicted, conditioned upon those exogenous variables. Using density-restrictions may also be a way to check the consistency of a judgemental forecast, since the full distribution of shocks that replicate a judgmental forecast can be solved for and investigated.
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Appendix A: Forecasts from a VAR The workhorse model in this paper is a VAR with the following structural form
; where (12)
The model (12) has the corresponding reduced form
; where c = dA From the model, the forecasts may be computed as
K 0 = I n ;
14 Equation ( 
The forecasts for horizons t + 1 to t + h can then be written as The density-restrictions are imposed in a similar fashion as in Waggoner and Zha (1999) , but we allow the restrictions to be given as densities rather than just central tendencies. Suppose that we want some linear combination of forecasts of observable variables (say GDP, in ‡ation, etc.) to have a normal distribution. This distribution may be used to form a density-condition on a forecast
where C is a (p nh) matrix of rank p. Unrestricted, y will have the distribution given by the model (2)
Let D = CM 0 . Now the unrestricted distribution for the restricted variables is Cy t+1;t+h N (Cb t+1;t+h ; DD 0 ) :
Choose b D to be any (nh p) nh matrix such that the rows of b D form an orthornormal basis for the null space of D.
12 This implies that
where 0 i;j denotes the i j zero matrix. If
then the distribution of z will be
Equation (14) is equivalent to requiring z 1 N (f t+1;t+h ; f ). Because z 2 is independent of z 1 , we can simply impose this. So, under the restriction given by (14), the restricted distribution of z will be
The variable y t+1;t+h can be recovered via
Because D has full row rank, if the generalized inverse of D is D , then DD = I p . Thus
This implies that the restricted distribution of the y t+1;t+h is N y ; y , where
Since y t+1;t+h = b t+1;t+h + M 0 " t+1;t+h , we can back out the distribution of the restricted structural shocks. The restricted distribution of " t+1;t+h , denoted bỹ " t+1;t+h , is N ( " ; " ), where " = D f t+1;t+h D Cb t+1;t+h ; and (19)
where we have used the fact that
This analysis can be extended to restrictions involving distributions other than normal. For example, suppose that we want Cy t+1;t+h to have a truncated normal distribution, so that
Following the above analysis, we see that the restricted distributions of z 1 and z 2 are independent and given by z 1 N T (f t+1;t+h ; f ; R) ; and
As before, the variable y t+1;t+h can be recovered by (16), which can be written as
Similarly," t+1;t+h can be written as
Because a linear transformation of a truncated normal is a truncated normal, both y t+1;t+h and" t+1;t+h can be represented as a sum of a truncated normal and a normal. Following Geweke (1995) , in the Appendix D we show how to simulate from a truncated normal when the truncated region is rectilinear.
Appendix C: Hard Conditions
In Waggoner and Zha (1999), hard-conditions on the structural shocks were investigated. There, restrictions were of the form R 0 " t+1;t+h = r and the main result was that the restricted structral shocks were normal with mean R and variance R where
We show that " = R and " = R when f = 0. The restriction f = 0 gives Cy t+1;t+h = f t+1;t+h . So, f t+1;t+h = Cy t+1;t+h = Cb t+1;t+h + CM 0 " t+1;t+h , which implies R 0 = CM 0 = D and r = f t+1;t+h Cb t+1;t+h . The results will follow from the singular value decomposition of D.
Let D = U dV 0 , where U is an p p orthogonal matrix, d is a p p invertible diagonal matrix, and V is a nh p matrix with orthonormal columns. Because the rows of b D form an orthonormal basis for the null space of D, it follows that
is an orthogonal matrix and thus
Appendix D: A Gibbs Sampler for the Truncated Normal Distribution
We …rst develop some notation. Let v be a p-vector and V be a p p matrix. The distribution of x i , conditional on x i , will be a one dimensional truncated normal random variable with
Drawing directly from a one dimensional truncated normal is straightforward. If ( ;~ i ;~ 2 i ) denotes the cumulative density function for the normal distribution with mean~ i and variance~
where u is drawn from the uniform distribution on (0; 1), will be a variate from the required truncated normal distribution. Since the inverse cumulative normal density is a standard function in Matlab and many other packages, this technique is easy to implement and will give accurate results as long c i is not too far out in the upper tail or c i is not too far out in the lower tail. However, more accurate and e¢ cient simulation techniques are available for the one-dimensional truncated normal distribution. See Geweke (1995) for a description of these techniques. Using these ideas, a Gibbs sampler can be constructed to make draws of x by successively making draws of x i j x 1 . Our experience is that as long as the variance matrix is not too close to being singular, the Gibbs sampler will be e¢ cient. Note: The solid line in the …gures represents outcomes available at the time of the forecasts, the dashed line the median of the forecast distribution and the grey areas the 50 and 90 per cent probability intervals respectively. The solid lines with dots are the outcomes available as of August 2010.
