Abstract. We present an extended Mumford-Shah regularization for blind image deconvolution and segmentation in the context of Bayesian estimation for blurred, noisy images or video sequences. The MumfordShah functional is extended to have cost terms for the estimation of blur kernels via a newly introduced prior solution space. This functional is minimized using Γ -convergence approximation in an embedded alternating minimization within Neumann conditions. Accurate blur identification is the basis of edge-preserving image restoration in the extended Mumford-Shah regularization. One output of the finite set of curves and object boundaries are grouped and partitioned via a graph theoretical approach for the segmentation of blurred objects. The chosen regularization parameters using the L-curve method is presented. Numerical experiments show that the proposed algorithm is efficiency and robust in that it can handle images that are formed in different environments with different types and amounts of blur and noise.
Introduction
Blur influences the automation, robustness and efficiency of many visual systems in many aspects. Blur identification, image restoration and recognition of blurred or unblurred regions or objects become more important, e.g., shown in Fig. 1 . An ideal image f in the object plane is normally degraded by a linear spaceinvariant point spread function (PSF) h with an additive white Gaussian noise n using the lexicographic notation, g = h * f + n. The equation provides a good working model for image formation. The two-dimensional convolution is expressed as h * f = Hf = F h, where H and F are block-Toeplitz matrices and can be approximated by block-circulant matrices.
Normally, the point spread function (PSF) of blur is neither known nor perfectly known. Such blur identification can be considered as blind image deconvolution. The challenge of blind image deconvolution (BID) is to uniquely define the optimized signals only from the observed images and is considered as an illposed problem in the sense of Hadamard [1] . However, knowledge of the direct model is not sufficient to determine an existent, unique and stable solution, and it is necessary to regularize the solution using some a priori knowledge. Mathematically, the a priori knowledge is often expressed through a regularization theory [2] which replaces an ill-posed problem by a well-posed problem with an acceptable approximation to the solution. The regularization theory [2] presents numerous challenges as well as opportunities for further mathematical vision modeling to solve ill-posed problems. Compared to stochastic optimization [3] , most blur identification and image restoration methods have been developed based on the deterministic regularization approach due to the efficiency of computation [4, 5, 6] . Different from the iterative Tikhonov regularization [4] and the total variational regularization [5] , a general regularization method proposed by Mumford and Shah [6] has formulated image restoration, denoising and image segmentation in an energy minimization approach [7] . Currently, some Mumford-Shah (MS) based segmentation approaches combining with the level set method (LST) are intensively tested on the influences of noises or occlusions [8] and get successful results. However, curve-evolution based methods do not satisfactorily segment blurred regions or objects due to unstable and weak differences of gradients between blurred regions or objects and cluttered background.
Recently, variational regularization for image restoration [9] is investigated. Bar et. al. use a total variation method providing an initial value to a MumfordShah [6] functional for blur identification and edge preserving restoration. However, the initialization problem of regularization is still not progressively solved. This process needs more effective prior information and constraints to yield a unique solution. The Bayesian estimation framework provides a structured way to include prior knowledge concerning the quantities to be estimated. The Bayesian approach is, in fact, the framework in which most recent restoration methods have been introduced. Blake and Zisserman [10] proposed the use of a graduate non-convexity method, which can be extended to the blurring problem. Molina and Ripley [11] proposed the use of a log-scale for the image model in the Bayesian framework. Green [12] and Bouman et al. [13] used convex potentials in order to ensure uniqueness of the solution. Moreover, even if a unique solution exists, a proper initialization value is still intractable, e.g., when the cost function is non-convex, convergence to local minima often occurs without proper initialization. Molina et al. [14] have reported that the estimates for the PSF could vary significantly, depending on the initialization.
In this paper, we treat blur identification, image restoration and segmentation as a combinatorial optimization problem. Combination of blur identification, image restoration and segmentation in an extended MS functional is a reasonable strategy for such tasks due to the mutual support of edge-preserving image restoration and segmentation within a variational regularization. Firstly, Bayesian MAP estimation supports a good initial value for the optimization to the extended MS functional. Secondly, it is possible to get edge-preserving image restoration in the extended MS regularization via a Γ -convergence approximation [15, 9, 16] . Finally, an embedded alternate minimization method is introduced to achieve the outputs without scale problem between the estimates of the image and the PSF. One output of the finite sets of curves and object boundaries with different gradients can be considered as discrete analogues of graphs. It shows a theoretically and experimentally sound way of how a graphtheoretical approach is integrated to the extended MS functional for partitioning and grouping different gradient edges with blur information. The experimental results shows that the method yields explicit segmentation results as well as edge-preserving restoration under different kinds and amounts of blur.
The paper is organized as follows. In Sect. 
Extended MS Regularization in Bayesian Estimation
The Bayesian MAP estimation is utilized to get a maximum a posteriori (MAP) estimation using some prior knowledge. Following the Bayesian paradigm, the estimated imagef , the estimated PSFĥ and the observed image g is based on,
Applying the Bayesian paradigm to the blind image deconvolution problem, we try to get convergence values from Eq. (1) with respect to the estimated imagef and the estimated PSFĥ. The MAP cost function E with respect to the estimated imagef and the estimated PSFĥ from Eq. (1) are deducted according to the following,
This Bayesian MAP approach can be computed in a regularization functional which optimizes two proposed cost functions in the image domain and the PSF domain. For the following description, we define the key symbols in Table. 1. Regularization parameters of image, edge and blur term.
A undirected weight graph with edges between vertices.
Prior Solution Space of Blur Kernels
Several forms of the prior distribution like Gibbs distribution [3] , image smoothness or maximum entropy have been suggested by researchers from different disciplines but they are based on general knowledge about images. In reality, most real blurred images, whose power spectral densities vary considerably from low frequency domain in the uniform smoothing region to medium and high frequency domain in the discontinuity and texture regions. Also, most PSFs exist in the form of low-pass filters. Up to a certain degree, PSFs of numerous real blurred images satisfy parametric PSF models. Through these observations, we know that the performance of blur identification and image restoration should be according to their characteristics. The proposed prior solution space supports PSF prior in the Bayesian estimation. It attempts to address these asymmetries by integrating parametric blur knowledge into the scheme of the extended Mumford-Shah regularization.
We define a set Θ as a solution space of Bayesian estimation which consists of primary parametric PSF models as Fig. 2 . h i (θ) represents the ith parametric PSF with its own parameters θ, and N is the number of PSFs.
is a pill-box blur kernel with a length of radius K. h 2 (θ) is a Gaussian PSF and can be characterized by parameters with its variance σ 2 and a normalization constant K. h 3 (θ) is a simple linear motion blur PSF with a camera direction motion d and a motion angle φ. The other blur structures like out-of-focus and uniform 2D blur [17] , [18] have been also built in the solution space as a priori information. 
Extended Γ -Convergence MS Regularization
After the discrete cartoon models from [3, 10] , the corresponding continuous model has been invented by Mumford and Shah [6] . The idea of the original MS functional is to subdivide an image into many meaningful regions (objects). It means to find a decomposition Ω i of Ω and an optimal piecewise smoothing approximation f given a degraded image g. Thus, the estimated image f varies smoothly within each Ω i , and discontinuously across the boundaries of Ω i . The MS functional is formulated in an energy minimization equation,
Then we define Ω is a connected, bounded and open subset R 2 , Ω ⊂ R 2 , f is the estimated image, f ⊂ Ω \ C, C ⊂ Ω is a finite set of segmenting curves and unit of object boundaries, |C| is the length of curve of C, g is a bounded image-function with uniform feature intensity, g : Ω → R, and E(f, C) is energy function with respect to the estimates of image and curves.
It is hard to minimize this functional directly for achieving the set C numerically, keeping track of possible changes of its topology, and calculating its length. Likewise, the number of possible discontinuity sets is enormous even on a small grid. To solve such difficulties, Ambrosio et. al. [15] have introduced the Γ -convergence to the Mumford-Shah functional which means to replace the discontinuous C by a continuous variable v in the third term. An irregular functional E(f, C) is then approximated by a sequence E ε (f ) of regular functionals with a small constant ε, lim ε→0 E ε (f ) = E(f, C) and the minimization of E ε approximates the minimization of E. The edge set is represented by a characteristic function (1 − x C ) which is approximated by an auxiliary function v(x) of the gradient edge integration map, i.e., v(x) ≈ 0 of x ∈ C for smoothing, and v(x) ≈ 1 for getting edges. The equation is,
Recently, Bar et.al. [9, 16] have combined this functional and the total variation functional for image restoration. Different from the work of [9, 16] , we build a soft PSF learning term based on the PSF prior solution space for this functional. It improves the accuracy of the initial value of the PSF and also optimizes the PSF in a parametrical approach. The degradation model f is replaced by h * f in the first fidelity term. The estimates to the original image and the blur kernel are denoted inf andĥ separately. The functional is formulated in the following,
whereĥ f is the final estimated PSF andĥ is the current estimated PSF. The fourth term γ Ω |∇ĥ| 2 dxdy represents the regularization of the blur kernel. This term is necessary to reduce the ambiguity in the division of the apparent blur between the recovered image and the blur kernel. The flexibility of the last term δ|ĥ −ĥ f | 2 denotes the PSF decision learning error of the best-fit parametric modelĥ f . The primary objective of this learning decision approach is to evaluate the relevance of parametric structure and integrate the information into the learning scheme accordingly. The effect of the PSF learning term is to pull the PSF MAP solution towards the PSF parametric model. It can adjust and incorporate the parametric model of the PSF throughout the process of blur identification and image restoration. This functional can be interpreted as two cost functions with respect to the estimation of the image and the PSF, and one derived function for edge curves in the regularization functional. These functions are optimized alternatively in the embedded alternating minimization algorithm.
From Learnt PSF Statistics to PSF Estimation
In this paper, the estimation of PSF as an initial value is a starting point of the process for the image estimation. In the PSF domain, the PSF can be seen as the maximization of conditional probability. The cost function of the PSF from Eq. (2) is described using the extended Mumford-Shah functional, 
where the first subscript i denotes the index of blur kernel. The modeling error d = h i (θ) −ĥ is assumed to be a zero-mean homogeneous Gaussian distributed white noise process with covariance matrix dd = σ 2 d I independent of image. LB is an assumed support size of blur. Then the PSF learning likelihood is computed based on mahalanobis distance and corresponding model:
In reality, most of blurs satisfy up to a certain degree of parametric structures. A best fit model h i (θ) forĥ is selected according to the Gaussian distribution and a cluster filter. We use a K-NN rule to find the estimated output blur model h f is obtained from the parametric blur models usinĝ
where l 0 (ĥ) = 1 − max(l i (ĥ)), i = 1, ..., C. The main objective is to assess the relevance of current estimated blurĥ with respect to parametric PSF models, and to integrate such knowledge progressively into the computation scheme. If the current blurĥ is close to the estimated PSF modelĥ f , that meansĥ belongs to a predefined parametric blur model. Otherwise, ifĥ differs fromĥ f significantly, this means that current blurĥ may not belong to the predefined PSF priors.
Embedded Alternate Minimization
To achieve the results from Eq. (6), a scale problem arises between the minimization of the PSF and the image via steepest descent. To estimate the cost of E ε , three outputs of the ideal imagef , the edge integration map v and the PSFĥ are computed for getting an optimized value from their partial differential equation of E ε . The minimization of this equation with respect to v,ĥ andf is carried out based on Euler-Lagrange equations. We can observe that Eq. (10) is a strictly convex and lower bounded with respect to the functionsf and v if the other one and the blur PSFs are estimated and fixed. We have designed an embedded alternating minimization algorithm to get local minimum values simultaneously based on these three equations. These differentiations are
For solving these three equations, the Neumann conditions ∂E ε /∂v = 0, ∂E ε /∂ĥ = 0 and ∂E ε /∂f = 0 correspond to the reflection of the image across the boundary with the advantages of not imposing any value on the boundary. ε is a small positive constants for discrete implementation. The small positive constant can help the estimation of image relatively stable in the minimization process. Based on an initial PSF value h 0 (x), the estimation of the ideal imagef is initialized by the observed image g, edge parameter v = 1. The algorithm is described:
The global convergence can be reached given a small positive threshold ε 1 and ε 2 due to the nonnegativity of the image and the PSF. We use normalized mean square (nmse) values of the PSF and the image to measure the minimization threshold respectively.
Since the convergence with respect to the PSF and the image are optimized alternately, the flexibility of this proposed algorithm allow us to use conjugate gradient algorithm for computing the convergence. Conjugate gradient method utilizes the conjugate direction instead of local gradient to search for the minima. Here, we use gmres method to optimize the cost functions. Therefore, it is faster and also requires less memory storage when compared with the other methods. If an image has M × N pixels, the above conjugate method will converge to the minimum of E(f |g,ĥ) after m M N steps based on partial conjugate gradient method.
Graph Partitioning for Blurred and Unblurred Regions
Given a blur degraded image or video frame, we can observe that the gradient edge map v of foreground blurred objects are very weak and unstable comparing with the unblurred cluttered background, e.g., in Fig. 5 (b) . We extend a spectral graph partitioning algorithm with a global criterion [22, 23] to the MumfordShah functional for segmenting the blurred regions or objects in video sequences. The combination of low level processing and mid or high level knowledge can be used to either confirm these groups or select some for further attention in repartitioning or grouping blurred and unblurred regions or objects in images.
To achieve the segmentation of such degraded images, we firstly consider a graph bisection problem. We can partition the vertices of a graph G = (V, E) into two sets A and B to minimize the number of cut edges, i.e., edges with one endpoint in A and the other in B, where V are the vertices and E are the edges between these vertices. V can correspond to pixels in an image or set of connected pixels. The bisection problem can be formulated as the minimization of a quadratic objective function by means of the Laplacian matrix
is the adjacency matrix of a graph, and D is the n × n diagonal matrix of the degrees of the vertices of G. Thus the bisection problem is equivalent to the problem of maximizing similarity of the objects within each cluster, or, find a cut edge through G with minimal weight in the form of max(x T W x) ⇐⇒ min(x T Lx). The minimization problem is NP-complete. The approximation makes the optimization problem tractable by relaxing the constraints. To avoid unnatural bias for partitioning out small sets of points, and achieve the total dissimilarity between the different groups as well as the total similarity within the groups, Shi and Malik [23] proposed a new measure of the disassociation between two groups. Instead of looking at the value of total edge weight connecting the two partitions, the cut cost is computed as a fraction of the total edge connections to all the nodes in the graph. This disassociation measure is called the normalized cut (Ncut):
asso(A,V ) . A and B are two initial sets. The similar objects grouping algorithm is fully exploited by an eigensolver called the Lanczos method which speeds up the running time. The degree of dissimilarity between two pieces can be computed as total weight of the edges that have been removed. The two partition criteria in the grouping algorithm is to minimize the disassociation between the groups and maximize the association within the group.
The grouping algorithm is summarized as follows:
1. Given a set of features, set up an undirected weight graph G = (V, E).
Computing the weight on each edge, and summarize the information into W , and D. 2. Solve (D − W )x = λDx for eigenvectors with the smallest eigenvalues. 3. Use the eigenvector with second smallest eigenvalue to bipartition the graph by finding the splitting point such that N cut is maximized. Note that Perona and Freeman [24] use the largest eigenvector. 4. Decide if the current partition should be subdivided by checking the stability of the cut, and make sure N cut is below pre-specified value. 5. Recursively repartition the segmented parts if necessary.
Numerical Experiments and Evaluation
Experiments on simulated data and real data are carried out to demonstrate the effectiveness of our algorithm.
Discrete Implementation. To solve the Γ -convergence to the MS functional, we use a discrete scheme called a cell-centered finite difference from [25, 9] . Following the way of discretization, Eq. (10) is written in a discrete form,
where the forward and backward finite difference approximations of the derivatives ∂f (x, y)/∂x and ∂f (x, y)/∂y are denoted by Δ
To minimize the column-stack ordering of {v ij }, the system is of form M v = q, where M is symmetric and sparse matrix and solve the minimization using the minimal residual algorithm. Let H denote the operator of convolution of different blur PSFs that are pre-estimated. Using the notation of [25] 
we get A(v)f =Ĥ * ĝ .f is iteratively determined. To obtainf n+1 , a correction termd n is added to the current valuef n :
n via the convergent descent method. Three outputs of gradient edges v, the restored imagef and the estimated PSF can be achieved after the convergent optimization in the embedded alternate minimization.
Choosing Parameters for Regularization. The choice of regularization parameters is crucial due to the scale problem between the image and the PSF. Several papers have addressed the problem of estimating the optimal parameters [19, 21, 14] . We use L-curve [26] due to its robustness for correlated noise. It is a graphical tool for analysis of discrete ill-posed problems in a log-log plot for all valid parameters using the compromise between minimization of these quantities. The novelty is that no prior knowledge about the properties of the noise and the image (other than its "smoothness") is necessary, and required parameters are computed through this approach. There is a relatively general scale relation between α and γ with respect to the image and the PSF smoothing term. It is formulated as γ/α = x∈Ωf (x) max x∈Ωf (x). The order-ofmagnitude of two parameters are given using the normalized local variance of image and PSF, α i = 0. with an estimated PSF from the regularized. From the results, we can observe that the results from Mumford-Shah functional is sharper and less ringing artifacts comparing with the weighted L 2 norm regularization using the same estimated PSF in Fig. 3 . It highlights that the restoration of the extended MS regularization is towards edge-preserving restoration.
The second experiment has been tested on a real video sequence, shown in Fig. 5 . During the embedded alternate minimization, the PSF for Fig. 5 (c) can be estimated using the suggested method shown in Fig. 4 . The PSF in Fig. 4(a) is a random initial PSF value. The PSF in Fig. 4(b) is estimated based on prior PSF solution space and is adjusted using parametric structures of the selected PSF model. The noise is eliminated gradually using some low pass filters. The blur kernel is devised to model the computed blur with parametric optimization for the estimated PSF. The estimated PSF in Fig. 4(b) is a linear motion blur with certain support size. In Fig. 6 , the blur identification and image restoration are illustrated. The PSF is optimized in the embedded alternating minimization. From the PSF profile, we can easily observe that some noise is still influencing the PSF in the pixel level. The degraded video frame is separated into RGB colour channels and each channel is processed accordingly. Based on the estimated PSFs and regularization parameters, piecewise smooth and accurate PSF model helps to recover the blurred objects.
Segmentation of Partially-Blurred, Noisy Image Regions and Objects.
Segmentation of a blurred, noisy video sequence has good performance using the suggested method shown in Fig. 7 . In Fig. 7(a) , cluttered background objects with stronger gradients do not influence the segmentation of blurred foreground objects with unstable and lower gradients. Fig. 7 (b) shows unblurred foreground regions or objects segmented from blurred background. The MS functional can achieve accurate edge detection, v is initialized as 1, the edges are computed after a few iterations. These detected edges with different strengths of gradients are grouped via the extended graph-grouping and partitioning method with a global segmentation criterion (normalized cuts) into numerical groups. The segmentation result is labeled and color filled following the partitioned regions. However, the graph partitioning method for image segmentation needs more memory space and computation intensively.
Conclusions
This paper validates the hypothesis that the challenging tasks of blind image deconvolution and segmentation are implementable and demonstrated in the suggested approach. Blind image deconvolution is one kind of ill-posed inverse problem. Searching for the solution in the largest space is not a good strategy.
A priori knowledge should be used from different viewpoints to improve the solution. Supply of accurate prior information directly to the computation is an excellent strategy since the approach improves the accuracy of initial value for the regularization. The Γ -convergence approximated MS regularization is extended to include cost terms for the estimation of blur kernels. The estimated PSF is not only based on the Bayesian MAP estimation but also optimized alternately in the extended MS regularization. Three outputs of the estimated image, the estimated PSF and edge curves are generated simultaneously from the extended MS functional. Furthermore, a graph spectral partitioning method is extended to group edges which is derived from the extended MS functional. These blurred and unblurred regions or objects can then be segmented accurately with a global segmentation criterion. It is clear that the proposed method is instrumental in image restoration and segmentation and can easily be extended in practical environments.
