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Automatic detection of optic disc based on PCA
and mathematical morphology
Sandra Morales, Valery Naranjo, Jesu´s Angulo, and Mariano Alcan˜iz
Abstract—The algorithm proposed in this paper allows to
automatically segment the optic disc from a fundus image. The
goal is to facilitate the early detection of certain pathologies and
to fully automate the process so as to avoid specialist intervention.
The method proposed for the extraction of the optic disc
contour is mainly based on mathematical morphology along with
principal component analysis (PCA). It makes use of different
operations such as generalized distance function (GDF), a variant
of the watershed transformation, the stochastic watershed, and
geodesic transformations. The input of the segmentation method
is obtained through PCA. The purpose of using PCA is to achieve
the grey-scale image that better represents the original RGB
image. The implemented algorithm has been validated on 5
public databases obtaining promising results. The average values
obtained (a Jaccard’s and Dice’s coefficients of 0.8200 and 0.8932,
respectively, an accuracy of 0.9947, and a true positive and false
positive fractions of 0.9275 and 0.0036) demonstrate that this
method is a robust tool for the automatic segmentation of the
optic disc. Moreover, it is fairly reliable since it works properly
on databases with a large degree of variability and improves the
results of other state-of-the-art methods.
Index Terms—Optic disc, principal component analysis, gen-
eralized distance function, watershed transformation, geodesic
transformation.
I. INTRODUCTION
D IABETIC retinopathy, hypertension, glaucoma and mac-ular degeneration are nowadays some of the most com-
mon causes of visual impairment and blindness [1], [2].
Early diagnosis and appropriate referral for treatment of these
diseases can prevent visual loss. Usually, more than 80% of
global visual impairment is avoidable [2], and in the case of
diabetes by up to 98% [3]. All of these diseases can be detected
through a direct and regular ophthalmologic examination of the
risk population. However, population growth, aging, physical
inactivity and rising levels of obesity are contributing factors
to the increase of them, which causes the number of oph-
thalmologists needed for evaluation by direct examination is
a limiting factor. So, a system for automatic recognition of
the characteristic patterns of these pathological cases would
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provide a great benefit. Regarding this aspect, optic disc (OD)
segmentation is a key process in many algorithms designed
for the automatic extraction of anatomical ocular structures,
the detection of retinal lesions, and the identification of other
fundus features. First, the OD location helps to avoid false
positives in the detection of exudates associated with diabetic
retinopathy, since both of them are spots with similar intensity
[4]. Secondly, the OD margin can be used for establishing
standard and concentric areas in which retinal vessel diameter
measurements are performed by calculating some important
diagnostic indexes for hypertensive retinopathy, such as central
retinal artery equivalent (CRAE) and central vein equivalent
(CRVE) [5], [6]. Thirdly, the relation between the size of the
OD and the cup (cup-disc-ratio) has been widely utilized for
glaucoma diagnosis [7], [8]. In addition, the relatively constant
distance between the OD and the fovea is useful for estimating
the location of the macula, area of the retina related to fine
vision [9]. Moreover, the center, or even the border, of the
OD also serves as initial point for vessel tracking algorithms
due to the fact that all retinal vessels are originated from there
[10].
Numerous OD segmentation methods, i.e. OD-boundary
detectors, have been reported in the literature. In general, the
presented techniques can mainly be grouped into template-
based methods, deformable models, and morphological algo-
rithms. Different approaches have been proposed according to
template-based methods: edge detection techniques followed
by the Circular Hough Transform [11], [12]; pyramidal decom-
position and Hausdorff-based template matching [13]; colour
decorralated templates [14]; or a kNN-regressor along with a
circular template [9]. Concerning deformable models, GVF-
snake [15], ASM [16], and modified active contours, which
exploit specific features of the optic disc anatomy [17] or
incorpore knowledge-based clustering and updating [18], have
also been used to this purpose. As for algorithms based on
mathematical morphology, most of them detect the OD by
means of watershed transformation, generally through marker-
controlled watershed [4], [19], [20], although each author
chooses different markers. The centroid of the largest and
brightest object of the image is consider as an approximation
for the locus of the OD and it is used as internal marker
[4]. The extended minima transformation [21] is applied to
select the internal markers and external markers are calculated
as an effectively partition of the image into regions, so that
each region contains single internal marker and part of the
background [19]. A list of pixels belonging to the main vessels
arcade in the vicinity of an internal OD point previously
detected are employed in [20]. On the other hand, some
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authors propose combining various algorithms to get a better
approximation of the OD-boundary [22], [23].
Other methods related to the OD are focused on locating its
center. On the whole, they are based on that all retinal vessels
originate from the OD and their path follows a parabolic
pattern [24]–[26].
The method proposed in this paper is mainly based on math-
ematical morphology although includes a principal component
analysis (PCA) in the pre-processing stage. The main steps of
the method are the following: First, the PCA is applied on the
RGB fundus image in order to obtain a grey image in which
the different structures of the retina, such as vessels and OD,
are differentiated more clearly to get a more accurate detection
of the OD. This stage is very important since it largely deter-
mines the final result. Then, the vessels are removed through
inpainting technique to make the segmentation task easier.
Next, a variant of the watershed transformation, the stochastic
watershed transformation, followed to a stratified watershed,
are implemented on a region of the original image. Finally, it
must be discriminated which of the obtained watershed regions
belong to the optic disc and which ones are not. A geodesic
transformation and a further threshold are used to achieve that
purpose.
The algorithm is fully automatic, so process is speeded
up and user intervention is avoided making it completely
transparent. Moreover, the method provides robustness in each
processing step. First, it is independent of the database thanks
to using PCA. Secondly, it employs the grey-image centroid
as initial seed so that not only the pixel intensity is taken into
account. Thirdly, it makes use of the stochastic watershed in
order to avoid sub-segmentation problems related to classical
watershed transformation. In addition to that, the proposed
algorithm has produced state-of-the-art results in standard
databases.
The rest of the paper is organized as follows: in Section II
the main stages of the proposed method are described, includ-
ing the principal component analysis, the inpainting technique
performed as well as the segmentation algorithm. Section III
shows the experimental results, the validation obtained using
public databases, and a comparison with other methods from
the literature. Finally, Section IV provides discussion and
Section V conclusions and some future work lines.
II. METHOD
A. Theoretical background
1) Principal Component Analysis
The central idea of principal component analysis (PCA) is to
reduce the dimensionality of a data set consisting of a number
of interrelated variables, while retaining as much as possible
of the variation present in the data set. This is achieved
by transforming to a new set of variables, the principal
components (PCs), which are uncorrelated, and ordered so that
the first few retain most of the variations present in all of the
original variables [27].
Suppose that v is a vector of p random variables, the kth
PC, zk, will be a linear function αk′v of the elements of v
where αk is a vector of p constants αk1 , αk2 , ..., αkp and
′
denotes transpose
zk = αk
′v = αk1v1 +αk2v2 + ...+αkpvp =
p∑
j=0
αkjvj . (1)
So that, α1′v will have maximum variance, α2′v will be
uncorrelated with α1′v and will have maximum variance, and
so on, so that at the kth stage αk′v will have maximum
variance subject to being uncorrelated with α1′v, α2′v, ...,
αk−1′v.
For a three-channel image transforming to a principal com-
ponent space creates three new channels in which the first
(the most significant) contains the most structural contrast
and information. The rank for each axis in the principal set
represents the significance of that axis as defined by the
variance in the data along that axis. Thus, the first principal
axis is the one with the greatest amount of scatter in the
data and consequently the greatest amount of contrast and
information, while the last principal axis represents the least
amount of information such as noise and image artefacts [28].
In this case, the PCs are given by
zk = αk
′f = αkRfR + αkGfG + αkBfB , (2)
where f(x) = (fR(x), fG(x), fB(x)) represents a RGB image
and k ∈ {1, 2, 3}.
Specifically, principal-component axes (αk) will be the
eigenvectors of the covariance matrix Σ. This is the matrix
whose (i, j)th element is the covariance between the ith and
jth elements of f when i 6= j, and the variance of the jth
element of f when i = j according to
Σ =
 σ2R σRG σRBσGB σ2G σGB
σRB σGB σ
2
B
 . (3)
Being:
σmn =
1
N
N∑
i=1
(fmi − f¯m)(fni − f¯n), (4)
where N is the number of pixels of the image, (m,n) represent
the possible combinations between the RGB components and
f¯m and f¯n determine the mean of the corresponding compo-
nent, respectively.
Therefore, z1, z2, and z3 are the PCs of the image f so that
α1 is the eigenvector corresponding to the largest eigenvalue
of Σ, α2 corresponding to the second largest eigenvalue, and
α3 corresponding to the smallest one. Fig. 1 shows the PCs of
a RGB fundus image where can be appreciated that the first
PC contains the most structural contrast and information.
2) Inpainting
Inpainting algorithms are used in diverse applications,
from the restoration of damaged photographs to the re-
moval/replacement of selected objects [29]. These algorithms
usually try to fill selected parts of an image by propagating
external information so that structure continuity is preserved.
Let a binary image Ω(x) stand for the region to be inpainted
and ∂Ω for its boundary. For each ∂Ω-pixel, x, the inpainted-
pixel value is computed as
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(a) (b)
(c) (d)
Fig. 1. Principal components (PCs): (a) Original fundus image, (b) First PC
z1, (c) : Second PC z2 and (d) Third PC z3.
P (x) =
n∑
k=1
Pk(x)
lk
n∑
k=1
1
lk
, (5)
where Pk denotes the pixel values in a 5 x 5 neighbourhood of
the pixel under consideration, n is the number of neighbouring
pixels, and lk is the distance between the pixel x and each
neighbouring pixel. So that, the inpainted image Υ(f,Ω)(x)
of a gray image f(x) is
Υ(f,Ω)(x) =
{
f(x) if ∂Ω(x) = 0
P (x) if ∂Ω(x) = 255. (6)
After filling ∂Ω with the computed values, the ∂Ω-pixels
are removing from Ω and ∂Ω is recalculated. The process
is repeated until the mask is empty and all pixels have been
filled.
3) Morphological operators
Mathematical morphology is a non-linear image processing
methodology based on minimum and maximum operations
[30] whose aim is to extract relevant structures of an image.
Let f be a grayscale image which is defined as f(x) :
E → T where x is the pixel position. In the case of discrete
valued images, T = {tmin, tmin + 1, ..., tmax} is an ordered
set of gray-levels. Typically, in digital 8-bit images tmin =
0 and tmax = 255. Furthermore, let B(x) be a sub-set of
Z2 called structuring element (shape probe) centered at point
x, whose shape is usually chosen according to some a priori
knowledge about the geometry of the relevant and irrelevant
image structures. The two basic morphological operators are:
Dilation : [δB(f)](x) = maxb∈B(x) f(x + b)
Erosion : [εB(f)](x) = minb∈B(x) f(x + b).
(7)
Their purpose is to expand light or dark regions, respectively,
according to the size and shape of the structuring element.
Those elementary operations can be combined to obtain a new
set of operators or basic filters given by:
Opening : γB(f) = δB(εB(f))
Closing : ϕB(f) = εB(δB(f)).
(8)
Light or dark structures are respectively filtered out from the
image by these operators regarding the structuring element
chosen.
Other morphological operators that complement the previ-
ous ones are geodesic transformations. The geodesic dilation
is the iterative unitary dilation of an image f (marker) which
is contained within an image g (reference),
δ(n)g (f) = δ
(1)
g δ
(n−1)
g (f), being δ
(1)
g (f) = δB(f) ∧ g. (9)
The reconstruction by dilation is the successive geodesic
dilation of f regarding g up to idempotence,
γrec(g, f) = δ(i)g (f), so that δ
(i)
g (f) = δ
(i+1)
g (f). (10)
Using the geodesic reconstruction, a close-hole operator can
also be defined. For a grey-scale image, it is considered a
hole any set of connected points surrounded by connected
components of value strictly greater than the hole values. This
operator fills all holes in an image f that do not touch the
image boundary f∂ (used as marker):
ψch(f) = [γrec(f c, f∂)]
c, (11)
where f c is the complement image (i.e., the negative).
4) Grey-image centroid
The centroid of a grey-level image can be calculated based
on the generalized distance function (GDF) [31]. This algo-
rithm is focused on modifying the classic two-pass sequential
distance function [32] so that: (1) edge cost is taken into
account; (2) raster and anti-raster scans of the image are
iterated until stability. Let be N+(p) (resp., N−(p)) the 8-
connected neighbourhood of pixel p scanned before p (resp.,
after p) in a raster scan, and Cf (p, q) = f(p) + f(q) the
associated cost to two neighbouring pixels p and q, the
algorithm of GDF to set X in an image f proceeds as follows:
• Initialise result image df : df (p) = 0 if p ∈ X and
df (p) = +∞ otherwise.
• Iterate until stability, for each pixel p:
– Scan image in raster order:
df (p) ← min{df (p),min{df (q) + Cf (p, q), q ∈
N+(p)}}.
– Scan image in anti-raster order:
df (p) ← min{df (p),min{df (q) + Cf (p, q), q ∈
N−(p)}}.
More specifically, the grey-level centroid of an image f can
be obtained as the maximum of the GDF to the image border
set B as follows:
• Compute GDF to set B in image f , df (B).
• Find the maximal value of df (B), umax.
• Threshold df (B) with the umax calculated to define set
C as image centroid.
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• If C has more than one pixel, compute the centroid of
set C as the maximum edge distance.
5) Stochastic watershed transformation
Watershed transformation [33] is a segmentation technique
for gray-scale images. This algorithm is a powerful seg-
mentation tool whenever the minima of the image represent
the objects of interest and the maxima are the separation
boundaries between objects. Due to this fact, the input image
of this method is usually a gradient image. In mathematical
morphology, the gradient %(f)(x) of an image f(x) is ob-
tained as the pointwise difference between a unitary dilation
and a unitary erosion, i.e.,
%(f)(x) = δB(f)(x)− εB(f)(x). (12)
In the case of a gradient image is considered as input image,
the watershed transformation produces a segmentation which
can be viewed as: a set of closed contours of segmented
regions which will be noted by WS(%(f)), or a partition of
the space E in a set of classes named Π(WS(%(f))).
However, one problem of this technique is the over-
segmentation, which is caused by the existence of numerous
local minima in the image normally due to the presence
of noise. One solution to this problem is using marker-
controlled watershed, WS(%)fmrk , in which the markers fmrk
artificially indicate the minima of the image. Nevertheless
the controversial issue consists in determining fmrk for each
region of interest,
fmrk(x) =
{
0 if x ∈ marker
255 Otherwise.
(13)
Note that the use of few markers along with the existence of
borders within the OD can also cause that some parts of it
are not detected (sub-segmentation). So that, the choice of the
correct markers is crucial for the effectiveness and robustness
of the algorithm.
A watershed transformation variant is used to solve this
conflict, the stochastic watershed [34]. In this transformation,
a given number M of marker-controlled-watershed realizations
are performed selecting N random markers in order to estimate
a probability density function (pdf ) of image contours and fil-
ter out non significant fluctuations. Let {fmrki}Mi=1 be M sets
of N uniform random markers and WSi = WS(%)fmrk i the
ith output image of the marker-controlled watershed imposed
by fmrki. The pdf of image contours is computed by Parzen
window method [35] as follows
pdf(x) =
1
M
M∑
i=1
(WSi(x) ∗G(x; s)), (14)
where G(x; s) represents a Gaussian kernel of variance σ2 and
mean µ (µ = 0)
G(x; s) =
1
2piσ2
e
−
(
‖x‖2
2σ2
)
. (15)
Afterwards, it is necessary to perform a last marker-controlled
watershed on the pdf obtained.
This type of watershed works better than other marker-based
watershed transformations used previously in the literature. In
the next section it will be explained in detail.
B. Algorithm
The automatic OD-segmentation method proposed in this
paper is focused on using different operations based on
mathematical morphology on a fundus image to obtain the
OD-contour. Previously, a pre-processing of the original RGB
image is required. The first step of the pre-processing consists
of applying PCA to transform the input image to grey scale.
This technique combines the most significant information of
the three components RGB in a single image so that it is
a more appropriate input to the segmentation method. After
segmentation, a post-processing is also performed to fit the
final region contour by a circumference. In Fig. 2, the block
diagram of the complete segmentation process is depicted.
1) Pre-processing
• PCA
Generally, an initial gray-scale image is necessary to carry
out most of the segmentation algorithms of the literature.
However, in the case of the OD segmentation, each author
considers appropriate a different intensity image, such as a
band of the original RGB image [4], [9] or a component
of other color spaces [15], [17]. In this work, the use of a
new grey-scale image is proposed. Specifically, it is calculated
by means of PCA because this type of analysis maximizes
the separation of the different objects that compose a image
so that the structures of the retina are better appreciated. In
addition, it is much less sensitive to the existing variability
in a fundus image regarding color, intensity, etc. As seen in
section II-A1, the first PC is the most significant so, z1, defined
as equation (2), is chosen as the input image of the method
presented in this paper. It must be stressed that to ensure
that z1 contains the most structural contrast and information
of the original RGB channels, it should be verified that the
largest eigenvalue represents at least a 90% of the total sum
of eigenvalues. In spite of this situation is not often in the
consulted databases, if the largest eigenvalue represents less
than 90%, the components whose sum of eigenvalues get the
90% must be processed in parallel. Afterwards, the input of
the watershed transformation will be the pixel-wise maximum
of the gradient images.
• Image enhancement
The non-uniform illumination of this grey image is also
corrected and its contrast is increased through a local trans-
formation (Γ). The transformation for shade correction is given
by the expression
Γ(f)(t) =

1
2 (umax−umin)
(µf−tmin)r (t− tmin)r + umin if t ≤ µf
− 12 (umax−umin)
(µf−tmax)r (t− tmax)r + umax if t > µf .
(16)
where tmin and tmax are the minimum and maximum grey
level of the image respectively, umin and umax are the target
levels (typically 0 and 255 respectively), µf is the mean
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Pre-processing
1. PCA
2. Image Enhancement
3. Inpainting
OD Segmentation
1. Centroid Calculation
2. Stochastic Watershed
3. Region Discrimination
Post-Processing
Circular Approximation
RGB Image OD-contour
Fig. 2. Optic disc segmentation diagram.
value of the image for all pixels within a window centred
at the current pixel x and with a size larger than the OD,
and the parameter r is used to control the contrast increasing
(experimentally r = 2). Γ is applied on z1 resulting an
enhanced image
z
′
1 = Γ(z1)(t). (17)
• Inpainting
Retinal vessels are originated from the OD therefore there
are numerous vessels crossing its border which makes its
discrimination difficult. So, vessel removal of the enhanced
image is implemented by the inpainting technique explained
in section II-A2,
z
′′
1 = Υ(z
′
1,Ω). (18)
Its aim is to extract the OD-boundary more precisely and to
reduce the existing borders within the OD which increase the
risk of sub-segmentation.
In particular, the region to be inpainted Ω is a binary
mask of the retinal vessels, which must have been segmented
previously. Hence, a rough segmentation of the vessels is
performed by means of a k-means clustering [36] from the
green band of the original image with a k value equals to 3.
This algorithm classifies the image pixels in 3 clusters so that
each pixel belongs to the cluster with the nearest mean. Then,
two of the three obtained clusters are defined as vessel. Three
classes are required because thick and thin vessels may be very
different. Afterwards, a unitary morphological dilation of the
segmented vessels yields the final vessel mask. The purpose of
this operation is to make sure that the vessels will be contained
in the mask.
In Fig. 3 the performed pre-processing of the original image,
shown in Fig. 1(a), can be observed, both the obtaining of
the first PC and its enhancement by means of non-linear
transformation Γ and also the vessel removal. Note that the
whole image is processed although only a region of interest
is shown for better visualisation.
2) OD Segmentation
• Stochastic watershed transformation
As mentioned above, the segmentation method makes use
of the stochastic watershed. This transformation uses random
markers to build a probability density function (pdf ) of con-
tours, according to equation 14, which is then segmented by
volumic watershed for defining the most significant regions.
However, in the marker definition not only internal markers
(that specify what is the object of interest) are needed, but also
an external marker which limits the area to be segmented.
On the one hand, the chosen external marker, fext, will
be a circle of constant diameter centred on the centroid of the
image, calculated as section II-A4. Specifically, the size of this
circle is related to the image size, so that it is approximated
by a 15% of the size of the fundus image (with this size
we made sure that the optic disc is included). This way for
calculating the grey-image centroid combines the centrality of
the image with respect to edge distance (i.e. purely geometric)
but penalizing this distance in relation to the intensities. Thus,
note that it can not be defined as the center of mass of the
intensities or as the center of the brighter and larger zone,
since the two effects are combined. For that reason, to use this
algorithm to calculate the centroid of a retinal image, it must
be made sure that the optic disc is a brighter zone than the
background (sufficiently contrasted) and it has a significant
size with respect to the image size. So, it is advisable to
compute this algorithm on the residue of a close holes of
the original grey image. In Fig.4 the different results of the
algorithm can be appreciated, both applied to the first principal
component of the original image after inpainting technique and
applied to the residue of a close holes of the previous image.
On the other hand, the internal markers, fint, will be
uniform random markers generated within the area limited by
fext. Hence, the final set of markers (external and internal),
fm is the logical OR of both of them,
fm = fint ∨ fext. (19)
In particular, the pdf is built from 15 marker-controlled-
watershed realizations, as showed in section II-A5, using as
input the gradient of the inpainted image (Fig. 5(c)). Therefore,
in that case, the ith watershed output WSi = WS(%(z
′′
1 ))fmi ,
being fmi the final set of markers used in the corresponding
simulation. fint is generated for each simulation while fext is
the same in all of them. The number of internal markers used
is N = 100. An example of fm can be observed in Fig. 5(d).
Obtaining a pdf of the contours of the watershed regions
(Fig. 5(e)) facilitates the final segmentation, providing robust-
ness and reliability since the arbitrariness in choosing the
markers is avoided. Afterwards, the pdf can be combined with
the initial gradient in order to reinforce the gradient contours
which have a high probability resulting a probabilistic gradient
[34],
ρ(z
′′
1 )(x) = (1− λ)%(z
′′
1 )(x) + λpdf(x), (20)
with λ = 0.5 the results are in general satisfactory.
Finally, a last marker-controlled watershed is applied to
ρ(z
′′
1 )(x) using a new set of markers fm′ , giving rise to
the image Π(WS(ρ(z
′′
1 )fm′ )), which is shown in Fig. 5(g),
where the different obtained regions can be appreciated. In
this case, stratified markers are employed instead of random
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(a) (b) (c) (d) (e)
Fig. 3. Pre-processing: (a) Original image, (b) First PC z1, (c) Enhanced image z′1, (d) Vessel mask to be inpainted Ω, and (e) Inpainted image z
′′
1 .
(a) (b) (c)
(d) (e) (f)
Fig. 4. Grey-image centroid. (a) First PC (z1) after inpainting technique,
(b) GDF of (a), (c) Image centroid, (d) Residue of close operator of (a), (e)
GDF of (d), and (f) Image centroid.
markers. Specifically, stratified markers are uniform markers
generated within an area. The generation of stratified markers
consists of dividing the region to be segmented into a uniform
grid, and only the centroid of each region is considered as
marker as shown Fig. 5(f). The reason for using this type
of markers is to make sure that every pixel within the area
in question belongs to a watershed region. Due to the fact
that there are markers located outside the OD, not all regions
obtained by the watershed transformation are wanted. If each
region of Π(WS(ρ(z
′′
1 )fm′ )) is named as Πi, the next stage
of the proposed method is to discriminate which Πi are
significant and which ones are not and should be filtered out.
Fig. 5 depicts all steps of the segmentation process: centroid
computation, watershed transformation and the removing of
the unwanted regions.
• Region discrimination
The discrimination between the significant and non-
significant regions is based on the average intensity of the
region. The value of each region will be equal to
µΠi =
1
Ni
∑
xΠi
z
′′
1 (x), (21)
being Ni the number of pixels of the corresponding region
Πi. Fig. 5(h) represents the image µΠ where the intensity of
each region is equal to µΠi . The regions belonging to the
optic disc will be light regions around darker regions therefore
the residue of a close-hole operator is calculated on µΠ to
obtain the regions that accomplish this condition (Fig. 5(i)).
Afterwards, a threshold is applied on the resulting image to
select the valid regions. This operation leads to the final OD
segmentation (Fig. 5(j)). The value of the threshold is u =
m − 2s, being m and s the mean and the standard deviation
of the residue of the close-hole operator.
3) Post-processing
Once the region of interest has been obtained, the result
must be fitted to eliminate false contours, which are detected
due generally to the blood vessels that pass through the OD.
The inpainting technique was performed to remove most of
them, as previously mentioned, however some irregularities
can still be appreciated in the final region contour (Fig. 6(a)).
In this work, the OD-contour has been estimated as a circle
in the same way that in [9], [12], [13] although a elliptical
shape could also have been chosen. The main reason for fitting
the OD by a circle is because this algorithm will later be used
to establish a zone of the retina concentric to the OD-margin
according to a standard protocol with the aim to perform
vessel diameter measurements [37]. The fit is performed by
means of Kasa’s method [38] which lets calculate the center
and the radius of the circle that better is adapted to a binary
region through least squares. Fig. 6 shows the contour of the
final region obtained by the proposed method and its circular
approximation.
III. RESULTS
The validation of the method has been carried out on 5
public databases: DRIONS [39], DIARETDB1 [40], DRIVE
[41], MESSIDOR [42], and ONHSD [17], [43]. In DRIONS
database 110 fundus images of 600 x 400 pixels with their OD
manually segmented by two different specialists are included.
The mean age of the patients was 53.0 years (S.D. 13.05), with
46.2% male and 53.8% female and all of them were Caucasian
ethnicity. 23.1% patients had chronic simple glaucoma and
76.9% eye hypertension. Some of the 110 images contain
visual characteristics related to potential problems that may
distort the detection process of the OD-contour: light artefacts
(3 images), some of rim blurred or missing (5 images), moder-
ate peripapillary atrophy (16 images), concentric peripapillary
atrophy/artefacts (20 images), and strong pallor distractor (6
images). DIARETDB1 database consists of 89 colour fundus
images of size 1500 x 1152 pixeles. 84 of them contain at least
mild non-proliferative signs (microaneurysms) of the diabetic
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Fig. 5. OD Segmentation: (a) GDF, (b) Centroid image, (c) Gradient image %(z
′′
1 ), (d) Uniform random markers, (e) Probability density function of contours
using 15 simulations and 100 internal markers, (f) Stratified markers, (g) Watershed regions Π(WS(ρ(z
′′
1 )fm′ )), (h) Average intensity of the watershed
regions µΠ, (h) Residue of close-hole operator, and (i) Thresholding.
(a) (b)
Fig. 6. Post-processing: (a) Contour of the obtained region, and (b) Circular
approximation of the OD contour.
retinopathy, and 5 are considered as normal which do not
contain any signs of the diabetic retinopathy according to
all experts who participated in the evaluation. These images
was resized to 750 x 576 pixels in order to save computation
time. DRIVE database contains 40 retinal images of 565 x 584
pixels, 33 do not show any sign of diabetic retinopathy and
7 show signs of mild early diabetic retinopathy. MESSIDOR
database, kindly provided by the Messidor program partners,
contains 1200 eye fundus color images of the posterior pole.
The images were captured using 8 bits per color plane at 1440
x 960, 2240 x 1488 or 2304 x 1536 pixels. 800 images were
acquired with pupil dilation and 400 without dilation. For
each image, two diagnosis have been provided: retinopathy
grade and risk of macular edema. Finally, ONHSD dataset
contains 99 fundal images with a resolution of 640 x 480 taken
from 50 patients randomly sampled from a diabetic retinopathy
screening programme; 96 images have discernable ONH. The
subjects are from various ethnic backgrounds; 19 have type
2 diabetes mellitus, while the diabetes status was unavailable
for the remaining 31. In this database there is considerable
quality variation in the images, with many characteristics that
can affect segmentation algorithms. The ONH centre has been
marked up a clinician, and four clinicians marked the ONH
edge where it intersects with radial spokes (at 15 degree
angles) radiating from the nominated centre.
The performance of the method has been evaluated in based
on different concepts. Jaccard’s (JC) and Dice’s (S) coefficients
describe similarity degree between two compared elements
being equal to 1 when segmentation is perfect. Accuracy (Ac)
is determined by the sum of correctly classified pixels as OD
and non-OD divided by the total number of pixels in the
image. True positive fraction (TPF) is established by dividing
the correctly classified pixels as OD by the total number of
OD pixels in the gold standard. False positive fraction (FPF)
is calculated by dividing the misclassified pixels as OD by the
total number of non-OD pixels in the gold standard. Finally, in
order to be able to compare with more other authors’ works,
another measure was calculated: the mean absolute distance
(MAD) [44], whose aim is to measure the accuracy of the
OD-boundary.
In Table I the results achieved on the 5 databases can be
observed. On the one hand, in order to analyse the results on
DRIONS database, the first observer images of this database
have been taken as reference (gold standard) to calculate sim-
ilarity degree between them and our segmentation. Regarding
MESSIDOR database, the OD rim of these 1200 images has
been hand segmented and it is currently available online to
facilitate performance comparison between different methods
[45]. Concerning ONHSD dataset, the average of the edges
marked by the four experts has been used to generate the
reference images. On the other hand, neither DIARETDB1 nor
DRIVE database have the OD segmented publicly available.
In those cases, we have compared our results with the same
ground truth used in [20], where the contour of each image was
labelled by four ophthalmologists, and then, only the mean of
those contours is considered as ground truth.
As it was mentioned in section I, most OD segmentation
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TABLE I
RESULTS (AVERAGE VALUES AND STANDARD DEVIATIONS) OBTAINED BY THE PROPOSED METHOD USING THE DRIONS, DIARETDB1, DRIVE,
MESSIDOR, AND ONHSD DATABASES. JACCARD’S (JC) AND DICE’S (S) COEFFICIENTS, ACCURACY (AC), TRUE POSITIVE (TPF) AND TRUE
NEGATIVE FRACTIONS (FPF), AND MEAN ABSOLUTE DISTANCE (MAD).
DRIONS DIARETDB1 DRIVE MESSIDOR ONHSD
JC 0.8424 (0.1174) 0.8173 (0.1308) 0.7163 (0.1880) 0.8228 (0.1384) 0.8045 (0.1175)
S 0.9084 (0.0982) 0.8930 (0.0913) 0.8169 (0.1712) 0.8950 (0.1056) 0.8867 (0.0776)
Ac 0.9934 (0.0051) 0.9957 (0.0039) 0.9903 (0.0134) 0.9949 (0.0050) 0.9941 (0.0042)
TPF 0.9281 (0.1177) 0.9224 (0.1058) 0.8544 (0.1938) 0.9300 (0.1239) 0.9310 (0.1046)
FPF 0.0040 (0.0041) 0.0028 (0.0029) 0.0061 (0.0085) 0.0035 (0.0041) 0.0043 (0.0042)
MAD 2.4945 (2.5139) 2.8786 (3.0285) 5.8538 (10.1797) 4.0759 (6.0909) 3.2753 (3.0407)
methods are divided into morphological algorithms, template-
based methods, and deformable models. The proposed al-
gorithm has been compared with several methods of each
category. Most works have been selected due to the fact they
use some of the analysed databases, and thereby, the current
and future comparison is facilitated.
• The presented method versus other morphological algo-
rithms
On the one hand, Table II is focused on analysing further
DRIONS database at the same time that the performance of our
work is contrasted with the performance of other method based
on mathematical morphology. So, first, the segmented images
by the second observer have also been compared with the
gold standard to obtain inter-expert differences, and secondly,
other existing technique based on marker-controlled-watershed
transformation [4] has been implemented and compared with
ours.
TABLE II
COMPARISON OF THE PARAMETERS OF TABLE I ACHIEVED BY THE
PROPOSED METHOD, BY THE 2nd OBSERVER AND BY OTHER
MARKER-CONTROLLED-WATERSHED ALGORITHM ON DRIONS
DATABASE.
Proposed method 2nd observer Walter et al. [4]
JC 0.8424 (0.1174) 0.9202 (0.0455) 0.6227 (0.3695)
S 0.9084 (0.0982) 0.9578 (0.0265) 0.6813 (0.3854)
Ac 0.9934 (0.0051) 0.9970 (0.0017) 0.9689 (0.0492)
TPF 0.9281 (0.1177) 0.9498 (0.0537) 0.6715 (0.3980)
FPF 0.0040 (0.0041) 0.0012 (0.0009) 0.0210 (0.0417)
MAD 2.4945 (2.5139) 0.7408 (0.5483) 29.6289 (53.9186)
On the other hand, the concepts of Jaccard’s coefficient (also
known as area overlap) and the MAD included in Table I allow
us to compare with the method proposed in [20] as well as
with other state-of-the-art algorithms that were analysed in it.
According to these data, our method obtains a mean overlap
greater than 70% for the five databases which signifcantly
improves the results of the compared methods inasmuch as the
best results were around 40%. As for as the average MAD, our
MAD values are the smallest in almost all cases analysed. In
particular, Table III compares the results of our method with
the method that achieved the best results in [20] and on the
same databases (DIARETDB1 and DRIVE).
• The presented method versus template-based methods
The validation on MESSIDOR database has been performed
through the comparison with a circular template-based method
and four elliptical template-based approaches [12]. The meth-
ods analysed in this work can be compared in based on
Jaccard’s coefficient. Three of the elliptical template-based
variants were based on minimizing the algebraic distance
(achieving a JC ' 0.66), and one was based on minimizing
the geometric distance (JC = 0.67). Our method improves
the performance of all elliptical approaches and achieves
comparable results with the circular template-based method
(JC = 0.86).
• The presented method versus deformable models
Our method has also been tested on ONHSD database
in order to compare with the tree approaches based on de-
formable models evaluated in [17]. In addition, with the aim
of achieving a rigorous comparison, the same metric used
in this work has been calculated. A subjective perception of
quality, which is based on four categories, was defined as a
way of classifying the performance. For that, they define the
discrepancy δj as
δj =
∑
i
| mji − µji |
σji + 
, (22)
where µji and σ
j
i summarize the clinician’s choice of rim
location on spoke i of image j. Division by σ compensates for
uncertainty in rim position;  = 0.5 is a small factor to prevent
division by zero where the clinicians are in exact agreement.
Each image is classified as Excellent, Good, Fair, or Poor
depending on the discrepancy value (up to one, two, five, or
more, respectively).
Table IV summarizes the performance of our method on
the subjective classification of the ONHSD dataset so that it
is directly comparable with the results presented in [17]. While
the best approach of this work has Excellent-Fair performance
in 83% of cases, our method obtains it in 94%.
In addition to the presented results, a correlation analysis
through a scatterplot (Fig.7) was performed in order to assess
the performance of image segmentation in depth. In particular,
the correlation between the OD-area determined automatically
and reference standard is shown. It can be observed that, in
general, the points are close to the identity line. It should be
noted that, with the aim of representing several databases with
different resolutions in the same graph, the relative OD-area
has been calculated normalizing by the total number of retinal
pixels.
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TABLE III
COMPARISON OF THE PROPOSED METHOD WITH THE WORK PRESENTED IN [20] IN BASED ON JACCARD’S COEFFICIENT (JC) AND MEAN ABSOLUTE
DISTANCE (MAD) ON DIARETDB1 AND DRIVE DATABASES.
DIARETDB1 DRIVE
Proposed method Welfer et al. [20] Proposed method Welfer et al. [20]
JC 0.8173 (0.1308) 0.4365 (0.1091) 0.7163 (0.1880) 0.4147 (0.0833)
MAD 2.8786 (3.0285) 8.31 (4.05) 5.8538 (10.1797) 5.74
TABLE IV
SUBJECTIVE CLASSIFICATION OF PERFORMANCE ON ONHSD DATASET.
Excellent Good Fair Poor Excellent-Fair
Proposed method 28% 36% 31% 6% 94%
TemploralLock [17] 42% 31% 10% 17% 83%
Simple [17] 9% 8% 30% 53% 47%
DV-Hough [17] 39% 22% 20% 19% 81%
Fig. 7. Scatterplot of manual versus automatic segmentation of OD-area.
IV. DISCUSSION
Variability between fundus images in color, intensity, size,
presence of artefacts, etc. makes each state-of-the-art method
uses a different input image: green [9], [13], [19] and red
[4], [20], [22] band of the original RGB image, or even a
combination of both of them [12], [46], intensity component
extracted from the HSI representation [17] and lightness
channel of the HLS space [15]. However, due to this fundus
image variability, they do not always provided the desired
results. Therefore a PCA, able to maximize the separation
between the different objects of the image, has been proposed
in this paper as a more appropriate input image. For example,
in Fig. 8, PCA is compared with the use of the red component
on a specific image. It can be observed that while the red
component is completely over-saturated, PCA obtains a grey
image where the OD could be segmented. Specifically, in Table
V a quantitative analysis about the use of those two color
planes can be observed concluding that the employment of
PCA improves the final results.
As for improvements achieved by the proposed method in
relation to others which use watershed transformation must
(a) (b) (c)
Fig. 8. Advantadges of PCA: (a) Original RGB fundus image, (b) Red
component and (c) Image obtained by PCA.
TABLE V
COMPARISON BETWEEN THE USE OF PCA VERSUS THE USE OF THE RED
COMPONENT ON DRIVE DATABASE.
PCA Red Component
JC 0.7163 (0.1880) 0.4106 (0.3926)
S 0.8169 (0.1712) 0.4674 (0.4256)
Ac 0.9903 (0.0134) 0.8979 (0.2044)
TPF 0.8544 (0.1938) 0.5607 (0.4368)
FPF 0.0061 (0.0085) 0.0994 (0.2343)
MAD 5.8538 (10.1797) 72.7412 (87.2160)
also be highlighted. In particular, the different steps of our
method help to avoid sub-segmentation problems, as occurs
in Fig. 9 where the original image has been segmented using
only one internal marker located in the geodesic center of its
largest and brightest object [4].
(a) (b) (c)
Fig. 9. Sub-segmentation problem produced in other marker-controlled-
watershed method: (a) Original image, (b)Internal and external marker, and
(c) Contour of watershed region.
Referring to the databases employed, most of the images
included in them are pathological and therefore can distort
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the OD detection. For example, the images of patients with
diabetic retinopathy may contain exudates which are of similar
intensity to the OD or patients with glaucoma can suffer from
peripapillary atrophy. Concretely, Fig. 10 shows the robustness
of the method in presence of exudates. However, if the lesion
is as big as the optic disc and brighter, it is true that the method
may fail.
(a) (b) (c)
Fig. 10. Robustness of the grey-image centroid in presence of exudates: (a)
Original image, (b) First PC (z1) after inpainting technique with the centroid
in black, and (d) Result of the proposed method.
In summary, the weighted average of the results (ac-
cording to the number of images of each database) are:
JC=0.8200, S=0.8932, Ac=0.9947, TPF=0.9275, FPF=0.0036,
and MAD=3.8883. Note that our method is fairly reliable
since it works properly on databases with a large degree of
variability and improves the results of other state-of-the-art
methods. Moreover, it must be taken into account that all used
databases are public and, therefore, it will be easier carrying
out future comparisons.
Due to the complexity of the fundus images, their high
number of elements makes a perfect segmentation difficult.
That is the reason for which a circular approximation is applied
on the segmented disc.
V. CONCLUSIONS
In this paper a new approach for the automatic detection
of the optic disc has been presented. First, it is focused
on the use of a new grey image as input obtained through
PCA which combines the most significant information of the
three RGB components. Secondly, several operations based
on mathematical morphology are implemented with the aim
of locating the OD. For that purpose, both stochastic and
stratified watershed as well as geodesic transformation have
been used. The algorithm has been validated on 5 different
public databases obtaining promising results and improving
the results of other methods of the literature.
The final goal of the proposed method is to make easier
the early detection of diseases related to the fundus. Its main
advantage is the full automation of the algorithm since it
does not require any intervention by clinicians, which releases
necessary resources (specialists) and reduces the consultation
time, hence its use in primary care is facilitated.
As for future lines, the optic cup will also be detected with
the goal of measuring the cup-to-disc (C/D) ratio. A high C/D
ratio will indicate that a fundus is suspicious of glaucoma.
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