We show that an anti-Pasch Steiner triple system of order v exists for v ≡ 1 or 3 (mod 6), apart from v = 7 and 13.
Introduction
A Steiner triple system S = (V, B) of order v, denoted by STS(v), is a collection B of triples (3-element subsets) of the set V , where |V | = v, such that each unordered pair of elements (points) of V is contained in precisely one triple from B. It is well known that an STS(v) exists if and only if v ≡ 1 or 3 (mod 6); such values of v are called admissible.
A Pasch configuration, also known as a quadrilateral , consists of four triples of a Steiner triple system whose union is a set of six points, that is to say, four triples which must be of the form {a, b, c}, {a, y, z}, {x, b, z} and {x, y, c}. An STS(v) is anti-Pasch or quadrilateral-free if it does not contain a Pasch configuration. We will denote such a system by QFSTS(v). It is a long standing conjecture that for all admissible v, apart from v = 7 and v = 13, there exists a QFSTS(v). The problem goes back to Erdös [4] and Brouwer [1] , and is of some practical significance in connection with disk data storage arrays (see [3] ).
The situation for small values of v is as follows. Up to isomorphism, the STS (7) is unique and contains seven Pasch configurations. The unique STS(9) is anti-Pasch. There are two non-isomorphic STS(13)s, one of which contains thirteen Pasch configurations and the other eight. Of the 80 nonisomorphic STS(15)s, precisely one has no Pasch configuration; this is #80 in the standard listing given in [10] . For larger values of v, a complete enumeration of STS(v) is not feasible. Stinson and Ferch [14] constructed over 2 × 10 6 non-isomorphic STS(19)s by hill-climbing and it is estimated that there are in the region of 10 9 non-isomorphic systems. Murphy [12] has constructed over 10 3 non-isomorphic QFSTS(19)s. For each admissible v < 100, v = 7 or 13, a QFSTS(v) is known to exist [2] .
It was shown [1, 6] that for every v ≡ 3 (mod 6), a QFSTS(v) exists. More recently Ling, Colbourn and two of the present authors [9] substantially narrowed the spectrum of possible exceptions in the case v ≡ 1 (mod 6) by showing, inter-alia, that exceptions must lie in the residue classes 13, 31 and 67 (mod 72). In fact, even within these residue classes, it is possible to deal with some values. However, the range of possibilities left open by [9] apparently remains infinite.
The purpose of the current paper is to present a new construction for QFSTS(v). This relies for its application on the construction of certain auxiliary designs. With the aid of this construction and appropriate auxiliary designs, the conjecture is established. The construction itself is presented in Section 2, where the auxiliary designs are also defined. Applications of the construction are given in Section 3. One of the auxiliary designs is listed explicitly in Section 4. This is the one necessary for dealing with the residue class 31 modulo 72. Space considerations preclude a complete listing of all the auxiliary designs required because some of these are quite large. A full listing of all the auxiliary designs needed to complete the proof is available from the Journal of Combinatorial Designs (JCD) website [15] .
A group divisible design (GDD) is a triple (X, G, B) which satisfies the following properties:
1. G is a partition of the set X (of points) into subsets called groups;
2. B is a collection of subsets of X (called blocks) such that every pair of points from distinct groups occurs in a unique block, and no pair of points from a single group occurs in any block.
The group type (type) of the GDD is the multiset {|G| : G ∈ G} and is usually described using an "exponential" notation. Thus, a group type 1 i 2 j 3 k . . . denotes i groups of size 1, j groups of size 2, k groups of size 3, etc. If K is a set of positive integers, each of which is greater than or equal to 2, then we say that a GDD(X, G, B) is a K-GDD if |B| ∈ K for every block B ∈ B. When K = {k} we simply write k for K. A K-GDD is said to be uniform if all the groups have the same size, that is, if it is of type g u . A transversal design T D(k, n) is a k-GDD of type n k . A T D(3, n) is equivalent to an n × n Latin square. A subsquare of a Latin square is a square subarray that is itself a Latin square. A Latin square is an N 2 -Latin square if it contains no subsquare of order 2. An N 2 -Latin square of order n (i.e. an n × n square) exists for all n ≥ 3 and n = 4 [7, 8, 11] . We shall refer to a T D(3, n) without any sub-T D (3, 2) as an N 2 -T D(3, n).
The Construction
As previously remarked, the construction employs auxiliary designs. These designs are now described. Section 4 gives several specific instances, demonstrating that the class of such designs is far from empty.
An STS(u, −m) is a triple (U, M, B), where U is a set of points having cardinality u, M ⊆ U has cardinality m, and B is a collection of triples of points with the property that every pair of points {α, β}, with α ∈ U , β ∈ U \ M appears in precisely one triple from B, and no pairs {α, β} with α, β ∈ M appear in any triple from B. For u and m both admissible (the only cases we will consider here), an STS(u, −m) is an STS(u) with an STS(m) subsystem removed. A QFSTS(u, −m) is an STS(u, −m) containing no Pasch configurations. An STS(u, −m) is said to be m-bipartite if the points of U \ M can be partitioned into two classes A and B, each of cardinality n (so that u = m + 2n), in such a way that no triples of the design are labelled M, A, A or M, B, B. An m-bipartite QFSTS(u, −m) will be denoted by BQFSTS(u, −m).
It is easily seen that for admissible u = m+2n, an m-bipartite STS(u, −m), can only exist if m ≤ n. (2n) (v−1)/2 vertical triples and the triples of the QFSTS(2n+m) and the BQFSTS(2n+m, −m) horizontal triples. Points and triples from the same copy of the BQFSTS(2n + m, −m) will be said to be on the same level ; those from the QFSTS(2n + m) will be said to be from the top level. We will refer to a point x of the 3-GDD of type 2 (v−1)/2 as being the projection of any one of the n points x 1 , x 2 , . . . , x n which replaced it in forming the 3-GDD of type (2n) (v−1)/2 . We prove firstly that the resulting set of triples, say B, forms an STS(n(v− 1) + m) on the set of points U = (
To do this, consider first any pair of points from U which come from the same level. If both these points lie in M , then they are contained in a triple of the QFSTS(2n + m). Otherwise, at least one the two points lies in G i for some value of i, say i = i * . The other point will lie in G i * or in M . If i * = 1, the pair is contained in a triple of the QFSTS(2n + m); if i * > 1, then the pair is contained in a triple of the appropriate BQFSTS(2n + m, −m).
Next consider any pair of points that come from different levels. In this case, neither point lies in M , so suppose that the points are x To complete the proof that (U, B) forms a Steiner triple system, it now suffices to show that |B| = (n(v − 1) + m)(n(v − 1) + m − 1)/6. Note that the number of horizontal triples is
and the number of vertical triples is
Addition gives the total number of triples as (n(v−1)+m)(n(v−1)+m−1)/6, as required. It remains to establish that the design is anti-Pasch. Suppose to the contrary that a Pasch configuration P is present.
Assume, initially, that ∞ x is a point of P . Then P contains at least two horizontal triples. If these two triples were from the same level, then P would be from that level, contradicting the assumption that the STS(2n+m) and the STS(2n + m, −m) are anti-Pasch. Thus the two triples containing ∞ x must be from different levels. If neither of these two levels is the top level, then the two blocks would necessarily have the form {∞ x , a 1 }, then the argument leading to a contradiction is the same as for levels p, q > 1. Otherwise, the top triple has one of the forms {∞ x , a
In the first of these five cases, the two horizontal triples may be taken as {∞ It follows from the above argument that no point ∞ x ∈ M can lie in P . But then, if P contains two horizontal triples, they must be from the same level because they intersect. In this case, all four triples of P come from a common level, again contradicting the anti-Pasch properties of the STS(2n + m) and the STS(2n + m, −m).
Thus P can contain at most one horizontal triple, and any such triple cannot contain any ∞ x ∈ M . Suppose that P does indeed contain exactly one such horizontal triple. At least two points of this triple will have a common projection. Furthermore, the vertical triples of P through these two points must intersect in a common point. But then the third points of each of these two vertical triples must also share a common projection, and consequently these two third points must be at the same level. In this case, the fourth triple of P cannot be vertical (or indeed, horizontal).
It now follows that P must comprise four vertical triples and, consequently, at most two points of P can come from any given level. If there were two points of P at the qth level, both lying in A q or both lying in B q , then the other four points would have to come from precisely two levels, say levels r and s. Also, the two points at level r would both lie in A r or both lie in B r , and the two points at level s would both lie in A s or both lie in B s .
But then the four triples of P would form a sub-TD(3, 2) of the TD(3, n), giving a contradiction. Hence, if P contains a pair of points at any level, say the qth, then one of these points must lie in A q and the other in B q .
There are now four possibilities to consider for the vertical triples of P and all of these lead to a contradiction in a similar fashion to one another. The possibilities are that P contains (a) a pair of points at each of three distinct levels, or (b) a pair of points at each of two distinct levels with the remaining two points at a further two distinct levels, or (c) a pair of points at one level with the remaining four points at a further four distinct levels, or (d) six points, all at distinct levels.
In each case, projecting back to the QFSTS(v) would give a Pasch configuration in that design. Thus the STS(n(v − 1) + m) is anti-Pasch. Thus the construction provides a recursive method for the production of antiPasch m-bipartite designs. We make use of this observation in the final step of our proof in Section 3.
Remark. If a QFSTS(m) exists, then the existence of a BQFSTS(2n +
m
The Applications
Having established Theorem 2.1, we may put it to use in the manner demonstrated by the following example. In arithmetic set density terms, this example deals with one sixth of the remaining possible exceptions to the conjecture.
Example 3.1 From a BQFSTS (19, −3) we may construct a QFSTS (144t + 67) for t ≥ 0, by applying Theorem 2.1, with v = 18t + 9, n = 8 and m = 3, so that n(v − 1) + m = 144t + 67.
Recall that a QFSTS(v) is known to exist for all v ≡ 3 (mod 6) and for v = 19. A BQFSTS(19, −3) may be constructed as follows. Take a QFSTS(19) and choose a triple of the system; the points of the triple form the points of M . Define a graph whose vertices are the 16 remaining points and such that two vertices are adjacent if they appear in a triple together with a point of M . Clearly a BQFSTS(19, −3) may be obtained from the QFSTS(19) if and only if this graph is bipartite. There are four non-isomorphic cyclic STS(19)s of which two are anti-Pasch [5] ; these are denoted by A2 and A4, the latter being the so-called Netto system. Because of the cyclic nature of these systems, there are in each case only three inequivalent possibilities for the triple to form M , namely a triple from each of the three orbits forming the system. We find that the Netto system does not give a BQFSTS(19, −3), but the system A2 does. This system is generated under the action of the mapping i :→ i + 1 (mod 19) from the starter blocks {0, 1, 4}, {0, 2, 12} and {0, 5, 13}. We may choose M = {0, 1, 4}, A = {2, 6, 7, 8, 13, 15, 17, 18} and B = {3, 5, 9, 10, 11, 12, 14, 16}.
In fact it is possible to use Theorem 2.1, together with other results and induction, to reduce the proof of the anti-Pasch conjecture to the construction of a small number of m-bipartite designs. Recall from the Introduction that a QFSTS(w) is known to exist for all admissible w < 100 (apart from w = 7 or 13), and for all admissible w > 100 except for the classes w ≡ 13, 31 or 67 (mod 72).
In the Tables below, the existence of an appropriate QFSTS(v) is guaranteed by results cited in the Introduction, or by earlier entries in the Tables themselves, or by use of an inductive argument. The Tables and associated Notes should be read sequentially. References to earlier entries in the Tables and to the use of an inductive argument are explained in the associated Notes. We remark that alternative strategies may be possible, we have selected the strategy which seems to us to offer the maximum gain at minimum cost.
The class w ≡ 31 (mod 72) may be covered as shown in Table 1 by writing w = n(v − 1) + m. The class w ≡ 13 (mod 72) may be split into the subclasses w ≡ 13, 85 or 157 (mod 216). These may then be covered as shown in Table 2 by writing w = n(v − 1) + m. The designs indicated by an ∃ are available from the JCD website [15] . Table 2 : w ≡ 13 (mod 72) Note 3.1. The case w ≡ 13 (mod 216) requires an induction argument. We observe that there exists a QFSTS(49) and a BQFSTS(49, −13), and that the cases w ≡ 85 and 157 (mod 216) are already established. Then combining these together with cases covered by Theorem 6.1 and Theorem 6.2 of [9] , a QFSTS(12t+1) is known to exist apart from when t has the form t = 18s+1, for s = 0, 1, 2, . . .. Suppose, inductively, that the cases s = 1, 2, . . . , s * have already been established. Then a QFSTS(12t + 1) would be known to exist for all values of t, apart from t = 1, up to and including the case when 12t + 1 = 216s * + 13. But 216s * + 13 > 12s * + 13 > 13, and so there exists a QFSTS(12s * + 13). Applying Theorem 2.1, we could then deduce that there exists a QFSTS(18(12s * +12)+13), i.e. a QFSTS(12t+1) for t = 18(s * +1)+1. To start the inductive argument, a QFSTS(229) is required. This design may be formed using Theorem 2.1 with m = 13, n = 27 and v = 9; this requires a QFSTS(67) which is known to exist, and a BQFSTS(67, −13) which has been constructed by the authors and is available from the JCD website [15] .
The class w ≡ 67 (mod 72) appears to require considerable subdivision. We firstly split it into two cases w ≡ 67 or 139 (mod 144). The former case is covered in Example 3.1. The latter case may be split into five cases w ≡ 139, 283, 427, 571 or 715 (mod 720) and the last of these cases is further split into seven cases modulo 5040. Table 3 gives the details, again taking w = n(v − 1) + m. The designs indicated by an ∃ are available from the JCD website [15] . The case w ≡ 3595 (mod 5040) is significantly more complicated than the other cases and a full explanation of this case is given in Note 3.8. [9] . From the latter theorem, there exists a QFSTS(720t + 721) for t ≥ 0. Take a QFSTS(9) and a QFSTS(720t + 721) to form a QFSTS(7(720t + 719) + 2), i.e. a QFSTS(5040t + 5035). Note 3.8. Following earlier entries in the Tables, the only residue class for which the conjecture remains unsettled is v ≡ 3595 (mod 5040). This is dealt with as follows. Since 43 ≡ 3595 (mod 60), it is already established that a QFSTS(60t + 43) exists for t ≥ 0. We have constructed a BQFSTS(61, −19) and this is available from the JCD website [15] . Recalling the Remark following the proof of Theorem 2.1, it follows that a BQFSTS(21(60t+42)+19, −19), i.e. a BQFSTS(1260t + 901, −19), exists for t ≥ 0. Addition of a BQFSTS(19, −3) (given in Example 3.1) to such a design produces a BQFSTS(1260t+901, −3). Reapplying our construction with v = 9, n = 630t + 449 and m = 3 gives a QFSTS((630t + 449).8 + 3), i.e. a QFSTS(5040t + 3595).
We conclude this Section by summarising the result of our Tables and formally stating our main result as a Theorem. 
The auxiliary designs
A full listing of the triples of a BQFSTS(31, −7) is given below. For clarity, we list blocks omitting set brackets and commas. A specimen of each of the BQFSTS(u, −m) designs used in this paper is available from the JCD website [15] . These correspond to (u, m) = (19,3), (31,3), (31,7), (43,3) , (49,7), (49,13), (55,13), (61,19), (67,7), (67,13), (75,19), (85,13) and (139,19). We use the convention that the point set is {1, 2, . . . , u} with partition M = {1, 2, . . . , m}, A = {m + 1, m + 2, . . . , m + n} and B = {m + n + 1, m + n + 2, . . . , m + 2n}, so that u = m + 2n.
In each case, the design was obtained by a modified hill-climbing algorithm, of the type described in [13] . The principal modifications used were to start with a fixed set of triples. Except for the parameter pair (61,19) these were those triples containing the points of M , and this thereby ensured that any system produced would have the necessary m-bipartite property. There are many ways to select these initial triples. At each subsequent stage of the hill-climbing algorithm, a check was carried out to ensure that any additional or replacement triple did not result in the formation of a Pasch configuration. In the case of the pair (61,19), the parameters are rather tight and it was found to be more effective to start the hill-climbing algorithm with a fixed set of triples covering all A, A and B, B pairs. Again this ensured that any system produced would be 19-bipartite.
