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Abstract
In this paper we consider two von Neumann subalgebras B0 and B of a type II1
factor N . For a map φ on N , we define
‖φ‖∞,2 = sup{‖φ(x)‖2 : ‖x‖ ≤ 1},
and we measure the distance between B0 and B by the quantity ‖EB0 −EB‖∞,2. Under
the hypothesis that the relative commutant in N of each algebra is equal to its center,
we prove that close subalgebras have large compressions which are spatially isomorphic
by a partial isometry close to 1 in the ‖ · ‖2–norm. This hypothesis is satisfied, in
particular, by masas and subfactors of trivial relative commutant. A general version
with a slightly weaker conclusion is also proved. As a consequence, we show that if A
is a masa and u ∈ N is a unitary such that A and uAu∗ are close, then u must be close
to a unitary which normalizes A. These qualitative statements are given quantitative
formulations in the paper.
∗Partially supported by grants from the National Science Foundation.
1 Introduction
In this paper we study pairs of von Neumann subalgebras A and B of a type II1
factor N under the assumption that they are close to one another in a sense made
precise below. Some of our results are very general, but the motivating examples are
masas, subfactors, or algebras whose relative commutants in N equal their centers. In
these special cases significant extra information is available beyond the general case.
Ideally, two close subalgebras would be unitarily conjugate by a unitary close to the
identity, but this is not true. In broard terms, we show that two close subalgebras
can be cut by projections of large trace in such a way that the resulting algebras are
spatially isomorphic by a partial isometry close to the identity. The exact nature of
the projections and partial isometry depends on additional hypotheses placed on the
subalgebras. Our results are an outgrowth of some recent work of the first author who
proved a technical rigidity result for two masas A and B in a type II1 factor N that
has yielded several important results about type II1 factors, [18, 19]. The techniques of
these papers were first developed in [15]. This paper uses further refinements of these
methods to prove the corresponding stability of certain subalgebras in separable type
II1 factors (Theorems 6.4 and 6.5). Several of the lemmas used below are modifications
of those in [2, 18, 19], and versions of these lemmas go back to the the foundations of
the subject in the papers of Murray, von Neumann, McDuff and Connes. Although
the focus of this paper was initially the topic of masas, our results have been stated
for general von Neumann algebras since the proofs are in a similar spirit. The crucial
techniques from [18, 19] are the use of the pull down map Φ : L1(〈N ,B〉) → L1(N ),
and detailed analyses of projections, partial isometries and module properties. The
contractivity of Φ in the ‖·‖1–norm, [19], is replaced here by a discussion of unbounded
operators and related norm estimates in Lemma 5.1.
If φ : N → N is a bounded linear map, then ‖φ‖∞,2 denotes the quantity
‖φ‖∞,2 = sup{‖φ(x)‖2 : ‖x‖ ≤ 1}, (1.1)
and ‖EA−EB‖∞,2 measures the distance between two subalgebras A and B, where EA
and EB are the associated trace preserving conditional expectations. We regard two
subalgebras as close to one another if ‖EA − EB‖∞,2 is small. A related notion is that
of δ–containment, introduced in [11] and studied in [2]. We say that A ⊂δ B if, for
each a ∈ A, ‖a‖ ≤ 1, there exists b ∈ B such that ‖a − b‖2 ≤ δ. This is equivalent
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to requiring that ‖(I − EB)EA‖∞,2 ≤ δ, and so the condition ‖EA − EB‖∞,2 ≤ δ
implies δ–containment in both directions, so we will often use the norm inequality in
the statement of results (see Remark 6.6).
A significant portion of the paper is devoted to the study of masas. Two metric
based invariants have been introduced to measure the degree of singularity of a masa
A in a type II1 factor. In [13], the delta invariant δ(A) was introduced, taking values
in [0, 1]. Motivated by this and certain examples arising from discrete groups, strong
singularity and α–strong singularity for masas were defined and investigated in [22].
The singular masas are those which contain their groups of unitary normalizers, [5],
and within this class the notion of a strongly singular masa A ⊆ N , [22], is defined by
the inequality
‖u− EA(u)‖2 ≤ ‖EA − EuAu∗‖∞,2 (1.2)
for all unitaries u ∈ N . Such an inequality implies that each normalizing unitary lies
in A, so (1.2) can only hold for singular masas. We may weaken (1.2) by inserting
a constant α ∈ (0, 1] on the left hand side, and a masa which satisfies the modified
inequality is called α-strongly singular. Recently, [18], δ(A) was shown to be 1 for
all singular masas. This result, [18, Cor. 2], may be stated as follows. If A is a
singular masa in a type II1 factor N and v is a partial isometry in N with vv∗ and v∗v
orthogonal projections in A, then
‖vv∗‖2 = sup {‖x− EA(x)‖2 : x ∈ vAv∗, ‖x‖ ≤ 1}. (1.3)
This result supports the possibility that all singular masas are strongly singular. Al-
though we have not proved that singularity implies strong singularity, we have been
able to establish the inequality
‖u− EA(u)‖2 ≤ 90‖EA − EuAu∗‖∞,2 (1.4)
for all singular masasA in separably acting type II1 factorsN . The constant 90 emerges
from a chain of various estimates; our expectation is that it should be possible to replace
it with a constant equal to or close to 1. The method of proof in [18] (and of the main
technical lemma in [19]) uses the convexity techniques of Christensen, [2], together with
the pull–down identity of Φ from [12], some work by Kadison on center–valued traces,
[9], and fine estimates on projections. Our main proof (Theorem 5.2) follows that of
[18], and also requires approximation of finite projections in L∞[0, 1]⊗B(H). These
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are combined with a detailed handling of various inequalities involving projections and
partial isometries.
There are two simple ways in which masas A and B in a type II1 factor can be
close in the ‖ · ‖∞,2–norm on their conditional expectations. If u is a unitary close to
A in ‖ · ‖2–norm and uAu∗ = B, then ‖EA − EB‖∞,2 is small. Secondly, if there is
a projection q of large trace in A and B with qA = qB, then again ‖EA − EB‖∞,2 is
small. In Theorem 6.5 we show that a combination of these two methods is the only
way in which A can be close to B in separably acting factors.
The structure of the paper is as follows. Section 2 contains preliminary lemmas
which include statements of some known results that will be used subsequently. The
operator h in Proposition 2.4 was important for Christensen’s work in [2] and plays
an essential role here. Theorem 2.6 investigates its spectrum to aid in later estimates.
The third section deals with two close algebras, one of which is contained in the other.
We present a sequence of lemmas, the purpose of which is to cut the algebras by a large
projection so that equality results. The fourth section collects some more background
results preparatory to the next section where it is shown that two close subalgebras can
be cut so that they become isomorphic by a suitably chosen partial isometry. In the
final section we focus attention on applying these results to masas. One consequence is
that if a unitary conjugate uAu∗ of a masa A is close to the original masa then u must
be close to a normalizing unitary, and this allows us to present the results on strongly
singular masas mentioned above.
The crucial estimates are contained in Theorems 5.2, 3.5 and Corollary 2.5. We
recommend reading these three results in the order stated, referring back to ancillary
lemmas and propositions as needed. Corollary 2.5 is essentially due to Christensen in
his pioneering paper [2], but without the norm inequalities which we have included.
Two of our main results, Theorems 3.5 and 5.2, generalize [19, A.2] and use methods
from [15, Section 4].
Our results are formulated for subalgebras of a finite factor N . In only a few places
is this requirement necessary, Theorem 3.7 for example, and when the statement of a
result makes sense for a von Neumann algebra N with a unital faithful normal trace,
the same proof is valid.
4
2 Preliminaries
Let N be a fixed but arbitrary separably acting type II1 factor with faithful nor-
malized normal trace τ , and let B be a von Neumann subalgebra of N . The trace
induces an inner product
〈x, y〉 = τ(y∗x), x, y ∈ N , (2.1)
on N . Then L2(N , τ) is the resulting completion with norm
‖x‖2 = (τ(x∗x))1/2, x ∈ N , (2.2)
and when x ∈ N is viewed as a vector in this Hilbert space we will denote it by xˆ.
Several traces will be used in the paper and so we will write ‖ · ‖2,tr when there is
possible ambiguity. The unique trace preserving conditional expectation EB of N onto
B may be regarded as a projection in B(L2(N ), τ), where we denote it by eB. Thus
eB(xˆ) = ÊB(x), x ∈ N . (2.3)
Properties of the trace show that there is a conjugate linear isometry J : L2(N , τ)→
L2(N , τ) defined by
J(xˆ) = x̂∗, x ∈ N , (2.4)
and it is standard that N , viewed as an algebra of left multiplication operators on
L2(N , τ), has commutant JNJ . The von Neumann algebra generated by N and eB is
denoted by 〈N ,B〉, and has commutant JBJ . If B is a maximal abelian self–adjoint
subalgebra (masa) of N , then 〈N ,B〉 is a type I∞ von Neumann algebra, since its
commutant is abelian. Moreover, its center is JBJ , a masa in N ′ and thus isomorphic
to L∞[0, 1]. The general theory of type I von Neumann algebras, [10], shows that
there is then a separable infinite dimensional Hilbert space H so that 〈N ,B〉 and
L∞[0, 1]⊗B(H) are isomorphic. When appropriate, for B a masa, we will regard an
element x ∈ 〈N ,B〉 as a uniformly bounded measurable B(H)–valued function x(t) on
[0,1]. Under this identification, the center JBJ of 〈N ,B〉 corresponds to those functions
taking values in CI. We denote by tr the unique semi-finite faithful normal trace on
B(H) which assigns the value 1 to each rank 1 projection.
The following lemma (see [12, 17]) summarizes some of the basic properties of
〈N ,B〉 and eB.
5
Lemma 2.1. Let N be a separably acting type II1 factor with a von Neumann subal-
gebra B. Then
(i) eBxeB = eBEB(x) = EB(x)eB, x ∈ N ; (2.5)
(ii) eB〈N ,B〉 = eBN w, 〈N ,B〉eB = N eB w; (2.6)
(iii) if x ∈ N ∪ JBJ and eBx = 0, then x = 0; (2.7)
(iv) eB〈N ,B〉eB = BeB = eBB; (2.8)
(v) there is a faithful normal semi-finite trace Tr on 〈N ,B〉 which satisfies
Tr(xeBy) = τ(xy), x, y ∈ N , (2.9)
and in particular,
Tr(eB) = 1. (2.10)
The following result will be needed subsequently. We denote by ‖x‖2,Tr the Hilbert
space norm induced by Tr on the subspace of 〈N ,B〉 consisting of elements satisfying
Tr(x∗x) <∞.
Lemma 2.2. Let B be a masa in N and let ε > 0. If f ∈ 〈N ,B〉 is a projection of
finite trace and
‖f − eB‖2,Tr ≤ ε, (2.11)
then there exists a central projection z ∈ 〈N ,B〉 such that zf and zeB are equivalent
projections in 〈N , eB〉. Moreover, the following inequalities hold:
‖zf − zeB‖2,Tr, ‖zeB − eB‖2,Tr, ‖zf − eB‖2,Tr ≤ ε. (2.12)
Proof. From (2.8), eB is an abelian projection in 〈N , eB〉 so, altering eB(t) on a null
set if necessary, each eB(t) is a projection in B(H) whose rank is at most 1. If {t ∈
[0, 1] : eB(t) = 0} were not a null set, then there would exist a non–zero central
projection p ∈ JBJ corresponding to this set so that eBp = 0, contradicting (2.7).
Thus we may assume that each eB(t) has rank 1.
Since Tr is a faithful normal semi-finite trace on 〈N ,B〉, there exists a non-negative
R–valued measurable function k(t) on [0,1] such that
Tr(y) =
∫ 1
0
k(t)tr(y(t))dt, y ∈ 〈N ,B〉, Tr(y∗y) <∞. (2.13)
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By (2.10),
Tr(eB) =
∫ 1
0
k(t)tr(eB(t))dt = 1, (2.14)
and thus integration against k(t) defines a probability measure µ on [0,1] such that
Tr(y) =
∫ 1
0
tr(y(t))dµ(t), y ∈ 〈N , eB〉, Tr(y∗y) <∞. (2.15)
It follows from (2.15) that
‖y‖22,Tr =
∫ 1
0
tr(y(t)∗y(t))dµ(t), y ∈ 〈N ,B〉. (2.16)
Consider a rank 1 projection p ∈ B(H) and a projection q ∈ B(H) of rank n ≥ 2.
Then
tr((p − q)2) = tr(p+ q − 2pq) = tr(p + q − 2pqp) ≥ tr(p+ q − 2p) ≥ 1, (2.17)
and the same inequality is obvious if q = 0. Let G = {t ∈ [0, 1] : rank(f(t)) 6= 1}.
Then, from (2.11),
ε2 ≥ ‖f − eB‖22,Tr ≥
∫
G
tr((f(t)− eB(t))2)dµ(t) ≥ µ(G), (2.18)
by (2.17). Let z = χGc ⊗ I, a central projection in 〈N ,B〉. Then the ranks of z(t)f(t)
and z(t)eB(t) are simultaneously 0 or 1, and so zf and zeB are equivalent projections
in 〈N ,B〉. Then
‖zeB − eB‖22,Tr =
∫
G
tr(eB(t))dµ(t) = µ(G) ≤ ε2, (2.19)
from (2.18), while
‖zf − eB‖22,Tr =
∫
G
tr(eB(t))dµ(t) +
∫
Gc
tr((f(t)− eB(t))2)dµ(t)
≤ ‖f − eB‖22,Tr (2.20)
since, on G,
tr(eB(t)) = 1 ≤ tr((f(t)− eB(t))2), (2.21)
by (2.17). Finally,
‖zf − zeB‖2,Tr ≤ ‖z‖‖f − eB‖2,Tr ≤ ε, (2.22)
completely the proof of (2.12).
We now recall some properties of the polar decomposition and some trace norm
inequalities. These may be found in [3, 10].
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Lemma 2.3. Let M be a von Neumann algebra.
(i) If w ∈ M then there exists a partial isometry v ∈ M, whose initial and final
spaces are respectively the closures of the ranges of w∗ and w, satisfying
w = v(w∗w)1/2 = (ww∗)1/2v. (2.23)
(ii) Suppose that M has a faithful normal semifinite trace Tr. If x ∈ M, 0 ≤ x ≤ 1,
Tr(x∗x) < ∞, and f is the spectral projection of x corresponding to the interval
[1/2, 1], then
‖e− f‖2,Tr ≤ 2‖e − x‖2,Tr (2.24)
for any projection e ∈ M of finite trace.
(iii) Suppose thatM has a faithful normal semifinite trace and let p and q be equivalent
finite projections inM. Then there exists a partial isometry v ∈M and a unitary
u ∈ M satisfying
v∗v = p, vv∗ = q, (2.25)
v|p− q| = |p− q|v, (2.26)
|v − p|, |v − q| ≤ 21/2|p − q|, (2.27)
upu∗ = q, u|p− q| = |p− q|u, (2.28)
|1− u| ≤ 21/2|p− q|. (2.29)
(iv) Suppose that M has a faithful normal semifinite trace and let p and q be finite
projections in M. Then the partial isometry v in the polar decomposition of pq
satisfies
‖p− v‖2,Tr, ‖q − v‖2,Tr ≤
√
2‖p − q‖2,Tr. (2.30)
The following result is essentially in [2], and is also used in [18, 19]. We reprove
it here since the norm estimates that we obtain will be crucial for subsequent devel-
opments. The operator h below will be important at several points and we will refer
below to the procedure for obtaining it as averaging eB over A.
Proposition 2.4. Let A and B be von Neumann subalgebras in a separably acting type
II1 factor N , and let KwA(eB) be the weak closure of the set
KA(eB) = conv {ueBu∗ : u is a unitary in A} (2.31)
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in 〈N ,B〉. Then KwA(eB) contains a unique element h of minimal ‖ · ‖2,Tr-norm, and
this element satisfies
(i) h ∈ A′ ∩ 〈N ,B〉, 0 ≤ h ≤ 1; (2.32)
(ii) 1− Tr(eBh) ≤ ‖(I − EB)EA‖2∞,2; (2.33)
(iii) Tr(eBh) = Tr(h2); (2.34)
(iv) ‖h− eB‖2,Tr ≤ ‖(I − EB)EA‖∞,2. (2.35)
Proof. Each x ∈ KA(eB) satisfies 0 ≤ x ≤ 1, and so the same is true for elements of
K
w
A(eB). Moreover, each x ∈ KA(eB) has unit trace by Lemma 2.1 (v). Let P be the
set of finite trace projections in 〈N ,B〉. Then, for x ∈ 〈N ,B〉, x ≥ 0,
Tr(x) = sup{Tr(xp) : p ∈ P}. (2.36)
If p ∈ P and (xα) is a net in KA(eB) converging weakly to x ∈ KwA(eB), then
lim
α
Tr(xαp) = Tr(xp), (2.37)
and it follows from (2.36) that Tr(x) ≤ 1. Since x2 ≤ x, it follows that x ∈ L2(〈N ,B〉,Tr).
Since span{P} is norm dense in L2(〈N ,B〉,Tr), we conclude from (2.37) that (xα) con-
verges weakly to x in the Hilbert space. Thus K
w
A(eB) is weakly compact in both
〈N ,B〉 and L2(〈N ,B〉,Tr), and so norm closed in the latter. Thus there is a unique
element h ∈ KwA(eB) of minimal ‖ · ‖2,Tr – norm.
For each unitary u ∈ A, the map x 7→ uxu∗ is a ‖ · ‖2,Tr – norm isometry which
leaves K
w
A(eB) invariant. Thus
uhu∗ = h, u unitary in A, (2.38)
by minimality of h, so h ∈ A′ ∩ 〈N ,B〉. This proves (i).
Consider a unitary u ∈ A. Then, by Lemma 2.1,
1−Tr(eBueBu∗) = 1− Tr(eBEB(u)u∗) = 1− τ(EB(u)u∗)
= 1− τ(EB(u)EB(u)∗) = 1− ‖EB(u)‖22
= ‖(I − EB)(u)‖22 ≤ ‖(I − EB)EA‖2∞,2. (2.39)
This inequality persists when ueBu∗ is replaced by elements of KA(eB), so it follows
from (2.37) that
1− Tr(eBh) ≤ ‖(I − EB)EA‖2∞,2, (2.40)
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proving (ii).
Since h ∈ A′ ∩ 〈N ,B〉,
Tr(ueBu∗h) = Tr(eBu∗hu) = Tr(eBh) (2.41)
for all unitaries u ∈ A. Part (iii) follows from this by taking suitable convex combina-
tions and a weak limit to replace ueBu∗ by h on the left hand side of (2.41). Finally,
using (2.40) and (2.41),
‖h− eB‖22,Tr = Tr(h2 − 2heB + eB)
= Tr(eB − heB)
= 1− Tr(heB)
≤ ‖(I − EB)EA‖2∞,2 (2.42)
proving (iv).
For the last two results of this section, h is the element constructed in the previous
proposition.
Corollary 2.5. Let A and B be von Neumann subalgebras of N and let f be the spectral
projection of h corresponding to the interval
[1/2, 1]. Then f ∈ A′ ∩ 〈N ,B〉, and
‖eB − f‖2,Tr ≤ 2‖(I − EB)EA‖∞,2. (2.43)
Proof. The first assertion is a consequence of elementary spectral theory. The second
follows from Proposition 2.4 (iv) and Lemma 2.3 (ii).
Theorem 2.6. Let Q0 ⊆ Q1 be a containment of finite von Neumann algebras and let
τ be a unital faithful normal trace on Q1. Suppose that
Q′0 ∩ Q1 = Z(Q0) = Z(Q1), (2.44)
and let h ∈ 〈Q1,Q0〉 be the operator obtained from averaging eQ0 over Q1. Then
h ∈ Z(Q0) = Q′1 ∩ 〈Q1,Q0〉 = Z(Q1), (2.45)
and the spectrum of h lies in the set
S = {(4cos2(π/n))−1 : n ≥ 3} ∪ [0, 1/4]. (2.46)
In particular, the spectrum of h lies in {1} ∪ [0, 1/2], and the spectral projection q1
corresponding to {1} is the largest central projection for which Q0q1 = Q1q1.
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Proof. LetQ2 denote 〈Q1,Q0〉. ThenQ′2 = JQ0J , soQ′1∩Q2 = JQ1J∩(JQ0J)′, which
is J(Q′0 ∩ Q1)J = J(Z(Q1))J = Z(Q1). In addition, Z(Q2) = Z(Q′2) = Z(JQ0J) =
Z(Q1), so the algebras Z(Q0), Z(Q1), Z(Q2), Q′0 ∩ Q1 and Q′1 ∩ Q2 coincide under
these hypotheses. Since h ∈ Q′1 ∩ Q2, by Proposition 2.4, we have thus established
(2.45).
The set S consists of an interval and a decreasing sequence of points. If the spectrum
of h is not contained in S, then we may find a closed interval [a, b] ⊆ Sc ∩ (1/4, 1) so
that the corresponding spectral projection z of h is non–zero and also lies in Z(Q1). By
cutting the algebras by z, we may assume that a1 ≤ h ≤ b1 and [a, b]∩S = ∅ so a ≥ 1/4.
The trace Tr on Q2 coming from the basic construction satisfies Tr(1) ≤ a−1Tr(h) =
a−1Tr(eQ0) ≤ 4 and is thus finite. Let Ctr denote the center–valued trace on Q2, whose
restrictions to Q0 and Q1 are also the center–valued traces on these subalgebras. Then
Ctr(eQ0) ≥ a1. If Q2 has a central summand of type In with corresponding central
projection p then cutting by p gives containment of type In algebras with equal centers
and are thus equal to each other. This would show that hp = p and 1 would lie in the
spectrum of h, contrary to assumption. Thus Q2 is a type II1 von Neumann algebra.
Then 1 may be expressed as a sum of four equivalent projections {pi}4i=1 each having
central trace (4−1)1. Thus each pi is equivalent to a subprojection of eQ0 and so there
exist partial isometries vi ∈ Q2 such that 1 =
∑4
i=1 vieQ0v
∗
i . Since eQ0Q1 = eQ0Q2,
we may replace each vi by an operator wi ∈ Q1, yielding 1 =
∑4
i=1 wieQ0w
∗
i . For each
x ∈ Q1, multiply on the right by xeQ0 to obtain
xeQ0 =
4∑
i=1
wiEQ0(w
∗
i x)eQ0 , x ∈ Q1, (2.47)
so x =
∑4
i=1 wiEQ0(w
∗
i x), and Q1 is a finitely generated right Q0–module. In a similar
fashion Q2 =
∑4
i=1wieQ0Q2 =
∑4
i=1wieQ0Q1, and so Q2 is finitely generated over Q1.
This is a standard argument in subfactor theory (see [12]) which we include for the
reader’s convenience.
Let Ω be the spectrum of Z(Q2), and fix ω ∈ Ω. Then
I2 = {x ∈ Q2 : Ctr(x∗x)(ω) = 0} (2.48)
is a maximal norm closed ideal in Q2 and Q2/I2 is a type II1 factor, denotedM2, with
trace τω = ω ◦ Ctr, [21]. Similar constructions yield maximal ideals Ik ⊆ Qk, k = 0, 1,
and factors Mk = Qk/Ik. Equality of the centers gives Qk ∩ I2 = Ik for k = 0, 1,
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and so M0 ⊆ M1 ⊆ M2 is an inclusion of factors. Let π : Q2 → M2 denote the
quotient map, and let e = π(eQ0). From above we note thatM2 is a finitely generated
M1–module.
Consider x ∈ I1. By uniqueness of the center–valued trace, the composition of EQ0
with the restriction of Ctr to Q0 is Ctr. Thus
Ctr(EQ0(x
∗x)))(ω) = Ctr(x∗x)(ω), x ∈ Q1. (2.49)
Conditional expectations are completely positive unital maps and so EQ0(x∗)EQ0(x) ≤
EQ0(x∗x), showing that EQ0 maps I1 to I0. Thus there is a well defined τω–preserving
conditional expectation E : M1 →M0 given by E(x+ I1) = EQ0(x) + I0 for x ∈ Q1.
From above, e commutes with M0 and M2 is generated by M1 and e. Moreover,
exe = E(x)e for x ∈ M1 by applying π to the equation eQ0xeQ0 = EQ0(x)eQ0 for
x ∈ Q1. Thus M2 is the extension of M1 by M0 with Jones projection e, [7].
Now Ctr(eQ0)(ω) = h(ω) ∈ [a, b], so τω(e) = h(ω) while τω(1) = 1. It follows that
[M1 : M0]−1 ∈ [a, b], contradicting the theorem of Jones, [7], on the possible values of
the index.
Now let q1 be the spectral projection of h corresponding to {1}. If we cut by q1
then we may assume that h = 1. But then eQ0 = 1 and Q0 = Q1. We conclude that
Q0q1 = Q1q1. On the other hand, let z ∈ Z(Q1) be a projection such that Q0z = Q1z.
Then eQ0z = z, so hz = z, showing that z ≤ q1. Thus q1 is the largest central
projection with the stated property.
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3 Containment of finite algebras
In this section we consider an inclusion M ⊆ N of finite von Neumann algebras
where N has a faithful normal unital trace τ , and where N ⊂δ M for some small
positive number δ. Our objective is to show that, by cutting the algebras by a suitable
projection p in the center of the relative commutant M′ ∩N of large trace dependent
on δ, we may arrive atMp = pNp. This is achieved in the following lemmas which are
independent of one another. However, we have chosen the notation so that they may
be applied sequentially to our original inclusion M ⊆ N . The definition of N ⊂δ M
depends implicitly on the trace τ assigned to N . Since we will be rescaling traces
at various points, we will make this explicit by adopting the notation N ⊂δ,τ M. If
τ1 = λτ for some λ > 0, then
‖x‖2,τ1 =
√
λ‖x‖2,τ , x ∈ N . (3.1)
Consequently N ⊂δ,τ M becomes N ⊂√λ δ,τ1 M for this change of trace.
It is worth noting that the beginning of the proof of the next lemma shows that if
M0 ⊆ N0, N0 ⊂δ0,τ0 M0 for a von Neumann algebra N0 with a faithful normal unital
trace τ0, then M′0 ∩ N0 ⊂δ0,τ0 Z(M0).
Lemma 3.1. Let δ1 ∈ (0, 1) and consider an inclusion M1 ⊆ N1, where N1 has a
unital faithful normal trace τ1 relative to which N1 ⊂δ1,τ1 M1. Then there exists a
projection p1 ∈ Z(M′1∩N1) such that τ1(p1) ≥ 1−δ21 and (M1p1)′∩p1N1p1 is abelian.
Setting M2 = M1p1, N2 = p1N1p1, and τ2 = τ1(p1)−1τ1, we have M′2 ∩ N2 is
abelian and N2 ⊂δ2,τ2 M2, where δ2 is defined by δ22 = δ21(1− δ21)−1.
Proof. Let C = M′1 ∩ N1, which contains Z(M1). If c ∈ C, ‖c‖ ≤ 1, we may choose
m ∈ M1 to satisfy ‖c − m‖2,τ1 ≤ δ1. Conjugation by unitaries from M1 leaves c
invariant, so Dixmier’s approximation theorem, [4], shows that there is an element
z ∈ Z(M1) such that ‖c − z‖2,τ1 ≤ δ1. Thus C ⊂δ1 Z(M1). Let A be a maximal
abelian subalgebra of C which contains Z(M1), and note that Z(C) ⊆ A. Choose a
projection p1 ∈ Z(C), maximal with respect to the property that Cp1 is abelian. We
now construct a unitary u ∈ C(1− p1) such that EA(1−p1)(u) = 0.
The algebra C(1− p1) may be decomposed as a direct sum
C(1 − p1) =
⊕
k≥0
Ck, (3.2)
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where C0 is type II1 and each Ck for k ≥ 1 has the form Mnk ⊗ Ak for an abelian
subalgebra Ak of A. Let qk, k ≥ 0, be the identity element of Ck. Then Aqk, k ≥ 1,
contains Ak and is maximal abelian in Ck, so has the form Dk ⊗Ak for some diagonal
algebra Dk ⊆Mnk , [9]. Note that the choice of p1 implies nk ≥ 2. For k ≥ 1, let uk be
a unitary in Mnk (
∼= Mnk ⊗ 1) which cyclically permutes the basis for Dk. For k = 0,
choose two equivalent orthogonal projections in Aq0 which sum to q0, let v ∈ C0 be an
implementing partial isometry, and let u0 = v + v
∗. Then u =
∞∑
k=0
uk is a unitary in
C(1− p1) for which EA(1−p1)(u) = 0. Thus w = p1 + u is a unitary in C. Then
δ1 ≥ ‖w − EZ(M1)(w)‖2,τ1 ≥ ‖w − EA(w)‖2,τ1
= ‖u− EA(1−p1)(u)‖2,τ1 = ‖u‖2,τ1 = ‖1− p1‖2,τ1 , (3.3)
and the inequality τ1(p1) ≥ 1− δ21 follows.
Now let M2 = M1p1, N2 = p1N1p1 and τ2 = τ1(p1)−1τ1. Then M′2 ∩ N2 = Cp1,
which is abelian, and N2 ⊂δ2,τ2 M2, where δ2 = δ1(1− δ21)−1/2.
Lemma 3.2. Let δ2 ∈ (0, 2−1) and consider an inclusion M2 ⊆ N2, where N2 has
a unital faithful normal trace τ2 relative to which N2 ⊂δ2,τ2 M2. Further suppose
that M′2 ∩ N2 is abelian. Then there exists a projection p2 ∈ M′2 ∩ N2 such that
τ2(p2) ≥ 1 − 4δ22 and (M2p2)′ ∩ (p2N2p2) = Z(M2p2). In particular, when N2 is
abelian we have N2p2 =M2p2.
Setting M3 = M2p2, N3 = p2M2p2 and τ3 = τ2(p2)−1τ2, we have M′3 ∩ N3 =
Z(M3) and N3 ⊂δ3,τ3 M3, where δ3 is defined by δ23 = δ22(1− 4δ22)−1.
Proof. Let A = Z(M2) and let C =M′2∩N2, which is abelian by hypothesis. It is easy
to see that C ⊂δ2,τ2 A, by applying Dixmier’s approximation theorem, [4]. Consider
the basic construction A ⊆ C ⊆ 〈C,A〉 with canonical trace Tr on 〈C,A〉 given by
Tr(xeAy) = τ2(xy) for x, y ∈ C. Note that C is maximal abelian in B(L2(C, τ2))
and thus maximal abelian in 〈C,A〉. Following the notation of Proposition 2.4, let
h be the element of minimal ‖ · ‖2,Tr-norm in KwC (eA) and recall from (2.35) that
‖h− eA‖2,Tr ≤ δ2. For each λ ∈ (2−1, 1), let fλ be the spectral projection of h for the
interval [λ, 1]. Since h ∈ C′ ∩ 〈C,A〉 = C, we also have that fλ ∈ C for 2−1 < λ < 1.
Fix an arbitrary λ in this interval.
We first show that for every projection q ≤ fλ, the inequality
EA(q) ≥ λ supp(EA(q)) (3.4)
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holds. If not, then there exists a projection q ≤ fλ and ε > 0 so that the spectral
projection q0 of EA(q) for the interval [0, λ− ε] is non–zero. Then
0 6= EA(qq0) ≤ λ− ε. (3.5)
From this it follows that eA(qq0)eA ≤ (λ− ε)eA, which implies that qq0eAqq0 ≤ (λ−
ε)qq0. (To see this, note that, for any pair of projections e and f , the inequalities
efe ≤ λe, ‖ef‖ ≤ √λ, ‖fe‖ ≤ √λ, and fef ≤ λf are all equivalent). Averaging this
inequality over unitaries in Cqq0, which have the form uqq0 for unitaries u ∈ C, leads
to
hqq0 ≤ (λ− ε)qq0. (3.6)
The inequality hfλ ≥ λfλ implies that
hqq0 ≥ λqq0, (3.7)
and this contradicts (3.6), establishing (3.4).
Now consider two orthogonal projections q1 and q2 in Cfλ. From (3.4) we obtain
1 ≥ EA(q1 + q2) ≥ λ(supp EA(q1) + supp EA(q2))
≥ 2λ(supp EA(q1) · supp EA(q2)). (3.8)
Since λ > 2−1, this forces EA(q1) and EA(q2) to have disjoint support projections.
Whenever a conditional expectation of one abelian algebra onto another has the prop-
erty that E(p)E(q) = 0 for all pairs of orthogonal projections p and q, then E is the
identity. This can be easily seen by considering pairs p and 1− p. In our situation, we
conclude that Afλ = Cfλ. Let p2 be the spectral projection of h for the interval (2−1, 1].
By taking the limit λ→ 2−1+, we obtain Ap2 = Cp2, and the estimate τ2(p2) ≥ 1−4δ22
follows by taking limits in the inequality
(1− λ)2(1− τ2(fλ)) = τ2(((1 − λ)(1− fλ))2) ≤ τ2((1− h)2)
= Tr(eA(1− h)2) = ‖eA(1− h)‖22,Tr
= ‖eA(eA − h)‖22,Tr ≤ ‖eA − h‖22,Tr ≤ δ22 . (3.9)
Now letM3 =M2p2, N3 = p2N2p2 and τ3 = τ2(p2)−1τ2. Then Z(M3) =M′3∩N3
and N3 ⊂δ3,τ3 M3, where δ3 = δ2(1− 4δ22)−1/2.
Lemma 3.3. Let δ3 ∈ (0, 4−1) and consider an inclusion M3 ⊆ N3, where N3 has a
unital faithful normal trace τ3 relative to which N3 ⊂δ3,τ3 M3. Further suppose that
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Z(M3) = M′3 ∩ N3. Then there exists a projection p3 ∈ Z(M3) such that τ3(p3) ≥
1− 16δ23 and
Z(M3p3) = (M3p3)′ ∩ (p3N3p3) = Z(p3N3p3). (3.10)
Setting M4 =M3p3, N4 = p3N3p3 and τ4 = τ3(p3)−1τ3, we have
Z(M4) =M′4 ∩ N4 = Z(N4) (3.11)
and N4 ⊂δ4,τ4 M4, where δ4 is defined by δ24 = δ23(1− 16δ23)−1.
Proof. Since Z(N3) ⊆ M′3 ∩ N3 we have, by hypothesis, that Z(N3) ⊆ Z(M3). If
x ∈ Z(M3), ‖x‖ ≤ 1, and u is a unitary in N3 then choose m ∈ M3 such that
‖u−m‖2,τ3 ≤ δ3. It follows that
‖ux− xu‖2,τ3 = ‖(u−m)x− x(u−m)‖2,τ3 ≤ 2δ3, (3.12)
and so ‖uxu∗ − x‖2,τ3 ≤ 2δ3. Suitable convex combinations of terms of the form uxu∗
converge in norm to an element of Z(N3), showing that Z(M3) ⊂2δ3,τ3 Z(N3). Now
apply Lemma 3.2 to the inclusion Z(N3) ⊆ Z(M3), taking δ2 = 2δ3. We conclude that
there is a projection p3 ∈ Z(M3) such that τ3(p3) ≥ 1−16δ23 and Z(N3)p3 = Z(M3)p3.
Now letM4 =M3p3, N4 = N3p3 and τ4 = τ3(p3)−1τ3. Then (3.11) is satisfied and
N4 ⊂δ4,τ4 M4, where δ4 = δ3(1− 16δ23)−1/2.
Lemma 3.4. Let δ4 ∈ (0, 2−1/2) and consider an inclusion M4 ⊆ N4, where N4 has a
unital faithful normal trace τ4 relative to which N4 ⊂δ4,τ4 M4. Further suppose that
Z(M4) =M′4 ∩N4 = Z(N4). (3.13)
Then there exists a projection p4 ∈ Z(M4) such that τ4(p4) ≥ 1 − 2δ24 and M4p4 =
N4p4.
Proof. Consider the basic construction M4 ⊆ N4 ⊆ 〈N4,M4〉 with associated pro-
jection eM4 , and let h ∈ N ′4 ∩ 〈N4,M4〉 be the operator obtained from eM4 by
averaging over the unitary group of N4. By hypothesis, the conditions of Theo-
rem 2.6 are met, and so h ∈ Z(N4) and has spectrum contained in {1} ∪ [0, 2−1].
Let q ∈ Z(N4) = Z(M4) be the spectral projection of h for the eigenvalue 1, and note
that h(1− q) ≤ (1− q)/2. Fix an arbitrary ε > 0 and suppose that
Tr(eM4u(eM4(1− q))u∗) ≥ (2−1 + ε) Tr(eM4(1 − q)) (3.14)
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for all unitaries u ∈ M4. Taking the average leads to
Tr(eM4h(1− q)) ≥ (2−1 + ε) Tr(eM4(1− q)), (3.15)
and so τ4(h(1 − q)) ≥ (2−1 + ε)τ4(1 − q). If q = 1 then we already have N4 = M4;
otherwise the last inequality gives a contradiction and so (3.14) fails for every ε > 0.
The presence of (1 − q) in (3.14) ensures that this inequality fails for a unitary uε ∈
N4(1− q). Thus
Tr(eM4uε(eM4(1− q))u∗ε) < (2−1 + ε) Tr(eM4(1− q)) (3.16)
for each ε > 0. Define a unitary in N4 by vε = q + uε. By hypothesis,
δ24 ≥ ‖q + uε − EM4(q + uε)‖22,τ4 = ‖(I − EM4)(uε)‖22,τ4
= ‖uε‖22,τ4 − ‖EM4(uε)‖22,τ4 = τ4(1− q)− τ4(EM4(uε)u∗ε)
= τ4(1− q)− Tr(eM4uεeM4(1− q)u∗ε)
≥ τ4(1− q)− (2−1 + ε)τ4(1− q), (3.17)
where we have used (3.16) and the fact that q ∈ Z(M4) = Z(〈N4,M4〉). Letting
ε→ 0 in (3.17), we obtain τ4(q) ≥ 1− 2δ24 .
Define p4 = q ∈ Z(M4). The basic construction for M4p4 ⊆ N4p4 is obtained
from the basic construction for M4 ⊆ N4 by cutting by the central projection q. Since
hq = q, it follows that N4p4 =M4p4, completing the proof.
We now summarize these lemmas.
Theorem 3.5. Let N be a von Neumann algebra with a unital faithful normal trace
τ , let M be a von Neumann subalgebra, and let δ be a positive number in the interval
(0, (23)−1/2). If N ⊂δ,τ M, then there exists a projection p ∈ Z(M′ ∩ N ) such that
τ(p) ≥ 1− 23δ2 and Mp = pNp.
Proof. We apply the previous four lemmas successively to cut by projections until the
desired conclusion is reached. Each projection has trace at least a fixed proportion of
the trace of the previous one, so the estimates in these lemmas combine to give
τ(p) ≥ (1− δ21)(1 − 4δ22)(1 − 16δ23)(1− 2δ24), (3.18)
where the δi’s satisfy the relations
δ21 = δ
2, δ22 =
δ21
1− δ21
, δ23 =
δ22
1− 4δ22
, δ24 =
δ23
1− 16δ23
. (3.19)
Substitution of (3.19) into (3.18) gives τ(p) ≥ 1− 23δ2.
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Remark 3.6. The assumption that δ < (23)−1/2 in Theorem 3.5 guarantees that the
δi’s in the lemmas fall in the correct ranges. This theorem is still true, but vacuous,
for δ ≥ (23)−1/2. The constant 23 can be improved under additional hypotheses by
joining the sequence of lemmas at a later point. If the inclusionM⊆ N , N ⊂δ M also
satisfies the hypotheses of Lemmas 3.2, 3.3 or 3.4 then 23 can be replaced respectively
by 22, 18 or 2. 
For the case when the larger algebra is a factor, the estimate in Theorem 3.5 can
be considerably improved.
Theorem 3.7. Let N be a type II1 factor with a unital faithful normal trace τ , letM be
a von Neumann subalgebra, and let δ be a positive number in the interval (0, (2/5)1/2).
If N ⊂δ,τ M, then there exists a projection p ∈ M′∩N with τ(p) ≥ 1− δ2/2 such that
Mp = pNp.
Proof. Let q ∈ M′ ∩N be a projection with τ(q) ≥ 1/2. Then 1− q is equivalent in N
to a projection e ≤ q. Let v ∈ N be a partial isometry such that vv∗ = e, v∗v = 1− q.
Let w = v + v∗ ∈ N and note that ‖w‖ = 1 and EM(w) = 0. Then
‖w − EM(w)‖22,τ = ‖v + v∗‖22 = 2τ(1 − q), (3.20)
so we must have 2τ(1 − q) ≤ δ2, or τ(q) ≥ 1− δ2/2. On the other hand, if τ(q) ≤ 1/2
then this argument applies to 1 − q, giving τ(q) ≤ δ2/2. Thus the range of the trace
on projections in M′ ∩ N is contained in [0, δ2/2] ∪ [1− δ2/2, 1].
By Zorn’s lemma and the normality of the trace, there is a projection p ∈ M′ ∩N
which is minimal with respect to the property of having trace at least 1−δ2/2. We now
show that p is a minimal projection in M′ ∩ N . If not, then p can be written p1 + p2
with τ(p1), τ(p2) > 0. By choice of p, we see that τ(p1), τ(p2) ≤ δ2/2. It follows that
1− δ2/2 ≤ τ(p) = τ(p1) + τ(p2) ≤ δ2, (3.21)
which contradicts δ2 < 2/5. Thus p is minimal in M′ ∩ N , so Mp has trivial relative
commutant in pNp. Let τ1 be the normalized trace τ(p)−1τ on pNp. Then pNp ⊂δ1,τ1
Mp, where δ1 = δ(1 − δ2/2)−1/2 < 2−1/2.
We have now reached the situation of a subfactor inclusion P ⊆ Q, Q ⊂δ P for a
fixed δ < 2−1/2 and P ′ ∩ Q = C1. Since
Q′ ∩ 〈Q,P〉 = J(P ′ ∩ Q)J = C1, (3.22)
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the operator h obtained from averaging eP over unitaries in Q is λ1 for some λ > 0.
By Proposition 2.4 (ii) and (iii), we have 1 − λ ≤ δ2 < 1/2 and λ = λ2Tr(1), yielding
Tr(1) = 1/λ < 2. Thus [Q : P] < 2, so Q = P from [7]. Applying this to Mp ⊆ pNp,
we conclude equality as desired.
19
4 Estimates in the ‖ · ‖2-norm
This section establishes some more technical results which will be needed subse-
quently. Throughout N is a finite von Neumann algebra with a unital faithful normal
trace τ and A is a general von Neumann subalgebra.
Lemma 4.1. Let w ∈ N have polar decomposition w = vk, where k = (w∗w)1/2, and
let p = v∗v and q = vv∗ be the initial and final projections of v. If e ∈ N is a projection
satisfying ew = w, then
(i) ‖p− k‖2 ≤ ‖e− w‖2; (4.1)
(ii) ‖e− q‖2 ≤ ‖e− w‖2; (4.2)
(iii) ‖e− v‖2 ≤ 2‖e − w‖2. (4.3)
Proof. The first inequality is equivalent to
τ(p + k2 − 2pk) ≤ τ(e+ w∗w − w − w∗), (4.4)
since ew = w, and (4.4) is in turn equivalent to
τ(w + w∗) ≤ τ(e− p+ 2k), (4.5)
since pk = k from properties of the polar decomposition. The map x 7→ τ(k1/2xk1/2)
is a positive linear functional whose norm is τ(k). Thus
|τ(w)| = |τ(w∗)| = |τ(vk)| = |τ(k1/2vk1/2)| ≤ τ(k). (4.6)
The range of e contains the range of w, so e ≥ q. Thus
τ(e) ≥ τ(q) = τ(p), (4.7)
and so (4.5) follows from (4.6), establishing (i).
The second inequality is equivalent to
τ(q − 2eq) ≤ τ(w∗w − ew − w∗e)
= τ(k2 − w − w∗). (4.8)
Since eq = q, this is equivalent to
τ(w + w∗) ≤ τ(k2 + q) = τ(p+ k2). (4.9)
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From (4.6)
τ(w + w∗) ≤ 2 τ(k) = τ(p+ k2 − (k − p)2) ≤ τ(p+ k2), (4.10)
which establishes (4.9) and proves (ii).
The last inequality is
‖e− v‖2 ≤ ‖e− vk‖2 + ‖v(k − p)‖2
≤ ‖e− w‖2 + ‖k − p‖2 ≤ 2‖e− w‖2, (4.11)
by (i).
The next result gives some detailed properties of the polar decomposition (see [2]).
Lemma 4.2. Let A be a von Neumann subalgebra of N and let φ : A → N be a
normal ∗-homomorphism. Let w have polar decomposition
w = v(w∗w)1/2 = (ww∗)1/2v, (4.12)
and let p = v∗v, q = vv∗. If
φ(a)w = wa, a ∈ A, (4.13)
then
(i) w∗w ∈ A′ and ww∗ ∈ φ(A)′; (4.14)
(ii) φ(a)v = va and φ(a)q = vav∗ for all a ∈ A; (4.15)
(iii) p ∈ A′ ∩ N and q ∈ φ(A)′ ∩N . (4.16)
Proof. If a ∈ A, then
w∗wa = w∗φ(a)w = (φ(a∗)w)∗w
= (wa∗)∗w = aw∗w, (4.17)
and so w∗w ∈ A′. The second statement in (i) has a similar proof.
Let f be the projection onto the closure of the range of (w∗w)1/2. Since w∗ =
(w∗w)1/2v∗, the range of w∗ is contained in the range of f , and so f ≥ p by Lemma 2.3(i).
For all x ∈ N and a ∈ A,
φ(a)v(w∗w)1/2x = φ(a)wx = wax
= v(w∗w)1/2ax = va(w∗w)1/2x, (4.18)
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since (w∗w)1/2 ∈ A′ by (i). Thus
φ(a)vf = vaf, a ∈ A, (4.19)
which reduces to
φ(a)v = va, a ∈ A, (4.20)
since f ∈ V N((w∗w)1/2) ⊆ A′, and
v = vp = vpf = vf. (4.21)
This proves the first statement in (ii). The second is immediate from
φ(a)q = φ(a)vv∗ = vav∗, a ∈ A. (4.22)
The proof of the third part is similar to that of the first, and we omit the details.
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5 Homomorphisms on subalgebras
In this section we consider two close subalgebras B0 and B of a type II1 factor N .
Our objective is to cut each algebra by a projection of large trace in such a way that
the resulting algebras are spatially isomorphic by a partial isometry which is close to
the identity. The proof of this involves unbounded operators on L2(N , τ), so we begin
with a brief discussion of those operators which will appear below. A general reference
for the basic facts about unbounded operators is [10, section 5.6].
When 1 ∈ N is viewed as an element of L2(N , τ) we will denote it by ξ, and then
xξ is the vector in L2(N , τ) corresponding to x ∈ N . We then have a dense subspace
N ξ ⊆ L2(N , τ). For each η ∈ L2(N , τ), we may define a linear operator ℓη with
domain N ξ by
ℓη(xξ) = Jx
∗Jη, x ∈ N . (5.1)
If η happens to be yξ for some y ∈ N , then ℓη coincides with y, but in general ℓη is
unbounded. For x, y ∈ N , we have
〈ℓηxξ, yξ〉 = 〈Jx∗Jη, yξ〉 = 〈x∗Jη, Jyξ〉
= 〈JyJξ, x∗Jη〉 = 〈xξ, Jy∗JJη〉, (5.2)
and so ℓη has a densely defined adjoint which agrees with ℓJη on N ξ. Thus each ℓη
is closable, and we denote the closure by Lη. The operators that we consider will all
have domains containing N ξ, so it will be convenient to adopt the notation S .= T to
mean that S and T agree on N ξ. This frees us from having to identify precisely the
domain of each particular operator. We note that all unbounded operators arising in
the next result are affiliated with N , and thus any bounded operators obtained from
the functional calculus will lie in N .
The following lemma will form part of the proof of Theorem 5.2. Looking ahead,
we will need to draw certain conclusions from (5.29); for reasons of technical simplicity
we consider the adjoint of this equation below.
Lemma 5.1. Let B0 and B be von Neumann subalgebras of N , and let A be a von
Neumann subalgebra of B0 whose identity is not assumed to be that of B0. Suppose that
there exist W ∈ 〈N ,B〉 and a ∗-homomorphism θ : A → B such that aW =Wθ(a) for
a ∈ A and such that WeB = W . Then there exists a partial isometry w ∈ N with the
following properties:
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(i) w∗aw = θ(a)w∗w, a ∈ A;
(ii) ‖1 − w‖2,τ ≤ 2‖eB −W‖2,Tr;
(iii) ‖1 − p′‖2,τ ≤ ‖eB −W‖2,Tr, where p′ = w∗w ∈ θ(A)′ ∩ N ;
(iv) if q1 ∈ N and q2 ∈ B are projections such that q1W =W =Wq2 then q1w = w =
wq2.
Proof. Let η = Wξ ∈ L2(N , τ). We will first show that aLη .= Lηθ(a) for a ∈
A. Since span{N eBN} is weakly dense in 〈N ,B〉, we may choose, by the Kaplansky
density theorem, a sequence {yn}∞n=1 from span{N eBN} converging toW in the strong∗
topology. Since W = WeB, we also have that yneB → W in this topology, and each
yneB has the form wneB for wn ∈ N , since eBN eB = BeB by Lemma 2.1. We also note
that eB commutes with each θ(a) ∈ B, and that eBξ = ξ. Then, for a ∈ A, x ∈ N ,
aLηxξ = aJx
∗Jη = Jx∗JaWeBξ
= Jx∗JWeBθ(a)ξ = lim
n→∞Jx
∗JwneBθ(a)ξ
= lim
n→∞Jx
∗JwnJθ(a∗)Jξ = lim
n→∞Jx
∗JJθ(a∗)JwneBξ
= Jx∗JJθ(a∗)JWξ = Lηθ(a)xξ, (5.3)
establishing that aLη
.
= Lηθ(a). Let T = |Lη|, and let Lη = wT be the polar decom-
position of Lη, where w is a partial isometry mapping the closure of the range of T to
the closure of the range of Lη. Then
awT
.
= wTθ(a), a ∈ A. (5.4)
Let p′ = w∗w, the projection onto the closure of the range of T . Then p′T .= T and
(5.4) becomes
w∗awT .= Tθ(a), a ∈ A. (5.5)
For each n ∈ N, let en ∈ N be the spectral projection of T for the interval [0, n]. Then
each en commutes with T and so we may multiply on both sides of (5.5) by en to obtain
enw
∗awenenTen = enTenenθ(a)en, a ∈ A, (5.6)
where enTen ∈ N is now a bounded operator. When a ≥ 0, (5.6) implies that (enTen)2
commutes with enθ(a)en, and thus so also does enTen. It follows that
enw
∗awTen = enθ(a)Ten, a ∈ A, n ≥ 1. (5.7)
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For m ≤ n, we can multiply on the left by em and then let n→∞ to obtain that
emw
∗awζ = emθ(a)ζ, a ∈ A, ζ ∈ RanT. (5.8)
Now let m→∞ to deduce that w∗aw and θ(a) agree on RanT , and consequently that
w∗aw = w∗aww∗w = θ(a)w∗w = θ(a)p′, a ∈ A, (5.9)
since p′ = 1 on RanT . This establishes (i), and by taking a ≥ 0 in (5.9), it is clear
that p′ ∈ θ(A)′ ∩ N . We now turn to the norm estimates of (ii) and (iii).
On [0,∞), define continuous functions fn for n ≥ 1 by fn(t) = χ[0,n](t)+nt−1χ(n,∞)(t),
and let hn = fn(T ) ∈ N be the associated operators arising from the functional cal-
culus. These functions were chosen to have the following properties: they form an
increasing sequence with pointwise limit 1, each fn dominates a positive multiple of
each χ[0,m], and each tfn(t) is a bounded function. Thus {hn}∞n=1 increases strongly to
1 and each Thn is a bounded operator and thus in N . The range of each hn contains
the range of each em, and so Lηhn and Lη have identical closures of ranges for every
n ≥ 1. Thus w is also the partial isometry in the polar decomposition Lηhn = wThn,
n ≥ 1. The point of introducing the hn’s is to reduce to the case of bounded operators
where we can now apply Lemma 4.1 to obtain
‖1 − w‖2,τ ≤ 2‖1− Lηhn‖2,τ , ‖1− p′‖2,τ ≤ ‖1− Lηhn‖2,τ , (5.10)
for all n ≥ 1. For each b ∈ B,
Lηbξ = Jb
∗JWξ = lim
n→∞Jb
∗JwneBξ = lim
n→∞wneBJb
∗Jξ =Wbξ, (5.11)
using that eB commutes with both b and J . Thus LηeB = WeB = W and, since
ww∗Lη
.
= Lη, we also have ww
∗W =W . Returning to (5.10), we obtain
‖1− Lηhn‖2,τ = ‖eB − LηhneB‖2,Tr = ‖eB − wThneB‖2,Tr
= ‖eB − whnTeB‖2,Tr = ‖eB − whnw∗LηeB‖2,Tr
= ‖eB − whnw∗WeB‖2,Tr. (5.12)
Since Tr is normal we may let n → ∞ in this last equation, giving limn→∞ ‖1 −
Lηhn‖2,τ = ‖eB − W‖2,Tr. The inequalities of (ii) and (iii) now follow by letting
n→∞ in (5.10). We now establish (iv).
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Let q1 ∈ N be such that q1W =W . For each x ∈ N ,
Lη(xξ) = Jx
∗JWξ = Jx∗Jq1Wξ = q1Jx∗JWξ (5.13)
and so q1 is the identity on the closure of the range of Lη which is also the range of w.
Thus q1w = w.
Now suppose that q2 ∈ B is such that Wq2 = W . By replacing q2 by 1 − q2, we
may prove the equivalent statement that wq2 = 0 follows from Wq2 = 0. Then
0 =Wq2 =WeBq2 =Wq2eB = Lηq2eB = wTq2eB. (5.14)
Multiply by enw
∗ to obtain enTq2eB = 0. Since enT ∈ N , it follows from Lemma 2.1
that enTq2 = 0 for all n ≥ 1. Then q2Ten = 0 for all n ≥ 1, and letting n increase,
we find that q2 annihilates the closure of the range of T which is also the range of w
∗.
Thus q2w
∗ = 0 and so wq2 = 0, completing the proof.
The following is the main result of this section. We will also state two variants
which give improved estimates under stronger hypotheses.
Theorem 5.2. Let δ > 0, let B0 and B be von Neumann subalgebras of a type II1 factor
N with unital faithful normal trace τ , and suppose that ‖EB−EB0‖∞,2 ≤ δ. Then there
exist projections q0 ∈ B0, q ∈ B, q′0 ∈ B′0 ∩ N , q′ ∈ B′ ∩ N , p′0 = q0q′0, p′ = qq′, and a
partial isometry v ∈ N such that vp′0B0p′0v∗ = p′Bp′, vv∗ = p′, v∗v = p′0. Moreover, v
can be chosen to satisfy ‖1− v‖2,τ ≤ 69δ, ‖1− p′‖2,τ ≤ 35δ and ‖1 − p′0‖2,τ ≤ 35δ.
Under the additional hypothesis that the relative commutants of B0 and B are re-
spectively their centers, the projections may be chosen so that p′0 ∈ B0 and p′ ∈ B.
Proof. We assume that δ < (35)−1, otherwise we may take v = 0. Let eB be the Jones
projection for the basic construction B ⊆ N ⊆ 〈N ,B〉 and let h ∈ B′0 ∩ 〈N ,B〉 be
the operator obtained from averaging eB over the unitary group of B0 (see Proposition
2.4). If we denote by e the spectral projection of h for the interval [1/2,1], then
e ∈ B′0 ∩ 〈N ,B〉 and ‖eB − e‖2,Tr ≤ 2δ, by Corollary 2.5. Then
eB0 = eB0e ⊆ e〈N ,B〉e. (5.15)
Consider x ∈ e〈N ,B〉e with ‖x‖ ≤ 1. Since eB〈N ,B〉eB = BeB, there exists b ∈ B,
‖b‖ ≤ 1, such that eBxeB = beB. Then
‖x− EB0(b)e‖22,Tr = ‖(x− EB0(b))e‖22,Tr
= ‖(x− EB0(b))eeB‖22,Tr + ‖(x− EB0(b))e(1 − eB)‖22,Tr (5.16)
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and we estimate these terms separately. For the first, we have
‖(x− EB0(b))eeB‖2,Tr = ‖e(x− EB0(b))eB‖2,Tr
≤ ‖e(x− EB(b))eB‖2,Tr + ‖e(EB(b)− EB0(b))eB‖2,Tr
≤ ‖e(x− eBxeB)eB‖2,Tr + δ
= ‖e(e − eB)(xeB)‖2,Tr + δ
≤ ‖e− eB‖2,Tr + δ ≤ 3δ. (5.17)
For the second term in (5.16), we have
‖(x− EB0(b))e(1 − eB)‖22,Tr = ‖(x− EB0(b))e(e − eB)‖22,Tr
≤ ‖x− EB0(b)‖2‖e− eB‖22,Tr
≤ 16δ2. (5.18)
Substituting (5.17) and (5.18) into (5.16) gives
‖x− EB0(b)e‖22,Tr ≤ 25δ2. (5.19)
Hence e〈N ,B〉e ⊂5δ,Tr B0e. Since ‖e− eB‖22,Tr ≤ 4δ2, it follows that
1 + 4δ2 ≥ Tr(e) ≥ 1− 4δ2. (5.20)
If we now define a unital trace on e〈N ,B〉e by τ1 = Tr(e)−1 Tr, then e〈N ,B〉e ⊂ε,τ1 B0e
where ε = 5δ(1 − 4δ2)−1/2. By Theorem 3.5, there exists a projection f ∈ (B0e)′ ∩
e〈N ,B〉e with τ1(f) ≥ 1− 23ε2 such that B0f = f〈N ,B〉f (since ef = f).
Let V ∈ 〈N ,B〉 be the partial isometry in the polar decomposition of eBf , so that
eBf = (eBfeB)1/2V . The inequality ‖V − eB‖2,Tr ≤
√
2 ‖eB − f‖2,Tr is obtained from
[3] or Lemma 2.3 (iv), and we estimate this last quantity. We have
‖eB − f‖22,Tr = Tr(eB + f − 2eBf)
= Tr(eB + e− 2eBe− (e− f) + 2eB(e− f))
= ‖eB − e‖22,Tr +Tr(2eB(e− f)− (e− f))
≤ ‖eB − e‖22,Tr +Tr(e− f) ≤ 4δ2 + 23ε2Tr(e)
≤ 4δ2 + (23)(25)δ2(1 + 4δ2)/(1 − 4δ2) (5.21)
so ‖V −eB‖2,Tr ≤
√
2 δ1 where δ
2
1 is the last quantity above. Then V V
∗ ∈ eB〈N ,B〉eB =
BeB, and V ∗V ∈ f〈N ,B〉f = B0f , by the choice of f . Thus there exist projections
p0 ∈ B0, p ∈ B so that
V ∗V = p0f, V V ∗ = peB. (5.22)
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If z ∈ Z(B0) is the central projection corresponding to the kernel of the homomorphism
b0 7→ b0f on B0, then by replacing p0 by p0(1 − z), we may assume that p0b0p0 = 0
whenever p0b0p0f = 0. Since p0(1 − z)f = p0f , (5.22) remains valid and we note that
the following relations (and their adjoints) hold:
V = V p0 = V f = pV = eBV. (5.23)
Define Θ: p0B0p0 → 〈N ,B〉 by
Θ(b0) = V b0V
∗, b0 ∈ p0B0p0. (5.24)
We will show that Θ is a *–isomorphism onto pBpeB. Now peBV = V from (5.23), so
the range of Θ is contained in peB〈N ,B〉eBp = pBpeB. Since
V ∗Θ(b0)V = p0fb0p0f, b0 ∈ p0B0p0, (5.25)
from (5.22), the choice of p0 shows that Θ has trivial kernel. The map is clearly
self–adjoint, and we check that it is a homomorphism. For p0b0p0, p0b1p0 ∈ p0B0p0,
Θ(p0b0p0)Θ(p0b1p0) = V p0b0p0V
∗V p0b1p0V ∗ = V p0b0p0fp0b1p0V ∗
= V fp0b0p0b1p0V
∗ = Θ(p0b0p0b1p0), (5.26)
using V f = V . Finally we show that Θ maps onto pBpeB. Given b ∈ B, let
x = V ∗pbpeBV = p0V ∗pbpeBV p0 ∈ p0f〈N ,B〉fp0 = p0B0p0f. (5.27)
Then x has the form p0b0p0f for some b0 ∈ B0. Thus
Θ(p0b0p0) = V p0b0p0V
∗ = V p0b0p0fV ∗
= V xV ∗ = V V ∗pbpeBV V ∗
= peBpbpeBpeB = pbpeB, (5.28)
and this shows surjectivity. Thus Θ: p0B0p0 → pBpeB is a surjective *–isomorphism,
and so can be expressed as Θ(p0b0p0) = θ(p0b0p0)eB where θ : p0B0p0 → pBp is a
surjective *–isomorphism. From the definitions of these maps,
V b0 = θ(b0)V, b0 ∈ p0B0p0. (5.29)
If we take the adjoint of this equation then we are in the situation of Lemma 5.1 with
W = V ∗ and A = p0B0p0. We conclude that there is a partial isometry v ∈ N (the w∗
of the previous lemma) such that
vb0v
∗ = θ(b0)vv∗, b0 ∈ p0B0p0. (5.30)
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Then clearly the projection p′ = vv∗ commutes with θ(p0B0p0) = pBp, and it lies under
p from Lemma 5.1 (iv) since pV = V . Thus p′ ∈ (pBp)′ ∩ pNp.
Now consider the projection p′0 = v
∗v. Since V p0 = V , it follows from Lemma 5.1
(iv) that vp0 = v, and thus p
′
0 lies under p0. From (5.29), we have
p′0b0p
′
0 = v
∗θ(b0)v, b0 ∈ p0B0p0, (5.31)
and the map b0 7→ v∗θ(b0)v is a *-homomorphism on p0B0p0. Thus, for all b0 ∈ p0B0p0,
p′0b0(1− p′0)b∗0p′0 = p′0b0b∗0p′0 − (p′0b0p′0)(p′0b∗0p′0) = 0, (5.32)
from which we deduce that p′0b0(1− p′0) = 0 and that p′0 ∈ (p0B0p0)′. This shows that
p′0 ∈ (p0B0p0)′ ∩ p0Np0.
It remains to estimate ‖1− v‖2,τ . Since
‖V − eB‖2,Tr ≤
√
2 ‖eB − f‖2,Tr ≤
√
2 δ1, (5.33)
from (5.21), we obtain
‖1− v‖2,τ = ‖1− w‖2,τ ≤ 2‖eB −W‖2,Tr = 2‖eB − V ‖2,Tr ≤ 2
√
2δ1, (5.34)
using Lemma 5.1 (ii). The estimate of Lemma 5.1 (iii) gives
‖1− p′‖2,τ ≤ ‖eB −W‖2,Tr ≤
√
2δ1, (5.35)
while a similar estimate holds for ‖1−p′0‖2,τ because p′ and p′0 are equivalent projections
in N .
From the definition of δ1 and the requirement that δ < (35)
−1, we see that
8δ21/δ
2 ≤ (69)2, (5.36)
by evaluating the term (1+4δ2)(1−4δ2)−1 at δ = 1/35. The estimate ‖1−v‖2,τ ≤ 69δ
follows. Then
‖1− p′‖2,τ ≤
√
2 δ1 ≤ (69/2)δ ≤ 35δ (5.37)
with a similar estimate for ‖1 − p′0‖2,τ . The fact that each projection is a product of
a projection from the algebra and one from the relative commutant is clear from the
proof. The last statement of the theorem is an immediate consequence of the first part,
because now the relative commutants are contained in the algebras.
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The estimates in Theorem 5.2, while general, can be substantially improved in
special cases. The next result addresses the case of two close masas.
Theorem 5.3. Let δ > 0, let B0 and B be masas in a type II1 factor N with unital
faithful normal trace τ , and suppose that ‖EB−EB0‖∞,2 ≤ δ. Then there exists a partial
isometry v ∈ N such that v∗v = p0 ∈ B0, vv∗ = p ∈ B, and vB0v∗ = Bp. Moreover v
can be chosen to satisfy ‖1− v‖2,τ ≤ 30δ, ‖1− p‖2,τ ≤ 15δ and ‖1− p0‖2,τ ≤ 15δ.
Proof. We assume that δ < (15)−1, otherwise we may take v = 0. By averaging eB
over B0, we see that there is a projection e0 ∈ B′0∩〈N ,B〉 satisfying ‖e0−eB‖2,Tr ≤ 2δ.
By Lemma 2.2, there exists a central projection z ∈ 〈N ,B〉 such that ze0 and zeB are
equivalent projections in 〈N ,B〉, and ‖ze0 − eB‖2,Tr ≤ 2δ. Let e = ze0 ∈ B′0 ∩ 〈N ,B〉,
and consider the inclusion B0e ⊆ e〈N ,B〉e. Let w ∈ 〈N ,B〉 be a partial isometry such
that e = ww∗, zeB = w∗w. Then wzeB = w, and so
B0e ⊆ e〈N ,B〉e = wzeBw∗〈N ,B〉wzeBw∗ ⊆ wzeBBw∗ (5.38)
and the latter algebra is abelian. The proof now proceeds exactly as in Theorem 5.2,
starting from (5.15) which corresponds to (5.38). The only difference is that having
an abelian inclusion allows us to replace the constant 23 in (5.21) and subsequent
estimates by 4, using Lemma 3.2. This leads to the required estimates on ‖1 − v‖2,τ ,
‖1− p‖2,τ and ‖1− p0‖2,τ .
We now consider the case of two close subfactors of N .
Theorem 5.4. Let δ > 0, let B0 and B be subfactors of N and suppose that
‖EB − EB0‖∞,2 ≤ δ. Then there exist projections q0 ∈ B0, q ∈ B, q′0 ∈ B′0 ∩ N ,
q′ ∈ B′ ∩ N , p0 = q0q′0, p = qq′, and a partial isometry v ∈ N such that vp0B0p0v∗ =
pBp, vv∗ = p, v∗v = p0, and
‖1− v‖2,τ ≤ 13δ, τ(p) = τ(p0) ≥ 1− 67δ2. (5.39)
If, in addition, the relative commutants of B0 and B are both trivial and δ < 67−1/2,
then B and B0 are unitarily conjugate in N .
Proof. We assume that δ < 67−1/2, otherwise take v = 0. The proof is identical to
that of Theorem 5.2 except that we now have an inclusion eB0e ⊆ e〈N ,B〉e of factors.
Our choice of δ allows us a strict upper bound of (2/5)−1/2 on the ε which appears
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immediately after (5.20). Thus the estimate of Theorem 3.7 applies, which allows us
to replace 23 by 1/2 in (5.21). This gives
8δ21/δ
2 ≤ 145 < 169 (5.40)
and the estimates of (5.39) follow.
If the relative commutants are trivial then p ∈ B and p0 ∈ B0, so v implements an
isomorphism between pBp and p0B0p0 which then easily extends to unitary conjugacy
between B and B0.
LetR be the hyperfinite type II1 factor, choose a projection p ∈ R with τ(p) = 1−δ,
where δ is small, and let θ be an isomorphism of pRp onto (1 − p)R(1 − p). Let
B0 = {x+θ(x) : x ∈ pRp} and let B have a similar definition but using an isomorphism
φ such that θ−1φ is a properly outer automorphism of pRp. Such an example shows
that the projections from the relative commutants in Theorem 5.4 cannot be avoided.
These results above suggest that it might be possible to obtain similar theorems for
one sided inclusions. By this we mean that if B0 ⊂δ B then there is a partial isometry
which moves some compression of B0 (preferably large) into B. However the following
shows that this cannot be so, even if the two algebras are subfactors with trivial relative
commutant in some factor M, and even if we renounce the requirement that the size
of the compression be large and merely require the compression to be non–zero. In
this respect, note that if there exists a non–zero partial isometry v ∈ M such that
v∗v ∈ B0, vv∗ ∈ B and vB0v∗ ⊆ vv∗Bvv∗, then there would be a unitary u ∈ M
such that uB0u∗ ⊆ B. It is this that we will contradict, by exhibiting II1 subfactors
B0,B ∈ M with trivial relative commutant and B0 ⊂δ B for δ arbitrarily small, but
with no unitary conjugate of B0 sitting inside B. The construction, based on [16], is
given below.
By [16], for each λ < 1/4 there exists an inclusion of factors (N (λ) ⊆ M(λ)) =
(N ⊆ M) with Jones index λ−1 > 4, trivial relative commutant and graph ΓN ,M =
A∞. (Note that in fact by [20] one can take the ambient factor M to be L(F∞), for
all λ < 1/4.) Let e0 ∈ M be a projection such that EN (e0) = λ1 and let N1 ⊆ M
be a subfactor such that N1 ⊆ N ⊆ M is the basic construction for N1 ⊆ N with
Jones projection e0. Then choose a subfactor Q ⊆ M such that (1 − e0) ∈ Q and
(1 − e0)Q(1 − e0) = N1(1 − e0). An easy computation shows that Q ⊂δ(λ) N1, where
δ(λ) = 6λ− 4λ2. Thus, since N1 ⊆ N , we get Q ⊂δ(λ) N as well.
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Proposition 5.5. With the above notation, we have Q ⊂δ(λ) N , with δ(λ) = 6λ−4λ2,
but there does not exist a unitary v ∈M such that vQv∗ ⊆ N .
Proof. Suppose there is a unitary v ∈ M such that vQv∗ ⊆ N1, and let N0 be v∗N v.
Then N0 is an intermediate factor for Q. But the irreducible subfactors in the Jones
tower of a subfactor with Temperley–Lieb–Jones standard lattice do not have interme-
diate subfactors (see, for example, [1]), giving a contradiction.
An alternative argument goes as follows. The basic construction extension algebra
Q′ ∩ 〈M,Q〉 contains the projections eQ and eN0 , which satisfy eQ ≤ eN0 . Their
traces are respectively λ2/(1− λ)2 and λ. But the relative commutant Q′ ∩ 〈M,Q〉 is
isomorphic to C3 and, of the three minimal projections, the only two traces that are
less than 1/2 are
λ2
(1− λ)2 and
λ
1− λ. (5.41)
Since τ(eN0) = λ, the only possibility is to have
τ(eN0) =
λ2
(1− λ)2 +
λ
1− λ =
λ
(1− λ)2 . (5.42)
This is, of course, impossible.
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6 Unitary congugates of masas
In this section we apply our previous work on perturbations of subalgebras to the
particular situation of a masa and a nearby unitary conjugate of it. The main result of
this section is Theorem 6.4. This contains two inequalities which we present separately.
Since we will be working with only one unital trace we simplify notation by replacing
‖ · ‖2,τ by ‖ · ‖2, and we denote by d(x, S) the distance in ‖ · ‖2-norm from an element
x ∈ N to a subset S ⊆ N .
Recall from [14] that the normalizing groupoid G(A) of a masa A in N is the set
of partial isometries v ∈ N such that vv∗, v∗v ∈ A, and vAv∗ = Avv∗. Such a partial
isometry v implements a spatial ∗-isomorphism between Av∗v and Avv∗. By choosing
a normal ∗-isomorphism between the abelian algebras A(1−v∗v) and A(1−vv∗) (both
isomorphic to L∞[0, 1]), we obtain a ∗-automorphism of A satisfying the hypotheses
of Lemma 2.1 of [8]. It follows that v has the form pw∗, where p is a projection in A
and w ∈ N(A) (this result is originally in [6]). The next result will allow us to relate
‖EA − EuAu∗‖∞,2 to the distance from u to N(A).
Proposition 6.1. Let A be a masa in N , let u ∈ N be a unitary and let ε1, ε2 > 0.
Suppose that there exists a partial isometry v ∈ N such that v∗v ∈ A, vv∗ ∈ uAu∗,
vAv∗ = uAu∗vv∗, and
‖v − EuAu∗(v)‖2 ≤ ε1, (6.1)
‖v‖22 ≥ 1− ε22. (6.2)
Then there exists u˜ ∈ N(A) such that
‖u− u˜‖2 ≤ 2(ε1 + ε2). (6.3)
Proof. Let v1 be the partial isometry u
∗v ∈ N . From the hypotheses we see that v∗1v1,
v1v
∗
1 ∈ A and
v1Av∗1 = u∗vAv∗u = u∗uAu∗vv∗u = Av1v∗1 , (6.4)
and so v1 ∈ G(A). It follows from [8] that v1 = pw∗ for some projection p ∈ A and
unitary w∗ ∈ N(A). Thus
vw = up. (6.5)
From (6.1), there exists a ∈ A such that ‖a‖ ≤ 1 and EuAu∗(v) = uau∗. Since A is
abelian, it is isomorphic to C(Ω) for some compact Hausdorff space Ω. Writing b = |a|,
0 ≤ b ≤ 1, there exists a unitary s ∈ A such that a = bs.
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Now (6.2) and (6.5) imply that
‖p‖22 = ‖v‖22 ≥ 1− ε22, (6.6)
and so
‖1− p‖2 = (1− ‖p‖22)1/2 ≤ ε2. (6.7)
It now follows from (6.5) that
‖v − uw∗‖2 = ‖vw − u‖2 = ‖up− u‖2 = ‖1− p‖2 ≤ ε2. (6.8)
From (6.1) and (6.8) we obtain the estimate
‖1− bsu∗w‖2 = ‖uw∗ − ubsu∗‖2 ≤ ‖uw∗ − v‖2 + ‖v − uau∗‖2
≤ ε1 + ε2. (6.9)
Let c = EA(su∗w) ∈ A, ‖c‖ ≤ 1, and apply EA to (6.9) to obtain
‖1− bc‖2 ≤ ε1 + ε2. (6.10)
For each ω ∈ Ω,
| 1− b(ω)c(ω) | ≥ | 1− |b(ω)c(ω)| | ≥ 1− b(ω), (6.11)
from which it follows that
(1− b)2 ≤ (1 − bc)(1 − bc)∗. (6.12)
Apply the trace to (6.12) and use (6.10) to reach
‖1 − b‖2 ≤ ε1 + ε2. (6.13)
Thus
‖a− s‖2 = ‖bs− s‖2 = ‖b− 1‖2 ≤ ε1 + ε2. (6.14)
From (6.1), (6.13) and the triangle inequality,
‖v − usu∗‖2 = ‖v − ubsu∗ + u(b− 1)su∗‖2
= ‖v − EuAu∗(v) + u(b− 1)su∗‖2 ≤ 2ε1 + ε2. (6.15)
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This leads to the estimate
‖u− ws‖2 = ‖su∗w − 1‖2 = ‖usu∗w − u‖2
= ‖usu∗w − up+ u(p − 1)‖2 ≤ ‖usu∗w − up‖2 + ε2
= ‖usu∗w − vw‖2 + ε2 = ‖usu∗ − v‖2 + ε2
≤ 2(ε1 + ε2), (6.16)
using (6.7) and (6.15). Now define u˜ = ws, which is in N(A) since s is a unitary in A.
The last inequality gives (6.3).
The constant 90 in the next theorem is not the best possible. An earlier version of
the paper used methods more specific to masas and obtained the lower estimate 31.
This may be viewed at the Mathematics ArXiv, OA/0111330.
Theorem 6.2. Let A be a masa in a separably acting type II1 factor N , and let u ∈ N
be a unitary. Then
d(u,N(A)) ≤ 90‖(I − EuAu∗)EA‖∞,2 ≤ 90‖EA − EuAu∗‖∞,2. (6.17)
Proof. Define ε to be ‖(I − EuAu∗)EA‖∞,2. If ε = 0 then EA = EuAu∗ and u ∈ N(A),
so there is nothing to prove. Thus assume ε > 0. Let B = uAu∗.
By Proposition 2.4, there exists h ∈ A′ ∩ 〈N ,B〉 satisfying
‖h− eB‖2,Tr ≤ ε. (6.18)
Applying Lemma 4.2 (ii), the spectral projection f of h corresponding to the interval
[1/2,1] lies in A′ ∩ 〈N , eB〉 and satisfies
‖f − eB‖2,Tr ≤ 2ε, (6.19)
(see Corollary 2.5). Theorem 5.3 (with δ replaced by ε) gives the existence of a partial
isometry v ∈ N satisfying
v∗v ∈ A, vv∗ ∈ B = uAu∗, vAv∗ = Bvv∗ = uAu∗vv∗, (6.20)
‖v − EuAu∗(v)‖2 ≤ 30ε, (6.21)
‖v‖22 = τ(vv∗) ≥ 1− (15ε)2. (6.22)
We may now apply Proposition 6.1, with ε1 = 30ε and ε2 = 15ε, to obtain a normalizing
unitary u˜ ∈ N(A) satisfying
‖u− u˜‖2 ≤ 2(30 + 15)ε = 90ε, (6.23)
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and this is the first inequality. The second is simply
‖(I − EuAu∗)EA‖∞,2 = ‖(EA − EuAu∗)EA‖∞,2
≤ ‖EA − EuAu∗‖∞,2, (6.24)
completing the proof.
Lemma 6.3. If A is a von Neumann subalgebra of a type II1 factor N and u ∈ N is
a unitary, then
‖EA − EuAu∗‖∞,2 ≤ 4d(u,N(A)). (6.25)
Proof. Let v ∈ N(A) and define w to be uv∗. Then wAw∗ = uAu∗, so it suffices to
estimate ‖EA − EwAw∗‖∞,2. Let h = 1− w. Then, for x ∈ N , ‖x‖ ≤ 1,
‖EA(x)− EwAw∗(x)‖2 = ‖EA(x)− wEA(w∗xw)w∗‖2
= ‖w∗EA(x)w − EA(w∗xw)‖2
≤ ‖w∗EA(x)w − EA(x)‖2 + ‖EA(x)− EA(w∗xw)‖2
≤ ‖EA(x)w − wEA(x)‖2 + ‖x− w∗xw‖2
= ‖EA(x)h− hEA(x)‖2 + ‖hx− xh‖2
≤ 4‖h‖2 = 4‖1 − uv∗‖2 = 4‖v − u‖2. (6.26)
Taking the infimum of the right hand side of (6.26) over all v ∈ N(A) gives (6.25).
The next theorem summarizes the previous two results.
Theorem 6.4. Let A be a masa in a separably acting type II1 factor N and let u be
a unitary in N . Then
d(u,N(A))/90 ≤ ‖(I − EuAu∗)EA‖∞,2 ≤ ‖EA − EuAu∗‖∞,2 ≤ 4d(u,N(A)). (6.27)
If A is singular, then A is (1/90)-strongly singular.
Proof. The inequalities of (6.27) are proved in Theorem 6.2 and Lemma 6.3. When A
is singular, its normalizer is contained in A, so
‖u− EA(u)‖2 ≤ d(u,N(A)) (6.28)
holds. Then
‖u− EA(u)‖2 ≤ 90‖EA − EuAu∗‖∞,2, (6.29)
proving α-strong singularity with α = 1/90.
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The right hand inequality of (6.27) is similar to
‖EA − EuAu∗‖∞,2 ≤ 4‖u − EA(u)‖2, (6.30)
which we obtained in [22, Prop. 2.1], so u being close to A implies that A and uAu∗
are also close. We remarked in the introduction that there are only two ways in which
‖EA − EuAu∗‖∞,2 can be small, and we now make precise this assertion and justify it.
Theorem 6.5. Let A and B be masas in a separably acting type II1 factor N , and let
δ1, δ2, ε > 0.
(i) If there are projections p ∈ A, q ∈ B and a unitary u ∈ N satisfying
u∗qu = p, u∗qBu = pA, (6.31)
‖u− EB(u)‖2 ≤ δ1 (6.32)
and
tr(p) = tr(q) ≥ 1− δ22, (6.33)
then
‖EA − EB‖∞,2 ≤ 4δ1 + 2δ2. (6.34)
(ii) If ‖EA − EB‖∞,2 ≤ ε, then there are projections p ∈ A and q ∈ B, and a unitary
u ∈ N satisfying
u∗qu = p, u∗qBu = pA, (6.35)
‖u− EB(u)‖2 ≤ 45ε (6.36)
and
tr(p) = tr(q) ≥ 1− (15ε)2. (6.37)
Proof. (i) Let C = u∗Bu. Then
‖EB − EC‖∞,2 ≤ 4δ1, (6.38)
from (6.30). If x ∈ N with ‖x‖ ≤ 1, then
‖EC(x)− EA(x)‖2 ≤ ‖(1 − p)(EC − EA)(x)‖2 + ‖pEC(px)− EA(px)‖2
≤ 2δ2, (6.39)
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since
pC = pu∗Bu = u∗qBu = pA (6.40)
and pEA(p(·)) is the projection onto pA. Then (6.34) follows immediately from (6.38)
and (6.39).
(ii) As in the proofs of Theorem 6.2 and its preceding results Proposition 2.4, Lemma
4.2 and Theorem 5.2, there is a partial isometry v ∈ N satisfying
p = v∗v ∈ A, q = vv∗ ∈ B, v∗qBv = pA, (6.41)
‖v − EB(v)‖2 ≤ 30ε (6.42)
and
tr(p) = tr(q) ≥ 1− (15ε)2. (6.43)
Let w be a partial isometry which implements the equivalence
w∗w = 1− p, ww∗ = 1− q, (6.44)
and let u = v + w. Then u is a unitary in N , since the initial and final projections of
v and w are orthogonal, and
u∗qBu = v∗qBv = pA. (6.45)
Observe that
‖w − EB(w)‖2 ≤ ‖w‖2 = (tr(1− p))1/2 ≤ 15ε, (6.46)
so that the inequality
‖u− EB(u)‖2 ≤ 45ε (6.47)
follows from (6.42) and (6.46).
Remark 6.6. Recall that A ⊂δ B is equivalent to ‖(I − EB)EA‖∞,2 ≤ δ. In [2], Chris-
tensen defined the distance between A and B to be
‖A − B‖2 = max {‖(I − EB)EA‖∞,2, ‖(I − EA)EB‖∞,2}. (6.48)
This quantity is clearly bounded by ‖EA − EB‖∞,2, and the reverse inequality
‖EA − EB‖∞,2 ≤ 3‖A − B‖2 (6.49)
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follows from [22, Lemma 5.2] and the algebraic identity
P −Q = P (I −Q)− (I − P )Q, (6.50)
valid for all operators P and Q. In general, for any x ∈ N , ‖x‖ ≤ 1,
‖(EA − EB)(x)‖22 = 〈EA(x), (EA − EB)(x)〉 − 〈EB(x), (EA − EB)(x)〉
= 〈(I − EB)EA(x), x〉 + 〈(I − EA)EB(x), x〉
≤ ‖(I − EB)EA‖∞,2 + ‖(I − EA)EB‖∞,2, (6.51)
which gives the inequality
‖EA − EB‖∞,2 ≤ (2‖A − B‖2)1/2. (6.52)
Thus the two notions of distance give equivalent metrics on the space of all subalgebras
of N . 
We close with a topological result on the space of masas, in the spirit of [2, 22],
which also follows from results in [18]. We include a short proof for completeness.
Corollary 6.7. The set of singular masas in a separably acting type II1 factor is closed
in the ‖ · ‖∞,2-metric.
Proof. By Theorem 6.4, it suffices to show that those masas, which satisfy (6.29) (with
any fixed α > 0 replacing 90) for all unitaries u ∈ N , form a closed subset. Consider
a Cauchy sequence {An}∞n=1 of masas satisfying (6.28), and fix a unitary u ∈ N . By
[2], the set of masas is closed, so there is a masa A such that lim
n→∞ ‖EAn −EA‖∞,2 = 0.
Then
‖u− EA(u)‖2 ≤ ‖u− EAn(u)‖2 + ‖EAn(u)− EA(u)‖2
≤ α‖EuAnu∗ − EAn‖∞,2 + ‖EAn − EA‖∞,2
≤ α‖EuAnu∗ − EuAu∗‖∞,2 + α‖EuAu∗ − EA‖∞,2 + ‖EAn − EA‖∞,2,
(6.53)
and the result follows by letting n→∞.
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