Lattice paths, lexicographic correspondence and Kazhdan–Lusztig polynomials  by Brenti, Francesco & Incitti, Federico
Journal of Algebra 303 (2006) 742–762
www.elsevier.com/locate/jalgebra
Lattice paths, lexicographic correspondence
and Kazhdan–Lusztig polynomials
Francesco Brenti a, Federico Incitti b,∗
a Università di Roma Tor Vergata, Dipartimento di Matematica,
Via della Ricerca Scientifica 1, 00133 Roma, Italy
b Institut Mittag-Leffler, Auravägen 17, 18260 Djursholm, Sweden
Received 30 June 2005
Available online 9 March 2006
Communicated by Jean-Yves Thibon
Abstract
In this paper we give a new closed formula for the Kazhdan–Lusztig polynomials of finite Coxeter
groups and affine Weyl groups. This formula is computationally more efficient than any existing one,
and it conjecturally holds for all Coxeter groups.
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1. Introduction
In [7] Kazhdan and Lusztig defined, for every Coxeter group W , a family of polynomi-
als, indexed by pairs of elements of W , which have become known as the Kazhdan–Lusztig
polynomials of W . These polynomials are related to the algebraic geometry and topol-
ogy of Schubert varieties, and also play a crucial role in representation theory (see, e.g.,
[6, Chapter 7], [1, Chapter 5], and the references cited in).
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purpose in this paper is to give a new closed formula for them, which is computationally
more efficient than any existing one. This formula holds for finite Coxeter groups and affine
Weyl groups, and it is conjectured to hold for any Coxeter group (see [4]). The new formula
is based on the notion of lexicographic correspondence between Bruhat paths.
The organization of the paper is as follows. Basic definitions and results are collected
in Section 2. In Section 3, we introduce the notion of lexicographic correspondence, we
state the main result and start discussing the computational efficiency of the new formula.
Section 4 is dedicated to the proof of the main result. Finally, in Section 5, we give some
consequences and present an algorithm implementing the new formula, with further con-
siderations about its efficiency.
2. Preliminaries
Let N = {1,2,3, . . .}. For n ∈ N, we set [n] = {1,2, . . . , n} and for n,m ∈ Z, with
nm, we set [n,m] = {n,n+1, . . . ,m}. A lattice path of length k is a map Γ : [0, k] → Z
such that Γ (0) = 0 and |Γ (i) − Γ (i − 1)| = 1, for every i ∈ [k]. We also write (Γ ) = k.
We denote by LP the set of all lattice paths. We set
Neg(Γ ) = {i ∈ [0, k]: Γ (i) < 0},
Z(Γ ) = {i ∈ [0, k]: Γ (i) = 0},
Γ0 =
∣∣{i ∈ [k]: Γ (i) 0}∣∣,
d+(Γ ) =
∣∣{i ∈ [k]: Γ (i)− Γ (i − 1) = 1}∣∣.
Note that Γ ((Γ )) = 2d+(Γ )− (Γ ). In particular, Γ ((Γ )) ≡ (Γ ) (mod 2).
We refer to [6] for basic notions about Coxeter groups. In particular, given a Coxeter
group W , with set of generators S, the set of reflections of W is
T = {wsw−1: w ∈ W, s ∈ S}.
Given w ∈ W , the length of w, denoted by (w), is the minimal k such that w can be
written as a product of k generators. The Bruhat graph of W , denoted by B(W), is the
directed graph having W as vertex set and such that there is an edge u → v if and only if
v = ut , with t ∈ T , and (u) < (v). We label the edge by the reflection t and write
u
t−→ v.
A Bruhat path is a (directed) path in the Bruhat graph of W . The Bruhat order of W is
the partial order induced by the directed graph B(W): given u,v ∈ W , u v in the Bruhat
order if and only if there is Bruhat path from u to v
u = uk → uk−1 → ·· · → u1 → u0 = v.
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function given by the length. Let u,v ∈ W , with u < v. We set (u, v) = (v) − (u) and
denote by B(u, v) the set of all Bruhat paths from u to v. Given Δ ∈ B(u, v), we denote
by (Δ) its length (that is, the number of its edges). Note that (Δ) ≡ (u, v) (mod 2).
We refer to [1, Chapter 4] for the geometric representation of a Coxeter group and to
[1, Section 5.2] for basic notions about reflection orderings. There is a canonical bijection
between the set Φ+ of positive roots associated with W and the set T of reflections. If
we denote by tα the reflection associated with the positive root α, then a total ordering
≺ on T is a reflection ordering if for all α,β ∈ Φ+, with tα ≺ tβ , and λ,μ ∈ R>0 such
that λα + μβ ∈ Φ+, we have tα ≺ tλα+μβ ≺ tβ . Reflection orderings always exist (see
[1, Proposition 5.2.1]). Note that, by definition, if ≺ is a reflection ordering, then ≺r , the
ordering defined by a ≺r b if and only if b ≺ a, is also a reflection ordering.
From now on, let ≺ be a fixed reflection ordering on T . Let u,v ∈ W , with u < v, and
Δ be a Bruhat path from u to v of length k:
Δ = (u = uk tk−→ uk−1 tk−1−→ · · · t2−→ u1 t1−→ u0 = v).
The set of descents of Δ is
Des(Δ) = {i ∈ [k − 1]: ti+1  ti}∪ {k}.
The path Δ is said to be increasing if Des(Δ) = {k}, decreasing if Des(Δ) = [k], and
monotone if it is either increasing or decreasing.
Closed (i.e., nonrecursive) formulas for the Kazhdan–Lusztig polynomials have been
given in [2,3]. For the purposes of this paper, it is convenient to use one of these formulas
as the definition of the polynomials themselves. Let
L(u, v) = {(Γ,Δ) ∈ LP ×B(u, v): (Γ ) = (Δ), Neg(Γ ) = Des(Δ)}. (1)
Note that, by definition, if (Γ,Δ) ∈ L(u, v), then necessarily Γ ((Γ )) < 0. Then, the
family {Pu,v(q)}u,v∈W ⊆ Z[q] of the Kazhdan–Lusztig polynomials can be defined in the
following way (see [2, Theorem 7.3]).
Definition 2.1. Let W be a Coxeter group and let u,v ∈ W , with u < v. Then,
Pu,v(q) =
∑
(Γ,Δ)∈L(u,v)
(−1)Γ0+d+(Γ )q (u,v)+Γ ((Γ ))2 . (2)
In this paper, we will determine, in case W is a finite Coxeter group or an affine Weyl
group, a proper subset M(u,v) of L(u, v) such that
Pu,v(q) =
∑
(−1)Γ0+d+(Γ )q (u,v)+Γ ((Γ ))2
(Γ,Δ)∈M(u,v)
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putational efficiency, and some consequences of the new formula. One of the main tools
that we need is the following result, due to Cellini [4].
Theorem 2.2. Let W be a finite Coxeter group or an affine Weyl group. If t1, t2, . . . , tk ∈ T
are such that t1 ≺ t2 ≺ · · · ≺ tk , then
t1t2 . . . tk 
= e.
In [4], it is conjectured that Theorem 2.2 holds for every Coxeter group. If this conjec-
ture is true, then all the results of this paper also hold for every Coxeter group. In particular,
we will use the following consequence of Theorem 2.2.
Corollary 2.3. Let W be a finite Coxeter group or an affine Weyl group and u,v ∈ W , with
u < v. Let
Δ = (u tk−→ • tk−1−→ · · · t2−→ • t1−→ v) and Δ′ = (u t ′h−→ • t ′h−1−→ · · · t ′2−→ • t ′1−→ v)
be, respectively, any increasing Bruhat path from u to v and any decreasing Bruhat path
from u to v, with (h, k) 
= (1,1). Then
tk ≺ t ′h and t1  t ′1.
Proof. We prove that t1  t ′1, the proof of the other relation being totally symmetric. Sup-
pose t1 ≺ t ′1. Then
tk ≺ tk−1 ≺ · · · ≺ t2 ≺ t1 ≺ t ′1 ≺ t ′2 ≺ · · · ≺ t ′h−1 ≺ t ′h.
But utktk−1 . . . t2t1 = v = ut ′ht ′h−1 . . . t ′2t ′1, thus tktk−1 . . . t2t1t ′1t ′2 . . . t ′h−1t ′h = e, which is in
contradiction with Theorem 2.2. 
3. Main result
Let W be a Coxeter group and u,v ∈ W , with u < v. It is well known (see, e.g., [5]) that
the number of paths from u to v of length k which are increasing with respect to a given
reflection ordering ≺ does not depend on the choice of ≺. In particular, this number is the
same for the two orderings ≺ and ≺r . Thus, for a fixed reflection ordering ≺, denoting
by B≺k (u, v) and B k (u, v) the sets of Bruhat paths of length k which are, respectively, in-
creasing and decreasing, with respect to ≺, we have |B≺k (u, v)| = |B k (u, v)|. This allows
us to give the following.
Definition 3.1. Identify every Bruhat path with its sequence of labels and totally order
B≺k (u, v) and B k (u, v) lexicographically, according to ≺. Let Δ and Δ′ be the r th Bruhat
paths, respectively, in B≺k (u, v) and in B k (u, v), with r ∈ [|B≺k (u, v)|]. Then Δ′ is said to
be the lexicographic correspondent of Δ and conversely.
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Lexicographic correspondence for (u, v) = (12345,42531)
Length Increasing paths Decreasing paths
7 (12,13,14,23,34,35,45) ←→ (45,35,34,25,24,15,12)
5 (12,13,14,23,35) ←→ (35,25,24,15,12)
(12,14,24,35,45) ←→ (45,34,25,15,12)
(13,14,34,35,45) ←→ (45,35,34,15,14)
3 (13,14,35) ←→ (35,15,14)
(14,35,45) ←→ (45,34,15)
When W is the symmetric group Sn, it is known that the reflections are the transpositions
and that a reflection ordering on them is the lexicographic ordering. For example, for u =
12345 and v = 42531 ∈ S5, all the increasing and decreasing Bruhat paths from u to v are
listed in Table 1, where, for simplicity, a path is denoted by the sequence of its labels and
the transposition (i, j) is denoted by ij . In the table, the matching between lexicographic
correspondents is shown.
Going back to the general set up, let (Γ,Δ) ∈ L(u, v), with
Δ = (u = uk tk−→ uk−1 tk−1−→ · · · t2−→ u1 t1−→ u0 = v).
Let Z(Γ ) = {z0, z1, . . . , zr }, with 0 = z0 < z1 < · · · < zr . For every j ∈ [r], let Δj be
the subpath of Δ going from uzj to uzj−1 . Note that, by the definitions of L(u, v) and
Des(Δ), every subpath Δj is either increasing or decreasing. For every j ∈ [r], let Δ′j be
the lexicographic correspondent of Δj and let Δ′ be the Bruhat path from u to v obtained
from Δ by substituting every Δj with Δ′j . Suppose
Δ′ = (u = u′k t ′k−→ u′k−1 t ′k−1−→ · · · t ′2−→ u′1 t ′1−→ u′0 = v).
Note that u′i = ui if and only if i ∈ [zr , k] or i = zj , for j ∈ [0, r]. For every j ∈ [r], let
ϕj (Γ ) : [0, k] → Z be the lattice path defined by
ϕj (Γ )(i) =
{−Γ (i), if i ∈ [zj−1, zj ],
Γ (i), otherwise
and let ϕj (Δ) be the Bruhat path from u to v obtained from Δ by substituting the subpath
Δj with Δ′j . Note that ϕj (ϕj (Γ )) = Γ and ϕj (ϕj (Δ)) = Δ for all j ∈ [r]. An exam-
ple of pair (Γ,Δ) ∈ L(u, v), with the action of ϕj , is shown in Fig. 1. Note that the pair
(ϕj (Γ ),ϕj (Δ)) is not necessarily in L(u, v). In next section we will give precise condi-
tions for this to happen.
As the picture suggests, it is useful to identify the element ui with the point (i,Γ (i)) and
the edge ui → ui−1 with the segment from (i − 1,Γ (i − 1)) to (i,Γ (i)), for i ∈ [(Δ)], so
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that the same pictorial object represents simultaneously Γ and Δ. Now, let j ∈ [0, r]. We
associate with the zero zj certain reflections:
(a, b) =
{
(t ′zj+1, tzj+1), if Γ (zj + 1) > 0,
(tzj+1, t ′zj+1), if Γ (zj + 1) < 0
(3)
and, if j ∈ [r],
(c, d) =
{
(tzj , t
′
zj
), if Γ (zj − 1) > 0,
(t ′zj , tzj ), if Γ (zj − 1) < 0.
(4)
With the identification ui ≡ (i,Γ (i)) just described, the reflections a, b, c and d label the
edges of the lattice path as illustrated in Fig. 2: the situation is the same for all the zeroes,
except for z0 = 0 and zr .
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Fig. 3. The four types of zeroes.
The following remark is a consequence of Corollary 2.3. Note that Cellini’s result is
used only here in the article. Nevertheless, its application is crucial in the definitions that
follow and hence, implicitly, in the proof of the main result.
Remark 3.2. We have a ≺ b, for j ∈ [0, r − 1], and c ≺ d , for j ∈ [r].
For j ∈ [r − 1], the type of zj is the symbol T ∈ {V,D,U,P } defined by
T =
⎧⎪⎪⎨⎪⎪⎩
V, if Γ (zj − 1) > 0 < Γ (zj + 1),
D, if Γ (zj − 1) > 0 > Γ (zj + 1),
U, if Γ (zj − 1) < 0 < Γ (zj + 1),
P, if Γ (zj − 1) < 0 > Γ (zj + 1),
(5)
as illustrated in Fig. 3.
Now, let σ = σ1σ2σ3σ4 be the only permutation of {a, b, c, d} (written in one-line
notation) such that σ1 ≺ σ2 ≺ σ3 ≺ σ4. For each type, since zj /∈ Des(Δ), only certain
permutations σ can occur:
T = V ⇒ b ≺ c ⇒ σ ∈ {abcd},
T = D ⇒ a ≺ c ⇒ σ ∈ {abcd, acbd, acdb},
T = U ⇒ b ≺ d ⇒ σ ∈ {abcd, acbd, cabd},
T = P ⇒ a ≺ d ⇒ σ ∈ {abcd, acbd, acdb, cabd, cadb}.
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in (5) and
s =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, if σ = abcd ,
2, if σ = acbd ,
3, if σ = acdb,
4, if σ = cabd ,
5, if σ = cadb.
(6)
Thus, we have
Λ(zj ) ∈ {V1,D1,D2,D3,U1,U2,U4,P1,P2,P3,P4,P5}.
For z0 = 0, we set
Λ(z0) =
{
V1, if Γ (1) > 0,
D1, if Γ (1) < 0
(7)
and, for zr , we set
Λ(zr) =
⎧⎨⎩
D1, if Γ (zr − 1) > 0,
P1, if Γ (zr − 1) < 0 and a = b ≺ c,
P4, if Γ (zr − 1) < 0 and c ≺ a = b.
Finally, the word associated with (Γ,Δ) ∈ L(u, v) is defined by
Λ(Γ,Δ) = Λ(z0)Λ(z1) . . .Λ(zr ).
The set of all possible words that can arise in this way will be described in detail later.
Now, we define the set M(u,v), mentioned in the previous section. We start with defining
a set of forbidden factors:
F = {V1,U4} ∪ {D1,P4}{U1,P1,P2,P3}, (8)
where AB = {ab: a ∈ A,b ∈ B}. Then, we set
M(u,v) = {(Γ,Δ) ∈ L(u, v): Λ(Γ,Δ) does not contain any factor in F}. (9)
The following is the main result of this paper.
Theorem 3.3. Let W be a finite Coxeter group or an affine Weyl group and u,v ∈ W , with
u < v. Then
Pu,v(q) =
∑
(Γ,Δ)∈M(u,v)
(−1)Γ0+d+(Γ )q (u,v)+Γ ((Γ ))2 . (10)
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out that formula (10) provides a more efficient way of computing the Kazhdan–Lusztig
polynomials, compared to the other known closed formulas for them (namely, formula (2)
and [2, Theorem 4.1]). In fact, [2, Theorem 4.1] involves a summation over all multichains
from u to v, whereas (2) involves a summation over Bruhat paths (hence, a special kind of
chains). In order to compare formulas (2) and (10), we start with showing that M(u,v) is
always a proper subset of L(u, v). In fact, we have the following.
Lemma 3.4. Let (Γ,Δ) ∈ M(u,v). Then, Γ (1) = −1, hence 1 ∈ Des(Δ).
Proof. It follows from definition (7), since Λ(Γ,Δ) contains no V1. 
By Lemma 3.4, all the pairs (Γ,Δ) ∈ L(u, v) with 1 /∈ Des(Δ) do not belong
to M(u,v). Thus, M(u,v) is properly contained in L(u, v). Indeed, we claim that the
set M(u,v) is in general much smaller than L(u, v). To get an idea of how many of the
summands in (2) “survive” in (10), we start with comparing the sets of all possible words
associated with pairs (Γ,Δ) in the two sets L(u, v) and M(u,v). We set
L(u, v) = {Λ(Γ,Δ): (Γ,Δ) ∈ L(u, v)},
M(u, v) = {Λ(Γ,Δ): (Γ,Δ) ∈ M(u,v)}.
Note that L(u, v) is a regular language on the alphabet
{V1,D1,D2,D3,U1,U2,U4,P1,P2,P3,P4,P5}. (11)
In fact, the language L(u, v) is generated by the finite automatonA schematically shown in
Fig. 4, where, for simplicity, each directed edge represents the complete directed bipartite
graph from all the vertices in its tail to all those in its head.
On the other hand, the set M(u, v), subset of L(u, v), is still a regular language on
the alphabet (11), generated by the finite automaton B schematically shown in Fig. 5. The
words in L(u, v) andM(u, v) are then in bijection with the paths from S(tart) to E(nd) in
the respective automatons. Let A and B denote the adjacency matrices of the automatons
A and B, respectively. Then, A is given in Table 2 and B is obtained from A by changing
the entries in boxes to zeroes.
We denote by Ln(u, v) and Mn(u, v), for n ∈ N, the sets of words of length n, respec-
tively, in L(u, v) and M(u, v). The sets Ln(u, v) and Mn(u, v) are then in bijection with
the sets of paths of length n+ 1 from S to E in A and B, respectively. Therefore (see, e.g.,
[8, Section 4.7]), we have∣∣Ln(u, v)∣∣= (An+1)S,E and ∣∣Mn(u, v)∣∣= (Bn+1)S,E.
Passing through the Jordan forms of A and B , we get
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Fig. 5. The automaton B generating the languageM(u, v).
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Adjacency matrix of the automaton A
S V1 D1 D2 D3 U1 U2 U4 P1 P2 P3 P4 P5 E
S 0 1 1 0 0 0 0 0 0 0 0 0 0 0
V1 0 1 1 1 1 0 0 0 0 0 0 0 0 0
D1 0 0 0 0 0 1 1 1 1 1 1 1 1 1
D2 0 0 0 0 0 1 1 1 1 1 1 1 1 0
D3 0 0 0 0 0 1 1 1 1 1 1 1 1 0
U1 0 1 1 1 1 0 0 0 0 0 0 0 0 0
U2 0 1 1 1 1 0 0 0 0 0 0 0 0 0
U4 0 1 1 1 1 0 0 0 0 0 0 0 0 0
P1 0 0 0 0 0 1 1 1 1 1 1 1 1 1
P2 0 0 0 0 0 1 1 1 1 1 1 1 1 0
P3 0 0 0 0 0 1 1 1 1 1 1 1 1 0
P4 0 0 0 0 0 1 1 1 1 1 1 1 1 1
P5 0 0 0 0 0 1 1 1 1 1 1 1 1 0
E 0 0 0 0 0 0 0 0 0 0 0 0 0 0
∣∣Ln(u, v)∣∣= 1208(13 − 3√13 )(3 + √13 )n+1 + 1208(13 + 3√13 )(3 − √13 )n+1,∣∣Mn(u, v)∣∣= 180(25 − 11√5 )(3 + √5 )n+1 + 180(25 + 11√5 )(3 − √5 )n+1.
In particular,
lim
n→∞
∣∣Mn(u, v)∣∣/∣∣Ln(u, v)∣∣= 0
and the rate of convergence is exponential. This is strong indication of the fact that the set
M(u,v) itself is exponentially smaller than L(u, v), as (u, v) → ∞, and we conjecture
that this is the case. Further considerations about the computational efficiency of a formula
closely related to (10) will be made in the last section.
4. Proofs
In this section we give a proof of Theorem 3.3. The notation is the same as in the
previous section. Let (Γ,Δ) ∈ L(u, v) and Z(Γ ) = {z1, . . . , zr }, with z1 < · · · < zr . We
start with describing for which j ∈ [r] we have (ϕj (Γ ),ϕj (Δ)) ∈ L(u, v).
Proposition 4.1. Let j ∈ [r] be such that Δj is increasing. Then(
ϕj (Γ ),ϕj (Δ)
) ∈ L(u, v).
Proof. We have to show that Neg(ϕj (Γ )) = Des(ϕj (Δ)). Since (Γ,Δ) ∈ L(u, v),
for i ∈ [(Γ )] \ [zj−1, zj ], we have i ∈ Neg(ϕj (Γ )) if and only if i ∈ Des(ϕj (Δ)). For
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It remains to check that zj−1, zj /∈ Des(ϕj (Δ)). Since Δj is increasing, we have
Λ(zj−1) ∈ {V1,U1,U2,U4} and Λ(zj ) ∈ {V1,D1,D2,D3}.
Let a, b, c and d be the reflections associated with zj , as defined in (3) and (4). If
Λ(zj ) = V1, then b ≺ c ≺ d . And if Λ(zj ) ∈ {D1,D2,D3}, then a ≺ c ≺ d . In both cases,
it follows that zj /∈ Des(ϕj (Δ)). The reasoning for zj−1 is similar. 
Proposition 4.2. Let j ∈ [r] be such that Δj is decreasing. Then(
ϕj (Γ ),ϕj (Δ)
) ∈ L(u, v) ⇔ Λ(zj−1) ∈ {D1,P1,P2,P4} and
Λ(zj ) ∈ {U1,P1,P2,P3}.
Proof. Reasoning as in the proof of Proposition 4.1, we only have to check that zj−1, zj /∈
Des(ϕj (Δ)). Since Δj is decreasing, we have
Λ(zj−1) ∈ {D1,D2,D3,P1,P2,P3,P4,P5} and
Λ(zj ) ∈ {U1,U2,U4,P1,P2,P3,P4,P5}.
Let a, b, c and d be the reflections associated with zj . If Λ(zj ) = Us , then
zj /∈ Des
(
ϕj (Δ)
) ⇔ b ≺ c ⇔ s = 1.
And if Λ(zj ) = Ps , then
zj /∈ Des
(
ϕj (Δ)
) ⇔ a ≺ c ⇔ s ∈ {1,2,3}.
The reasoning for zj−1 is similar. 
We can now prove the main result of this paper.
Proof of Theorem 3.3. Fix  ∈ [(u, v)], with  ≡ (u, v) (mod 2), γ ∈ [], with
γ ≡  (mod 2) and Z ⊆ [0, ] ∩ 2Z, with 0 ∈ Z. We set
L˜,γ,Z(u, v) =
{
(Γ,Δ) ∈ L(u, v) \M(u,v): (Γ ) = , Γ () = −γ, Z(Γ ) = Z}.
We will prove that ∑
(Γ,Δ)∈L˜,γ,Z(u,v)
(−1)Γ0 = 0. (12)
This implies our result, since, from Eq. (2), we have
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∑
(Γ,Δ)∈M(u,v)
(−1)Γ0+d+(Γ )q (u,v)+Γ ((Γ ))2
+
∑
(,γ,Z)
(−1) −γ2 q (u,v)−γ2
∑
(Γ,Δ)∈L˜,γ,Z(u,v)
(−1)Γ0 .
Note that in any word Λ(Γ,Δ) associated with a pair (Γ,Δ) ∈ L(u, v), a V1 or a U4 are
necessarily followed by a character in {V1,D1,D2,D3}. Then, if we set
G = {V1,U4}{V1,D1,D2,D3} ∪ {D1,P4}{U1,P1,P2,P3},
the set M(u,v) can be written as follows:
M(u,v) = {(Γ,Δ) ∈ L(u, v): Λ(Γ,Δ) does not contain any 2-factor in G}.
Now, let (Γ,Δ) ∈ L˜,γ,Z(u, v) and let Λ(Γ,Δ) = Λ0Λ1 . . .Λr . We define
p = min{j ∈ [r]: Λj−1Λj ∈ G}
and
Φ(Γ,Δ) = (ϕp(Γ ),ϕp(Δ)).
We prove Eq. (12) by showing that Φ is an involution of L˜,γ,Z(u, v) and that it is sign-
reversing. By the definition of ϕj (Γ ), we have
(−1)(ϕp(Γ ))0 = −(−1)Γ0 .
Thus, we only need to show that
Φ(Γ,Δ) ∈ L˜,γ,Z(u, v) and Φ
(
Φ(Γ,Δ)
)= (Γ,Δ).
First of all, we show that
Φ(Γ,Δ) ∈ L(u, v). (13)
Let Λ(Φ(Γ,Δ)) = Λ′0Λ′1 . . .Λ′r . If Δp is decreasing, then ϕp(Δp) is increasing and
(13) follows directly from Proposition 4.1. If Δp is increasing, then ϕp(Δp) is decreas-
ing and (13) is a consequence of Proposition 4.2. In fact, Λp−1Λp ∈ G and Δp in-
creasing imply Λp−1 ∈ {V1,U4} and Λp ∈ {V1,D1,D2,D3}, thus Λ′p−1 ∈ {D1,P4} and
Λ′p ∈ {U1,P1,P2,P3}.
Secondly, we have (ϕp(Γ )) = , ϕp(Γ )() = −γ and Z(ϕp(Γ )) = Z.
Thirdly, note that Λ′j = Λj , for every j ∈ [p − 2]. So, by the definition of p, we have
Λ′ Λ′ /∈ G, for j ∈ [p − 2]. We will prove that Λ′ Λ′p ∈ G and that, if p  2, thenj−1 j p−1
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2-factor of Λ(Φ(Γ,Δ)) in G, so that
Φ
(
Φ(Γ,Δ)
)= (ϕp(ϕp(Γ )), ϕp(ϕp(Δ)))= (Γ,Δ).
There are four cases to consider.
(1) Λp−1 = V1 and Λp ∈ {V1,D1,D2,D3}. Then, Λ′p−1 = D1 and Λ′p ∈ {U1,P1,P2,P3},
so Λ′p−1Λ′p ∈ G. Assume that Λ′p−2Λ′p−1 ∈ G. Then, Λp−2 = Λ′p−2 ∈ {V1,U4}, thus
Λ′p−2Λ′p−1 ∈ G, and this contradicts the definition of p.
(2) Λp−1 = D1 and Λp ∈ {U1,P1,P2,P3}. Then, Λ′p−1 = V1 and Λ′p ∈ {V1,D1,D2,D3},
so Λ′p−1Λ′p ∈ G. Assume that Λ′p−2Λ′p−1 ∈ G. Then, Λp−2 = Λ′p−2 ∈ {V1,U4}, thus
Λ′p−2Λ′p−1 ∈ G, and this contradicts the definition of p.
(3) Λp−1 = U4 and Λp ∈ {V1,D1,D2,D3}. Then, Λ′p−1 = P4 and Λ′p ∈ {U1,P1,P2,P3},
so Λ′p−1Λ′p ∈ G. Assume that Λ′p−2Λ′p−1 ∈ G. Then, Λp−2P4 ∈ G, which is a contra-
diction.
(4) Λp−1 = P4 and Λp ∈ {U1,P1,P2,P3}. Then, Λ′p−1 = U4 and Λ′p ∈ {V1,D1,D2,D3},
so Λ′p−1Λ′p ∈ G. Assume that Λ′p−2Λ′p−1 ∈ G. Then, Λp−2U4 ∈ G, which is a contra-
diction.
This completes the proof of Eq. (12) and hence of the theorem. 
5. Consequences
In this section we discuss some consequences of the formula given in Theorem 3.3.
First of all, we show that the conditions in the set M(u,v), defined in (9), can essentially
be reduced to restrictions on the Bruhat paths, with a simple condition on the lattice paths
paired with them.
Let W be a Coxeter group and u,v ∈ W , with u < v. Let Δ ∈ B(u, v):
Δ = (u = uk tk−→ uk−1 tk−1−→ · · · t2−→ u1 t1−→ u0 = v).
The set of ascents of Δ is
Asc(Δ) = {i ∈ [k − 1]: ti+1 < ti}∪ {0}.
We also distinguish between internal ascents:
0
Asc (Δ) = {i ∈ [k − 1]: [i − 1, i + 1] ⊆ Asc(Δ)},
and boundary ascents:
∂Asc(Δ) = Asc(Δ)∖ 0Asc (Δ).
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sarily ∂Asc(Δ) ⊆ Z(Γ ) ⊆ Asc(Δ), and it is possible that Z(Γ ) 
= ∂Asc(Δ). So, since
Z(Γ ) ⊂ 2Z, there exists a lattice path Γ such that (Γ,Δ) ∈ L(u, v) if and only if
∂Asc(Δ) ⊂ 2Z. If this happens we say that the path Δ is even. We denote by EB(u, v)
the set of all even paths from u to v. Note that the set L(u, v), defined in (1), can be
decomposed as follows:
L(u, v) =
⋃
Δ∈EB(u,v)
{
Γ ∈ LP: (Γ ) = (Δ)
Neg(Γ ) = Des(Δ)
}
× {Δ}.
We will show that a similar decomposition holds for the set M(u,v).
One of the crucial advantages of M(u,v) over L(u, v), besides the fact that it is much
smaller, is that if (Γ,Δ) ∈ M(u,v) then Z(Γ ) only depends on Δ, which is not the case if
(Γ,Δ) ∈ L(u, v). In fact, we have the following.
Proposition 5.1. Let (Γ,Δ) ∈ M(u,v). Then Z(Γ ) = ∂Asc(Δ).
Proof. For all zj ∈ Z(Γ ), with j ∈ [r], we have zj ∈
0
Asc (Δ) if and only if Λ(zj ) = V1.
But, since (Γ,Δ) ∈ M(u,v), Λ(Γ,Δ) contains no V1. Also note that, by definition,
z0 = 0 ∈ ∂Asc(Δ). Thus, zj ∈ ∂Asc(Δ) for every j ∈ [0, r]. 
Note that the definitions of Λ(zj ) and Λ(Γ,Δ), given in Section 3, only depend on
the set Z = Z(Γ ) and on Δ. Moreover, by Proposition 5.1, given (Γ,Δ) ∈ M(u,v), the
set Z(Γ ) is only determined by Δ. These facts suggest to define the word associated with
Δ ∈ EB(u, v) by
Λ(Δ) = Λ(Γ,Δ),
where Γ is any lattice path such that (Γ,Δ) ∈ L(u, v) and Z(Γ ) = ∂Asc(Δ). Then, we
say that Δ is suitable if Λ(Δ) does not contain any factor in the set F , defined in (8). We
denote by SB(u, v) the set of all suitable paths from u to v.
An example is illustrated in Table 3. Here, using the same notation as in Table 1, all the
paths in EB(u, v), for u = 1234 and v = 3421 ∈ S4, are listed. Then, for each Δ ∈ EB(u, v),
the path Δ′ (as defined in Section 3), the set ∂Asc(Δ) and the word Λ(Δ) are indicated. The
suitable paths are marked, and, for those which are not suitable, the leftmost occurrence in
Λ(Δ) of a factor in F is underlined. It turns out that, among the 30 even paths, only 7 are
suitable.
In general, the set M(u,v) can be decomposed as follows:
M(u,v) =
⋃
Δ∈SB(u,v)
⎧⎪⎨⎪⎩Γ ∈ LP:
(Γ ) = (Δ)
Neg(Γ ) = Des(Δ)
Z(Γ ) = ∂Asc(Δ)
⎫⎪⎬⎪⎭× {Δ}. (14)
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Even and suitable paths for (u, v) = (1234,3421)
Δ Δ′ ∂Asc(Δ) Λ(Δ) Suitable
(12,13,24) (12,24,13) {0,2} V1D1
(12,24,13) (12,13,24) {0,2} D1P1
(13,24,34) (13,34,23) {0,2} V1D1
(13,34,23) (13,24,34) {0,2} D1P1
(23,24,14) (23,12,24) {0,2} D1P4 √
(24,14,13) (24,14,13) {0} D1 √
(34,23,14) (34,23,14) {0} D1 √
(12,13,23,24,34) (12,34,24,23,13) {0,4} V1D1
(12,13,23,34,23) (12,23,12,24,34) {0,2,4} D1U1D1
(12,23,12,24,34) (12,13,23,34,23) {0,2,4} V1D1P1
(12,23,12,34,23) (12,13,23,24,34) {0,2,4} D1P1P1
(12,23,24,34,13) (12,34,23,14,34) {0,2,4} D1U4D1
(12,34,14,23,34) (12,13,34,24,23) {0,2,4} V1D3P1
(12,34,14,24,23) (12,13,34,23,34) {0,2,4} D1P3P1
(12,34,23,34,13) (12,23,24,14,34) {0,2,4} D1P4P1
(12,34,24,23,13) (12,13,23,24,34) {0,4} D1P1
(23,13,12,24,34) (23,13,12,34,23) {0,2} V1D1
(23,13,12,34,23) (23,13,12,24,34) {0,2} D1P1
(23,24,13,14,34) (23,13,24,34,13) {0,2,4} V1D2P4
(23,24,13,34,13) (23,13,24,14,34) {0,2,4} D1P2P4
(23,34,12,23,34) (23,12,34,24,23) {0,2,4} V1D3P4
(23,34,12,24,23) (23,12,34,23,34) {0,2,4} D1P3P4
(23,34,14,23,13) (23,13,34,12,23) {0,2,4} D1P5P4 √
(23,34,23,14,13) (23,12,23,24,34) {0,4} D1P4 √
(34,23,13,14,34) (34,23,13,34,13) {0,2} V1D1
(34,23,13,34,13) (34,23,13,14,34) {0,2} D1P1
(34,24,12,23,34) (34,24,12,24,23) {0,2} V1D1
(34,24,12,24,23) (34,24,12,23,34) {0,2} D1P1
(34,24,14,23,13) (34,24,14,12,23) {0,2} D1P4 √
(34,24,23,14,13) (34,24,23,14,13) {0} D1 √
Now, let Δ ∈ SB(u, v), with
Δ = (u = uk tk−→ uk−1 tk−1−→ · · · t2−→ u1 t1−→ u0 = v).
Let ∂Asc(Δ) = {z0, z1, . . . , zr}, with 0 = z0 < z1 < · · · < zr . For every j ∈ [r], let Δj be
the subpath of Δ going from uzj to uzj−1 . Then, every subpath Δj is either increasing or
decreasing. Moreover, there are no two consecutive subpaths Δj and Δj+1 which are both
increasing. Also, let Δr+1 be the subpath of Δ going from u to uzr . Since, by definition,
(Δ) ∈ Des(Δ), the subpath Δr+1, that might consist of one single edge, is decreasing. We
set
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and dec(Δ) = |Dec(Δ)|. Also, set hΔ = (Δr+1) and αj = (Δj )/2, for j ∈ [r]. Let Cn =
1
n+1
(2n
n
)
be the nth Catalan number, with C0 = 1. We define the Catalan constant of Δ by
cΔ =
r∏
j=1
Cαj−1.
Finally, for h ∈ P, consider the family of polynomials {Fh(q)}h∈P, defined by
Fh(q) =
(h−1)/2∑
d=0
h− 2d
h
(
h
d
)
(−q)d .
Then, we have the following.
Corollary 5.2. Let W be a finite Coxeter group or an affine Weyl group and u,v ∈ W , with
u < v. Then
Pu,v(q) =
∑
Δ∈SB(u,v)
(−1) (Δ)−hΔ2 +dec(Δ)cΔq
(u,v)−hΔ
2 FhΔ(q). (15)
Proof. It follows from Eq. (10), by considering the decomposition of M(u,v) given in
(14) and counting all possible Γ that can be paired with a given Δ. First of all, note that
for every (Γ,Δ) ∈ L(u, v) we have
Γ0 = (Γ )−
∣∣Neg(Γ )∣∣= (Δ)− ∣∣Des(Δ)∣∣= (Δ)− hΔ − ∑
j∈Dec(Δ)
(2αj − 1),
thus (−1)Γ0 = (−1)dec(Δ). Then, starting from (10), we get
Pu,v(q) =
∑
Δ∈SB(u,v)
(−1) (Δ)−hΔ2 +dec(Δ)q (u,v)−hΔ2
∑
Γ ∈LP
(Γ,Δ)∈M(u,v)
(−q) hΔ+Γ ((Γ ))2 .
Now, recall that the number of lattice paths Γ from (0,0) to (2n,0) with Γ (i)  0 for
all i ∈ [0,2n] (Dyck paths) is Cn (see, e.g., [9, Corollary 6.2.3]) and the number of those
such that Γ (i) > 0 for all i ∈ [1,2n − 1] (lifted Dyck paths) is Cn−1. Also, the number
of lattice paths Γ from (0,0) to (h,−h + 2d) with Γ (i) < 0 for all i ∈ [h] (skew Dyck
paths) is h−2d
h
(
h
d
) (see, e.g., [9, Exercise 6.20]). For (Γ,Δ) ∈ M(u,v), Λ(Γ,Δ) contains
no V1. Then, to every Δj in Δ corresponds in Γ a lifted Dyck path, and to the path Δr+1
corresponds a skew Dyck path. Thus,
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Generating suitable paths: main function
generateMonotonePaths (u, v) → (numMonotonePaths [z,w, ],
increasingPaths [z,w, ] [k],
decreasingPaths [z,w, ] [k])
function generateSuitablePaths (u, v)
answer := ∅
for i from 2 to (u, v)− 1 by 2 do
for z ∈ [u,v] with (v, z) = i do
for  from i to 1 by −2 do
for k from 1 to numMonotonePaths [z, v, ] do
incPath := increasingPaths [z, v, ] [k]
decPath := decreasingPaths [z, v, ] [k]
firstChar := D1
Δ := decPath
c := label on the edge from z in incPath
d := label on the edge from z in decPath
recursiveSuitablePaths (u, z, firstChar, c, d) → recPaths
for recPath ∈ recPaths do
answer := answer union (recPath, Δ)
end for (recPath)
end for (k)
end for ()
end for (z)
end for (i)
for  from (u, v) to 1 by −2 do
for k from 1 to numMonotonePaths [u,v, ] do
Δ := decreasingPaths [u,v, ] [k]
answer := answer union Δ
end for (k)
end for ()
return answer
end function
∑
Γ ∈LP
(Γ,Δ)∈M(u,v)
(−q) hΔ+Γ ((Γ ))2 =
(hΔ−1)/2∑
d=0
∑
Γ ∈LP
(Γ,Δ)∈M(u,v)
Γ ((Γ ))=−hΔ+2d
(−q)d = cΔFhΔ(q)
and the result follows. 
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Generating suitable paths: recursive function
function recursiveSuitablePaths (u, v, precChar, c, d)
answer := ∅
for i from 2 to (u, v) by 2 do
for z ∈ [u,v] with (v, z) = i do
for  from i to 1 by −2 do
for k from 1 to numMonotonePaths [z, v, ] do
incPath := increasingPaths [z, v, ] [k]
decPath := decreasingPaths [z, v, ] [k]
a := label on the edge towards v in decPath
b := label on the edge towards v in incPath
newPaths := switch
case precChar ∈ {U1,U2} : {decPath}
case precChar /∈ {U1,U2} : {decPath, incPath}
end switch
for Δ ∈ newPaths do
if (precChar ∈ {U1,U2} and not a ≺ c) or
(precChar /∈ {U1,U2} and Δ = incPath and not b ≺ d) or
(precChar /∈ {U1,U2} and Δ = decPath and not a ≺ d) then break
end if
σ := reordering permutation of {a, b, c, d}
s := as in equation (6)
newChar := switch
case precChar ∈ {U1,U2} : Ds
case precChar /∈ {U1,U2} and Δ = incPath : Us
case precChar /∈ {U1,U2} and Δ = decPath : Ps
end switch
if newChar = U4 or (precChar, newChar) ∈F then break end if
newc := label on the edge from z in incPath
newd := label on the edge from z in decPath
recursiveSuitablePaths (u, z, newChar , newc, newd) → recPaths
for recPath ∈ recPaths do
answer := answer union (recPath, Δ)
end for (recPath)
end for (Δ)
end for (k)
end for ()
end for (z)
end for (i)
. . .
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. . .
for  from (u, v) to 1 by −2 do
for k from 1 to numMonotonePaths [u,v, ] do
Δ := decreasingPaths [z, v, ] [k]
a := label on the edge towards v in Δ
if (precChar ∈ {U1,U2} and not a ≺ c) or
(precChar /∈ {U1,U2} and not a ≺ d) then break
end if
newChar := switch
case precChar∈ {U1,U2} : D1
case precChar/∈ {U1,U2} and a ≺ c : P1
case precChar/∈ {U1,U2} and c ≺ a : P4
end switch
if (precChar, newChar)∈F then break end if
answer := answer union Δ
end for (k)
end for ()
return answer
end function
About the efficiency of formula (15), note that the considerations concerning the com-
parison between the sets M(u,v) and L(u, v), discussed at the end of Section 3, can be
transferred to the sets SB(u, v) and EB(u, v). Moreover, the computational advantage of
formula (15) is also guaranteed by the fact that there is an efficient algorithm for gener-
ating all the suitable paths between two elements u and v, without first generating all the
Bruhat paths from u to v.
We present this algorithm, using a metaprogramming language, in Tables 4 and 5.
The main function is described in Table 4. It calls a recursive function, described in Ta-
ble 5. The algorithm requires a preliminary call to the function generateMonotonePaths
(u, v), which returns the array numMonotonePaths, whose [z,w, ]-entry is the num-
ber of monotone Bruhat paths from z to w of length , for every z,w ∈ [u,v], with
z < w, either z = u or (z, v) even, and (w,v) even, and for every  ∈ [(z,w)],
with  ≡ (z,w) (mod 2), and the arrays increasingPaths and decreasingPaths, whose
[z,w, ]-entries are the arrays of the Bruhat paths from z to w of length , which
are, respectively, increasing and decreasing, both ordered by the lexicographic or-
der. Thus, for k from 1 to numMonotonePaths [z,w, ], the paths increasingPaths
[z,w, ] [k] and decreasingPaths [z,w, ] [k] are lexicographic correspondents of each
other.
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