Microarray experiments generate massive amounts of data, necessitating innovative algorithms to distinguish biologically relevant information from noise. Because the variability of gene expression data is an important factor in determining which genes are differentially expressed, analysis techniques that take into account repeated measurements are critically important. Additionally, the selection of informative genes is typically done by searching for the individual genes that vary the most across conditions. Yet because genes tend to act in groups rather than individually, it may be possible to glean more information from the data by searching specifically for concerted behavior in a set of genes. Applying a symbolic transformation to the gene expression data allows the detection overrepresented patterns in the data, in contrast to looking only for genes that exhibit maximal differential expression. These challenges are approached by introducing an algorithm based on a new symbolic representation that searches for concerted gene expression patterns; furthermore, the symbolic representation takes into account the variance in multiple replicates and can be applied to long time series data. The proposed algorithm's ability to discover biologically relevant signals in gene expression data is exhibited by applying it to three datasets that measure gene expression in the rat liver.
Introduction

I
n recent years, microarrays have become indispensable tools in molecular biology because of their ability to quantitatively measure the expression of thousands of genes at the same time (Brown and Botstein, 1999) . Their prominence and utility has grown with the increased computational power available to researchers and the development of the field of bioinformatics. The analysis of gene expression data from microarray experiments is a dynamic field; diversity in experimental design and in statistical methods has produced myriad different computational algorithms to make sense of the extremely high dimensional data. As microarray technology becomes more common and cost-effective (Bryant et al., 2004) , experiments have gotten larger. This means not only that sampling is done at higher frequencies and for longer periods of time; but also, researchers are including more repeated measurements in their experiments to enhance the reliability of their results. These trends necessitate new innovations from the computational domain so that we can fully exploit the added information from more thorough experiments. To meet this challenge, existing algorithms need to be modified and new approaches must be developed.
The primary goal in the analysis of gene expression data is separating biologically relevant signals from the underlying biological and experimental noise inherent in microarray experiments. Multiple biological replicates are necessary to produce reproducible, statistically significant results in microarray experiments (Churchill, 2002) . Although averaging together multiple measurements does greatly improve accuracy relative to using just a single measurement (Lee et al., 2000) , all information about the variance in the replicates is lost in the averaging. With this in mind, many methods have been proposed for analyzing gene expression data, typically by assigning each gene a score and setting a cutoff at an acceptable error rate Storey and Tibshirani, 2003; Tusher, 2001) . However, these types of methods do not account for the fact that genes do not act as independent features; rather, their behaviors are often highly correlated (Storey et al., 2007; Wolfe et al., 2005) . Incorporating this knowledge into the analysis of gene expression data may lead to more biologically relevant insights. Thus, clustering methods are commonly applied when studying gene expression data.
Traditional clustering methods, such as k-means or hierarchical clustering (Eisen et al., 1998) , can be used on gene expression data. But for time course data, they are not ideal because they ignore the sequential nature of the data collection (Ernst et al., 2005) . For this reason, there is interest in methods of searching for temporal patterns in the data; this type of analysis is particularly well suited for time course gene expression data because it searches for groups of genes with similar dynamics over time, which are likely biologically relevant.
Analysis on the level of expression patterns rather than individual genes can be accomplished by assigning the genes into a large yet finite number of categories, depending on the gene's trajectory; this process is called discretization, and the result is a symbolic representation of each gene. A symbolic representation is desirable because it allows the discovery of patterns in the data (genes with the same or similar symbolic representations) instead of limiting the analysis to looking only at differential expression in individual genes. By transforming each point in the time series into a discrete symbol, the statistical analysis becomes more straightforward. Other advantages of symbolic representations include noise reduction and computational efficiency.
The discretization of time series data has been thoroughly discussed in the literature, with applications in virtually all fields of science and engineering (Daw et al., 2003) . The procedure generally consists of setting a number of cutoffs and assigning different symbols to values falling in different partitions. The symbols can then be temporally ordered, resulting in a sequence of symbols. Alternatively, one symbol can be used to represent more than one time point, further temporally discretizing the data.
A popular example of a symbolic representation is the Symbolic Aggregate approXimation (SAX) (Lin et al., 2007) . SAX has been applied to gene expression data through SLINGSHOTS , which selects informative motifs from gene expression data based on the symbolic representation. However, because of preprocessing steps required before the symbolic transformation, it does not take into account the magnitude of change in gene expression and the variance in multiple replicates. These limitations are important because gene expression data is notoriously noisy, particularly at low expression values.
When studying time course gene expression data, it is natural to desire a symbolic representation that has only three possible symbols, reflecting the most intuitive possible responses of genes to stimuli: upregulation, downregulation, and no regulation. Unlike SLINGSHOTS , Trajectory Clustering (Phang et al., 2003) transforms time series microarray data into a symbolic representation that takes into account multiple replicates and the magnitude of gene expression changes. However, it can only be applied to short time series data (five time points or less) before the number of clusters explodes exponentially and becomes unmanageable.
Symbolic discretization is similar to the idea behind Short Time-series Expression Miner (STEM) , which groups genes into a predefined set of clusters and selects the informative clusters based on their p-values. However, STEM was designed to only function on short time series (approximately eight time points or less), whereas all of the datasets considered in this article contain between 11 and 18 time points.
Bayesian approaches have also been proposed toward significance testing in gene expression data (Angelini et al., 2007) . In the context of clustering, Bayesian clustering of curves approaches gene expression data with the goal of searching for patterns in the data rather than searching for individual genes, similar to symbolic methods. In Heard et al. (2006) , this technique is applied to gene expression data to find underlying patterns in the data. However, other than discarding large clusters that do not vary greatly, they do not extend their method to quantitatively determining which clusters are most significant, which is of importance for studying biological data. Furthermore, the discrete nature of symbolic representations is appealing because of the high levels of noise inherent in gene expression data .
To overcome these issues with existing methods, this article proposes a new symbolic representation that takes advantage of all of the available experimental data, rather than averaging measurements together; this symbolic representation is presented in conjunction with a procedure to identify statistically significant patterns in the data. This new symbolic representation is simple, intuitive, and effective. The method's ability to discover biologically relevant signals is illustrated by running it on three different datasets, all of which are from time course experiments measuring gene expression in the rat liver. Two datasets concerning corticosteroid treatment are considered: one follows the response to an acute dosage ( Jin et al., 2003) , whereas the other dataset contains the response to a constant drug infusion . The third dataset explores the normal circadian rhythm in rats that are exposed only to regular light=dark cycling .
Materials and Methods
Clustering and selection algorithm
The proposed algorithm consists of a very fine-grained clustering on the data followed by the selection of statistically significant clusters, as shown in Figure 1 . This is accomplished by first filtering the data with a permissive ANOVA ( p-value ¼ 0.05) so that further steps are only con-
FIG. 1.
Flowchart showing the steps involved in the proposed algorithm.
240
SCHEFF ET AL.
sidering varying data with relatively consistent measurements. Then, the time course expression values for each probe set are discretized into a sequence of symbols, with each unique sequence representing a different motif. The motifs that represent significantly more probe sets than expected by random chance are selected and called informative.
Symbolic representation
A critically important component of the proposed algorithm is the initial step of transforming the data into a symbolic representation. A symbolic transformation of time course data is generally performed by breaking up the domain into regions and assigning a different symbol to points that are in different regions. The data points that are used to represent one symbol are called a word, the range of possible symbols is known as the alphabet, a complete sequence of symbols for a feature (probe set) is called a motif, and the number of probe sets represented by each distinct motif is that motif's population.
In SLINGSHOTS , the original symbolic transformation is based on the SAX algorithm (Lin et al., 2007) . Briefly, it is performed by averaging the replicates together; normalizing those average values so each probe set has the same standard deviation; setting breakpoints such that each symbol has an equal probability of being selected for random data; and ordering the symbols temporally to create motifs . This symbolic representation is not ideal for gene expression data because when the replicates are averaged, all knowledge about the accuracy of those measurements is lost. Furthermore, when the expression values are normalized, the magnitude of the differential gene expression is ignored, potentially amplifying small changes in gene expression. Ideally, all of this information should be retained and used to create more refined motifs.
The ultimate goal of a symbolic representation is to assign different symbols to points with very different values. The variance in the repeated measurements is a key factor in determining how different two sets of measurements really are, so it makes sense that an ideal symbolic representation would take this information into account. Our proposed symbolic representation accomplishes this while retaining the simplicity of the original method.
Each dataset contains measurements of thousands of genes at several different time points with several repeated measurements. Thus, consider g i, j as a vector that contains the expression values for all of the replicates of probe set i at time point j; then, the length of the vector g i, j is the number of repeated measurements. The proposed symbolic representation transforms each adjacent pair of g i, j and g i, jþ1 into a discrete symbol s i, [j,jþ1] , where [j, j þ 1] represents the time interval between two adjacent points j and j þ 1.
To achieve this symbolic transformation, for each probe set a t-test is taken between the replicates at all adjacent time points. This is possible because gene expression data is very close to log-normal (Hoyle et al., 2002) , so taking the log of the data before applying the t-test is sufficient to obtain valid results. The t-tests give t-values that correlate with the direction of differential gene expression, as shown in Figure 2 ; for instance, an increase in gene expression across two time points results in a positive t-value, whereas a decrease results in a negative t-value.
These t-values are discretized into equiprobable symbols by setting appropriate breakpoints. These breakpoints can be determined by using a table of the CDF for the t-distribution with the appropriate degrees of freedom. Or, more generally, the breakpoints can be found by solving the following equation for b, the breakpoint values, where n ¼ 1,2, ... , a -1 is the breakpoint number, a is the alphabet size, G is the gamma function, 2 F 1 is the hypergeometric function, and n is the number of degrees of freedom, which is a function of how many repeated measurements there are.
As with the original method, when random data is used, all sequences of symbols are equiprobable. The symbols s i, [j,jþ1] FIG. 2. Symbolic representation of a gene. On the left are time course gene expression values. The error bars show the standard deviations of repeated measurements. The t-tests are taken between adjacent time points, resulting in the t-values shown on the right. The curve is the t-distribution, which is used to discretize the t-values into three equiprobable symbols labeled Up, Constant, and Down. Note that the six time points are represented by only five symbols because there is one symbol for each interval between adjacent time points.
are defined such that 1 is the lowest symbol, and each subsequent higher symbol is increased by 1.
The proposed symbolic representation depends on two parameters, w and a. w, the word size, defines how many adjacent time points to pool together when taking a t-test. Using a word size of anything besides 1 results in a loss of resolution, so it should only be increased when motifs are sparsely populated. a is the alphabet size, which is a small integer defining how many different symbols to use (or, how many breakpoints to set). The selection of optimal parameter values is discussed in the following section. After the symbolic transformation is complete, each motif can be hashed to a unique integer by effectively converting it from base a to base 10 (Lin et al., 2002) :
In this equation, h i is the hash value for a probe set i, T is the total number of time points, s i, [j,jþ1] is the symbol for a probe set i at interval m, and a is the alphabet size. Then, each unique hash value corresponds to a distinct motif.
The symbolic transformation and hashing for a ¼ 3 and w ¼ 1 is presented below in Matlab pseudocode:
% Update hash with each symbol end end After the symbolic transformation has been performed, the final step in the analysis is to determine which patterns in the data are overrepresented. This is done by selecting motifs that are significantly enriched in population.
Selection of informative motifs
The goal is to discover overrepresented patterns in the data, because those likely correspond with concerted changes in the expression of related genes. Because multiple genes are typically regulated together, the motifs with the most informative genes should be more highly populated than the motifs found in random data. For both of the symbolic representations described here, random data results in a uniform distribution of motif populations because each motif is equiprobable. This fact is used to determine which motifs are significantly larger than what we would expect by chance.
Random data is generated by randomly resampling the original gene expression data. This random resampling is repeated 1,000 times to ensure that it is an accurate approximation of the null distribution. The distribution of motif populations is fit to an exponential distribution and the size cutoff is determined by finding the corresponding motif size for a given p-value. This is done at a p-value of 0.01 for all of the results shown in this article. Typically, applying this cutoff to the real data gives several large motifs.
The datasets that were analyzed in this study are all long time series; the shortest is the chronic corticosteroid data with 11 time points. Because of this, some of the selected motifs that differ only at one or two symbols may actually be representing the same biological phenomena. To compensate for this possibility, the motifs are combined to maximize homogeneity (H) and separation (S). This process combines only the most similar motifs that have the same qualitative profiles.
In these formulas, each unique motif is represented by an M i , which is the set of genes with that motif; the term |M i | gives the number of genes in the motif M i . The similarity matrix sim(x, y) is calculated by finding the Pearson correlation coefficient between the genes x and y. The homogeneity is calculated for each motif and the separation is calculated for each combination of two motif. Then, each possible combination of two clusters is exhaustively evaluated to find the one combination that maximizes the sum of homogeneity and separation. These two clusters are combined, and the process is repeated until the homogeneity and separation is maximized. After this procedure, the combined significant motifs are called clusters.
To optimize the accuracy of the results, the word size w should be minimized. This is because increasing w simply pools adjacent points together, effectively smoothing the signal and resulting in a decreased temporal resolution. However, finding the most descriptive symbolic representation for a gene may require a word size greater than 1. Therefore, in all cases, the goal is to find the minimum word size that produces significantly populated motifs as defined above. For the acute and chronic datasets, this procedure resulted in a word size of 2; for the circadian data, a word size of 3 was required. This is likely caused by two factors: the circadian data has more time points than the other datasets, and it is just observing the normal circadian rhythms rather than some specific powerful stimulus that produces large, coordinated responses.
An alphabet size (a) of 3 was used in all of the analysis performed in this article. There is no technical limitation forcing this choice of a, but the symbolic representation functions in the space of transitions, not in the space of raw data. In other words, the symbolic representation is searching for significant changes in gene expression between time points, so an alphabet size of 3 is selected to represent the three broad classes of potential gene expression patterns: upregulation, downregulation, and no regulation. Therefore, in general an alphabet size of 3 should be used.
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Synthetic data
It is difficult to quantitatively assess the differences between various gene expression clustering algorithms using real data because of the high level of noise inherent in microarray data. Compounding this problem is the fact that it is typically unknown what the ''correct'' clusters are, or if they even exist. For these reasons, it is essential to test algorithms on synthetic data, in addition to real data, so some objective comparisons can be made.
Synthetic data is used to show that the proposed symbolic representation performs better than the original SAX-based symbolic representation. Because the ultimate goal of gene expression analysis is to find the underlying signals and patterns hidden in noise, the performance of the two symbolic representations is assessed as the noise level of some synthetic data is varied. To do this, synthetic data is generated with and without noise. For both the new and original symbolic representation, the symbolic transformation is applied to both the clean and noisy data. Then, the adjusted Rand index (Hubert and Arabie, 1985) is computed to assess how effective each symbolic representation is at determining the true temporal patterns of expression in the noisy data. For various noise levels, this test is repeated 1,000 times on different sets of random synthetic data so that the adjusted Rand index converges.
The synthetic data used in this study is similar to the data generated in other studies on gene expression clustering (Yeung et al., 2003; Yao et al., 2008) . Six clusters are created, each with 66 genes, for a total of n ¼ 396 synthetic genes. Four of the clusters are sinusoidal and two are linear. The synthetic experiment is comprised of five time points with four repeated measurements at each time point. The subscripts i, j, k, and m represent the gene number, the time point, the replicate number, and the cluster number, respectively. Then, the sinusoidal and linear clusters are defined by the following two equations, respectively:
In these equations, g i,j,k is an expression value for a specific gene, time point, and replicate; o m is the wavelength; j m is the phase; a is the noise level; s i is the error for the ith gene; and r r j is the error for the jth time point.
As in Yao et al. (2008) , the random errors s i and r r j are drawn from uniform random distributions on [0.2, 1.2]; x i,j,k is drawn from an N(0, 1) normal distribution; the parameters o m and j m are drawn from uniform random distributions on [p=2, 5 p] and [0, 2 p], respectively; and the noise level a is varied from 0 to 2 to assess how the proposed symbolic representation responds to noise. An example of the synthetic data used in this study is shown in Figure 3 . The synthetic data used in this study contains only genes with a true underlying pattern; that is, there are no synthetic genes generated with no specific time dependence. This is done because genes that do not have a coordinated temporal behavior would have very low populated motifs that would not be chosen by the selection algorithm.
Gene expression data
All of the data analyzed in this study is publicly available in the Gene Expression Omnibus (GEO) database (Barrett et al., 2009 ). The first dataset, available with accession number GDS253 ( Jin et al., 2003) , measures the transcriptional response of the liver to a bolus dose of 50 mg=kg methylprednisolone (MPL). Forty-three male adrenalectomized Wistar rats were sacrificed at 16 time points: 0. 25, 0.5, 0.75, 1, 2, 4, 5, 5.5, 6, 7, 8, 12, 18, 30, 48 , and 72 h after dosing; in addition, four more rats were used as a control group (untreated). Isolated RNA from each rat liver was hybridized to Affymetrix Rat Genome U34A microarrays, which measure the expression value of 8,799 probe sets.
The second dataset (GDS972) is from a similar study, but instead of an acute dosing of MPL, a constant infusion of 0.3 mg=kg=h is given to 40 male adrenalectomized Wistar rats. Rats are sacrificed over the course of 7 days at 10 time points: 6, 10, 13, 18, 24, 36, 48, 72, 96 , and 168 h. Four control rats were treated with saline and sacrificed at 6, 18, 48, and 96 h. A total of 15,923 probe sets were then measured using the Affymetrix Rat Expression 230A microarray platform.
The final dataset, available with accession number GSE8988 , studies changes in liver gene expression during a normal 24-h circadian cycle. Two groups of 27 normal male Wistar rats were used: one for the light period, and one for the dark period. All rats were subjected to regular 12-h light=dark cycles. Rats were killed at 18 time points, measured from the time lights were turned on: 0.25, 1, 2, 4, 6, 8, 10, 11, 11.75, 12.25, 13, 14, 16, 18, 20, 22, 23, and 23.75 h. As in the previous dataset, Affymetrix Rat Expression 230A microarrays were used. Figure 4 shows how the adjusted Rand index for the two symbolic representations changes as the noise level in the synthetic data is varied. A value of 1 indicates a perfect recovery of the underlying structures, whereas a value of 0 is given when performance is no better than random guessing. Both methods degrade in accuracy as the noise level increases ,  FIG. 3 . Synthetic data, generated with an error level of 0.2. but the proposed method is more resilient to noise than the previous method. This is important because real microarray data certainly contains some level of noise. The values in Figure 4 are the averages of 1,000 iterations, so the mean values of the adjusted Rand index have converged. Table 1 contains the size of the datasets along with the number of motifs and clusters found in each dataset. Figure 5 shows the distribution of motif populations for each of the three datasets. The large dots represent the significantly populated motifs that are selected and combined into the final clusters shown in Figures 6 through 8 . The list of genes comprising these clusters, their expression values, and their ontologies are provided as supplementary material at http:==rci.rutgers.edu=*yannis=supp=omics_symbolic= clusters.xls.
Results
Synthetic data
Gene expression data
The acute corticosteroid dataset shows the response to a concentrated perturbation followed by an eventual return to homeostasis. Figure 6 shows the four most informative clusters that were selected by the algorithm. All four clusters exhibit an early deviation followed by an eventual return to baseline conditions. Initially, clusters 1 and 2 are downregulated, whereas clusters 3 and 4 are upregulated.
As in the acute corticosteroid results, there are clusters found in the chronic corticosteroid dataset that contain only an early perturbation followed by an eventual return to baseline. Yet, in this dataset, there is a richer set of responses to the drug. In addition to the early and up-and downregulation, several clusters shown in Figure 7 display a common distinct pattern: early upregulation=downregulation, a brief return toward homeostasis, and finally late upregulation= downregulation as the system is overwhelmed by the chronic drug treatment and reaches its new steady state.
In the analysis of the circadian rhythm data, four clusters are selected and displayed in Figure 8 , each with approximately 100 genes. It is important to note that the first 12 h is the light period and the last 12 h is the dark period, as indicated by the shading in Figure 8 . The rats are active and feeding during the dark period. All four clusters are approximately sinusoidal with periods of 24 h. The difference between the clusters is that they are all out of phase by 90 degrees, suggesting that they represent four distinct molecular responses to the circadian rhythm.
Discussion
The value of the proposed algorithm is exhibited by assessing its ability to extract biologically relevant patterns from three different long time series gene expression datasets.
The importance of understanding the pharmacokinetic and pharmacogenomic properties of corticosteroids derives from their potent anti-inflammatory and immunosuppressive properties and their potentially harmful side effects (Schimmer et al., 1996) . The results presented here are particularly interesting because they facilitate the comparison between acute and chronic dosing of corticosteroids. The four clusters found for the acute corticosteroid dataset are shown in Figure  6 . Cluster 1 exhibits a downregulated profile and contains genes with ontologies and pathways highly enriched for metabolic processes. The pathways for the metabolism of several different amino acids are all enriched, in agreement with previous analyses on the effect of corticosteroids ( Jin et al., 2003) . Cluster 2 has a similar temporal profile, and its genes have similar molecular functions as the genes in cluster 1. The rapid transcriptional and translational response to the corticosteroid treatment is evident in cluster 3. Several regulatory pathways are enriched (aminoacyl-tRNA biosynthesis, proteasome, long-term potentiation, neurodegenerative diseases), and highly enriched ontologies are primarily related to transcription, and translation: translation initiation factor activity, translation regulator activity, nucleotide binding, nucleic acid binding, and GTP binding. These ontologies show the rapid, coordinated, and powerful cellular response to the stimulus. This becomes even more apparent when looking at   FIG. 4 . The adjusted Rand index as noise increases for the two symbolic representations. The adjusted Rand index is calculated 1,000 times for each method at each error level. Error bars for the mean values are not present because they are too small to be shown at this scale. The third and fourth columns show the number of probe sets before and after ANOVA filtering for each dataset. The next columns show the number of motifs in each dataset and the number of significantly large (selected) motifs. The final column shows the total number of clusters after the significantly large motifs have been combined.
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the cluster sizes; cluster 3 contains 265 genes, whereas the next-largest cluster, cluster 1, contains only 55 genes. Two of the genes in cluster 4, Prmt1 and Prmt3, function in posttranslational modification of proteins. Figure 7 shows the clusters found in the chronic corticosteroid data. Clusters 1, 2, 4, 5, and 6 contain genes that function in fatty acid metabolism and other cellular metabolic processes, which have been shown to be downregulated in response to corticosteroid treatment (Das, 2000) . Interestingly, there are two distinct patterns for these clusters. Clusters 5 and 6 are initially down-regulated and then return to their original expression values. But in clusters 1, 2, and 4, after the genes are downregulated early, there is a peak around 50 h where the expression returns near baseline before they are ultimately downregulated again throughout the end of the experiment. This shows how some transcriptional responses remain perturbed as long as the corticosteroid infusion persists. These results suggest that the metabolic response to chronic corticosteroid exposure cannot be simply described as ''downregulated.'' Also in clusters 1, 4, 8, 9, and 11 are genes related to the metabolism of several amino acids. Corticosteroids are known to have an effect on amino acid metabolism Engelen et al., 2000; May et al., 1996) . The body's response to corticosteroids is evident because many of the genes in cluster 1 are annotated with the oxidoreductase ontology. The 11b-hydroxysteroid dehydrogenase enzymes catalyze the interconversion of active cortisol and inactive cortisone, which regulates the concentration of active corticosteroids (Draper et al., 2005) . Cluster 3 appears to show a delayed peak several hours after the treatment begins, and then it returns to its original expression. The genes in cluster 3 belong to several fundamental cellular regulatory pathways related to the ribosome, the proteasome, and apoptosis. Circadian rhythms are the result of internal timing mechanisms that measure periodic cycles of time. In mammals, this is typically a response to the daily pattern of light and dark. For this reason, genes regulated by the circadian rhythm typically have sinusoidal expression profiles with periods of 24 h. Several previous studies of circadian rhythms in gene expression data have been performed by explicitly searching for these sinusoidal patterns in the gene expression data Ueda et al., 2005; Yan et al., 2008) . The proposed method makes no a priori assumptions about the patterns in the data, yet it still finds four sinusoidal clusters with 24-periods and phases evenly spaced throughout the day, as shown in Figure 8 .
Cluster 1 contains genes that decrease in expression during the light period and increase in expression during the dark period. Arntl (also known as Mop3 or Bmal1) is a member of this cluster, and has been shown to be an essential component of the circadian pacemaker in mice (Bunger et al., 2000) . The loss of Arntl can lead to a diminished circadian rhythm and can even result in a complete loss of circadian rhythmicity in certain conditions. Arntl is also important because it forms a heterodimer with Clock, which regulates the transcription of many circadian-controlled genes (Reppert and Weaver, 2001) . Several pathways are significantly enriched in this cluster, mainly related to metabolism: glycolysis=gluconeogenesis, polyunsaturated fatty acid biosynthesis, aminosugars metabolism, and carbon fixation.
The second cluster is 90 degrees out of phase with the first one, reaching maximum expression in the middle of the dark period and minimum expression in the middle of the light period. A member of the Period family of genes, Per2, appears in this cluster. These genes operate in a feedback loop with genes like Arntl from cluster 1 to regulate the clock cycle (Reppert and Weaver, 2001 ). Mutations to Per2 can lead to a dysregulation of the normal circadian period, illustrating its importance in this response (Steinlechner et al., 2002) . The genes in cluster 2 belong to molecular pathways related to DNA replication and protein synthesis, including DNA polymerase, purine metabolism, and amino acid metabolism.
Cluster 3 is 180 degrees of phase with the previous cluster; the maximum expression is in the middle of the light period and the minimum expression is in the middle of the dark period. The genes in this cluster are highly enriched in the p53 signaling pathway, suggesting that they play a role in the regulation of the cell cycle.
Finally, cluster 4 is the opposite of cluster 1. Its genes increase in expression during the light period and decrease in expression during the dark period. One of the genes in this cluster is RevErbAa (also known as Nr1d1), which is another gene that has historically been implicated in circadian rhythms. It functions as a transcription factor for many circadian genes, including Arntl from cluster 1 (Yan et al., 2008) .
Conclusions
This article introduces a novel symbolic representation that can be used to cluster gene expression data. In addition, we present a procedure for selecting a subset of biologically informative clusters by searching for overrepresented patterns in the data; these patterns likely correspond to coordinated cellular responses. The selection process is validated by running the algorithm on three different datasets and observing the correspondence between the results and our current biological understanding.
There are several features of the proposed method that make it an intriguing alternative to previous methods. It searches for patterns common in multiple genes in the data instead of individually assigning each gene a score representing how different its expression is between groups. Experiments with high temporal resolution can be analyzed because arbitrarily long time series data is accepted. Repeated measurements are used not only to more accurately determine a gene expression value; the variance of repeated measurements is also a key component in determining if there is a significant deviation between classes. These features are critical in discovering biologically relevant information in large sets of gene expression data, and as microarray experiments continue to increase in scope, redundancy, length, and temporal resolution, these issues will only gain importance.
