Abstract. It is known that there is at least an invariant analytic curve passing through each of the components in the complement of nodal singularities, after the reduction of singularities of a germ of singular foliation in C 2 , 0. Here, we state and prove a generalization of this property to any ambient dimension.
Introduction
This paper deals with the presence of invariant hypersurfaces in each component of the "space of leaves" of germs holomorphic codimension one foliations. More precisely, working in any ambient dimension, we give a result that generalizes the two dimensional refined version of Camacho-Sad's theorem [8] , stated an proved by Ortiz, Rosales and Voronin [24] . The main result in this paper is the following one: Theorem 1. Consider a nodal reduction of singularities
of a GH-foliation F 0 on (C n , 0). Let |S| be the support of the nodal separator set of (M, E, F ). For any connected component C of E \ |S|, there is an invariant hypersurface H 0 of F 0 such that H ∩ C = ∅, where H ⊂ M is the strict transform of H 0 by π. Moreover, we have that H ∩ E ⊂ C.
Concerning the existence of invariant hypersufaces, let us recall that it was a Thom's question if any singular holomorphic foliation on (C 2 , 0) has at least one invariant branch. A positive answer has been obtained by Camacho and Sad in [8] . In higher ambient dimension, Jouanolou gave in [17] examples of codimenson one dicritical holomorphic foliations without invariant hypersurface. For any ambient dimension and non dicritical foliations, the existence of invariant hypersurface is proved in [3, 4] .
The space of leaves of foliations on (C 2 , 0) is naturally separated by the so-called "nodal points". This property has been remarked in [19] . After a "nodal" reduction of singularities, we can put all the nodal points as "corners" of the exceptional divisor; when we remove them, the exceptional divisor is decomposed into several connected components: we get exactly "s + 1" pieces if we have "s" nodal points. By a result of Ortiz-Rosales-Voronin [24] , each of these pieces intersects the strict transform of at least one invariant branch of the foliation. This statement can be considered as a "refined version" of Camacho-Sad's Theorem in [8] . Let us remark that there are other two-dimensional versions [9, 20] , where saddle nodes and dicritical components are also considered.
This paper provides an extension of the result in [24] to any ambient dimension, for non-dicritical germs of codimension one singular foliations without saddle nodes. We refer to these conditions by saying that we have a "non dicritical complex hyperbolic" foliation, or a "generalized hypersurface", for short: a GH-foliation.
We recall that the origin is a nodal point for a foliation L on (C 2 , 0) if, and only if, it is given in appropriate coordinates by ω = 0, where ω = xdy − λydx and λ is a positive irrational real number, see [19] . In higher dimension, the objects that correspond to the nodal points, from the view point of the separating properties in the space of leaves, are called nodal separating blocks. Let us give a quick description of what they are.
Consider a foliated space (M, E, F ), given by a nonsingular complex analytic space M , a normal crossings divisor E ⊂ M and a codimension one foliation F on M . Assume that it is a desingularized GH-foliated space. This means that the irreducible components of E are invariant, there are no saddle nodes and all the points of M are simple for (F , E) in the sense of [2, 3] . Any irreducible component Γ of the singular locus Sing(F ) is a codimension two non singular subspace Γ ⊂ M .
We say that Γ is of nodal type, respectively real saddle type, if the generic transversal type of F with respect to Γ is a two dimensional nodal foliation, respectively a two dimensional real saddle foliation (negative real quotient of eigenvalues). Let N be the union of the nodal type irreducible components Γ of Sing(F ). A connected component B of N is a nodal separating block when it only intersects nodal and real saddle type irreducible components of the singular locus ( in [5, 6] we call these sets "uninterrupted nodal components"). The nodal separator set S is the union of all nodal separating blocks.
Nodal separating blocks separate locally the space of leaves exactly in the same way as a nodal type point in dimension two. Nevertheless, it should be possible that a contracting "secondary" or "singular" holonomy allows the passage of leaves through a given separating block. This is a behavior of global nature. Although we can produce examples "ad hoc" of this kind of singular holonomy, we have no examples in the case of spaces obtained by reduction of singularities of a foliation on (C n , 0). We say that a desingularized foliated space is nodally desingularized when the nodal separating blocks are of corner type. This means that each irreducible component Γ of the separating blocks is contained in two irreducible components of the divisor. A nodal reduction of singularities of a foliation F 0 on (C n , 0) is a morphism
that is the composition of a finite sequence of "admissible" blow-ups and such that (M, E, F ) is nodally desingularized. In Subsection 5.1, we show the existence of nodal reduction of singularities for GH-foliations on (C n , 0), when we dispose of a reduction of singularities of the set of invariant hypersurfaces.
It is now natural to ask how many connected components of E \ S we find, when we consider a non-dicritical CH-foliated space that is nodally desingularized. This gives an accurate sense to Theorem 1. The topological combinatorics of the exceptional divisor allows us to prove that each nodal separating block divides the exceptional divisor into two pieces, exactly as in the case of dimension two. More precisely, we have the following result: Theorem 2. Let (M, E, F ) → ((C n , 0), ∅, F 0 ) be a nodal reduction of singularities of a GH-foliation F 0 of (C n , 0). Let S be the separator set of (M, E, F ). If S has "s" nodal separating blocks, then E \ S has exactly "s + 1" connected components.
The proof of Theorem 2 is given by arguments of combinatorial topology, by showing that we are in a situation very similar to the classical Jordan's Curve Theorem. To do this, we work in a systematic way with the stratification of M induced by the exceptional divisor E.
The proof of Theorem 1 goes by an inductive argument on the length of a reduction of singularities and also by considering the two dimensional case based in an adecuate notion of 2-equireduction.
Preliminaries
We recall that a codimension one singular foliation F of (C n , 0) is generated by a germ of nonzero differential 1-form ω = a 1 dx 1 + a 2 dx 2 + · · · + a n dx n ; a i ∈ O C n ,0 , i = 1, 2, . . . , n, satisfying Frobenius' integrability condition ω∧dω = 0 and such that the coefficients a i have no common divisor. We also denote F by ω = 0. The singular locus SingF is the subspace of (C n , 0) defined by a 1 = a 2 = · · · = a n = 0.
It is an analytic germ in (C n , 0) of codimension greater or equal than two. An analytic morphism φ : (C m , 0) → (C n , 0) is invariant by F when φ * ω = 0. We say that an analytic germ (Z, 0) ⊂ (C n , 0) is invariant by F if and only if any analytic morphism factorizing through (Z, 0) is invariant. In particular, we see that a germ of hypersurface (H, 0) ⊂ (C n , 0), given by the reduced equation f = 0, is invariant by F if and only if f divides the differential 3-form ω ∧ df .
For any non invariant morphism φ : (C m , 0) → (C n , 0), the pull-back φ * F is a well defined codimension one singular foliation of (C m , 0). We obtain a generator of φ * F after dividing φ * ω by the maximum common divisor of its coefficients. Let us recall the definition of dicritical singular foliation, see [3] : Definition 1. A codimension one singular foliation F on (C n , 0) is dicritical if, and only if, there is a non invariant analytic morphism φ : (C 2 , 0) → (C n , 0) and suitable coordinates x, y in (C 2 , 0), such that:
(1) φ * F is the foliation given by dy = 0. (2) The morphism (φ • γ) : (C, 0) → (C n , 0) is invariant, where γ(t) = (0, t). (Let us note that γ is not invariant for φ * F ).
In this paper, we are interested in foliations "without saddle nodes". Let us precise this. We recall that a saddle node is a singular foliation of (C 2 , 0), defined by a differential 1-form ω, such that ω = xdy + ( terms of order ≥ 2).
In dimension two, the singular foliations without saddle nodes in their reduction of singularities are usually called generalized curves. They can be dicritical or not. In the nondicritical case, these foliations have the same reduction of singularities as the set of invariant curves, as shown in [7] . In higher dimension, we consider the following definition Definition 2. Let F be a codimension one singular foliation on (C n , 0). We say that F is complex hyperbolic, for short a CH-foliation, if, and only if, there is no analytic morphism φ : (C 2 , 0) → (C n , 0) such that φ * F is a saddle node.
Remark 1. Any reduction of singularities of the set of invariant hypersurfaces of a nondicritical CH-foliation provides a reduction of singularities of the foliation, see for instance [13] . In this sense, they can be called generalized hypersurfaces. This is no longer true in the dicritical case, since there are examples without invariant hupersurfaces [17] .
Standard Ambient Spaces
We consider ambient spaces obtained from (C n , 0) by finite sequences of blowups, with centers having normal crossings properties. Let us precise the definitions.
Consider a finite family Y = {Y j } j∈J of closed analytic subsets Y j of a given nonsingular complex analytic space M . We say that Y has local normal crossings at p ∈ M if the following property holds:
There is a local coordinate system z = (z 1 , z 2 , . . . , z n ) of M at p, satisfying that each Y j is given by a local equation (z i = 0; i ∈ A j ), where A j ⊂ {1, 2, . . . , n}, for any j ∈ J. The family Y has locally normal crossings in M if it has local normal crossings at any p ∈ M . Let us note that in this case the closed analytic sets Y K = ∩ j∈K Y j are non singular. We say that Y has normal crossings in M if, in addition, each Y K is connected for any K ⊂ J.
A standard ambient space M = (M, E; K) is the data of a nonsingular germ of complex analytic space (M, K) and divisor (E,
is isomorphic to (C n , 0) when E = ∅ and if E = ∅, we have:
The divisor E is a union E = ∪ i∈I E i of non singular connected hypersurfaces E i . The soul K is a connected union K = ∪ i∈I K i of connected and compact non singular analytic spaces K i , with
In particular, the components E i of E are of two types. If K i = E i and hence
Consider a standard ambient space M = (M, E; K). We recall that a closed immersion of germs (Y, T ) ⊂ (M, K) is obtained by a closed immersion between suitable "small enough" representatives Y ⊂ M in such a way that T = Y ∩ K. We say that (Y, T ) has normal crossings with M if the family
has normal crossings in M . In this situation, the blow-
Such transformations are called standard blow-ups and the center (Y, T ) is called a standard center for M. Any composition of a finite sequence of standard blow-ups is called a standard transformation. Consider a standard ambient space M = (M, E; K) and let
We say that the pair (M, L) is simple if the following properties hold:
(1) 
, where L ′ is the list of the strict transforms of the elements in L. An admissible transformation is the composition of a finite sequence of admissible blow-ups.
is an ambient space and L 0 is a finite list of irreducible hypersurfaces of M 0 not contained in E
0 . An admissible reduction of singularities of
Remark 2. The existence of an admissible reduction of singularities for a given pair (M 0 , L 0 ) is a problem hugely close to the classical Hironaka's reduction of singularities in [15] and [1] . In dimension three, for M 0 = (C 3 , 0), it is possible to show directly the existence of an admissible reduction of singularities, we give an outline of a proof in Appendix 10. In dimension n ≥ 4, there are no explicit statements in the literature and a proof is maybe possible by introducing the global condition of connectedness in the known procedures. Note also that in view of Remark 9, most of the technical difficulties are concentrated in dimension three. Anyway, along this paper we work under the assumption that the following statement is true:
Consider an ambient space M 0 and a finite list L 0 of irreducible hypersurfaces of M 0 not contained in E 0 . There is an admissible reduction of singularities of (M 0 , L 0 ).
Desingularized GH-Foliated Spaces
Let us recall from the Introduction that a foliated space is a pair (M, F ) where M = (M, E; K) is a standard ambient space and F is a codimension one singular holomorphic foliation on (M, K). In this paper, we consider only non-dicritical CHfoliated spaces. This means that F is a non-dicritical CH-foliation and moreover each irreducible component of E is invariant for F . From now on, we refer to the non-dicritical CH-foliated spaces as generalized hypersurface type foliated spaces, for short: GH-foliated spaces.
It is important to note that the class of GH-foliated spaces is stable under standard blow-ups with invariant center. 4.1. Simple Points. We particularize here the definition of simple point in [3, 2] to the case of a GH-foliated space (M, F ).
Let us consider a point p ∈ K ⊂ M . The dimensional type τ p F is the dimension of the C-vector space T p F given by the vectors ξ(p) ∈ T p C n , where ξ is a germ of vector field tangent to F . Denote τ = τ p F and let e = e p (E) be the number of irreducible components of E through p. There is a local coordinate system (x i )
and an integrable germ of 1-form ω defining F , such that E = ( e i=1 x i = 0) and
where the coefficients a i are without common factor. Since the irreducible components of E are invariant, we can write ω in a logarithmic way as ω = (
b i dx i and the coefficients b i are without common factor. We say that p is a corner point for (M, F ) when e = τ . In this case, we have that η = τ i=1 b i dx i /z i and there is a residual vector λ given by
The following statements are equivalent:
(1) The residual vector λ = (λ 1 , λ 2 , . . . , λ τ ) is non null, that is λ = 0.
The only germs of invariant hypersurfaces of F through p are the irreducible components of the exceptional divisor.
Proof. See [13] .
Definition 4. Let (M, F ) be a GH-foliated space and consider a point p ∈ K ⊂ M . We say that p is a simple corner for (M, F ) if and only if it is a corner point and the equivalent properties in the statement of Proposition 1 are satisfied. We say that p is a simple trace point for (M, F ) if there is a nonsingular germ of invariant hypersurface (H, p), not contained in E, such that (E ∪ H, p) is a normal crossings divisor of (M, p) and p is a simple corner for the new GH-foliated space ((M, E ∪ H; {p}), F ). We say that p is a simple point iff it is either a simple corner or a simple trace point.
Note that the residual vector λ is well defined as well for the case of simple trace points. Take a simple point p for (M, F ). We say that p is of real type if the quotients λ i /λ j are real numbers. In this case, we have two possibilities:
(1) The point is of real saddle type if λ i /λ j > 0 for any i, j.
(2) The point is of nodal type if there is at least one negative quotient λ i /λ j < 0.
Remark 3. Assume that p ∈ K is a point of nodal type and that ω is a local generator of F at p. It is known that ω can be "linearized" [10, 11] . That is, we can write ω = (
* and there is at least one pair i, j such that λ j /λ i < 0. In this case, the invariant real hypersurface τ i=1 |x i | λj /λ1 = 1 defines locally a "separation" in the space of leaves. Moreover, the components of Sing(F ) through the origin are given by x i = x j = 0, for 1 ≤ i < j ≤ τ . If λ j /λ i < 0, then x i = x j = 0 is of nodal type and if λ j /λ i > 0, it is of real saddle type.
4.2.
Reduction of Singularities. We say that a GH-foliated space (M, F ) is locally desingularized if and only if every p ∈ K is a simple point. Assume that (M, F ) is locally desingularized. By the description of simple points in [3, 2] , we know that the singular locus Sing(F ) is the union of a finite family {Γ i } of nonsingular codimension one closed analytic subspaces of (M, K), having locally normal crossings with M. We say that (M, F ) is desingularized when the family
has normal crossings with M. Consider a GH-foliated space (M, F ), not necessarily desingularized, and a point p ∈ M . We say that F and E have normal crossings at p if, and only if p / ∈ Sing(F ) and the union E∪H has normal crossings at p, where H is the only germ of invariant hypersurface for F through p. The adapted singular locus Sing(F , E) is defined by Sing(F , E) = {p ∈ M ; F and E do not have normal crossings at p}.
It is a closed analytic set of M of codimension ≥ 2. Moreover, we have that Sing(F ) ⊂ Sing(F , E). Let us note that in the case that (M, F ) is desingularized, we have Sing(F , E) = Sing(F ). Note also that any analytic subset of Sing(F , E) is invariant for F .
We say that a standard blow-up π :
is admissible when the center is contained in the adapted singular locus of (M, F ). An admissible transformation is a finite composition of admissible blow-ups.
The problem of the existence of reduction of singularities for a GH-foliated space is the same one as the problem of reduction of singularities of the corresponding invariant hypersurfaces. The key observation for this is the characterization of simple corners given in Proposition 1. The precise statement is the following one: 
As a consequence of Remark 2, there is at least one reduction of singularities for every GH-foliated space (M 0 , F 0 ), where M 0 = (C n , E 0 ; {0}).
Invariant Hypersurfaces and Partial Separatrices.
Following [2, 3, 6] , we recall here the description of the set of invariant hypersurfaces of a desingularized GH-foliated space (M, F ), in terms of the so called "partial separatrices". Let Γ be an irreducible component of Sing(F ). We recall that the generic points of Γ have dimensional type two. Hence, we can consider the generic transversal type of F at Γ, defined by the two dimensional foliated space (∆, ∆ ∩ E, F | ∆ ), where ∆ is a two dimensional non singular germ, transversal to Sing(F ) at a generic point. The generic transversal type does not depend on the choice of the particular two dimensional section. Moreover, the two dimensional foliated space (∆, ∆ ∩ E, F | ∆ ) is a germ at a simple point. Definition 6. Consider an irreducible component Γ of Sing(F ). It is of trace type when it is contained in a single irreducible component of E and it is of generic corner type when it is contained in two irreducible components of E.
Remark 4. If Γ a trace type irreducible component of Sing(F ), then any point of Γ is a trace type singular point of (M, F ), see Definition 4. This is equivalent to say that all the points in Γ are trace type singular points. Moreover, any trace type singular point is contained in at least one trace type irreducible component of Sing(F ). Next example illustrates the situation. Take (M, K) = (C 3 , 0), the divisor E given by xy = 0 and let F be defined by zdx/x + zdy/y + dz = 0; then the singular locus is given by
where the origin is a trace type singular point, the curves x = z = 0 and y = x = 0 are the trace type irreducible components of the singular locus and x = y = 0 is an irreducible component of generic corner type.
Let us introduce some notations: We denote by Sing The following properties, explained in [3] , show the relationship between partial separatrices and invariant hypersurfaces:
(1) Given a trace type simple singular point p ∈ K, there is a unique germ of invariant hypersurface (H, p) not contained in E. Moreover we have that
We can glue these local invariant hypersurfaces to obtain a natural bijection
between the set Hyp(M, F ) of closed irreducible invariant hypersurfaces of (M, F ) not contained in E and the set Par(M, F ) of partial separatrices.
. By Grauert's Direct Image Theorem, there is a bijection between Hyp(M, F ) and the set of irreducible germs of invariant hypersurfaces of F 0 , not contained in E 0 . Hence, this last set is also faithfully represented by the set Par(M, F ) of partial separatrices.
Nodal Separating Blocks
We introduce here the definition and first properties of the nodal separating blocks for a desingularized GH-foliated space (M, F ). The nodal separating blocks are the structures that may support "global barriers" separating the space of leaves.
We define these objects under the assumption that (M, F ) is a desingularized GH-foliated space; but, in order to assure that they separate the divisor into convenient connected components, we will need to enlarge the reduction of singularities to obtain the so-called nodally reduced GH-foliated spaces. In Subsection 5.1 we show that this is always possible.
An element Γ ∈ Sing F M is of generic nodal type if and only if the generic transversal type of (M, F ) at Γ is a nodal singularity. We denote by Nod M are of nodal type. We only ask the property for the points with dimensional type equal to two. For instance, consider the space C 3 , take E = (xyz = 0) and F the foliation given by η = 0 with
The origin is not a nodal type singularity, but x = y = 0 is an element of Nod 
with λ, µ ∈ R >0 \ Q, λ/µ / ∈ Q and α ∈ C \ R. In this case, we have that S F M is empty, and hence its support is also empty, moreover
is said to be nodally reduced if and only if is desingularized and each Γ ∈ Nod F M is of generic corner type. This property is a suitable condition to describe the separation of the ambient space by the nodal separating blocks. Indeed, in this situation, the nodal separating blocks provide locally a topological separation of the divisor E.
Proof. Our objective is to obtain that Nod
It has a transversal type of the form
is desingularized, we know that Γ is a center for an admissible blow-
, created over Γ. In this case λ Γ1 = λ Γ − 1. After k operations like this one, with k − 1 < λ ≤ k, we have that
Thus, in finitely many steps, we obtain that Nod Proof. Take a point p ∈ | Nod * F M |, we know that it is a nodal type singularity. In view of the linearization property of nodal singularities, there are local coordinates
and F is locally given by the logarithmic 1-form
where 2 ≤ s ≤ τ − 1 and λ i > 0, for i = 1, 2, . . . , τ . The nodal components of the singular locus through p are x i = x j = 0, for 1 ≤ i ≤ s and s + 1 ≤ j ≤ τ . Since they are of corner type, we conclude that (x i = 0) ⊂ E and (x j = 0) ⊂ E for any
Let (M, F ) be a nodally reduced GH-foliated space. Then any partial separatrix Σ is such that |Σ| ∩ |S F M | = ∅. To see this, it is enough to note that all the points in |Σ| are trace type points, whereas the points of |S F M | are of corner type. In other words, we have that |Σ| is contained in one connected component
In terms of the associated invariant hypersurface H Σ , let us note that H Σ ∩ E = |Σ| and hence H Σ ∩ E ⊂ C Σ .
5.2.
Connection Outside of the Separator Set. Let (M, F ) be a nodally reduced GH-foliated space. In this subsection, we justify the definition of separator set by means of Proposition 4 below.
Recall the decomposition E = ∪ i∈I E i of the divisor E into a finite union of nonsingular hypersurfaces. Denote by H M be the set whose elements are the subsets J ⊂ I, such that E J = ∅, where E J = ∩ j∈J E j . In this way, we have a stratification of M induced by E, whose strata are associated to the elements of H M . Given J ∈ H M , the corresponding stratum S J is (1)
It is connected in view of the assumptions on standard ambient spaces. For any k ≥ 0, we denote by H M (k) the set of J ∈ H M with exactly k-elements.
, we say that two irreducible components E i and E j of E are connected outside A if, and only if, there is a finite sequence
Remark 7. Once we take appropriate representatives of the germs (M, K) and (E, E ∩ K), to say that E i and E j are connected outside A ⊂ H M (2) is equivalent to say that we can topologically connect the points in the strata of S {i} ⊂ E i with the points in S {j} ⊂ E j by means of pathes contained in E \ ∪ J∈A E J .
Since any nodal irreducible component of Sing(F ) is of corner type, we can identify Nod F M to a subset of H M (2). Proposition 4. Let (M, F ) be a nodally reduced foliated space and take two irreducible components E i , E j of E. The following statements are equivalent:
Assume first that there is a not nodal point p ∈ Γ. The point p cannot be a real saddle and hence it is not of real type. This means that in suitable local coordinates x 1 , x 2 , . . . , x n at p, we have E k = (x 1 = 0), E ℓ = (x 2 = 0) and the residual vector
, we see that p ∈ E r and both E k ∩ E r and E r ∩ E ℓ are not generically nodal. Then E k and E ℓ are connected outside Nod In a general way, let B ⊂ Nod F M be the "nodal block" such that Γ ∈ B. By this, we mean that |B| is the connected component of | Nod F M | containing Γ. We know that there is a point p ∈ |B| that is not of nodal type: otherwise B would be a nodal separating block and hence Γ an element of the separator set S F M . We find a finite sequence
where Γ u ∈ Nod F M for u = 0, 1, . . . , s and the points p u,u+1 are nodal points for u = 0, 1, . . . , s − 1. If s = 0, we are done. Assume that s ≥ 1. Since p 01 is a nodal point, we can write Γ 1 = E k1 ∩ E ℓ1 , where E k ∩ E k1 and E ℓ ∩ E ℓ1 are not generically nodal (to see this, take E k1 of the "same sign" as E k and E ℓ1 of the "same sign" as E ℓ ). Working by induction on s, we can connect E k1 and E ℓ1 outside Nod F M . We end since E k and E k1 , respectively E ℓ and E ℓ1 , are connected outside Nod As an immediate consequence, we obtain the following corollary:
The complement of Nodal Separating blocks
Let (M, F ) be a nodally reduced GH-foliated space. In this section we count the number of connected components of E \ |S F M | in terms of the number of nodal separating blocks of (M, F ). We do it when M is combinatorially simply connected. In next section we prove that this property holds for any ambient space M obtained from any standard transformation of (C n , 0). For the above purpose, we work in an abstract and combinatorial way, based on the combinatorial strata structure H M associated to M. The definition of combinatorial strata structure is essentially the same one of abstract simplicial complex (see [18] ); it has also been used for describing the combinatorial part of a desingularization procedure in [23] , under the name of "support fabric". In low dimensional cases, we recover the classical idea of the dual graph of a divisor.
6.1. Combinatorial Strata Structures. Let I be a finite set of indices and denote by P(I) the set of subsets of I. Define the topology on P(I) whose open sets are the unions of sets of the form P(J), where J ⊂ I. A combinatorial strata structure, with minimal set of indices I, is an open subset H ⊂ P(I) such that {i} ∈ H, for any i ∈ I. The elements of H are called H-strata or simply strata if no confusion arises. The maximal codimension of H is the maximal number of elements of a stratum in H.
is a standard ambient space, then H M , as defined in Subsection 5.2, is a combinatorial strata structure.
Let H be a combinatorial strata structure with minimal set of indices I. For any k ≥ 0, we denote by H(k) the set of J ∈ H such that J has exactly k elements. A k-path γ in H of length s ≥ 0 is a finite sequence γ = (J 0 , J 1 , . . . , J s ), such that J t ∈ H(k), for t = 0, 1, . . . , s and J t−1 ∪ J t ∈ H(k + 1) , for t = 1, 2, . . . , s. We say that γ joins J 0 and J s . The support Sop(γ) and the subsupport Sub(γ) of γ are respectively given by
s .
Given two k-paths γ and γ ′ in H, joining respectively J with J ′ and J ′ with J ′′ , the composition γ * γ ′ is a k-path in H, joining J and J ′′ and defined in a evident way. The reverse γ −1 is defined by reversing the ordering in the sequence γ. A subset A ⊂ H(k) is k-connected in H if and only if for any J, J ′ ∈ A there is a k-path γ in H joining J and J ′ with support contained in A. The union of two
in H is any nonempty subset of A that is k-connected in H and maximal with this property. Any A ⊂ H(k) has a unique partition into k-connected components in H.
Let us simplify the terminology as follows: we say that H is k-connected if and only if H(k) is k-connected in H; the k-connected components of H are the k-connected components of H(k) in H.
Remark 8. Concerning the 1-conectedness, let us precise the concept of connected components. There are a unique partition I = ∪ s λ∈Λ I λ and a decomposition
in such a way that each H λ is a 1-connected combinatorial strata structure with minimal set of indices I λ and H λ ∩ H λ ′ = {∅} for λ = λ ′ . We say that the H λ are the connected components of H. To see this, we take the set I λ containing i ∈ I to be the set of indices j ∈ I such that {i} and {j} are connected by a 1-path. We define H λ = {J ∈ H; J ⊂ I λ }.
An elementary homotopic pair (ǫ, ǫ ′ ) in H is a pair of 1-paths in H such that, up to reordering of ǫ, ǫ ′ , we have that either ǫ = ǫ ′ , or ǫ = ({i 1 }, {i 2 }, {i 1 }) and ǫ ′ = ({i 1 }) or, finally, we have
where ({i 1 , i 3 }, {i 3 , i 2 }) is a 2-path in H. Take two 1-paths γ 1 , γ 2 in H. We say that γ 2 has been obtained from γ 1 by an elementary homotopy (that we denote γ 1 γ 2 ) if there is an elementary homotopic pair (ǫ 1 , ǫ 2 ) and 1-paths δ, ρ in H, such that
Consider a subset A ⊂ H(1). Two 1-paths γ, γ
′ in H are homotopically equivalent in H with support in A, if there is a finite sequence of elementary homotopies
is simply connected in H if, and only if, any two 1-paths γ, γ ′ in H, with support in A and joining the same strata, are homotopically equivalent in H with support in A. We say that H is simply connected if and only if H(1) is simply connected in H.
Remark 9. Let us consider a combinatorial strata structure H ⊂ P(I) with minimal set of indices I. The subset H 3 ⊂ H defined by
is an open set of H and hence of P(I). Then H 3 is a combinatorial strata structure with minimal set of indices I. The 1-paths and the 2-paths in H 3 are the same ones as in H. In particular, a subset A ⊂ H(1), is 1-connected, respectively simply connected, in H, if and only if it is 1-connected, respectively simply connected, in H 3 . Moreover a subset B ⊂ H(2) = H 3 (2) is 2-connected in H if and only if it is 2-connected in H 3 . Hence the 1-connectedness and the simple connectedness of A ⊂ H(1), as well as the 2-connectedness of B ⊂ H(2), are questions "in maximal codimension three".
in H is given by a subset N ⊂ H and a partition P J = {J + , J − } of any J ∈ N in two nonempty elements, satisfying the following property "For any J ∈ N and J ′ ⊂ J we have that J ′ ∈ N if and only if
The set N * of uninterrupted nodal strata is the subset N * ⊂ N given by the elements J ∈ N such that Cl H ({J}) ⊂ N .
Remark 10.
We have a topology on the finite set H, hence the "opposite" topology is well defined, where the "opposite open sets" are the closed sets. In this setting, we see that N * is the biggest closed set of H contained in N (the interior of N for the opposite topology). Example 2. Let (M, F ) be a nodally reduced GH-foliated space. We define a datum of nodal strata N M,F in H M as follows. Given J ∈ H M , we say that J ∈ N M,F if and only if there is a nodal corner point p ∈ S J (this is equivalent to say that the corner points of S J are of nodal type), see Remark ??. In this case, the foliation is given by η = 0 locally at p, where J = J + ∪ J − and
Lemma 2. For any nodal block B of N in H, the following properties are equivalent:
Proof. We see that "c) implies b)". Let us see that "b) implies a)": given J ∈ B, we know that Cl H ({J}) ⊂ N and hence J ∈ N * . To see that "a) implies c)" is enough to note that N * is closed.
We say that a nodal block B is a nodal separating block when it satisfies the equivalent properties in Lemma 2. The separator set S N H is the union of the nodal separating blocks. Let us note that
; it is a combinatorial strata structure, with I as minimal set of indices.
Next Theorem 3 gives the number of 1-connected components of H S N H in terms of the number of nodal separating blocks. Theorem 3. Let H be a simply connected combinatorial strata structure endowed with a datum (N , {P J } J∈N ) of nodal strata and denote by n the number of nodal separating blocks of N in H. Then, the number of 1-connected components of H S N H is equal to n + 1. 
Lemma 3. Let B
′ be a nodal block with
Proof. Take J 0 ∈ Cl H (B) ∩ Cl H (B ′ ) to find a contradiction. There are J ∈ B and
. Thus, we have a 2-path (J, K, J ′ ) that joints J with J ′ with support in N . This is not possible.
We have that K ∈ H(4). Assume up to a reordering that i 1 , i Let γ be a 1-path in H. We denote by κ B (γ) the number of entries in Sub(γ) belonging to B. That is κ B (γ) denotes the number of "times" that γ "crosses through B". Given i ∈ I, let A B (i), respectively B B (i), be the subset of H(1) whose elements are the strata {j} ∈ H(1) satisfying that there is a 1-path γ joining {i} and {j} in H with even κ B (γ), respectively odd κ B (γ). Since H(1) is 1-connected in H, we have that H(1) = A B (i) ∪ B B (i), for any i ∈ I. Moreover, by reversing and composing 1-paths, we see that
Note that A B (i) = ∅ since {i} ∈ A B (i). We also have that B B (i) = ∅, indeed, we can choose K = {j ′ , j ′′ } ∈ B and we either have that {j
Lemma 4. Let γ and γ ′ be two 1-paths in H joining {i} and {j}. Then, the number
Proof. Since H is simply connected, there is a finite sequence of elementary homotopies that transforms γ in γ ′ . It is enough to consider the case when γ γ ′ is an elementary homotopy. That is, we can assume that
where (ǫ, ǫ ′ ) is an elementary homotopic pair. Since
is an even number. If ǫ = ǫ ′ we are done. Otherwise, we have two possibilities:
Case: ǫ = ({i 1 }, {i 2 }) and ǫ ′ = ({i 1 }, {i 3 }, {i 2 }), where ({i 1 , i 3 }, {i 3 , i 2 }) is a 2-path in H. Put K = {i 1 , i 2 , i 3 } ∈ H(3) and consider the following possibilities:
• {i 1 , i 2 } ∈ B. In this case κ B (ǫ) = 1. We have that K ∈ Cl H (B) and hence K ∈ N . Noting that i 1 , i 2 have not the same "sign", up to symmetry, we assume K + = {i 1 , i 3 } and K − = {i 2 }. We get that {i 2 , i 3 } ∈ N and {i 1 , i 3 } / ∈ N ; moreover {i 2 , i 3 } is 2-connected with {i 1 , i 2 }, then {i 2 , i 3 } ∈ B. We deduce that κ B (ǫ ′ ) = 1.
• {i 1 , i 2 } ∈ N \ B. In this case κ B (ǫ) = 0. Then K ∈ Cl H ({i 1 , i 2 }) and by Lemma 3 we have that K / ∈ Cl H (B). Since
we deduce that {i
Remark 13. Take i, j ∈ I. We have that {j} ∈ A B (i) if and only if A B (j) = A B (i).
In the same way, we have that {j} ∈ B B (i) if and only if A B (j) = B B (i).
with support in B such that i ∈ K 0 and j ∈ K u . Then, there is a 1-path β in H joining {i} and {j} such that J / ∈ N for any entry J in Sub(γ). In particular, we have that κ B (β) = 0.
Proof. We proceed by induction on the minimal length ℓ ij of an element ω of W ij . If ℓ ij = 0, there is K = {i, j} ∈ B and this contradicts the fact that A B (i) = A B (j). Thus, the induction starts at ℓ ij = 1. In this case, there is a 2-path (K 0 , K 1 ) with
Since J ⊂ K 01 , we have that J ∈ H(2). Moreover J / ∈ N , otherwise j ∈ B B (i). Then, we can take the 1-path β = ({i}, {j}).
Let us prove the inductive step. Take ω = (K 0 , K 1 , . . . , K u ) ∈ W ij of length u = ℓ ij > 1. We can write
Note that {i, j} ∩ K 1 = ∅, by the minimality of u and te fact that u > 1. Moreover, since {j
. By the same argument as before, we have that J ′ = {i, j ′′ } ∈ H \ N and thus κ B (β ′ ) = 0, where β ′ = ({i}, {j ′′ }). On the other hand, the path (K 1 , K 2 , . . . , K u ) belongs to W j ′′ j . By induction hypothesis, there is a path β ′′ joining j ′′ and j such that κ B (β ′′ ) = 0. We end by taking β = β ′ * β ′′ .
Proposition 5. For any {j} ∈ A B (i), there is a 1-path γ in H joining {i} and {j} such that κ B (γ) = 0.
Proof. We know that there is a 1-path σ in H joining {i} and {j}, such that κ B (σ) is an even number. Let us proceed by induction on κ B (σ). If κ B (σ) = 0, we are done. If k B (σ) ≥ 2, we can decompose σ = δ * α * ρ, where α is a 1-path in H o of length s + 2 ≥ 2 of the form
satisfying that K ′ , K ′′ ∈ B and T ℓ / ∈ B, for ℓ = 1, 2, . . . , s, where
Note that κ B (α) = 2 and hence {i ′′ } ∈ A B (i ′ ). Now, it is enough to show that there is a 1-path β in H joining {i ′ } and {i ′′ } such that κ B (β) = 0. Indeed, the 1-path σ 1 = δ * β * ρ joins {i} and {j} and
Let us show the existence of β. If i ′ = i ′′ , we take β = ({i ′ }) and we are done. 
Remark 14.
If {j} ∈ B B (i), there is a 1-path γ in H joining {i} and {j} such that k B (γ) = 1. This is a direct consequence of Proposition 5. Take any J = {i 1 , i 2 } ∈ B and assume that {i 1 } ∈ A B (i), then {i 2 } ∈ B B (i) = A B (j). Thus, we can join {i} and {i 1 } with a 1-path π whith k B (π) = 0 and we can also join {i 2 } and {j} with a 1-path ρ whith k B (ρ) = 0. Taking γ = π * ({i 1 }, {i 2 }) * ρ, we have that k B (γ) = 1.
Number of Connected Components.
In this subsection, we complete the proof of Theorem 3. Let us fix an index i 0 ∈ I and an ordering B 1 , B 2 , . . . , B n , in the list of nodal separating blocks of N in H. Given m ∈ {0, 1, . . . , n}, we denote
Next Proposition 6 implies Theorem 3: Proof. Take J = {i 1 , i 2 } ∈ B m+1 and select δ m ∈ ∆ m such that
. That is, any 1-path γ in H joining {i 1 } and {i 2 } crosses B ℓ at an odd number of entries of Sub(γ). This is not true, since we can take the path ({i 1 }, {i 2 }) where the only entry of the subsupport is J, but J ∈ B m+1 and B ℓ ∩ B m+1 = ∅. Then, we have that
. We can join J with J ′ by a 2-path σ in H with support in B m+1 . Let us do induction on the length ℓ(σ) of σ. If ℓ(σ) = 1, we have σ : (J, J ′ ), whith K = J ∪ J ′ ∈ H(3). Up to reordering, we have that i 
We know that J t−1,t = {j t−1 , j t } / ∈ B ℓ for any t = 1, 2, . . . , s. In particular, we have that Φ m ({j t })(ℓ) = c ℓ , for any t = 0, 1, . . . , s. Moreover, there is an odd number of indices t such that J t−1,t ∈ B m+1 . In particular, there is a first t 0 such that J t0−1,t0 ∈ B m+1 . By Lemma 6, we know that δ ∅ has only one element, hence there is only one mapping Φ 0 that is surjective. If m = 1, the result is given by Corollary 2. Take 1 ≤ m ≤ n. To show that ∆ m has m + 1 elements, it is enough to see that
By Lemma 7 we know that any (c, λ) ∈ ∆ m with c ∈ ∆ m−1 \ {δ m−1 } is such that λ = λ m−1 (c). It remains to show that both (δ m−1 , 0) and (δ m−1 , 1) belong to ∆ m . For this, take any J = {i 1 , i 2 } ∈ B m . Up to reordering the elements in J, we have that {i 1 } ∈ A Bm (i 0 ) and {i 2 } ∈ B Bm (i 0 ), thus
This ends the proof.
Lemma 8. Consider 0 ≤ m ≤ n, an element c ∈ ∆ m and {i}, {j} ∈ Φ −1 m (c). There is a 1-path γ in H joining {i} and {j} such that κ B ℓ (γ) = 0, for any ℓ = 1, 2, . . . , m.
Proof. Take a 1-path σ in H joining {i} and {j}. We know that κ B ℓ (σ) is an even number, for any ℓ = 1, 2, . . . , m. Let us put k m (σ) = 
, then, any 1-path γ in H joining {i} and {i ′ } has κ B ℓ ≥ 1 and it does not define a 1-path in H ℓ and "a fortiori" in H m .
Combinatorially Simply connected Ambient Spaces
This section is devoted to prove the following statement: The topological simplicial complex Ω A * {∞} ⊂ R I∪{∞} is the cone of Ω A over ∞. We denote CΩ A = Ω A * {∞} , when no confusion arises. Recall that E = ∪ i∈I E i . Let us take a symbol ∞ / ∈ I. We have that 
In view of the usual properties of the blow-ups, we describe H ′ by the following equalities:
Note that Z Y defines the strata disappearing after the blowing-up and B Y the strata whose strict transform intersects the exceptional divisor. Let us denote 7.3. Stability of Simple Connectedness. We end the proof of Proposition 7, looking at the cases a), b) and c) in Lemma 9. Before starting the case by case study, let us consider A Y ⊂ H defined by:
It is an open set of H 2 and hence it is a combinatorial strata structure. Proof. Let E i and E j be two irreducible components of E such that Y ∩ E i = ∅ and E j ∩ Y = ∅. That is, we have {i}, {j} ∈ A Y (1). We need to show that there is a 1-path γ = ({i} = {i 1 }, {i 2 }, . . . , {i t+1 } = {j}) such that {i s , i s+1 } ∈ A Y (2), for s = 1, 2, . . . , t. We know that Y ∩ E is connected. Thus, joining a point in E i ∩ Y with a point in E j ∩ Y by a topological path contained in E, we have a sequence Note that i ∈ J 1 , since J 0 ∩ J 1 = ∅. Then E {i,j} ⊃ E J1 and hence Y ∩ E {i,j} = ∅, that is {i, j} ∈ A Y . We can take γ = ({i}, {j}). Assume that k ≥ 2. If i ∈ J 2 , we are done, since we find a length k − 1 sequence {i}, J 2 , J 3 , . . . , J k ⊃ {j} and we apply the induction hypothesis. Assume that i / ∈ J 2 . Take i ′ ∈ J 1 ∩ J 2 , we see that {i, i ′ } ⊂ J 1 and hence {i, i ′ } ∈ A Y . We end by taking γ = ({i}, {i ′ }) * γ ′ , where γ ′ is given by applying induction to the sequence {i ′ }, J 2 , J 3 , . . . , J k ⊃ {j}. By Lemma 10, the topological simplicial complex Ω AY is connected and hence the cone CΩ AY is simply connected. Since CΩ AY and Ω H3 are simply connected and Ω AY is connected, by an application of a combinatorial version of Seifert-van Kampen's Theorem, see [18] , we conclude that Ω H ′ 3 is simply connected.
The case
Y = E J0 , with J 0 = {i 1 , i 2 , i 3 } ∈ H(3). We have that B Y = A Y and Z Y = {J 0 }. Moreover A Y = {J ∈ H 2 ; E J ∩ Y = ∅} = {J ∈ H 2 ; J ∪ J 0 ∈ H}.
Then, we have Ω H ′

3
= Ω H3\{J0} ∪ CΩ AY and Ω H3\{J0} ∩ CΩ AY = Ω AY . Let us note that Ω H3\{J0} is obtained from Ω H3 by removing the 2-dimensional simplex ∆ J0 . Since Ω H3 is simply connected, the fundamental group of Ω H3\{J0} is generated by the single loop ({i 1 }, {i 2 }, {i 3 }, {i 1 }). This loop is defined in A Y and hence it is homotopically trivial in the cone CA Y . Noting that Ω AY is connected and Applying Seifert-van Kampen's theorem, we get that Ω H ′ 3 is simply connected.
7.3.3.
The case Y = E J0 , with J 0 = {i 1 , i 2 } ∈ H(2). Let L ⊂ I be the set of k ∈ I such that J 0 ∪ {k} ∈ H(3). By Remark 15, we have
We know that Ω H ′
3
= Ω (H3\ZY ) ∪ CΩ BY . Let us consider the cases L = ∅ and L = ∅. If L = ∅, we have that Z Y = {J 0 } and B Y = {{∅}, {i 1 }, {i 2 }}. In this case, we have that Ω H3\ZY is obtained from Ω H3 by removing the simplex ∆ i1,i2 ; moreover, we add the union CΩ BY = ∆ i1,∞ ∪ ∆ ∞,i2 to Ω H3\ZY in order to get Ω H ′
. Identifying ∆ i1,i2 and ∆ i1,∞ ∪ ∆ ∞,i2 in a convenient way, we obtain a homeomorphism between Ω H3 and Ω H ′ 3 . Let us assume now that L = ∅. We have that
In this situation B Y is 1-connected. Indeed, we have
Taking k 0 ∈ L, we see that {i 1 } and {i 2 } are connected through {k 0 } and any other {k}, with k ∈ L, is connected with {k 0 } through {i 1 } and {i 2 }. Now, we have
where
Let us see that Ω H3 and Ω ′ are homeomorphic topological spaces. In particular Ω ′ is simply connected. Let us recall that
Now, it is enough to give the homeomorphism (in a compatible way with the simplicial structure) over the simplices ∆ J , where
with k ∈ L, and we identify
is simply connected, it is enough to apply Seifert-Van Kampen's Theorem, since Ω ′ and CΩ B ′′ Y are simply connected and their intersection Ω BY is connected.
Invariant Hypersurfaces and Separator Set
In this section we give a proof of Theorem 1. Let us recall the statement:
Consider a connected component C of E \ |S Let us note that the topological closure C of C is the union of the irreducible components of E that intersect C. Now, Theorem 1 is a direct consequence of the following technical, but more general statement: 
Let us see how to obtain Theorem 1 from Theorem 5. We have that E 0 = ∅. Hence there is an invariant branch (Γ 0 , 0) as stated in property b) of Theorem 5. Since the centers of the blow-ups are contained in the adapted singular locus, we have that (Γ, p) ⊂ E. Hence Γ∩C = {p}. The point p is necessarily a singular point of F , but it cannot be of corner type, since there is no invariant branches arriving to simple corners outside E. Hence p is of trace type, in particular p / ∈ |S F M |, that is p ∈ C and it belongs to a trace type component of the singular locus, that defines a partial separatrix Σ. The closed hypersurface (H Σ , H Σ ∩ K) of (M, K) (recall that K = π −1 (0)) projects by π onto the desired H 0 .
8.1. Structure of the proof. The proof of Theorem 5 goes by induction on the length of π as a composition of a finite sequence of admissible blow-ups, besides to a reduction to the two dimensional case.
Remark 16. The connected component C determines a set of indices I C ⊂ I such that E i ⊂ C if and only if i ∈ I C . We use the intuitive terminology "E i belongs to C" for denoting the property that i ∈ I C .
If the length of π is zero, then π is the identity morphism and the origin is a simple point of (M 0 , F 0 ). If p ∈ Sing(F ), there is always an irreducible component of E 0 belonging to C and we are done. If E 0 = ∅ and p is a regular point, then C does not exist, and the statement is tautologically true.
Assume that the length of π is ≥ 1. We decompose π as π = π 1 • σ, where
and π 1 is an admissible blow-up with center Y 0 . Let us assume that none of the strict transforms of the irreducible components of E 0 belong to C. Denote by
1 (Y 0 ) the exceptional divisor of the first blow-up π 1 . We have two cases to consider
A) The strict transform
If we are in case B), we apply induction on the length of a reduction of singularities at a point q ∈ σ(C). It remains to consider the case A). Before doing it, we need to introduce the definition of two-equirreduction points, see also [4] . 8.2. Two-Equireduction. We consider small enough representatives of the germs in our arguments, keeping the same notations, in the hope that the reader would give the necessary precisions without too much difficulty. Let us consider the sequences of blowing-ups π = π 1 • σ as before. Recall that M 0 = (M 0 , E 0 ; {0}), where M 0 is a representative of the germ (M 0 , {0}).
Take a point p ∈ Sing(F 0 , E 0 ). We say that p is a two-equireduction point of height 0 for (M 0 , F 0 ) with respect to π if and only if p is a simple singular point for (M 0 , F 0 ) of dimensional type two and the morphism π is an isomorphism in a neighborhood of p (there are no blow-ups over p). Denote Y = Sing(F 0 , E 0 ) the adapted singular locus; in this case we have the following properties, locally at the point p:
(1) The adapted singular locus Y is a non singular codimension two subspace (Y, p) ⊂ (M 0 , p) and it has normal crossings with
Given an integer number k ≥ 1, we say that p is a two-equireduction point of height k for (M 0 , F 0 ) with respect to π if the following properties hold: 
is a two-equirreduction point of height lower or equal than k − 1 for (M 1 , F 1 ), with respect to σ and one of such points has height equal to k − 1.
We say that p is an two-equirreduction point for (M 0 , F 0 ) with respect to π if it is a two-equirreduction point of height k, for some k ≥ 0. Let us denote by Equir π (M 0 , F 0 ) the set of two-equirreduction points. The proof of next Propositions 9 and 10 is essentially contained in [4] :
is a closed analytic set of codimension bigger or equal than three in M 0 .
Let us consider a two dimensional nonsingular subspace (∆, p) ⊂ (M, p). We recall that (∆, p) is a strict transversal to F if F |∆ is a foliation generated by ω| ∆ , where ω is a local holomorphic generator of F at p. That is, the coefficients of ω have no common factor and the coefficients of ω| ∆ are also without common factor (see [22] for the existence of such sections).
is a strict transversal to F and π induces a two dimensional reduction of singularities
Proof. See [4] . Let us remark that ∆ is equal to the strict transform of ∆ 0 .
8.3.
Reduction to dimension two. Let us choose ǫ 0 > 0 such that, for any ǫ with 0 < ǫ ≤ ǫ 0 , the sequence of blow-ups π is "well represented" by a nodal reduction of singularities
where B(0; ǫ) ⊂ C n is the ball centered at the origin of radius ǫ. In particular, the following properties hold:
(1) The germ along π −1 (0) of the center of each blow-up in π ǫ coincides with the corresponding center in the sequence π. Hence, the germ along π −1 (0) of each stratum defined by the divisor E(ǫ) ⊂ M ǫ coincides with the corresponding stratum for E. 
We have an induced fibration π
is greater or equal than two, for any p ∈ U (see [14] 
The singular locus of S ′ is contained in Z ǫ 1 . Now, let us consider the closed analytic subset set T 1 ⊂ S ′ , defined by as follows:
′ is not transversal to the fiber π −1
1 (π 1 (p)) at p. Let us decompose T 1 as a finite union of closed analytic subsets 
Take one of those lines L and consider a two dimensional strict transversal
is the strict transform of ∆ 0 by π 1 .
Lemma 12. The surface ∆ 1 cuts the adapted singular locus only at points of twoequireduction. Moreover, the intersection is transversal at those points.
Proof. The first statement is a direct consequence of the fact that L does not intersect Z ǫ 1 . Indeed, the intersection of ∆ 0 with Sing(
. We already know that q ′ is a twoequireduction point for F ǫ 1 , E 1 (ǫ). We have to show the transversality property. Let us note that Sing(F ǫ 1 , E 1 (ǫ)) = S ′ locally at q ′ , and hence we have to show that
The transversality between L and
, there is transversality between π −1 (p) and S ′ at q ′ ; therefore, we have
8.4. End of the proof. We recall that we are assuming that the strict transforms E j , j ∈ J 0 , of the components E 0 j of E 0 do not intersect C. Then we have:
where the E 1 j ⊂ E 1 are the strict transforms of E 0 j in M 1 and E ′ is the union of the strict transforms of the exceptional divisors of the blow-ups (the exceptional part of π). Note that the strict transform E ∞ of E 1 ∞ is contained in E ′ . Let us also recall that we have the hypothesis that E ∞ belongs to C.
Applying Proposition 10 to ∆ 1 , we obtain a reduction of singularities
where ∆ is the strict transform of ∆ 1 by σ. Note that ∆ is also equal to the strict transform of ∆ 0 by π. Noting that ∆ 0 is a strict transversal to F 0 and that
, we obtain by restriction a reduction of singularities π| ∆ given by
Proof. It is enough to show that any irreducible component E ′ j ∩ ∆ of E ′ ∩ ∆ that meets C ∆ also meets C. We know that there is a finite sequence
is not a nodal point for F | ∆ , for m = 1, 2, . . . , r. These points do not belong to the separator set of (M, F ) and hence all the components E 
is not contained in the strict transform of E 0 , since s ′ ∈ C ∆ ⊂ C and E j ∩ C = ∅ for any j ∈ J 0 . A "fortiori" we have that (Γ ′ , s ′ ) is not contained in E. This implies that s ′ is a trace singular point in C. If is contained in an irreducible component X of type trace of Sing(F , E) that is entirely contained in C. Now, we ca take a point s ∈ X ∩ π −1 (0). The point s being of trace type, we can find a germ of invariant curve (Γ, s) not contained in E. Now we are done by taking (Γ 0 , 0) to be the image of (Γ, s) under π.
Appendix: Simply Connectedness
Let us give in this Appendix an outline of a proof of Proposition 8. We consider a combinatorial strata structure H ⊂ P(I) and we have to prove a) The topological space Ω H is connected if and only if H is 1-connected. b) The combinatorial strata structure H is simply connected if and only if Ω H3 is a simply connected topological space. Let us give a proof of a). The simplicial complex Ω H is connected if and only if any two given vertices ξ i and ξ j may be connected by a topological path; indeed any point is Ω H is connected with a vertex by a topological path. This already shows that if H is 1-connected, then Ω H is a connected topological space. Conversely, assume that H is not 1-connected, and consider the decomposition in connected components H = ∪ λ∈Λ H λ as in Remark 8. We have that
Hence Ω H is not connected, since it is a disjoint union of finitely many (at least two) simplicial complexes. Let us give a proof of b). In view of Remark , we assume that H = H 3 and in view of part a) we also assume that H and hence Ω H are connected. Let us consider the combinatorial fundamental group π 1 (H, {i 0 }), whose elements are the homotopy classes of loops, that is constructed "mutatis mutandis" as the clasical Poincaré group. Now it is enough to prove that
We prove the equality in Equation 4 by induction on the lexicographical counter (♯I, ♯H). The starting case (1, 1) corresponds to a single point and in this case both groups are trivial. In order to do the induction step, let us separate the cases H(3) = ∅ and H(3) = ∅.
Assume that H(3) = ∅ and ♯I ≥ 2. Note that in this case Ω H is a connected union of linear segments. Given i ∈ I, denote Star(H, i) the set Star(H, i) = {j ∈ I \ {i}; {i, j} ∈ H}.
In there is i ∈ I such that ♯ Star(H, i) = 1, we can consider H ′ = H ∩ P(I \ {i}). ξ i0 ) ; we are done by induction. Assume that ♯ Star(H, i) ≥ 2 for any i ∈ I. Let us choose i 1 , i 0 ∈ I, with i 1 = i 0 . Consider H ′ defined as follows:
That is, we eliminate i 1 and we add all the two by two connections between the elements of Star(H, i 1 ). We see in a direct way that π 1 (H ′ , {i 0 }) = π 1 (H, ξ i0 ) and, by means of a deformation retract, that π 1 (Ω H ′ , {i 0 }) = π 1 (Ω H , ξ i0 ); as before, we are done by induction.
Assume that H(3) = ∅. There is a stratum J = {i 1 , i 2 , i 3 } ∈ H(3). In this case, we have that H = H ′ ∪ P(J), where H ′ = H \ {J}. Hence we have that
where Ω H ′ = ∆ J is connected and, more precisely, it is the frontier ∂∆ J of ∆ J . By Classical Seifert Van Kampen theorem, we know that π 1 (Ω H , ξ {i1} ) is isomorphic to π 1 (Ω ′ H , ξ {i1} ) quotient by the normal subgroup generated by a single loop σ supported by ∂∆ J . We use a specific combinatorial version of Seifert-Van Kampen theorem applied to the decomposition H = H ′ ∪ P(J), where
by the normal subgroup generated by the single loop σ = ({i 1 }, {i 2 }, {i 3 }, {i 1 }), In this way, we end by induction.
Let us give an idea about the proof of the combinatorial Seifert-Van Kampen result we need. In view of the classical proof of Van Kampen theorem, see [21] , we have to proof that any group morphism φ :
= e H extends in a unique way to a group morphism F : π 1 (H, {i 1 }) → H. The uniqueness is clear and necessarily defined by
Hence it is enough to show that if
Take a finite sequence of elementary homotopies in H
If none of them correspond to homotopic pairs (ǫ, ǫ ′ ) obtained from the set J = i 1 , i 2 , i 3 , the homotopies are also homotopies in H ′ and we are done. Assume that
Then γ j+1 * γ
and we are done.
Appendix: Strong Desingularization in Dimension Three
Let us give here an outline for a proof of the statement in Remark 2 in the case of a three-dimensional ambient space. It is based on the classical methods by Hironaka, Abhyankar and others for reduction of singularities in small dimensions, presented in [12] (See also [1] and [16] ).
We start with a pair (M, L), where M = (M, E; K) is a three-dimensional ambient space and L is a finite list of irreducible hypersurfaces not contained in E. Denote by H the union of the hypersurfaces in L and take a point p in K. We consider the following local invariants:
(1) The multiplicity ν p (H) of H at the point p.
By convention, we put I p (H, E) = (0, 0, 0) when ν p (H) = 0. The following results of stability are implicitly contained in the above cited works (the reader can prove them by taking a Weierstrass-Tchirnhausen preparation of a local equation of H):
Lemma 14 (Horizontal stability). The invariant I p (H, E) is analytically upper semicontinuous.
Lemma 15 (Vertical stability).
be an admissible blowing up with an equimultiple center Y and consider a point p ∈ Y . Let us recall that
When (M, L) is locally simple, we can make it simple just by blowing-up the points where the strata are not connected. Thus our objective is to get a locally simple pair after a suitable admissible transformation.
Let us denote by Imax(H, E) the maximum of the invariants I p (H, E) for p ∈ K. We have that (M, L) is locally simple if and only if Imax(H, E) ≤ (1, 2, 0) . By an elementary induction, our objective is reached if we show how to get a new (M ′ , L ′ ) such that Imax(H ′ , E ′ ) < Imax(H, E), when we start with Imax(H, E) > (1, 2, 0). Assume thus that Imax(H, E) = (r, d, ζ) > (1, 2, 0) and consider the analytic subset Sam r,d,ζ (H, E) = {p ∈ M ; I p (H, E) = (r, d, ζ)}.
We have to obtain that Sam r,d,ζ (H, E) = ∅ by means of an admissible transformation with equimultiple centers.
• Let us describe first how to proceed in the cases with d ≤ 1. Note that in this cases we have r ≥ 2 and thus the set Eq r (H) of r-multiplicity defined by Eq r (H) = {p ∈ M ; ν p (H) ≥ r} = {p ∈ M ; ν p (H) = r} is a finite union of points and curves, that contains Sam r,d,ζ (H, E).
Assume we are in the case d = 0. In this case (r, d, ζ) = (r, 0, 0). The sets and Eq r (H, E) and Sam r,0,0 (H, E) coincide and they consist in a finite union of points. We blow-up all these points (at the same time or one after the other) and we are done by Lemma 15.
Assume we are in the case d = 1. In this case (r, d, ζ) = (r, 1, 0). Any curve Γ in Eq r (H) is also contained in Sam r,1,0 (H, E). In fact, a non isolated point in Eq r (H) cannot have 0-dimensional strict tangent space. We can proceed by induction on the number α of irreducible curves contained in Sam r,1,0 (H, E) which is the same one as the number of r-equimultiple curves. If α = 0, then Sam r,1,0 (H, E) is a finite set of points. We blow-up one of such points. By Lemma 15, at most a new point of multiplicity r may appear, if it does not appear, the number of points in Sam r,1,0 (H, E) decreases by a unit; if it appears in a persistent way, we detect an equimultiple curve,what is impossible.
Assume that α > 0. By blowing-up points, we obtain that Sam r,1,0 (H, E) has strong normal crossings with E, since the curves in Sam r,1,0 (H ′ , E ′ ) are the strict transforms of the curves in Sam r,1,0 (H, E). We can assume this property an choose an r-equimultiple curve Γ as center. By Lemma 15, no r-multiple point appears over a point in Γ. Then α ′ = α − 1 and we are done.
• Let us consider now the cases with d = 2. There are four possible situations following the value of ζ ∈ {0, 1, 2, 3}.
− Case ζ = 0: Note that in this case we have r ≥ 2. We start by getting strong normal crossings between Eq r (H) and E by means of a finite number of blow-ups centered at points in Eq r (H). This property is stable under new punctual blowing-ups.
In this situation, if we blow-up a curve Γ ⊂ Eq r (H), we do not destroy the property that Eq r (H) and E have strong normal crossings. To see this, we can use the existence of local maximal contact provided by a Weierstrass Tchirnhausen presentation of an equation of H. More precisely, given a point p ∈ Eq r (H), there are local coordinates (x 1 , x 2 , z) such that E ⊂ (x 1 x 2 = 0), an equation of H has the form z r + f 2 (x 1 , x 2 )z r−2 + f 3 (x 1 , x 2 )z r−3 + · · · + f r (x 1 , x 2 ) = 0 and Eq r (H) ⊂ (z = x 1 = 0) ∪ (z = x 2 = 0). If we blow-up z = x 1 = 0 and it is contained in Eq r (H) ⊂ (z = x 1 = 0) ∪ (z = x 2 = 0), then the new Eq r (H ′ ) is contained in the intersection with the exceptional divisor of the strict transform of the maximal contact surface z = 0.
The global strategy is as follows: if there is a curve Γ contained in Eq r (H) (intersecting Sam r,2,0 (H, E), but this is not essential); then blow-up one of such Γ. Otherwise, blow-up a point in Sam r,2,0 (H, E). To show that this procedure ends in a finite number of steps, the reader may follow the ideas in Hironaka's Bowdoin College Seminar [12] . Roughly speaking, we reduce the global control to a local one along "bamboes" and after this, we use the properties of the evolution of the characteristic polygon to show the finiteness.
− Case ζ = 1: Note that there are only finitely many points p in Sam r,2,1 (H, E), since e p (E) = 3 for each of such points p. Consider local coordinates (x 1 , x 2 , x 3 ) at p such that E = (x 1 x 2 x 3 = 0). The initial part of a local equation of H has the form (x 1 + αx 2 + βx 3 ) r ; αβ = 0.
Then, after the blowing-up of p, each point p ′ in the exceptional divisor with r = ν p ′ (H ′ ) and 2 = d p ′ (H) has ζ p ′ (H ′ , E ′ ) = 0. Thus, we end by blowing-up one by one the points in Sam r,2,1 (H, E).
−Case ζ = 2: Recall that any point p ∈ Sam r,2,2 (H, E) has e p (E) ≥ 2. Thus Sam r,2,2 (H, E) is contained in the union of the curves E ij = E i ∩ E j , with i = j. We follow the following strategy: if there is an E ij ⊂ Eq r (H) with E ij ∩ Sam r,2,2 (H, E) = ∅, then blow-up one of such E ij . Otherwise, blow-up a point p ∈ Sam r,2,2 (H, E). Note that the centers have strong normal crossings with E, since they are points or curves of the type E ij .
Let us see what happens when we blow-up a curve E ij ⊂ Eq r (H) containing a point p ∈ Sam r,2,2 (H, E). Take local coordinates (x 1 , x 2 , y) such that (x 1 x 2 = 0) ⊂ E ⊂ (x 1 x 2 y = 0), E ij = (x 1 = x 2 = 0). A local equation h of H has the form h = (αx 1 + βx 2 ) r +h, αβ = 0, whereh has generic order ≥ r along x 1 = x 2 . After the blow-up of E ij , there are no points p ′ over p with I p ′ (H ′ , E ′ ) = (r, 2, 2). Then all that curves disappear after finitely many steps.
We are then in a situation without r-equimultiple curves E ij that intersect Sam r,2,2 (H, E). We blow then a point p ∈ Sam r,2,2 (H, E). In local coordinates, the initial part of an equation of H has the form (αx 1 + βx 2 ) r , with αβ = 0 and (x 1 x 2 = 0) ⊂ E. The only possible point p ′ ∈ Sam r,2,2 (H ′ , E ′ ) over p corresponds to the interesction with the exceptional divisor of the strict transform of x 1 = x 2 = 0 and moreover, no new r-equimultiple curves of the type E ′ i ′ j ′ will appear. We found that this points disappear after finitely many steps, since otherwise we find that x 1 = x 2 = 0 should be r-equimultiple.
− Case ζ = 3: Each point p ∈ Sam r,2,3 (H, E) selects an irreducible component E(p) of the divisor E, given by the following property: there are local coordinates (x, y, z) such that the initial part of an equation of H has the form x r and E(p) = (x = 0). These E(p) will act as maximal contact surfaces. More precisely, consider an admissible blow-up
centered in Y , with p ∈ Y . Then Y ⊂ E(p) and any p ′ ∈ π −1 (p) ∩ Sam r,2,3 (H ′ , E ′ ) satisfies that E ′ (p ′ ) is the strict transform of E(p). In particular, the number of possible E(p) is not increased. Thus, by finite induction it is enough to eliminate one of them. We select an irreducible component D of E and we consider the set Sam D r,2,3 (H, E) = {p ∈ Sam r,2,3 (H, E); E(p) = D}. We want to make disappear this set after finitely many blow-ups. The first step is to make that E and D ∩ Eq r (H) do have strong normal crossings by blowing-up points. This property is obtained by a classical two dimensional argument, taking D as a new ambient space. The property is stable under blow-up centered in points or in r-equimultiple curves contained in D. We take now the strategy of blowing-up one first the curves Γ ⊂ D ∩ Eq r (H) that intersect Sam 
