Abstract-Routing problems which include a QoS based path control play a key role in broadband communication networks. We analyze here an algorithmic procedure based on branch and price algorithm and on the flow deviation method to solve a nonlinear ksplittable flow problem. The model can support endto-end delay bounds on each path and we compare the behavior of the algorithm with and without these constraints. The trade-off between QoS guarantees and CPU time is clearly established and we show that minimizing the average delay on all arcs will yield solutions close to the optimal one at a significant computational saving.
I. INTRODUCTION
New generation telecommunication networks (UMTS) allow the integration of Quality of Service (QoS) requirements on the traffic through routing protocols such as MPLS. An important feature of MPLS is its ability to set up traffic engineering mechanisms (MPLS-TE). For instance, MPLS-TE allows the traffic manager to put constraints on the end-to-end QoS. It also provides means to control the structure of the traffic for each customer by setting restrictions on the number of routes. The purpose of such restrictions is twice: first, keep a traffic structure as simple as possible and second, keep a low overall number of routes, while preserving a good end-to-end QoS.
We consider here a k-splittable flow problem where the choice of at most k paths to route a given demand is determined to yield a minimal end-to-end delay. This problem will be refered to as the k-splittable Delay Contrained Routing Problem (k-DCRP). The solution of such problem typically offers a compromise between delay constraints leading to a large number of paths and ksplittability constraints leading to large delay.
This kind of restriction on the number of routes seems to be rather new in the literature even if there are strong connections to the UFP (unsplittable flow [1] , [2] , [4] ) and disjoint paths [12] . Some previous works consider the problem of path number in multi-path routing but without a bounded number of paths ( [9] , [17] ). To our knowledge, Baier et al. [3] were the first to introduce the ksplittable flow problem. They propose an approximation algorithm for the k-splittable maximum flow problem. Recently, Kolliopoulos [14] proved the existence of a (2,1)-approximation algorithm for a 2-splittable minimum cost flow problem. Martens and Skutella propose variants of k-splittable problem in [15] and length-bounded and dynamic ksplittable flows in [16] . Koch et al. [13] present approximation algorithms and complexity results for k-splittable flow problems.
Besides these results on approximation schemes to solve such NP-hard problems, a branch and price algorithm has been proposed in [19] to solve k-splittable maximum flow problem. In [10] , Duhamel and Mahey analyzed an adaptation of the Flow Deviation method for convex cost multicommodity flow including a control mechanism on the number of active paths. As the end-to-end delay constraints are nonlinear and as they set a constraint on each active path, few models have been presented. The most notable work has been done by Ben-Ameur and Ouorou [6] where they define and model the Delay Constrained Routing Problem. They show this problem is NP-hard and they propose several bounds by performing convexifications of the delay constraints.
The main contribution is to show here how the modelling of k-splittable flows allows to take in consideration end-to-end delay measures on each active path used to route the flow. In comparison, classical routing models use an average delay measure induced by a convex approximation of the average congestion among all arcs carrying flow (see [11] ). Thus, these models cannot give realistic guarantees for a QoS based routing model. However, we will show k-splittable Minimum Average Delay Problem (k-MADP) can be used as approximation for the (k-DCRP).
In section (II) a mathematical formulation for (k-DCRP) is proposed. Then, in section (III) we describe how to solve (k-DCRP) by using a branch and price algorithm. The subproblem is solved by an approximation scheme similar to the idea proposed by Shahrokhi & Matula [18] and later developed by Bienstock & Raskina [7] . The inner part of this approximation schema is a routing problem, solved by a Frank-Wolfe algorithm. In Section (IV) numerical results are presented on small instances. The results will be compared with those provided by (k-MADP) before concluding.
II. MATHEMATICAL FORMULATION
Let G = (N, A) be a digraph where N is the set of n nodes and A is the set of m arcs. Each arc a ∈ A is given a capacity u a 0. We consider here a single commodity, i.e. an origin-destination pair (s, t) and a demand d to be sent from s to t on G. Let P be the set of elementary (s, t)-paths. The Delay Constrained Routing Problem (DCRP) consists in routing the requested demand while minimizing the maximal end-to-end delay.
For each arc a ∈ A, let x a 0 be the flow on it. The delay θ p suffered by the data packets on a given active route p can be approximated by
where λ is the average packet size (see [11] , [5] for a description of the classical assumptions on the traffic to get that approximation, mostly referred as the Kleinrock's delay function).
Rather than choosing active paths from P, one can describe each active path as a flow sub-problem by using arc-node formulation. Such an approach is well suited when considering a limit on the number of active paths in the routing solution [5] . This constraint is known to define the ksplittable flow [3] . While these authors showed that it turns most network flow problems NP-hard, a few references were dedicated to exact algorithms. In [12] , a branch-and-price method is used to solve the k-splittable maximum flow problem. Let H be the maximal number of active paths allowed to carry out the traffic. Thus, the k-splittable Delay Constrained Routing Problem (k-DCRP) consists in routing a delay constrained flow with at most H paths.
As there are H potentially active paths, each one is described as a flow subproblem. For each path number h = 1 . . . H, let x h a 0 be the flow variable on the arc a ∈ A, let y Finally let θ be the maximal end-to-end delay over the routing. Then the arc-node model can be stated as equation (2) . This model involves two flow conservation blocks (namely constraints 2(a) and 2(b)) for each path. 2(c) are the coupling constraints, 2(d) are the capacity constraints and 2(e) is the demand constraint. Restrictions 2(f ) are used to force each path h to be elementary that is, to prevent cycles to be connected to the path [19] . Finally, constraint 2(g) are the end-to-end delay constraints according to the formulation (1) for the delay.
The fact that we want to minimize the maximal delay on the active paths implies that all H chosen routes will effectively carry a positive fraction of the demand in the optimal solution. The introduction of path flow variables x h a is necessary because, modeling the flow constraint directly on the aggregate flow variables x a , we may force the flow on a new path which is a combination of several active paths. This will thus violate the constraint on the maximal number of authorized paths.
This model is a mixed integer non linear model, as constraints 2(g) are nonlinear. The problem (k-DCRP) is NP-hard as a generalization of the (DCRP) problem presented by Ben-Ameur and Ouorou [6] . It is also a generalization of the ksplittable flow problem presented by Baier, Köhler and Skutella [3] .
As mentioned previously, minimizing the average delay on a k-splittable flow (k-MADP) can provide a reasonable approximation even if some end-to-end delays constraints might be violated. The model for (k-MADP) is as follows
When comparing with (k-DCRP), nonlinear end to end delay constraints 2(g) are dropped in (k-MADP).
III. ALGORITHM
The model (k-DCRP) involves both nonlinear constraints and mixed integer variables. To handle the k-splittability, a column generation scheme will be applied. It is based on a Dantzig-Wolfe reformulation of the model (k-DCRP). Therefore each column corresponds to a (s, t)-path and branchings are used to project back towards integer solutions.
The nonlinear constraints will be relaxed from the subproblem (LR) to define a new subproblem (LR2). It will be solved by a Frank-Wolfe algorithm were the gradient search is computed using column generation (DFS t ). As (LR2) is a relaxation, it only gives a lower bound to (k-DCRP). Thus, a post-optimization step is performed on each integer solution found during the branch and price. This step is sufficient to obtain the optimal solution of (k-DCRP).
A. Fractional solution
A branch and bound scheme will be used to solve this problem. Thus the integrity constraints on variables y h a are relaxed and the problem becomes a nonlinear problem. Then variables y h a can be replaced by the ratio x h a /u a . This maximal end-to-end delay minimization problem corresponds to a min-max "packing" problem. We propose here to solve this problem approximately by using an exponential potential function method [7] , [20] based on the Shahrokhi and Matula algorithm [18] for the maximum concurrent flow problem. A similar approach was done in [10] where it was observed that the minimization of the congestion lead to an increase of the number of active paths.
Let S be the set {x ∈ R A×{1,...,H} + / H h=1 x h a < u a ∀a} of capacity compatible (s, t)-flows. Let θ h 0 be the end-to-end delay function for the problem (LR) and θ 0 be the maximal end-toend delay defined by
Then θ(x) is approximated by the exponential potential function φ(x, µ) with µ > 0.
This function has interesting properties : first it gives a good approximation of the function θ(x) in the sense that
Moreover, this function is convex. The proof is adapted from [20] .
So the linear relaxation (LR) is approximatively solved by minimizing the convex function φ(x, µ) with the relaxed k-splittable flow constraints. This problem is expressed as a nonlinear model (LR2) where µ is a parameter.
The flow deviation method [8] is used to solve (LR2). At each step t, let x t be the current solution. The direction-finding subproblem is the linear relaxation of the minimal cost k-splittable flow problem. We will solve it by a column generation algorithm. Let (DFS t ) be the model obtained after proceeding to a Dantzig-Wolfe decomposition (see equation (8)). For each path p ∈ P, let x h p be the flow contribution on path p for the path number h. Let δ p a be the indicator vector that identifies which arc a ∈ A belongs to path p.
For each path p, the capacity u p and the cost c h p for path number h are given by
The constraint 8(a) is the capacity constraint. The constraint 8(b) is the demand constraint. The constraint 8(c) corresponds to the choice of at most one path p for each path number h.
Then the column generation subproblem becomes an optimal path problem, i.e. minimization of the reduced costc
where π a 0 (resp. λ h 0 and ν ∈ R) are the dual variables corresponding to constraint 8(a) (resp. 8(c) and 8(b) ). The computation of the minimum cost elementary path does not reduce to a simple shortest path problem, since the reduced cost involves a combination of two dual variables, π and λ (the cost associated to the demand constraints does not depend on the arcs of the path).The optimal path p * is a combination between the shortest path and the highest capacity path. Its computation can be done in the following way:
Algorithm 1 optimal path computation for (SP
compute a shortest path p from s to t on A ′ if p = ∅ then break else let u be its capacity, w its cost if w < w
Since the columns might be used anywhere in the branching tree, they are inserted into a global pool. The column generation will stop as soon as w *
0.
A solution of (DFS t ) gives a direction along which the linear search finds a better solution. Thus, the following algorithm is used to find a lower bound to the linear relaxation (LR2). Let µ and ǫ be two positive parameters, and let U be the maximal capacity over the arcs.
Algorithm 2 Linear Relaxation
Let x 0 be a H-splittable flow routing demand. repeat x t denote the solution of (DFS t ). Set
Set t ← t + 1 until stopping criterion met Set the lower bound to (1 − ǫ)φ(x t , µ) − µ ln H The stopping criterion of algorithm 2 is deduced from a proof, adapted from [8] , of the following theorem 1. This theorem gives us a proof of the approximation.
Theorem 1: Let φ * (µ) be an optimal solution of (LR2) and x t the flow at the end of algorithm 1. Then
B. Integer solution
Algorithm 1 finds a lower bound for the linear relaxation (LR2). To compute integer solutions, one can embed it into a branch and bound scheme.
Barnhart et al. [4] proposed an efficient branching for the routing problems. It is based on the concept of node of divergence over the aggregated flow
A node of divergence is a node d ∈ N such that the aggregated flow is coming from a single arc and going out on several arcs.
Let ω 1 and ω 2 be a partition of ω + v such that each set contains at least one arc carrying a positive amount of flow. Let P 1 ⊂ P and P 2 ⊂ P be the set of paths going through node d and using one arc of respectively ω 1 and ω 2 . Since the flow on x h has to be integer (that is, has to be unsplittable), either it uses one arc in the set ω 1 or in the set ω 2 . Then the following branching is valid:
For a better efficiency, the branching should be applied on the first node of divergence and the sets P 1 and P 2 should be built such that each sum is the most fractional.
Another point is that the optimal solution is computed with respect to the relaxed function φ(x, µ) defined in (6) . As algorithm 1 gives a lower bound of the integer function θ(x) defined in (5), an optimal support for both relaxed and integer solutions is found (which could be different for each solution). As the flow distribution on the active paths could be suboptimal for θ(x), we proceed to a post-optimisation procedure on each integer support found in the branch and bound scheme.
This post-optimization procedure computes an optimal distribution of flow on a fixed support for the function θ(x). We have at most H paths p h and we compute the distribution d h for all h which minimizesθ(d) defined bỹ
where δ h a = 1 if a ∈ p h and 0 otherwise, and
The solution proposed by the branch and bound method is a feasible flow. Theθ function ensures to always satisfy the capacity constraints. It only remains the demand constraints to be checked. The gradient of functionφ is projected to find a feasible descent direction.
In this direction,θ is minimized using its directional derivativẽ
where
To reduce the size of the branching tree in the branch and price algorithm, a primal solution is first computed at the root node. We can note that any k-splittable solution is feasible with respect to (k-DCRP). Thus, it is sufficient to use the solution of the k-splittable minimum cost flow problem. However, the capacities are reduced to 4/5 of the initial capacities to prevent this solution from being too close to saturation and to prevent θ from being too high. The cost of each arc is set to λ/u 2 a which corresponds to the gradient of λ/(u a −x a ) (see (1) ) at the origin.
IV. NUMERICAL RESULTS
Two sets of instances have been used to measure the efficiency of our approach. The first one is a set of optical telecommunication networks ranging from 10 nodes to 14 nodes and with low connectivity.
A second set of instances has been generated using the Transit Grid generator developed by G. Waissi 1 . The topology of those instances (see figure 1 ) has been designed to look close to the transportation networks. In our experiments, grids with 10 nodes have been used. The capacities have been randomly chosen in the interval [1; 1000]. The demand is computed the following way: let H be the upper bound of the number of paths. A ksplittable maximum flow is computed [19] . Let F * be the value of this optimal solution. Then the demand is set to 3F * /4 and thus depends on H. The experiments were done on a Pentium 4 computer with 4Gb memory running linux 2.6.6. The time limit has been set to 3 hours for each run. The program has been coded in C and compiled with gcc 3.3.2 with the -02 flag activated.
In order to compare a solution of (k-MADP) with a solution of (k-DCRP), we will provide the corresponding value of the highest end-to-end delay. Obviously the flow distribution on the paths of the optimal solution is optimal for function φ.
To have a fair comparison of the performance of each model, the post-optimization step described in section (III-B) is applied to this solution. Then we will provide the new value of the highest endto-end delay. Table I displays the results for the telecommunication networks while Table II keeps track of the 10 nodes transit grids. For each instance, experiments are run for increasing values of H (and therefore a varying demand as previously explained). The results are reported for both (k-DCRP) (columns "End-To-End Delay") and (k-MADP) (columns "Minimum Average Delay"). For each method, the optimal value (column "z * ") and the CPU time in seconds (column "CPU") are reported. For the (k-MADP), the column "delay" corresponds to the evaluation of the optimal solution with respect to the objective function of (k-DCRP) (maximal delay along an active path). The column "PO" shows the same value after a post-optimization step.
From Table I , it can be seen for (k-DCRP) that the CPU time grows quickly as H increases. For small values of H, (k-MADP) produces good approximations of the optimal solution of (k-DCRP), once the post-optimization procédure (PO) is applied. However, as H increases the gap between (k-MADP) and (k-DCRP) increases. Another good feature from (k-MADP) is the low CPU time requirement when comparing with (k-DCRP). On the "abilene" instance it is reduced by two orders of magnitude. On the "zang" instance an approximation for the higher H value (H = 5) can be computed. Table II display the results on the transit grid instances. Those instances are harder to solve for several reasons : first, their topology is denser than telecommunication networks. Second, the capacities are highly variable. On the instances, it can be seen that (k-MADP) provides a good approximation within a reasonable amount of time. (k-DCRP) is able to solve instances with H up to 3. As the CPU times grow quickly with H, H = 4 is currently the limit for (k-DCRP).
V. CONCLUSION
We have proposed an arc-node flow model for the nonlinear delay constraint k-splittable flow problem (k-DCRP) where each potential path is modelled by a separate flow. This allowed us to use a branch-and-price strategy after performing a Dantzig-Wolfe reformulation to allow column generation scheme. Then a Frank-Wolfe method has been applied to solve the relaxed subproblem which uses a potential function. Then, a postoptimization step is done on each integer solution to get the optimal solution.
The choice of the exponential potential function φ lead to rather good numerical performances as long as H remains low (namely H 3) and the approach works only for a small number of active paths. The approximation ψ, based on the Kleinrock's average delay function, has been pro- posed to overcome some of those problems in the (k-MADP) model. It yields nice solutions within a reasonable amount of time, confirming former theoretical studies by Bienstock [7] .
This new approach looks promising for hard routing problems like (k-DCRP) combining both nonlinearity and decision variables. Maybe the use of (k-MADP) as warm start for (k-DCRP) could increase the performances of our approach.
