Abstract. We study the interplay between infinitesimal deformations of conformal mappings, quasiconformal distortion estimates and integral means spectra. By the work of McMullen, the second derivative of the Hausdorff dimension of the boundary is naturally related to asymptotic variance of the Beurling transform. In view of a theorem of Smirnov which states that the dimension of a k-quasicircle is at most 1 + k 2 , it is natural to conjecture that the maximum asymptotic variance Σ 2 = 1. We prove the expected upper bound.
Introduction
In his work on the Weil-Petersson metric [21] This terminology is justified by viewing g as a stochastic process Y s (ζ) = g((1 − e −s )ζ), ζ ∈ S 1 , 0 s < ∞, with respect to the probability measure |dζ|/2π, in which case σ 2 (g) = lim sup s→∞ 1 s σ 2 Ys . For the further relevance of probability methods to the study of the boundary distortion of conformal maps, we refer the reader to [13, 18] .
Motivated by these connections, McMullen asked [21, Section 4] whether
the identity (1.1) holds more generally. However, Le and Zinsmeister [15] have recently constructed examples where a variant of (1.1) fails. More precisely, they showed that σ 2 (v ) may be zero, while t → M. dim ϕ t (S 1 ) (with Hausdorff dimension replaced by Minkowski dimension) satisfies a quadratic growth.
Nevertheless, it is natural to enquire if McMullen's question holds on the level of universal bounds. As will be explained in detail in the subsequent sections, for general holomorphic families of conformal maps ϕ t parametrised by a complex parameter t ∈ D, one can combine the work of Smirnov [31] with the theory of holomorphic motions [20, 30] In fact, our construction gives new bounds for the quasiconformal distortion of certain polynomial Julia sets: Theorem 1.4. Consider the polynomials P t (z) = z d + t z. For |t| < 1, the Julia set J (P t ) is a Jordan curve which can be expressed as the image of the unit circle by a k-quasiconformal map of C, where
|t| + O(|t| 2 ).
In particular, when d = 20 and |t| is small, k ≈ 0.585 · |t| 2 and J (P t ) is a k-quasicircle with H. dim J (P t ) ≈ 1 + 0.87913 · k 2 .
(1.7)
Note that the distortion estimates in Theorem 1.4 are strictly better (for d 3) than those given by a straightforward use of the λ-lemma. For a detailed discussion, see Section 5. In terms of the dimension distortion of quasicircles, Theorem 1.4 improves upon all previously known examples. For instance, the holomorphic snowflake construction of [8] gives a k-quasicircle of dimension ≈ 1 + 0.69 k 2 .
In order to further explicate the relationship between asymptotic variance and dimension asymptotics, consider the function
The fractal approximation principle of Section 6 roughly says that infinitesimally, it is sufficient to consider certain quasicircles, namely nearly circular polynomial Julia sets. As a consequence, we prove:
Together with Smirnov's bound [31] ,
Theorem 1.5 gives an alternative proof for Theorem 1.2. We note that the function D(k) may be also characterised in terms of several other properties in place of Hausdorff dimension, see [2] . It would be interesting to show the reverse inequality in Theorem 1.5.
To conclude this section, we compare our problem with another method of constructing singular conformal maps f , based on representing a Bloch function g(z) = log f (z) as a lacunary series, see [13, 17, 25] . This construction gives singular maps with respect to the behaviour of integral means β f (τ ), τ → 0 (we follow the notation of [19] ) and the asymptotic variance of g is related to this asymptotics (illustrated by the constant c in Table 1 below).
To each g = log f , one can associate a natural flow defined by
(1.10)
However, even if f itself is univalent, the univalence of f t is only guaranteed for |t| 1/4, see [23] . One advantage of our problem (1.5) is that holomorphic flows parametrised by Beltrami equations do not suffer from this "univalency gap".
While the two approaches are somewhat different, there is a relation: singular quasicircles lead to singular conformal maps via welding-type procedures [26] . The parallels are summarised in Table 1 below.
Holomorphic motion ∂ϕ t = t µ ∂ϕ t log f t = t log f Bloch function Sµ log f Univalence
Lacunary series Table 1 . Singular conformal maps via lacunary series
We propose the following conjecture as a concrete relation between Σ 2 and the universal integral means spectrum B(τ ) in [19] :
In [7] , we consider two copies of a holomorphic motion of conformal maps and mate them together. The Lebesgue measure m 0,0 on the circle S 1 evolves in a two-parameter family of measures m t,s . The quantity σ 2 (Sµ) should be thought of as the second derivative of the dimension of these measures along the diagonal,
H. dim(m t,t ), (1.11) as an analogue of (1.1). In many "fractal" cases, this is exactly true, see [21] . The motivation of Conjecture 1.6 comes from comparing derivatives at the origin and at the faces of the bidisk parametrising the motion.
Remark 1.7. Finally, we record the following implications of Conjecture 1.1:
The second implication is given in [26, Theorem 3.7] , while the first one follows from Theorem 1.5 and [26, Remark 3.6].
Bergman projection and Bloch functions
In this section, we introduce the notion of asymptotic variance for Bloch functions and discuss some of its basic properties.
2.1. Asymptotic variance. The Bloch space B consists of analytic functions g in D, which satisfy
Note that || · || B is only a seminorm on B. A function g 0 ∈ B belongs to the
To measure the boundary growth of a Bloch function g ∈ B, we define its asymptotic variance by
Lacunary series provide examples with non-trivial (i.e. positive) asymptotic variance. For instance, for g(z) = ∞ n=1 z d n with d ≥ 2, a quick calculation based on orthogonality shows that
Following [25, Theorem 8.9] , to estimate the asymptotic variance, we use
Hardy's identity which says that 1 4r
In particular, the asymptotic variance of a Bloch function is finite. It is also easy to see that adding an element from the little Bloch space does not affect the asymptotic variance, i.e. σ 2 (g + g 0 ) = σ 2 (g). 
and its action on L ∞ -functions. Indeed, comparing (1.4) and (2.4), we see
connection between the Beurling transform and the Bergman projection, it follows that
We shall mostly work with the Beurling transform later on -due to the natural connections to the quasiconformal literature -but for this section on a priori bounds, the Bergman projection is more fitting.
2.3. Pointwise estimates. According to [24] , the seminorm of the Bergman
which implies that Σ 2 (8/π) 2 . One can also equip the Bloch space with seminorms that use higher order derivatives
where m 1 is an integer. Very recently, Kalaj and Vujadinović [12] calculated the seminorm of the Bergman projection when the Bloch space is equipped with (2.6). According to their result,
It is possible to apply the differential operator in (2.3) m times and use the pointwise estimates (2.7). In this way, one ends up with the upper bounds McMullen, for f ∈ B, m 1 and r ∈ [0, 1), we define
Here, ρ(z) = 2 1−|z| 2 denotes the hyperbolic metric on the unit disk. Note that we put the normalising constant 
Furthermore, if the limit as r → 1 in σ 2 2m (f ) exists for some m 0, then the limit as r → 1 exists in σ 2 2m (f ) for all m 0.
Holomorphic families
Our aim is to understand holomorphic families of conformal maps, and the infinitesimal change of Hausdorff dimension. The natural setup for this is provided by the holomorphic motions [20] , maps Φ :
• For a fixed λ ∈ D, the map a → Φ(λ, a) = Φ λ (a) is injective.
• The mapping Φ 0 is the identity on A,
It follows from the work of Mañé-Sad-Sullivan [20] and Slodkowski [30] , that each Φ λ can be extended to a quasiconformal homeomorphism of C.
In other words, each f = Φ λ is a homeomorphic W 1,2 loc (C)-solution to the Beltrami equation
Here the dilatation µ(z) = µ λ (z) is measurable in z ∈ C, and the mapping f is called k-quasiconformal if µ ∞ ≤ k < 1. As a function of λ ∈ D, the dilatation µ λ is a holomorphic L ∞ -valued function with µ λ ∞ ≤ |λ|, see [10] . In other words, Φ λ is a |λ|-quasiconformal mapping.
Conversely, as is well-known, homeomorphic solutions to the Beltrami equation can be embedded into holomorphic motions. For this work, we shall need a specific and perhaps non-standard representation of the mappings which quickly implies the embedding. For details, see Section 4.
3.1. Quasicircles. Let us now consider a holomorphic family of conformal maps ϕ t : D * → C, t ∈ D such as the one in the introduction. That is, we assume ϕ(t, z) = ϕ t (z) is a D × D * → C holomorphic motion which in addition is conformal in the parameter z. By the previous discussion, each ϕ t extends to a |t|-quasiconformal mapping of C. Moreover, by symmetrising the Beltrami coefficients like in [14, 31] , we see that ϕ t (S 1 ) is a k-quasicircle, where |t| = 2k/(1 + k 2 ). More precisely, ϕ t (S 1 ) = f (R ∪ {∞}) for a k-quasiconformal map f :Ĉ →Ĉ of the Riemann sphereĈ, which is antisymmetric with respect to the real line in the sense that
Smirnov used this antisymmetric representation to prove (1.9). In terms of the conformal maps ϕ t , Smirnov's result takes the form mentioned in (1.3).
3.2.
Heuristics. An estimate based on the τ = 2 case of [26, Theorem 3.3] tells us roughly that for R > 1,
(The precise statement is somewhat weaker but we are not going to use this.)
A natural strategy for proving σ 2 (Sµ) 1 is to consider the holomorphic motion of principal mappings ϕ t generated by µ,
For the derivatives, we have the Neumann series expansion:
In view of this, taking the limit t → 0 in (3.1), one obtains a growth bound (as R → 1) for the integrals´| z|=R |Sµ| 2 |dz|. However, in order to validate this strategy, one needs to have good control on the constant term C(|t|) in (3.1). Namely, one would need to show that C(|t|) → 1 as t → 0 fast enough, for instance at a quadratic rate C(|t|) C |t| 2 . Unfortunately, while the growth exponent in (3.1) is effective, the constant is not.
In order to make this strategy work, we need two improvements. First, we work with quasiconformal maps that are antisymmetric with respect to the unit circle; and secondly, we use normalised solutions instead of principal solutions. One of the key estimates will be Theorem 4.4 which is the counterpart of (3.1) for antisymmetric maps, but crucially with a multiplicative constant of the form C(δ) k 2 . This naturally complements the Hausdorff measure estimates of [27] .
3.3. Interpolation. Let (Ω, σ) be a measure space and consider the usual
with the (quasi)norms
Several instances, e.g. see [3] - [6] , have shown that the method of holomorphic deformations gives optimal distortion bounds for quasiconformal mappings, and the present work makes no exception. In [5] , the method was formulated as a compact and general interpolation lemma:
be an analytic and non-vanishing family of measurable functions defined on a domain Ω. Suppose
where
Then, for every 0 r < 1 , we have
To be precise, in the lemma we consider analytic families Φ λ of measurable functions in Ω, i.e. jointly measurable functions (x, λ) → Φ λ (x) defined on Ω × D, for which there exists a set E ⊂ Ω of σ-measure zero such that for all x ∈ Ω \ E, the map λ → Φ λ (x) is analytic and non-vanishing in D.
For the study of the asymptotic variance of the Beurling transform, we need to combine interpolation with ideas from [31] to take into account the antisymmetric dependence on λ, see Proposition 4.3. In this special setting, Lemma 3.1 takes the following form:
Corollary 3.2. Suppose {Φ λ ; λ ∈ D} is an analytic family of measurable functions, such that for every λ ∈ D,
Then, for all 0 k < 1 and exponents p k defined by
we have
assuming that the right hand side is finite.
Proof. Consider the analytic family λ → Φ λ (x) Φ −λ (x). The non-vanishing condition ensures that we can take an analytic square-root. Since the dependence with respect to λ gives an even analytic function, there is a (singlevalued) analytic family Ψ λ such that
Observe that |Φ λ (x)| = |Ψ λ 2 (x)| for real λ by the condition (3.4). By the Cauchy-Schwarz inequality, Ψ λ satisfies the same L p 1 -bounds:
We can now apply the Interpolation Lemma for the non-vanishing family Ψ λ with r = k 2 to get
Upper bounds
In this section, we apply quasiconformal methods for finding bounds on integral means to the problem of maximising the asymptotic variance σ 2 (Sµ) of the Beurling transform. Our aim is to establish the following result:
where c(δ) < ∞ is a constant depending only on δ.
The growth rate in (4.1) is interesting only for R close to 1: For |z| = R > 1, we always have the pointwise bound
It is clear that Theorem 4.1 implies Σ 2 1, i.e. the statement from Theorem
whenever |µ| χ D .
The proof of Theorem 4.1 is based on holomorphic motions and quasiconformal distortion estimates. In particular, we make strong use of the ideas of Smirnov [31] , where he showed that the dimension of a k-quasicircle is at most 1 + k 2 . We first need a few preliminary results.
Normalised solutions. The classical Cauchy transform of a function
ω ∈ L p (C) is given by
For us it will be convenient to use a modified version
defined pointwise for compactly supported functions ω ∈ L p (C), p > 2. Like the usual Cauchy transform, the modified Cauchy transform satisfies the
vanishes at z = 1 and has the asymptotics
We will consider quasiconformal mappings with Beltrami coefficient µ supported on unions of annuli
Typically, we need to make sure that the support of the Beltrami coefficient is symmetric with respect to the reflection in the unit circle. Therefore, it is convenient to use the notation
For coefficients supported on annuli A R , the normalised homeomorphic solutions to the Beltrami equation
admit a simple representation:
where ω ∈ L p (C) for some p > 2, has support contained in A R and
Proof. First, if ω satisfies the above equation, then
loc (C) and satisfies (4.8) with the required normalisation. To see that f is a homeomorphism, note that
which shows that f is a composition of a similarity and a principal solution to For normalised solutions preserving the unit circle, the corresponding condition for f is f (1/z) = 1/f (z) which asks for the Beltrami coefficient to
In this case, we say that the Beltrami coefficient µ is symmetric (with respect to the unit circle). Following [31] , we say that µ is antisymmetric if
Given an antisymmetric µ supported on A R with µ ∞ = 1, define
and let f λ be the corresponding normalised homeomorphic solution to (4.8) with µ = µ λ . It turns out that in case of mappings antisymmetric with respect to the circle, the expression
has the proper invariance properties similar to those used in [31] :
Proposition 4.3. For every λ ∈ D and z ∈ C,
In particular,
Proof. Let
(4.14)
By direct calculation, g λ has complex dilatation λµ(
z 2 which by our assumption on antisymmetry is equal to −λµ(z). Since g and f −λ are normalised solutions to the same Beltrami equation, the functions must be identical. Differentiating the identity (4.14) with respect to ∂/∂z, we get
Rearranging and taking the complex conjugate gives the claim.
4.3.
Integral means for antisymmetric mappings. For 1 < R < 2, consider a quasiconformal mapping f whose Beltrami coefficient is supported on A R,2 . Since f is conformal in the narrow annulus { 1 R < |z| < R}, it is reasonable to study bounds for the integral means involving the derivatives of f on the unit circle. We are especially interested on the dependence of these bounds in R as R → 1 + .
loc (C) is the normalised homeomorphic solution to ∂f (z) = kµ(z)∂f (z), then 15) where C(δ) < ∞ is a constant depending only on δ.
The assumption µ(z) ∞ ≤ 1 − δ above, where δ > 0 is fixed but arbitrary, is made to guarantee that we have global uniform and quantitative quasiconformal bounds for all k < 1. To estimate the asymptotic variance of the Beurling transform, we will study the nature of the above bounds as k → 0, but we need to keep in mind the dependence on the auxiliary parameter δ > 0.
Proof of Theorem 4.4. We embed f in a holomorphic motion by setting
Let f λ denote the normalised solution to the Beltrami equation
with the representation (4.9) described in Proposition 4.2. The uniqueness of the solution implies that f k = f .
We now apply Corollary 3.2 to the family 
We first find a global L 2 -bound, independent of λ ∈ D. For this purpose,
Recall that 1 < R < 2 by assumption. Since all f λ 's are normalised 1+δ 1−δ -quasiconformal mappings, we have
together with
Therefore,
for some constant 1 < ρ δ < ∞ depending only on δ. In particular,
where the bound c(δ) depends only on 0 < δ < 1.
We now use interpolation to improve the L 2 -bounds near the origin. We
which is the claim of Theorem 4.4.
4.4.
Integral means for the Beurling transform. We now use infinitesimal estimates for quasiconformal distortion to give bounds for the integral means of Sµ. We begin with the following lemma:
Lemma 4.5. Given 1 < R < 2, suppose µ is an antisymmetric Beltrami coefficient with supp µ ⊂ A R,2 and µ ∞ 1. Then,
where C(δ) is the constant from Theorem 4.4.
Proof. First, observe that if h is any L 1 -function vanishing in the annulus {z : 1/R < |z| < R}, by the theorems of Fubini and Cauchy,
To apply Theorem 4.4, take 0 < k < 1 and solve the Beltrami equation
loc (C) be the normalised homeomorphic solution in C.
Recall from (4.9) that f k has the representation f k (z) = z exp(C 1 ω(z)) where
and the series converges in L p (C) for some fixed p = p(δ) > 2. From this representation, we see that
holds pointwise in the annulus {z : 1/R < |z| < R}, where ν and ω vanish.
It follows that
Finally, combining (4.20) with Theorem 4.4, we obtain
Taking k → 0, we find that
−2 log C(δ).
As (1 − δ/4) −2 ≤ 1 + δ, replacing δ by δ/4 proves the lemma.
Corollary 4.6. Given 1 < R < 2, suppose µ is a Beltrami coefficient with
Proof. Define an auxiliary Beltrami coefficient ν by requiring ν(z) = zµ(z)
for |z| ≤ 1 and ν(z) = − z 2 z 2 ν(1/z) for |z| ≥ 1. Then ν is supported on A R,2 , ν ∞ ≤ 1 and ν is antisymmetric, so that with help of Lemma 4.5 we can estimate the integral means of Sν 1 , where ν 1 (z) = ν(z) z . On the other hand, the antisymmetry condition (4.13) implies
for the Cauchy transform. Differentiating this with respect to ∂/∂z gives
In particular, for z on the unit circle S 1 ,
In other words, the estimates of Lemma 4.5 take the form
By replacing µ with iµ, we see that the same bound holds for the integral means of Re z (Sµ)(z)]. Therefore,
for every 0 < δ < 1.
Asymptotic variance.
With these preparations, we are ready to prove Theorem 4.1. We need to show that if µ is measurable with |µ(z)| ≤ χ D , then for all 1 < R < 2,
Proof of Theorem 4.1. For a proof of this inequality, first assume that additionally µ(z) = 0 for |z| < 3/4;
Then ν(z) := µ(Rz) has support contained in B(0, 1/R) \ B(0, 1/2) so that we may apply Corollary 4.6. Since Sν(z) = Sµ(Rz),
which is the desired estimate.
For the general case when (4.21) does not hold, write µ = µ 1 + µ 2 where
we have 1 2πˆ2
for 0 < δ < 1 and 1 < R < 3 2 ; while for R 3 2 , we have the pointwise bound (4.2). Finally, replacing δ by δ/3, we get the estimate in the required form, thus proving the theorem.
Lower bounds
Consider the family of polynomials 
Moreover, each Julia set J (P t ) is a quasicircle, the image of the unit circle by a quasiconformal mapping of the plane. A quick way to see this is to observe that the immediate basin of attraction of the origin contains all the (finite) critical points of P t . (From general principles, it is clear that the basin must contain at least one critical point, but by the (d − 1)-fold symmetry of P t , it must contain them all.)
If A Pt (∞) denotes the basin of attraction of infinity, for each |t| < 1 there is a canonical conformal mapping
conjugating the dynamics:
By Slodkowski's extended λ-lemma [30] and the properties of holomorphic motions, ϕ t extends to a |t|-quasiconformal mapping of the plane, see e.g. [4, Section 12.3] . In particular, the extension maps the unit circle onto the Julia set J (P t ).
While the extensions given by the λ-lemma are natural, surprisingly it turns out that the maps ϕ t have extensions with considerably smaller quasiconformal distortion, smaller by a factor of
when |t| → 0.
Theorem 5.1. Let P t (z) = z d + tz with |t| < 1. Then the canonical conju-
, has a µ t -quasiconformal extension with
Here
Hence for every degree 3 we have an improved bound for the distortion. Furthermore, when representing J (P t ) as the image of the unit circle by a map with as small distortion as possible, one can apply Theorem 5.1 together with the symmetrisation method described in Section 3.1 to show that each J (P t ) is a k(t)-quasicircle, where
By the dimension formula (5.1),
In particular, when d = 20, we get k-quasicircles with Hausdorff dimension greater than 1 + 0.87913 k 2 , for small values of k. Therefore, Theorem 1.4
follows from Theorem 5.1.
For comparison, we present in Table 2 
, which in turn forces the lacunary series expansion, see [21, Section 5] ,
Our aim is to represent the lacunary series (5.6) as the Cauchy transform (or v as the Beurling transform) of an explicit bounded function supported on the unit disk. We will achieve this through the functional equation (5.5).
For this reason, we will look for Beltrami coefficients with invariance properties under f (z) = z d , requiring that f * µ = µ in some neighbourhood of the unit circle, where
We first observe that the Cauchy transform (4.4) behaves similarly to a vector field under the pullback operation:
Lemma 5.2. Suppose µ is a Beltrami coefficient supported on the unit disk.
Then, We will use the following basic Beltrami coefficients as building blocks:
Lemma 5.4. Let µ n (z) := z/|z| n−2 χ A(r,ρ) with 0 < r < ρ < 1 and
and Cµ n (0) = 0.
Proof. We compute:
Hence, by orthogonality
as desired. The claim Cµ n (0) = 0 follows similarly.
To represent power series in z −1 , we sum up µ n 's supported on disjoint annuli:
Lemma 5.5. For d 3 and ρ 0 ∈ (0, 1), let
and define the Beltrami coefficient µ by
while for |z| < ρ 1/n 0 0 and for |z| > 1, we set µ(z) = 0. With these choices, Differentiating (5.6), we see that
for some function b 0 ∈ B * 0 , which implies
Therefore, the Beltrami coefficient µ = µ d from Lemma 5.5 satisfies
Fixing d and optimising over ρ 0 ∈ (0, 1), simple calculus reveals that the maximum is obtained when
where c d is the constant from (5.4). Moreover, Proof of Theorem 5.1. By the extended λ-lemma, the conformal maps
admit quasiconformal extensions H t : C → C, which depend holomorphically on t ∈ D. Since the Beltrami coefficient µ Ht is a holomorphic L ∞ -valued function of t, the vector-valued Schwarz lemma implies that
Neumann series in Sµ Ht , c.f. (3.2), we get
.
On the other hand, if µ d is the Beltrami coefficient from Lemma 5.5, it follows from (5.9) that µ is not of the form q |q| for some holomorphic quadratic differential q on the unit disk; however, this fact alone is insufficient. It would be interesting to find the dilatation of the most efficient extension, but this may be a difficult problem. For more on Teichmüller extremality, we refer the reader to the survey of Reich [28] .
(ii) Let M shell be the class of Beltrami coefficients of the form
One can show that
where the maximum is taken over all real d > 0.
Fractal approximation
In this section, we present an alternative route to the upper bound for the asymptotic variance of the Beurling transform using (infinitesimal) fractal approximation. We show that in order to compute
it suffices to take the supremum only over certain classes of "dynamical"
Beltrami coefficients µ for which McMullen's formula holds, i.e.
where ϕ t is the unique principal homeomorphic solution to the Beltrami equation ∂ϕ t = tµ ∂ϕ t and v µ := dϕt dt t=0
is the associated vector field. By using the principal solution, we guarantee that v µ vanishes at infinity which implies that v µ = Cµ. We will use this identity repeatedly. (In general, when ϕ t does not necessarily fix ∞, v µ and Cµ may differ by a quadratic polynomial Az 2 + Bz + C.)
Consider the following classes of dynamical Beltrami coefficients, with each subsequent class being a subclass of the previous one: 
In view of Theorem 6.1, the first equality in Theorem 6.2 is sufficient to deduce Theorem 1.5. With a bit more work, the second equality also gives the following consequence:
Corollary 6.3. For any ε > 0, there exists a family of polynomials
such that each Julia set J t is a k(t)-quasicircle with
6.1. Bounds on quadratic differentials. To prove Theorem 6.2, we work with the integral average σ 2 4 rather than with σ 2 . The reason for shifting the point of view is due to the fact that the pointwise estimates for
are more useful than the pointwise estimates for v , as we saw in Section 2 when we invoked Hardy's identity. According to Lemma 2.1,
where ρ * (z) = 2/(|z| 2 − 1) is the hyperbolic metric on D * and ffl f (S) We will need two estimates for v /ρ 2 * . To state these estimates, we introduce some notation. For a set E ⊂ C, let E * denote its reflection in the unit circle. Also denote the hyperbolic distance between z 1 , z 2 ∈ D * by d D * (z 1 , z 2 ) = inf γ´γ ρ * |dz|. The following lemma is based on ideas from [22, Section 2] and appears explicitly in [11, Section 2]:
Lemma 6.4. Suppose µ is a measurable Beltrami coefficient with |µ| χ D and v is given by (6.2) . Then,
Proof. A simple computation shows that if γ is a Möbius transformation,
The above identity and a change of variables shows that 5) analogous to the transformation rule of a quadratic differential.
In view of the Möbius invariance, it suffices to prove the assertions of the lemma at the infinity. From (6.2), one has
as desired.
Lemma 6.5. Given an ε > 0, there exists an 1 < R(ε) < ∞, so that if
Furthermore, R(ε) can be chosen uniformly for d 2.
Proof. Differentiating (5.8) three times yields
where ω(z)/ρ 2 * (z) → 0 as |z| → 1 + . The lemma follows in view of the 
Proof of Theorem 6.2, first equality. By the definition of the integral average σ 2 4 , for any integer d 2, one can find an annulus A * 0 = A(R 1 , R 0 ) ⊂ D * lying arbitrarily close to the unit circle, with
Let A 0 = A(r 0 , r 1 ) denote the reflection of A * 0 in the unit circle. We take µ d = µ on A 0 and extend µ d to {z : r 1 < |z| < 1} by z d -invariance; while for |z| < r 0 , we set µ d = 0.
We claim that µ d satisfies (6.7) for d sufficiently large. By part (b) of Lemma 6.4, we havê
. By Lemma 6.5, be the associated vector field as before. Then,
Let V PP (d) be the collection of holomorphic vector fields of the form (6.9),
is a vector space, but the union
Observe that two consecutive terms in (6.9) satisfy the "periodicity" relation 6.4. A truncation lemma. In order to approximate infinite series by finite sums, we need some kind of a truncation procedure. To this end, we show the following lemma:
Lemma 6.7. Suppose µ is a Beltrami coefficient satisfying ||µ|| ∞ 1 and supp µ ⊂ A(ρ 0 , ρ 1 ), with 0 < ρ 0 < ρ 1 < 1. Given a slightly larger annulus A(ρ 0 , r 1 ) and an ε > 0, there exists a Beltrami coefficientμ satisfying
Proof. From
it follows that
Since µ is supported on A(ρ 0 , ρ 1 ), the coefficients b j decay exponentially,
Using Lemma 5.4, is easy to see that
satisfies the desired properties.
6.5. Periodising quadratic differentials. With these preliminaries, we can complete the proof of Theorem 6.2.
Proof of Theorem 6.2, second equality. From the proof of the first part of the theorem, we may assume that µ is an eventually-invariant Beltrami coefficient of the form µ = µ 0 + µ 1 + . . . where
, 0 < r 0 < 1.
Furthermore, it will be convenient to assume that µ 0 itself arises as a pullback under z → z d , which by Remark 5.3 implies that v µ k (0) = 0 for all k 0. This could be achieved by considering (z d ) * µ instead of µ and renaming r 1 by r 0 .
Step 1. We now show that we may additionally assume that v µ 0 is a polynomial in z −1 . For this purpose, we first replace µ 0 by µ 0 · χ A(r 0 ,ρ 1 ) , so that supp µ 0 is contained in a slightly smaller annulus A(r 0 , ρ 1 ) ⊂ A(r 0 , r 1 ).
We then apply Lemma 6.7 with µ = µ 0 to obtain a Beltrami coefficientμ 0 supported on A(r 0 , r 1 ) with the desired property. Finally, we replaceμ 0 byμ 0 /(1 + ε) to ensure that ||μ 0 || ∞ 1. We then letμ :
It is easy to see that σ 2 4 (v μ ) ≈ σ 2 4 (v µ ) since all three operations have little affect on the integralŝ Therefore, the Julia sets J t = J (P t ) are k(t)-quasicircles with k(t) = |t| 2 + O(|t| 2 ), as t → 0.
On the other hand, their Hausdorff dimensions satisfy
Since σ 2 (v µ ) = σ 2 (Sµ) > Σ 2 − ε, letting t → 0 proves the claim. The reason for this is that the hyperbolic area of F is comparable to the hyperbolic area of its "periphery" 
