The autoencoder is an artificial neural network that learns hidden representations of unlabeled data. With a linear transfer function it is similar to the principal component analysis (PCA). While both methods use weight vectors for linear transformations, the autoencoder does not come with any indication similar to the eigenvalues in PCA that are paired with eigenvectors. We propose a novel supervised node saliency (SNS) method that ranks the hidden nodes, which contain weight vectors for transformations. SNS is able to indicate the nodes specialized in a learning task. The latent representations of a hidden node can be described using a one-dimensional histogram. We apply normalized entropy difference (NED) to measure the "interestingness" of the histograms, and conclude a property for NED values to identify a good classifying node. By applying our methods to real datasets, we demonstrate their ability to find valuable nodes and explain the learned tasks in autoencoders.
reconstruction error. The model is unsupervised because class labels (i.e. responses of the observations) used for classifying the data points (or observations)
are not considered when building autoencoders. The encoding of autoencoders constructs a powerful representation and often learns useful properties of the data [2, 3] .
The unsupervised feature extraction provided by the encoding of autoencoders is a key factor in the success of pattern recognition [2, 4, 5, 6, 7, 8, 9] .
For example, theoretical studies [10] suggest that we may need deep architectures to efficiently model complex distributions and obtain better performance on challenging pattern recognition tasks. Training the autoencoders becomes a successful approach to solving the difficult optimization problem, which arises from building a multi-layer neural network [11, 12, 13, 10] . The approach makes use of their unsupervised training criterion to perform a layer-by-layer initialization [2, 14] , and hence avoids getting stuck in poor solutions. It has long been believed that additional hidden layers of neural networks will yield increased modeling and representational potential [15, 16, 17, 18 ]. For a total number of m hidden nodes in a layer of an autoencoder network, the weight matrix contains m weight vectors of dimension d, each for a hidden node. Most neural networks apply nonlinear activation functions after the linear transform with the weight vectors [19] . If we use a linear activation function in an autoencoder and minimize the squared reconstruction error for the same dataset, the optimal m weight vectors will span the space as the first m components found by PCA [20] . The difference in autoencoder is that the weight vectors from the hidden nodes may not be orthogonal, and they are not designed to be the directions of the largest variances [1] . Especially there exist no indications that are equivalent to the eigenvalues of PCA that can evaluate the weight vectors in an autoencoder according to their relevance to the data.
Motivated by the limitation of lacking the indications, this paper proposes a novel node saliency method that can be used to rank the hidden nodes based on their relevance to a given learning task. Our objective is to explain what the trained autoencoders have learned when being unsupervised. In this paper, we will show that our node saliency methods provide three useful insights:
1. To rank hidden nodes according to their capability of performing a learning task.
2. To identify redundant hidden nodes that can be trimmed down for a more concise network structure.
3. To reveal explanatory input features from the selected node.
In most neural networks, the number of hidden nodes in a hidden layer is userdefined and without a clear guide. We know that a hidden node is redundant if the distribution of its latent representations are nearly constant. Conversely, if no redundant nodes exist, we may need to increase the number of hidden nodes for a model to excel. After identifying the high performing nodes, we are able to explain the learning process made by autoencoders.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 reviews the autoencoder algorithm and explains how the latent representations are generated. Section 4 proposes the node saliency approaches, followed by the experimental settings in Section 5, including the description of real datasets and the training of autoencoders. In Section 6 we discuss the empirical results of the node saliency methods. Finally, Section 7 concludes the study.
Related Work
Studies have demonstrated the need to explain features in the latent space [14] . For example, autoencoders have been applied on gnome-wide assays of cancer for knowledge extraction using their unsupervised nature [21, 22] . Cross validation is carried out on the latent representations of a denoising autoencoder with multiple activation thresholds. The result identifies the hidden nodes that
give the best classification accuracy [21] . In [22] , variational autoencoders are built on the genomic data. A quick search for explanatory features are obtained by subtracting a series of mean values of latent representations. More insights are obtained by linking specific features to biological pathways.
To interpret the learning behavior of neural networks, methods in [23] make perturbations to individual inputs and observe the impact on later nodes in the network. DeepLIFT [24] learns important features in neural networks through propagating activation differences that compare the activation of each node to its reference activation and assign contribution scores according to the difference.
A saliency map of input images is computed in [25] for visualization of image classification in deep convolutional networks. These methods are focused on behaviors of input data in the paths of networks.
Feature rankings in latent space can be found in transfer learning [26, 27, 28] where there is very few training data. The transfer between CNNs is performed by transplanting network layers from one CNN to initialize another. To select relevant sources from a pre-trained CNN for transfer learning, an automated ranking method is provided in [29] , which utilizes mutual information on the source CNN to identify additional and relevant information for target tasks.
The ranking is focused on the latent representations.
Gilles [30] defined saliency based on local signal complexity for matching two images. The method computes Shannon entropy of local attributes in a neighborhood around the current pixel. Image area with higher signal complexity has a flatter distribution of pixel intensities and thus a higher entropy; while a plain image region has one peaked distribution and a lower entropy. Scale saliency [31] includes a measure of the statistical dissimilarity across scale to the saliency method, which can be applied for tracking moving objects in videos [32] .
The analysis of histograms on signals has been applied for finding useful (interesting) relationships that look far from random, describing the state of the system and then, possibly, detecting faulty operation. The consensus selforganizing models (COSMO) approach [33] has been used for detecting faults on vehicle fleets. Comparing signals based on histograms displays a success in handling deviations in real data [34] . Analyses of signal "interestingness" using histograms contribute to autonomous knowledge discovery for fault detection [35] . These approaches are used in engineering problems
and not yet applied to analyzing neural networks.
One can also compute pairwise comparison of histograms. A review on measures for quantifying the difference between two histograms can be found in [36] . [37] presents an overview of histogram distance measures. The pairwise comparison is useful for detecting deviating signals. We are not interested in comparing two histograms at a time due to its cumbersome pairwise results and the wide selection of distance measures.
To summarize, our proposed node saliency methods are focused on evaluating the distributions of latent representations for ranking autoencoder hidden nodes. We propose the supervised node saliency (SNS) method that compares the distribution of the class labels on a hidden node against a fixed reference distribution. We also evaluate the normalized entropy differences (NED) of the hidden nodes that reveal the "interestingness" of the latent representations.
These methods provide more insights into what the hidden nodes have learned.
Autoencoder Review

Notation
Throughout the paper, matrices are denoted by bold uppercase letters, vectors by bold lowercase letters and scalars by letters not in bold. Let X be a matrix whose i-th row vector is x i , and b be a vector whose s-th element is b s .
The element at the i-th row and the j-th column of X is x i,j . We denote 1 as a vector of all ones with a suitable dimension. The cardinality of a set T is |T |.
Autoencoder
The simplest form of an autoencoder is a single layer, fully connected neural network with the output layer having the same number of nodes as the input layer [15] . The purpose of this architecture is to approximately reconstruct its own inputs. Usually the model restricts autoencoders in a way that allows them to not simply learn the input set perfectly. As a result, autoencoders often learn useful properties of the data by forcing the model to prioritize which aspects of the input should be kept [3] .
We denote a dataset as X ∈ [0, 1] n×d that contains n data points 
The element a s of a is also called the latent representation of x at node s for s = 1, 2, . . . , m. The decoder then maps the activation a to the reconstruction x to the same dimensional space of x where
The weight matrix of the decoder W is often chosen as the transpose of the weight matrix in the encoder, that is W = W T ; and b ∈ R d is the bias term in the decoder.
The autoencoder is trained by finding optimal solutions for W , b and b that minimize a loss function. We use the mean squared error (defined in (1)) and the cross-entropy loss (defined in (2)) to measure the difference between the input data x and the reconstructed data x .
(1)
We use the sigmoid function for the activation function σ:
which transforms the input values to the activation values that are mostly either close to zero or close to one. An autoencoder is driven to capture the most salient features of the input data by restricting the algorithm from simply learning the dataset g(f (X)) = X,
Proposed Node Saliency Methods
After training an optimal autoencoder for a dataset, we are interested in exploring what has been learned in the autoencoder. Given a hidden node s (for s = 1, . . . , m), a set of data X is transformed to its latent representations:
which is also called the activation values at node s. The vector a s at node s can be described using a one-dimensional histogram. We assume that the activation values are in the range of (0, 1), which can be obtained by scaling the input data and selecting an activation function (i.e. sigmoid function) that restricts the range of projection. A histogram contains a set of k bin ranges, B =
indicates values ≥ a and < b. Simply, the r-th bin range in the set B is B r = [
In this paper, we propose the node saliency methods that are based on the histograms of the activation values. First, we define the unsupervised node saliency that measures the "interestingness" of the histograms. Then, we propose a novel supervised node saliency method that incorporates the distribution of class labels in the histograms and evaluates the learning capabilities of the hidden nodes.
Unsupervised node saliency
We begin with constructing a histogram of activation values for each hidden node s, and use it to define the entropy of the latent representations at the hidden node as:
where p(B r , a s ) is the probability of the activation values a s at node s occurring in the r-th bin range of the histogram for r = 1, . . . , k and s = 1, . . . , m.
Precisely,
where |a s | = n, the number of data points encoded. The entropy is dependent on how the bin sizes are adopted; it is proportional to the logarithm of the number of bins in the histogram. Specifically we usek, the number of occupied bins, instead of k, the number of bins in the histogram, to remove the effect of many empty bins. To compare two histograms with different numbers ofk, we use a normalized entropy difference (NED) [35] :
Note that log 2k is the maximum possible for the entropy of a s (E(a s )) when p(B r , a s ) = 1/k for all occupied bins. We define the unsupervised node saliency as the NED on the distribution of activation values at a hidden node, which can be used to evaluate the hidden nodes in terms of their "interestingness". The distribution of the activation values at a hidden node also depends on the choice of activation functions. Most activation functions in neural networks try to capture the rate of action potential, whose simplest form is a binary function. We use a sigmoid function (as shown in (3)) to handle such problems where the action frequency increases quickly at first, but gradually approaches an asymptote at 100 percent action. Because most values are restricted to be close to zero or close to one, data transformed to a node using a sigmoid function is less possible to have a low value of NED.
Properties for a good classifying node
In supervised learning, one of the tasks is to classify data points into two possible classes generically labeled 0 and 1. For each data point x i , there is a corresponding class label y i ∈ {0, 1} for i = 1, . . . , n. We apply the previously defined NED (in Section 4.1), and evaluate the distribution of latent representations from each of the classes. Since the autoencoders are trained without including class labels, we are interested in examining whether the features constructed by autoencoders exhibit properties related to known class labels. We define p c (B r , a s ) as the probability of the activation values from the class c occur in the bin range B r , that is
where n c is the number of data points in class c for c ∈ {0, 1}. Using (6) for each of the classes, we obtain a supervised NED for class c defined as:
If a node is a good classifier for two classes, it will tend to have most activation values from one class take up only a few bins in the histogram, which are different from the bins where the majority of the other class occupy. Since the activation values from both classes occupy the union of these bins, the data distribution combining both classes is less "interesting" than the data distribution of each single class. This leads to a condition that a good classifying node tends to have both NED < NED 0 and NED < NED 1 when NED is calculated using the union of both classes.
Supervised node saliency
The supervised node saliency (SNS) employs a combined distribution of two given classes. The idea of SNS is derived from the cross-entropy, whose function is to compare a distribution q against a fixed reference distribution p [3] . When q = p, the cross-entropy is at its minimal value, which is the entropy of p. In order to understand the differences among the nodes in their ability to separate two classes, we compare the combined distribution to the fixed reference distribution that we construct. The distribution q is the class distribution of the two class labels on the activation values that vary at different hidden nodes; while the fixed reference distribution p is designed manually using prospected class division.
In the previous section, a histogram is calculated for each of the two given classes for each node s in a hidden layer. Combining the two histograms, we can construct probability estimation using the proportion of the two class labels at each activation intervals for each hidden node s. In a histogram, we let q r be the probability of being class 1 among all activation values that fall in bin range B r , and define
Since a data point can only be class 1 or class 0, this definition implies that 1 − q r = prob(y i = 0 | a s,i ∈ B r ) is the probability of being class 0 among all activation values that fall in bin range B r .
Next, we design two distributions for the fixed reference distribution p = [p 1 , . . . , p k ]. In order to compare with the class distribution q = [q 1 , . . . , q k ], we define the fixed reference distributions in a form of histograms with the same number of bins, bin widths and value ranges. Let p r be the reference probability of being class 1 in bin r for r = 1, . . . , k in the histogram. The two reference probability distributions are defined in the following equations:
• Increasing probability distribution:
• Binary distribution:
A good classifying node is expected to have a class distribution similar to the fixed reference distribution. The first layout of the fixed reference distribution (9) is arranged as an increasing probability distribution. (8) is the estimated probability of the activation values that fall in each bin r are from class 1. Using the increasing probability distribution as a fixed reference distribution, we expect that the estimated probability q r of a latent representation being class 1 increases as the bin range r moves toward its maximum. This design is to reflect that when an activation value is getting closer to one, an ideal probability prediction of being class 1 is also getting closer to one.
The second design of the fixed reference is a binary distribution as defined in (10) . In this setting, we prefer that all activation values from one class gather in half of the bin intervals, while values from the other class gather in the other half of the bins. In other words, an optimal hidden node is able to form two clusters that are clearly distinguishable. Therefore, we have the reference probability p r at bin r equal to 100 percent for the half of the bins where activation values are close to one, and equal to zero for the rest of the bins. By comparing the class distribution with this binary distribution, we evaluate the classification performance of the hidden nodes.
Depending on the distribution of activation values, the number of data points fall in a bin may vary greatly among different bins, especially in the "interesting" nodes where the activation values are settled in a few bins. Therefore, if we use a weight on the cross-entropy of each bin r, i.e. p(B r , a s ) as in (5), then we are able to emphasize the class distribution of the bin that contains most data points, soften the effect of the bin where very few points exist, and ignore all the empty bins. As a result only the occupied bins are considered. The effect of many unused bins and undefined logarithms are avoided.
So far, we have assumed that an activation value close to one indicates a higher probability that the data point is from class 1, and a value close to zero is more likely from class 0. With this assumption, we define the weighted cross entropy for class 1 (WCE 1 ) as follows:
Since the activation values are generated from training an autoencoder without using any class labels, there exists no reference on which of the two classes that the activation value equals to one refers to. In practice, a high activation value can possibly come from class 0 as well. Thus, we measure the two possible values for each class. If the probability of an activation value being class 1 is p, then the probability of being class 0 is 1 − p. We define the weighted cross entropy for class 0 (WCE 0 ) by swapping the class labels 1 and 0.
Finally, the supervised node saliency (SNS) for a node s takes the smaller value of WCE 0 and WCE 1 , which is defined as:
Our SNS evaluates how the class distribution in the latent representation is different from the fixed reference distribution. A smaller value of SNS means the class distribution is closer to the desired results. Thus, we rank hidden nodes in the ascending order of SNS. Note that the ranking generated by SNS with binary distribution is similar to the ranking made by classification accuracy. If we use a threshold, 0.5, on activation values to separate class 1 from class 0, and assume that class 1 has higher activation values than class 0, the classification accuracy (CA 1 ) will be
Similarly, we can construct CA 0 by replacing q r with 1 − q r . Then the best classifying node has the highest classification accuracy.
In this paper, our goal is not to obtain the most accurate classification performance, but to understand what the autoencoder hidden nodes have learned through the unsupervised training process. Instead of computing the actual classification accuracy, we prefer using SNS because together with the NED values they share the evaluation of histograms, which can be used to interpret the learning behaviors of the hidden nodes.
Experiments
To demonstrate how the proposed node saliency methods evaluate the learning behavior of autoencoder hidden nodes, we use a simple neural network architecture for a thorough explanation. We select two real datasets for experiments.
The first dataset contains images of handwritten digits, and is a widely known benchmark that have been used for testing several machine learning methods [38] . In this paper, we are not aiming at a better classification on the digits.
Instead, we use this dataset for visualizing the learning tasks made by hidden nodes. The second group of datasets are the gene expression profiles of breast cancers that we choose to make use of their unbalanced clinical features. We train two autoencoder models, each for a selected dataset. The optimal decision variables (i.e. the optimal weight vectors) are then employed to create the latent representations. Finally, we address the use of our proposed methods on the latent representations. The description of the datasets and the experimental settings is as follows.
datasets
The MNIST dataset. The Modified National Institute of Standards and
Technology (MNIST) dataset [38] is a large collection of handwritten digits, constructed from a variety of scanned documents, normalized in size and centered. Each image is a 28 by 28 pixel square (784 pixels total).
There are ten digits (0 to 9) in MNIST, which are approximately evenly distributed. We flatten each image into a 784 dimensional vector. Each element in a vector is a value between zero and one, describing the color intensity of a pixel. Since our supervised ranking methods are designed for evaluating the separation of two classes, we choose four pairs of digits, including {0, 1}, {2, 7}, {8, 9} and {4, 9}, for the experiments. It is known that the digits {4, 9} are a frequent confusing pair to classify, and that the digit 4 and digit 8 alone are among the most difficult digits to classify [39, 40] . We use the standard partition of MNIST [38] that contains 55,000 data points in the training set, 5,000 in the validation and 10,000 in the test set. The number of samples from each class is listed in Table 1 . Table 2 lists the number of data points from each of the class labels in METABRIC and TCGA datasets. Note that the labels in both datasets are highly unbalanced. For example, 93 percent of data points in METABRIC are tumor cells while only 7 percent are normal.
Autoencoder implementation
While there are several variants of autoencoders [1] , the proposed node saliency methods do not depend on the type of autoencoders. Our goal is to explain the learning tasks made by hidden nodes. To give a clear interpretation,
we use a basic autoencoder, which has one hidden layer with m hidden nodes.
After obtaining the optimal latent representations from one layer, we are able to show that the proposed methods can be used to rank the hidden nodes and 
Training autoencoders
To determine an appropriate parameter setting for the datasets described in 
Experimental settings
After training the autoencoders, we obtain optimal W * and b SNS, using (6), (7) and (13), respectively.
To discover whether the autoencoder has learned any properties in the data without knowing the class labels, we rank all hidden nodes according to the SNS values. Two rankings are generated, one by the SNS with the increasing probability distribution and one by SNS with the binary distribution. We conduct this process for all paired class labels listed in Table 1 and Table 2 . Furthermore, we evaluate the selection of the top ranked nodes by applying the optimal settings on the designated test sets. The latent representations of the test sets at the best ranked nodes of the training sets are generated using the optimal W * and b * . We evaluate the performance of the top ranked nodes based on how well they perform on classifying their latent representations for the test set. Note that we do not use any class labels when training autoencoders. The class labels are used only when evaluating the hidden nodes using the supervised node saliency.
Experimental Results and Discussion
We rank the autoencoder hidden nodes according to the proposed supervised node saliency. We discuss the insights obtained from the top ranked nodes, and explain what autoencoders have learned on the image pixels and the unbalanced datasets.
Ranking the hidden nodes
Given two class labels, the 256 hidden nodes of autoencoders trained on the MNIST training set are ranked by the supervised node saliency (SNS) defined in (13) . Figure 2 and Figure 3 display histograms of the activation values from the top two nodes that have the lowest SNS with the increasing probability distribution and the lowest SNS with the binary distribution, respectively. The two figures indicate that using SNS with the binary distribution successfully finds the best classifying nodes for labels {0, 1}, {2, 7} and {8, 9}, while using SNS with the increasing probability distribution fails at ranking classifying nodes.
For separating digit 0 from digit 1, histograms in Figure 2 indicate that SNS with the increasing probability distribution falsely ranked the top nodes. The second best node (node 96) distinguishes the two digits better than the best node (node 201). Differently, histograms in Figure 3 show that using the binary distribution finds a better classifying node (node 127) and ranks it the top one.
For all the three pairs of digits, SNS with the binary distribution is successful in ranking the top one nodes that apparently perform better than the second best nodes. Figure 4 displays the sorted 256 hidden nodes according to the increasing SNS with the binary distribution.
We conclude that for identifying best classifying nodes in an autoencoder, ranking them according to the SNS with the binary distribution is better than the SNS with the increasing probability distribution. The increasing probability distribution takes mid-point values of the bins for its class distribution. In a histogram of ten bins, the mid-point value of the tenth bin is 0.95, indicating that the reference probability using the increasing probability distribution at the tenth bin is p 10 = 95 percent. In some cases, this setting may prefer mixed classes in the tenth bin more than a single class. On the contrary, SNS with the binary distribution always prefers 100 percent of one class occupying half of the bins at one end of the activation values. Hence, ranking using SNS with the binary distribution clearly indicates well separated latent representations.
Moreover, the SNS values allow us to compare different classification tasks.
Since we use a simple network design for the autoencoder, the network may not be sufficient enough to capture features that can help in distinguishing challenging learning tasks. For example, separating the digits {4,9} is known as a difficult task. The top two hidden nodes ranked by SNS with the binary distribution for separating the two digits are node 234 and node 89 as shown in Figure 6 . The best performing node (234) has SNS at 0.4357, which is a lot larger than the SNS values of the best nodes for separating other pairs of digits.
In Figure 3 , the SNS values of the top nodes are 0.0404 on node 127, 0.0943 on node 195 and 0.1373 on node 145 for separating {0, 1}, {2, 7} and {8, 9}, respectively.
The four pairs of the digits from the MNIST test sets are transformed into latent representations at their best performing nodes and their distributions are displayed in histograms as shown in Figure 7 . The histograms illustrate that the best classifying nodes identified from the training set give similar class distributions on the test sets.
Identifying good classifying nodes
In section 4.2 we identified the property that a good classifying node tends to satisfy both NED < NED 0 and NED < NED 1 . Figure 5 gathered at the top ranks when sorted by the SNS with the binary distribution.
This indicates the failure of using the increasing probability distribution and a success of applying the binary distribution for the SNS. Moreover, except the The NED curves indicate that the SNS with the binary distribution is able to evaluate the hidden nodes for their ability to classify the pairs of digits. Table 3 ), indicating near constant activation values. Evidently, the histograms of the two nodes in Figure 2 (b)
show that their activation values fall in one bin near zero and give not much information about the data. Table 3 lists the NED values of the top seven nodes ranked by SNS with the increasing probability distribution for MNIST digits {2,7} also shown on the second NED graph in Figure 5 (a). Among the top nodes, only the fourth node (122) has the property where both NED < NED 0 and NED < NED 1 . It should be ranked the best among the seven nodes. Indeed, with this property being satisfied, node 122 provides good classification performance that is ranked as the second best by SNS with the binary distribution (see Figure 3 (b)). Table 3 : The top seven nodes are sorted by SNS with the increasing probability distribution for the pair of digits {2,7} in MNIST training set. The fourth best node has the property that both NED < NED 0 and NED < NED 1 . It should be ranked the best among the seven nodes. 
Weights of the best classifying nodes
The latent representations at node s in Equation (4) 
Unbalanced data
We use two unbalanced clinical features, sample type (cancer or normal) and ER status (positive or negative), in the METABRIC dataset for the SNS to evaluate the hidden nodes. After training an autoencoder on the METABRIC dataset with 100 hidden nodes, we obtain the optimal weight matrix W * and the bias b * , and use them to produce latent representations of the two unbalanced classes. We compute the supervised node saliency (SNS) values on the latent representations and use them to rank the 100 hidden nodes. for ER+ vs. ER-(as shown in Figure 10(a) ). Both nodes also satisfy the property of a good classifying node where both NED < NED 0 and NED < NED 1 .
We observe that except the top few nodes, the NED curves tend to align with NED 1 curves, which is computed based on the major class. This is expected on datasets with unbalanced labels where the distribution of the whole dataset turns out to represent the distribution of the major class. The NED values show that the autoencoder is able to learn properties of unbalanced data, and the proposed SNS methods with both fixed reference distributions provide useful rankings for finding relevant latent representations on the METABRIC dataset.
Moreover, the NED curves sorted by SNS with binary distribution shown in do not have a near constant distribution. This indicate that using 100 hidden nodes is sufficient for the autoencoder to work on the METABRIC dataset. Using the same optimal weight matrix W * and the bias b * from the autoencoder trained on METABRIC dataset, we construct the latent representations of the TCGA dataset, which is from a different data source and is designated for evaluation. The histograms of the latent representations of the TCGA dataset autoencoder is able to handle unbalanced gene expression datasets.
Conclusion
Autoencoders are trained without using class labels to learn properties in the data. There is a need to develop methods that can indicate which hidden nodes of an autoencoder are able to handle a given learning task. We propose node saliency methods in order to explain what the trained autoencoders have learned.
We have presented the supervised node saliency (SNS), a new evaluation approach for ranking hidden nodes based on their relevance to a given learning task. The SNS is derived from cross-entropy, which we use to compare the class distribution of the activation values against a fixed reference distribution. We consider two fixed reference distributions: the increasing probability distribution and the binary distribution. We apply our methods on two real datasets, MNIST handwritten digits and breast cancer gene expression datasets. Pairs of labels in the datasets are collected for classification tasks. Our experimental results indicate that SNS with the binary distribution provides useful rankings on the hidden nodes and identifies speciality nodes for different learning tasks. We visualize the feature weights on the MNIST dataset and explain the features that capture the difference in handwritten strokes. The class distribution in the breast cancer gene expression data is highly unbalanced. We demonstrate that evaluating the hidden nodes using the SNS methods help us determine if an autoencoder is able to handle the unbalanced data.
We conclude a condition for identifying a good classifying node using normalized entropy difference (NED) and its modified form NED 0 for class 0 and nodes for a given learning task. Finally, the corresponding weight vector of the best classifying nodes can be used to explain the input features that contribute to the learning task. Future work would extend these methods from the current single layer architecture to a multi-layer neural network.
