The Jones' index of a pair N c M of finite von Neumann algebras with finite dimensional centers has been given two definitions: one ring-theoretic, and one using Markov traces. We extend here the second definition to the case of finite, σ-finite von Neumann algebras and we show that the two definitions agree when the algebras are direct sums of finite factors. We also study Markov traces on such pairs.
Introduction. The purpose of the present article is twofold: (1) If N c M is a pair of direct sums of finite factors, we prove that the index [M : N] defined in Chapter 3 of [3] is equal to the ring-theoretic index introduced in Chapter 2 of [3] . (2) We give a definition of the index for a pair as above in terms of canonical objects associated to N and M such as center-valued traces and coupling operators.
In fact, we present a solution of problem (2) providing a framework in which problem (1) is easily solved. More precisely, let M be a finite, σ-finite von Neumann algebra and let N be a von Neumann subalgebra of M containing the identity of M. If N is of finite index in M, i.e. if M acts on some Hubert space H in such a way that the commutant N' H of N is finite, and that the coupling operators iterate the basic construction and we get a tower of finite von Neumann algebras (M k Except for a technical lemma concerning some suitable trace on M, Theorem I follows readily from the following proposition which gives a nice relationship between the endomorphisms C^f and C N k : PROPOSITION 
II. Suppose that N c M is a pair of finite, σ-finite von Neumann algebras, N being of finite index in M. Then we have for every positive integer k:
We prove similarly that D™ k = {D™ k ) k .
The motivation for the choice of the map D^f is explained by the following result: PROPOSITION 
III. (1) Let N c M be a pair as in Proposition II and let φ be a normal, faithful, finite trace on M. Then φ is a Markov trace of modulus β for the pair N c M {see Definition 5.1) if and only if: (2) Suppose that φ is a Markov trace of modulus β for N c M. Then its extension to {M, e^) is a Markov trace of modulus β for Me {M, e N ).
We will see that Markov traces do not always exist, but classical Perron-Frobenius theory implies that such traces exist when Z (M) and Z(N) are finite dimensional and when Z(N) Π Z(M) = C (see [3] , 3.7.4) Remark that Theorem IV is a generalization of Theorem 2.6 of [7] . Finally, the last proposition may be compared to the definition of index in the case of factors [5] (1) JMJ = M'\ (2) /α/ = c* for c in Z(M); (3) /{ = <? ϊoτξ in P; (4) aJaJ(P) is contained in P for a in M. M* denotes the predual of M and Af#, c denotes the set of central elements of M*, i.e. those elements φ in M* such that ^(xy) = φ(yx) for every x, y in M. A normal, finite trace on M is then a positive element of Af* )C . The preadjoint of the canonical trace \\M is an isometric isomorphism from Z(M)* onto M* )C whose inverse is the map φ ι-> φ\Z(M) from M* )C onto Z(Af)*, i.e.
(^|Z(M))(x^) = ^(x) for x in M and #> in Af* >c .
If F is a bounded, normal linear map from Z(M) to the center Z(N), where TV is some finite, σ-finite von Neumann algebra, we denote by F* the map from N* jC to M* ?c defined by for every φ in iV* jC .
We end this section with two lemmas which are certainly well known, but we could not find any reference for them: Proof. Set βξ = eϊ ' for ξ in H. We prove the lemma by induction on n: the assertion is obvious for n = 1 assume that it is true for some n, and let e be a projection in M such that 
There exists an integer m > 1 such that CM{K) < m and CM{H) > m~ι. By Propositions 3 and 6, pages 300 and 302, of [2] , and by Lemma 1.1, the identity of M' κ is the orthogonal sum of m cyclic projections, and every positive normal form on M is the sum of m cyclic forms. Set n = m 2 . By Theorem 3, page 61, of [2] , there exists a projection e' in M' H ® B (K n 
In particular Cjf and D™ do not depend on the chosen finite representation. (b3) The maps Cff and Djf have the same spectral radius.
Proof. The implications (a3) => (a2) => (al) are obvious. We show that (al) => (a3): Assume that M is contained in B(H) and that the action of M on H is a finite representation of the pair N c M, and let (π, K) be a finite representation of M. By Lemma 2.2, we may assume that REMARK. Suppose that Z(N) and Z(M) are finite dimensional. Then the index above coincides with the index introduced in [3] , Definition 3.7.5. Indeed, denote by p\, ... , p m (resp. q\, ... , q n ) the minimal central projections of M (resp. N). By Proposition 3.6.8 of [3] , one verifies that the matrices of the maps Sff and T$ written in the bases p\, ... , p m and q\, ... , q n are precisely the matrices Tjf and Tff of Definition 3.7.5. (
(3) Assume that condition (I) or (2) above is satisfied. Then:
Proof. (1) follows from a straightforward application of condition (a3) of Theorem 2.3.
(2) Let H be some finite representation of the pair N c L. We have to prove that the operators CM(H) ±X are bounded. There exists an integer n > 1 such that Cχ(H) < n. By Proposition 5, page 301, of [2] , there exist ξ\, ... ,ξ n in H such that
1-V

1=1
As N is contained in M we get and hence CM(H) < n .
Similarly there exists m > 1 such that CL(H)~X < m. By applying the proof above to the pair
(ii) follows immediately from Lemma 1.2, and (iii) and (iv) are straightforward applications of (i) and (ii). D Let us establish the expressions of the maps Sff, Cjf and Djf in the standard representation L 2 {M) since they will be used frequently: The motivation for our definition of index needs the basic construction which is the subject of the next section. Moreover, one has another nice interpretation of the trace Ύr φ : By Proposition 3.6. l(v) of [3] , the map Ψ, from N to the reduced algebra ef ί (M, e^efr given by Ψ(y) = ye# for y in N is an isomorphism and it is easily checked that Tr^ is the unique normal trace on (M, e N ) such that
We are ready to interpret the maps D^ and S M '*"' in terms of the traces φ and Ίτ φ on M and (M, βjq) respectively. Recall that Z>* is a map from Af* )C to itself and S* is a map from Λf* >c to (M, eΛr)*,c, where we set D = D% and S = Sjjf '^}. PROPOSITION The assertion (2) is proved in the same way. D COROLLARY 3.5. Let N c M and k as above, one has 5.9) . It is equivalent to say that N and M are finite or countable direct sums of finite factors. The purpose of the present section is to prove that the index defined above coincides with the index introduced in §2.1 of [3] . We denote by Min(M) the set of minimal central projections of M and by Min(iV) the corresponding set of N. If /7 and p' belong to Min(Λf), we say that they are neighbors if there exists q in Min(ΛΓ) such that pq φθ and p'q Φ 0. We denote by W p the set of neighbors of p G Min(M). LEMMA 
The map S* is the unique positive, linear, bounded map from M* iC to (M, e^)*, c such that
(1) C k (l) = c N (L 2 (M k )), where C = Cff (2) [M h : N] = [M : JV]* (3) [M : N] > 1. Proof. (1) C*(l) = C^(l) = c N (L 2 (M k )) when computed in the finite representation L 2 (M k ).
There exists a positive integer n such that for every p in Min(M) one has
card(H^) < n.
Moreover, the projection z(p) = Σ eeW e is the support of Djf(p) in Z(M).
Proof. Moreover, if n denotes the integer given by Lemma 4.1, it is easy to verify that: (i) card(J^) < n k for every k\ (ii) for every k and for every p in V k one has: W p c Uy=/-i Vi for every /? in Min(Af).
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As D(p) < \\CN\\Z(P), the trace φ above satisfies (*) with c = \\CN\\C (2) We take φ as in (1) and we set φ = S*(φ) = Ti> e (M, e N )* yC (see Proposition 3.2) . Let EM denote the conditional expectation from {M 9 e^) onto M associated to φ. We show that EM(^) is invertible. Indeed, let Ω^ and Ω Φ e P c L 2 (M) be the vectors associated to φ and to φ\M = D*(φ) respectively. We get for every
We end the proof as in Lemma 3.6.3 of [3] . <± J 7=1 which implies that As Cjf is completely positive, we have ||C^|| = ||C#(1)||, and the first inequality is proved.
In order to prove the second one, let φ be a normal, faithful, finite trace on M as in Lemma 4.2, and let m be the integer such that Such a basis {ί;/} is called a Pimsner-Popa basis of M over iV; see [6] and Theorem 3.6.4 of [3] .
Remark first that for every q in Min ( 3.6.4 of [3] . This implies that rk(M\N) < m, and (1) is proved.
Finally (2) follows from the existence of the Pimsner-Popa basis above, and assertion (3) follows from assertions (1) and (2) Of course, such a condition is almost never fulfilled in the nonconnected case. This shows that connectedness of the pair TV c M is a reasonable hypothesis for the study of Markov traces of modulus DEFINITION 5.4 . Let A be an abelian von Neumann algebra and let F be some positive, normal endomorphism of A. We say that F is irreducible if no σ-weakly closed ideal of A, distinct from {0} and A, is invariant under F.
REMARK. Let A and F be as above. The predual A* of A is a Banach lattice, and a subspace V of A* is solid (in the sense that if φ eV and ψ G A* and if \ψ\ < \φ\ then ψ e F) if and only if it is invariant under the action of A, i.e. a-φ eV for a in A and ^ in V. Hence, using Theorem IΠ.2.7 of [10] , it easy to verify that F is irreducible if and only if its preadjoint F* is irreducible in the sense of [9] , page 269, i.e. no closed solid subspace, distinct from {0} and 4*, is invariant under i 7 *.
The following result provides a link between connectedness of the pair N c M and Perron-Frobenius theory for irreducible positive maps on Banach lattices: (2) is clear. Assume that (2) holds. Denote by Me^M (resp. MeM) the subset of (M, e^) (resp. L) constituted by all finite sums of elements of the form ae^b (resp. aeb) with a, b in M. The Me^M (resp. MeM) is a strongly dense *-subalgebra of (M, e^) (resp. L), by properties (i), (ii) and
