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Abstract
Historically, there has been little correlation between the material properties used in (1) empirical formulae, (2) analytical formulations, and
(3) numerical models. The various regressions and models may each provide excellent agreement for the depth of penetration into semi-infinite
targets. But the input parameters for the empirically based procedures may have little in common with either the analytical model or the numerical
model. This paper builds on previous work by Riegel and Anderson (2014) to show how the Effective Flow Stress (EFS) strength model, based
on empirical data, can be used as the average flow stress in the analytical Walker–Anderson Penetration model (WAPEN) (Anderson and Walker,
1991) and how the same value may be utilized as an effective von Mises yield strength in numerical hydrocode simulations to predict the depth
of penetration for eroding projectiles at impact velocities in the mechanical response regime of the materials. The method has the benefit of
allowing the three techniques (empirical, analytical, and numerical) to work in tandem. The empirical method can be used for many shot line
calculations, but more advanced analytical or numerical models can be employed when necessary to address specific geometries such as edge
effects or layering that are not treated by the simpler methods. Developing complete constitutive relationships for a material can be costly. If the
only concern is depth of penetration, such a level of detail may not be required. The effective flow stress can be determined from a small set of
depth of penetration experiments in many cases, especially for long penetrators such as the L/D = 10 ones considered here, making it a very
practical approach. In the process of performing this effort, the authors considered numerical simulations by other researchers based on the same
set of experimental data that the authors used for their empirical and analytical assessment. The goals were to establish a baseline with a full
constitutive model and to determine if the EFS could be estimated from a standardized constitutive model. We were unable to accomplish this.
Several papers detailing simulations using the Johnson–Cook (JC) constitutive model were located and used as a basis for comparison. The authors
were somewhat surprised to find that the JC parameters employed in those studies were not actually developed for the target materials that were
evaluated experimentally. More disconcerting was the fact that a number of different sets of JC parameters were published for presumably the same
material. Although not intended to be a critique of the JC model, this research raises a serious concern regarding the manner in which the model
has been applied to terminal ballistics problems. The details of the study are included in this paper because the authors believe it helps put the
discussion of EFS into proper context.
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1. Introduction
Mathematician and physicist John Von Neumann suggested
that we should not be overly impressed when a complex model
appears to match a data set quite well. “With four parameters I
can fit an elephant, and with five I can make him wiggle his
trunk” [1]. The significance and relevance of this statement will
become clear as we discuss the constitutive models used in
analyzing penetration problems. Briefly, the authors found it
difficult to identify an appropriate constitutive model and
parameters for numerical simulation of the experiments being
considered. It was discovered that many researchers have
applied the widely-used Johnson–Cook (JC) constitutive model
using parameters that were not developed for the armor material
actually used and appeared to be willing to simply adjust the
five parameters until some reasonable agreement with experi-
ments was achieved.
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This paper builds on work recently reported by Riegel and
Anderson [2], Riegel [3], and Anderson and Riegel [4]. The
success of this effort hinged on examining over 8000 penetra-
tion data points and utilizing the similitude analysis procedures
practiced by Wilfred Baker, Peter Westine, and Franklin Dodge
[5]. It is possible to use the Effective Flow Stress (EFS) as the
consistent constitutive relationship in the development of
(1) empirical formulations, (2) analytical models using first
principles, and (3) fully discretized numerical solutions in the
form of hydrocodes. In the empirical formulation the EFS is
just that, the value of target flow stress that results in the best fit
to penetration data. It is not a material property but can be
considered a pseudo-property. For an elastic, perfectly plastic
(von Mises) material, it is the plastic flow stress value.
The analytical penetration model used in this study is the
Walker–Anderson Penetration (WAPEN) model [6]. It was a
key to developing the EFS concept. The WAPEN model
assumes conservation of momentum along the centerline of a
normally impacting penetrator. It is a first principles model that
defines a target flow field that matches numerically observed
flow behavior. Because the model was developed by matching
the flow fields predicted by hydrocodes, it is not surprising that
WAPEN predicts penetration and flow field extent that match
hydrocode results. In the original formulation of WAPEN, the
flow field uses the average flow stress across the field. Walker
subsequently developed a methodology to utilize the Johnson–
Cook constitutive (strength) model to compute the flow stress
[7]. Historically, the difficulty in determining the degree to
which the WAPEN model agrees with hydrocode predictions
stems from the need to use an average target flow stress for
WAPEN and a complete constitutive model for the hydrocode.
Complete constitutive models typically require at least four
parameters to describe the stress–strain relationship of a mate-
rial including strain rate and temperature effects. In the standard
Johnson–Cook (JC) strength model [8], five parameters are
needed. In addition to the standard JC model, there are a
number of modified Johnson–Cook strength models; most add
at least one additional term.
In the process of examining the available experimental data
points and subsequently searching the literature for papers
reporting numerical simulations of some of those experiments,
most using the JC constitutive model, it became clear that
researchers have selected wide ranging values of the JC coef-
ficients for materials that appear to be the same. It is quite
common for the papers to indicate that the JC values chosen
allowed the simulations to match experiments to within some
range, typically 5–20%. In virtually every case, the values used
for the constitutive model were not values obtained for the
tested target material. Rather, they were values selected for
“similar” materials. With four, five, or even more “knobs” to
turn, we are reminded of von Neumann’s admonition not to be
too surprised when we can tweak a complex model to get
apparent agreement with a set of data.
Riegel previously determined the best “average” flow stress
for a set of Hohler–Stilp experiments by running the WAPEN
model against the set of experiments. The process employed to
obtain the average flow stress is described in the paper by
Riegel and Anderson [2]. The same value of average flow stress
was then used as the effective flow stress to develop empirical
relationships. In comparison of the empirical model and the
WAPEN model with experiments, it is common to find the vast
majority of the computed depths of penetration agree with the
experiments to better than 10%.
The hypothesis behind this effort is, “A single value of flow
stress can be used in empirical, analytical, and numerical
models to compute penetration.” The prior work has shown that
the single flow stress value used as the EFS in an empirical
formulation and that used as the average in the analytical
WAPEN model agree well. To address the question within
numerical simulations, the authors first repeated simulations
using the Johnson–Cook constitutive model, as reported by
Park [9], to demonstrate that the problem was properly defined
and simulated. The authors then replaced the Johnson–Cook
parameters used by Park with parameters reported by other
researchers and finally replaced the Johnson–Cook constitutive
model with a simpler von Mises strength model (bilinear with
stress proportional to strain until yield, after which the stress is
constant and equal to the effective plastic flow stress), using the
value of EFS as the effective plastic flow stress.
This paper will review the material properties most relevant
to metal on metal semi-infinite penetration as well as the
Johnson–Cook constitutive model. The results of several
numerical simulations of the Hohler–Stilp experiments will be
presented. There is a need for a self-consistent set of semi-
infinite penetration data that more completely documents the
material properties and the penetration details such as crater
diameter and the extent of the plastic flow field. The availability
of such data would enable the development of better survivabil-
ity and vulnerability models and improve understanding of the
relationship between projectile and target strength, the influ-
ence of nose shape on rigid penetration, the transition to shat-
tered or eroding penetration, and other physical relationships.
One of the authors (Riegel) reviewed more than eight thousand
data points, and it is clear that no such data set exists. The best
data available today were collected in the 1970s. It is time for
researchers to correct the situation by filling the gaps in the
existing data.
Without a methodology to tie the ballistic performance to the
properties of the target, and the properties of the target to the
production variables such as the chemistry and heat treatment,
the designer must resort to trial and error, often in the form of
V50 testing, and then use statistical techniques to establish the
appropriate layer thicknesses.
A brief review of the state of analytical and empirical mod-
eling was included in Anderson and Riegel [4]. In brief, the
discussion stated that Tate [10], and independentlyAlekseevskii
[11], modified the Bernoulli equation to account for projectile
strength and target resistance. It further noted that it is often
necessary to let the target resistance change with velocity [12].
The review also stated that Winter [13], after reviewing a large
number of regressions and analytical models, concluded that
there were insufficient data to draw definite conclusions
regarding the importance of target and projectile parameters.
Likewise, a study by de Rosset and D’Amico [14] noted that
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projectile and target hardness or strength was not considered
and “this effect would have to be included in future refinements
of the model”.
Herein lies one of the most significant impediments to
making progress in this field. Namely, that in many cases, the
basic material properties have not been sufficiently measured
and documented. For example, the WAPEN model, one of the
most advanced analytical penetration models available, requires
an average flow stress value as an input parameter [2]. It also
requires bar wave speed, the elastic, bulk, and shear moduli, and
a linear Hugoniot relationship between particle velocity and
shock velocity. Rarely are any of these items included with
terminal ballistics data.
2. Similitude analysis, scaling, and constitutive behavior
Similitude analysis is a powerful tool that is often ignored.
Relative to penetration problems, it has long been recognized as
a method that can prove helpful, but, according to Wright [15],
“. . .it has not been possible to reduce the important
nondimensional [sic] groups to two or even three.” Wright
refers to prior work in which the focus was on relatively thin
targets and rigid projectiles but states that the methods are
applicable to thick targets as well.With regard to past efforts, he
states that, “For the most part nondimensional [sic] groups have
not been used, which tend to limit the applicability of each
empirical formula to the specific test data from which it was
derived.” He further notes that many of the empirical formulae
do not include material properties. The research conducted for
the Wright study is almost exclusively in non-dimensional
groups and includes material properties.
Wright mentions the problem of testing in different sizes if
the stress–strain relationship of the material being tested has a
rate dependency. For constant geometry and materials, a 1/10
scale test will occur at a strain rate ten times as great as the same
test in full scale. This can be a confusing point. To help place it
in perspective, consider that velocity is invariant with scale. If
we conduct a full-scale test at 1 km/s we also conduct a 1/10th
scale test at 1 km/s. The reason is because the distance covered
is scaled by the scale factor and the time to cover that distance
is also scaled by the same factor. Considering strain rate (strain
per unit time), we note that strain is non-dimensional so it is not
affected by the scale factor; however, time, as noted above, does
scale. The strain in a small scale test must occur in a shorter
period of time, increasing the strain rate. In mechanical terms,
the rate of deformation is ten times as great in the smaller scale.
Rate effects are seen in the Hohler–Stilp data, a subset of
which is in the Appendix. The collection lists velocities, pen-
etrations and hole diameters for 36 tests of L/D = 10 flat-nosed
tungsten projectiles fired into HzB,A steel targets. Most of the
tests were made with projectiles that were 58.0 mm long. For
the higher velocities the length was 41.7 mm. In effect, the
higher-velocity tests were made at a scale of 72% relative to the
others. Strengths are greater at the smaller scale due to strain
rate effects, and the penetration data reflect this trend (Fig. 1).
P/L values for the shorter (smaller) projectiles are approxi-
mately 1% smaller than those of the longer (larger) ones.
Similar results were seen in Hohler–Stilp data for steel projec-
tiles impacting steel targets and in hydrocode calculations (dis-
cussed below) using the Johnson–Cook strength model, which
includes an explicit strain-rate factor.
It is quite common for full-scale penetration events to
involve significant quantities of target material at strain rates of
103 or 104 per second. At 1/10 scale, the comparable regions
will be at 104–105 per second. For many materials of interest, an
order of magnitude change in strain rate in this region may
make a significant difference in the stress–strain curve. Baker
et al. [5] refer to “constitutive similarity” and describe the use
of dissimilar materials to achieve constitutive similarity in dif-
ferent scales. Although we will not undertake a complete
assessment of similarity methods, note that if materials in two
scales are “constitutively similar”, matching a single value such
as yield strength, ultimate tensile strength, or some other
measure of strength, perhaps even a hardness value will suffice
to ensure similar performance in both scales. This research
shows that defining the Effective Flow Stress (EFS) for each
case will enable satisfactory correlation between scales and
varying materials, even if those materials are not constitutively
similar.
The significant change introduced in this research is to
replace the characteristic yield or ultimate strength of the target
with the Effective Flow Stress (EFS) of the target. Why is the
change necessary? As previously stated, the target resistance is
not a simple material property. It is related to the effective flow
(a) Data from Appendixwith overlap noted (b) Fits to data for two projectile lengths
Fig. 1. Hohler–Stilp data with projectile lengths highlighted.
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stress, which the authors consider to be a pseudo property. It is
the effective flow stress in the target, based on the projectile
diameter, the penetration rate, and the stress–strain relationship
of the target material at the relevant strains, strain rates, and
temperature, that defines the target’s resistance to penetration.
The flow stress changes throughout the penetration process, but
it is only a weak function of the projectile diameter and the
penetration rate. For a given projectile and target pair, particu-
larly for long (L/D > 4) projectiles, a single value of EFS not
only works well for a single penetration, but it also works well
over a relatively wide variation in impact velocities. One could
easily be skeptical of such a statement. But, is it any more bold
than claiming that the target yield strength or ultimate tensile
stress is the value that works for all projectile diameters, pro-
jectile materials, and impact velocities, i.e. strain rates?
What evidence exists to support the idea that EFS should be
relatively constant? In testing by one of the authors (JR) at
Southwest Research Institute, a number of targets were sec-
tioned after being impacted by long-rod penetrators as shown in
Fig. 2. There are a couple of things to note in the figure. First,
the crater diameter remains relatively constant. Second, but
what is not obvious in the picture, but could be seen after
polishing the specimen, is that the extent of affected material
beyond the crater was a relatively constant diameter. It is the
material between the crater and the limit of the plastic flow that
is primarily responsible for the resistance offered by the target.
Even as the crater narrows near the end of the penetration, the
extent of the plastically flowed material is relatively constant.
Farrand [16] states, “Long rod penetrators are primarily con-
sumed in the steady-state phase of penetration. This phase of
penetration is where the projectile erodes at a constant rate
producing a constant channel diameter”. The process is seen
over a range of impact velocities (for example, 1000–2000 m/s
in the analysis below). That view is supported by the WAPEN
analytical model and can also be seen in hydrocodes or experi-
mentally. Fig. 3 is a simulation of one of the experiments used
in this research. It shows effective plastic strain (EPS) contours.
It is clear that, in the numerical simulation, as the projectile
penetrates and erodes, the crater diameter remains almost
constant.
Limiting the discussion to semi-infinite penetration, what
happens as we change target and projectile materials? We will
explore this question in more detail later in this paper, but it
should be understood that the effective flow stress is a function
of the dynamic stress–strain relationship of the target material
at the relevant strain rate and temperature. For many ordnance
velocity impacts, the temperature can be considered room tem-
perature and the strain rate will generally be in the range of
103–105 per second. The EFS is a function of the crater radius
and the crater radius will be influenced by the projectile prop-
erties. However, we are generally only interested in a relatively
small set of materials. Most often we are concerned with mate-
rials such as tungsten alloys, steels, aluminums, copper, and
depleted uranium penetrators. We find that many of these mate-
rials behave in a similar manner. However, uranium penetrators
tend to produce a smaller crater diameter, resulting in a lower
effective flow stress and deeper penetration as compared to a
tungsten penetrator of comparable density, dimensions, and
velocity.
3. Material modeling
This research attempts to relate the penetration performance
back to the material properties of the projectile and target. But,
what properties are important?Assuming that one is working in
an impact regime where thermal effects can be ignored, the
primary requirement is to define the mechanical relationship
between stress and strain. In Johnson and Cook’s original paper
presenting their constitutive model [8], they explain that their
motivation was to develop a computationally-efficient method
to estimate the von Mises flow stress that could be calibrated
with a relatively small number of laboratory tests.
Per Graff [17], “The function of constitutive equations is to
relate states of deformation with states of traction.” Graff pro-
vides a brief review of the methods for evaluating elastic mate-
rial response that were developed by Green and Cauchy. Graff
points out that Green’s method is based on the assumption of
small strains, and that the relationship must be derivable from
an internal energy function. He notes that the Cauchy method
starts with the assumption of a direct relationship between
stress and strain. With various assumptions, we find that elastic
constants such as Young’s modulus, bulk modulus, and Pois-
son’s ratio can be defined. For all of the theory, the problem
eventually comes down to running experiments or tests to deter-
mine the values of the various elastic constants and how many
constants will suffice to describe the material. The maximum
would appear to be 81 constants, but symmetry can reduce that
number to 36 and perhaps down to 21 or even down to 2. Recall
that this is the situation for elastic behavior.
During penetration, the material is deformed beyond its
elastic limit. In ballistic penetration events, the strain rate asso-
ciated with the deformation is well beyond the quasi-static rate
Fig. 2. Experimental penetration channel.
Fig. 3. Numerical computation of penetration channel with plastic strain
contours.
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used to determine the 0.2% yield or the ultimate tensile
strength. In penetration events, small strains are not the rule.
Elastic behavior is an almost negligible aspect for many target
materials. Much of the response is defined by plastic behavior.
As Graff notes, “The resulting non-linear continuum problem
is, of course, exceedingly complex.” Further, the stress–strain
relationship for many materials is a function of the strain rate,
adding additional complication to the already complex relation-
ship by adding a viscous component.
Many research efforts strive to develop strength models that
capture this complex behavior. There are theoretically-based
approaches as well as strictly empirical approaches. One of the
most widely used material models for dealing with very
dynamic events such as penetration mechanics is the Johnson–
Cook (JC) strength model. The appeal of this model is that it
does a reasonably good job for many problems and it is
computationally efficient to implement. It has proven to be an
extremely important model, but it is not perfect. Per Meyers
[18], the well-known Zerilli-Armstrong (ZA) [19] model is
physically based on dislocation motion brought on by thermal
activation. The research leading to the ZA model showed that
significant strain rate response differences occur for face cen-
tered cubic (FCC) as compared to body centered cubic (BCC)
metals. Meyers states that, as compared to Taylor Anvil experi-
ments, “The Zerilli-Armstrong model shows a better correla-
tion with the results for a BCC metal (Fe).” Zerilli–Armstrong
and Johnson–Cook models can provide essentially the same
results for FCC materials. Banerjee [20] compares the empiri-
cal JC parameters with another more physical model known as
the Mechanical Threshold Stress model. For this discussion, we
shall limit ourselves to the more common JC model.
The JC model is defined as
Y A B C Tn m= +( ) + ( )( ) −( )ε ε1 1ln * * (1)
where A, B, C, m, and n are constants, ε is the plastic strain, ε*
is the ratio of the strain rate to a reference strain rate, and T* is
a non-dimensional, or homologous temperature given by
T T T T T* r m r= −( ) −( ) (2)
where Tr is the temperature at which the constant A is
determined and Tm is the melting temperature of the material.
The JC parameters can be obtained from “torsion tests over a
wide range of strain rates, static tensile tests, dynamic
Hopkinson bar tensile tests, and Hopkinson bar tests at elevated
temperatures” [8].
Being an empirical model, it would seem that a set of experi-
ments such as the ones listed above, devised to produce the data
needed to define the constants, would produce unequivocal
values. Unfortunately, such is not the case. First, the constant A
is handled differently by different researchers. Some take A to
represent the 0.2% offset yield. Others assume that A is nothing
more than a regression parameter and allow it to be set on the
best overall fit with the other parameters. Still others take a
value that would be more consistent with the first instance of
yield, well below the 0.2% offset. The problem with using
these various methods is that a single set of laboratory tests to
characterize a material can be interpreted to give a wide range
of JC parameters. Thus, one must be very careful in selecting
the parameters to use for a specific problem. If A has a physical
meaning associated with it, it may be possible to estimate the JC
parameters for a slightly different heat treatment of an alloy
from which the original parameters were evaluated. If A is
strictly a regression parameter, no such adjustment should be
attempted. Still, it would seem reasonable to expect consistent
estimates of the parameters from a set of data. This is not the
case.
Meyer and Kleponis [21] analyze JC parameters for Rolled
Homogeneous Armor (RHA). The Military Standard for RHA,
known as MIL-A-12560, allows significant variation in the
material properties as a function of thickness. Even within a
given thickness specification, the hardness can vary by more
than 10%. As Meyer notes, hardness is an indicator of several
material properties. Relative to this research, such a variation in
hardness might be expected to change the EFS by a comparable
percentage, although there is not a simple, direct relationship
between the two. To place this variation in perspective, it was
found that the difference between penetration by a depleted
uranium (DU) projectile and penetration by a tungsten alloy
(WA) projectile of the same density can be explained with a
change in the target EFS of approximately 15%. The permis-
sible variation in hardness within the standard is significant; the
difference in penetration depth is comparable to changing the
penetrator from tungsten to uranium. In a report by Grubinskas
[22] the hardness variation between lots of high hard steel was
on the order of 10%. Thinking back to our discussion of simi-
larity methods, it would be considered sloppy research to not
understand material properties to better than 10%. Given the
known variation of hardness with thickness (Table 1), imagine
running a 1/10 scale test with a 0.5-inch (12.7 mm) RHA plate
that happens to have a hardness value of almost 400 BHN and
comparing it to a full scale 5-inch (127.0 mm) steel plate with
a 250 BHN. Then consider that the subscale test will occur at
strain rates that are ten times greater than the full-scale test.
There is no reason to expect similarity in the results.
Meyer utilizes the CTH hydrocode in his work and refers to
the RHA parameters within CTH. The original fits, based on
2-inch thick RHA, are attributed to Gray. “The fits resulted in
overprediction [sic] of the quasi-static yield strength.” Gray
opted to fit all parameters rather than assign a physical meaning
to the constant “A”. Meyer opted to set the value of “A” based
on quasi-static data and then fit the remaining constants. In
addition, some of the fits were based on all of the data and one
set was based on using a strain of 0.20, which was the upper
Table 1
Quasi-static yield strength and hardness of RHA as a function of thickness [23].
Plate
thickness/mm
Yield
strength/GPa
Ultimate
strength/GPa
Hardness
(BHN) [24]
Hardness
(Rockwell C)
4.76 1.14 – – –
12.7 0.938 1.11 302 37.0
38.1 0.815 0.923 202 30.5
101.6 0.689 0.842 179 26.0
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limit of the data. The variation in JC parameters as a function of
how the data was fitted is disturbing. The six sets of parameters
used by Meyer are shown in Table 2.
Meyer explains the different sets:
Set 1 is the default set of parameters provided within CTH;
Set 2 is the recommended values for 2-inch thick RHA;
Set 3 is the recommendation for 2.5-inch RHA;
Set 4 is a fit from Gray using all of the available strain rate data;
Set 5 is a fit from Gray using only high strain rate data; and
Set 6 is a fit by Meyer to the same data.
It is an interesting exercise to see how these parameters
compare at strain rates of 103 and 104, a range typical of ord-
nance velocity penetration for typical size projectiles. To mini-
mize the problem, assume that the temperature is equal to the
reference temperature. From the Johnson–Cook equation, it can
be seen that this makes the temperature factor equal to one. In
addition to making the comparison simpler, Meyer explains that
the non-dimensional temperature factor used in sets developed
by Gray is different from that used in the other sets. Fig. 4
shows the variability in the stress–strain curves at two strain
rates.
To further illustrate the variability, Fig. 5 shows the pre-
dicted stress as a function of strain rate at a strain of 0.1 or 10
percent.
Recall that the same strain rate data source was used for at
least four of these sets of Johnson–Cook parameters and that
temperature effects are neglected in the analysis. At the higher
strain rate and a strain of approximately 15%, there is almost a
factor of 2 between the stress as determined from Set 2 and the
stress as determined from Set 6. Meyer goes on to compare
CTH penetration calculations to two experiments. The results,
which were reported by Meyer, are repeated in Table 3.
While Set 3 provides significantly closer agreement with
experimental data, none of the results instill much confidence
that the Johnson–Cook parameters are truly reflecting reality.
No set of parameters predicts the outcome of both experiments
to within 10%. As von Neumann cautioned, one should not be
too impressed when a complex model appears to match a set of
experiments. The difficulty illustrated byMeyer is that we really
do not know the best values to use. We pick a set because they
seem to do reasonably well for a couple of specific cases.
However, an effective flow stress does a very good job of
capturing much of the behavior of eroding penetrators.
In 2011 Schraml [25] considered how the selection of
Johnson–Cook parameters affected the simulation results for
tungsten alloy impacts on RHA. “The parameter space involved
two sets of Johnson–Cook model parameters for RHA, two sets
of Johnson–Cook parameters for the tungsten rod material, four
tungsten rod length-to-diameter (L/D) ratios, and two con-
tinuum mechanics codes. Striking velocities considered in the
study ranged from approximately 1000 to 2000 m/s. The study
revealed that no single combination of Johnson–Cook model
parameters provides superior overall prediction of penetration
depth over the other possible combinations across the full range
of rod L/D considered”.
Although the Johnson–Cook strength model is a well-
established workhorse for numerical simulations, it should be
Table 2
Johnson–Cook parameters for RHA [21]. Note that Tr = 298 K for all sets.
Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6
A/GPa 1.832 0.78 0.74 1.225 0.9 0.78
B/GPa 1.685 0.78 0.78 1.575 1.305 0.78
n 0.754 0.106 0.106 0.768 0.90 0.106
C 0.00435 0.004 0.004 0.0049 0.0575 0.0891
m 0.80 1.00 1.00 1.09 1.075 1.00
ε0 1.0 1.0 1.0 1.0 1.0 1.0
εmin – – – 0.001 3500 3500
εmax 7000 7000 7000 7000 7000 7000
εmin 0.01 0.20 0.20 0.01 0.01 0.01
εmax 0.20 0.20 0.20 0.20 0.20 0.20
Fig. 4. Stress versus strain for the sets of JC parameters reported by Meyer at two strain rates.
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clear that it has its limitations. Part of the problem is that the
model simply does not have the capability to capture the
breadth of hardening behaviors. The strain hardening term of
the JC model contains two components: a linear factor and an
exponent on the strain. The JC model also contains a rate-
dependent term. However, even for a single material, these
terms may only describe the flow stress over a limited range of
strains and strain rates. Johnson has always made it clear that
the model is strictly empirical. It is not an attempt to capture
the physics of hardening. It is important to understand the
limitations of the model. As the effort by Schraml (1) indicated,
no single set of parameters gives the best match across the
space examined. At the microstructural level, materials may
exist in a variety of crystalline forms. Some of the common
forms include face-centered-cubic (FCC), body-centered-cubic
(BCC), and hexagonal-close-packed (HCP). The hardening
behavior can be complex. Heat treatments and mechanical
working can alter the crystalline configuration of a material.
None of these structural material differences are accounted for
in the JC model.
This simple example illustrates how careful one must be
when selecting parameters for a phenomenological model such
as the Johnson–Cook model. It has been stated that the method
of determining the parameters varies. But, there is more to
consider. In the JC model, rate dependency is described by the
logarithm of the strain rate in a linear factor. However, many
materials “exhibit a bi-linear dependence of strength on the
logarithm of the strain-rate” according to Schwer [26]. He
further states that the bi-linear transition often occurs at strain
rates in the vicinity of 103 per second. This coincides quite
closely with the low end of strain rates that may occur during
penetration. Schwer reviews a couple of alternative strain rate
forms, including the Huh–Kang quadratic form, the Allen–
Rule–Jones exponential form, and the Cowper–Symonds two-
parameter exponential form. He compares the different forms
for A36 steel and provides a good explanation of the role of the
reference strain rate value, pointing out that “. . . it must be
consistent with the choices of the yield and hardening param-
eters, i.e. A and B.” Schwer provides an example that shows how
different the predicted stress value can be if the wrong reference
strain rate is used.
A number of researchers have provided Johnson–Cook
values for 4340, which is often used as a surrogate for RHA.
Some of the values are reported in Table 4. Sadeghinia [27]
refers to the reference temperature as room temperature and
indicates that it is 20 degrees Celsius. He did not provide the
reference strain rate. As was previously noted, using the wrong
reference strain rate can lead to significant errors. Without
knowing the correct value, the parameters are essentially
useless to other researchers. Owolabi [30] presents two sets of
JC parameters. The first set is for the “normal” modeling and
the second set is to model adiabatic shear band formation. The
A and B parameters are taken as 60% of the normal values.
Priyadarshini [31] show three sets of values, two of which
already appear in the table from other researchers. The model
listed as M2 is added to the table. In TMS 2013 [32] another set
of values are given. Karpat [33] lists a set that he attributes
to Gray. Sattouf et al. [34] state that “. . .the well-known
Hopkinson bar tests cannot cover simultaneously high strain
ranges and high strain rates concerned”. Kia [35] reports
another set of parameters for 4340. Table 5 completes the set of
parameters considered. To determine the sensitivity of pre-
dicted depth of penetration, several of these differing JC param-
eters for 4340 are used in hydrocode simulations and compared
to estimates using EFS as the strength model. Fig. 6 illustrates
the range of flow stress estimates based on Johnson–Cook
parameters reported by selected researchers at 10% strain for a
range of strain rates relevant to many penetration problems.
Gray et al. [36] lists several sets of Johnson–Cook param-
eters for RHA. It is worth reviewing them. The quasi-static
strain rate was 0.001/s. Fits using two different definitions of
the temperature term are provided. Gray found this necessary to
enable the effect of temperatures below the room temperature
value to be evaluated. Gray reports that, “One lesson that we
learned here was that by fitting the JC model using a different
range of data we could obtain quite different model constants.”
Because of the variation in parameters that could be achieved,
Fig. 5. Stress vs. strain rate at a strain of 10% for the six sets of JC parameters
reported by Meyer.
Table 3
Comparison of computed depth of penetration with experimental data as reported by Meyer.
Velocity/(m s⋅ −1) Experiment Set 1 Set 2 Set 3 Set 4 Set 5 Set 6
1399 101 mm 72 mm
−28.7%
97 mm
−3.96%
99 mm
−1.98%
85 mm
−15.8%
85 mm
−15.8%
71 mm
−2.97%
1616 133 mm 91 mm
−31.6%
117 mm
−12.0%
119 mm
−10.5%
105 mm
−21.1%
104 mm
−21.8%
88 mm
−33.8%
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Gray cautioned that, “. . . extrapolation of data outside the mea-
sured range must be done carefully. This brings us to a recom-
mendation that the data fit using any model should always be
plotted with the experimental curve.”
4. Penetration modeling
The Hohler–Stilp long-rod penetration data set reported by
Anderson et al. [37] is widely regarded as one of the best data
sets available. Although it lacks some important data regarding
the materials, a number of researchers have used the data for
assessment of numerical models, assuming that the projectile
and armor materials used by Hohler and Stilp are similar to
commonly used materials such as RHA or 4340 steel. In their
simulations, many of the researchers have used the Johnson–
Cook strength model as the constitutive model for the target.
For this paper, the authors have simulated several of the
experimental data points using several sets of Johnson–Cook
parameters reported in the literature.
The analysis with the Autodyn program included calcula-
tions (“runs”) with the Johnson–Cook and von Mises strength
models focused on showing agreement with the Hohler–Stilp
data for L/D = 10 tungsten penetrators impacting thick HzB,A
steel targets (see the Appendix). The analysis included a study
of zone sizes, parameter sets, and solution options. Table 6 lists
the sets of hydrocode runs in which various constitutive/
strength models for the steel target were evaluated.
Table 4
Johnson–Cook parameters reported for HzB,A and 4340 steel from multiple sources.
Key Source
Steel type
A/GPa B/GPa n C m
JC1 Park, 2013 [9]
HzB,A
0.810 0.5095 0.260 0.014 1.030
JC3 Johnson & Cook, 1983 [8]
AISI 4340
0.792 0.51 0.26 0.014 1.03
Sadeghinia, 2007 [27]
AISI 4340
1.15 1.685 0.754 0.00435 0.80
Chen, 2007 [28]
AISI 4340
0.46 0.692 0.26 0.014 1.03
JC4 Özel, 2007 [29]
AISI 4340
2.10 1.75 0.65 0.0028 0.75
Owolabi, 2013 [30]
AISI 4340
0.792 0.51 0.26 0.014 1.03
Owolabi, 2013 [30]
AISI 4340 Shear Band
0.475 0.31 0.26 0.014 1.03
Priyadarshini (M2) [31]
AISI 4340
1.52 1.023 0.536 0.001512 0.894
TMS 2013 [32]
AISI 4340
0.80 0.51 0.26 0.014 1.03
Karpat, 2007 [33]
AISI 4340
1.504 0.569 0.22 0.003 0.9
Sattouf 1, 2000 [34]
4340 Isotropic Hardening
0.829 0.483 0.2523 0.0138 1.076
JC5 Sattouf 2, 2000 [34]
4340 Kinematic Hardening
0.644 0.50 0.0142 0.2851 1.023
Kia, 2011 [35]
4340 LS-Dyna
0.950 0.725 0.375 0.015 0.625
Note: The “Key” designators identify strength models used in the Autodyn analysis.
Table 5
Johnson–Cook parameters for RHA reported by Gray et al. [36].
Source A/GPa B/GPa n C m
Gray (T* = T/Tm) 1.832 1.685 0.754 0.00435 0.80
Gray (T* = Homologous
temperature)
1.40 1.80 0.768 0.0049 1.17
Gray (T* = T/Tm; High strain
rate data only)
0.96 1.33 0.85 0.06875 1.15
Gray (T* = Homologous
temperature)
1.225 1.575 0.768 0.0049 1.09
Fig. 6. Johnson–Cook strength parameters for RHA and 4340 steel reported by
selected researchers evaluated at 10% strain, as a function of strain rate.
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The JC parameters for the projectile are given in Park [9]; its
equation of state was linear, with a bulk modulus of 287 GPa; and
the shear modulus was 147 GPa. The bulk modulus for the steel
target was 166.7 GPa, and the shear modulus was 76.92 GPa.
The data for L = 58.0 mm in the Appendix are fitted by the
following empirical relationship [2]
P L a b d c v= + +⎡⎣⎢
⎤
⎦⎥
−( )1 10 p (3)
where a, b, c, and d are parameters and vp is the projectile
velocity. The best fit is for a = −0.1131, b = 1.5881,
c = 1300 m/s, and d = 0.001240 s/m. Fig. 7 is a plot of the data
from the Appendix and the above fit to the data. Penetrations
computed by Autodyn are compared to this fit.
Hydrocodes divide space into cells and solve associated
difference equations representing differential equations. Accu-
racy is greater when the cells are smaller, but the cost is
inversely related to the cube of the cell size. The nominal cell
size for most of the Autodyn calculations was one-eighth the
diameter of the tungsten projectile. Calculations were also
made with cells one-fourth and one-twelfth the diameter of the
projectile. Table 7 lists penetrations P/L_JR from the fit
depicted in Fig. 7 and penetrations P/L computed by Autodyn
(designated “RD” for the authors) and Park [9]. Park used much
smaller cells than the authors in the analysis. The inset plots the
computed penetrations and the reference (P/L_JR) lines. Except
at the lower velocity the penetrations converged toward the
reference value as the cell size became smaller. The cell size in
the analysis by Meyer [21] were a tenth the diameter of the
projectile (i.e., D/C = 10).
Fig. 8 compares selected penetrations computed with
Autodyn to the reference curve of Fig. 7. Prefix designators are
Table 6
Sets of Autodyn runs.
Pre-fix Sol. Strength model key L/mm D/C P/L
1000/(m s⋅ −1) 2000/(m s⋅ −1) 2500/(m s⋅ −1)
2 Lag. JC1 [9] 58.0 8 0.445, +23% 1.209, −6% 1.438, +1%
3 Lag. JC1 [9] 58.0 12 0.498, +38% 1.240, −4% –
5 Eul. JC1 [9] 58.0 8 0.438, +22% – 1.460, +2%
9 Lag. JC1 [9] 58.0 4 0.369, +3% 0.848, −34% –
A Lag. JC1 [9] 41.7 8 – 1.173, −9% 1.415, −1%
B Lag. JC3 [8] 58.0 8 – 1.207, −6% –
C Lag. JC4 [29] 58.0 8 – 0.881, −31% –
D Lag. JC5 [34] 58.0 8 – 0.695, −46% –
H Lag. VM4 58.0 8 0.464, +29% 1.229, −4% 1.467, +3%
Note: Runs are designated by prefixes that characterize the target. Some sets of values were not relevant to this paper, and their prefixes do not appear in the table.
“Sol.” refers to the solution method, either Lagrange (cells fixed in the material) or Euler (cells fixed in space). Johnson–Cook (JC) parameters are as listed in Table 4.
“VM4” is a Von Mises model with a 1.16 GPa effective flow stress. L is the projectile length. D/C is the ratio of the projectile diameter D (equal to L/10) and the
nominal cell size C. Bold entries emphasize key features of the sets. Percentages are departures from the data fit of Eq. (3).
Fig. 7. Hohler–Stilp data from the Appendix and the fit to the data.
Table 7
Cell size effects.
Source RD Park RD
L/mm 58 50 58
v/(m s⋅ −1) 1000 1500 2000
P/L_JR 0.360 0.902 1.286
D/C P/L
4 0.369 – 0.848
8 0.445 – 1.209
10 – 0.763 –
12 0.498 1.240
20 – 0.838 –
40 – 0.874 –
Note: Tabulated P/L’s associated with D/C values of 4, 8, and 12 correspond to
respective Autodyn run prefixes 9, 2, and 3.
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listed in Table 6. Autodyn runs with prefixes 2, 3, 5, and H
clustered closely to the experimental data and to one another.
The closeness of runs with prefixes 2 and 3 confirms the choice
of D/C = 8 for most of the analysis. The closeness of runs with
prefixes 2 and 5 confirms the arbitrariness of the choice of the
solution method; however, the Lagrange method was consid-
ered superior to the Euler method because it required less
computer resources. Finally, the closeness of runs with prefixes
2 and H confirmed the assertion that the Von Mises strength
model with an effective flow stress of 1.16 GPa was nearly
equivalent to a model with the more sophisticated JC strength
model. Derivation of the 1.16 GPa EFS value is described
below.
There are many assumptions that were made in the Autodyn
hydrocode analysis, generally based on past experience.
Examples include the choice of viscosity and damping coeffi-
cients, anti-tangle forces, cutoffs, transport algorithms, zone
dimension method, density updating approach, erosion strain
and method of strain accumulation, safety factors, interaction
gaps, and inertial retention choice. To add some credence to the
approach chosen, we focused on possible influences of cell size
and solution method. We considered examination of the influ-
ences of other factors to be beyond the scope of and a possible
distraction for this paper. For this paper these other factors did
not change.
The set of Autodyn analyses designated by “A” were made
with 41.7 mm projectiles whose lengths and diameters were
scaled to 72% of the values for the nominal L = 58.0 mm pro-
jectiles. By comparison to the set designated “2”, with 58.0 mm
projectiles, the penetration ratios were 2–3% smaller. By con-
trast, the Hohler–Stilp experiments indicated a 1% effect
(Fig. 1). The experimental data indicate a scaling effect that is
smaller, by a factor of two to three, than indicated by the
analysis with the strain-rate dependent JC model. The conclu-
sion follows from comparisons from a handful of tests,
strengthened by a cursory review of data from other tests.
Further examination of scaled experiments should determine
whether or not the nominal JC model does, indeed, overestimate
strain-rate effects for these types of experiments.
The Autodyn analysis designated by “B” was made with
JC3, the originally-published JC parameter values [8]. The set
of Autodyn runs designated by “2” were made with JC1, the JC
parameter values listed by Park [9], nearly identical to JC3. As
expected, the computed penetrations were very close, support-
ing the authors’ claim that one (JC1) is as good as the other
(JC3).
The Autodyn analyses designated by “C” and ”D” were
made with JC parameters (Özel and Sattouf 2 in Table 4 and
Fig. 6) that seemed extreme. By comparison to P/L values for
the set of Autodyn analyses designated by “2”, the outcomes
were, indeed, extreme.
5. Derivation of effective flow stress from experimental
data
By employing non-dimensional relationships, Riegel and
Anderson illustrated a fit that brought together several sets of
data for L/D = 10 tungsten and steel penetrators penetrating
targets of several types of steel [2]. The fit had a familiar form,
in particular
Y a b d c XN N N N N N where= + +⎡⎣ ⎤⎦
−( )1 10 , (4)
X VN p p t=( ) −ρ σ α2
0 2 0 14. . (5)
YN = P/αL and α = (ρp/ρt)1/2. Here aN = −0.0567, bN = 1.16,
cN = 1.86, dN = 1.96, and σt is the effective flow stress of the
target. The suffix “N” stands for “non-dimensional.” Fig. 9 is a
plot of Eq. (4), with the parameters from Ref. 2 for L/D = 10
penetrators.
From Eq. (4),
X c b P L a dN N N N N= − −− ( )[ ]lg α 1 (6)
Finally, inverting Eq. (5), the effective flow stress for the
target becomes a function of VP and XN
σ ρ αt v X= ( )p p N2 5 0 70. (7)
By substituting P/L from Eq. (3), the four-parameter fit to
most of the data in the Appendix, into Eq. (6), XN also becomes
a function of VP. Fig. 10 is a plot of Eq. (7), given this substi-
tution. 1.16 GPa is an average of the flow stress values over the
Fig. 8. Computed penetrations compared to P/L_JR reference curve.
Fig. 9. Plot of Eq. (4), with parameters indicated in the text.
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interval between 1000 and 2000 m/s. We used this value in the
Autodyn hydrocode analysis above. Effective flow stresses for
other target combinations will depend on the values of the
coefficients in Eq. (3) or other fit, derived from a set of pen-
etration experiments.
Eq. (3) is a four-parameter fit, appropriate for the large set of
Hohler–Stilp experiments listed in the Appendix. The EFS can
be obtained not only from a fit but also from any set of
repesentative tests. For example, by substituting a P/L datum
from the table in the Appendix into Eq. (6), XN becomes a
function of VP, and the effective flow stress can be computed by
inserting the corresponding tabulated vP datum into Eq. (7).
Effective flow stress values computed for all of the data in the
Appendix is depicted in Fig. 11. The average flow stress for
velocities between 1005 and 2046 m/s is 1.16 GPa, with a stan-
dard deviation of 0.04 GPa.
By the same method, given the flatness of the data for veloci-
ties between 1000 and 2000 m/s, EFS effective flow stress
values can be obtained for velocities in this range from a small
number of tests of tungsten and steel L/D = 10 penetrators
impacting steel targets of various types. Extension of this
method to penetrators with other lengths, possibly penetrating
non-ferrous targets, is the subject of future work.
6. Conclusions
There are some important conclusions to be derived from
this work. The first conclusion is an unintended consequence of
the work. Namely, that the application of the Johnson–Cook
(JC) constitutive model for terminal ballistics is being done in
a careless manner. Five parameters are often selectively
manipulated to provide penetration results that are reasonable.
Such an approach appears to be a prime example of von Neu-
mann’s admonition, referenced in the Introduction, that a
complex model should be able to model just about any set of
data over some range.
There are issues with using the JC model that should be
addressed. For example, the maximum strain and strain rate
used to develop the JC parameters for a material must be stated
along with the reference strain rate and the reference tempera-
ture. Also, the JC model seems to over-predict the influence of
strain rate for the cases considered: the analysis using the JC
model showed a 3% influence from a 72% scaling, whereas the
Hohler–Stilp experiments indicated a 1% effect.
Another conclusion is that the hydrocode analysis confirmed
the claim that the EFS represents the strength of a target to a
reasonable degree of accuracy. This single value used as the
yield in an elastic perfectly plastic model of the target material
leads to penetration estimates that are comparable to those
achieved using the five parameter JC model. This is not surpris-
ing given the success of the WAPEN analytical model in char-
acterizing target penetration. That model, which has been
shown to work remarkably well over a wide range of impact
velocities and projectile and target materials, was based on the
plastic flow fields from hydrocode simulations. The model
defines a target strength based on the average flow stress within
that field. When used in the WAPEN model, the average flow
stress is set equal to the EFS.
Finally, it does appear to be quite reasonable to utilize a
single EFS value in empirical, analytical, and numerical simu-
lations as the basis for assessing target resistance. Such an EFS
value can be found by three methods: (1) running a series of
numerical simulations of an eroding rod penetrator using an
elastic – perfectly plastic constitutive model for the target (the
candidate EFS can be adjusted until a minimum difference
between the computed and measured penetration is achieved);
(2) if an accurate constitutive model exists for the target, simu-
lation results using that model can serve in lieu of experimental
data; and (3) fire an L/D 10 eroding penetrator against the target
material in question and measure the depth of penetration (and,
as discussed above, the EFS can then be computed from the
empirical penetration equation).
There is a need for a self-consistent set of semi-infinite
penetration data that more completely documents the material
properties and the penetration details such as crater diameter
and the extent of the plastic flow field. The availability of such
data would enable the development of better survivability and
vulnerability models and improve understanding of the rela-
tionship between projectile and target strength, the influence of
Fig. 10. Plot of Eq. (7), with P/L from Eq. (3).
Fig. 11. Effective flow stress values for the Hohler–Stilp data in the Appendix.
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nose shape on rigid penetration, the transition to shattered or
eroding penetration, and other physical relationships. No such
data set exists. The best data available today were collected in
the 1970s. It is time for researchers to correct the situation by
filling the gaps in the existing data.
Additional questions remain. For example, how well does
the EFS obtained using an L/D 10 eroding projectile work for
other L/D projectiles or rigid penetrators? Should different
values of EFS be used based on different grain orientations
relative to the shot line? Can a direct measurement of target
resistance be used to compute the EFS? The authors hope to
keep exploring these issues.
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Appendix: Hohler–Stilp data for L/D = 10 tungsten
projectiles penetrating thick HzB,A steel [37]
Test ID Length
L/mm
Velocity/(m s⋅ −1)
VP
Penetration
P/mm
P/L Page Diameter
d/mm
5128 58.0 528 2.4 0.041 A-121 –
5127 58.0 641 4.1 0.071 A-121 –
5126 58.0 684 5.3 0.091 A-121 –
3228 58.0 1005 22.8 0.393 A-121 11.0
5130 58.0 1034 23.2 0.400 A-121 –
2899 58.0 1085 27.0 0.466 A-122 10.6
2910 58.0 1195 33.2 0.572 A-122 11.0
3229 58.0 1306 40.8 0.703 A-121 11.7
2912 58.0 1365 43.9 0.757 A-122 11.7
3233 58.0 1502 52.9 0.912 A-122 12.3
2918 58.0 1533 54.0 0.931 A-123 12.3
2898 58.0 1535 54.2 0.934 A-123 12.2
2971 58.0 1584 56.2 0.969 A-123 12.6
3237 58.0 1632 60.0 1.034 A-122 12.7
2897 58.0 1742 65.0 1.121 A-123 13.3
2900 58.0 1819 69.0 1.190 A-123 13.4
2922 58.0 1837 70.9 1.222 A-123 13.5
2974 58.0 1846 69.9 1.205 A-123 13.6
3241 58.0 1909 74.0 1.276 A-122 13.6
2972 58.0 1919 72.0 1.241 A-124 14.0
2976 58.0 1930 70.5 1.216 A-124 14.2
2975 58.0 1980 73.5 1.267 A-124 14.4
2977 58.0 1982 75.0 1.293 A-124 14.3
2896 58.0 2046 75.0 1.293 A-124 14.5
2973 58.0 2083 75.2 1.297 A-124 14.6
2927 58.0 2106 77.3 1.333 A-124 14.6
3244 58.0 2134 76.5 1.319 A-122 14.2
4859 41.7 1909 49.9 1.197 A-119 10.0
4860 41.7 2065 54.7 1.312 A-119 10.6
4871 41.7 2217 56.0 1.343 A-119 10.5
4862 41.7 2436 59.8 1.434 A-119 11.5
4861 41.7 2595 61.6 1.477 A-120 13.0
4870 41.7 2690 61.6 1.477 A-120 12.5
4869 41.7 2772 62.0 1.487 A-120 12.0
4864 41.7 2839 61.2 1.468 A-120 13.2
4863 41.7 2980 61.8 1.482 A-120 12.0
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