周辺化法及び経験ベイズ法を用いたBdeu学習 by 斎藤 浩一
  
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院 情報システム学研究科    社会知能情報学専攻 博士前期課程 
氏    名 斎藤 浩一 学籍番号 0751012 
論 文 題 目 
Learning BDeu using marginalization of equivalent-sample size n’ 
and an empirical Bayesian approach 
周辺化法及び経験ベイズ法を用いた BDeu 学習 
 要  旨 
ベイジアンネットワークの構造学習は、様々なスコアリング手法(DPSM,UPSM,MDL,AIC な
ど)が提案されている。その中でも、近年 BDeu が最も注目されつつある。Silander 等(2007)は、
BDeu によって学習したネットワークは事前分布のハイパーパラメータの値に敏感で、データの
種類によっても、最適なハイパーパラメータは変化すると仮説を立てている。しかし、彼らの研
究は実データを使用しており、真のネットワークとの関係がどのように影響を及ぼすかは言及し
ておらず、また BDeu のスコアに注目しているだけで、実際に他のスコアリング手法と比較をし
ていない。 
本研究では、BDeu の最適な事前分布が真のネットワークとデータ数にどのように関係するの
かを分析し、最適な事前分布を使用した際に他のスコアリング手法との比較を行う。結果、BDeu
の最適な事前分布は真のネットワークとデータ数にとても敏感であり、真のネットワークとデー
タ数ごとに探索する必要があると示した。また、likelihood equivalence を持った BDeu は漸近
一致性を持っていることを数学的,実験的に証明し、他のスコアリング手法よりも実際に優位であ
ると示した。さらに、BDeu の特性として事前分布のハイパーパラメータに対して単峰性を示す
という事が分かった。しかし、最適な事前分布のハイパーパラメータを探索する際に事前分布の
幅を全探索しているため実時間内で探索が不可能であるという問題がある。 
よって、本研究では、以下の 2 つの手法を提案する。 
1. 周辺化法 
2. CrossValidation(CV)及び山登り法(CH)を用いた経験ベイズ学習 
周辺化法は、最適な事前分布のハイパーパラメータを決定する事が困難な時、ベイズの手法を取
り入れ事前分布を周辺化する手法である。CV 及び CH を用いた経験ベイズ学習は、BDeu の特
性が単峰性であるという事を利用し、高速に最適な事前分布を探索する事が可能な手法である。 
これらの 2 つの提案手法においても他のスコアリング手法と比較を行った。 
結果、周辺化法の学習精度は真のネットワーク構造に依存する事が分かった。また、CV 及び CH
を用いた経験ベイズ学習は他のスコアリング手法よりも学習効率が高いことを示した。さらに、
最適な事前分布のハイパーパラメータを探索する時間は全探索の時よりも圧倒的に早く、実時間
内に最も良い BDeu 学習が行える事を示した。 
 
