We introduce a general class of capture-recapture models in which capture probabilities depend on the previous capture history. We discuss constrained versions of the saturated model based on equality constraints. Despite the seeming complexity, inference can be performed through a simple estimating equation. The approach is illustrated on a data set about the population of Great Copper butterflies in Willamette Valley of Oregon.
INTRODUCTION
It has long been recognized that in capture-recapture experiments the previous capture history may influence capture probabilities, and failure to acknowledge this fact may lead to biased estimates of the unknown population size. One of the first models used, denoted by M b , included behavioural response to capture by using different probabilities before and after first capture (Otis et al., 1978; Pollock, 1991) . Other examples are given by the Markov chain models of Yang & Chao (2005) , and the persistence models detailed in Ramsey & Usner (2003) and Ramsey & Severns (2010) . In this paper we propose a general class of models which are based on conditional capture probabilities. We restrict the saturated model through equality constraints, arguing that the resulting class of models is rich enough to summarize a plethora of real data situations. The restricted class can be also defined through partitions of the capture histories, where capture probabilities conditional on different histories belonging to the same partition are equal. Surprisingly enough, the approach based on maximizing the conditional likelihood leads to a straightforward inference based on a simple estimating equation. An interesting feature of the proposed model class is that the previous capture history can be allowed to influence the capture probability in very flexible ways. Different models can be fitted and compared through information criteria or likelihood ratio tests.
2. THE SATURATED MODEL Let x i = (x i1 , ..., x iS ), i = 1, 2, ..., N , denote the binary capture history for the ith subject, where we have S trapping occasions, an unknown population size N , and x ik = 1 if the ith subject is captured on the kth occasion. Capture histories for n subjects are actually observed, while the others are not and correspond to the N − n animals for which S consecutive zeros should have been recorded. All the capture histories are summarized in the binary N × S matrix X. We begin by allowing for general dependence of x ij on the entire previous capture history, 2
A. FARCOMENI by expressing the capture probabilities as follows:
These conditional probabilities are arranged in lexicographical order in a vector p = (p 1 , p 2 (0), p 2 (1), p 3 (00), p 3 (10), . . . , p S (1, . . . , 1)), where the leftmost index runs fastest and corresponds to the most recent capture occasion. The number of free parameters involved in model (1) is 2 S − 1, and joint probabilities can be computed using a simple chain rule. It is straightforward to check that the saturated model fits the data perfectly, and (1) is in one-to-one correspondence with a saturated log-linear parameterization for the S-dimensional contingency table.
Assuming independent capture histories, the likelihood for the proposed model is
and sufficient statistics are the counts of all rows of the matrix X with equal capture histories. We denote these counts by n g , where the capture history g lives in the space of observable capture histories G. Hence, (2) can also be expressed as
(3) A convenient equivalent formula is given by the popular factorization into a conditional and residual likelihood,
where the probability that an animal is not captured during the experiment is
The well known conditional maximum likelihood estimatorN is given by a solution to the following estimating equation:
where ⌊·⌋ denotes the integer part of its argument and
The relation follows from the fact that the conditional maximum likelihood estimator for N corresponds to the Horvitz-Thompson (Horvitz & Thompson, 1952) estimator, yielding (6). For more details refer for instance to Sanathanan (1972) and Fewster & Jupp (2009) . Finally, (7) follows from (1) and the estimating equations for the conditional likelihood in which we substitute p 0 obtained by solving (6). A similar, though less general, estimating equation approach is used in Yang & Chao (2005) . A closed form expression for the estimators of capture probabilities isp 1 = N −1 n i=1 x i1 , and, for (a 1 , . . . , a k−1 ) ∈ {0, 1} k−1 and k > 1,
where I(C) denotes the indicator function of condition C. The estimating equation (6) is always satisfied forN = n under the saturated model (1), since S j=1 (1 − x ij ) = 0 for all i = 1, . . . , n. We will now impose restrictions on the full model. These restrictions will modify the estimators of capture probabilities in (8), and consequently (7), but not the general strategy (6).
CONSTRAINED VERSIONS OF THE FULL MODEL
We reduce the number of parameters in (1) by constraining certain capture probabilities to be equal to each other. Models may be formulated by posing equality constraints of the kind
where C can take only values in {−1, 0, 1}, with exactly one positive and one negative entry in each row. Several models may be specified by implicitly or explicitly defining an appropriate matrix C. We could allow for more general linear equality constraints, but at the price of having to set up numerical maximization algorithms for inference. Further, the class of models identified is already huge. There are many existing models which are included into the class, for instance the firstorder Markov chain model of Yang & Chao (2005) is obtained in our formulation by letting p k (x i,k−1 , . . . , x i1 ) = p(x i,k−1 ), and p 1 = p(0). There consequently are 2 S − 3 equality constraints, leaving two free parameters, which can be expressed in matrix form as
where we denote by 0 r,c and 1 r,c matrices of zeros with r rows and c columns, with I r an identity matrix of order r, and with I r,−c an identity matrix with the last c rows removed. The three state first-order Markov chain model of Yang & Chao (2005) with an additional behavioural effect is accommodated by using constraints of the kind
By using the additional constraint that p 1 = p k (1), we obtain the M b model. The simplest M 0 model in which all capture probabilities are equal to each other can be obtained by fixing
is a matrix that produces first differences. The M t model, which specifies occasion specific probabilities regardless of the previous capture history, is obtained by fixing
There of course are many important models that are excluded by our formulation, for instance models with individual heterogeneity M h , models with covariates, persistence models, etc. The proposed class contains many new models, some of which may anyway not be interpretable or be based on a large number of parameters. Among the new possibilities, we mention lth order Markov chains, which account for general higher-order dependency up to the lth lag by fixing p k (x i,k−1 , . . . , x i1 ) = p(x i,k−1 , . . . , x i,k−l ). We also mention models in which conditional capture probabilities depend on the count of previous captures, generalizing the M b model since capture probabilities are modified not only at the first, but at each capture. More general 147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164  165  166  167  168  169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186  187  188  189  190  191  192   4 A. FARCOMENI models are formulated by assuming conditional independence up to the lth most recent occasion, and by specifying a partition of (0, 1) l , call it (L 1 , . . . , L p ), such that, for all (a 1 , . . . , a l ) and
i.e., conditional probabilities sharing a capture history in the same partition L j for the most recent l occasions are assumed equal. A less general but similar class is that of variable length Markov chains (Bühlmann & Wyner, 1999) . The number of parameters in a model of the kind (11) can be further reduced by imposing additional equality constraints among the conditional probabilities related to the first l occasions. We may be willing to specify more than one candidate model. When S is small one could even try fitting all possible models defined by equality constraints, or at least all possible models of the kind (11) for a small order l. Another possibility is to fit the saturated model, and then assume equality of close estimated conditional probabilities. This equality could also be formally tested through likelihood ratio tests. When different models are fit, selection can be performed by means of the Akaike Information Criterion (AIC), see Akaike (1973) and Burnham et al. (1995) . Likelihood ratio tests can also be used for nested models, and the goodness of fit can be evaluated by means of likelihood ratio test statistics against the saturated model (1).
INFERENCE ON CONSTRAINED MODELS
We now propose a straightforward estimation strategy for finding the conditional maximum likelihood estimator, which is based on the vectorp in extended form. When the saturated model is restricted through a constrained sign matrix C, the vector of conditional capture probabilities p is constant in blocks, and the conditional maximum likelihood estimator consequently satisfies the same restrictions.
The proposed models can always be summarized in blocks of equality constraints of the kind
where r ≥ 1. The likelihood equations for the conditional likelihood give rise, for each block, to the following estimator for the capture probabilities in (12):
whereN is the conditional maximum likelihood estimator and hence satisfies (6), and we use the convention that I(∅) = 1 to accommodate the capture probability at the first occasion. We can also give an equivalent expression based on C: let F be a binary matrix with ones corresponding to the non-zero off-diagonal entries of (C ′ C) ∞ . Let ψ i be a vector whose first element is x i1 and whose generic element is x ik I(x i,k−1 = a k−1 , x i,k−2 = a k−2 , . . . , x i1 = a 1 ). Let finally η i be a vector whose first element isN /n and whose generic element is I(x i,k−1 = a k−1 , x i,k−2 = a k−2 , . . . , x i1 = a 1 ) + I(∩a j = 0)(N − n)/n. The jth entry of the vector p is then estimated aŝ
Note that F is easily found by multiplying C ′ C by itself until the number of non-zero elements does not change, and then setting the diagonal to zero and the non-zero elements to 1. If we specify a two or three state first-order Markov model as in Yang & Chao (2005) , the proposed approach exactly gives back the estimation method in Yang & Chao (2005) . Once estimates for the capture probabilities have been computed, they can be plugged in (5) to obtainp 0 . If the model is correctly specified,N solving equation (6) is consistent and asymptotically normal under general regularity conditions (Sanathanan, 1972) . A 1 − α confidence interval forN can be derived as (N − , N + ), where N − and N + satisfy 2[log{L p (N )} − log{L p (N )}] = z 2 α/2 . In the latter, z α/2 is the α/2 quantile of a standard normal and L p (N ) is the profile likelihood. The profile likelihood is derived as L p (N ) = L (N, p(N ) ), where p(N ) is obtained along the lines of (13) or equivalently (14), in whichN is substituted with N . If N − does not exist the lower bound for the confidence interval is set to n. See Evans et al. (1996) for more details on the profile likelihood approach to confidence interval estimation.
ILLUSTRATION 5·1. Simulation Study
We perform a brief simulation study to evaluate the performance of the approach. We fix N = 100, S = 6, and sample from models M 0 with parameter 0.1, M c1 with pr(X i1 = 1) = pr(X ij = 1|X i,j−1 = 0) = 0.15 and pr(X ij = 1|X i,j−1 = 1) = 0.05; and from a model M 2 in which all capture probabilities are equal to 0.15 until animals are captured twice, when they change to 0.05. We generate data B = 1000 times and report average estimate, bias, standard deviation, coverage and average length of the 95% confidence intervals based on the profile likelihood in Table 1 . When the correct model is fitted one always obtains the shortest confidence intervals with prescribed coverage, and small bias, thus the need for rich classes of models. 
5·2. Great Copper butterflies data
We now briefly analyze data on the population of Great Copper butterflies in Willamette Valley of Oregon (Ramsey & Severns, 2010) . We fit some models based on equality constraints on the conditional capture probabilities. We denote by M c1b the three state Markov chain model of Yang & Chao (2005) . We then fit a model M L 1 with unconstrained capture probability at the first occasion, and a first-order Markov chain from the second onwards, and M L 2 which assumes conditional independence of order l = 3, and the following partition: [{000, 100, 010, 001, 011}, {110, 101, 111}], used as in (11). The capture probability at
