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概要 
 
 ホログラフィは究極の 3 次元映像技術であるといわれている. その生成されるホログラ
ムは計算によって作成することができ , 計算機合成ホログラム（CGH ; Computer 
Generated Hologram）と呼ばれる. CGH を利用して 3 次元動画像を実現する電子ホログラ
フィ技術が, 3 次元テレビへの応用を視野に入れて研究されている. しかし, CGH の計算に
は膨大な計算を必要としている. 
  本研究でのテーマは, この膨大な計算をハードウェアにより高速化を試みることを目的
としている. CGH の膨大な計算を高速化するための検討として並列演算に特化した
GRAPE-DR ボード model2000 を利用した. model2000 には, GRAPE-DR プロセッサが 4
個搭載され, チップあたり 512 個のベクトルプロセッサが集積されている. 今回, ホログラ
ムのサイズを 1,920 x 1,080（フル HD 解像度）として 3 次元物体を構成する点数を変化さ
せたときの 1 枚の CGH を生成する時間を計測した. 結果として, 一般的なパソコンに搭載
されるCPU（Intel Core i7-950）のパソコンでの計算と比較し, 約7倍の高速化を示した. ま
た, 日立製 HPC（High Performance Computer）SR16000（1 ノード）とほぼ同等の性能
を示した.  
次に, データ量の増大により計算システムの主記憶装置（メインメモリ）の容量が増大す
ることで, 搭載に必要となるメモリ追加やメモリ容量を超えることで補助記憶装置へのデ
ータスワップによる計算速度の低下が懸念される . そこで , 近年性能向上の著しい
PCI-Express SSD を用いた. メモリ容量を超える規模のデータの計算において, ハードデ
ィスクドライブ（HDD）より 10 倍の高速化を示した. 
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Acceleration of Computer-Generated Hologram 
by using Double precision Multi-core Processor and SSD Storage 
 
Atsushi Sugiyama 
 
Abstracts :  
 Holography is called ultimate three-dimensional (3D) imaging technique. Hologram 
can also be generated by the computer simulation. Such holograms are referred to as 
computer generated holograms (CGHs). The electroholography technology which 
realizes 3D video using CGH puts the application to 3D television into a view, and is 
studied. However the cost of CGH calculation is enormous. 
 Here, it has been studying the use of an acceleration hardware system. GRAPE-DR 
board model2000 specialized in parallel operation as examination for accelerating huge 
calculation of CGH was used. There are four GRAPE-DR processors in model2000, and 
512 vector processors per chip are accumulated. In this case, the size of the hologram is 
constant at 1,9201,080, which is the display resolution (full HD). Changing the 
number of points constituting a 3D object, the time to generate one CGH was measured. 
The calculation speed of the GRAPE-DR system is 7.0 times faster than that of a 
personal computer with an Intel Core i7-950 processor, and nearly the same as that of 
the Hitachi HPC SR16000 (one node). 
 The second case, a high number of pixels makes image quality high. However, the 
number of calculation date takes to increase them. In large scale calculation, the 
capacity of main memory increases. However, when the quantity of data in calculation 
exceeds the capacity of the main memory, the computer performs a swap of data to 
auxiliary storage. Therefore, the computing speed extremely decreases. In this case, we 
used remarkable PCI-Express SSD of performance. The calculation speed of the 
PCI-Express SSD is 10.0 times faster than that of a personal computer with a hard disk 
drive (HDD). 
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第 1 章 はじめに 
 1.1 研究の背景 
 ホログラフィは物体光の波面をそのまま記録・再生できる技術である. ステレオ立体視法
のように両眼視差を利用することはなく, 目に負担をかけることもなく究極の 3 次元映像
技術であると言われている. ホログラフィは, 光の干渉縞を写真乾板などの媒体へ記録す
ることでホログラムを作成し, これに光を照射して空間に立体映像を浮かび上がらせる. 
このホログラムは計算によって作成することができる. 計算機合成ホログラム（CGH : 
Computer Generated Hologram）である. CGH の作成には膨大な計算量を必要としている
ため, 計算時間の高速化が課題となっている. 近年, 演算用アクセラレータボードの利用が
注目されている. 本研究では, CGH の各表示画素がそれぞれ独立に計算できるため並列計
算に向いていることから FPGA（Field Programmable Gate Array）ベースのアクセラレ
ータボード GRAPE-DR model 2000 を用いた計算システムでの性能検証を行う. 比較とし
て, 千葉大学統合メディア基盤センターが保有する HPC（High Performance Computer）
「SR16000」, 市販されているプロセッサ（CPU）「Intel Core i7-950」の 3 つの計算シス
テムで検証する. 
 また, 大規模な電子ホログラフィシステムも開発されていることで画素数が増え, 高画
質化するため計算に要するデータ数が増大することになる. データ数の増大により PC
（Personal Computer）に必要とされる主記憶装置（メインメモリ）が増大するが, システ
ムにより搭載可能な容量も限定される. 計算におけるデータ量が主記憶装置の容量を超え
ると補助記憶装置にデータをスワップすることになり, 極端に計算速度が低下する. そこ
で近年急速に通信速度がメインメモリには及ばないまでも HDD より 10 倍以上速い SSD
（Solid State Drive）に注目し, その中でも非常に高速な仕様となる PCI-Express SSD で
の性能検証を行う. 
 このように, 計算量とデータ数の増大にそれぞれどの程度の有用性が得られるか比較検
証する. 
 
 1.2 論文の構成 
 本論文は, 全 5 章から構成されている. 第 1 章では研究背景と目的について述べた. 第 2
章では, ホログラフィの原理と計算機合成ホログラムの計算方法について, 第 3章ではホロ
グラフィの計算機システムとその計算結果について, 第 4 章では PCI-Express SSD での計
算システムと計算結果について述べる. 第 5章では, 全体のまとめと今後の展望について述
べる. 
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第 2 章 電子ホログラフィ 
 第 2章では, ホログラムの記録と再生についてのホログラフィの原理について述べる. ま
た電子ホログラフィにおいて, ホログラム作成を計算機で行う計算機合計ホログラム
（CGH）の原理について述べる. 
2.1 ホログラフィの原理 
 ホログラフィとは, 光の干渉と回折の性質を応用し, 物体の光の波面を記録し, その波面
に再生する技術である. ホログラフィは, 3 次元の物体の情報を 2 次元の記録材料に干渉縞
として記録して, それを 3次元で再生することができる. この記録された干渉縞をホログラ
ムという.  
 
2.1.1  ホログラムの記録 
 
 まず, 計算機を用いない通常のホログラムにおいて物体の 3 次元情報をホログラムへ記
録する原理を説明する. レーザー光をビームスプリッタで 2 つに分ける. 2 つに分けられた
光の一方を物体に当てる. それにより物体から反射光が生じこの反射光はあらゆる方向に
広がり, 物体から適当な位置にある記録材料に届く. この反射光を物体から生じる光とし
て物体光と呼ぶ. もう一方のレーザー光は, ミラーによって方向を変えレンズにより記録
材料に当たる. この光のことを参照光と呼ぶ. この物体光と参照光が記録材料上で干渉し
合うことによって干渉縞ができる. この干渉縞がホログラムである. このように作成され
たホログラムは, 物体光の明るさに関する情報（振幅情報）と, どの方向から光が届いたか
という情報（位相情報）を含んでいる.  
 
 
図 2.1 ホログラムの記録 
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図 2.1 に 3 次元物体をホログラムに記録するときの, 物体とホログラムの位置関係を示す．
はじめに物体光について考える. 物体を小さな点の集合とみなし, それぞれが光を反射す
る点光源として考えると, 3 次元物体のある１点 jから生じる光 OjL は式(2.1)のような球面
波になる． 
 )(exp jaj
aj
j
jO trki
r
A
L    (2.1) 
ここで k は波数, は角振動数, j は 3次元物体のある 1点 ),( , jjj zyxj からの物体光の初
期位相, jA は物体光の振幅, ajr は物体点から記録材料までの距離を表す. 次に参照光 RL
について考える. 参照光を平行光としてホログラムを作成する場合は, 参照光 RL は式(2.2)
のように表される. 
 )sin(exp RR tkxiBL    (2.2) 
ここで, Bは参照光 RL の振幅である． 
以上のことから, 点 j からの物体光 OjL と参照光 RL との記録材料上での干渉を考える. 
光の強度分布は物体光の和の絶対 2 乗 2|| RjO LL  の形で表すことができるので, 記録材料
上での光強度分布 I は式(2.3)のようになる． 
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3
) 
ここで, 初期位相 はともに 0 とし, jr は， 
 
222 )()( jjjj zyyxxr    (2.4) 
で表される値である. 式(2.3)の第 1 項は物体光の自己相関, 第 2 項は参照光の自己相関, 第
3 項は物体光に関する項, 第 4 項は物体光の共役像に関する項である． 
 写真乾板のような透過率分布として記録する感光材料に光の強度分布を記録すると, そ
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の振幅透過率分布T は 
 ),(10  yxItTT   (2.5) 
となる. 0T ， 1t は感光材料の種類や記録法によって決まる定数である． 
 
図 2.2 ホログラム記録の位置関係 
 
2.1.2 ホログラムの再生 
 
先に記録されたホログラムからの再生方法について述べる. ホログラムによって記録し
た情報を再び得るためには, 記録のときに用いた参照光と同じ光をホログラムに当てれば
よい. ホログラムは細かい干渉縞を記録した一種の回折格子であるため, 入射した光から
直進する光のほかに別の方向に進む光が生じる. この回折光は再生光と呼ばれ, 記録した
物体光と同等の性質を持っている. この再生光を見ることであたかも元の位置に物体が存
在しているかのような 3 次元像を見ることができる． 
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図 2.3 ホログラムの再生 
 
 図 2.3 にホログラムの再生の位置関係を示す. 再生はホログラム作成時に使用した参照
光を再び当てればよい. 参照光を当てると, ホログラムの干渉縞が回折格子としてはたら
き光の回折が起こる. このときの物体のある点 j に関する光の振幅分布 Lは式(2.2)と式
(2.3)から 
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6
)
 
となる. 式(2.6)の第 1 項と第 2 項をまとめて RL , 第 3 項を DL , 第 4 項を CL として式(2.7)
のように表現する． 
 CDR LLLL    (2.7) 
RL は直進してホログラムを通過する光, DL はホログラムから x 軸の正方向へ向かう
光, CL はホログラムから x軸の負の方向へ向かう光を表している． 
DL は物体の 1 点からの光に比例しているので, この操作によって物体光とまったく同じ
波面が再現されたことになる. これは他の物体点に関しても同様なので, この光を目で見
るとホログラムの後方に物体の像が再現されて見え, 物体の虚像が再生されたことになる．
この像は物体光と同じ波面によって再生されているので, 直接像と呼ばれる． 
また DL は CL の複素共役の関係になっている. したがって, この光は参照光 RL に対して
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物体点からの光と対称な方向に進み, ホログラム前方で実像をつくる. これを共役像とい
う. ホログラムの再生には DL ， CL の 2 つの光が関与している． 
 
図 2.4 ホログラム再生の位置関係 
 
2.2  計算機合成ホログラム 
ホログラムの作成には光学機器を用いるのが一般的だが, コンピュータで干渉現象をシ
ミュレートすることによりホログラムの計算を行うことができる. このように, コンピュ
ータで計算して作成したホログラムを計算機合成ホログラム(CGH: Computer Generated 
Hologram)という． 
(2-6)式の第1項と第2項は, 物体の再生には関与しないため, ホログラム作成にはこの2
項を除いた， 
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を計算すればよい, ここで, 参照光の振幅Bを定数と考え, 21B とすると， 
   

 sincos),( xrk
r
A
yxI j
j
j
  (2-9) 
となる. この式は, 3 次元物体が 1 点で構成されているときの式で, N 点で構成されてい
る場合は他点からの光と参照光との干渉を計算すればよいので, ホログラム面での光の強
度 I は 
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    
N
j
j
j
j
xrk
r
A
yxI 

 sincos),(  (2-10) 
と表すことができる. これをホログラム面のすべての点において計算すると, 3次元物体か
らホログラムを作ることができる． 
 
さらに, 実際に再生に用いる光学系の条件を利用すると, (2-10)式はより簡略化すること
ができる. 参照光はホログラムに対して垂直に入射し, 3次元物体の各点の振幅成分は等し
いと仮定すると 0θ , 
jA / 1ajr とすることができ, (2-10)式は， 
  
N
j
jkryxI  cos),(  (2-11) 
となる. 本研究の CGH 計算は, (2-11)式を元にして行った． 
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第 3 章 計算機システム 
 3 次元動画像を実現するために計算機合成ホログラム（CGH）を利用する. しかし, その
計算には膨大な計算量を要する. そこで, 計算ハードウェアを利用した高速化を試みてい
る. 本章では, 高速化に利用したハードウェアとその性能評価について述べる. 
 
3.1  ホログラフィ計算機 
 本研究に使用したハードウェアは, 株式会社 K&F Computing Research が開発した, 
GRAPE-DR アクセラレータボード model2000 である. 
 
3.1.1  GRAPE-DR アクセラレータボード仕様 
 
 GRAPE-DRアクセラボードmodel 2000は, 株式会社K&F Computing Researchが開発
した並列演算に適したアクセラレータボードである. （図 3.1） 
表 3.1 にハードウェアの仕様を示す. 
 
 
図 3.1 GRAPE-DR model 2000 アクセラレータボード 
（K&F Computing Research 社） 
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表 3.1 GRAPE-DR アクセラレータボード model 2000 仕様 
プロセッサチップ GRAPE-DR プロセッサ 4 個 
（チップあたり 512PE） 
ホストインターフェイス 16 レーン PCI Express 
チップ間インターコネクト 4 レーン GLink 
ピーク性能（404MHz 動作時） 1654Gflops（単精度） 
 827Gflops（倍精度） 
オンボードメモリ 1152MB 
消費電力 約 350W 
 
 
3.1.2  GRAPE-DR プロセッサチップ 
 
図 3.2 のアーキテクチャに示す GRAPE-DR プロセッサには 512 個のベクトルプロセッ
サ（Processor Element, 以下 PE と表記）が集積されている. 各 PE は乗算器と加算器, ロ
ーカルメモリ, レジスタファイルを持ち, 外部から送られてくる命令を SIMD（Single 
Instruction Multiple Data）的に実行する. 各PEのベクトル演算のベクトル長は4である．
したがって 1 つの PE で一度に 4 回の演算を並列に行うことが可能である． 
これらの PE は 32 個ずつ, 全 16 のブロードキャストブロックに分けられている. 各ブ
ロードキャストブロックはブロードキャストメモリを持ち, 同一ブロック内の PE に対し
てデータを送ることができる． 
16 個のブロードキャストブロックの出力はツリー型の結果縮約ネットワークによって相
互に接続されており, 各ブロックの 128 個（PE32 個×ベクトル長 4）の各計算結果を加算
（あるいは論理演算）によってトーナメント形式で縮約し, チップ外部へ出力する． 
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図 3.2 GRAPE-DR プロセッサ アーキテクチャ 
 
3.1.3  ドメイン特化型コンパイラ 
 
GRAPE-DRを用いたプログラム開発には, K&F Computing Research社がアクセラレー
タボードとともに提供しているドメイン特化型コンパイラGooseを利用する. C言語などの
高級言語で記述されたプログラムを, ソースコードの変更を極力抑えたまま SIMD 型アク
セラレータ上で動作させることを目的としている． 
Goose は SIMD 型アクセラレータ上での実行に適した文法記述のみを処理する, ドメイ
ン特化（domain specific）型の開発環境となっており，対象とする文法記述以外は, Goose
以外の通常のコンパイラに渡しホストコンピュータによって処理する. これによって既存
のプログラムのソースコードの変更を最小限に抑えている．  
さらに Goose は各種アクセラレータの API（Application Program Interface）やアーキ
テクチャをユーザに対して隠蔽するため, ユーザは各ベンダの提供する API や独自の記法
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を学ぶこと無く, また演算器およびメモリ構成の詳細を意識せずにプログラムを記述する
ことができるという利点がある． 
Goose はC言語などの高級言語で記述されたプログラムのハードウェアアクセラレータ
向けのコード, すなわちSIMD型アクセラレータ上での実行に適した記述部分のみを処理
の対象としている. それ以外の記述は通常のコンパイラ（GNU C コンパイラ（GCC）等）
へ渡して, ホストコンピュータ向けにコンパイルする. ここでいう「SIMD 型アクセラレ
ータ上での実行に適した記述」とは， 
 
(a) 並列性が高い 
(b) 外部（プロセッサチップ外部のメモリやホストコンピュータ）との通信量が計算量に
対して相対的に少ない 
 
という条件を満たす計算に関する記述を意味する． 
Goose が処理対象とするのは, 計算結果 ir

が入力パラメタ ix

を用いて 
  ii xfr

  (3-1) 
という形に表せ, ir

を求める計算を異なる iに対して並列に行えるタイプの計算である. 
そのような計算のなかでも特に， 
  
j
jii yxfr

,  (3-2) 
という形に表せるものの処理に最適化されている. (3-1)式 の形に表せる計算は, iの総数
が充分に大きければ並列度が高いという条件を満たし, さらにそれが(3-2)式の形に表せる
場合には, 外部との通信量が計算量に対して相対的に少ないという条件をも満たす． 
これは多数の iに対する計算を, 同一の iy

を使用して行えるからであり, iごとに別個
の iy

が必要な場合に比べ, 通信量が少なくてすむためである． 
 次に, GRAPE-DRを利用したCGH計算プログラムのフローチャートについて図3.3に示
す.  
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図 3.3 GRAPE-DR 利用時の CGH 計算プログラムのフローチャート 
 
図の矢印赤は, ホストコンピュータのみでのプログラム作成と実行のフローとなる . 
GRAPE-DR ボードを使用した場合は, 青の矢印のフローとなる.  
 Goose でのコンパイルについて, 以下の注意点がある. 
 
・ 四則演算（加算・減算・乗算・除算），条件演算子 
・ 代入文 
・ if 文 
・ for 文（条件式では定数のみ扱える） 
・ return 文 
・ 逆平方根関数 
・ 扱われるデータ型はすべて浮動小数点型となる（元のプログラムでの型宣言は無視さ
れる） 
上記の演算や C 言語の関数を含む記述はコンパイルが可能だが, それ以外の演算や関数を
含む記述は扱うことが出来ず, コンパイルの段階においてエラーとなる． 
 Gooseの動作環境について触れておく. Goose は 64 ビットLinux OS(x86_64)上で動作す
る. また, Goose の動作には以下のソフトウェアが必要である（ただし, 以下の推奨環境は
Gooseソフトウェアパッケージ version1.1.0でのものであり, 本研究で用いたGRAPE-DR
ボードを動作させるために必要なソフトウェアのみを示した）. 
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・ GNU C コンパイラ（GCC）（version 4.1.0 以降を推奨） 
・ オブジェクト指向スクリプト言語 Ruby（version 1.8.5 以降を推奨） 
・ GRAPE Software Package（version 1.1.0 以降を推奨） 
・ 中間言語コンパイラ LSUMP（会津大学中里直人氏開発） 
・ GRAPE-DR 用アセンブラ VSM（東京工業大学牧野淳一郎氏開発） 
 
3.2  計算機合成ホログラムのシステム構成 
 本研究にて使用したシステムの構成は以下に示す 3 パターンである.  
表 3.2 は GRAPE-DR ボードを実装したホスト計算の構成である.  
 
表 3.2 GRAPE-DR システム構成 
CPU Core i7-950（3.06 GHz） 
物理コア 4 
スレッド（論理コア） 8 
GRAPE-DR model2000 
2048 コア（512×4 チップ） 
メモリ 12 GB 
OS Fedora 11 
コンパイラ GNU C version 4.4.2 
Goose version 1.2.0 
 
表 3.3 は日立製高速演算サーバ SR16000 のシステム構成を示す. いわゆるスーパーコン
ピュータと言われる, 大規模計算機システムである. 2011 年度より, 千葉大学総合メディ
ア基盤センターにノードを 5 つ搭載した SR16000（model XM1） が導入され, 申請者は
無料で利用することができる. ただし, 一つのサーバを千葉大学内の複数の利用者で共用
する形となるため, 実際の利用はジョブ形式（順番待ち形式）となり, 計算が行われるタイ
ミングはサーバの利用状況に大きく左右される． 
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表 3.3 日立製 SR16000（1 ノード）システム構成 
プロセッサ POWER7（3.3 GHz）×4 
物理コア 32（8×4 チップ） 
スレッド 64（16×4 チップ） 
メモリ 128 GB 
OS AIX 6.1 
コンパイラ 日立最適化 Fortran90 
 
全体で 5 つのノードを搭載しているが, 本研究では 1 ノードで計算を実行する. 図 3.4 
はノードの構成図である． 
 
 
図 3.4 SR16000 のノード構造 
 
ノードは POWER7 プロセッサを 4 つ搭載して結合した構成となっており , 各
POWER7 プロセッサは内部に 8 つのコアとローカルメモリを搭載している. さらに各コ
アはチップ上に L1D, L2, L3 キャッシュを保持しており, 特に L3 キャッシュは全体で
128MB（128 MB/32 コア）と大容量であり, レイテンシを大幅に短縮し，実効性能を向上
させている． 
 また, 各プロセッサは内部での結びつきが特に強くなっており, 外部のプロセッサのキ
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ャッシュやメモリにアクセスするリモートなメモリアクセスは, ローカルなメモリアクセ
スに比べて低速になる． 
そのため, 高速な計算を行うにはこれらのキャッシュの有効な利用方法や, メモリアクセ
ス周りを考えることが特に重要になる． 
大規模演算サーバとして高速な演算処理や高信頼性を実現するための多くの機能・特徴を
備えているが, ここでは主に演算の高速化に関わる機能についてのみ触れる． 
 
①協調型マイクロプロセッサ機能 
ノードを構成する複数の CPU を一斉に, かつ高速に同期させる「協調型マイクロプロセ
ッサ機構」を採用している. ハードウェアによる CPU 間高速同期機構により, DO ループ
部演算の高速開始・終了が可能．本機構により, ベクトルプロセッサと同等の要素並列処理
と効率の良い並列処理が実行できる. 図 3.5 はその概略図である． 
 
 
図 3.5 協調型マイクロプロセッサ機構の概念 
 
②SMT（Simultaneous Multi-Threading）機能 
各ノードには計 32 のコアが搭載されているが, SMT 機能によってこれを「論理的に」
64 コアとして利用することができる． 
各コアが単一のスレッドを処理している場合, 必ずレジスタやパイプラインにはアイドル
時間が生じ, 通常はこれらの時間（リソース）は何も処理を行わない時間として無駄に消費
される. 特に演算性能の向上を目的として動作周波数が高く設定されている程, メモリア
クセスによるレイテンシが増加してアイドル時間が長くなるというデメリットがある．
SMT 機能はこうしたアイドル時間（リソース）を集めてもう一つのスレッドを立ち上げて
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処理を進めることで, 全体の演算器使用率を向上させる技術である．図 3.6 は SMT 機能の
概略である． 
 
 
 
SMT 化によりコア内の演算器使用率を向上 
図 3.6 SMT 機能 (1) 
 
この機能は, 後述する CPU の項で扱う Intel Core i7-950 の「ハイパースレッディング
機能」と概念的に同じものである. 後述する各コアで 2 つのスレッド（ジョブ）の処理が
進むため, 「論理的」に各コアが 2 つのコアを搭載しているように見え, またそのように扱
うことができる. ただし, 利用されていない余ったリソースを活用する技術であるため, 単
純に演算性能が 2 倍になるというわけではなく, あくまで演算性能の向上を目的とした技
術である. また, 図 3.7 は SMT 機能のイメージ図である． 
 
③メモリ先読み機構とソフトウェアパイプライン 
メモリ先読み機構とソフトウェアパイプライン「ハードウェアによるメモリ先読み」は，
ハードウェアが自動的にメモリデータアクセスのパターンを検出し, メモリ先読みデータ
をキャッシュに取り込む機能で, コンパイラが解析できないようなプログラム部などの高
速化に有効である, 自動並列化コンパイラは，ハードウェアによるメモリ先読みとソフトウ
ェアによるメモリ先読みを使いこなし, またソフトウェアパイプライン技術により演算器
をパイプライン的に動かすことによって高速処理を実現できるようになっている． 
 その他にも, ライブラリやソフトウェア環境, 128GB という大容量のメモリ搭載等, 各
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種数値計算や大規模なシミュレーションまで非常に汎用性のある仕様となっている． 
 
図 3.7 SMT 機能(2) 
 
最後のシステムは, 表 3.2GRAPE-DRのシステム構成と同一となり計算の実行をCPUの
みで行う. CPU の性能を以下に示す. 
（CPU 計算実行時に使用するコンパイラは, Intel Fortran Compiler である.） 
 
表 3.4 Intel Core i7-950 仕様 
プロセッサ・ナンバー Core i7-950 
コアの数 4 
スレッドの数 8 
プロセッサー・ベース動作周波数 3.06GHz 
ターボ・ブースト利用時の最大周波数 3.33GHz 
理論演算性能 48.96 Gflops（倍精度） 
キャッシュ L1 : 32KB 
L2 : 256KB 
L3 : 8MB 
最大メモリ帯域幅 25.6 GB/s 
インテル QPI 速度 4.8 GT/s 
TDP 130W 
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後述するハイパースレッディング・テクノロジーやメモリコントローラの搭載等により，
複数の命令に対する処理の高速化や全体の動作性能が向上している． 
 
①ハイパースレッディング・テクノロジー 
ハイパースレッディング・テクノロジーとは Intel 社が発表したマイクロプロセッサの高
速化技術である. プロセッサ内のレジスタやパイプライン回路の空き時間を有効利用して，
1 つのプロセッサをあたかも 2 つのプロセッサであるかのように見せかける技術である．
SR16000 の項で述べた「SMT 機能」と非常に近いものである． 
 1 つのスレッドが処理を進めている間には, レジスタやパイプラインなどには必ず処理
をしないアイドル時間が生じる. 従来はこうした空き時間は無駄になっていたが, これら
のリソースを集めて 1 つのプロセッサに見せかけることにより, もう 1 つ別のスレッドの
処理を進めるというのがハイパースレッディングである. ただしSR16000 のSMT 機能同
様, あくまでリソースの空き時間を活用する技術であるため, プロセッサを 2 つに見せか
けても単純に性能が 2 倍になるわけでなく数 10%程度性能が向上するというものである．
今回用いる Core i7-950 にもハイパースレッディング機能が搭載されており, デフォルト
の設定でオンになっている. そのため OS 側から見ると 8 コア搭載しているように見え, 8 
コアを利用した並列計算が可能である． 
 
②メモリコントローラ 
Core i7-900 シリーズでは CPU 内部にメモリコントローラを搭載しており, ダイレクト
なメモリアクセスが可能である. これまでの CPU は, 主にメモリなどをつなぐ「通路」と
して FSB（Front SideBus , FSB） と呼ばれる CPU バスが用いられていたが, Core i7 か
らは QPI（Quick Path Interconnect）と呼ばれる Intel 社独自の接続方式が採用され, メ
モリ全体の情報を CPU が共有できるようになった. これにより, 従来よりも効率的なメモ
リアクセスが可能になっている． 
 
3.3  性能評価 
 それぞれの計算機システムでCGH計算を行った計算時間を表3.5 に示す. ホログラムの
サイズを 1,920 × 1,080（フル HD の解像度）として 3 次元物体を構成する物体点数を変
化させたときの 1 枚の CGH を生成する時間を計測した. 
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表 3.5 計算時間（秒）の結果 
物体点数 GRAPE-DR SR16000 Core i7-950 
4 6.17 0.00 0.02 
16 6.54 0.00 0.06 
64 6.18 0.02 0.19 
256 6.24 0.09 0.74 
1,024 6.50 0.31 2.63 
4,096 7.79 1.45 10.2 
16,384 11.6 5.99 40.9 
65,536 27.8 23.4 160 
262,144 93.3 85.4 642 
1,048,576 337 384 2,432 
2,097,142 669 766 4,858 
 
 また, 計算時間の結果をグラフ化したものを以下に示す.  
 
図 3.8 計算システムの CGH 計算時間 
（物体点数 32,768 点まで） 
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図 3.9 計算システムの CGH 計算時間 
（物体点数 2,000,000 点まで） 
 
 表 3.5 からそれぞの計算機システムの結果についてまとめる. 
 
（1）GRAPE-DR ボードでは物体点数に関係なく 6 秒のオーバーヘッドがある. 
（2）物体点数の条件が増えたデータで計算時間が大きくなると GRAPE-DR ボード 
と SR16000 ではほぼ同じ性能を示す. 
（3）GRAPE-DR ボードと Core i7-950 を比較すると, 物体点数 3,000 点を超えると 
   Core i7-950 より高速になる. 実行性能としては, 物体点数が大きい条件では約 7 倍 
   の結果を示した. 
（4）表 3.5, 図 3.8, 図 3.9 の計算時間の結果よりグラフがきれいな直線となっている. 
   これは, CGH の計算時間がデータ量に比例していることを示している結果であり 
   CGH の計算が並列計算システムに適していると示している.  
 
3.4  まとめ 
 これまでの CGH 計算における計算機システムの性能と有用性についての考察をまとめ
る. 3 パターンの計算システムの計算時間を理論性能値と推定値での実行性能効率を比較す
る. 
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表 3.6 計算機システムの計算性能値 
計算システム 理論性能値 推定値 
（物体点数 100 万） 
GRAPE-DR ボード 827 Gflops 78.9 秒 
日立社製 SR16000 844.8 Gflops 77.2 秒 
CPU (Intel Core i7-950) 48.6 Gflops 1344.9 秒 
 
 計算時間の結果より, 表 3.6 に示す GRAPE-DR ボードと CPU（Core i7-950）の性能値
比較をすると 17 倍となる. 実測の計算結果（物体点数約 100 万点の条件）において, 約 7
倍にとどまっている. 一方, SR16000 との比較ではほぼ同程度の性能であることが示され
た. 計算の実行にあたり, 理論性能値から計算時間について推定値を算出した.（表 3.6） 推
定値の算出は以下の計算方法となる.  
推定値（秒）＝ 画素数 （N）× 物体点数 （M）× 演算数（30）/ 理論性能値 
（N）= 画素数 1,920 × 1,080, （M）= 物体点数 1,048,576  
 それぞれの計算効率は, GRAPE-DR ボードが 23.4%・SR16000 は 20.0%・CPU は 55%
となる. この実行性能については, 並列度が大きくなると実行性能は理論性能値より落ち
る傾向があることや開発環境の違いも, 一つの要因と考えられる. CPU で利用したコンパ
イラは Intel Fortran Compiler となっておりプロセッサの性能を引き出しやすいことが考
えられる. 一方, GRAPE-DR ボードではもともと天文用途に開発され一部文法の制限もあ
り性能を十分に引き出せていないと考えられ, 今後のチューニングによりさらに高速化す
る余地はあると考えられる. また, GRAPE-DR ボードでは, 物体点数が少ない計算から約 6
秒のオーバーヘッドがあることが示されている . これは , ホストコンピュータと
GRAPE-DR ボードの PCI-Express のバス通信や, GRAPE-DR ボード上のメモリやシステ
ムメモリへのマッピングといった計算以外の前処理に時間を要していることを示している
と考えられる. SR16000 においては, 物体点数が少ない場合でも高速に計算を行えている. 
GRAPE-DR ボードとの性能がほぼ同程度であることから SR16000 についても性能を十分
に引き出せていないことが考えられる. 開発環境については汎用的であるため CPU 同様に
性能は引き出しやすい環境であると言える. GRAPE-DR ボードと同様に計算データの増加
によりメモリアクセスやデータ通信の時間が増えていることが考えられる.  
 本研究の計算機システムにおいて高速な計算を行う場合の有用性について, CPU は計算
結果からも最も時間を要する. また, SR16000 は一定の性能は出ているが, HPC（High 
Performance Coputing）に用いる計算機システムとなり, ジョブ投入後実行された結果が
戻ってくるまでに時間を要することがあり, すぐに結果を得たい計算には利用者の状況に
左右されることに注意が必要となる. GRAPE-DR ボードは, 6 秒程度のオーバーヘッドが計
算時間の占める割合が小さくなる物体点数の多い CGH 計算において有用であると考える
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ことができる. 
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第 4 章 PCI-Express SSD（補助記憶装置）の適用 
 
 電子ホログラフィやデジタルホログラフィの研究おいて, 高解像度化が進んでいる. そ
れに伴い, データ数が増え計算負荷も増大する. 扱える画素数が増えることで高画質化が
可能となる. それにより, 計算の規模も大きくなりメインメモリの容量は増大している. し
かし, 実装できる枚数の制限が PC によってあるなど, データ数の増大に合わせてメインメ
モリのみを増やすことはできない. そこで, 計算でのデータ量がメインメモリの容量を超
えると, 補助記憶装置（主にストレージ）にデータをスワップすることになり, 転送速度が
メインメモリに比べ遅いため極端に性能が低下する. そこで性能向上が進んでいる SSD に
着目した. 
これまで一般的に使用されてきたハードディスクドライブ（HDD）と比較しても通信速
度は, 10 倍程度速い. また, 搭載する容量も 1TB を超えデータ量の増大にも対応できる環
境ができてきている.  
本テーマでは, 補助記憶装置の代表的なハードディスクドライブと近年それを上回る性
能で急速に発展してきたPCI-Express SSDを用いて大規模なデジタルホログラフィの計算
を行い, その有効性について検証した. 
 
4.1  補助記憶装置 
 補助記憶装置は, データを記憶する装置である. 一般的によく知られるハードディスク
の他に CD（Compact Disc）や USB（Universal Serial Bus）メモリなどもそれに該当し
今回使用する PCI-Express SSD も同様である. これら補助記憶装置は 2 次記憶装置とも呼
ばれ, PC システムにおける主記憶装置がメモリ（メインメモリ）となる. この 2 つの記憶
装置によりデータの記憶が行われる. メインメモリは, 転送速度に優位性があるものの記
憶容量が比較的小さい. 一方, 補助記憶装置はメモリと比較し転送速度では劣るが記憶容
量が大きい. 
 
4.1.1  ハードディスクドライブ（HDD） 
 
 ハードディスクドライブ（HDD）は, データを記録しておくための装置である. 主に PC
で、OS（オペレーティングシステム）やアプリケーションのデータ, 画像などのデータが
保存される. 主な構造について示す. （図 4.1） 
 ハードディスクは, プラッタと呼ばれるデータ保存されるディスクを高速で回転させて
磁気を帯びた磁気ヘッドを近づけることにより, データの読込みと書込みを行う. 
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図 4.1 ハードディスクドライブの構造 
 
・プラッタ 
  ハードディスク内に収納されている金属製の磁気ディスクを言う. 表面には磁性が塗布
されており, そこにデータを記録することができるようになっている. ハードディスクの
記憶容量は, プラッタ 1 枚あたりの記憶容量と使われているプラッタの枚数によって決ま
る. 
・磁気ヘッド 
  ハードディスクの読取り装置（磁気ヘッド）である.  
・スピンドルモーター 
  プラッタを回転させるためのモーターである. この回転数が高ければ高いほど, データ 
の読み書きを高速に行える. 一般的に7200rpmから15000rpmといった回転数がある. 
 
  HDD の接続方式は, 現在主に SATA（Serial ATA）,  SAS（Serial Attached SCSI）の
仕様がある. 本研究では, 一般的によく使われる SATA タイプを使用する.  
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4.1.2  ソリッドステートドライブ（SSD） 
 
 SSD は, フラッシュメモリを基盤に搭載してつくられた記憶装置である. （図 4.2） 
SSD には, コントローラー, フラッシュメモリ, キャッシュメモリが主に搭載され HDD 同
様にデータの読込みと書込みを行う. SSD の記憶容量はそのフラッシュメモリの搭載数と
記憶容量により決まる.  
 
・コントローラー 
    SSDにはフラッシュメモリが搭載され, 効率よくデータの振り分けを行い読込みと書
込みを制御するため, このコントローラーの性能によって処理速度が変わる.  
・フラッシュメモリ 
   フラッシュメモリは NAND 型と言われるチップが主に採用されている. データは電
源が切れても消えない性質をもっている.  
・キャッシュメモリ 
   キャッシュメモリは, 利用頻度の高いデータを一時的に保存することで高速なデータ
のやりとりができる. DRAM 型のメモリとなるが, データは電源が切れると消えてし
まう性質をもっている. 
  
 
 
図 4.2 SSD の構造 
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NAND 型フラッシュメモリは, 図 4.3 に示す構成となる. 読込み・書込みをページ単位
で行い, データの消去をブロック単位で行う. そのため, データの更新が行われる場合, 該
当のページを含むブロックをキャッシュメモリに一時保存しブロックの消去を行う. デー
タの更新保存が行われ空きブロックへの書込みが行わる.  
 
 
図 4.3 フラッシュメモリの構造 
 
このようにデータの書き換えが繰り返し行われることにより劣化が起こる. そこで, 複
数あるブロックの一部特定のブロックにデータの更新が集中しないようにコントローラー
がブロックへのデータ更新を分散化させる機能を「ウェアレべリング」と言う. 分散化する
ことによりメモリの寿命を平均化することは可能ではあるが, 書き換え回数には上限があ
る. 現在, フラッシュメモリの種類は主に 3 種類ある. 
 
・SLC （シングルレベルセル） 
  1 セル当たりの記録 bit 数 : 1bit 
  書き換え回数目安 10 万回程度 
・MLC （マルチレベルセル） 
  1 セル当たりの記録 bit 数 : 2bit 
  書き換え回数目安 数千～1 万回程度 
・eMLC（エンタープライズマルチレベルセル） 
  1 セル当たりの記録 bit 数 : 2bit 
  書き換え回数目安 3 万回程度 
 
 これまで SSD は HDD と同様に PC への接続方法として SATA タイプが主流となってい
たが, 近年 SATA での接続時の転送速度を上回る PCI-Express バスでの接続をする製品が
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あり, 本研究での目的となる高速化で着目した. 
PCI-Express SSD は, NAND 型フラッシュメモリと専用コントローラーを組み合わせ, 
PCI- Express バスを介して使用する製品である.  
 今回の研究に用いた PCI-Express SSD を図 4.4, アーキテクチャと製品の仕様を図 4.5,
表 4.1 に示す 
 
 
 
図 4.4 HUAWEI 製 PCI-Express SSD  Tecal ES3000 
 
 このボードは, PCI-Express2.0 x8 インターフェースを有しホスト PC との接続を行う.
今回比較として使用した HDD の接続は SATA(Serial ATA)となり, インターフェースのデ
ータ転送性能値としても優位性を示す規格となる. PCI-Express2.0 x8 は, 理論転送帯域
4GB/s（製品理論性能値 3.2GB/s）に対し, SATA（Serial ATA）3 は, 理論転送帯域 600MB/s
（製品理論性能値 175MB/s）となる. この PCI-Express SSD は, NAND FLASH と専用コ
ントローラーを組み合わせ高速な PCI-Express バスを介して利用する.  
専用コントローラーは, FPGA（Field Programmable Gate Array）コントローラーを 3 基
搭載している. それぞれの FPGA コントローラーと NAND FLASH が接続され, その接続
において 16data+1parity の RAID5 が構築されている. さらに,キャッシュとして DDR3 
1GB のメモリを搭載する構造となり性能向上と冗長性によりデータの信頼性を確保する仕
組みとなっている. また, FPGA コントローラー3 基は SerDes（SERializer/DESerializer）
によって接続されている. 
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図 4.5 HUAWEI 製 SSD  Tecal ES3000 のアーキテクチャ 
 
PCI-Express SSD の主な仕様を表 4.1 に示す. 
 
 
 
 
 
 
 
 
 
 
35 
 
表 4.1 HUAWEI 製 SSD  Tecal ES3000 の仕様 
 仕様 
容量 1.2TB 
記憶素子 MLC 
インターフェース PCI-Express 2.0 x8 
最大読込帯域性能 3.2GB/s 
読込 IOPS(stable value,4KB,100% random) 760,000 
読込 IOPS(Maximum value,4KB,100% random) 770,000 
読込レイテンシ 49 ㎲ 
最大書込帯域性能 1.8GB/s 
書込 IOPS(stable value,4KB,100% random) 180,000 
書込 IOPS(Maximum value,4KB,100% random) 480,000 
書込レイテンシ 8 ㎲ 
消費電力 25W to 50W 
動作温度 0℃ to 55℃ 
 
4.2  仮想メモリ 
 本研究のテーマとなるデータ数増大により, PC に実装できる枚数が制限される場合, メ
インメモリの容量を超えると, 補助記憶装置にデータがスワップする. そのため転送速度
がメインメモリに比べ遅いため, 性能が低下する. このデータがスワップすることは通常
Windows 環境において意識することなく設定が行われている.  
仮想メモリは, 通常データの読込み操作によりメインメモリへデータが読込まれる. こ
のやり取りにおいてメインメモリの容量が不足するとストレージ領域をメインメモリの代
わりに使用する. この領域を仮想メモリという. 特別な設定していない限り, C ドライブの
領域に仮想メモリ領域が作成される. しかし, C Drive には OS（Windows）がインストー
ルされているためOS自体の読み込みに影響がでることがある. データ読み込みの性能が低
下しないように今回は, D Drive に仮想メモリの領域を設定する. 
 仮想メモリの設定方法について以下に示す. 
 
設定方法 （PC での操作手順） 
「コントロールパネル」 → 「システムとセキュリティ」 → 「システム」 
→ 「システムの詳細設定」 → 「パフォーマンス」 → 「詳細設定」 
仮想メモリ 「変更」 （図 4.6） 
 
D Drive に HDD と PCI-Express SSD をそれぞれ実装し, 上記設定方法の手順で 
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D Drive を選択し, 「カスタムサイズ」の初期設定・最大設定値を決定する. 今回の設定値
は, それぞれの搭載容量と実行容量において共通の設定とするため 
900GB (入力値 900,000 MB) とする. （図 4.7） 
 
 
図 4.6 仮想メモリの設定① 
 
 
図 4.7 仮想メモリの設定② 
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4.3 システムの設計 
 本研究テーマでの対象は, ホログラフィック顕微鏡（DHM）である. スキャナを用いる
ことで, 広範囲の観測面を一度で記録することができる. 
一方で, 大規模な計算処理が必要である. 現在市販されている高精細撮像素子の画素ピ
ッチは 5 ミクロン程度である. 撮像面（ホログラム面）としては, 1m×1m の領域を取るこ
とも技術的には可能である. この場合の画素数は 400 億画素（20 万×20 万）になる. 計算
量は取り扱う領域の画素数に比例するため, 仮想メモリも含めて十分なメモリ領域を用意
しないと計算が破綻する. そのため、補助記憶装置（HDD or SSD）の役割が重要になる. 
 
4.3.1 デジタルホログラフィック顕微鏡（DHM）の原理 
 
ディジタルホログラフィック顕微鏡(以下DHM) とは, ホログラフィの技術を顕微鏡に
応用したものである. 反射型と透過型があり, 反射型は撮影対象物に光を当てその反射し
た光を記録して再生を行う装置である. 透過型は撮影対象物に光を通して得た光の干渉を
記録して再生を行う装置である. 本研究では透過型を主として取り扱う. 透過型の利点と
して, 撮影対象物に光を通すので, 再生すると被写体のどの部分でも再生が可能というこ
とがあげられる. DHMの記録・再生法を図4.8 に示す. 
 
  
 
図 4.8 DHM の記録と再生方法 
 
図 4.8 左は DHM がレーザーから出た光を撮影対象物に透過させ , 干渉した光を
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CIS(CMOS センサ)で記録する模式図であり, その記録された画像がホログラムとなる. 図
4.8 の右はホログラムを元に, コンピュータ上で光波伝播のシミュレートを行い再生する
ことにより, 図のスライスしたどの部分でも再生が可能となる． 
 
 
 
図 4.9 DHM の構成 
 
図 4.9 に示す DHM の構成は, ビームスプレッドを用いて分光することなく, レーザーか
ら光を直接試料に照射する構成になっており, このような光学系を in-line 光学系という．
試料を透過した物体光と, 試料を透過中に試料の影響を受けなかった参照光を干渉させて
ホログラムとして記録している． 
レーザーからの直接の照射ではなくレンズを介しているのは, 光波を球面波として試料
に照射させるためである. 光源に平面波を用いると, スキャナ台全体をカバーできる程の
大きなレンズを用意する必要があるため, ここでは光源を球面波として広げながら伝播さ
せていき, スキャナ台の広い撮影範囲をカバーしている．  
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図 4.10 光学系（実物） 
 
 
図 4.11 撮像ホログラムとコンピュータによる再構成イメージ 
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4.3.2  適用システム 
 
 本研究テーマで使用する PC システムの仕様を表 4.2 に示す. 
 
表 4.2 PC システムの仕様 
CPU 
 
Intel Core i7-4770K 
4Core(8Thread) 3.5GHz 
メイン 
メモリ 
DDR3-1333 4GB (2GB × 2) 
転送速度 21GB/s 
（2GB メモリ当たり 10.5GB/s） 
OS Microsoft Windows7 Professional 64bit SP1 
HDD 1TB SATA HDD（C Drive , OS 領域） 
 
 
4.3.3  補助記憶装置の実装 
 
 本研究テーマで使用する補助記憶装置の HDD と PCI-Express SSD の仕様を表 4.3 と表
4.4 に示す. 計算処理実行のため, 表 4.2 に示した PC システムへそれぞれの HDD と
PCI-Express SSD を実装する. （※ D drive に設定） 
 
表 4.3 HDD の仕様 
型番 SEAGATE 社製 ST1000NM0033 
容量 1TB 
転送速度 175MB/s 
 
表 4.4 PCI-Express SSD の仕様 
型番 HUAWEI 社製 Tecal ES3000 
容量 1.2TB 
転送速度 3.2GB/s 
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4.3.4 計算方法と設定 
  
今回のベンチマークのために準備した実行ファイルの入出力画像（図 4.13）のサイズと
計算の設定について図 4.12 で示す.  
 
 
図 4.12 実行ファイルの設定 
 
①実行ファイルで使用される入力画像名（図 4.13） 
②出力画像名（光の伝搬計算を行った結果） 
③CPU スレッド数 
④/⑤入力画像サイズの倍率 
⑥光の伝搬計算と強度計算にかかった時間 
 
計算実行のために設定を行うのは, ③, ④, ⑤となる. ③は準備した CPU の仕様（表 4.2）
の通り 4Core 8Thread であり設定は Thread 数で計算を行うため, 今回は設定を 8 で固定
する. ④, ⑤は入力画像サイズの倍率指定となる. 準備した入力画像（図 4.13）の基本画像
サイズは, 512 × 512 となっている. 図 4.9 は 4M（2k × 2k）サイズの設定となっている. ④
に 64, ⑤に 32の設定をすることで 512M（32k × 16k）の計算を実行することができる. 今
回の計算実行は, ④・⑤の数値を変更し, 実行を繰り返す. ⑥にはその計算結果の時間が表
示される. 
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図 4.13 入出力画像（lena） 
 
 
次に補助記憶装置の実装後, 仮想メモリの設定を行うことでメインメモリの容量を超え
て補助記憶装置へのスワップが行われ本研究テーマでの実証実験となる. 設定項目として
は OS 領域として C Drive に HDD が 1 個搭載され, 仮想メモリ領域用として D Drive に
HDD（仕様は表 4.3）, PCI-Express SSD（仕様は表 4.4）を実装し設定を行う. また仮想
メモリの容量設定は, 900GB の共通設定としている. 
 
 
4.4  性能評価 
 今回適用のシステムを用いて, HDD と SSD それぞれを実装し, 設定した画素数での計算
を行い計算結果の比較実験を行った. 
 
4.4.1 計算領域（画素数）と必要メモリ量 
 
 評価にあたり, 設定する計算領域（画素数）と必要とされるメモリ量の想定を表 4.5 に示
す. 
 必要メモリ算出には以下の計算式となる. （角スペクトル法を用いる） 
    計算する領域 N × N 画素 
角スペクトル法では, 縦横を 2 倍に拡張する. 
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     2N × 2N 
1 画素は複素数（実数部 float , 虚数部 float の合計）バイト 
よって, 
2N × 2N × 8 バイト となる. 
ギガバイト換算すると 
  2N × 2N × 8 / (1,024 × 1,024 × 1,024) ギガバイト となる. 
 
表 4.5 計算領域（画素数）と必要想定メモリ 
解像度（画素数） 必要メモリ（GByte） 
1M (1k × 1k) 0.03125 
2M (2k × 1k) 0.0625 
4M (2k × 2k) 0.125 
8M (4k × 2k) 0.25 
16M (4k × 4k) 0.5 
32M (8k × 4k) 1 
64M (8k × 8k) 2 
128M (16k × 8k) 4 
256M (16k × 16k) 8 
512M (32k × 16k) 16 
 
 表 4.5 より, 本研究での計算システムは 4GB のメインメモリを搭載していることから, 
128M までの計算がメインメモリの搭載範囲内での処理が実行されると想定することがで
きる. それ以降の計算において, 補助記憶装置へスワップが行われ計算結果の影響が示さ
れることが想定される. 
 
 
4.4.2 計算結果 
 
 HDD, SSDをそれぞれ実装し, 設定した計算領域の計算時間を計測した. 表 4.6に計測の
結果をまとめ示した. 
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表 4.6 計算時間 
解像度（画素数） HDD (sec) SSD (sec) 
1M (1k x 1k) 0.522 0.493 
2M (2k x 1k) 0.738 1.014 
4M (2k x 2k) 2.408 2.703 
8M (4k x 2k) 4.991 4.949 
16M (4k x 4k) 10.628 10.443 
32M (8k x 4k) 21.116 21.242 
64M (8k x 8k) 42.805 42.389 
128M (16k x 8k) 1750.617 178.740 
256M (16k x 16k) 8698.198 539.114 
512M (32k x 16k) 41936.208 1093.841 
 
 
また, 表 4.6 の結果を図 4.14 にグラフ化して示す.  
 
 
図 4.14 HDD と SSD 計算時間の比較 
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4.5 まとめ 
 表 4.6 と図 4.14 の結果より, PCI-Express SSD は大規模なホログラフィ計算においてメ
インメモリの容量を超える規模のデータでは HDD と比較して約 10 倍の高速性を示した.  
当初, 表 4.5 において想定した計算領域（画素数）と必要想定メモリより, 今回のシステム
においては 128M(16k x 8k)までがメインメモリの搭載容量で計算ができる範囲の最大とな
る. 64M(8k x 8k)までの結果は, 多少のばらつきはあるが, ほぼ計算時間の差異はないこと
がわかった. これは, メインメモリ領域内で計算が行われ、補助記憶装置へのスワップが行
われなかったと判断できる. 今回の結果からメインメモリの計算時間を推定した場合の比
較を表 4.7 に示す. 
 
表 4.7 大規模データでの計算時間（推定） 
 メインメモリ(sec) HDD(sec) SSD(sec) 
128M (16k × 8k) 84.968 1750.617 178.740 
256M (16k × 16k) 169.556 8698.198 539.114 
512M (32k × 16k) 339.872 41936.208 1093.841 
 
 
また, メインメモリを１として HDD と SSD それぞれの計算時間の差を表 4.8 に示す. 
 
表 4.8 メインメモリとの計算時間の差 
 メインメモリ HDD SSD 
128M (16k × 8k) 1 20.6 倍 2.1 倍 
256M (16k × 16k) 1 51.29 倍 3.17 倍 
512M (32k × 16k) 1 123.38 倍 3.21 倍 
 
 
この結果より, 今回収集した最大解像度となる 512M (32k × 32k)においてメインメモ
リに対して, HDD は 120 倍遅い. 1 枚の再生像を生成するために約 12 時間を要することに
なる.  
一方, SSD は 3 倍程度となり再生像の生成に 18 分を要するが, メインメモリの計算時間
と比較しても大きなストレスになるほどではないと考えられる. 現在, メインメモリの容
量と仕様は年々向上しているが, 使用するPCにより搭載スロット数の制限がありメインメ
モリの容量だけ増やすことは難しく補助記憶装置が重要になると考えられる.  しかし, 
HDD での性能差は非常に大きく SSD が大規模計算においては有用なものであることを示
した.  
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第 5 章 おわりに 
本研究では, 2 つのテーマを設けてそれぞれの有用性の検証を行った. 倍精度マルチコア
プロセッサ（GRAPE-DR model2000）と SR1600, CPU の 3 つの計算機システムでの CGH
計算を実行した. 結果として, 汎用の CPU に比べ, 約 7 倍となり SR16000 とはほぼ同等の
性能であった. 物体点数の多い CGH 計算において GRAPE-DR ボードの性能を発揮するこ
とが確認できた.  
もう一方は, SSD ストレージ（PCI-Express SSD）と HDD によるメインメモリ領域を超
えた大規模なホログラフィ計算である. 結果としてSSDストレージは, HDDと比べ 10倍
以上の性能差を確認できた.  
 今回の検証より, それぞれの課題もあり, さらに性能向上の余地があることもわかった. 
ホログラフィの求める大規模計算の要求に対してハードウェア仕様の性能向上は非常に重
要ではあるが, 開発環境の整備と最適化が必要になってくるものと考えられる.  
現時点では, 2 つの検証により高速化を行うマルチコアプロセッサとして GRAPE-DR ボー
ド, 補助記憶装置として PCI-Express SSD が有用であることが確認できた. 
今後の展望として, 高速化アクセラレータボードとして GPGPU ボード, ストレージと
してNVM Expressといった性能向上が期待できるハードウェアがあり, 様々な選択肢から
ホログラフィの大規模計算の高速化を検証することができるだろう.  
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