We study the energy-critical focusing nonlinear Schrödinger equation with an energysubcritical perturbation. We show the existence of a ground state in the four or higher dimensions. Moreover, we give a sufficient and necessary condition for a solution to scatter, in the spirit of .
Introduction
In this paper, we study the following nonlinear Schrödinger equation.
where ψ = ψ(x, t) is a complex-valued function on R d × R (d ≥ 3), ∆ is the Laplace operator on R d , 2 * := 2 + 4 d−2 and f : C → C is a continuously differentiable function in the R 2 -sense. We specify the nonlinearity f later (see the assumptions (A0)-(A6) below); Especially, we assume the Hamiltonian structure (see (A1) below), so that there exists a function F ∈ C 2 (C, R) such that the Hamiltonian for (NLS) is given by
Moreover, we assume that f satisfies the mass-supercritical and energy-subcritical condition (see (A5) and (A6)). Hence, the equation (NLS) is considered to be a perturbed one of i ∂ψ ∂t + ∆ψ + |ψ| 2 * −2 ψ = 0. (NLS 0 )
Here, the Hamiltonian for (NLS 0 ) is
It is well-known that the equation (NLS 0 ) dose not have an oscillatory standing wave; In contrast, (NLS 0 ) has the non-oscillatory solution
Our first aim is to show that a suitable perturbation f gives rise to an oscillatory standing wave for d ≥ 4. In other words, we intend to prove that for d ≥ 4 and ω > 0, there exists a solution to the elliptic equation
In particular, we show the existence of a ground state for d ≥ 4 (see Theorem 1.1 and Remark 1.1 below); A ground state means a solution to (1.4) which minimizes the action S ω among the solutions, where
(1.5)
We remark that, in [1] , the same authors considered the case f (z) = µ|z| p−1 z with µ ∈ R and 2 * − 1 < p < 2 * − 1 (2 * := 2 + {2 * −(p+1)} is sufficiently small, then the equation (1.4) has no solution. In this paper, we extend the result in [1] to a wider class of perturbations including f (z) = µ 1 |z| 6) where k ∈ N, µ 1 , . . . , µ k > 0 and 2 * − 1 < p 1 < · · · < p k < 2 * − 1. Our second aim is to give a necessary and sufficient condition for solutions to scatter, in the spirit of Kenig-Merle [16] , for d ≥ 5 (see Theorem 1.2 below); Precisely, we introduce a set A ω,+ (see (1.18 ) below) and prove that any solution starting from A ω,+ exists globally in time and asymptotically behaves like a free solution in the distant future and past. Although we can introduce the set A ω,+ for d ≥ 3, the scattering result is open in d = 3, 4, as well as the equation (NLS 0 ) (see [18] ). Now, we state our assumption of the perturbation f . We first assume that
For the Hamiltonian structure and mass conservation law, we assume that there exists a real-valued function F ∈ C 2 (C, R) such that
so thatzf (z) ∈ R for any z ∈ C. Besides, we assume that
This assumption (A2) rules out the case F (z) = − 1 p+1 |z| p+1 (or f (z) = −|z| p−1 z) for which the Pohozaev identity shows that there is no solution to (1.4) .
To ensure the existence of ground state, we further need the monotonicity and convexity conditions, like in [13] : Define the operator D by Dg(z) := z ∂g ∂z (z) +z ∂g ∂z (z) for g ∈ C 1 (C, C).
(1.7)
Then, we assume that there exists ε 0 > 0 such that
The conditions (A2), (A3) and (A4) imply that
Finally, we make an assumption so that f satisfies the mass-supercritical and energysubcritical growth, like in [13] : Fix a cut-off function χ ∈ C ∞ (R) such that χ(u) = 1 for |u| ≤ 1 and χ(u) = 0 for |u| ≥ 2, and put f ≤1 (u) := χ(u)f (u) and f ≥1 := f − f ≤1 . Then, we assume that there exist p 1 and p 2 such that 2 * − 1 < p 1 ≤ p 2 < 2 * − 1, and
(A6) As mentioned above, we prove the existence of a ground state to the equation (1.4) under the assumptions (A0)-(A6). To this end, for any ω > 0, we introduce a variational value m ω :
where It is well-known(see, e.g., [4, 19] ) that the minimizer of (1.9) becomes a ground state to (1.4) . Thus, it suffices to show the existence of the minimizer. In order to find the minimizer of the variational problem (1.9), we need two auxiliary variational problems; The first one is
where 13) and the other one is
(1.14)
An advantage of the problem (1.12) is that the functional I ω is positive thanks to (A3), and the constraint K ≤ 0 is stable under the Schwarz symmetrization. Moreover, we have; Proposition 1.1. Assume d ≥ 3, ω > 0 and the conditions (A0)-(A6). Then, it holds that
(ii) Any minimizer of the variational problem for m ω is also a minimizer for m ω .
The reason why we need the variational problem (1.14) is the following relation between m ω and σ: Lemma 1.2. Assume d ≥ 4, ω > 0 and the conditions (A0)-(A6). Then, we have
(1.15)
Here, it is worthwhile noting that the function W given in (1.3) relates to the value σ:
for any λ > 0, (1.16) where T ′ λ denotes theḢ 1 -scaling operator, i.e., (ii) It is necessary that d ≥ 4; For, when f (u) = µ|u| p 1 −1 u with a sufficiently small µ > 0, there is no minimizer of the variational problem for m ω (see [1] ).
(iii) As mentioned above, a minimizer of the variational problem for m ω becomes a ground state to (1.4) (see [4, 19] ).
In order to state our scattering result, we introduce a set A ω,+ :
Then, we have:
, ω > 0 and the conditions (A0)-(A6). Then, any solution ψ to (NLS) starting from A ω,+ exists globally in time. Furthermore, the solution ψ scatters in
This paper is organised as follows. In Section 2, we summarise basic properties of the functionals S ω , K and so on. In Section 3, we give proofs of Proposition 1.1 and Theorem 1.1. In Section 4, we introduce Strichartz type spaces and discuss the well-posedness for the equation (NLS). In Section 5, we give a long-time perturbation theory which plays an important role to prove the scattering result(Theorem 1.2). In Section 6, we prove Theorem 1.2 by showing the existence of the so-called critical element in a reductive absurdity.
Finally, we give several notation used in this paper:
Notation.
1.
2
2.
3. We denote the Hölder conjugate of q ∈ (1, ∞) by q ′ , i.e, q ′ =−1 . 4. Let A and B be two positive quantities. The notation A B means that there exists a constant C > 0 such that A ≤ CB, where C can depend on d, ε 0 in (A3), p 1 in (A5), p 2 in (A6) and a given ω.
Preliminaries
In this section, we give basic properties of functionals S ω , K and so on. We first summarize easy fact of calculation, without the proofs:
We also see from (2.2) together with (A3) and (A4) that
Next, we give important properties of the functionals K and I ω :
Lemma 2.1. Assume d ≥ 3 and conditions (A0)-(A6). Then, we have:
so that I ω (T λ u) is monotone increasing with respect to λ > 0.
Proof of Lemma 2.1. We see from (A3) and (A4) that K(T λ u) > 0 for any sufficiently small λ > 0. We also have
Hence, there exists λ 0 > 0 such that K(T λ 0 u) = 0. Since (2.6) shows
is monotone decreasing with respect to λ, we find that (i) holds.
Using (2.4), we easily obtain (2.8).
A direct calculation together with (2.1), (2.2) and (A4) gives (2.9). Moreover, (2.9) together with (2.7) shows the concavity of S ω (T λ u).
Variational problems
In this section, we give the proofs of Proposition 1.1 and Theorem 1.1.
First, we prove Proposition 1.1:
Proof of Proposition 1.1. (i) We shall prove m ω = m ω . Let {u n } be a minimizing sequence of the variational problem for m ω , i.e., {u n } is a sequence in
Then, it follows from (2.7) in Lemma 2.1 that for each n ∈ N, there exists λ n ∈ (0, 1] such that K(T λn u n ) = 0. This together with (2.8) leads us to that
Hence, taking n → ∞, we have m ω ≤ m ω . On the other hand, since
we have m ≤ m. Hence, it holds that m ω = m ω .
(ii) We shall show that any minimizer of the variational problem for m ω is also a one for m ω . Let Q ω be a minimizer for m ω , i.e.,
K and m ω = m ω , it is sufficient to show that K(Q ω ) = 0. Suppose the contrary that K(Q ω ) < 0. Then, it follows from (2.7) that there exists 0 < λ 0 < 1 such that K(T λ 0 Q ω ) = 0. Moreover, we see from the definition of m ω and (2.8) that
which is a contradiction. Hence, K(Q ω ) = 0.
Next, we give the prove of Theorem 1.1:
Proof of Theorem 1.1. In view of Proposition 1.1 (ii), it is sufficient to show the existence of a minimizer of the variational problem for m ω . Let {u n } be a minimizing sequence for m ω . We denote the Schwarz symmetrization of u n by u * n . Then, we have
Besides, extracting some subsequence, we may assume that
which together with (1.8) gives us the boundedness of {u
Moreover, using the Sobolev embedding, (3.6), the boundedness in L 2 and the growth conditions (A5) and (A6), we obtain that
This together with (3.9) shows that
Now, since {u * n } is radially symmetric and bounded in
We shall first show that Q is non-trivial. Suppose the contrary that Q is trivial. Then, it follows from (3.6) and (3.13) that
Moreover, this together with the definition of σ (see (1.14)) gives us that
Hence, if Q is trivial, then we see from Proposition 1.1, (A3) and (3.20) that
However, Lemma 1.2 shows that this is a contradiction. Thus, Q is non-trivial. Next, we shall show that K(Q) ≤ 0. Suppose the contrary that K(Q) > 0. Then, it follows from (3.6) and (3.16) that K(u * n − Q) < 0 for any sufficiently large n ∈ N, so that (2.7) in Lemma 2.1 shows that there exists a unique λ n ∈ (0, 1) such that K(T λn (u * n −Q)) = 0. Then, we see from (2.8) in Lemma 2.1 and (3.15) that
Hence, we conclude that I ω (Q) = 0. However, this contradicts that Q is non-trivial. Thus,
Since Q is non-trivial and K(Q) ≤ 0, we see from the definition of m ω that
Moreover, it follows from (3.15) and (3.7) that
Combining (3.23) and (3.24), we obtain that I ω (Q) = m ω . In particular, we have m ω = m ω > 0. Thus, we have completed the proof.
Well-posedness
In this section, we discuss the local well-posedness result in the energy critical case (see [8, 14, 20] ). Let us begin with the notion of admissible pairs: A pair of space-time indices (q, r)
and for any L 2 -admissible pairs (q 1 , r 1 ) and (q 2 , r 2 ),
These estimates are called the Strichartz estimates.
(cf. [12, 17] ). In particular, the pair (
) is the diagonalḢ sp -admissible pair.
In order to mention the local well-posedness result, we need to introduce several spacetime function spaces. Let I be an interval. Then, we introduce Strichartz-type function spaces:
), (4.5) 
for s = 0, 1 (4.8) and
Here, the Hölder conjugate of
is L 2 -admissible. 
be an interval, t 0 ∈ I and A > 0. Assume that
Then, there exists δ > 0 depending on A with the following property; If
then there exists a solution ψ ∈ C(I,
. (4.14)
(ii) Let I be an interval. Suppose that ψ 1 , ψ 2 ∈ C(I, H 1 (R d )) are two solutions of (NLS) with ψ 1 (t 0 ) = ψ 2 (t 0 ) for some t 0 ∈ I. Then, ψ 1 = ψ 2 .
Furthermore, let ψ ∈ C(I max , H 1 (R d )) be a solution to (NLS), where I max is the maximal time interval on which the solution ψ exists (Note here that by (i), I max must be open). Then, we have:
(iii) The following conservation laws hold; For any t, t 0 ∈ I max ,
A similar result holds, when T min := inf I max > −∞. 20) then T max = +∞, T min = −∞, and there exist φ
Proof of Theorem 4.1. We first prove (i). Let δ > 0 be a sufficiently small constant specified later; In particular, we take δ < 1 . Suppose that
We see from the Strichartz estimate that there exists C st > 0 depending only on d such that
We define the space Y (I) and the map T by
We can verify that Y (I) becomes a metric space with the metric ρ(u, v) := u − v S(I) . We shall show that T maps Y (I) into itself for sufficiently small δ. The Strichartz estimate, together with (A5), (A6), (4.8), (4.9) and (4.22), gives us that
where C is some universal constant. Hence, taking δ sufficiently small depending on A, we obtain
Similarly, taking δ sufficiently small depending on A, we have
Next, we shall show that T is contraction in (Y (I), ρ) for sufficiently small δ > 0. Take any u, v ∈ Y (I). Then, we have in a way similar to the estimate (4.26) that
which shows that if δ is sufficiently small depending on A, then T is contraction. Thus, the claim (i) follows from the contraction mapping principle in (Y (I), ρ).
We omit the proof of (ii) and (iii). We prove (iv) by contradiction. Assume T max < +∞, and suppose the contrary that
In particular, we have
In view of (i) in this theorem, it suffices to show that lim t→Tmax ψ(t) exists strongly in
We further reduce this to proving that for any sequence {t n } in [T 0 , T max ) with lim
Let us prove this. Put
as well as the above. The Strichartz estimate together with (4.8) yields that
We see from (4.31) and (4.32) that {e −itn∆ ψ(t n )} is Cauchy sequence in
We shall prove (4.33). By (4.31), we can take
Then, an estimate similar to (4.32) gives us that
for some universal constant C > 0, from which we immediately obtain the desired result (4.33). Next, we prove (v). We see from the contraposition of (iv) that T max = +∞ and T min = −∞. Moreover, an argument similar to the proof of (iv) shows that there exists
We can control the Strichartz spaces by a few spaces. Indeed, we have:
Let ε > 0 and suppose that
where C(A, B) is some constant depending on A and B.
Proof of Lemma 4.42. We rewrite the function u by
where the equality is taken in the weak sense. Then, the Strichartz estimate together with (4.8) and (4.41) gives us that
Here, we see from the Hölder inequality that 
Perturbation Theory
The derivative of our nonlinearity is no longer Lipschitz continuous when d ≥ 5; It is merely Hölder continuous of order p − 1 > 4 d . Thus, to establish the long-time perturbation theory (see Propositions 5.6), we need some idea. We will employ the exotic Strichartz estimate (see [11] and [20] ).
Assume that d ≥ 5. We define α by
Let (ρ, γ) and (ρ * , γ * ) be the pairs such that
Note here that α and ρ are monotone decreasing with respect to p 1 . Our exotic Strichartz norms are as follows 1 :
where (
Lemma 5.1 (Exotic Strichartz estimate). Let I be an interval, t 0 ∈ I, and let u be a function on R d × I. Then, we have
for some constant C > 0 depending only on d.
Proof of Lemma 5.1. We can write any function u by
where the equality is taken in the weak sense. Then, the claim follows from the inhomogeneous Strichartz estimate by Foschi [11] .
.
In order to treat the fractional differential operator |∇| Lemma 5.2 (see [9] ). Let s ∈ (0, 1] and let 1 < q, q 1 , q 2 , q 3 , q 4 < ∞ with
Lemma 5.3 (see [21] ). Let h : C → C be a Hölder continuous function of order α ∈ (0, 1). Then, for any s ∈ (0, α), q ∈ (1, ∞) and σ ∈ ( s α , 1), we have 11) provided that
and (α − 
where (q 0 , r 0 ) and ( q 0 , r 0 ) are some L 2 -admissible pairs with
Proof of Lemma 5.4. Using Lemma 5.2, we obtain that
(5.14)
Here, (
, ∞). Moreover, it follows from Lemma 5.3 and the Hölder inequality in time that
where
, (5.17)
) is a diagonalḢ sp 1 -admissible pair, and (
, ∞). Combining the estimates (5.15) and (5.16), we obtain the desired estimate (5.12). Next, we consider the estimate (5.13). Since (
see from the same estimate as the above that
for some L 2 -admissible pair (q 3 , r 3 ) = (2, ∞), (2 * , 2). Moreover, it follows from Lemma 5.3 and the Hölder inequality in time that
, the Sobolev embedding gives us the desired estimate (5.13).
Let (q 0 , r 0 ) and ( r 0 , q 0 ) be L 2 -admissible pairs found in Lemma 5.4. In our proof of the perturbation theories below, we will need the auxiliary space
Proposition 5.5 (Short-time perturbation theory, [20] ). Assume d ≥ 5. Let I be an interval, ψ ∈ C(I, H 1 (R d )) be a solution to (NLS), and let u be a function in
Let A 1 , A 2 > 0 and t 0 ∈ I, and assume that
Then, there exists δ 0 > 0 depending on A 1 and A 2 with the following property: If
for some 0 < δ ≤ δ 0 , then we have
Then, w satisfies that
(5.35)
We can divide 
We shall derive an estimate for ∇ ψ X(I) . Using the triangle inequality and (5.29), we have
Here, the Strichartz estimate together with (4.8), (5.27) and (5.28) gives us that
Combining (5.39) and (5.40), we have
Hence, taking δ 0 sufficiently small depending on A 1 , we find from Theorem 4.1 that
which together with the Sobolev embedding, the Hölder inequality and (5.25) also yields
Returning to (5.38), we see from (5.27) and (5.45) that
provided that δ 0 is sufficiently small depending on A 1 and A 2 . Now, we shall show (5.30). Note that we have by (A5) and (A6) that
and 
Hence, we see from (5.51) together with (5.27), and then taking δ 0 sufficiently small depending on A 1 and A 2 , we have 
(5.54)
Moreover, it follows from (5.54) together with (5.27), (5.43) and (5.53) that Let I be an interval, ψ ∈ C(I, H 1 (R d )) be a solution to (NLS), and let u be a function in C(I, H 1 (R d )). Let A 1 , A 2 , B > 0 and t 1 ∈ I, and assume that Then, there exists δ > 0 depending on A 1 , A 2 and B such that if
Remark 5.1. In the long-time perturbation theory above, we assume the uniform boundedness of ψ in H 1 (R d ), instead of the one of u (cf. [13, 18] ); For, it is easier to obtain the bound for ψ than the approximate solution u.
Proof of Proposition 5.6. We consider the case inf I = t 1 only. The other cases can be proven in the same way as this case. Our first step is to derive a bound of ∇ u S(I) . Let η > 0 be a universal constant specified later, and assume δ ≤ η. We see from (5.59) that: there exist (i) a number N ′ depending on B (and η), and
Then, it follows from (5.60) and (5.64) that
where C 1 , C 2 , C 3 and C ′ 3 are some universal constants. We choose η so small that
Here, (5.57) and (5.58) shows that
so that, taking δ so small that C 2 δ ≤ A 1 + A 2 , we see from (5.65) together with (5.66) that
Hence, using (5.65) again, we obtain
Iterating this, we consequently have
for some constant C(A 1 , A 2 , B) > 0 depending on A 1 , A 2 and B. In particular, we have 
where C 0 is some universal constant. Here, we have the formula
Using the Strichartz estimate, the formula (5.79), (5.61) and (5.76), we obtain that
(5.80)
We choose δ so small that
Then, it follows from Proposition 5.5 that
Moreover, we see from the formula (5.79) together with (5.80) and (5.76) that
Hence, taking further small δ such that
we can employ Proposition 5.5 on the interval I 3 . Repeating this procedure N times, we find that if δ is sufficiently small depending on A 1 , A 2 and B, then we have
Hence, we have
Similarly, we have
Then, the desired result (5.62) follows from Lemma 4.2.
Scattering result
In this section, we prove Theorem 1.2.
Analysis on A ω,+
We discuss basic properties of the set A ω,+ . We first observe a relation between K and H:
Lemma 6.1. Let {u n } be a bounded sequence in H 1 (R d ) with
Furthermore, if the sequence {u n } satisfies that
Proof of Lemma 6.1. Lemma 2.1 together with (6.1) shows that K(T λ u n ) > 0 for any λ ∈ (0, 1) and n ∈ N. (6.5)
Hence, we see from the relation (2.1) that
for any λ ∈ (0, 1) and n ∈ N. (6.6)
Here, it follows from (A5), (A6) and the Sobolev embedding that there exists a constant C > 0 independent of n and λ such that
Since {u n } is bounded in
, we obtain the conclusions from the estimates (6.6) and (6.7).
Next, we show that for each ω > 0, A ω,+ is bounded in H 1 (R d ):
Lemma 6.2. Let ω > 0, m > 0 and let u be a function in
In particular, we have sup
11)
We see from (6.12) that
which gives the first claim in (6.9). Using (A5), (A6) and (6.11), we obtain that
14)
where C 1 and C 2 are universal positive constants. Moreover, using the Hölder inequality, (6.11) and (6.13), we have
< 1, (6.15) together with the Young inequality yields the second claim in (6.9). Proof of Lemma 6.3. Using the assumption (A3), we have
Then, it follows from (6.17) and K(u) ≥ 0 that
which gives the desired result.
The following lemma tells us that A ω,+ is invariant under the flow defined by (NLS). Strongly, K of a solution in A ω,+ is positive uniformly in time:
Lemma 6.4. Let ψ be a solution to (NLS) starting from A ω,+ , and let I max be the maximal interval where ψ exists. Then, we have
Proof of Lemma 6.4. The claim (6.19) easily follows from the action conservation law and the definition of m ω . We shall prove (6.20). Put
Then, we have 
(6.24)
Combining (6.24) with (6.23), we obtain
for any λ > 0 and t ∈ I max .
(6.25)
Suppose here that
Then, we have
where we have used the Hamiltonian conservation law and Lemma 6.1 to derive the final inequality. Thus, (6.20) holds in this case. On the other hand, suppose that there exists t 0 ∈ I max such that
We see from the Sobolev embedding, (6.28), (A5), (A6) and the Hölder inequality that
which together with the mass conservation law gives us that
Let λ(t 0 ) be a number such that
Then, Lemma 6.2, (6.31) and (6.30) show that
Hence, we have λ(t 0 ) 1. (6.33) Now, we see from (6.28) and (2.6) that
(6.34) Hence, (6.25) together with (2.7) in Lemma 2.1 and (6.34) shows
Combining (6.35) with (6.33), we obtain that
This completes the proof.
Extraction of critical element
In view of These quantities were used in [13, 18] . It follows from the existence of a ground state for (1.4) that m * ω ≤ m ω . Our aim is to show that m * ω = m ω . Here, let ψ be a solution to (NLS) such that ψ ∈ A ω,+ and S ω (ψ) ≤ m. If m is sufficiently small, then Lemma 6.2 shows ψ(t) H 1 ≪ 1. Hence, we see from Theorem 4.1 (i) that m * ω > 0. Now, we suppose the contrary that m * ω < m ω . Then, we shall show the existence of the so-called critical element. To this end, we employ the following result for the equation (NLS 0 ) (see Corollary 1.9 in [18] . See also [16] ), which causes the restriction d ≥ 5 in Theorem 1.2:
Then, any solution ψ to (NLS 0 ) starting from A 0 exists globally in time and satisfies
Under the hypothesis m * ω < m ω , we can take a sequence {ψ n } of solutions to (NLS) such that ψ n (t) ∈ A ω,+ for any t ∈ I n , (6.42) 44) where I n denotes the maximal interval where ψ n exists (by time-translation, we may assume that each I n contains 0). We also see from Lemma 6.2 that
We apply the profile decomposition (see Theorem 1.6 in [17] ) to the sequence |∇| −1 ∇ ψ n (0) and obtain some subsequence of {ψ n (0)} (still denoted by the same symbol) with the following property: there exists (i) a family { u 1 , u 2 , . . .} of functions in
= 0 for anyḢ 1 -admissible pair (q, r), (6.49) such that, defining the transformations g 
we have
(6.52)
Note here that for any Fourier multiplier µ(∇) and the L 2 -scaling operator T λ , we have
Besides, putting
54) for any k ∈ N and s = 0, 1, we have the expansions: 
Undoing the transformations G j n and σ j n in (6.61), we have the equation
We define the nonlinear profile ψ j as a solution to the limit equation of (6.62): 
and
∈ {±∞}, we regard (6.64) as the final value problem at ±∞.
be the maximal interval where the nonlinear profile ψ j exists.
We see from the construction of the nonlinear profile that ψ j ∈ C(I j , H 1 (R d )) and
Lemma 6.5. There exists δ > 0 with the following property: Let j ∈ N and assume that
Proof of Lemma 6.5. This lemma follows from the standard small-data well-posedness theory.
Moreover, we can verify the following lemma in a way similar to Lemma 4.2:
Lemma 6.6. Assume d ≥ 3. Let I be an interval, A, B > 0, and let u be a function such that
Lemma 6.7 (Properties of nonlinear profiles). Let ψ j 1 be a nonlinear profile, and suppose that it is non-trivial. Then, we have
Proof of Lemma 6.7. Note first that when ψ j 1 is non-trivial, we see from (6.67) that the corresponding linear profile u j 1 is also non-trivial. We shall show that
for any j and sufficiently large n ∈ N, (6.74)
> 0 for any j ≥ 1 and sufficiently large n ∈ N, (6.75)
for any j and sufficiently large n ∈ N. (6.76)
It follows from (6.43), K(ψ n (0)) > 0 and (6.58) that
Hence, (6.77) together with m * ω < m ω and the positivity of I ω shows (6.74). Moreover, (6.74) together with the definition of m ω (see (1.12)) shows (6.75).
Note here that lim inf
(6.78) Hence, we see from Lemma 6.1 together with (6.78) that
for any j ≥ 1 and sufficiently large n ∈ N. (6.79) Thus, (6.57) together with (6.43) and (6.79) gives us (6.76). We shall prove (6.73). Suppose that λ
This together with (6.74) gives us that
which together with the definition of m ω shows
> 0 for any sufficiently large n ∈ N. (6.82) Moreover, (6.76) together with (6.80) yields that
< m ω for any sufficiently large n ∈ N. (6.83)
∈ A ω,+ for any sufficiently large n ∈ N. Then, (6.73) immediately follows from Lemma 6.4. On the other hand, suppose λ j 1 ∞ = 0. Then, we see from (6.76) that
which together with Lemma 1.2 and (6.67) shows
Moreover, (6.84) together with (6.75) yields that
Hence, we see from (6.67) that
Thus, we have shown (6.73).
Lemma 6.8. There exists j 0 ∈ N such that I j = R for any j > j 0 , where I j denotes the maximal interval where the nonlinear profile ψ j exists, and
Proof of Lemma 6.8. It follows from (6.55) together with (6.45) that
We see from (6.89) that Hence, Lemma 6.5 together with (6.67) and (6.91) shows the desired result. Now, for any j ∈ N, we define the space W j by
The maximal interval where ψ j n exists is I
Lemma 6.9. Let k ∈ N and assume that
where I j denotes the maximal interval where ψ j exists. Then, we have I j = ∞,
and there exists B > 0 with the following property: For any k ∈ N, there exists
Furthermore, if (6.94) holds for any k, then we have We shall show that
The Mihlin multiplier theorem gives us that
for any j ≥ 1 and n ≥ 1.
(6.99)
for any j ≥ 1 and n ≥ 1. (6.100)
Moreover, using the Hölder inequality, the Mihlin multiplier theorem and (6.99), we obtain
We shall show (6.95). In view of (6.98), it suffices to prove that 
Here, (6.40) together with Lemma 6.7 shows that
< ∞. Suppose here that k ≤ j 0 ; j 0 is the number found in Lemma 6.8. Then, (6.105) and (6.106) implies (6.102). On the other hand, when k > j 0 , we see from Lemma 6.8 that
Thus, we have shown (6.102).
We shall prove (6.96). It is sufficient to consider the case k ≥ j 0 . Using the elementary inequality
where C k,q is some constant depends only on k and q, we have
where C k > 0 is some constant depending only on k and d. We see from Lemma 6.8 and (6.95) that
Moreover, we see from (6.152) that there exists N j,k ∈ N such that
Combining (6.109) with (6.110) and (6.111), we can take B 0 > 0 with the property that for any k ∈ N, there exists
Next, we consider the estimate in W p 1 (R). Using the elementary inequality (6.108) again, we have
where C ′ k is some constant depending only on k, d and p 1 . We see from (6.95) and Lemma 6.8 that
Next, we consider the second term on the right-hand side of (6.113). Using the condition (6.152), we can take N ′ j,k ∈ N such that 
Then, using the Hölder inequality, the Strichartz estimate and (6.60), we have
Using the Strichartz estimate, the Mihlin multiplier theorem and (6.118), we estimate the first term on the right-hand side of (6.119) as follows:
(6.120)
We consider the second term on the right-hand side of (6.119). Note here that 2(d+2)(p−1)
When s = 0, we have by the Hölder inequality and (6.49) that
→ 0 as n → ∞ and k → ∞. 
(6.123)
Hence, we see from (6.49) that
(6.124)
Combining (6.119) with (6.120), (6.121) and (6.124), we obtain (6.97).
Lemma 6.10 (cf. Lemma 5.6 in [13] ). Let j 0 be the number found in Lemma 6.8. Then, there exists 1 ≤ j ≤ j 0 such that
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where I j denotes the maximal interval where the nonlinear profile ψ j exists.
Proof of Lemma 6.10. We see from Lemma 6.8 that
Suppose the contrary that
Let k be a sufficiently large number to be specified later. Then, we define the function ψ
(hence p > 3), we estimate as follows:
Hence, it suffices for (6.134) to show that
First, we prove (6.142). Using the growth conditions (A5) and (A6), we verify that
where we must add the terms
to the right-hand side of (6.144). Since
we easily see from the Hölder inequality, (6.49) and (6.53) that the 3rd, 4th, the final and the 2nd final terms on the right-hand side of (6.144) vanish as k → ∞ and n → ∞. Using Lemma 6.9, we also estimate the 7th and 8th terms as follows:
We consider the terms of the form
which corresponds to the 1st, 2nd, 5th, 6th terms on the right-hand side of (6.144). Using the Hölder inequality, (6.96) and (6.60), we have
for any sufficiently large n.
(6.149)
We consider the first term on the right-hand side of (6.149). It follows from Lemmata 6.8 and 6.9 that for any η > 0, there exists
Using the triangle inequality and the Hölder inequality, we have
(6.151) Lemma 6.9 shows the first term on the right-hand side of (6.151) vanishes when k tends to ∞ and then n tends to ∞. Moreover, we see from the elementary inequality (6.108), (6.152), (6.60) and (6.150) that
Thus, we find that
On the other hand, it follows form the Hölder inequality and (6.49) that Finally, we prove (6.143). Noting that Furthermore, the momentum of Ψ is zero:
Ψ(x, t)∇Ψ(x, t) dx = 0 for any t ∈ R. (6.166)
We can prove Proposition 6.12 in a way similar to [3, 10] . Hence, we omit it. Now, we give a proof of Proposition 6.11:
Proof of Proposition 6.11. Using Lemmata 6.8 and 6.10 and reordering indices, we can take a number J ≤ j 1 such that We shall show that J = 1. Note that since K(ψ n (0)) > 0, we have I ω (ψ n (0)) < S ω (ψ n (0)). It follows from (6.173) together with (6.43) that Now, we shall show that I 1 = R. Suppose the contrary that T 1 := sup I 1 < ∞. Let {t n } be a sequence in I 1 such that lim n→∞ t n ↑ T 1 max , and put ψ n (t) := ψ 1 (t + t n ) and I n := I 1 − τ 1 n . We easily verify that the sequence { ψ n } satisfies that ψ n (t) ∈ A ω,+ for any t ∈ I n , (6.187) Since our critical element Ψ belongs to C(R, H 1 (R d )) (see Proposition 6.11), we can derive a contradiction in the same way as the energy subcritical case (see [3, 10] ). Thus, we have m * ω = m ω , which together with Theorem 4.1 (v) completes the proof of Theorem 1.2.
