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Abstract
In this paper, we introduce the r-central factorial numbers with
even indices of the first and second kind, as extended versions of the
central factorial numbers with even indices of both kinds. We obtain
several fundamental properties and identities related to these numbers.
We show that the unsigned r-central factorial numbers with even in-
dices of the first kind are strictly log-concave and Poisson-binomially
distributed . Finally, we consider the r-central factorial matrices and
the factorization of it.
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Key Words. r-central factorial numbers with even indices, central facto-
rial numbers, Stirling numbers.
1 Introduction
The central factorial numbers of the first kind t(n, k) and of the second kind
T (n, k), which are defined in Riodan [15, page 213-217] by
x[n] =
n∑
k=0
t(n, k)xk, (1)
1
xn =
n∑
k=0
T (n, k)x[k], (2)
where x[n] = x(x+ n
2
− 1)(x+ n
2
− 2) · · · (x− n
2
+ 1), n ≥ 1, x[0] = 1.
These numbers satisfy the following recurrence relations:
t(n, k) = t(n− 2, k − 2)−
1
4
(n− 2)2 t(n− 2, k), 2 ≤ k ≤ n,
T (n, k) = T (n− 2, k − 2) +
1
4
k2 T (n− 2, k), 2 ≤ k ≤ n,
with t(n, 0) = T (n, 0) = δn0.
The generating functions of these numbers are given by (see [7])
∞∑
n=k
t(n, k)
tn
n!
=
1
k!
(
2 log
(
t
2
+
√
1 +
t2
4
))k
,
∞∑
n=k
T (n, k)
tn
n!
=
1
k!
(
e
t
2 − e
−t
2
)k
.
Many properties of the central factorial numbers can be found in Butzer et
al. [1].
For any nonnegative integer r, Kim et al. [7] generalized the central fac-
torial numbers of the second kind to the extended r-central factorial numbers
of the second kind Tr(n + r, k + r) by
1
k!
ert
(
e
t
2 − e
−t
2
)k
=
∞∑
n=k
Tr(n+ r, k + r)
tn
n!
.
Kim et al. [8] defined also the extended central factorial numbers of the
second kind by
1
k!
(
e
t
2 − e
−t
2 + rt
)k
=
∞∑
n=k
T (r)(n, k)
tn
n!
.
Note that the numbers Tr(n + r, k + r) and T
(r)(n, k) are different.
In [6], the central factorial numbers with even indices of the first and
second kind, respectively, are denoted by
u(n, k) = t(2n, 2k) and U(n, k) = T (2n, 2k). (3)
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They satisfy the recurrence relations:
u(n, k) = u(n− 1, k − 1)− (n− 1)2u(n− 1, k), (4)
U(n, k) = U(n− 1, k − 1) + k2U(n− 1, k). (5)
The explicit formula and the exponential generating function of U(n, k) are
given by
U(n, k) =
2
(2k)!
k∑
j=1
(−1)k+j
(
2k
k − j
)
j2n, (6)
∞∑
n=k
U(n, k)
tn
n!
=
2
(2k)!
k∑
j=0
(−1)k+j
(
2k
k − j
)
ej
2t. (7)
The combinatorial interpretations of u(n, k) and U(n, k) can be found in [6],
and the connections between these numbers and Bernoulli polynomials found
in [12].
2 The r-central factorial numbers with even
indices
Here, we introduce the r-central factorial numbers with even indices of the
first and second kind, which we denote by ur(n, k) and Ur(n, k), respectively.
Definition 1. The arrays ur(n, k) and Ur(n, k) for non-negative integers r, n
and k with n ≥ k determined by the recurrences
ur(n, k) = ur(n− 1, k − 1)− ((n− 1)
2 + r)ur(n− 1, k), n ≥ k ≥ 1, (8)
Ur(n, k) = Ur(n− 1, k − 1) + (k
2 + r)Ur(n− 1, k), n ≥ k ≥ 1, (9)
with initial values ur(n, 0) = (−1)
n
∏n−1
i=0 (i
2+r), Ur(n, 0) = r
n and ur(0, k) =
Ur(0, k) = δk0, for n, k ≥ 0.
Note that at r = 0, these numbers are reduced to the central factorial
numbers with even indices, u0(n, k) = u(n, k) and U0(n, k) = U(n, k).
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From (8) and (9), it is easy to observe that
ur(n, 1) = (−1)
n−1
n−1∏
l=0
(l2 + r)
n−1∑
i=0
1
r + i2
, Ur(n, 1) = (r + 1)
n − rn,
ur(n, n− 1) = −
n−1∑
l=0
(r + l2), Ur(n, n− 1) =
n−1∑
l=0
(r + l2),
ur(n, n) = 1, Ur(n, n) = 1.
In the next, we get an explicit formula for the array Ur(n, k) and further
recurrences satisfied by ur(n, k) and Ur(n, k) by using the following theorem.
Theorem 1. (Mansour et al. [9]). Suppose that the array y(n, k), n, k ≥ 0
is defined by
y(n, k) = y(n− 1, k − 1) + (an−1 + bk)y(n− 1, k), n, k ≥ 1 (10)
with y(n, 0) =
∏n−1
i=0 (ai+b0) and y(0, k) = δ0k, for all n, k ≥ 0, where {ai}i≥0
and {bi}i≥0 are given sequences with the bi distinct, then
y(n, k) =
k∑
j=0
( ∏n−1
i=0 (bj + ai)∏k
i=0,i 6=j(bj − bi)
)
, ∀ n, k ∈ N, (11)
and
y(n, k) =
n∑
j=k
y(j − 1, k − 1)
n−1∏
i=j
(ai + bk). (12)
Theorem 2. For any integer 0 ≤ k ≤ n,
Ur(n, k) =
2
(2k)!
k∑
j=0
(−1)k+j
(
2k
k − j
)
(j2 + r)n. (13)
ur(n, k) =
n∑
l=k
(−1)n−lur(l − 1, k − 1)
n−1∏
i=l
(i2 + r). (14)
Ur(n, k) =
n∑
l=k
Ur(l − 1, k − 1)(k
2 + r)n−l. (15)
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Proof. Taking aj = 0 and bj = j
2 + r for all j in (11), then
Ur(n, k) =
k∑
j=0
∏n−1
i=0 (j
2 + r)∏k
i=0,i 6=j(j
2 − i2)
=
k∑
j=0
2(−1)k+j(j2 + r)n
(k − j)! (k + j)!
=
2
(2k)!
k∑
j=0
(−1)k+j
(
2k
k − j
)
(j2 + r)n.
For (14), set ai = −(i
2+r), bk = 0 in (12), and for (15), set ai = 0, bk = k
2+r
in (12).
Multiplying both sides of (13) by t
n
n!
and summing over n ≥ k gives the
exponential generating function of Ur(n, k),
∞∑
n=k
Ur(n, k)
tn
n!
=
2
(2k)!
k∑
j=0
(−1)k+j
(
2k
k − j
)
e(j
2+r)t. (16)
The following theorem shows how to express Ur(n, k) in terms of U(n, k).
Theorem 3. For n, k, r ≥ 0 with n ≥ k,
Ur(n, k) =
n∑
l=k
(
n
l
)
U(l, k)rn−l. (17)
Proof. By (7) and (16),
∞∑
n=k
Ur(n, k)
tn
n!
=
2
(2k)!
k∑
j=0
(−1)k+j
(
2k
k − j
)
ej
2t ert
=
(
∞∑
l=k
U(l, k)
tl
l!
)(
∞∑
m=0
rmtm
m!
)
=
∞∑
n=k
(
n∑
l=k
(
n
l
)
U(l, k)rn−l
)
tn
n!
.
Hence, the identity holds by comparing the coefficients on both sides.
We next show that ur(n, k) and Ur(n, k) can be defined as connection
coefficients between some special polynomials.
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Theorem 4. For n ≥ 0, then
n−1∏
i=0
(x− i2) =
n∑
k=0
ur(n, k)(x+ r)
k, (18)
(x+ r)n =
n∑
k=0
Ur(n, k)
k−1∏
i=0
(x− i2). (19)
Proof. We prove (18) by induction on n and (19) is proven similarly. The
initial case of n = 0, 1 being obvious. Suppose that the statement is true for
n, we prove it for n+ 1.
n+1∑
k=0
ur(n + 1, k)(x+ r)
k =
n∑
k=0
ur(n+ 1, k) + (x+ r)
n+1
=
n∑
k=0
ur(n, k − 1)(x+ r)
k − (n2 + r)
n∑
k=0
ur(n, k)(x+ r)
k + (x+ r)n+1
=
n−1∑
k=0
ur(n, k)(x+ r)
k+1 − (n2 + r)
n−1∏
i=0
(x− i2) + (x+ r)n+1
=
n∑
k=0
ur(n, k)(x+ r)
k+1 − (x+ r)n+1 − (n2 + r)
n−1∏
i=0
(x− i2) + (x+ r)n+1
= (x+ r)
n−1∏
i=0
(x− i2)− (n2 + r)
n−1∏
i=0
(x− i2)
=
n−1∏
i=0
(x− i2)(x− n2) =
n∏
i=0
(x− i2),
which completes the induction.
3 Log-Concavity and distribution of |ur(n, k)|
A sequence c0, c1, · · · , cn of real numbers is unimodal if there exists an index
k, 0 ≤ k ≤ n such that
c0 ≤ c1 ≤ · · · ≤ ck, and ck ≥ ck+1 ≥ · · · ≥ cn.
6
A stronger property than unimodality is long-concavity. A sequence {ci}
n
i=0
of positive real numbers is log-concave when
c2k ≥ ck+1ck−1, for all k = 1, 2, · · · , n− 1. (20)
The sequence is said to be strict long-concave if ” ≥ ” is replaced by ” > ”
in (20).
Proposition 1. [14, page 16] If the sequence {ci}
n
i=0 of positive real numbers
is log-concave, then it is also unimodal.
The generating functions can be used to prove strict log-concavity of a
sequence by using Newton’s inequality given in [5, page 52]: If the generating
function
∑n
i=0 cix
i has only real roots then
c2k ≥
k + 1
k
n− k + 1
n− k
ck+1ck−1, k = 1, · · · , n− 1. (21)
If the coefficient sequence {ci}
n
i=0 is positive then it is strictly log-concave,
and is therefore unimodal [17].
The unsigned r-central factorial numbers of even indices of the first kind
is defined by
ur(n, k) = (−1)
n−kur(n, k) = |ur(n, k)|.
Theorem 5. For any fixed positive integer n, the sequence {ur(n, k)}
n
k=0 is
strictly log-concave (and thus unimodal).
Proof. Replacing x by −x− r in (18) gives
n∑
k=0
ur(n, k)x
k =
n−1∏
j=0
(x+ r + j2). (22)
Let An,r(x) =
∑n
k=0 ur(n, k)x
k be the polynomial associated to the sequence
{ur(n, k)}
n
k=0,
An,r(x) =
n−1∏
j=0
(x+ r + j2) = (x+ r)(x+ r + 12) · · · (x+ r + (n− 1)2),
clearly, all the roots of An,r(x) are real and negative.
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Previous theorem implies that the sequence {ur(n, k)}
n
k=0 satisfies the
inequalities
(ur(n, k))
2 ≥
k + 1
k
n− k + 1
n− k
ur(n, k − 1)ur(n, k + 1), k = 1, · · · , n− 1.
(23)
Theorem 6. The array ur(n, k) is a Poisson-binomially distributed.
Proof. Let us define random variables Yn, n = 1, 2, · · · , such that
P (Yn = k) =
ur(n, k)∑n
k=0 ur(n, k)
=
ur(n, k)∏n−1
i=0 (1 + r + i
2)
, k = 0, 1, · · ·n. (24)
The probability generating function of Yn is given by
E(sYn) =
n∑
k=0
skP (Yn = k) =
n−1∏
i=0
s+ r + i2
1 + r + i2
.
=
n−1∏
i=1
(
1−
1
1 + r + i2
+
s
1 + r + i2
)
.
(25)
Then Yn can be represented as a sum of independent zero-one Bernoulli
random variables, X0, X1, · · · , Xn−1 with probabilities pi of succuss on i-th
trial
pi = P (Xi = 1) = 1− P (Xi = 0) =
1
1 + r + i2
, (26)
and then the random variable Yn =
∑n−1
i=0 Xi follows the Poisson-binomial dis-
tribution (which is a generalization of the binomial distribution) with mean
and variance given by
E(Yn) =
n−1∑
i=0
pi =
n−1∑
i=0
1
1 + r + i2
(27)
V ar(Yn) =
n−1∑
i=0
pi(1− pi) =
n−1∑
i=0
r + i2
(1 + r + i2)2
. (28)
Note from (24) that P (Yn = k) differs from the array ur(n, k) only by a
normalizing constant, and thus completely characterizes the distribution of
ur(n, k).
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Using the same previous assumption, one can get alternative proof of
Theorem 5 as follows:
Let fn(k) = P (Yn = k) be the probability distribution function of Yn
defined in (24), equation (25) can be rewritten in the form
n∑
k=0
fn(k)s
k =
n−1∏
i=0
(1− pi + pis).
An inequality of Newton found in [5, page 104] and [16] states that if
{ai}
n−1
i=0 are any non-zero real numbers (positive or negative) and if {bi}
n
i=0
are defined by
n∑
k=0
(
n
k
)
bks
k =
n−1∏
i=0
(1 + ais),
then
b2k > bk−1bk+1 for k = 1, 2, · · · , n. (29)
Setting bk =
fn(k)
(n
k
)
, we obtain
(
fn(k)(
n
k
)
)2
>
(
fn(k − 1)(
n
k−1
)
)(
fn(k + 1)(
n
k+1
)
)
. (30)
So, we have the inequality
(fn(k))
2
> fn(k − 1)fn(k + 1),
that is fn(k) is strictly long-concave. Since fn(k) = ur(n, k)
∏n−1
i=0 pi, and∏n−1
i=0 pi is clearly strict log-concave, then ur(n, k) also.
4 Identities of the r-central factorial numbers
with even indices
Theorem 7. For fixed n ≥ 0, the generating functions of the arrays ur(n, k)
and Ur(n, k), are given, respectively, by
n∑
k=0
(−1)k ur(n, n− k)t
k =
n−1∏
j=0
(1 + (j2 + r)t). (31)
9
∞∑
n=k
Ur(n, k)t
n =
tk∏k
j=0(1− (j
2 + r)t)
, k ≥ 0. (32)
Proof. From (18), we get
n∑
k=0
ur(n, k)x
k =
n−1∏
j=0
(x− (j2 + r)),
setting t−1 in place of x, then multiplying both sides by tn, we obtain
n∑
k=0
ur(n, k)t
n−k =
n−1∏
j=0
(1− (j2 + r)t),
replacing t by −t,
n∑
k=0
(−1)n−k ur(n, k)t
n−k =
n−1∏
j=0
(1 + (j2 + r)t),
then replace k by n− k.
For (32), let U
(k)
r (t) =
∑
n≥k Ur(n, k)t
n, then the initial condition is given
by
U (0)r (t) =
∑
n≥k
Ur(n, 0)t
n =
∑
n≥k
(rt)n =
1
1− rt
.
Multiplying both sides of (9) by tn and summing over n ≥ k gives
U (k)r (t) = tU
(k−1)
r (t) + (k
2 + r)tU (k)r (t).
Then
U (k)r (t) =
t
1− (k2 + r)t
U (k−1)r (t), k ≥ 1. (33)
Iterating this recurrence gives
U (k)r (t) = U
(0)
r (t)
t
1− (1 + r)t
t
1− (22 + r)t
· · ·
t
1− (k2 + r)t
.
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Given a set of variables z1, z2, · · · , zn, the k-th elementary symmetric
function σk(z1, z2, . . . , zn) and the k-th complete homogeneous symmetric
function hk(z1, z2, . . . , zn) are given, respectively, by
σk(z1, z2, . . . , zn) =
∑
1≤j1<j2<···<jk≤n
zj1zj2 · · · zjk , 1 ≤ k ≤ n
hk(z1, z2, . . . , zn) =
∑
1≤j1≤j2≤···≤jk≤n
zj1xz2 · · · zjk , 1 ≤ k ≤ n
by convention, we set σ0(z1, z2, . . . , zn) = h0(z1, z2, . . . , zn) = 1. For k > n or
k < 0, we set σk(z1, z2, . . . , zn) = 0 and hk(z1, z2, . . . , zn) = 0.
The generating functions of σk and hk are given by
∑
k≥0
σk(z1, z2, . . . , zn)t
k =
n∏
i=1
(1 + zit). (34)
∑
k≥0
hk(z1, z2, . . . , zn)t
k =
n∏
i=1
(1− zit)
−1. (35)
Merca [10] showed that
σi(z
2
1 , · · · , z
2
n) =
i∑
j=−i
(−1)jσi+j(z1, · · · , zn)σi−j(z1, · · · , zn). (36)
From (31) and (32), we deduce that the numbers ur(n, k) and Ur(n, k)
are the elementary and complete symmetric functions:
ur(n, n− k) = (−1)
kσk(r, 1
2 + r, 22 + r, · · · , (n− 1)2 + r). (37)
Ur(n+ k, n) = hk(r, 1
2 + r, 22 + r, · · · , n2 + r). (38)
At r = 0, the central factorial numbers with even indices of both kinds satisfy
u(n, n− k) = (−1)kσk(1
2, 22, · · · , (n− 1)2). (39)
U(n + k, n) = hk(1
2, 22, · · · , n2). (40)
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Theorem 8. (Merca [11]). Let k and n be two positive integers, then
gk(z1 + t, z2 + t, · · · , zn + t) =
k∑
i=0
(
n− ci
k − i
)
gi(z1, z2, · · · , zn)t
k−i, (41)
where t, z1, z2, · · · , zn are variables, g is any of these complete or elementary
symmetric functions and
ci =
{
i, if gi = σi,
1− k, if gi = hi.
In the next theorem, we show that the array ur(n, k) can be expressed in
terms of u(n, k) and vice versa.
Theorem 9. Let r be a positive integer, then
ur(n, k) =
n∑
i=k
(
i
k
)
(−r)i−ku(n, i). (42)
u(n, k) =
n∑
i=k
(
i
k
)
ri−k ur(n, i). (43)
Proof. Using (37) and (41), we obtain
ur(n, n− k) = (−1)
kσk(r, 1
2 + r, 22 + r, · · · , (n− 1)2 + r)
= (−1)k
k∑
i=0
(
n− i
k − i
)
σi(0, 1
2, · · · , (n− 1)2)rk−i
=
k∑
i=0
(
n− i
k − i
)
(−1)i σi(0, 1
2, · · · , (n− 1)2)(−r)k−i
=
k∑
i=0
(
n− i
k − i
)
u(n, n− i)(−r)k−i.
Then replace k by n− k and n− i by i in that order.
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For (43), note that
u(n, n− k) = (−1)kσk(0, 1
2, · · · , (n− 1)2)
= (−1)k
k∑
i=0
(
n− i
k − i
)
σi(r, 1
2 + r, · · · , (n− 1)2 + r)(−r)k−i
=
k∑
i=0
(
n− i
k − i
)
(r)k−iur(n, n− i).
The r-central numbers with even indices of the first kind, ur(n, k) may
be also calculated by Stirling numbers s(n, k) of the first kind as follows.
Theorem 10. If n, k, r ≥ 0, then
ur(n, n−k) =
k∑
i=0
i∑
j=−i
(−1)k+j
(
n− i
k − i
)
s(n, n− i+ j)s(n, n− i− j)rk−i. (44)
Proof. From (36), (37) and (41), we get
ur(n, n− k) = (−1)
kσk(r, 1
2 + r, 22 + r, · · · , (n− 1)2 + r)
= (−1)k
k∑
i=0
(
n− i
k − i
)
σi(0, 1
2, · · · , (n− 1)2)rk−i
=
k∑
i=0
i∑
j=−i
(−1)k+j
(
n− i
k − i
)
σi+j(0, 1, · · · , n− 1)σi−j(0, 1, 2, · · · , n− 1)r
k−i
=
k∑
i=0
i∑
j=−i
(−1)k+j
(
n− i
k − i
)
s(n, n− i+ j)s(n, n− i− j)rk−i.
Remark 1. From (44), we note that at i = k, we get the central facto-
rial numbers with even indices of the first kind, u(n, k) in terms of Stirling
numbers of the first kind (see [10])
u(n, n− k) =
k∑
j=−k
(−1)k+js(n, n− k + j)s(n, n− k − j).
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Example 1. For example
ur(5, 3) =
2∑
i=0
i∑
j=−i
(−1)2+j
(
5− i
2− i
)
s(5, 5−i+j)s(5, 5−i−j)r2−i = 10r2+120r+273.
ur(6, 5) =
1∑
i=0
i∑
j=−i
(−1)1+j
(
6− i
1− i
)
s(6, 6− i+ j)s(6, 6− i− j)r1−i = −6r−55.
Remark 2. We can give alternative proof of (17) by using (38) and (41) as
follows
Ur(n+ k, n) = hk(r, 1
2 + r, · · · , n2 + r)
=
k∑
i=0
(
n+ k
k − i
)
hi(0
2, 12, · · · , n2)rk−i
=
k∑
i=0
(
n+ k
k − i
)
U(n + i, n)rk−i.
and then replace n by n− k, k by n− k, and i by i− k in that order.
The array Ur(n.k) expressed in terms of U(n, k) by (17), here we show
that the array U(n, k) can also be expressed in terms of Ur(n.k).
Theorem 11. For n, k, r ≥ 0,
U(n, k) =
n∑
i=k
(
n
i
)
(−r)n−iUr(i, k) (45)
Proof. From (38) and (41), we have
U(n + k, n) = hk(0, 1
2, · · · , n2)
=
k∑
i=0
(
n+ k
k − i
)
hi(r, 1
2 + r, · · · , n2 + r)(−r)k−i
=
k∑
i=0
(
n+ k
k − i
)
(−r)k−iUr(n+ i, n).
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5 The r-central factorial matrices
In the following, we introduce the r-central factorial matrices with even in-
dices of both kinds, then we obtain factorization of these matrices.
From (18)and (19), we get the following orthogonal relation
n∑
k=i
ur(n, k) Ur(k, i) =
n∑
k=i
Ur(n, k) ur(k, i) = δni. (46)
An orthogonal relation (46) entails a pair of inverse relations
an =
n∑
k=0
Ur(n, k) bk,
bn =
n∑
k=0
ur(n, k) ak.
Inverse relations are known for practically all special numbers, such as Whit-
ney numbers and Stirling numbers (see for example [3, 4, 13, 15]).
Definition 2. The r-central factorial matrices with even indices of the first
kind U1(n), and of the second kind U2(n) are the n× n matrices defined by
U1(n) := U
(r)
1 (n) = [ur(i, j)]0≤i,j≤n−1,
and
U2(n) := U
(r)
2 (n) = [Ur(i, j)]0≤i,j≤n−1.
For example, U1(5) is given by

1 0 0 0 0
−r 1 0 0 0
r(1 + r) −2r − 1 1 0 0
−r(1 + r)(22 + r) 3r2 + 10r + 4 −3r − 5 1 0
r(1 + r)(22 + r)(32 + r) −4r3 − 42r2 − 98r − 36 6r2 + 42r + 49 −4r − 14 1

 ,
and U2(5) is given by

1 0 0 0 0
r 1 0 0 0
r2 2r + 1 1 0 0
r3 3r2 + 3r + 1 3r + 5 1 0
r4 4r3 + 6r2 + 4r + 1 6r2 + 20r + 21 4r + 14 1

 .
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In particular, setting r = 0, we get the central factorial matrices with even
indices of both kinds
A1(n) = [u(i, j)]0≤i,j≤n−1, and A2(n) = [U(i, j)]0≤i,j≤n−1.
The orthogonality property (46) is equivalent to the matrix equation
U1(n) U2(n) = U2(n) U1(n) = I,
with I is the n× n unit matrix. Hence,
(U1(n))
−1 = U2(n) and (U2(n))
−1 = U1(n)
The generalized n× n Pascal matrix Pn[z] is defined as follows (see [2]):
Pn[z] =
[(
i
j
)
zi−j
]
0≤i,j≤n−1
, (47)
with Pn = Pn[1], the Pascal matrix Pn of order n. For example
P5[z] =


1 0 0 0 0
z 1 0 0 0
z2 2z 1 0 0
z3 3z2 3z 1 0
z4 4z3 6z2 4z 1


Moreover,
P−1n [z] = Pn[−z] =
[
(−1)i−j
(
i
j
)
zi−j
]
0≤i,j≤n−1
From (42) and (17), we have the following factorization
U1(n) = A1(n)Pn[−r], n ≥ 1, (48)
and
U2(n) = Pn[r]A2(n), n ≥ 1. (49)
For example
U1(5) =


1 0 0 0 0
0 1 0 0 0
0 −1 1 0 0
0 4 −5 1 0
0 −36 49 −14 1

×


1 0 0 0 0
−r 1 0 0 0
r2 −2r 1 0 0
−r3 3r2 −3r 1 0
r4 −4r3 6r2 −4r 1


= A1(5)P5[−r].
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and
U2(5) =


1 0 0 0 0
r 1 0 0 0
r2 2r 1 0 0
r3 3r2 3r 1 0
r4 4r3 6r2 4r 1

×


1 0 0 0 0
0 1 0 0 0
0 1 1 0 0
0 1 5 1 0
0 1 21 14 1


= P5[r]A2(5).
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