INTRODUCTION
The goal of an optimal control problem (O.C.P.) of a dynamic system is to determine a set of state variables, of certain control and driving functions satisfying an optimization criterion, performing the extremization of a quality index in this way. This performance index is a functional depending on these elements and time and spatial restrictions.. Practical applications requirements for these functionals are optimal controls of the following type: achievement of minimal time, minimum fuel consumption, energy, to achieve extreme performance [4, 10, 13] . Dynamical systems from different domains are generally represented generally by nonlinear equations with parameters, while internal or external disturbances occur leading to unstable solutions related to a free balance state. The stabilization of these regimes is done by using automatic controls that actually fast reacts for optimal control and routing [3, 5-7, 12, 14] . Lurie [8] , [4] , [13] and Popov [11] , [4] , [3] methods are known to automatically adjust the absolute stabilization, with applications. This paper, for optimal control of stabilizing angular velocities of aircraft and missiles, deals with the "Minimum Time Criteria" and the Pontreaguine extremal [9] , [1] , [7] , with results and studies in different applications [5] , [6] , [7] . The optimal control function will have 2 components: ( ) 2 1 u , u u .
OPTIMAL CONTROL IN ANGULAR SPEED STABILIZATION REGARDING FLUVIAL OR SPATIAL NAVES
We will consider a multi-propelled nave with axial-cylinder symmetry, as in figure 1. We choose a system of axes (Ox 1 x 2 x 3 ) as principal axes of inertia, where O is the masses, as a solid body rigidly fixed in point O. The nave rotate with the angular velocity ( ) 3 , with traction purpose. These reactive nozzles can create moments, being accompanied by gas dynamics wings, integrating gyroscopes, small jet shutters that can help to guide and stabilize the angular velocities regime. The controller [3] , [5] [6] [7] is equipped with sensors and microprocessors for data processing and it may (with a rapid response) control the disrupted regime for optimal stabilization [12] , [14] . Disturbances considered here may be due to turbines fuel, meteo external agents or environmental density. These naves may be rockets, spacecraft, capsule, modules, mega-drones or submarines, torpedoes, etc [8] , [12] , [14] . The angular velocities are ( )
, the inertia momentums of the body are I 1 , I 2 , I 3 -symmetrically ( ) figure 1 . We write the equations of angular velocities disturbed by external moments ( ) t M i [10] , [12] , [14] : I  I  x  I   3  2  1  2  1  3  3   2  3  1  1  3  2  2   1  3  2  3  2 
We suppose that moments M i (t) are caused by propelling forces ( )
Taking into consideration the symmetry: This shows that x 3 can be controlled independently of x 1 and x 2 , but x 3 can influence in (3) variables x 1 and x 2 . We suppose that the rapid reaction response time is short and x 3 may be considered constant 3 3 x α = , so 0 g 3 ≅ . We also suppose that forces g 1 , g 2 are bounded
In this case the system (3) is linearized and we introduce the control function ( ) ( ) ( ) t u , t u u 2 1 to control optimum stabilization of disturbed solution to O(x 1 =0, x 2 =0) for system (7) in minimal time.
( ) ( )
where:
We note that state equations (7) 
and hence the allowable plan U (u 1 Ou 2 ) is a compact square.
The technical sense in equations (7) for U i (t) is to find forces ( ) ( )
on optimal paths starting from ( )
at time t 0 to reach the final target O(0, 0) at the time t f > t 0 so the transfer time to be minimal (o.c.p.) [2] , [3] , [9] , [7] .
MINIMAL TIME CRITERION. EXTREMUM PRINCIPLE
Let's consider a system described by the state equations
where the state function is ( ) ( )
and the control function
with n m ≤ . Functions f i meet the regularity conditions and U is the allowable domain of parameters u i (t). System (9) respects the given initial conditions (I):
determining the disturbed initial state 0 0 S X ∈ , where S 0 is the variety on which X 0 is fixed.
Assuming that Cauchy problem (9) (10) has
as unique solution, we request that this trajectory transfer the system in the state 1 1 S X ∈ , where X 1 is fixed on S 1 (target (final) state -usually steady state in the final moment t 1 = t f horizon pool) -
The final moment t 1 will be determined using "minimal time criterion" -rapid response ( )
Let's consider the index functional, see [1] , [9] , [10] :
where f 0 is a characteristic function (Lagrangean) with:
The optimal control problem (P.C.O.) is to determine an optimal admissible command U u * ∈ to extremize (12) so that the original system (9) (10) (I) is transferred to the final system (11) (F) in minimal time (minimum criteria). "Extreme Pontriaguine principle" (P.E.) will be calling to solve it. We auxiliary introduce the multipliers ( ) ( 
associated with (9)…(13) with arbitrary constants c i (but not all of them arbitrary), which will finally become the controller parameters. We note that (14) , if it's linearized:
A is the transposed matrix.
We consider the lagrangean like f 0 and (12) :
We build the generalized Hamiltonian [9] [10] associated with (11) (12) (13) (14):
where
From (11) and (17) we have:
and we built the canonic attached and adjunct system
with [ ]
and initial conditions ( )
. This system is: 
projection on λ vector to be minimum:
2) After building H, (17) and (18) 
ANGULAR SPEEDS STABILIZATION OPTIMAL CONTROL
We still apply the algorithm (9) - (22) 
the trajectories ( )
will be obtained, and they will tend to origin ( )
The system is autonomic and u * is pulse-type. It results that the controller will be a relay-type one, acting with or without commutation [1] [2] [7] . We solve the canonic system (13)(14), effectively (7) with initial conditions ( ) 
We note that these trajectories are circles with centers ≡ ≡ , we will get for ( ) ( )
the compatible circles -a bi-local problem.
We note that the origin is on the circles from this family and their centers are on the first bisecting line (Oz 1 ) of the system x 1 Ox 2 or on the second one (Oz 2 ), with the (z 1 Oz 2 ) axis system, see figure 2a. Choosing the optimal circles depends on the optimal control u* so that 
Analog and asymmetrically for the circle 
for example, if the starting point is
, then the minimal time will be
, without relay commutation.
There are situations when the starting point is not on the small half-circles, for example ( )
in the third quadrant in figure 2b . In this case we choose from 
We note that the adjunct system solution (31) describes a circle (32) and the period is the same as Let's suppose that in the initial moment t 0 the system is in ( ) 
SCIENTIFIC RESEARCH AND EDUCATION IN THE AIR FORCE-AFASES 2016
α given in the system (x 1 Ox 2 ) on 
With (23) 
Optimal Control of the Commutated System
Let's suppose that trajectories (26) are starting at t 0 from ( )
, not reaching in O; they intersect with the switching curves 
which is the P 0 Q arc travel time.
With ( ) 
