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Abstract
Motivated by applications in blockchains and sensor networks, we consider a model of n nodes
trying to reach consensus on their majority bit. Each node i is assigned a bit at time zero, and
is a finite automaton with m bits of memory (i.e., 2m states) and a Poisson clock. When the
clock of i rings, i can choose to communicate, and is then matched to a uniformly chosen node j.
The nodes j and i may update their states based on the state of the other node. Previous work
has focused on minimizing the time to consensus and the probability of error, while our goal is
minimizing the number of communications. We show that when m > 3 log log log(n), consensus
can be reached at linear communication cost, but this is impossible if m < log log log(n). We also
study a synchronous variant of the model, where our upper and lower bounds on m for achieving
linear communication cost are 2 log log log(n) and log log log(n), respectively. A key step is to
distinguish when nodes can become aware of knowing the majority bit and stop communicating.
We show that this is impossible if their memory is too low.
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1 Introduction
Consensus algorithms are useful in distributed systems that require coordination, such as cryptocur-
rencies and filesharing systems. Many distributed systems today are run on resource-constrained
networks with limited bandwidth, computation, power, or storage. Despite this, consensus algo-
rithms are often designed for resource-rich environments. That is, they minimize time to consensus
without considering other costs such as communication and storage. Some algorithms do opti-
mize communication costs, but typically under the assumption that nodes always communicate
whenever they are allowed to. This is not representative of resource-constrained networks, because
distributed systems are increasingly being deployed on wireless networks of battery-powered devices
(e.g., the Internet of Things). On such devices, the high power demands of communication can
quickly drain battery life, thus incentivizing nodes to remain silent whenever possible. Low-power
wireless devices are also more likely to have limited storage than traditional computers.
In this work, we consider a communication model that is motivated by a wireless network of
resource-constrained devices. We make three primary modeling assumptions: (1) nodes are storage-
constrained, (2) nodes refrain from communicating whenever possible, and (3) the dominant cost of
communication is setting up the connection.1 Our goal is to design consensus protocols that obey
memory constraints while simultaneously minimizing the total communication cost over all nodes.
Model We summarize our model, which is fully specified in Section 2. Consider a set of n nodes
in a complete graph topology, each of which can be in one of s possible states.2 At the beginning
of the protocol, each node i is assigned a bit bi ∈ {0, 1} which is stored in its memory. Let b be
the majority bit, and let p ∈ (1/2, 1) be the fraction of the nodes for which bi = b. We assume
p ∈ [12 + , 1− ], where  ∈ (0, 14) is known to the protocol. We call p− 12 the initial advantage.
In the asynchronous variant of the model each node i has an independent, unit rate Poisson
clock. When i’s clock rings, i may either do nothing (which costs 0) or initiate a communication
(which costs 1). If i chooses to communicate it will be connected with another node j chosen
uniformly at random, and the two nodes update their states based on the state of the other node.
We also study a synchronous variant of the model where the nodes are allowed to communicate at
every integer time. Note that we do not use the word “asynchronous” in the sense of unbounded
communication delays, but simply to describe a continuous-time communication model.
At any time t ≥ 0 each node i has an estimate for b, which we call the belief bit of i. We have
reached consensus when all nodes have belief bit equal to b. We say that a node is in a terminal
state if nodes in this state will never change state and never initiate further communications. We
say that we have reached terminal consensus if all nodes are in a terminal state and have belief bit
equal to b. The goal is to reach consensus or terminal consensus with high probability (w.h.p.),
meaning with probability 1− o(1), while minimizing communication cost.
We say that a state is aware if a node in this state will never change its belief bit. Notice that
when we reach terminal consensus all nodes are in aware states, while this is not necessarily the
case when we reach consensus.
1For example, when two mobile devices exchange a message of less than 1 kB in a line-of-sight setting, the initial
TLS handshake comprises over 85% of the power overhead [MSW11]. As such, our model penalizes the establishment
of a communication channel, but not the number of bits sent over that channel. Further, although we do not explicitly
charge the number of bits sent in our protocol, our protocols transmit well under 1 kB for reasonable network sizes,
so we are operating in a regime where establishing a connection is the energy bottleneck.
2Note that a node needs dlog2 se bits of memory to store its state.
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Figure 1: The figure gives an overview of our upper and lower bounds for the number of required
communications in the asynchronous model, given the number of states of memory per node s.
1.1 Main results
It is immediate that any protocol, regardless of the memory constraint s, must incur a commu-
nication cost of Ω(n). Our main results provide upper and lower bounds for the threshold on s
above which Θ(n) communications are sufficient. Earlier literature has studied consensus proto-
cols for the asynchronous model with Θ(n log n) communications and O(1) (e.g. s = 3) states of
memory [AAE08, PVV09, CG14]. Synchronous variants of such protocols achieve consensus with
Θ(n log log n) communications and O(1) states of memory. We obtain lower bounds on the num-
ber of communications needed under arbitrary memory constraints which, in particular, show that
these earlier studied protocols are optimal (up to multiplication by a constant) for the case where
s = O(1). Our results for the asynchronous model are summarized in Figure 1.
Theorem 1 (Upper bound, asynchronous model). For any  ∈ (0, 1/4) there exists a constant
C > 0 and an asynchronous consensus protocol such that w.h.p., terminal consensus is achieved
with Cn communications using s = dC(log log n)3e states of memory per node if p is in [1/2+, 1−].
Theorem 2 (Upper bound, synchronous model). For any  ∈ (0, 1/4) there exists a constant
C > 0 and a synchronous consensus protocol such that w.h.p., terminal consensus is achieved with
Cn communications using s = dC(log log n)2e states of memory per node if p is in [1/2 + , 1− ].
These upper bounds are proved by describing and analyzing explicit consensus protocols. See
Sections 3, 7, and 8. Although it is not our goal to minimize running time, we remark that the
asynchronous protocol terminates in time O˜(log n) w.h.p., while the synchronous protocol terminate
in time O((log log n)3) w.h.p. We also present a simpler protocol for the asynchronous model.
Proposition 3 (Simpler upper bound, asynchronous model). For any  ∈ (0, 1/4) there exists a
constant C > 0 and an asynchronous consensus protocol such that w.h.p., terminal consensus is
achieved with Cn communications using s = dC(log n)2e states of memory per node if the p is in
[1/2 + , 1− ].
The following theorems provide lower bounds on the communication cost for nodes with a
given memory constraint s. In particular, the theorems imply that consensus among nodes with
o(log log n) states of memory cannot be achieved with Θ(n) communication cost.
Theorem 4 (Lower bound, asynchronous model). For any  ∈ (0, 1/4) consider an arbitrary
asynchronous consensus protocol which achieves consensus on the correct bit with probability greater
than 1/2 for any n ∈ N, b ∈ {0, 1}, and p ∈ [1/2 + , 1 − ]. There is a constant c > 0 depending
only on  such that w.h.p. and for s < log log n − c−1, the protocol incurs communication cost at
least cns−1 log n. Furthermore, for s < log log n − c−1 it holds w.h.p. that no node is ever in an
aware state.
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Theorem 5 (Lower bound, synchronous model). For any  ∈ (0, 1/4) consider an arbitrary syn-
chronous consensus protocol which achieves consensus on the correct bit with probability greater
than 1/2 for any n ∈ N, b ∈ {0, 1}, and p ∈ [1/2 + , 1 − ]. There is a constant c > 0 depending
only on  such that w.h.p., the protocol incurs communication cost at least c(ns−1 log logn ∨ n).
Furthermore, for s < log log log n− c−1 it holds w.h.p. that no node is ever in an aware state.
1.2 Related work
The cost of majority consensus has been widely studied, and can be categorized by communica-
tion/timing model, consensus problem formulation, and cost metrics. We do not discuss related
(more difficult) problems like leader election [BKKO18] and plurality consensus [BCN+15, GP16a].
We study two main communication/timing models: synchronous (discrete-time) and asynchronous
(continuous-time). Synchronous models may allow nodes to communicate with multiple nodes per
time step3, whereas asynchronous communication models generally assume gossip communication
where each node can contact at most one other node per communication event. Metrics of interest
typically include the probability of consensus, the communication cost, and the time to consensus,
while constraints on communication and storage capacity are common. We summarize relevant re-
sults in Table 1, with a more detailed comparison of proof techniques and algorithms in Section 4.
Table 1 uses wall-clock time to refer to the global convergence time (expected or w.h.p., depending
on the paper). In population protocols, this is often called parallel convergence time, defined as
the expected number of interactions needed for consensus, divided by n. Since interactions happen
concurrently in most population protocols, parallel time is related to wall-clock time by a constant
factor w.h.p. However our protocols do not require nodes to communicate at each clock tick; as
such, parallel time and wall-clock time are not necessarily proportional in our protocols.
Much of the relevant work is related to population protocols [AAD+06], in which nodes (finite-
state automata), engage in random pairwise interactions determined by a random scheduler, and
update their states according to the state machine. Majority consensus is widely studied under
the population protocol model, in two variants: exact majority refers to protocols that converge
to the majority bit with probability 1, whereas approximate majority protocols can converge to
the incorrect answer with positive (possibly vanishing) probability. In this work, we focus on
approximate majority, which has received less attention. Table 1 lists various exact consensus
protocols aiming to optimize convergence time and/or storage complexity [DV12, MNRS14, AGV15,
AAE+17, BCER17, AAG18, BKKO18]. To date, the sharpest such result that holds for any initial
advantage is due to Berenbrink, Kaaser, Kling, and Otterbach [BKKO18], which has an optimal
storage cost of O(log n) states (optimal for exact consensus) and O(log5/3 n) time complexity.
In parallel, researchers have studied approximate majority protocols, mainly in the asynchronous
setting, which is a more natural model for population protocols. Angluin et al. proposed a proto-
col requiring only 3 states and converging in logarithmic time [AAE08], but this protocol requires
the initial majority advantage to be Ω(
√
n log n). More recently, [KU18] proposed a protocol that
achieves approximate majority consensus for any nonzero initial advantage, incurring constant
storage cost, polylogarithmic convergence time, and O(n log3 n) communication cost. As these pro-
tocols were designed to optimize the time-storage tradeoff, they incur unnecessary communication
cost. In this paper, we propose a protocol that instead achieves O(n) communication cost while
using O((log log n)2) memory states in the synchronous setting, and O((log logn)3) in the asyn-
chronous setting. Compared to [KU18], this incurs a polyloglog penalty in storage, in exchange for
polylogarithmic savings in communication.
3Our model differs in that it allows only one communication per node per discrete time step.
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Result
Type
Memory
(s states)
Communication
(Message)
Complexity
Time
Complexity
(Wall-clock)
Reference
Exact
Upper
4
O(n)
O(log2 n)
O(log2 n)
O(log n)
O(log n)
O(n log n/?)
O(n log n( 1s? + log s))
O(n log3 n)
O(n log2 n)
O(n log2 n)
O(n log5/3 n)
O(log n/?)
O(log n( 1s? + log s))
O(log3 n)
O(log2 n)
O(log2 n)
O(log5/3 n)
[DV12, MNRS14]
[AGV15]
[AAE+17]
[BCER17]
[AAG18]
[BKKO18]
Lower
≤ 4
any s
O(log log n)
Ω(log n)
Ω(n/?)
Ω(n log n)
Ω( n
2
(Ks+?n)2
)
O(n2−c), c > 0
Ω(1/?)
Ω(log n)
Ω( n(Ks+?n)2 )
O(n1−c), c > 0
[AGV15]
[AGV15]
[AAE+17]
[AAG18]
Approx.
(sync)
Upper O((log log n)2) O(n) O((log log n)3)
This paper
Lower any s Ω
(
n log logn∨n)
s
)
—
Approx.
(async)
Upper
O(1)
O(1)
O((log log n)3)
O(n log n)
O(n log3 n)
O(n)
O(log n)
O(log3 n)
O˜(log n)
[AAE08, PVV09, CG14]
[KU18]
This paper
Lower O(log log n) Ω
(
n logn
s
)
— This paper
Table 1: Comparison of related work on majority consensus. We study approximate majority
consensus (upper and lower bounds), under a synchronous (sync) and asynchronous (async) com-
munication model. The number of nodes is denoted by n, the initial advantage is ? = p− 12 , and
K, c are constants. Lower bounds should be interpreted as follows: any protocol consuming O(·)
of one resource (e.g., storage) requires Ω(·) of another (e.g., time); upper bounds instead imply the
existence of a protocol that achieves resource costs in complexity class O(·).
To the best of our knowledge, relevant lower bounds have been proved only for exact consensus.
In particular, a series of papers [AGV15, AAE+17, BCER17] culminate in a result by Alistarh,
Aspnes, and Gelashvili [AAG18] showing that to achieve exact consensus in O(n1−c) parallel time
for some c > 0, the memory needed is Ω(log n) states. We show that this is not true for approximate
consensus; indeed, in a comparable asynchronous model, one can achieve consensus with O˜(log n)
parallel time using only O((log log n)3) states of memory and O(n) messages. We compare the
proof techniques (and protocols) of these papers more carefully in Section 4.
Outline We precisely define our model in Section 2, and give brief proof outlines for our main
results in Section 3. We prove our upper bounds Proposition 3, Theorem 2, and Theorem 1 in
Sections 5, 7, and 8, respectively. Our lower bounds (Theorems 4 and 5) are proved in Section 6.
2 The model
Consider a set of n nodes connected in a complete graph topology, enumerated by [n] = {1, 2, . . . , n}.
These indices are only for our own bookkeeping, and cannot be used by nodes during the protocol.
At any point in time a node i ∈ [n] has a state chosen from a set S of cardinality s ∈ {2, 3, . . . }. We
may assume each state is a binary string of dlog2(s)e bits. For a node i ∈ [n] and a time t ≥ 0, let
σ(i, t) ∈ S denote the state of node i at time t. All logarithms we consider throughout the paper
will be in base 2, i.e., log x = log2 x for any x > 0.
At the beginning of the protocol, each node i is assigned a bit bi ∈ {0, 1} which is stored in its
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memory. The state of i at time t = 0 can for example be represented as a single bit bi followed by
dlog2(s)e − 1 bits 0. Let b be the majority bit, i.e., b = 0 if and only if4
#{i ∈ [n] : bi = 0} ≥ #{i ∈ [n] : bi = 1},
where #A ∈ N ∪ {0,∞} denotes the cardinality of a set A and N = {1, 2, . . . }. Let p ∈ [1/2, 1] be
the fraction of nodes for which bi = b, i.e., p = n
−1 ·#{i ∈ [n] : bi = b}.
Each node i has an independent unit rate Poisson clock Pi. We identify Pi ⊂ R+ with the set of
times that the clock rings. Whenever i’s clock rings (i.e., at every time t ≥ 0 such that t ∈ Pi) the
node is allowed to communicate with another node. The node chooses based on its current state
whether to initiate a communication with another node. In other words, there is a set of states
S ′ ⊂ S such that a node i ∈ [n] initiates a communication with another node j at time t ∈ Pi if and
only if σ(i, t−) ∈ S ′, where σ(i, t−) ∈ S ′ is the state of i infinitesimally before time t. The node j is
always chosen uniformly at random from [n] \ {i}, independently of all other randomness. For each
i ∈ [n] and t ∈ Pi let r(i, t) ∈ [n] denote the node which i would contact at time t if σ(i, t−) ∈ S ′.
The process of initiating a communication has unit cost.
When a connection is established between nodes i and j, each node observes the state of the
other node and the nodes update their states to reflect any new information gained during the
interaction. The new states of the nodes are a deterministic function of the state of each node
before the communication, i.e., there is a function Λ : S ′ × S → S2 such that if i was the initiator
of the communication,
(σ(i, t), σ(j, t)) = Λ(σ(i, t−), σ(j, t−)).
Let Λ1 : S ′ × S → S and Λ2 : S ′ × S → S denote the coordinate functions of Λ, such that
Λ(σ1, σ2) = (Λ1(σ1, σ2),Λ2(σ1, σ2)) for all σ1 ∈ S ′ and σ2 ∈ S. Let Θi ⊂ N denote the set of times
at which node i initiates a communication, i.e., Θi = {t ∈ Pi : σ(i, t−) ∈ S ′}. A node i that does
not initiate a communication at time t ∈ Pi may also update its state. More precisely, there is a
function5 Λ′ : S → S such that if σ(i, t−) 6∈ S ′ (so i does not communicate with any other node at
time t), σ(i, t) = Λ′(σ(i, t−)).
At any time t ≥ 0, each node i has an estimate for b, which we call the belief bit of i and denote
by σ̂(i, t) ∈ {0, 1}. We have reached consensus when all nodes have belief bit equal to b for the
remainder of the protocol, i.e., consensus is reached at the time τconsensus defined by
τconsensus = inf{t ≥ 0 : σ̂(i, t′) = b, ∀i ∈ [n], t′ ≥ t},
where the infimum of an empty set is ∞. For t ≥ 0 let N(t) denote the number of communications
initiated before or at time t, i.e., N(t) =
∑
i∈[n] #(Θi ∩ [0, t]). The cost until consensus is the
random variable Nconsensus defined by Nconsensus = N(τconsensus), i.e., Nconsensus is the number of
communications required to reach consensus.
Terminal consensus is a stronger notion of consensus. To define this, we first need to introduce
the notion of a terminal state. A state σ ∈ S is a terminal state if a node in this state will never
change state and never initiate further communications, i.e.,
σ 6∈ S ′ and Λ2(σ′, σ) = σ, ∀σ′ ∈ S ′.
Let S∞ ⊂ S denote the (possibly empty) set of terminal states. We say that we have reached
terminal consensus if all nodes are in a terminal state and have belief bit equal to b, i.e., terminal
4Note that to resolve draws, we define b = 0 if there are equally many nodes for which bi = 0 and bi = 1.
5Note that for the asynchronous model defined here it is sufficient to define Λ′|S\S′ . However, we choose to let the
domain of Λ′ be S since we use the same function for the synchronous model, which is defined later in this section.
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consensus is reached at the time τterminal defined by
τterminal = inf{t ≥ 0 : σ(i, t) ∈ S∞ and σ̂(i, t) = b, ∀i ∈ [n]},
where the infimum of an empty set is ∞. The cost until terminal consensus is the random variable
Nconsensus defined by Nterminal = N(τterminal).
We say that an event happens with high probability (w.h.p.) if it happens with probability
1−o(1), i.e., with probability converging to 1 as n→∞. Our goal is to find a protocol which achieves
consensus or terminal consensus w.h.p. while minimizing communication cost (i.e., minimizing
Nconsensus or Nterminal). Note that nodes have no perception of time beside the information stored
in their memory. Nodes can obtain an estimate for the time by counting their own clock rings or
by receiving such estimates from other nodes.
Synchronous model The synchronous model is defined just as the asynchronous model, except
that nodes are allowed to communicate at each time in N. However, in this model multiple nodes
may try to communicate with the same node simultaneously, which leads to collisions. Collisions
are handled as follows: if there are nodes i1, . . . , i` for ` ∈ N which initiate a communication with
a node j at time t ∈ N then one of two possibilities occurs: (a) If σ(j, t−) ∈ S ′, so that j initiates
a communication with another node at time t, then j will not communicate with any of the nodes
i1, . . . , i` at time t. Still, each of the communications initiated by the nodes i1, . . . , i` will have
unit cost. (b) If σ(j, t−) 6∈ S ′, so that j does not initiate a communication with another node at
time t, then j establishes a connection with a uniformly chosen node i′ ∈ {i1, . . . , i`}. The other
` − 1 nodes that initiated a communication with j do not exchange any information with i, but
each of their initiated communications still have unit cost. Note that under these rules, any node
communicates with at most one other node at a time. The nodes update their state as specified by
the functions Γ and Γ′ above, and again the goal is to minimize Nconsensus or Nterminal.
Awareness We say that a state is aware if a node in this state will always keep its belief bit for
the remainder of the protocol. In other words, a state σ ∈ S is aware if a node i in this state at
time t satisfies σ̂(i, s) = σ̂(i, t) for all s ≥ t, no matter which other nodes it communicates with
at times > t. When we reach consensus (as defined by τconsensus) all nodes have belief bit equal
to the majority bit, but the nodes are not necessarily aware that they have identified the majority
bit. A node in a terminal state, on the other hand, never updates its belief bit and is therefore
aware. Notice that when we reach terminal consensus, all nodes are in aware states, but this is not
necessarily the case when we reach consensus. Not all aware states are terminal states, since nodes
in aware states may change their state (only the belief bit must stay fixed) and they may initiate
communications with other nodes.
3 Proof outlines
In Sections 3.1, 3.3, and 3.4 we present the consensus protocols used in Proposition 3, Theorem 2,
and Theorem 1, respectively. The precise descriptions and analysis of the protocols are deferred to
Sections 5, 7, and 8, respectively. Section 3.2 gives a brief proof outline for our lower bounds.
3.1 First asynchronous upper bound for s = C(log n)2
All of the nodes are assigned types that describe their behavior: aspirant, expert, regular, or
terminal. Aspirants aspire to be experts, and experts are the knowledgeable nodes that spread
information about the correct bit. We describe below the four phases of the protocol and the
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behavior of each type of node. The phases are partly overlapping in time due to the asynchronous
nature of the communications. See Figure 2 for an illustration of the phases.
Expert selection phase At time t = 0 all the nodes are aspirants. Each aspirant i repeatedly
obtains an ordered tuple of bits (b′, b′′) by asking two other uniformly chosen nodes for their belief
bit in consecutive clock rings. If it observes log log n tuples (0, 1) before the first tuple (1, 0) then
it becomes an expert; otherwise it becomes a regular node.
Note that each time a node obtains a tuple (b′, b′′) it is equally likely that (b′, b′′) = (0, 1) and
that (b′, b′′) = (1, 0) (see von Neumann’s unbiasing [VN51]). Therefore an aspirant turns into an
expert with probability 0.5dlog logne ≈ 1/ log n, so we create approximately n/ log n experts w.h.p.
Estimation phase Each expert i contacts a uniformly chosen node j at each of C log n consecutive
clock rings for sufficiently large C, and stores the initial bit bj of each node j. At the end of the
estimation phase, the expert i calculates the majority bit among the bj ’s, and this becomes the
new belief bit of i. By a Chernoff bound and a union bound, w.h.p. all the experts estimate the
majority bit correctly in the estimation phase if C is chosen sufficiently large (depending only on
, where  is as defined in Theorem 1).
Pushing phase Each expert i initiates a communication with a uniformly sampled node j at each
of log n consecutive clock rings. The expert i sends its estimate of the majority bit to j, and j adopts
this estimate and becomes a terminal node. Terminal nodes do not initiate any communications
and do not change their state if other nodes initiate communications with them. After the log n
clock rings, i also becomes a terminal node. Since there are Θ(n/ log n) experts and each expert
contacts log n nodes, one can argue that w.h.p. a constant fraction of the nodes become a terminal
node in this phase.
Pulling phase Each regular node i initiates a communication with another node every log n clock
rings6 until it encounters a terminal node j. When i succeeds it adopts the estimate of j for the
majority bit and becomes a terminal node. The protocol ends when all the nodes are terminal.
The communication cost in this phase is O(n) since a uniformly positive fraction of the nodes
are terminal nodes at the beginning of the phase, so the number of trials of each regular node is
stochastically dominated by a geometric random variable with uniformly positive success probabil-
ity, which has expectation O(1).
3.2 Lower bounds proof outline
We first outline the lower bound for the asynchronous model (Theorem 4), and then we explain
which changes are needed to adapt it to the synchronous case (Theorem 5). The notion of passive
and active states play an essential role in both proofs. A state σ ∈ S is passive if a node in this
state will not initiate communication until another node has contacted it. A state called active if it
is not passive. Since #S = s, active nodes must be involved in a communication (either as initiator
or recipient) at least every s clock rings. Passive states are essential for reducing the number of
communications in the protocols described in Sections 3.1, 3.3, and 3.4. On the other hand, as we
discuss below, it is costly to have many nodes in passive states unless they have a correct estimate
for the majority bit.
Let S0 ⊂ S be set of all states that are attained with positive probability, i.e.,
S0 = {σ0 ∈ S : ∃t ≥ 0, i ∈ [n] such that P[σ(i, t) = σ0] > 0}.
6In fact, regular nodes initiate a communication with another node every logn clock rings throughout the full
protocol. However, only in the pulling phase and the latter part of the estimation phase they are likely to encounter
a terminal node.
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Figure 2: The figure illustrates three of the phases of the protocol described in Section 3.1: the
estimation phase, the pushing phase, and the pulling phase. In the estimation phase each expert
asks C log n nodes for their bit, and each expert calculates the majority bit among the asked nodes.
In the pushing phase each expert informs log n nodes about the bit calculated in the estimation
phase, and these nodes become terminal nodes. In the pulling phase uninformed nodes initiate
communications until they encounter a terminal node.
aspirant
expert
regular
terminal
expert selection
estimation
pushing
pulling
Phases
Figure 3: The figure shows the four types of nodes considered in the proof of Proposition 3, and
which types the nodes can move between in the various phases.
Consider two cases: (i) all nodes are active at all times a.s., i.e., all states in S0 are active, and
(ii) nodes in passive states arise with positive probability, i.e., S0 contains at least one passive state.
For case (i) we know that even if all nodes were to initiate a communication every time their
clock rings, w.h.p. there are nodes that do not communicate a single time before time t = Ω(log n).
Therefore τconsensus = Ω(log n) w.h.p. This immediately implies the theorem in case (i), since we
have n nodes which communicate for time τconsensus = Ω(log n) at rate at least 1/s, so the total
number of communications is Ω(ns−1 log n).
In case (ii) we show that if σ0 ∈ S0 is passive, then w.h.p. there are n0.9 nodes7 in state σ0 at
time s, independently of whether the true majority bit b = 0 or b = 1. We first explain how to
conclude the proof once we have established this result. If b 6= σ̂(i, t) for a node i in state σ0 at time
t, then, to reach consensus, all the n0.9 nodes with state σ0 must be reached by other nodes to reach
consensus. By a coupon collector argument, Θ(n0.1n0.9 log n0.9) = Θ(n log n) communications are
necessary to reach the n0.9 nodes.
To prove that there are n0.9 nodes in state σ0 at time s, we show that w.h.p., for all σ ∈ S0,
there are at least n0.9 nodes in state σ at time s. Let A(0) ⊂ S be the set of the two initial states
that the nodes can take at time t = 0. We define A(k) ⊂ S inductively as the set of states that may
be attained from states in A(k − 1), i.e., the set of all possible states that may arise from a set of
nodes with states in A(k− 1) after one clock ring. We note that A(k) is obtained deterministically
from A(k − 1) and does not depend on the actual clock rings/communications that happen or the
majority bit. Also, the number of elements in A(k) are increasing with k, since it is always possible
that a node does not change state after a clock rings. We use this and the bound on the total
number of states, #S0 ≤ s, to show that in fact A(k) = S0 for all k ≥ s.
7The exponent 0.9 is somewhat arbitrary; we can obtain any fixed power of n by adjusting the constant c in the
statement of the theorem.
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Figure 4: All states σ1 and σ2 in A(k − 1) have frequency at least ak−1 w.h.p. Thus, all states in
A(k) have frequency at least ca2k−1 w.h.p.
We see that all states in S0 can be present at time s, regardless of whether the majority bit
b = 0 or b = 1. As a result we cannot have any states that are aware in S0, i.e., states that never
change their belief bit. Thus, states with the incorrect belief bit that are passive must be contacted
to achieve consensus.
Now consider the deterministic set A(k − 1) at time k − 1. Suppose that each of the states in
A(k−1) occurs with frequency at least ak−1 (i.e., in at least nak−1 nodes) at time k−1 as illustrated
in Fig. 4. Then w.h.p. all states in A(k) are found in the protocol at time k with frequency at
least c0a
2
k−1 for some constant c0 > 0. To see why this is true, we consider all possible interactions
between pairs of states in A(k−1) in the unit time interval between k−1 and k. Let σ1 ∈ A(k−1).
Then, if the node in state σ1 initiates communication, the probability that it interacts with some
state in A(k − 1) is at least ak−1. Therefore, the frequency of states in A(k) that will be present
at time k is at least cna2k−1 w.h.p., where the constant c depends on the various probabilities of
communications happening during that unit time interval from k to k + 1.
Applying this bound on the frequency of states from A(k) iteratively and using s ≤ log logn−c−1
we get that all states in S0 = A(s) are found with frequency at least (c′)2s > n−1 · n0.9 at time s
for a constant c′ > 0 w.h.p.
The proof for the synchronous model has many similar ideas: Again we define sets A(k) in-
ductively; now A(k) describes the set of states which occur at time k with positive probability.
By a similar argument as before, for all σ ∈ A(s) there are at least n0.9 nodes in state σ at time
log logn − c−1. Furthermore, we may assume no states in Â := ⋃k≤log logn−c−1 A(k) are passive,
since this would give Ω(n log n) communications by a coupon collector argument. Therefore we
have n nodes communicating at rate at least 1/s for time log log n − c−1, which gives a total of
Θ(ns−1 log logn) communications. However, there are some differences between the synchronous
and asynchronous case: In the synchronous case the sets Â and S0 are not necessarily the same,
since the sets A(k) may not be increasing. Furthermore, consensus may be reached in only time
Θ(log log n) (rather than Θ(log n)) in the synchronous model.
3.3 Synchronous upper bound for s = C(log log n)2
In this section we describe the protocol used in the proof of Theorem 2. As in the description of
the first asynchronous protocol in Section 3.1, we rely on node types to describe the behavior of the
nodes; we use aspirant, expert (at different levels), expert candidate, regular, informed, or terminal
nodes. Define M = d2 log log ne and K = d5 log log ne.
Expert selection phase At t = 0 all nodes are aspirants, and are differentiated to be either experts
or regular nodes by the end of the expert selection phase. Approximately n0.5K = Θ(n/(log n)5)
nodes become level 0 experts, and the remaining nodes become regular nodes. The selection is done
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Figure 5: The figure shows the six types of nodes considered in the proof of Theorems 1 and 2, and
the types the nodes can move between in the various phases.
by a variant of von Neumann unbiasing as in Section 3.1. However, we have to introduce some new
tricks because no information is exchanged if all the nodes initiate a communication simultaneously.
The protocol is described in detail in Section 7.
Estimation phase The estimation phase is divided into M rounds as described below, where each
round lasts for time 2K + 3. At the beginning of round m there are approximately n0.5K level
m− 1 experts, while the remaining nodes are regular nodes.
1. In the first three steps of round m, each level m−1 expert i initiates a communication with a
uniformly chosen node j. A node j which is contacted by a level m−1 expert in all three time
steps becomes a level m expert. Letting b, b′, b′′ denote the belief bits of the three experts
contacting j, the node j updates its belief bit to be the majority bit in {b, b′, b′′}. A node
which receives a bit from a level m − 1 expert in the first step waiting to receive two more
bits is called a level m expert candidate.
2. At time step 4 the level m − 1 experts and level m expert candidates change their type to
regular nodes. Now all nodes are either level m experts or regular nodes.
3. At time steps 4 to 2K + 3 each level m expert i initiates a communication with a uniformly
chosen node j. The node j also becomes a level m expert and sets its belief bit equal to the
belief bit σ̂(i, t) of i.
One can show that w.h.p. there are approximately n0.5K level M experts, and that all level M
experts have a correct estimate for the majority bit (see the end of this subsection for an analysis).
At the end of round M , the experts change their type to informed. Now all nodes are either
informed or regular.
Pushing phase In the pushing phase each informed node i initiates a communication with a
uniformly chosen node j every time its clock rings. If j is a regular node then j becomes informed
with the same state as i. If j is terminal then i becomes terminal and j does not change its
state. If the communication with j is rejected (e.g., due to j initiating its own communication),
then i becomes terminal, and j does not change its state. The pushing phase has duration of order
log logn, and at the end of the pushing phase a uniformly positive fraction of the nodes are terminal
nodes.
Pulling phase Regular nodes initiate a communication every 3MK = Θ((log log n)2) time steps
throughout the protocol. The first time a regular node i encounters a terminal node j, it adapts the
majority bit estimate of j and becomes a terminal node itself. W.h.p. no regular node initiates a
communication until the pulling phase. Any fixed regular node i typically needs O(1) trials before
it succeeds in contacting a terminal node, since it contacts a terminal node with uniformly positive
probability every time it initiates a communication.
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Analysis of estimation phase. If a fraction δ  1 of the level m − 1 experts have a wrong
estimate for the majority bit, then the fraction of wrong level m experts will be approximately 3δ2.
Therefore, a level M expert is wrong with probability approximately (1 − p)2M  n−1, so w.h.p.
all level M experts will have a correct estimate for the majority bit.
Recall that at the beginning of round m there are approximately n0.5K level m−1 experts. We
will have approximately n0.53K level m experts after the first three time steps of the round, since the
probability that any given node i is contacted by an expert in all three steps is approximately 0.53K .
In each of the later time steps of round m the number of experts approximately doubles, which
gives that the number of experts at the end of the round is approximately n0.53K · 22K = n0.5K .
Notice that if the number of level m − 1 experts is (1 + )n0.5K for some  ∈ (−0.5, 0.5) then
the number of level m experts after the first three time steps is typically about (1 + )3n0.53K =
(1 + 3+ o())n0.53K . In particular, the percentage-wise error  triples, so it grows exponentially in
the round number. Therefore we need very good concentration estimates when we make rigorous
the heuristic estimates of the preceding paragraph. In particular, we show that the number of
collisions (which happen when an expert contacts a node which is already an expert or is contacted
by another expert at the same time) is sufficiently small to be ignored.
Memory usage Aspirants, experts, and regular nodes all require Ω((log log n)2) states of memory
(see Lemma 6).
3.4 Asynchronous upper bound for s = C(log log n)3
The protocol for the asynchronous model (which is used to prove Theorem 1) has the same overall
structure as the protocol for the synchronous case in Theorem 2. First there is an expert selection
phase, followed by an estimation phase, a pushing phase, and a pulling phase, respectively. Due to
the asynchronous nature of the Poisson clocks, the phases are partly overlapping in time. At any
point in time each node is one of the following types: aspirant, expert, expert candidate, regular,
informed, or terminal.
Expert selection phase All nodes are aspirants in the beginning of the expert selection phase.
The purpose of this phase is to select approximately n2−K level 0 experts for K = Θ(log log n).
Nodes which do not become experts become regular nodes. The selection of experts is done by von
Neumann unbiasing.
Estimation phase The estimation phase consists of M = 2 log log n rounds. Level m is associated
with a set of approximately n2−K nodes that we call level m experts. As before, a node may become
a level m expert upon being contacted by at least three level m−1 experts, or upon being contacted
by one level m expert. There are approximately n2−3K level m experts of the former kind, and
their belief bit is obtained by calculating the majority bit among the three belief bits received from
level m−1 experts. Each of these level m experts create approximately 22K new level m experts by
“rumor-spreading” their belief bit for 2K clock rings. As in the synchronous case, w.h.p. all level
M experts will identify the majority bit b. At the end of the estimation phase all level M experts
become informed nodes.
One substantial challenge in the asynchronous case as compared to the synchronous case is the
creation of level m experts from level m − 1 experts. In the protocol for the synchronous model
a level m expert is created when three level m − 1 experts contact a node during a time interval
of three clock rings, but this event is too unlikely in the asynchronous case since the levels are not
synchronized; a node will be contacted by three level m−1 experts with about the same probability
as before, but the time between each contact will typically be much larger. A node must remain
an expert candidate for a sufficient amount of time to allow other level m− 1 experts to contact it.
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However, it should not remain an expert candidate indefinitely. We let an expert candidate convert
to a regular node after Θ((log log n)2) clock rings, which gives sufficient time to be contacted by
three level m− 1 experts, since this is the duration of the estimation phase for most nodes.
Pushing phase Informed nodes spread the bit b until a constant fraction of the nodes are terminal
nodes with the bit b. More precisely, every time the clock of an informed node rings it contacts
a uniformly chosen node, and if this node is a regular node it transforms into an informed node.
Similarly as in the synchronous model, the spreading slows down when a sufficiently high fraction
of the nodes are terminal nodes, since an informed node transforms into a terminal node when it
contacts a terminal node.
Pulling phase Throughout the protocol each regular node initiates a communication every Θ((log log n)2)
clock rings until it encounters a terminal node, upon which it also becomes a terminal node. By
comparison with geometric random variables as before, we get that the number of communications
in this phase is O(n).
Memory usage Among the six types of nodes we have introduced, the expert candidates require
the most memory: They use Θ((log log n)2) states to count down time to the conversion to a
regular node, and they use Θ(log log n) states to store the level number, which gives a total of
Θ((log log n)3) states of memory.
4 Comparison of algorithms and proof techniques
In this section, we provide a more detailed comparison of our algorithms and proof techniques with
those of prior related papers, particularly those highlighted in Table 1.
4.1 Achievable results (upper bounds)
Our protocols rely on a dominant primitive from the probabilistic consensus literature: polling.
That is, nodes should request the opinions of their peers and adopt the majority opinion. Many
papers analyze polling-based protocols. In these protocols, nodes are arranged in a graph, and
at each clock ring (synchronous or not), each node contacts a random subset of its neighbors
on the graph and adopts the majority opinion among them. Such models have been studied on
complete graphs [CG14], infinite trees [KM11], graphs of fixed degree sequence [AD15], and social
networks [MNT14]. Results often characterize the probability of consensus and convergence time
for different graph structures and/or initial majority advantages [KM11, AD15, MNT14, CG14].
We have avoided these complexities by assuming a complete graph.
None of the above papers constrains the storage available at each node explicitly. Among models
that explicitly constrain node memory, many papers (particularly in the population protcol liter-
ature) initially considered constant memory constraints [NIY99, HP01, AF02, AAD+06, BTV09,
BTV11, DV12, SCHK13, AAE08, PVV09, CDFR16, MT17]. In the constant-memory regime,
many results have focused on demonstrating that consensus can be achieved, either w.h.p. or ex-
actly [BTV09, BTV11, AAE08, PVV09, AF02, CFR09], as well as (upper) bounding the time to
consensus [DV12, SCHK13, AAE08, PVV09]. Despite considering slightly different models and/or
problem formulations, these upper bounds tend to show that when the initial advantage is large (i.e.,
bounded away from 1/2), consensus on a complete graph is achievable within O(log n) wall-clock
time and/or O(n log n) interactions, as seen in Table 1 [AAE08, PVV09, DV12, SCHK13, CG14].
A natural question is whether this upper bound can be tightened by giving nodes more memory;
this is the topic of our paper. Several papers have proposed exact majority protocols with memory
constraints that grow with n, including [AGV15, AAE+17, BCER17, AAG18, BKKO18]. For exact
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majority, results have focused on the setting where the initial advantage is small (e.g., as small as
1/n), with the goal of achieving (exact) consensus without incurring a linear time complexity. As
such, many of the achievable schemes have a superlogarithmic time complexity; it is important to
note that this arises because they are addressing a harder problem.
Related studies have considered the more difficult problem of plurality consensus [BFGK16,
GP16b]. These papers show that plurality consensus is possible with polylogarithmic storage in
polylogarithmic time, w.h.p. Again, this body of work optimizes the time to consensus, rather than
the communication cost. Other papers have optimized communication costs among protocols that
can withstand robustness to Byzantine faults. However, there is typically a storage cost associated
with such robustness; for instance, [GK10] requires each node to store Ω(
√
n log2 n) bits per node—
significantly higher than our proposed protocols, which require as few as O((log logn)2) states. We
do not consider Byzantine fault-tolerant protocols in this work, though it is an interesting direction
for future work.
4.1.1 Comparison of Techniques
Our protocols use some algorithmic tools that are also used in other majority consensus protocols.
We summarize those tools here, while also highlighting the differences with our own protocols.
Role assignment Notice that several of our protocols assign nodes to distinct roles (e.g., expert),
and define different state transition rules for different roles. This is useful because it allows system
designers to introduce asymmetry into the protocol; some nodes can work harder than others. Role
assignment is becoming a common theme in recent papers, and is used in [AG15, GP16b, AAG18].
A key question is how to assign nodes to roles without access to a source of randomness (other
than the communication scheduling mechanism). This is commonly handled with protocols that use
interactions between nodes to infer roles. For example, [AG15] uses a protocol where interacting
nodes have associated numeric states; a node can be a “leader” or a “minion”, and this role is
determined by comparing the magnitude of a node’s own state with the state of its communication
partner. Other protocols have different ways of using node interactions to determine a node’s role;
we use von Neumann unbiasing [VN51], appealing both for its simplicity and its unbiased outputs.
Push-pull protocols A well-known idea in this literature is the fact that when spreading a
rumor, it is more efficient (from a message complexity standpoint) to push information in the
beginning of the protocol, when most nodes are uninformed, and pull information towards the end,
when most nodes are already informed. This follows from a coupon-collection argument, and is
formally analyzed in [KSSV00]. Although consensus is a harder problem than rumor spreading,
this idea has been widely used in many consensus algorithms, including ours. In particular, the
protocol we use to prove Proposition 3 first elects expert nodes, who inform themselves through
polling. Those experts then conduct a push-pull protocol to spread their expert opinions to the
rest of the network using total communication linear in n. We adapt these ideas into round-based
versions for our other upper bounds, relating to Theorems 1 and 2.
Timekeeping The ability of nodes to keep track of time is limited by their memory constraints.
This problem is especially pronounced in the asynchronous setting, and is the main cause of the
higher communication cost of asynchronous consensus compared to synchronous consensus in our
results.
Recently, papers have tackled the problem of timekeeping with the notion of phase clocks, a
protocol that allows agents to (approximately) synchronize their clocks within rounds, which are
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defined by a given number of interactions (e.g. n interactions). A key innovation of [AAG18] is to
develop a leaderless phase clock that is able to maintain this synchronization without electing a
leader, which is expensive. The key idea is to have pairs of nodes alter their local time estimate
whenever they meet, using ideas related to the power of two choices.
We do not use a leaderless phase clock to keep time; our protocols instead allocate a portion
of each node’s memory for timekeeping, which is tracked by counting rings of the node’s internal
clock. Since clocks can drift apart in the asynchronous setting, the phases of our protocols have
some overlap; dealing with this drift is one of the main challenges of moving from the synchronous
setting to the asynchronous one.
4.2 Converse results (lower bounds)
Three converse results in particular relate to our work. The first two lower bound the time com-
plexity of exact consensus. The third bounds the communication complexity of a related problem:
randomized rumor spreading.
Alistarh, Gelashvili, and Vojnovic [AGV15] This paper considers exact majority consensus
over a complete graph in an asynchronous setting. Recall that exact consensus requires consensus
on the correct majority bit with probability 1. The authors show a lower bound of Ω(log n) parallel
convergence time for any memory constraint s, as well as a scheme called average-and-conquer that
achieves this bound. Here parallel convergence time refers to the wall-clock time to convergence;
in a discrete-time setting where all nodes communicate at each clock ring, it is the number of total
communication instances divided by n.
The lower bound in [AGV15] follows from a coupon-collecting argument. Since each node’s
clock rings according to a Poisson process, we must wait Ω(log n) time before every node’s clock
has rung at least once w.h.p. Since we need every node to communicate in order to achieve exact
consensus (or approximate consensus, for that matter), this lower bounds the (parallel) time to
consensus.
At first glance, the lower bound of [AGV15] suggests a necessary communication cost of Ω(n log n)
for population protocols, since parallel time is defined as the number of interactions divided by n
and interchangeable (modulo some constant factor) with the wall-clock time. However, under our
model, all nodes need not communicate at every time step, leading to a reduced lower bound on
communication costs. Note that declining the opportunity to communicate can only increase the
time complexity of a protocol; indeed, the protocols we propose complete in O˜(log n) wall-clock
time.
Alistarh, Aspnes, Eisenstat, Gelashvili, and Rivest [AAE+17] This paper shows that
any exact majority protocol achieving consensus using O(log log n) states requires Ω(n/polylog(n))
expected convergence time. It builds on the technical building blocks of [DS18], and is the starting
point for the subsequent converse bounds of [AAG18]. Although the bounds of [AAG18] are tighter
than those in [AAE+17], we focus on [AAE+17] here because its proof techniques are similar those
in our lower bounds. Also, [AAG18] assumes protocol monotonicity and output dominance; our
lower bound requires neither assumption.
The proof of [AAE+17] has three main steps. The first is to show that for any initial allocation
of nodes to states, any consensus protocol must eventually reach a dense configuration, in which
each state has at least a certain number of nodes in that state. The second step is to show
a transition ordering lemma as in [CCDS14], which shows conditions that a sequence of state
transitions must satisfy to eliminate incorrect states quickly. For example, the authors define the
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notion of a bottleneck transition, which is (roughly) a transition that has a low probability of
occurring. They then show that if a protocol converges quickly, it cannot include any bottleneck
transitions. Finally, using the transition ordering arguments, the authors show that if a protocol
converges too quickly, there must be executions under which it converges to the wrong answer.
As summarized in Section 3.2, our own proof has similarities to [AAE+17]. First, we show
that w.h.p., any protocol must end up in a dense configuration. Next, we argue that from such a
dense configuration, one cannot reach a correct configuration without incurring the communication
lower bounds in Theorems 4 and 5. However, the second step of our proof is different from that of
[AAE+17]. Rather than invoking a transition ordering lemma, we instead use a coupon-collecting
argument to show that the number of communications needed to eliminate each incorrect state
from a dense configuration is Θ(n log n). Such an argument was not possible in [AAE+17] because
coupon-collecting arguments give high-probability statements, which are not sufficient to reach
exact consensus.
Karp, Schindelhauer, Shenker, and Vocking [KSSV00] This converse is the oldest of the
three, and also applies to a different problem from ours. The bound nonetheless has implications
on majority consensus. In [KSSV00], a single node starts with a message; the goal is for every node
to obtain the message. The authors consider a synchronous model in which nodes can choose not
to communicate; each node has unlimited memory, but nodes cannot keep track of which nodes
have already seen the message. This is an easier problem than majority consensus because the final
result does not depend on local knowledge of other nodes. The authors show a lower bound on the
communication cost of any such protocol of Ω(n log logn) transmissions. This lower bound on an
easier problem would seem to contradict our achievable protocol of communication cost O(n). The
discrepancy stems from slight differences in communication models; [KSSV00] requires nodes to
connect to a peer in every timestep, at which point one or both parties can decide to communicate.
This model can only increase the amount of communication that occurs compared to our model,
in which nodes can choose not to connect at all.
Some aspects of the proof techniques used in [KSSV00] are widely used in the analysis of
population protocols. In particular, [KSSV00] structures their proof by tracking the fraction of
nodes that have received the rumor in each round of communications, defined as a sequence of n
consecutive communications. They show that the fraction of uninformed nodes cannot decay too
quickly between rounds, which thereby lower bounds the amount of communication needed to reach
a fully-informed state. Although we do not use this structure to show the full lower bound, we use
a similar approach to show that the number of nodes in each state is large enough at time s, which
is the starting point for our coupon-collector argument.
5 First asynchronous upper bound for s = C(log n)2
In this section we first define precisely the protocol introduced in Section 3.1, and then we give a
detailed analysis of the protocol, which proves Proposition 3.
5.1 The protocol
We advise the reader to read the informal presentation of the protocol in Section 3.1 before reading
the more formal description here. We specify the protocol precisely by describing exactly the
behavior of the nodes of the various types.
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Define the following constant
C0 =
10
2
.
For each node i ∈ [n] and time t ≥ 0 we write the state σ(i, t) ∈ S of i at time t as a tuple of
integers such that the first element of the tuple indicates the type, the last element of the tuple is
the belief bit σ̂(i, t), and the form of the tuple depends on the type. For an aspirant (resp., expert,
regular node, terminal node) the first element of the tuple equals 1 (resp., 2, 3, 4). Let σ1(i, t) ∈ [4]
denote the type of node i at time t.
Aspirant The state of an aspirant i ∈ [n] at time t ≥ 0 is of the form σ(i, t) = (1, d, b′, b), where
d ∈ [dlog logne] is the success counter, b′ ∈ {−1, 0, 1} is the test bit, and b = σ̂(i, t) ∈ {0, 1} is the
belief bit. At t = 0 each node i ∈ [n] has state given by σ(i, t) = (1, 1,−1, bi). When the clock of
an aspirant rings it initiates a communication with a uniformly chosen node j and then it executes
the following actions for as long as d < dlog logne, where b′′ denotes the belief bit of j.
1. If b′ = b′′ then i sets b′ = −1.
2. If b′ = −1 then i sets b′ = b′′.
3. If b′ = 0 and b′′ = 1 then d is increased by 1 and b′ is set to −1.
4. If b′ = 1 and b′′ = 0 then i becomes a regular node with state σ(i, t) = (3, 1, b) and the process
described here terminates.
If the above process terminates because d = dlog log ne, then i becomes an expert with state
σ(i, t) = (2, 1, 1, 1, b).
Furthermore, if another node initiates a communication with an aspirant, then the aspirant will
not change its state.
Expert The state of an expert i ∈ [n] at time t ≥ 0 is of the form σ(i, t) = (2, ξ, d, d′, b), where
ξ ∈ {1, 2} is the phase, d ∈ [dC0 log ne] is the time counter, d′ ∈ [dC0 log ne] is the 1-counter, and
b = σ̂(i, t) ∈ {0, 1} is the belief bit. We say that the expert is in the estimation phase (resp.
pushing phase) if ξ = 1 (resp. ξ = 2). In the analysis section, if i ∈ [n] is an expert at time t ≥ 0 let
ξ(i, t) ∈ {1, 2} denote the phase of i at time t. When the clock of an expert rings then the expert
executes the following actions.
1. If ξ = 1 and d < dC0 log ne then i initiates a communication with a uniformly chosen node j,
the time counter d increases by 1, and d′ increases by 1 if and only if σ̂(j, t) = 1.
2. If ξ = 1 and d = dC0 log ne then i sets ξ = 2 and d = 1. Furthermore, it sets b = 1 (resp. b = 0)
if d′ > C0 log n/2 (resp. d′ ≤ C0 log n/2).
3. If ξ = 2 then i initiates a communication with a uniformly chosen node j.
• If d < dlog ne then d increases by 1.
• If d = dlog ne then i becomes a terminal node with state σ(i, t) = (4, b).
If another node initiates a communication with an expert, then the expert will not change its state.
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Regular node The state of a regular node i ∈ [n] at time t ≥ 0 is of the form σ(i, t) = (3, d, b),
where d ∈ [dlog ne] is the time counter, and b = σ̂(i, t) ∈ {0, 1} is the belief bit.
1. When the clock of i rings it will initiate a communication with another node j if and only if
d = dlog ne. If j is a terminal node then i becomes a terminal node with state σ(j, t). Otherwise
i will not update its state, except that the time counter d increases by 1 (modulo dlog ne).
2. If a node j initiates a communication with i at time t then i will update its state if and only if
j is an expert with ξ = 2. In this case i will become a terminal node with state (4, σ̂(j, t−)).
Terminal nodes The state of a terminal node i ∈ [n] at time t ≥ 0 is of the form σ(i, t) = (4, b),
where b = σ̂(i, t) ∈ {0, 1} is the belief bit. A terminal node does not initiate communications, and
does not update its state when contacted by other nodes.
5.2 Analysis
We prove that the protocol defined right above satisfies all conditions of Proposition 3, which follows
by combining Lemmas 6, 9, and 11.
Lemma 6. In the protocol described in Section 5.1 it is sufficient that each node has 16dC0 log ne2
states of memory.
Proof. By considering each of the four types of nodes separately we see that the experts have the
largest need for memory. By considering the number of possible values that can be taken by any
of the components in σ(i, t) = (2, ξ, d, d′, b), we see that the following number of states of memory
is necessary
4 · 2 · dC0 log ne · dC0 log ne · 2 = 16dC0 log ne2.

The phases of the protocol described in Section 3.1 are partly overlapping in time. However,
our next lemma says that w.h.p. there is no overlap between the expert selection phase and the
pushing phase. Let σ1 be the time the expert selection phase ends, i.e., it is the first time that
there are no aspirants
σ1 = inf{t ≥ 0 : σ1(i, t) 6= 1, ∀i ∈ [n]}.
Let σ2 be the time that the pushing phase starts, i.e., it is the first time that we get an expert in
the pushing phase
σ2 = inf{t ≥ 0 : ∃i ∈ [n], σ1(i, t) = 2, ξ(i, t) = 2}.
Lemma 7. W.h.p. σ1 < 0.5C0 log n < σ2.
Proof. An expert finishes its estimation phase in dC0 log ne clock rings. By [AS04, Theorem A.1.15],
the probability that it takes less than 0.5dC0 log ne units of time to finish the estimation phase is
given by the following, where X ∼ Pois(λ) for λ = 0.5dC0 log ne
P[X > 2λ] = (e/4)λ < n−0.25C0 < n−2.
It follows by a union bound over all i ∈ [n] that 0.5dC0 log ne < σ2 w.h.p.
To conclude the proof we need to show that σ1 < 0.5dC0 log ne w.h.p. For any i ∈ [n] let A1(i)
denote the event that the clock of i rings at least 0.4dC0 log ne times during [0, 0.5dC0 log ne]. Then,
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with X as in the previous paragraph, P[A1(i)c] ≤ P[X < 0.8λ] < e0.02λ. We conclude with a union
bound that w.h.p. all the events A1(i) occur.
An aspirant repeatedly collects pairs of bits (b′, b′′). It transforms into a regular node if it
observes a pair of bits (b′, b′′) = (1, 0). Let A2(i) be the event that among the first 0.2dC0 log ne pairs
of bits collected there is at least one pair (1, 0). Note that on the event A1(i)∩{0.5dC0 log ne < σ2},
all the bits b′, b′′ will have the law of initial bits of uniformly sampled nodes. Therefore, on this
event, (b′, b′′) = (1, 0) with probability p(1 − p)(1 + O(1/n)) > /2, independently for each pair
(b′, b′′). By this observation, with R denoting a geometric random variable with success probability
/2, it holds for all sufficiently large n that
P[A2(i)c;A1(i) ∩ {0.5dC0 log ne < σ2}] ≤ P[R > 0.2dC0 log ne]
< (1− /2)0.2dC0 logne < exp(−0.09dC0 log n) < n−1.1.
We conclude by a union bound that w.h.p. all the events A1(i), A2(i), and 0.5dC0 log ne < σ2 occur.
On this event we also have σ1 < 0.5dC0 log ne, which concludes the proof of the lemma. 
Let E ⊂ [n] denote the set of experts, i.e.,
E = {i ∈ [n] : ∃t ≥ 0 such that σ1(i, t) = 2}.
Lemma 8.
P[|#E − E[#E ]| > n−0.55] ≤ 2 exp(−n0.1/2) and E[#E ] ∈ [n/(2 log n), n/ log n).
Proof. By Lemma 7, w.h.p. any node i has belief bit equal to its initial bit bi throughout the
aspirant phase (i.e., for times ≤ σ1). The two events 3. and 4. in the definition of an aspirant are
equally likely throughout the expert selection phase. A node becomes an expert if and only if the
event in 3. happens dlog log ne−1 times before the event in 4. happens for the first time. Therefore
the probability that a node becomes an expert is exactly 0.5dlog logne−1 ∈ [1/(2 log n), 1/ log n).
Furthermore, this happens independently for each node, so we obtain the lemma by Hoeffding’s
inequality. 
Let Lt denote the union of the terminal nodes and the experts that are in the pushing phase at
time t. Note that the sets Lt are increasing in t, i.e., Lt′ ⊆ Lt for t′ < t.
Lemma 9. The protocol terminates in finite time w.h.p., and on this event it holds w.h.p. that all
nodes have belief bit equal to b when the protocol terminates. In other words, τterminal <∞ w.h.p.
Proof. Lemma 8 implies that E 6= ∅ w.h.p., and on the event that E 6= ∅ the protocol terminates in
finite time a.s.
Consider a sequence of pairs of random variables {(Ij , ρj)}nj=1, where Ij ∈ [n] denotes the jth
node that becomes either a terminal node or an expert in the pushing phase, and ρj ∈ R+ denotes
the time at which this happens:
ρj = inf{t ≥ 0 : Ij ∈ Lt} = inf{t ≥ 0 : #Lt ≥ j}.
We show that P[σ̂(Ij , ρj) 6= b] ≤ n−2 for all j ∈ [n] by induction. This implies the lemma by a
union bound.
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First observe that I1 must be an expert which starts the pushing phase at time ρ1. Furthermore,
all nodes contacted by I1 are nodes for which the belief bit is equal to the initial bit. For any fixed
node i, the probability that this node encounters a node j with initial bit bj = b if it initiates
a communication is at least (np − 1)/(n − 1) (more precisely, this bound is sharp if bi = b, and
the considered event has probability np/(n− 1) otherwise). The expert polls dC0 log ne − 1 nodes,
and sets its belief bit equal to b if at least dC0 log ne/2 of these nodes have belief bit equal to b.
Therefore, by Hoeffding’s inequality and the definition of C0, for all sufficiently large n,
P
[
σ̂(I1, ρ1) 6= b
] ≤ exp{−2(p− 1/2 +O(1/ log n))2C0 log(n)} ≤ n−2.
Now suppose that for all i ∈ [j−1], P[σ̂(Ii, ρi) 6= b] ≤ n−2. We want to argue that P[σ̂(Ij , ρj) 6= b] ≤
n−2. Node Ij is either an expert that finishes the estimation phase at time ρj , or it is a regular node
which becomes a terminal node. If the latter, then the claim follows from the induction hypothesis.
If the former, then Ij must have polled dC0 log ne− 1 nodes k at times tk, each of which is either in
[n]\Ltk (and hence incorrect with probability 1−p, since its belief bit σ̂(k, tk) is equal to its initial
bit bk) or in Ltk (and hence incorrect with probability at most n−2). In both cases, j is incorrect
with probability at most 1 − p for sufficiently large n. Using the same argument as for j = 1, we
get P[σ̂(Ij , ρj) 6= b] ≤ n−2. 
Let T = 2(C0 + 1) log n. The following lemma will help us to bound the number of communi-
cations initiated by regular nodes during [T,∞).
Lemma 10. There exists a constant q > 0 depending only on  such that w.h.p. #LT ≥ qn.
Proof. Let E1 denote the event that at least n/(4 log n) experts have completed both the estimation
phase and the pushing phase by time T . Let E2 = {|#E−E[#E ]| > n−0.55}. Then E2 occurs w.h.p.
by Lemma 8.
We will argue that E1 occurs w.h.p. By Lemma 7, it holds w.h.p. that the aspirant phase
finishes before time 0.5dC0 log ne. Therefore it is sufficient to prove that for at least n/(4 log n)
experts the estimation phase and the pushing phase combined take less time than (1.5C0 + 2) log n.
It takes a := dC0 log ne+ dlog ne clock rings for an expert to finish both the estimation phase and
the pushing phase. Therefore, for a node i sampled uniformly at random from E , the probability
that these two phases take more time than λ = (1.5C0 + 2) log n is equal to the following, where X
is a Poisson random variable of parameter λ
P[X ≤ a] ≤ (1 + a)P[X = a] = (1 + a)λ
ae−λ
a!
.
Notice that the right side is smaller than 0.01 for all sufficiently large n. By Lemma 8 there are at
least n/(2.1 log n) experts w.h.p., and by Hoeffding’s inequality and independence of the Poisson
clocks we conclude that w.h.p. E1 occurs.
Let F be the σ-algebra generated by E and by the set of experts which finish both the estimation
phase and the pushing phase before time T . Note that E1 and E2 are measurable with respect to
F . On the event E2, the ≥ n4 logn nodes which become experts before time T send their belief bit
to dlog ne nodes. Let Y be the number of non-expert nodes which are contacted by at least one
of these experts (which means that this node becomes informed before time T ). Then we clearly
have Y ≥ #LT . The probability that a non-expert node is contacted by at least one expert (which
means that this node becomes informed) is at least 1 − (1 − 1/(n − 1)) n4 logn ·dlogne > 0.22 for all
sufficiently large n. Therefore, for all sufficiently large n,
E[Y | F ]1E1∩E2 > 0.22 · (n− n/ log n− n0.55) > 0.21n.
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Let i1, i2, . . . , i` be an enumeration of the nodes which are contacted by an expert which finishes
both the estimation phase and the pushing phase before time T . Conditioned on F , the random
variable Y is a function of i1, i2, . . . , i`. Furthermore, ` < dlog ne · (n/ log n + n0.55) on E2. It
follows from (5.2) and McDiarmid’s inequality that Y > 0.2n w.h.p. This concludes the proof since
Y ≥ #LT . 
Lemma 11. For the protocol described in Section 5.1 there is a C > 0 depending only on  such
that w.h.p. the communication cost is smaller than Cn.
Proof. The communication cost can be split into three parts, depending on whether the communi-
cation was initiated by an aspirant, an expert, or a regular node.
An aspirant repeatedly collects two bits b′ and b′′ by initiating two communications. It trans-
forms into a regular node if it observes a pair of bits (b′, b′′) = (1, 0). Therefore the number of
communications of each aspirant (divided by 2) is stochastically dominated by a geometric random
variable with success probability p(1 − p) · (1 + O(n−1)) (where the correction term (1 + O(n−1))
is added since a node cannot initiate a communication with itself). Furthermore, the number of
communications is independent for the different nodes. Letting Ri for i ∈ [n] denote independent
geometric random variables with success probability p(1 − p)/2, we see that the number of com-
munications initiated by aspirants is smaller than 4n/(p(1− p)), except on an event of probability
at most
P
[
n∑
i=1
Ri ≥ 4n
p(1− p)
]
. (1)
The probability in (1) converges to 0 as n goes to infinity by e.g. Chebyshev’s inequality, uniformly
for all p ∈ [1/2 + , 1− ].
Each expert initiates dC0 log ne − 1 communications during the estimation phase and dlog ne
communications during the pushing phase, so the total number of communication is ≤ #E · ((C0 +
1) log n + 2). It follows from Lemma 8 that w.h.p. the total number of communications initiated
by experts is smaller than (C0 + 2)n.
We separate the communication accounting into two time intervals: [0, T ] and [T,∞), and begin
by considering the latter interval.
Lemma 10 implies that the communication required for each regular node, starting at time T ,
to reach a node in LT is stochastically dominated by a geometric random variable with probability
of success q. If a regular node i initiates a communication with a node in LT at some time t > T
then i becomes a terminal node. We upper bound the number of communications initiated by
regular nodes during [T,∞) by considering the sum of n independent geometric random variables
R̂i, . . . , R̂n with success probability q. By Chebyshev’s inequality,
P
[
n∑
i=1
R̂i ≥ 2n
q
]
≤ Var[R̂i]q
2
n
=
(1− q)
n
.
We conclude that the regular node communication cost after time T is at most 2n/q w.h.p.
Next, we consider the time interval [0, T ]. For each i ∈ [n] the number of times in [0, T ] at
which i is a regular node and initiates a communication is bounded above by #(Pi∩ [0, T ])/dlog ne.
Since #(Pi ∩ [0, T ]) has the law of a Poisson random variable of parameter T , an application of
Chebyshev’s inequality gives
P
∑
i∈[n]
#(Pi ∩ [0, T ])
dlog ne ≥ 2(C0 + 2)n
 ≤ Var[#(Pi ∩ [0, T ])]
(2(C0 + 2)dlog ne)2n =
1
4(C0 + 2)dlog nen.
21
It follows that the regular node communication cost during [0, T ] is at most 2(C0 + 2)n w.h.p. 
6 Lower bounds
In Section 6.1 we prove Theorem 4. In Section 6.2 we explain which modifications are needed to
prove Theorem 5.
6.1 Asynchronous model
Let A(0) ⊂ S be the set of size two containing the states that may be attained at time k = 0. For
k ∈ N define A(k) ⊂ S inductively by letting A(t) be the set of states that can be obtained via one
Poisson clock ring from a group of nodes with states in A(k − 1), i.e., with Λ,Λ′ as in Section 2,
A(k) = A(k − 1) ∪ {Λ(σ, σ′) : σ, σ′ ∈ A(k − 1), σ ∈ S ′} ∪ {Λ′(σ) : σ ∈ A(k − 1) \ S ′}.
Observe that the size of sets A(k) is increasing in k and that if A(T +1) = A(T ) for some T ∈ N
then A(k) = A(T ) for all k ∈ {T, T + 1, T + 2, . . . }. Since #S = s this implies
A(k) = A(s), for k = s, s+ 1, s+ 2, . . . ,
and further
A(s) =
∞⋃
k=0
A(k). (2)
The following lemma is immediate by the definition of the sets A(k).
Lemma 12. With probability 1, {σ(i, t) : t ≥ 0, i ∈ [n]} ⊂ A(s).
To study the evolution of the states, we need to understand how some nodes may influence the
state of other nodes. Recall that r(i, t) ∈ [n] denotes the node that i contacts at time t on the event
that i initiates a communication at time t.
Definition 13. Node i influences node i′ during an interval J ⊂ [0,∞) if we can find an increasing
sequence of times t1 < · · · < t` in J and a sequence of nodes i0, i1, . . . , i`−1, i` ∈ [n] such that
• i0 = i, i` = i′, and
• for j = 1, . . . , `, either tj ∈ Pij and r(ij , tj) = ij−1 or tj ∈ Pij−1 and r(ij−1, tj) = ij.
A node i influences itself during any interval of time.
Let T (i, J) ⊂ [n] denote the set of nodes influenced by node i during J .
Note that some node i may influence some node j by the above definition although the state
of i has no actual impact on the state of j. The above definition gives an upper bound on the set
of nodes whose state could potentially be impacted by i, given the set of Poisson clock rings and
the random variables r(i, t). If i does not influence j during J according to the definition, then the
state of i at the beginning of J has no impact on the state of j at the end of J .
Let E(J) be the event that no nodes influence n0.05 or more nodes during J , i.e.,
E(J) = {#T (i, J) < n0.05, ∀i ∈ [n]}.
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Lemma 14. There is a universal constant c > 0 such that for any fixed interval J of length 1,
P[E(J)c] ≤ exp(−cn0.05).
Proof. We assume J = [0, 1] to simplify notation, but the general case can be done similarly. For
any fixed i ∈ N define L̂ = #T (i, J). The random variable L̂ is stochastically dominated by a Yule-
Furry process with rate 2 at time 1, since i initiates a communication at rate 1 and is contacted
by another node at rate 1. (Note that L̂ is not exactly equal in law to a Yule-Furry process since
the set of nodes is finite and the rate at which a new node is added to T (i, [0, t]) is equal to
2 ·#T (i, [0, t])(n−#T (i, [0, t]))/(n− 1) (not 2 ·#T (i, [0, t])).) By [Kar66, page 180],
P[L̂ = `] = exp(−2)(1− exp(−2))`−1.
Integrating this,
P[L̂ ≥ n0.05] ≤ exp(−(n0.05 − 2)e−2), (3)
and by taking a union bound over all i ∈ [n] we obtain the lemma. 
Lemma 15. For a universal constant c > 0, P[τconsensus < 0.1 log n] < exp(−cn0.1).
Proof. Let Y denote the number of nodes i that have never communicated (as neither initiator nor
recipient) before time 0.1 log n and for which the initial bit bi is different from the majority bit,
i.e., bi 6= b. Then we clearly have
P[τconsensus < 0.1 log n] ≤ P[Y = 0].
For each node i for which bi 6= b, the probability that i has not communicated with anyone before
time 0.1 log n is at least the following
P
[
(Pi ∩ [0, 0.1 log n]) = ∅] · P[r(j, t) 6= i ∀j ∈ [n], t ∈ Pj ∩ [0, 0.1 log n]
] ≥ n−0.1 · n−0.1 = n−0.2.
Since there are at least n nodes with the wrong initial bit, this gives E[Y ] ≥ n0.8.
For i ∈ [n] let Xi denote the randomness associated with Pi ∩ [0, 0.1 log n] and r(i, t) for t ∈
Pi ∩ [0, 0.1 log n]. Then Y is a function of the independent random variables Xi. Let E be the
event that no Poisson clock rings more than n0.1 times during [0, 0.1 log n]. By a union bound and
[AS04, Theorem A.1.15], for all sufficiently large n,
P[Ec] ≤ nP[#P1 ∩ [0, 0.1 log n] > n0.1] ≤ exp(−n0.1).
Changing one Xi cannot change Y by more than n, and on the event E changing one Xi does not
change Y by more than 2n0.1 + 1. By a variant of McDiarmid’s inequality when differences are
bounded with high probability [Kut02, Theorem 3.9], for all sufficiently large n,
P[Y = 0] ≤ P[|Y − E[Y ]| > n0.65] ≤ 4 exp
(
− (n
0.65)2
8(2n0.1 + 1)2n
)
≤ 4 exp(−0.05n0.1).
The lemma follows by choosing c sufficiently small. 
Lemma 16. There is a constant a ∈ (0, 1) depending only on p such that with probability at least
1− exp(−an0.05) the following holds for t = 0, . . . , s and all σ ∈ A(t)
#{i ∈ [n] : σ(i, t) = σ} ≥ a2tn. (4)
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Before presenting the proof we observe that the right side of (4) is greater than n0.9 for t ≤ s
and c sufficiently small
a2
t
n ≥ a2log logn−c
−1
n = n1+(log a)2
−1/c
. (5)
Proof of Lemma 16. For k ∈ N ∪ {0} and a0, a1 ∈ (0, 1), let Ea0,a1(k) denote the event that all
states in A(k) are well represented at time k. More precisely,
Ea0,a1(k) = {#{i ∈ [n] : σ(i, k) = σ} ≥ a2
k
0 a
2k−1
1 n, ∀σ ∈ A(k)}.
Let c ∈ (0, 1) be the constant in Lemma 14. We will prove that for all k ∈ N and for a0, a1 ∈ (0, 1)
depending only on p, the following holds for all sufficiently large n
P[Ea0,a1(k)c; Ea0,a1(k − 1)] < 4s exp(−cn0.05/2). (6)
We will first explain why (6) implies the lemma. Observe that Ea0,a1(0) occurs for a0 < 2.
This and (6) imply the following for a ≤ 0.5a0a1 and all sufficiently large n
P[#{i ∈ [n] :σ(i, k) = σ} ≥ a2kn, ∀σ ∈ A(k), k = 0, . . . , s] ≥ P
[ s⋃
k=0
Ea0,a1(k)
]
≥ 1−
s∑
k=1
P[Ea0,a1(k)c; Ea0,a1(k − 1)]
≥ 1− 4s2 exp(−cn0.05/2).
By choosing a sufficiently small this implies the lemma, since for sufficiently small a right side is
≥ 1− exp(−an0.05).
We will now prove (6). Assume E(k − 1) occurs and let σ ∈ A(k). There are four cases
(recall that Λ1 and Λ2 denote the coordinate functions of Λ = (Λ1,Λ2)): (i) σ ∈ A(k − 1), (ii)
σ ∈ {Λ1(σ′, σ′′) : σ′, σ′′ ∈ A(k− 1), σ′ ∈ S ′}, (iii) σ ∈ {Λ2(σ′, σ′′) : σ′, σ′′ ∈ A(k− 1), σ′ ∈ S ′}, and
(iv) σ ∈ {Λ′(σ′) : σ′ ∈ A(k − 1) \ S ′}. We will only consider (i) and (ii), since (iii) and (iv) can be
treated similarly.
For any i ∈ [n] the probability that the Poisson clock of i does not ring during a given interval
of length 1 and that no one initiates a communication with i during this interval is at least e−2.
Therefore we get the following in case (i) by choosing a0 and a1 sufficiently small
E[#{i ∈ [n] : σ(i, k) = σ} |Ea0,a1(k − 1)] ≥ P[σ(i, k) = σ |σ(i, k − 1) = σ] · a2
k−1
0 a
2k−1−1
1 n
≥ e−2 · a2k−10 a2
k−1−1
1 n ≥ a2
k
0 a
2k
1 n.
For any i ∈ [n] the probability of the following event is at least e−4 for J = [k − 1, k]
• the Poisson clock of i rings exactly once during J (probability e−1),
• no one initiates a communication with i during J (probability ≥ e−1),
• if i chooses to communicate when its Poisson clock rings then the node j that it contacts has
a Poisson clock which does not ring at all during J (probability e−1), and
• no one else than i initiates a communication with j during J (probability ≥ e−1).
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On this event i will have state Λ1(σ(i, k − 1), σ(j, k − 1)) at time k. We get the following in case
(ii) by choosing a0 and a1 sufficiently small
E[#{i ∈ [n] :σ(i, k) = σ} |E(k − 1)] ≥ P[σ(i, k) = σ |σ(i, k) = σ′] · a2k−10 a2
k−1−1
1 n
≥ e−4 · a2k−10 a2
k−1−1
1 · a2
k−1
0 a
2k−1−1
1 n ·
n− 1
n
≥ a2k0 a2
k−1
1 n.
Note that the extra factor of n−1n in the second term may be needed if σ = Λ(σ
′, σ′) for σ′ ∈ A(k−1).
Concentration of the above random variables #{i ∈ [n] : σ(i, k) = σ} follow from a version
of McDiarmid’s inequality when differences are bounded with high probability [Kut02, Theorem
3.9]. We write out the details for case (ii), but the other cases are treated in the exact same
way. For i ∈ [n] let Xi denote the randomness associated with Pi ∩ [k − 1, k] and r(i, k) for
k ∈ Pi∩ [k−1, k]. Note that the random variables Xi are independent. Let F denote the σ-algebra
generated by the random variables σ(i, k−1) for all i ∈ [n]. Conditioned on F , the random variable
Y := #{i ∈ [n] : σ(i, k) = σ} is a function of the random variables Xi. Changing one Xi cannot
change Y by more than n, and on the event E of Lemma 14 changing one Xi changes Y by at most
n0.05. By Lemma 14 and McDiarmid’s inequality for differences bounded with high probability, the
following holds for all sufficiently large n,
P[Y < 0.5a2
k
0 a
2k−1
1 n] ≤ P[|Y − E[Y | F ]| >
√
cn0.57] ≤ 4 exp (−cn0.05/2) .
Taking a union bound over all σ ∈ A(k) we obtain (6). 
Lemma 17. Under the assumptions of Theorem 4, there is a n0 ∈ N depending only on p such
that for n ≥ n0 the set A(s) contains no aware states.
Proof. Let σ ∈ A(s), and let b ∈ {0, 1} be such that the belief bit of a node with state σ is 1− b.
Choose initial states such that b is the majority bit. By Lemma 16 there is an n0 ∈ N such that
for n ≥ n0 it holds with probability greater than 1/2 that we can find a node i ∈ [n] such that
σ(i, s) = σ. If σ is an aware state, then i would have belief bit 1 − b for all t ≥ s, which is a
contradiction to the assumption that the protocol reaches consensus with probability greater than
1/2. 
In our proof of Theorem 4 we need to ensure that a significant fraction of nodes cannot remain
silent for long periods of time. If this was possible, we would not be able to link time elapsed with
the number of communication events. To address this we introduce the notion of passive states.
Definition 18 (Passive states). We say that a state σ ∈ S is a passive state if a node in this state
will not initiate any communications until it has been contacted by another node. In other words,
σ is passive if (Λ′)k(σ) 6∈ S ′ for all k ∈ N, where S ′ and Λ′ are defined as in Section 2. Let Sp ⊂ S
denote the set of passive states.
Proof of Theorem 4. The assertion about aware states is immediate by Lemma 17.
To prove the assertion about the number of communications, consider two cases: (i) A(s)∩Sp 6=
∅ and (ii) A(s) ∩ Sp = ∅.
(i) Let σ0 ∈ A(s) ∩ Sp be an arbitrarily chosen passive state in A(s). By Lemma 16 (see (5))
and (2) it holds with probability converging to 1 as n→∞ that
#Sσ0 ≥ a2
s
n ≥ n0.9, where Sσ0 := {i ∈ [n] : σ(i, s) = σ0}.
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By symmetry in 0 and 1 we may assume without loss of generality that a node with state σ0
estimate the majority bit to be 0. Since we require consensus to be reached both for b = 0 and
b = 1, we may also assume that b = 1. Since nodes with state σ0 are passive, before consensus
can be reached, for each j ∈ Sσ0 there must be some node who initiates a communication with
j. Since #Sσ0 ≥ n0.9, by a standard coupon collector argument, the number of communications
needed to contact all these nodes stochastically dominates the sum of independent random variables
Y1, . . . , Ydn0.9e, where Yk has the law of a geometric random variable of parameter k/n. In particular,
with Nconsensus = N(τconsensus) as Section 2,
P[Nconsensus < n(log n)0.9] ≤ P
dn0.9e∑
k=1
Yk
 < n(log n)0.9
 .
Since
E
dn0.9e∑
k=1
Yk
 = dn0.9e∑
k=1
n
k
≥ 0.9n log n and Var
dn0.9e∑
k=1
Yk
 = dn0.9e∑
k=1
n(n− k)
k2
≤ 2n2,
we obtain the desired bound by applying Chebyshev’s inequality.8
(ii) By Lemma 12 and since no states in A(s) are passive, all nodes communicate at least every
s clock ring (either as an initiator or a recipient of the communication), so
N(t) ≥ 0.5
∑
i∈[n]
bs−1 ·#([0, t] ∩ Pi)c.
The random variables in the sum on the right side are i.i.d. For t = 0.3 log n and s ≤ log logn−c−1
there is a universal constant C such that
E[bs−1 ·#([0, t] ∩ Pi)c] ≥ t/s− 1. and Var[bs−1 ·#([0, t] ∩ Pi)c] ≤ Ct/s2.
Using these estimates, Chebyshev’s inequality gives that N(0.1 log n) > 0.01s−1n log n w.h.p. Using
this and Lemma 15 we get that the right side of the following inequality converges to 0 as n→∞.
P[N(τconsensus) < 0.01s−1n log n] ≤ P[N(0.1 log n) < 0.01s−1n log n] + P[τconsensus < 0.1 log n].

6.2 Synchronous model
We will not provide all details of the proof of Theorem 5 since it is rather similar to the proof in
the asynchronous case. Instead we will describe in which ways we need to change the argument.
Our argument will again make use of sets A(t) ⊂ S for t ∈ N∪{0}, but the definition and basic
properties of the model are somewhat different as compared to the asynchronous case. Let A(0)
be the set on two elements defined exactly as in the asynchronous case. The inductive definition
of A(k) in terms of A(k − 1) is as follows
A(k) = {Λ1(σ, σ′),Λ2(σ, σ′) : σ, σ′ ∈ A(k − 1), σ ∈ S ′} ∪ {Λ′(σ) : σ ∈ A(k − 1)}.
The following lemma can be easily proved by induction on k.
8We could have obtained a better bound for the probability by evaluating E
[
exp
(
c
∑dn0.9e
k=1 Yk
)]
for an appropriate
constant c and applying Markov’s inequality. However, the estimate we find here is sufficient for our purpose.
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Lemma 19. For any σ ∈ S and t ∈ N∪ {0} we have σ ∈ A(k) if and only if P[∃i ∈ [n] : σ(i, k) =
σ] > 0.
Note that unlike in the asynchronous case, the sets A(k) are not necessarily increasing in the
synchronous case. Define
Â =
log logn−c−1⋃
m=0
A(m).
The following variant Lemma 16 still holds.
Lemma 20. There is a constant a ∈ (0, 1) depending only on p such that with probability at least
1− exp(−an0.05) the following holds for k = 0, . . . , log log n− c−1 and σ ∈ A(t)
#{i ∈ [n] : σ(i, k) = σ} ≥ a2kn.
The proof is as in the asynchronous case and is therefore omitted. In fact, in the setting of
Lemma 20 it is easier to argue concentration, since it is deterministically the case that no node
influence more than two nodes (including itself) in one time step, so we do not need to prove Lemma
14 and we can apply the standard version of McDiarmid’s inequality for deterministically bounded
differences.
Lemma 21. In the setting of Theorem 5 and for s ≤ log log log n − c−1, there is a n0 depending
only on p and  such that for n ≥ n0 the set Â contains no aware states.
Proof. Notice that since A(k) is defined in terms A(k − 1), the sequence of sets (A(k))k∈N is
eventually periodic. Furthermore, the number of possible values of A(k) is at most 2s, which
implies that the period is at most 2s. We deduce from these properties that if 2s ≤ log logn− c−1
then Â is equal to the union of A(k) for all k ∈ N ∪ {0}, so for any i ∈ [n] and t ∈ R+ we have
σ(i, t) ∈ Â. By Lemma 20 and since a2kn > 1 we know that all states in Â can be found in the
model w.h.p. at some time t ≤ log log n− c−1, no matter what is the majority bit. We conclude by
a similar argument as in the proof of Lemma 17 that none of these states can be aware. 
The following lemma holds since the number of communications needed to reach agreement is
Ω(n) for any s.
Lemma 22. Theorem 5 holds for s ≥ 0.1 log log n.
Proof of Theorem 5. The assertion about aware states follows from Lemma 21.
By Lemma 22, to prove the bound on the number of communications it is sufficient to prove
Theorem 5 for s ≤ 0.1 log log n. Similarly as in the asynchronous case, we consider two cases
separately: (i) Â ∩ Sp 6= ∅ and (ii) Â ∩ Sp = ∅.
Case (i) is treated similarly as in the asynchronous case by applying a coupon collector argument.
In case (ii) first observe that by Lemma 20, for at least one b ∈ {0, 1}, consensus cannot have
been reached at time 0.5 log log n < log log n−c−1 w.h.p., since for all σ ∈ A(d0.5 log log ne) there is
a node i ∈ [n] such that σ(i, d0.5 log log ne) = σ, and the set A(d0.5 log log ne) does not depend on
b. Since no states in Â are passive by assumption, all nodes communicate (as initiator or recipient)
at least every s time step. Therefore the number of communications before time 0.5 log log n is
at least b0.2s−1n log log n − nc = Θ(s−1n log logn), so this is a lower bound for the number of
communications needed to reach consensus. 
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7 Synchronous upper bound for s = C(log log n)2
In this section we first describe precisely the protocol introduced in Section 3.3, and then we give
a detailed analysis of the protocol, which proves Theorem 2.
7.1 The protocol
Recall that at any point in time a node is exactly one of the following six types: aspirant, expert,
expert candidate, regular, informed, or terminal.
Define
M = d2 log log ne, K = d5 log log ne.
For any node i ∈ [n] and t ≥ 0 the state σ(i, t) ∈ S of i at time t ≥ 0 is a tuple of integers such
that the first element of the tuple indicates the type σ1(i, t) ∈ [6] of i at time t. The remaining
elements of the tuple are as follows for nodes of the various types.
• aspirant: σ(i, t) = (1, η, d, d′, b′, b), where η ∈ {−1, 0, . . . , 6} is the future type, d ∈ [300−2K]
is the time counter, d′ ∈ [K] ∪ {0} is the trial counter, b′ ∈ {−1, 0, 1} is the test bit, and b is
the belief bit.
• expert: σ(i, t) = (2,m, d, b), where m ∈ [M ] is the level, d ∈ [2K+ 3] is the time counter, and
b is the belief bit.
• regular: σ(i, t) = (3, d, b), where d ∈ [3MK] is the time counter and b ∈ {0, 1} is the belief
bit.
• terminal: σ(i, t) = (4, b), where b ∈ {0, 1} is the belief bit.
• expert candidate: σ(i, t) = (5, b′, b), where b′ ∈ {−1, 0, 1} is the test bit and b ∈ {0, 1} is the
belief bit.
• informed: σ(i, t) = (6, b), where b is the belief bit.
Note that if t ∈ N then σ(i, t) refers to the state of i after all updates in time step t are complete.
In particular, the function t 7→ σ(i, t) is right-continuous. The state of i immediately before time t
is denoted by σ(i, t−), i.e., σ(i, t−) = limt′↑t σ(i, t′).
The protocol is divided into the following phases.
Expert selection phase This phase lasts for time d300−2Ke and all nodes are aspirants
throughout the phase. At time t = 0 each node i ∈ [n] is an aspirant with state σ(i, 0) =
(0,−1, 1, 1,−1, bi), where bi is the initial bit.
At each time step throughout this phase all nodes increase their value of d by 1. This allows
the nodes to know when the expert selection phase ends and the estimation phase begins. In the
first four time steps, each node’s test bit will be set in such a way that the probability of obtaining
a test bit b′ = 1 is equal to the probability of obtaining a test bit b′ = 0. These test bits will
subsequently be used to select experts. Many nodes will end up in a third category, with test bit
b′ = −1; this test bit is effectively ignored during the expert selection phase.
At time t = 1 each aspirant i for which b = 0 initiates a communication with a uniformly
chosen node j. Two scenarios can occur: (i) The communication is rejected (since j also initiates a
communication or since someone else communicates with j instead), or (ii) i and j communicate.
In case (i) (resp. (ii)) i sets b′ equal to 0 (resp. 1).
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At time t = 2 each aspirant for which b = 0 initiates a communication with a uniformly chosen
node j, and again the two scenarios (i) and (ii) can occur. If b′ = 1 and (i) occurs, or if b′ = 0 and
(ii) occurs, then the value of b′ is left unchanged. Otherwise b′ is set to −1.
Time steps t = 3, 4 are exactly as time steps t = 1, 2, except that the aspirants for which b = 1
communicate instead.
In the remainder of this phase, each node will uniformly sample one node at each time step and
count how many b′ = 0 bits it observes before encountering a node with b′ = 1. If a node encounters
K test bits 0 before the first test bit 1, then the node is labelled an expert. Otherwise, it becomes
a regular node. More precisely, at the remaining even time steps t = 6, 8, . . . , d300−2Ke− 2 of the
expert selection phase each node i ∈ [n] with state σ(i, t−) = (1, η, d, d′, b′′, b) does the following, in
addition to increasing d by 1.
• If η = −1, d′ < K, and b = 0 then i initiates a communication with some node j. Let b′
denote the test bit of j. If b′ = 0 then d′ increases by 1. If b′ = 1 then η is set to 3.
• If η = −1, d′ = K, and b = 0 then i sets η = 2.
• Otherwise i does not initiate a communication or update its state (except for increasing d by
1).
Nodes which communicate because they were contacted by another node do not update their state.
At the remaining odd times 5, 7, . . . , d300−2Ke − 1 the same happens, but with the roles of
b = 0 and b = 1 swapped.
At the end of the expert selection phase (i.e., at the time when all nodes have time counter
d = d300−2Ke) the following happens for a node i with state σ(i, t−) = (1, η, d300−2Ke, d′, b′′, b):
• Nodes i for which η = 2 become level 0 experts with state (2, 0, 1, b).
• Nodes i for which η ∈ {−1, 3} become regular nodes with state (3, 1, b).
Estimation phase The estimation phase is divided into M rounds, where each round lasts for
time 2K+ 3. In round m ∈ [M ] the following happen, where the times t indicates the time relative
to the start of the round, so time t means time d300−2Ke+ (m− 1)(2K + 3) + t for the protocol.
At t = 1 each level m − 1 expert i initiates a communication with a uniformly chosen node j.
The node j becomes a level m expert candidate with state (5, b′, b), where b = σ̂(i, t) is the belief
bit of i and b′ = −1.
At t = 2 each level m − 1 expert i initiates a communication with a uniformly chosen node j.
If j is an expert candidate then j sets its test bit b′ equal to the belief bit σ̂(i, t) of node i. If j is
not an expert candidate (which means that j is either a regular node or a level m− 1 expert) then
j does not update its state. Expert candidates which are not contacted in this time step become
regular nodes.
At t = 3 each level m− 1 expert i initiates a communication with a uniformly chosen node j. If
j is an expert candidate with state (5, b′, b) for which b′ 6= −1 then j becomes a level m expert with
state (2,m, 1, b′′), where b′′ is the majority bit in {b, b′, σ̂(i, t)}. All nodes i which do not become
level m experts in this time step become regular nodes with state (3, 1, b) (where b is the belief bit
of i immediately before time t), so at the end of this time step all nodes are either level m experts
or regular nodes.
At t = 4, . . . , 2K + 3 the following happen. Each level m expert i initiates a communication
with a uniformly chosen node j. The node j becomes a level m expert with the same state as i,
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i.e., σ(j, t) = σ(i, t). A round m expert increases its counter d by 1 in each time step. This allows
it to know when one round ends and the next round starts.
Regular nodes also increase their counter d by 1 at each time step. Since the total duration of
the estimation phase is M(2K + 3), the regular nodes’ counter will not reach its maximal value
3MK in the estimation phase.
At the end of round M all level M experts become informed with state (6, b), where b is the
belief bit of the expert.
Pushing phase At each integer time t each informed node i initiates a communication with some
node j. If the connection is established and j is not a terminal node, then j also becomes informed
with the same state as i, while the state of i is unchanged, i.e., σ(i, t) = σ(i, t−) and σ(j, t) = σ(i, t).
If the communication is rejected (since j initiates a communication and/or communicates with
another node instead) or j is a terminal node, then i becomes a terminal node with state (4, σ̂(i, t−)).
Terminal nodes never initiate communications and never change their state when being contacted
by other nodes, so they satisfy the criteria for terminal states as defined in Section 2.
Let Tt ⊂ [n] (resp. It ⊂ [n]) denote the set of terminal nodes (resp. informed nodes) at time t
of the pushing phase. Define T to be the first time (relative to the beginning of the pushing phase)
at which either the informed nodes or the terminal nodes reach a frequency of 0.1, i.e.,
T = inf{t ≥ 0 : #Tt ≥ 0.1n or #It ≥ 0.1n}. (7)
We define the pushing phase to end immediately after time step T + 1. Note that since the end
of the pushing phase is defined by the occurrence of a global event, the nodes will not know when
this phase ends.
Regular nodes behave just as in the estimation phase, i.e., they increase their counter d by 1
(modulo 3MK) at each time step. We will show (Lemma 29) that w.h.p. the pushing phase is
sufficiently short such that no regular nodes will have a counter which reaches its maximal value
3MK during this phase.
Pulling phase All nodes execute the exact same actions as in the pushing phase (in fact, this
has to be the case since the nodes do not know when the pushing phase ends and the pulling
phase starts). When the counter d of a regular node i reaches 3MK the node i will initiate a
communication with a uniformly chosen node j. If j is a terminal node then i also becomes a
terminal node with the same state as i, i.e., σ(i, t) = σ(j, t). If j is not a terminal node then i sets
its counter d to 1. In other words, a regular node i initiates a communication every 3MK time
step until it encounters a terminal node, upon which it becomes a terminal node as well.
7.2 Analysis
In this section we will prove Theorem 2 by analyzing the protocol defined in Section 3.3. The
theorem is an immediate consequence of Lemmas 23, 30, and 31.
Lemma 23. For the protocol described in Section 7.1 there is a constant C depending only on 
such that it is sufficient with dC(log log n)2e states of memory per node.
Proof. The lemma is immediate by considering the memory usage for each of the six types of nodes.
Note that aspirants, experts, and regular nodes all require order (log log n)2 states of memory. (See
the proof of Lemma 6 for a similar more detailed calculation.) 
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For k ∈ [2K]∪{0} and m ∈ [M ] let Ek(m) denote the set of experts immediately after step k+3
of round m. In particular, i ∈ E0(m) if and only if i became a level m expert upon being contacted
by three level m−1 experts in the beginning of the mth round. Furthermore, a node i communicates
in the first three time steps of round m if and only if i ∈ E2K(m − 1). Let E2K(0) = E(0) denote
the set of level 0 experts at the end of the expert selection phase. Define αk = n · 0.53K · 2k for
k ∈ [2K] ∪ {0}. For k = 2K and m = 0 set α = α2K . Recall that p ∈ [1/2 + , 1 − ] and p − 12
denotes the initial advantage of the majority bit b ∈ {0, 1}.
Lemma 24. W.h.p. |#E(0)− α| < α(log n)−5. Furthermore, w.h.p.,
|#{i ∈ E(0) : bi = b} − n0.5Kp| < 0.5α(log n)−5,
|#{i ∈ E(0) : bi 6= b} − n0.5K(1− p)| < 0.5α(log n)−5.
(8)
Proof. It is sufficient to prove (8) since the first assertion of the lemma follows from these two
estimates. Recall that in the expert selection phase (after the first four initial steps) each node i
repeatedly asks a uniformly chosen other node for their test bit b′. If i observes K test bits b′ = 0
before the first test bit b′ = 1, then it becomes a level 0 expert at the end of the expert selection
phase, while if i observes a test bit b′ = 1 before K test bits b′ = 0 then i becomes a regular node.
If none of these two events occur before the end of the expert selection phase, then i becomes a
regular node. Let Ê(0) denote the set of experts we would have obtained if the expert selection
phase lasted for infinitely many time steps, such that a node becomes an expert if and only if it
observes K test bits b′ = 0 before the first test bit b′ = 1. This set can differ from E(0) because
during the expert selection phase, which lasts only d300−2Ke time steps, a node may encounter
so many nodes with b′ = −1 that it neither reaches K nodes with b′ = 0 nor any node with b′ = 1
before the phase is over. For b = 0, 1 define
Êb(0) = {i ∈ Ê(0) : bi = b}.
When the test bits are defined at the very beginning of the expert selection phase, the following
two events are equally likely: (i) happens first and then (ii) (this gives b′ = 0), and (ii) happens
first and then (i) (this gives b′ = 1). It follows that if b′ is the test bit of a uniformly sampled node,
then P[b′ = 0 | b′ ∈ {0, 1}] = P[b′ = 1 | b′ ∈ {0, 1}] = 1/2. The b′ are not completely independent
for different nodes. However, an application of McDiarmid’s inequality implies that if V b0 (resp.
V b1 ) for b = 0, 1 is the number of nodes for which b
′ = 0 (resp. b′ = 1) and bi = b then w.h.p.
|V b1 /(V b0 + V b1 ) − 0.5| < n−0.45 for b = 0, 1; denote this event by E. Let F denote the σ-algebra
generated by V b0 and V
b
1 for b = 0, 1. For any i ∈ [n] with bi = b the following holds for X a
geometric random variable of parameter V b1 /(V
b
0 + V
b
1 )
P[i ∈ Ê(0) | F ] = P[X > K | F ] =
( V b0
V b0 + V
b
1
)K
.
On the event E the right side deviates from 0.5K by at most 0.5K · 3n−0.45K, so
|E[#Êb(0)]− pα| < 0.5K · 3n0.55K, E[#Ê1−b(0)]− (1− p)α| < 0.5K · 3n0.55K.
By McDiarmid’s inequality applied conditionally on F , w.h.p.
|#Êb(0)− pα| < n0.6, |#Ê1−b(0)− (1− p)α| < n0.6. (9)
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In order to conclude the proof we need to bound #(Eb(0) \ Êb(0)) for b = 0, 1. First we will
bound from below the number of nodes for which the test bit b′ = 0 after the first four time steps
and for which the initial bit bi = 0. By symmetry, the exact same bound holds for bi = 1, and
by the result of the preceding paragraph, the same bound also holds for test bit b′ = 1. Consider
the very first step t = 1 of the expert selection phase, and let i ∈ [n] be a node with bi = 0
which initiates a communication with a uniformly sampled node j ∈ [n] at time t = 1. Recall
the two scenarios (i) and (ii) described in the specification of the expert selection phase, and let
γ ∈ {p, 1 − p} ∈ [, 1 − ] denote the fraction of the nodes with initial bit 0. The event (i) occurs
if bj = 0, which has probability (γn − 1)/(n − 1). The event (ii) occurs if bj = 1 (which has
probability n(1− γ)/(n− 1)) and if no other node initiates a communication with j at time t = 1
(which has probability (1− (n− 1)−1)γn−1). Combining these estimates and using that  < 1/4 we
see that for all sufficiently large n, the probability that b′ = 0 (conditioned on the event bi = 0) is
≥ (γn− 1)/(n− 1) · n(1− γ)/(n− 1) · (1− (n− 1)−1)γn−1 ≥ 0.3.
Every time a node i with bi = 0 initiates a communication with a uniformly chosen node j it
will set η = 3 if (a) bj = 1, (b) no one else initiates a communication with j at the same time, and
(c) the test bit of j equals 1. The conditions in (a) and (b) ensure that the two nodes communicate.
The event in (a) has probability > α (with α as in the previous paragraph). The event in (b) has
probability ≥ (1 − (n − 1)−1)αn conditioned on the occurrence of the event in (a). The event in
(c) has probability > 0.3 conditioned on (a) and (b). Combining these estimates, for sufficiently
large n the probability that i will set η = 3 is at least 0.032. Therefore P[i ∈ Ê(0) \ E(0)] ≤ P[Y >
d300−2Ke − 5)/2], where Y is a geometric random variable with success probability 0.032. This
estimate also holds for bi = 1 by a similar argument. For all sufficiently large n,
P[Y > (d300−2Ke−5)/2] = (1−0.032)(d300−2Ke−5)/2 < exp(−0.032 ·(d300−2Ke−5)/2) < 0.54K .
By Markov’s inequality,
P[#(Êb(0) \ Eb(0)) > n0.53K ] ≤ pnP[i ∈ Ê
b(0) \ Eb(0)]
n0.53K
<
pn0.54K
n0.53K
= p0.5K . (10)
By a union bound, (9), and (10),
P[|#Eb(0)− pα| ≥ 0.5α(log n)−5] ≤ P[|#Eb(0)−#Êb(0)| ≥ n0.53K ] + P[|#Êb(0)− pα| ≥ n0.6]
≤ p0.5K + exp(−2n0.2).
This implies the first estimate of (8). The second estimate of (8) follows by a similar argument. 
Remark 25. No regular node will initiate a communication before time 3MK+d300−2Ke−1. In
particular, if T < 3MK + d300−2Ke − 2, where T is defined as in (7), then the only phase during
which regular nodes will initiate communications is the pulling phase.
For all m ∈ [M ] and k ∈ [2K] ∪ {0} define the event Ekm by
Ekm = {|#Ek(m)− αk| < αkβkm}, where βkm = 5m(log n)−5 + (k + 1)n−0.3.
Lemma 26. W.h.p., the event Ekm occurs for all m ∈ [M ] and k ∈ [2K] ∪ {0}.
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Proof. For all m ∈ [M ] and k ∈ [2K] ∪ {0} let Fkm denote the σ-algebra generated by all events
occurring at or before time step d300−2Ke + (m − 1)(2K + 3) + k + 3 of the estimation phase.
In particular, if we order these σ-algebras by increasing information, F2Km−1 is the first σ-algebra
containing information about the set of experts E2K(m− 1) which will initiate a communication in
steps 1, 2, and 3 of round m, while F0m is the first σ-algebra containing information about the set
of nodes which become level m experts upon receiving a bit in all three steps.
We will prove that for m ∈ [M ] and k ∈ [2K],
P[(Ekm)c | Fk−1m ]1Ek−1m ≤ exp
(
− n
1.2
2 ·#E2K(m− 1)
)
(11)
and that for m ∈ [M ],
P[(E0m)c | F2Km−1]1E2K(m−1) ≤ exp
(
− n
1.2
6 ·#E2K(m− 1)
)
. (12)
These two inequalities combined with Lemma 24 and a union bound immediately imply our lemma.
First we prove (11). We condition on Fk−1m throughout the argument. Observe that in step k+3
of round m there are #Ek−1(m) nodes which are initiating a communication with another node. If
all the contacted nodes were regular nodes and no nodes were contacted by two experts, we would
have 2 ·#Ek−1(m) experts immediately after this time step. However, fewer new experts may be
created due to experts contacting nodes which are already experts or several experts contacting
the same node. We prove (11) by bounding the number of such collisions.
For i ∈ Ek−1(m) let Ê(i) be the event that the node j = r(i, d300−2Ke+(m−1)(2K+3)+k+3)
contacted by i at time d300−2Ke + (m − 1)(2K + 3) + k + 3 is not in Ek−1(m) (so it does not
initiate a communication itself at this time) and that no on else contacts j simultaneously as i, i.e.,
Ê(i) =
{
r(i, d300−2Ke+ (m− 1)(2K + 3) + k + 3)
6= r(j, d300−2Ke+ (m− 1)(2K + 3) + k + 3), ∀j ∈ [n]
}
∪ {r(i, d300−2Ke+ (m− 1)(2K + 3) + k + 3) 6∈ Ek−1(m)}.
On the event Ê(i), the node r(i, d300−2Ke+ (m− 1)(2K + 3) + k+ 3) becomes a new expert due
to the communication initiated by i. Let i1 < · · · < i#Ek−1(m) denote the elements of Ek−1(m)
in increasing order. Conditioned on Fk−1m and on whether the events Ê(i1), . . . , Ê(i`) occur for
` < #Ek−1(m), the event Ê(i`+1) occurs with probability at least 1− 2n−1 ·#Ek−1(m). Therefore
the following process is a submartingale
` 7→
∑
i∈{i1,...,i`}
(1
Ê(i)
− (1− 2n−1 ·#Ek−1(m))).
By Azuma’s inequality,
P
 ∑
i∈Ek−1(m)
1
Ê(i)
< #Ek−1(m)(1− 2n−1 ·#Ek−1(m))− n0.6
∣∣∣Fk−1m
 ≤ exp(− n1.2
2 ·#Ek−1(m)
)
.
(13)
On the complement of the event in (13) and on Ek−1m ,
#Ek(m) ≥ #Ek−1(m) + #Ek−1(m) · (1− 2n−1 ·#Ek−1(m))− n0.6
≥ 2αk−1(1− βk−1m )(1− n−1αk−1(1− βk−1m ))− n0.6 ≥ αk(1− βkm).
(14)
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Furthermore, on the event Ek−1m it is deterministically the case that
#Ek(m) ≤ 2 ·#Ek−1(m) ≤ 2 · αk−1(1 + βk−1m ) ≤ αk(1 + βkm). (15)
Combining (13), (14), and (15) we get (11).
Now we will prove (12). Conditioned on F2Km−1, for any fixed i ∈ [n]\E2K(m−1) the probability
that i is not contacted by an expert in the first (resp., second, third) time step of round m is
(1 − (n − 1)−1)#E2K(m−1). Therefore, if n−1 ·#E2K(m − 1) < 0.01, for n sufficiently large and on
the event Ek−1m there is a δ0 ∈ R satisfying |δ0| ≤ 0.6n−1 ·#E2K(m− 1) such that
P[i ∈ E0(m) | F2Km−1] =
(
1− (1− (n− 1)−1)#E2K(m−1)
)3
= (n−1 ·#E2K(m− 1))3 · (1 + δ0).
Using this and that n−2(α2K)3 = α0 it follows that on the event E2Km−1 and with δ ∈ [−β2Km−1, β2Km−1]
chosen such that #E2K(m− 1) = α2K(1 + δ),
E[#E0(m) | F2Km−1] = (n−#E2K(m− 1))
(
n−1α2K(1 + δ)
)3 · (1 + δ0)
= α0
(
1 + 3δ + δ0 − n−1 ·#E2K(m− 1 +O
(
(n−1 ·#E2K(m− 1))2 + (β2Km−1)2
))
.
Conditioned on F2Km−1, the random variable #E0(m) can be written as a function of the random
variables r(i, t) for i ∈ E2K(m − 1) and t the three first time steps of round m. Changing one of
these random variables r(i, t) changes #E0(m) by at most 1. Therefore McDiarmid’s inequality
gives
P
[|#E0(m)− E[#E0(m) | F2Km−1]| > n0.6 | F2Km−1] ≤ exp(− n1.26 ·#E2K(m− 1)
)
. (16)
On E2Km−1 = {|δ| < β2Km−1} and the event in (16), the event E0m occurs for n sufficiently large, since
|#E0(m)−α0| ≤ n0.6+α0
(
3|δ|+|δ0|+n−1·#E2K(m−1)+O
(
(n−1·#E2K(m−1))2+(β2Km−1)2
)) ≤ α0β0m.

A node i ∈ [n] is defined to be incorrect at time t ≥ 0 if its belief bit is different from the
majority bit, i.e., σ̂(i, t) 6= b. For m ∈ [M ] let `m be the number of experts which are incorrect at
the end of round m, i.e., if t = d300−2Ke+m(2K + 3) is the time at which round m ends then
`m = #{i ∈ E2K(m− 1) : σ̂(i, t) 6= b}.
Similarly, let `0 denote the number of experts which are incorrect at the end of the expert selection
phase, i.e., if t = d300−2Ke is the time at which the expert selection phase ends then
`0 = #{i ∈ E2K(0) : σ̂(i, t) 6= b}.
For m ∈ [M ] ∪ {0} let δm be the fraction of level m experts that have an incorrect estimate for b
at the end of round m (or, for m = 0, at the end of the expert selection phase), i.e.,
δm =
`m
#E2K(m) .
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Lemma 27. For `m−1 ≥ n0.25,
P[`m ≥ 22K(3`2m−1/n+ `0.55m−1) | F2Km−1] ≤ exp
(
− `
0.1
m−1
6
)
. (17)
For δm−1 ≥ n−0.25,
P[δm ≥ (3δ2m−1 − 2δ3m−1)(1 + (β2Km )0.5)1E2KM | F
2K
m−1]1E2Km−1 ≤ exp
(
− n
1.1
6 ·#E2K(m− 1)
)
. (18)
Proof. First we prove (17). For any fixed node i which is not a level m− 1 expert the probability
that this node is contacted by an incorrect expert in the first (resp., second, third) time step of
round m is equal to 1 − (1 − (n − 1)−1)`m−1 ≤ `m−1/(n − 1). Therefore the probability that i is
contacted by an incorrect expert in at least two of these three time steps is
3`2m−1/(n− 1)2 − `3m−1/(n− 1)3 ≤ 3`2m−1/n2.
Let `′m be the number of nodes which are contacted by an expert with an incorrect belief bit in
at least two of the three time steps, and note that E[`′m | F2Km−1] ≤ 3`2m−1/n. Observe that `′m
is an upper bound for the number of incorrect round m experts at the end of step 3 of round m.
Conditioned on F2Km−1, the random variable `′m is a function of r(i, t) for i ∈ E2K(m−1) an incorrect
expert and t equal to each of the first three steps of round m. Changing one of the 3`m−1 random
variables r(i, t) changes `′m by at most 1. Therefore McDiarmid’s inequality gives
P[`′m − E[`′m | F2Km−1] ≥ `0.55m−1 | F2Km−1] ≤ exp
(
− `
1.1
m−1
6`m−1
)
= exp
(
− `
0.1
m−1
6
)
. (19)
The number of incorrect experts at most doubles in each time step from 4 to 2K + 3 of round M .
Therefore the following holds on the complement of the event in (19)
`m < 2
2K`′m−1 < 2
2K(3`2m−1/n+ `
0.55
m−1),
which implies (17).
Now we will prove (18). Let `′′m denote the number of incorrect experts at the end of time step
3. (Note that `′′m ≤ `′m in general, since in order to become an incorrect expert a node needs to
receive two incorrect bits, and in addition a third (correct or incorrect) bit, while `′m counts the
number of nodes satisfying the first of these two requirements.) Then `′′m is a function of r(i, t) for
i ∈ #E2K(m) and t equal to each of the first three steps of round m. Since changing one of these
3 ·#E2K(m− 1) random variables r(i, t) changes `′′m by at most 1, McDiarmid’s inequality gives
P[`′′m − E[`′′m | F2Km−1] > n0.55 | F2Km−1] ≤ exp
(
− n
1.1
6 ·#E2K(m− 1)
)
. (20)
An expert in E0(m) obtains its belief bit by taking the majority bit among the three bits received
from level m − 1 experts. The expert is incorrect if it receives exactly two incorrect bits or if it
receives three incorrect bits. Since the three bits are independent, letting δ = #E2K(m− 1)/n we
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have
E[`′′m | F2Km−1]
= 3 · (n−#E2K(m− 1)) ·
(
1− (1− (n− 1)−1)`m−1
)2 · (1− (1− (n− 1)−1)#E2K(m−1)−`m−1)
+ (n−#E2K(m− 1)) ·
(
1− (1− (n− 1)−1)`m−1
)3
= 3n(1− δ) · (δδm−1)2(1 +O(δδm−1)) · δ(1− δm−1)(1 +O(δ))
+ n(1− δ) · (δδm−1)3(1 +O(δδm−1))
= δ3n(3δ2m−1 − 2δ3m−1)(1 +O(δ)).
It follows that on the complement of the event in (20), and if the events δm−1 ≥ n−0.25, E2Km−1, and
E2Km also occur, for all sufficiently large n,
δm =
`m
#E2K(m) ≤
`′′m22K
α2K(1− β2Km )
≤ (3δ2m−1 − 2δ3m−1)
(
1 +O(δ) + β2Km + 2(β
2K
m )
2
)
< (3δ2m−1 − 2δ3m−1)
(
1 + (β2Km )
0.5
)
,
Using (20) this implies (18). 
Lemma 28. W.h.p. all level M experts have a belief bit equal to b.
Proof. For any δ ∈ [0, 1] we define the stopping time T (δ) by
T (δ) = inf{m ∈ [M ] ∪ {0} : δm ≤ δ},
where we let the infimum of an empty set be ∞. We will argue that w.h.p., for n sufficiently large,
(i) T (0.1) < 0.01 log log n, (ii) T (n−0.25)− T (0.1) < 1.98 log log n,
(iii) T (n−0.75)− T (n−0.25) ≤ 3, (iv) T (0)− T (n−0.75) ≤ 1.
Combining these four bounds and using that M = d2 log log ne we immediately get the lemma.
By a union bound and Lemmas 26 and 27, we may assume the complements of the events
considered in (17) and (18) occur for all m, and that Ekm occurs for all m ∈ [M ] and k ∈ [2K]∪{0}.
Define fn : [0, 1]→ R by
fn(δ) = (3δ
2 − 2δ3)(1 + (β2Km )0.5).
Note that fn(δm−1) appears on the right side of the inequality defining the event in (18), so we can
bound the fraction of incorrect experts by recursively applying fn. Also note that the function fn
depends on n since β2Km depends on n.
(i) Lemma 24 gives that δ0 < 1/2 − /2 w.h.p. We condition on this high probability event
throughout the proof of (i). We have T (0.1) = 0 if δ0 ≤ 0.1, so we assume δ0 > 0.1. For some n0,
v := min
n>n0,δ∈[0.1,1/2−/2)
δ − fn(δ) = min
n>n0
min {1/2− /2− fn(1/2− /2), 0.1− fn(0.1)} > 0.
The equality holds because fn is strictly increasing and convex in (0, 1/2), so the minimum is
attained at one of the endpoints of the interval. Note that v represents the smallest decrease in δn
we can obtain from one round of the protocol, i.e., one application of the function fn. Therefore
T (0.1) ≤ (1/2− /2− 0.1)/v < 0.01 log log n for n large enough.
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(ii) Observe that fn(δ) < δ
1.5 for δ < 0.1 and n sufficiently large. This completes the proof
since 0.11.5
1.98 log logn
< n−0.25 for all sufficiently large n.
(iii) If the event in (17) occurs for all m and `m ∈ [n0.25, n0.75], then `m+1 < 22K(3(n0.75)2/n+
(n0.75)0.55) < n0.5+0.0001, and further `m+2 < 2
2K(3(n0.5+0.0001)2/n + (n0.5+0.0001)0.55) < n0.28 and
`m+3 < 2
2K(3(n0.28)2/n+ (n0.28)0.55) < n0.25, so T (n−0.75)− T (n−0.25) ≤ 3.
(iv) If the probability that a uniformly sampled expert is incorrect is smaller than n−0.75, then
there are at most n−0.75 ·#Ek(m) < n−0.75 · n = n0.25 incorrect experts. The probability that any
given node receives a bit from two such experts is at most 3 · n−0.75 · n−0.75(1 + o(1)). By a union
bound, w.h.p. there will be no nodes which receive two such bits. 
Let T0 := d300−2Ke + (2K + 3)M be the time at which the estimation phase ends and the
pushing phase begins. Recall the time T defined in (7).
Lemma 29. W.h.p., T − T0 ≤ 10 · 5 log log n. Furthermore, there is a constant q > 0 depending
only on  such that w.h.p.,
(i) there are at least qn terminal nodes at time T + 1, and
(ii) the number of communications during (T0, T + 1] is at most n.
Proof. Let Ft be the σ-algebra generated by all events and states before or at time t. When an
informed node i initiates a communication with a node j, either a new informed node will be
created (if j is not terminal and the connection is established) or i becomes a terminal node (if j is
terminal, or if the connection is not established since j is communicating with someone else and/or
initiate a communication itself). Assume t < T ∧ (3MK + d300−2Ke) and recall Remark 25. The
probability that j is terminal is ≤ 0.1, while the probability that j initiates a communication and/or
communicates with someone else is ≤ 2It−1/n ≤ 0.2. The probability that i communicates with
a node j that is not terminal and the connection is established (thereby adding a new informed
node) is therefore at least 0.7, and the complement has probability at most 0.3, which causes i to
be removed from the set of informed nodes. Therefore the expected number of additional informed
nodes created due to the communication initiated by i is ≥ 0.7−0.3 = 0.4. Therefore, on the event
t < T ∧ (3MK − d300−2Ke),
E[#It | Ft−1] ≥ 1.4 ·#It−1.
Given Ft−1 the random variable #It is determined by the random variables r(i, t) for i ∈ It−1.
Since changing one r(i, t) can change #It by at most 2, McDiarmid’s inequality gives that
P[#It − E[#It | Ft−1] < −0.1 ·#It−1 | Ft−1] ≤ exp
(
− 2 · (0.1 ·#It−1)
2
22 ·#It−1
)
= exp(−0.005 ·#It−1).
(21)
By Lemma 26, w.h.p., #IT0 ≥ α2K(1− β2KM ) ≥ n2−K−1. On this event and on the complement of
the event in (21) for t = T0 + 1, . . . , T we have #It−1 > n0.99 for all such t. By using this, (21),
and that
n2−K−1 · 1.3b10·5 log lognc−1 > n,
we see that
P[T −T0 > b10 ·5 log log nc−1] ≤ (b10 ·5 log log nc−1) exp(−0.005n0.99) +P[#I0 < α2K(1−β2KM )].
In particular, T −T0 ≤ b10 · 5 log log nc− 1 w.h.p. By Remark 25, regular nodes do not initiate any
communications in the pushing phase on this event.
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By the definition of T we know that at least one of the following two events must occur:
(a) #IT ≥ 0.1n and (b) #TT ≥ 0.1n. In case (b) it is immediate that assertion (i) of the
lemma is satisfied. In case (a) the expected number of terminal nodes at time T + 1 is at least
exp(−0.09)#IT (#IT−1)/(n−1) > 0.005n for sufficiently large n, since an informed node becomes a
terminal node if it initiates a communication with an informed node (probability (#IT −1)/(n−1))
and if no other informed nodes initiate a communication with the same informed node (probability
(1 − (n − 1)−1)#IT−2 ≥ exp(−0.09) for sufficiently large n). By McDiarmid’s inequality it follows
that (i) holds w.h.p. also in case (a).
To prove (ii) notice that at each time step T0 + 1, ..., T0 + T − 1 the number of informed
nodes #It grows by at least a factor of 1.3 w.h.p., so #IT−t ≤ 0.1n · 1.3−t+1. Furthermore,
#IT ≤ 2 ·#IT−1 < 0.2n. The number of communications initiated at time t + 1 is equal to #It
for all t. Therefore the number of communications initiated by informed nodes at or before time
T + 1 is at most
0.2n+
∞∑
j=0
0.1n · 1.3−j ≤ n.
Since only informed nodes initiate communications in the pushing phase w.h.p., this proves (ii). 
Lemma 30. The protocol reaches terminal consensus in finite time w.h.p., i.e., τterminal <∞ w.h.p.
Proof. By Lemma 26, w.h.p. there will be at least one informed node at the beginning of the
pushing phase. On this event the protocol terminates a.s., in the sense that all nodes eventually
become terminal nodes. The belief bit of all the terminal nodes originate from a level M expert.
Therefore, by Lemma 28, w.h.p. all terminal nodes will have belief bit b. Combining the above we
get τterminal <∞ w.h.p. 
Lemma 31. There exists a constant C depending only on  such that w.h.p. the communication
cost before terminal consensus is smaller than Cn, i.e., Nterminal < Cn.
Proof. We estimate the cost in each phase separately.
In the first four steps of the expert selection phase there are Θ(n) communications. Let i ∈ [n]
and let b′ ∈ {−1, 0, 1} be the value of the test bit of i after the first four time steps. Then
P[b′ = 1] = (1− p)p exp(−p)(1 +O(1/n)) (resp. P[b′ = 1] = (1− p)p exp(−(1− p))(1 +O(1/n))) if
bi is equal (resp. is not equal) to the majority bit and p is the fraction of nodes for which bi = b.
In either case P[b′ = 1] > 0.18. By McDiarmid’s inequality the number of nodes i for which the
test bit b′ = 1 after the first four time steps is at least 0.17n w.h.p. On this event, in the remainder
of the expert selection phase the number of communications of each fixed node i is stochastically
dominated by a geometric random variable with parameter 0.17− 1/n, independently for each i,
since each node becomes a terminal node with probability at least 0.17−1/n every time it initiates a
communication. By concentration of the sum of independent geometric random variables, it follows
that the number of communications in the expert selection phase is O(n) w.h.p.
By Remark 25, w.h.p. all communications in the estimation phase are initiated by experts.
W.h.p. there are O(n(log n)−5) experts at any given time. Since the duration of the estimation
phase is Θ((log log n)2), we get o(n) communications.
By Lemma 29(ii) there are at most 2n communications in the pushing phase w.h.p.
By Lemma 29(i), w.h.p., every time a node i (informed or regular) initiates a communication
with a uniformly chosen node j in the pulling phase the probability that j is a terminal node is at
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least q. Therefore the number of communications initiated by i is stochastically dominated by a
geometric random variable with success probability q. By concentration of the sum of independent
geometric random variables, we get that the number of communications in the protocol after time
T of the pushing phase is at most 2q−1n w.h.p. 
8 Asynchronous upper bound for s = C(log log n)3
In this section we first describe precisely the protocol introduced in Section 3.4, and then we give
a detailed analysis of the protocol, which proves Theorem 1.
8.1 The protocol
We define the protocol by specifying the behavior of the nodes of the various types: aspirant,
expert, regular node, terminal node, expert candidate, and informed. For each type we describe (i)
what the node does when its clock rings (i.e., whether it initiates a communication with another
node and how it updates its state), and (ii) what the node does when another node contacts it (i.e.,
how the node updates its state when this happens). In Section 3.4 we give a more intuitive but
less complete description of the protocol than here, and we strongly encourage to read that section
before this one.
For each node i we write the state σ(i, t) ∈ S of i at time t ≥ 0 as a tuple of integers such that
the first element of the tuple indicates the type of i at time t, the second to last element of the
tuple is the initial bit bi ∈ {0, 1}, and the last element of the tuple is the belief bit σ̂(i, t) ∈ {0, 1}.
Otherwise the form of the tuple depends on the type. We let σ1(i, t) ∈ [6] denote the type of i at
time t. Let σ(i, t−) = limt′↑t σ(i, t′) denote the state of i infinitesimally before time t. Define
M = d2 log log ne, K = d6 log log ne,
Taspirant = d5000−1 log logne,
t1m = 6Taspirant + 7K(m− 1) +K, tm = 6Taspirant + 7Km.
First we describe the form of the state of a node for each of the different types of nodes.
• If i ∈ [n] is an aspirant at time t ≥ 0 then the state of i is of the form σ(i, t) = (1, d, ξ, χ, b′, b′′, b′′′, bi, b),
where d ∈ [Taspirant] is the counter, ξ ∈ [4] ∪ {0} is the expert type, χ ∈ [3] is the phase,
b′ ∈ {−1, 0, 1} is the first test bit, b′′ ∈ {−1, 0, 1} is the second test bit, and b′′′ ∈ {−1, 0, 1}
is the third test bit.
• If i ∈ [n] is an expert at time t ≥ 0 then the state of i is of the form σ(i, t) = (2,m, d, ξ, bi, b),
where m ∈ [M ] ∪ {0} is the level number, d ∈ [2K + 7] is the time counter, and ξ ∈ [4] is the
expert type.
• If i ∈ [n] is a regular node at time t ≥ 0 then the state of i is of the form σ(i, t) =
(3, d, ξ, ψ, bi, b), where d ∈ [d(log log n)2e] is the time counter, ξ ∈ [4] is the expert type,
and ψ ∈ {0, 1} is the expert indicator.
• If i ∈ [n] is a terminal node at time t ≥ 0 then the state of i is of the form σ(i, t) = (4, bi, b).
• If i ∈ [n] is an expert candidate at time t ≥ 0 then the state of i is of the form σ(i, t) =
(5,m, d, ξ, b1, b2, b3, bi, b), where m ∈ [M ] is the level number, d ∈ [2tM ] is the time counter,
ξ ∈ [4] is the expert type, and b1, b2, b3 ∈ {−1, 0, 1} are the test bits.
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• If i ∈ [n] is an informed node at time t ≥ 0 then the state of i is of the form σ(i, t) = (6, bi, b).
The initial data of the protocol are as follows. At time 0 each node i ∈ [n] is an aspirant with
state of the form φ(i, 0) = (1, 1, 0, 1,−1,−1,−1, bi, bi), where bi is the initial bit assigned to i.
First we describe the behavior of aspirants. An aspirant first determines the value of its expert
type ξ (phase χ = 1), then it is determined whether the aspirant will become a level 0 expert or not
(phase χ = 2), and then, on the event that the aspirant will become a level 0 expert, the aspirant
waits for an additional Taspirant clock rings (phase χ = 3). In phase χ = 1, the aspirant repeatedly
collects a tuple of four bits by asking four randomly chosen nodes for their initial bit. The first
time it gets a tuple with exactly one or three bits 1, the expert type is determined by considering
the order of 0’s and 1’s in the tuple. In phase χ = 2 the aspirant repeatedly collects pairs of bits
by asking two randomly chosen nodes for their initial bit. If the aspirant collects K pairs (0, 1)
before the first pair (1, 0) then it will become a level 0 expert; otherwise it turns into a regular
node. The following is a more precise description of the behavior of aspirants. We assume i ∈ [n]
is an aspirant at time t ≥ 0 with state (1, d, ξ, χ, b′, b′′, b′′′, bi, b).
(i) When the clock of i rings and the phase χ = 1 then i initiates a communication with a
uniformly chosen node j. The following describes how i updates its state based on the state
of j.
– If b′ = −1 then i sets b′ = bj .
– If b′ 6= −1 and b′′ = −1 then i sets b′′ = bj .
– If b′ 6= −1, b′′ 6= −1, and b′′′ = −1 then i sets b′′′ = bj .
– If b′, b′′, b′′′ 6= −1 then consider the tuple (b′, b′′, b′′′, bj). If this tuple has three bits 0 and
one bit 1, or three bits 1 and one bit 0, then let v ∈ [4] be the position of the bit which
is different from the other bits. Set the expert type ξ = v and the phase χ = 2. If the
tuple (b′, b′′, b′′′, bj) does not satisfy the mentioned condition, set b′, b′′, b′′′ all equal to
−1.
(i’) When the clock of i rings and the phase χ = 2 then i initiates a communication with a
uniformly chosen node j. If d ≤ K then i updates its state as follows.
– If b′ = bj then i sets b′ = −1.
– If b′ = −1 then i sets b′ = bj .
– If b′ = 0 and bj = 1 then d increases by 1 and i sets b′ = −1.
– If b′ = 1 and bj = 0 then i becomes a regular node with state (3, 1, ξ, 0, bi, bi), where ξ
is the expert type of i immediately before the clock was ringing.
Note that d counts the number of times the event described in the third item above happens.
If d = K + 1 then i sets χ = 3 and d = 1.
(i”) When the clock of i rings then the following happens if the phase χ = 3. If d < Taspirant then
d increases by 1. If d = Taspirant then i becomes an expert with state (2, 0, 1, ξ, bi, bi), where
ξ is the expert type of i immediately before the Poisson clock was ringing.
(ii) If another node j initiates a communication with i then i will not change its state.
If i ∈ [n] is an expert at time t ≥ 0 then the following holds.
40
(i) When the clock of i rings, i initiates a communication with another node j. If the time
counter d of i equals 2K + 7 and the level m < M , then i will transform into a regular node
with state (3, 1, ξ, 1, bi, b) immediately after the communication, where ξ (resp. b) is the expert
type (resp. belief bit) of i immediately before the communication. If d = 2K + 7 and m = M
then i transforms into an informed node immediately after the communication. Notice that
m’s growth is governed by the rules for regular nodes. If d 6= 2K + 7 then the time counter d
will increase by 1 and the other elements of the tuple describing the state remain unchanged.
(ii) If another node j initiates a communication with i then i will not change its state.
If i ∈ [n] is a regular node at time t ≥ 0 then the following holds.
(i) When the clock of i rings then i initiates a communication with a uniformly sampled node j if
and only if the time counter d = d(log log n)2e. If j is not a terminal node then i sets its time
counter d = 1. If j is a terminal node then i becomes a terminal node with the same state
as j, i.e., σ(i, t) = σ(j, t). If i does not initiate a communication with another node (since
d 6= d(log log n)2e) then i increases its time counter d by 1. In other words, a regular node
will initiate a communication every d(log log n)2e clock rings until it encounters a terminal
node, upon which it will also become a terminal node.
(ii) If a node j contacts i then the state of i is updated as follows:
– If j is an expert with state σ(j, t−) = (2,m, d, ξ′, bj , b) for d 6= 2K + 7, and if the expert
indicator ψ of i satisfies ψ = 0, then i becomes an expert with state (2,m, d+ 1, ξ, bi, b),
where ξ is the expert type of i immediately before the communication. In other words,
if j is an expert and i has not previously been an expert (since ψ = 0) then i will
become an expert of the same level and with the same belief bit as j, but with counter
d increased by 1 (assuming the counter satisfies d 6= 2K + 7).
– If j is an expert with state (2,m, 2K + 7, ξ′, bj , b) for m < M and ξ ∈ [3], and if the
expert indicator ψ of i satisfies ψ = 0, then i becomes an expert candidate with state
(5,m + 1, 1, ξ, b1, b2, b3, bi, b), where b
ξ′ = b, bξ
′′
= −1 for ξ′′ = [3] \ {ξ′}, and ξ is the
expert type of i immediately before the communication. In particular, i becomes an
expert candidate of level m+ 1 upon being contacted by a level m expert with counter
d = 2K + 7 and expert type ξ ∈ [3].
– If j has state (2,M, 2K+7, ξ, bj , b) then i becomes an informed node with state (6, bi, b).
– If j has state (6, bj , b) then i becomes an informed node with state (6, bi, b).
Note that in all four cases i adopts the belief bit b of j (except in the first two cases for
ψ = 1).
If i ∈ [n] is an expert candidate at time t ≥ 0 then the following holds.
(i) When the clock of i rings i will not initiate a communication. If the time counter d < 2tM
then d is increased by 1. If d = 2tM then i becomes a regular node with state (3, 1, ξ, 1, bi, b),
where b (resp. ξ) is the belief bit (resp. expert type) of i immediately before the clock was
ringing. In other words, an expert candidate will remain an expert candidate for at most 2tM
clock rings, and if its clock rings 2tM times before it has turned into an expert (see (ii) right
below) then it will turn into a regular node.
(ii) If i has state (5,m, d, ξ′, b1, b2, b3, bi, b) and is contacted by a node j then the state of i updates
as follows:
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– If j is an expert with state (2,m − 1, 2K + 7, ξ, bj , b′) for ξ ∈ [3], and if bξ = −1, then
i sets bξ = b′. If b1, b2, b3 are all different from −1 after this update then i becomes a
level m expert with state (2,m, 1, ξ′, bi, b0), where b0 is the majority bit in {b1, b2, b3}. In
other words, an expert candidate i becomes a level m expert if it has received bits from
three level m − 1 experts with counter 2K + 7 and expert type 1,2,3, respectively, and
the belief bit of i will be the majority belief bit among these three level m− 1 experts.
– Otherwise the state of i does not change.
If i ∈ [n] is an informed node at time t ≥ 0 then the following hold.
(i) When the clock of i rings it initiates a communication with a uniformly chosen node j. If j is
informed or terminal then i becomes a terminal node with unchanged belief bit. Otherwise i
does not update its state.
(ii) If another node j initiates a communication with i then i will not change its state.
If i ∈ [n] is a terminal node then it does not initiate communications and it does not update its
state if it is contacted by other nodes. Notice that a terminal node is in a terminal state as defined
in Section 2, i.e., a terminal node has a state in the set S∞ defined in that section.
8.2 Analysis
Lemma 32. For the protocol described in Section 8.1 there is a constant C depending only on 
such that Cdlog log ne3 states of memory per node suffice.
Proof. This is immediately verified by calculating the memory need for each of the six types of
nodes. We notice that the expert candidates require the most memory. Namely, by multiplying
the number of states allowed in each element of the tuple specified above, we see that an expert
candidate must be able to store the following number of states
6 ·M · 2tM · 4 · 33 · 2 · 2 = Θ((log log n)3).

For any m ∈ [M ] ∪ {0} let E(m) denote the set of level m experts, i.e.,
E(m) = {i ∈ [n] : ∃t ≥ 0 such that σ(i, t) = (2,m, 2K + 7, ξ, bi, b), b ∈ {0, 1}, ξ ∈ [4]}.
Remark 33. Notice that the sets E(m) for m ∈ [M ] are disjoint, since a node can only be an expert
once, which follows by using that when an expert converts into a regular node the regular node will
have expert indicator ψ = 1, and a regular node with expert indicator ψ = 1 cannot become an
expert or expert candidate.
For m ∈ [M ] let E1(m) ⊂ E(m) denote the set of level m experts which became experts upon
receiving three bits from level m− 1 experts, i.e.,
E1(m) = {i ∈ [n] : ∃t ≥ 0 such that σ(i, t) = (2,m, 1, ξ, bi, b), b ∈ {0, 1}, ξ ∈ [4]}.
We will now define what it means that an expert is premature. We will let P ⊂ ⋃m∈[M ]∪{0} E(m)
denote the set of premature experts. A level 0 expert i is premature if it became an expert before
time Taspirant/2, i.e.,
P ∩ E(0) = {i ∈ E(0) : ∃t < Taspirant/2 such that σ1(i, t) = 2}.
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We now define P ∩ E(m) inductively. Given P ∩ E(m− 1) we first define P ∩ E1(m) and then we
define P ∩ (E(m) \ E1(m)). Let i ∈ E1(m). Then the belief bit of i was determined by taking the
majority bit among the bits received from three level m − 1 experts i1(i), i2(i), i3(i) ∈ E(m − 1).
We say that i is premature if at least one of these three nodes is premature, i.e.,
P ∩ E1(m) = {i ∈ E1(m) : {i1(i), i2(i), i3(i)} ∩P 6= ∅}.
Let i ∈ E(m) \ E1(m). Then i first became an expert upon being contacted by some node i4(i) ∈
E(m). We say that i is premature if i4 is premature, i.e.,
P ∩ (E(m) \ E1(m)) = {i ∈ E(m) \ E1(m) : i4(i) ∈ P}. (22)
Note that P is well-defined since a node can only be an expert once, see Remark 33. Recall that
an expert i spreads its majority bit b by repeatedly contacting other nodes j. If i is premature the
bit may be spread to fewer other nodes since it may be more likely that j is an aspirant. Part of
our analysis in this section involves bounding from above the number of premature nodes, which
guarantees that sufficiently many experts are created.
Next we define the set A ⊂ [n] of non-expiring nodes. Recall that an expert candidate will
only remain an expert candidate for 2tM clock rings, and will turn into a regular node if it has
not received three expert bits before this happens. In order to bound from below the number of
experts, we bound from above the number expert candidates whose clock is ringing at least 2tM
times before time tM . The purpose of introducing non-expiring nodes is to keep track of experts
candidates for which the clock rings less than 2tM times before time tM and experts originating
from such expert candidates, since it is easier to bound from below the number of such experts.
We say that a node i is non-expiring if at least one of the following three criteria are satisfied: (i)
The Poisson clock of i rings at most 2tM times during [0, tM ] and i is an expert candidate at some
point in time, i.e.,
∃t ≥ 0 such that σ1(i, t) = 5 and #(Pi ∩ [0, tM ]) ≤ 2tM ,
(ii) i is a level m expert for some m ∈ [M ] due to receiving a bit from a non-expiring level m expert,
i.e.,
i ∈
⋃
m∈[M ]
E(m) \ E1(m) and i4(i) ∈ A,
or (iii) i ∈ E(0). Note that if a non-expiring expert candidate receives bits from three level m− 1
experts before time tM and is a regular node with ψ = 0 when it receives the first of these three
bits, then it will become a level m expert. We will show that for an expert candidate i the event in
(i) happens w.h.p., which helps us to lower bound the number of non-expiring experts and expert
candidates.
Let E−(m) ⊂ E(m) be the set of level m experts created before time tm which are non-expiring
and not premature, i.e.,
E−(m) = {i ∈ [n] : ∃t ∈ [0, tm] such that σ(i, t) = (2,m, 2K + 7, ξ, bi, b), b ∈ {0, 1}, ξ ∈ [4],
i 6∈ P, and i ∈ A}.
Let E1−(m) ⊂ E−(m)∩E1(m) denote the set of level m experts which became experts upon receiving
three bits from level m−1 experts, which became experts before time t1m, and which are non-expiring
and not premature, i.e.,
E1−(m) = {i ∈ [n] : ∃t ∈ [0, t1m] such that σ(i, t) = (2,m, 1, ξ, bi, b), b ∈ {0, 1}, ξ ∈ [4],
i 6∈ P, and i ∈ A.
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Define
L(m) = #E(m), L1(m) = #E1(m), L−(m) = #E−(m), L1−(m) = #E1−(m)
and
α = n0.5K , βm = 5
m(log n)−5, α1 = n0.53K , β1m = 3 · 5m−1(log n)−5 + (log n)−5.
We will use the following estimates for a Poisson random variable X ∼ Pois(λ) with λ > 0
multiple times throughout this section. See e.g. [AS04, Theorem A.1.15] for a proof.
P[X ≥ 2λ] ≤ (e/4)λ < 2−0.55λ, P[X ≤ λ/2] ≤ exp(−λ/8) < 2−0.18λ. (23)
The following basic estimate for a geometric random variable Y ∼ Geom(µ) will also be used
multiple times.
P[Y ≥ x] = exp(−µx) < 2−1.44µx, x > 0. (24)
The following lemma says that the number of level 0 experts is very close to α. Furthermore,
it says that the set E−(0) contains almost all level 0 experts.
Lemma 34 (Initial bound, number of experts). For all sufficiently large n,
P[|L−(0)− α| > β0α] ≤ 3 exp(−2n0.2), P[|L(0)− α| > β0α] ≤ 2 exp(−2n0.2).
Proof. Recall that an aspirant i with phase χ = 2 repeatedly collects pairs of bits, and that i
becomes an expert if and only if it observes K bit pairs (0, 1) before the first bit pair (1, 0). Since i
is equally likely to observe a pair (0, 1) and a pair (1, 0) each time it collects a bit pair, it becomes
a level 0 expert with probability exactly 0.5K . Furthermore, the events {i ∈ E(0)} are independent
for different i. By Hoeffding’s inequality,
P[|#E(0)− α| > n0.6] ≤ 2 exp(−2n0.2). (25)
This implies the second inequality of the lemma.
To prove the first inequality of the lemma, we will bound from above #(E(0) \ E−(0)). For
i ∈ [n] and v = 1, 2, 3 let τvi ≥ 0 denote the time at which i exits phase χ = v as an aspirant,
i.e., letting χ(i, t) ∈ [3] denote the phase of i at time t on the event that σ1(i, t) = 1 (and setting
χ(i, t) = 0 if σ1(i, t) 6= 1), we have
τvi = sup{t ≥ 0 : χ(i, t) = v}.
If i ∈ E(0) \ E−(0) then, by definition of E−(0), at least one of the following four events occur: (i)
#(Pi ∩ [0, 6Taspirant]) ≤ 3Taspirant, (ii) #(Pi ∩ [0, τ1i ]) ≥ Taspirant, (iii) #(Pi ∩ (τ1i , τ2i ]) ≥ Taspirant,
and (iv) i ∈ P. We will bound the probability of the events (i)-(iv) from above.
To bound the probability of the event in (i), we use (23) to obtain the following
P[#(Pi ∩ [0, 6Taspirant]) ≤ 3Taspirant] ≤ 2−0.18·6Taspirant < (log n)−20000.
To bound the probability of the event in (ii), recall that in phase χ = 1 of the aspirant phase
a node collects bit quadruples (b′, b′′, b′′′, b′′′′) repeatedly, and phase χ = 1 ends the first time that
this quadruple contains exactly one or three bits 0. For each quadruple and sufficiently large n this
constraint is satisfied with probability at least 4(1− )3 > /2, so #(Pi ∩ [0, τ1i ]) is stochastically
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dominated by 4 times a geometric random variable Y with success probability /2. Therefore we
get upon an application of (23),
P[#(Pi ∩ [0, τ1i ]) ≥ Taspirant] ≤ P[Y > Taspirant/4] ≤ 2−1.44·/2·Taspirant/4 ≤ (log n)−900,
where we have used (24) to get the second to last inequality.
To bound the probability of the event in (iii), recall that in phase χ = 2 of the aspirant phase
a node collects bit pairs (b′, b′′) repeatedly, and phase χ = 2 ends at the latest at the first time
that (b′, b′′) = (1, 0). For each pair and sufficiently large n, each time i collects a bit pair we have
(b′, b′′) = (1, 0) with probability at least (1− )(1−1/n) > /2, so #(Pi∩ (τ1i , τ2i ]) is stochastically
dominated by 2 times the geometric random variable Y considered above. Therefore we get the
following
P[#(Pi ∩ (τ1i , τ2i ]) ≥ Taspirant] ≤ P[Y > Taspirant/2] ≤ 2−1.44·/2·Taspirant/2 ≤ (log n)−1800.
To bound the probability of the event in (iv), recall that an aspirant which becomes a round 0
expert has a phase χ = 3 which consists of Taspirant clock rings. In particular, in order for a round 0
expert to be in P its clock must ring at least Taspirant times during the time interval [0, Taspirant/2],
so (23) gives
P[i ∈ E(0) ∩P] = P[i ∈ E(0)] · P[i ∈ P | i ∈ E(0)] < 0.5K · P[#(Pi ∩ [0, Taspirant/2]) > Taspirant]
< 0.5K · 2−0.55·Taspirant/2 < (log n)−5500.
Combining the bounds for the events (i)-(iv) above, we get that for each i ∈ [n],
P[i ∈ E(0) \ E−(0)] < 2(log n)−900.
Since the event i ∈ E(0) \ E−(0) happens independently for each i, Hoeffding’s inequality gives that
except on an event of probability exp(−(log n)−1800n) for sufficiently large n, we have #(E(0) \
E−(0)) < 3(log n)−900n. Combining this with (25) and using that E−(0) ⊂ E(0) gives the first
inequality of the lemma. 
The following lemma says that there are few aspirants at time Taspirant/2. Recall that for i ∈ [n]
and t ≥ 0 we have σ1(i, t) = 1 if and only if node i is an aspirant at time t.
Lemma 35. Define the event D1 by
D1 =
{
#{i ∈ [n] : σ1(i, Taspirant/2) = 1} < 2n(log n)−6
}
.
Then D1 happens w.h.p.
Proof. An aspirant can be in three phases χ = 1, 2, 3. In phase χ = 1 the aspirant collects bit
quadruples (b′, b′′, b′′′, b′′′′), and if exactly one or exactly three of the bits in the quadruple are equal
to 0 then the aspirant proceeds to phase χ = 2. Let Y1 denote the number of quadruples collected
by the aspirant in phase χ = 1, so Y1 = #(Pi ∩ [0, τ1i ])/4 in the notation of Lemma 34. In phase
χ = 2 the aspirant collects bits pairs (b′, b′′). It becomes a regular node the first time it observes a
pair (1, 0), and it will eventually become a level 0 expert if it observes K pairs (0, 1) before the first
pair (1, 0). Let Y2 denote the number of bit pairs collected in phase χ = 2, so Y2 = #(Pi∩(τ1i , τ2i ])/2
in the notation of Lemma 34. We observed in the proof of Lemma 34 that both Y1 and Y2 are
stochastically dominated by a geometric random variable Y with success probability /2.
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Let E(i) denote the event that i becomes a regular node immediately after the aspirant phase
(i.e., i 6∈ E(0)), and that the second part of its aspirant phase ends after time Taspirant/2 (i.e.,
σ1(i, Taspirant/2) = 1). Due to the upper bound on the number of experts established in Lemma 34,
in order to conclude the proof it is sufficient to show that w.h.p., there are at most 2n(log n)−6 −
α− β0α nodes i for which E(i) occurs. The clock of i either rings at least Taspirant/4 times before
time Taspirant/2, or this does not happen. On the former event, and if E(i) occurs, then there are
either more than Taspirant/4 clock rings during [0, τ
1
i ] (so Y1 > Taspirant/32) or more than Taspirant/4
clock rings during (τ1i , τ
2
i ] (so Y2 > Taspirant/16). By a union bound, (23), and (24)
P[E(i)] ≤ P[#(Pi ∩ [0, Taspirant/2]) ≤ Taspirant/4] + P[Y1 > Taspirant/32] + P[Y2 > Taspirant/16]
≤ 2−0.18·Taspirant/2 + 2−1.44·/2·Taspirant/32 + 2−1.44·/2·Taspirant/16 < (log n)−100.
Since E(i) occurs independently for each node, this estimate and Hoeffding’s inequality gives that
w.h.p., there are at most 2(log n)−200n < 2n(log n)−6 − α − β0α nodes i for which E(i) occurs,
which concludes the proof of the lemma. 
The following lemma says that there are few premature level 0 experts, i.e., there are few level
0 experts which are created before time Taspirant/2.
Lemma 36.
D6 = {#(E(0) ∩P) < α(log n)−6}.
Then D6 happens w.h.p.
Proof. Since the clock of an aspirant must ring at least Taspirant times in order for the node to
become a level 0 expert, and since Pi is independent of the event {i ∈ E(0)} for each i, for all
sufficiently large n,
P[i ∈ E(0) ∩P] = P[i ∈ E(0)] · P[i ∈ P | i ∈ E(0)] ≤ α/n · P[#(Pi ∩ [0, Taspirant/2]) > Taspirant]
≤ α/n · 2−0.55·Taspirant/2 ≤ α/n · (log n)−5000.
where we use (23) to bound P[#(Pi ∩ [0, Taspirant/2]) > Taspirant]. Since the events {i ∈ E(0) ∩P}
are independent for different i, the lemma follows by Hoeffding’s inequality. 
The following lemma says that the expert type of each node i ∈ [n] is uniformly distributed
on [4], conditional on all information until the time at which the expert initiates a communication
which may lead to the creation of a new expert candidate.
Lemma 37. Let t be a time at which an expert i with counter 2K + 7 initiates a communication.
Let F be the σ-algebra generated by r(i, t) and all information before time t, except for the expert
type ξ of i. Then ξ is independent of F and satisfies
P[ξ = 1 | F ] = P[ξ = 2 | F ] = P[ξ = 3 | F ] = P[ξ = 4 | F ] = 1/4.
Proof. In the aspirant phase the value of ξ is determined by letting the aspirant repeatedly sample
bit quadruples (b1, b2, b3, b4), and setting ξ = 1 (resp. ξ = 2, 3, 4) if this quadruple equals (1, 0, 0, 0)
or (0, 1, 1, 1) (resp. (0, 1, 0, 0) or (1, 0, 1, 1); (0, 0, 1, 0) or (1, 1, 0, 1); (0, 0, 0, 1) or (1, 1, 1, 0)). Notice
that the probability of sampling each quadruple is the same (Von Neumann unbiasing). Therefore
P[ξ = 1] = P[ξ = 2] = P[ξ = 3] = P[ξ = 4] = 1/4.
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We have P[ξ = u] = P[ξ = u | F ] for u = 1, 2, 3, 4 since the value of ξ does not influence the
state of any nodes other than i until (at the earliest) at time t. Here we use that i can only be an
expert once, see Remark 33. 
The following lemma upper bounds the number of experts.
Lemma 38 (Upper bound, number of experts). Let D2 denote the event that for all m ∈ [M ], we
have L(m) < α(1 + βm). Then D2 happens w.h.p.
Proof. For ξ = 1, 2, 3, 4 let Eξ(m) denote the set of level m experts with expert type ξ, i.e.,
Eξ(m) = {i ∈ [n] : ∃t ≥ 0 such that σ(i, t) = (2,m, 2K + 7, ξ, bi, b), b ∈ {0, 1}},
and set Lξ(m) = #Eξ(m).
For m ∈ [M ] ∪ {0} let Ê(m) denote the following event
Ê(m) = {Lξ(m) < α(1 + βm)/4, ξ ∈ [4]}.
Notice that Ê(m) ⊂ {L(m) < α(1 + βm)}. Let Gm−1 denote the σ-algebra generated by Eξ(m− 1)
for ξ ∈ [4]. We will show the following for m = 1, . . . ,M and sufficiently large n, which immediately
implies the lemma by Lemma 34 and a union bound
P[Ê(m)c | Gm−1]1Ê(m−1) < exp(−2n0.05).
Fix m ∈ {1, . . . ,M} and condition on Gm−1. For each i ∈ E(m − 1) let si denote the time that i
initiates a communication and has counter 2K + 7 immediately prior to initiating the communica-
tion. For each i ∈ [n] let Êi denote the event that i receives bits from three level m − 1 experts
with counter 2K + 7 and with expert type 1, 2, and 3, respectively, i.e., with ξ(j) denoting the
expert type of node j ∈ [n] (and ξ(j) = 0 if j does not have an expert type),
Êi = {∃i1, i2, i3 ∈ E(m− 1) : si1 < si2 < si3 , i = r(i1, si1) = r(i2, si2) = r(i3, si3)
{ξ(i1), ξ(i2), ξ(i3)} = {1, 2, 3}}.
Then for sufficiently large n and i 6∈ E(m− 1), on the event Ê(m− 1),
P[Êi | Gm−1]
=
(
1− (1− (n− 1)−1)L1(m−1)
)(
1− (1− (n− 1)−1)L2(m−1)
)(
1− (1− (n− 1)−1)L3(m−1)
)
≤ L1(m− 1)L2(m− 1)L3(m− 1)
(n− 1)3 < 0.5
3K+6(1 + 3.5βm−1).
Let L̂ = #{i ∈ [n] : Êi occurs}. Observe that L̂ is a function of the random variables r(i, si) for
i ∈ E(m − 1), and that changing one of these #E1(m) random variables changes L̂ by at most 1.
Therefore McDiarmid’s inequality gives
P
[
L̂ > 0.53K+6(1 + 3.5βm−1)n+ n0.55 | Gm−1
]
1
Ê(m−1)
≤ exp
(
− 2n
1.1
L(m− 1)
)
1
Ê(m−1) ≤ exp
(
− 2n
1.1
α(1 + βm−1)
)
.
Observe that E1(m) ⊂ {i ∈ [n] : Êi occurs}. These sets are not identical e.g. because i may not be
eligible to become an expert, or because a node can only remain an expert candidate for a bounded
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number of clock rings. Furthermore, recall that each i ∈ E1(m) gives at most 22K+6 level m experts,
so L(m) < 22K+6 ·#E1(m) ≤ 22K+6L̂. Therefore, on the complement of the event in (8.2) and for
sufficiently large n,
L(m) ≤ 22K+6(0.53K+6(1 + 3.5βm−1)n+ n0.55) ≤ α(1 + 3.6βm−1).
By Lemma 37, conditioned on E(m) the random variables ξ(i) for i ∈ E(m) are independent and
uniformly distributed on [4]. The lemma now follows from (12) and Hoeffding’s inequality. 
Recall that each type of node is associated with a number (aspirants correspond to 1, experts
correspond to 2, etc.). For t ≥ 0 and u ∈ [6] let Nu(t) denote the number of nodes of type u at
time t, i.e.,
Nu(t) = #{i ∈ [n] : σ1(i, t) = j}.
Remark 39. Since each expert creates at most one expert candidate, on the event D2 we have the
following bounds for the number of experts and expert candidates, respectively, for any t ≥ 0
N2(t) ≤ (M + 1)α(1 + βm), N5(t) ≤ (M + 1)α(1 + βm).
We say that j ∈ [n] is a potential level (m, d) expert if we can find a sequence of pairs
(i1, t1), . . . , (id, td) such that tk ∈ Pik for all k, i1 ∈ E1−(m), id = j, and for each k ∈ [d − 1]
we have ik+1 ∈ {ik, r(ik, tk)}. If there are v ∈ N such sequences we say that j is a potential level
(m, d) expert of multiplicity v. Observe that the number of potential level (m, d) experts (counted
with multiplicities) is exactly 2d−1L1−(m). Also observe that all level m experts are potential level
(m, 2K + 7) experts while the opposite is not necessarily true. We say that j is a late potential
level (m, d) expert if
∑d−1
k=1(tk+1 − tk) > 6K.
The next lemma bounds from above the number of late potential level (m, d) experts. Eventually
we want to bound the number of late experts (rather than the number of potential late experts)
but the estimate is easier for potential experts since the random variables tk+1− tk have the law of
independent unit rate exponential random variables in this case.
Lemma 40. For m ∈ [M ] and d = [2K + 7] let D(m, d) be the event that the number of late
potential level (m, d) experts (counted with multiplicity) is smaller than (log n)−62d−1L1−(m). Then
the event D3 :=
⋂M
m=1
⋂2K+7
d=1 D(m, d) occurs w.h.p.
Proof. Fix m ∈ [M ] and d ∈ [2K+7]. Let j ∈ [n] be a randomly chosen potential level (m, d) expert
such that the probability of sampling a given j is proportional to its multiplicity as a potential level
(m, d) expert. Let (i1, t1), . . . , (id, td) be as described above. Then the random variables tk+1 − tk
have the law of independent unit rate exponential random variables. Let Ej denote the event
that j is a potential level (m, d) expert, and let Êj denote the event that j is a late potential level
(m, d) expert. Then the following holds by (23) for X1, . . . , Xd−1 independent unit rate exponential
random variables and Y a Poisson random variable with expectation 6K
P[Êj |Ej ] = P
[
d−1∑
k=1
Xk > 6K
]
= P [Y < d− 1] < P [Y < 3K] ≤ (log n)−6.4.
Markov’s inequality gives
P[D(m, d)c] ≤ (log n)
−6.4
(log n)−6
= (log n)−0.4.
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The lemma follows by taking a union bound over all m ∈ [M ] and d ∈ [2K + 7]. 
Let T 1informed be the first time at which at least n(log n)
−6 nodes are informed, i.e.,
T 1informed = inf{t ≥ 0 : N6(t) ≥ n(log n)−6}.
Let T 2informed be the first time at which at least a fraction 0.01 of the nodes are either informed or
terminal, i.e.,
T 2informed = inf{t ≥ 0 : N6(t) ∨N4(t) ≥ 0.01n}.
The following lemma bounds from above the number of terminal nodes which are created before
time T 1informed, and also bounds the number of communications initiated by informed nodes before
this time.
Lemma 41. Let D4 denote the event that for all t ≤ T 1informed ∧ tM we have N4(t) < n(log n)−6.
Then D4 occurs w.h.p. Furthermore, the number of communications initiated by informed nodes
before time T 1informed ∧ (log n) is smaller than 2n w.h.p.
Proof. Let a be a constant independent of n such that a(log log n)2 > 2tM . Let T
1
terminal = inf{t ≥
0 : N4(t) ≥ n(log n)−6}, and define T = T 1informed ∧ tM ∧ T 1terminal. To prove the first assertion of
the lemma it is sufficient to show that T 1terminal > T w.h.p. Let k be the number of communications
initiated by regular nodes at or before time T , i.e., if Tk is the kth time a regular node initiates a
communications we have k = sup{k : Tk ≤ T}. Note that each terminal node was either informed or
regular immediately before becoming a terminal node. We have N4(t) = N
r
4(t)+N
i
4(t), where N
i
4(t)
(resp. N r4(t)) is the number of nodes i which are terminal nodes at time t and which were informed
(resp. regular) immediately before they became terminal, i.e., if t0 = inf{t′ ≥ 0 : σ1(i, t′) = 4}
then σ1(i, t
−
0 ) = 6 (resp. σ1(i, t
−
0 ) = 3).
We will now define a martingale (Mk)k∈N∪{0} inductively. First set M0 = 0. If k > k set
Mk = Mk−1. Otherwise define Mk = Mk−1 +Ak−E[Ak | Fk−1], where the random variable Ak and
the σ-algebra Fk are defined as follows. Set Ak = 1 if a new terminal node is created at time Tk,
and set Ak = 0 otherwise. Observe that for k < k, N
r
4(Tk) =
∑k
k′=1Ak. For k ≤ k let Fk be the
σ-algebra which contains all information about the protocol for times t < Tk+1. Then (Mk)k∈N∪{0}
is a martingale for the filtration Fk (if Fk = Fk for k > k) with increments bounded by 1.
Azuma’s inequality gives that w.h.p., Mk∧an ≤ (an)0.55. By Hoeffding’s inequality, w.h.p. the
total number of clock rings before time tM is bounded by 1.1tMn, i.e.,
#{t ∈ [0, tM ] : ∃i ∈ [n] such that t ∈ Pi} ≤ 1.1tMn.
On this event, by the definition of a and since regular nodes communicate every dlog log ne2 clock
rings, we have k ≤ 1.1tMn/dlog log ne2 < an.
Since informed nodes communicate at unit rate, the total number of times that some informed
node initiates a communication before time T ≤ tM is bounded by 2tM · supt∈[0,T ]N6(t) w.h.p.
Furthermore, an informed node becomes a terminal node with probability (n − 1)−1(N4(t−) +
N6(t
−) − 1) < n−1(N4(t−) + N6(t−)) if it initiates a communication at some time t. Using these
two observations we get that w.h.p.,
N i4(T ) ≤ 2 · 2tM · sup
t∈[0,T ]
N6(t) · sup
t∈[0,T ]
n−1(N4(t−) +N6(t−))
≤ 4tM · n(log n)−6 · 2(log n)−6 = 8tMn(log n)−12.
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We condition on the high probability events discussed in the last two paragraphs in the remain-
der of the proof. Then
N r4(T ) = N
r
4(Tk) =
k∑
k=1
Ak = Mk +
k∑
k=1
E[Ak | Fk−1] = (an)0.55 +
k∑
k=1
N4((Tk)
−)
n− 1
≤ (an)0.55 +
k∑
k=1
N r4((Tk)
−) + 8tMn(log n)−12
n− 1 .
Defining f(k) := N r4(Tk) = N
r
4((Tk+1)
−) for k = 1, . . . , k, 1 = (an)0.55 and 2 = 8tM (log n)−12n/(n−
1), we have
f(k) ≤ 1 + 2k + (n− 1)−1
k−1∑
k′=1
f(k′). (26)
By induction on k we get from (26) that
f(k) ≤ 2n(e2k/(n−1) − 1) + 1e2k/(n−1).
Inserting k = k < an and using that f is monotone, we get the following for sufficiently large n
N r4(Tk) = f(k) < f(an) ≤ 2n(e3a − 1) + 1e3a,
so
N4(T ) = N
i
4(T ) +N
r
4(Tk) ≤ 8tMn(log n)−12 + 2n(e3a − 1) + 1e3a < n(log n)−11,
which implies T < T 1terminal as desired.
To complete the proof of the lemma we need to bound the number of communications initiated
by informed nodes before time T 1informed ∧ (log n). Since informed nodes communicate at unit
rate, the total number of times that some informed node initiates a communication before time
T 1informed ∧ (log n) is bounded by 2(T 1informed ∧ (log n)) · supt∈[0,T 1informed]N6(t) ≤ 2n w.h.p. 
Define
Em = {L−(m) > α(1− βm)} ∪ {T 1informed < tm},
E1m = {L1−(m) > α1(1− β1m)} ∪ {T 1informed < t1m}.
The following lemma lower bounds the total number of level m experts, given a lower bound for the
number of nodes which become level m experts upon receiving a bit from three level m−1 experts.
More precisely, we will prove these results for the experts in E1−(m) and E−(m), respectively.
Lemma 42 (Lower bound, number of experts). For all sufficiently large n,
P[(Em)c;E1m;D1;D2;D3;D4] < exp(−2n0.1). (27)
Proof. For k ∈ N and d ∈ [2K + 7] let T dk be the kth time that a level m expert i ∈ E−(m) with
counter d initiates a communication, where T dk = ∞ if this time is not well-defined. Observe that
T dk > Taspirant/2 by the definition of E−(m). We will now define a martingale Mdk inductively.
First set Md0 = 0. If T
d
k = ∞ or T dk > T 1informed then set Mdk = Mdk−1. Otherwise define Mdk =
Mdk−1 + A
d
k − E[Adk | Fdk−1], where the random variable Akd and the σ-algebra Fdk are defined as
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follows. Let Adk = 2 if some node i ∈ [n] (other than the node initiating the communication at
time T dk ) becomes a new level m expert at time T
d
k and set A
d
k = 1 otherwise. For T
d
k ≤ T 1informed
let Fdk−1 be the σ-algebra which contains information about the protocol for times t < T dk . For
T dk > T
1
informed let Fdk−1 be the σ-algebra which contains information about the protocol for times
t ≤ T 1informed. Then Mdk is a martingale for the filtration Fdk . The increments of Mdk are bounded
by 1. For d = 2, . . . , 2K + 7 let Ld−(m) be the number of level m experts with counter d which are
created before time tm, i.e.,
Ld−(m) = #{i ∈ [n] : ∃t ∈ [0, tm] such that σ(i, t) = (2,m, d, ξ, bi, b), b ∈ {0, 1}, ξ ∈ [4]}.
Also define
kd = sup{k ∈ [d(1− 4(log n)−6) · Ld−1− (m)e] : T dk < tm},
with kd = 0 if the considered set is empty. By Azuma’s inequality and since kd ≤ n, P[Mdkd <
−n0.55] ≤ exp(−2n0.1). Let E = E1m ∩ D1 ∩ D2 ∩ D3 ∩ D4 ∩ {T 1informed > tm} ∩ {Mdkd ≥ −n0.55}.
Recall Remark 39. On E we have T dkd < tm < T
1
informed, so for all k ≤ kd and letting t = (T dk )− be
infinitesimally smaller than T dk ,
E[Adk | Fdk ] = 1 + (n− 1)−1N3(t) ≥ 1 + n−1(n−N1(t)−N2(t)−N4(t)−N5(t)−N6(t))
≥ 1 + n−1
(
n− 2n(log n)−6 − (M + 1)α(1 + βM )− n(log n)−6
− (M + 1)α(1 + βM )− n(log n)−6
)
≥ 2− 2.5n−1Mα.
It follows that on E,
Ld−(m) =
∑
k :T dk≤tm
Adk ≥
kd∑
k=1
Adk = Mkd +
kd∑
k=1
E[Adk | Fdk ] ≥ −n0.55 + (2− 2.5n−1Mα)kd. (28)
We will argue by induction on d that
kd = (1− 4(log n)−6) · Ld−1− (m). (29)
For d = 2, (29) is immediate since the number of late potential level (m, 2) experts is smaller than
(log n)−6L1−(m). Assuming that (29) holds for 1, . . . , d, we get by (28) that
Ld−(m) ≥ 2(1− 2n−1Mα) · Ld−1− (m). (30)
Iterating this gives Ld−(m) ≥ (1−2n−1Mα)d−1 ·2d−1 ·L1−(m) ≥ 0.9 ·2d−1 ·L1−(m). By first using the
definition of D3 and then using this bound, we get that the number of late potential level (m, d+1)
experts is smaller than (log n)−62dL1−(m) < 4(log n)−6Ld−(m), which implies by the definition of
kd+1 that we have kd+1 = (1− 4(log n)−6) · Ld−(m).
Iterating (30) and using that L1−(m) ≥ α1(1− β1m) on E1m,
L2K+7− (m) ≥ 22K+6(1−2n−1Mα)2K+6L1−(m) ≥ 22K+6(1−3n−1Mα ·(2K+6)−β1m)α1 ≥ α(1−βm),
which implies the occurrence of Em. 
The following lemma lower bounds the number of nodes which become level m experts upon
receiving bits from three level m − 1 experts, given a lower bound on the number of level m − 1
experts. More precisely, we will prove these results for the experts in E1−(m) and E−(m − 1),
respectively.
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Lemma 43 (Lower bound, number of experts). For all sufficiently large n,
P[(E1m)c;Em−1;D1;D2;D4;D6] < exp(−n0.09) (31)
Proof. We say that an expert candidate with state (5,m, d, ξ, b1, b2, b3, bi, b) has one (resp. two) bits
if exactly one (resp. two) of the variables b1, b2, b3 is different from −1. For v = 1, 2, 3 we say that
the expert candidate has bit bv if bv 6= −1.
Let Tk be the kth time that an expert i ∈ E−(m − 1) with counter d = 2K + 7 initiates a
communication, where Tk = ∞ if this time is not well-defined (so Tk = ∞ if and only if k >
#E−(m− 1)). For k ∈ N and u = 1, 2, 3 define Muk inductively as follows with Mu0 = 0. If Tk =∞
or Tk > T
1
informed set M
u
k = M
u
k−1. Otherwise set M
u
k = M
u
k−1 + A
u
k − E[Auk | Fk−1], where the
random variable Auk and the sigma-algebra Fk are defined as follows for such k. Let Fk be the
σ-algebra containing information about the protocol for times t < Tk+1, in addition to Pi ∩ [0, tm]
for all nodes i which are level m expert candidates at time Tk. For u = 1, 2 set A
u
k = 1 iff a
new expert candidate i with u bits is created at time Tk, and if i ∈ A. Recall that i ∈ A means
that the Poisson clock of i rings less than 2tM times during [0, tM ], and note that if i is the node
contacted at time Tk then i ∈ A is measurable with respect to Fk. Observe that i ∈ A occurs
except on an event of the following probability for Y a Poisson random variable of parameter tM :
P[Y ≥ 2tM ] < 2−0.55tM < 2−40(log logn)2 (see (23)). Set A3k = 1 if a new level m expert is created at
time Tk. Observe that L
1−(m) ≥
∑
k :Tk≤tm∧T 1informed A
3
k (with equality if tm < T
1
informed).
For u = 1, 2, 3 the process Muk is a martingale with increments bounded by 1. By Azuma’s
inequality, for k = 1, . . . , k0 := d1− 2(log n)−6eL−(m− 1),
P[|Muk | > n0.55] ≤ 2 exp(−n1.1/(2k)). (32)
Let L be the number of experts i ∈ E−(m−1) with counter 2K+ 7 which initiate a communication
before time t1m. For i ∈ E−(m−1) let si ∈ Pi denote the time such that the counter of i is set equal
to 2K+7 at time si. For a uniformly sampled i ∈ E−(m−1) and Y a unit rate exponential random
variable, the probability that i does not initiate a communication during the interval (si, t
1
m) is at
most P[Y > K] = exp(−K) ≤ (log n)−6. Therefore, by Hoeffding’s inequality,
P[L ≥ k0 | E1−(m)]1Em−1 < exp(−2(log n)−12 ·#E1−(m))1Em−1 .
In order for A1k = 1 three criteria must be satisfied: (i) The node j which is contacted at time
Tk is regular, (ii) the expert i which initiates the communication must have an expert type ξ ∈
{1, 2, 3}, and (iii) j ∈ A. The two events (i) and (ii) are independent by Lemma 37, and they
have probability (n − 1)−1N3
(
(T 1k )
−) > n−1N3((T 1k )−) and 3/4, respectively. The event (iii) has
probability P[Ŷ > 2tm] for Ŷ a Poisson random variable with parameter tM .
Let E = D1∩D2∩D4∩Em−1∩{T 1informed > t1m}∩{L > k0}. On E we have Tk0 < t1m < T 1informed,
so for k = 1, . . . , k0 and t = (T
1
k )
− infinitesimally smaller than T 1k ,
E[A1k | Fk−1] >
3
4
· n−1(N3(t))− P[Ŷ > 2tM ]
=
3
4
· n−1(n−N1(t)−N2(t)−N4(t)−N5(t)−N6(t))− 2−0.55λ
≥ 3
4
· n−1
(
n− 2n(log n)−6 − (M + 1)α(1 + βM )− n(log n)−6
− (M + 1)α(1 + βM )− n(log n)−6
)
− 2−0.55λ
≥ 3
4
(1− 2.5n−1Mα).
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and
E[A1k | Fk−1] ≤
3
4
· n−1 ·N3(t) ≤ 3
4
.
Define Âuk =
∑
k′≤k A
u
k′ for all u, k. We have A
2
k = 1 if and only if the following two criteria
are satisfied: (i) The node which is contacted at time Tk has exactly one bit b
ξ, and (ii) the expert
which initiates the communication has an expert type in {1, 2, 3}\{ξ}. These two events (i) and (ii)
are independent by Lemma 37, and they have probability n˜−1(Â1k−1− Â2k−1) and 1/2, respectively,
where n˜ = n− 1. Therefore
E[A2k | Fk−1] =
1
2
n˜−1(Â1k−1 − Â2k−1).
By a similar argument,
E[A3k | Fk−1] =
1
4
n˜−1(Â2k−1 − Â3k−1).
Define a = 1− 2.5n−1Mα to simplify notation. On the intersection of the complement of the event
in (32) for u = 1, 2, 3 and E,
Â1k =
∑
j≤k
A1j = M
1
k +
∑
j≤k
E[A1j | Fj−1] ≥ −n0.55 +
3
4
ak,
Â1k =
∑
j≤k
A1j = M
1
k +
∑
j≤k
E[A1j | Fj−1] ≤ n0.55 +
3
4
k,
Â2k =
∑
j≤k
A2j = M
2
k +
∑
j≤k
E[A2j | Fj−1] ≤ n0.55 +
∑
j≤k
1
2
n˜−1Â1j−1
≤ n0.55 +
∑
j≤k
1
2
n˜−1
(3
4
(j − 1) + n0.55
)
≤ 3
16
n˜−1k2 +
(1
2
n˜−1k + 1
)
n0.55.
Using the lower bound for Â1k and the upper bound for Â
2
k,
Â2k =
∑
j≤k
A2j = M
2
k +
∑
j≤k
E[A2j | Fj−1] ≥ −n0.55 +
∑
j≤k
1
2
n˜−1(Â1j−1 − Â2j−1)
≥ −n0.55 +
∑
j≤k
1
2
n˜−1
(3
4
a(j − 1)− n0.55 − 3
16
n˜−1(j − 1)2 −
(1
2
n˜−1(j − 1) + 1
)
n0.55
)
≥ 3
16
an˜−1(k − 1)2 − 1
25
n˜−2k3 −
(1
2
n˜−1k +
1
8
n˜−2k2 +
1
2
n˜−1k + 1
)
n0.55,
Â3k =
∑
j≤k
A3j = M
3
k +
∑
j≤k
E[A3j | Fj−1] ≤M3k +
∑
j≤k
1
4
n˜−1Â2j−1
≤ n0.55 +
∑
j≤k
1
4
n˜−1
( 3
16
n˜−1j2 +
(1
2
n˜−1j + 1
)
n0.55
)
≤ 1
26
n˜−2k3 +
( 1
16
n˜−2k2 +
1
4
n˜−1k + 1
)
n0.55.
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Using the lower bound for Â2k and the upper bound for Â
3
k,
Â3k =
∑
j≤k
A3j = M
3
k +
∑
j≤k
E[A3j | Fj−1] ≥M3k +
∑
j≤k
1
4
n˜−1(Â2j−1 − Â3j−1)
≥ −n0.55 +
∑
j≤k
1
4
n˜−1
( 3
16
an˜−1(j − 2)2 −
(1
2
n˜−1(j − 1) + 1
)
n0.55
)
−
∑
j≤k
1
4
n˜−1
( 1
26
n˜−2j3 +
( 1
16
n˜−2j2 +
1
4
n˜−1j + 1
)
n0.55
)
≥ 1
26
an˜−2(k − 2)3 − 1
210
n˜−3k4 − 1
4
n˜−1
( 1
16 · 3 n˜
−2k3 +
1
8
n˜−1k2 + k
)
n0.55
−
( 1
16
n˜−2(k − 1)2 + 1
4
n˜−1k + 1
)
n0.55.
Inserting k = k0, on the event E,
L−(m) ≥ Â3k0 ≥ α1(1− β1m),
so E1m occurs. 
Corollary 44. W.h.p., at least one of the following two holds: (i) T 1informed < tM or (ii) |L−(M)−
α| < αβM .
Proof. Combining the lemmas above, the event D1 ∩D2 ∩D4 ∩D6 occurs w.h.p. It follows from
Lemmas 34, 42, and 43 that the events E1m and Em occur w.h.p. for all m. We now obtain the
corollary, since the event in the statement of the corollary (i.e., the union of (i) and (ii)) is equivalent
to occurrence of EM . 
The following lemma implies that at time T 1informed there are less than 0.1n nodes which are
still aspirants. We will use this to argue that informed nodes spread their bit efficiently after time
T 1informed, since w.h.p., every time they initiate a communication they reach a regular node with
constant order probability.
Lemma 45. Let D8 be the event
D8 = {T 1informed > 200−1} ∩ {N1(200−1) < 0.1n}.
Then D8 happens w.h.p.
Proof. We will prove separately that the two conditions of D8 are satisfied w.h.p. First we consider
the condition T 1informed > 200
−1. Let E ⊂ [n] denote the set of nodes which become level 0 experts
before time 200−1, i.e.,
E = {i ∈ [n] : i ∈ E(0) and ∃t ∈ [0, 200−1] such that σ1(i, t) = 2}.
Let I ⊂ [n] denote the set of nodes which become informed before time 200−1, i.e.,
I = {i ∈ [n] : ∃t ∈ [0, 200−1] such that σ1(i, t) = 6}.
Recall the notion of influence from Definition 13. Let T (i) ⊂ [n] denote the set of nodes influenced
by i during [0, 200−1]. By the definition of the protocol, any node which becomes informed before
time 200−1 is influenced by a level 0 expert during [0, 200−1]. Therefore
I ⊂
⋃
i∈E
T (i). (33)
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If i ∈ [n] is a level 0 expert, then the clock of i must ring at least Taspirant times before i becomes
an expert since this is the duration of phase χ = 3 of the aspirant phase. Therefore, for any fixed
i ∈ [n] and with Y a Poisson random variable with parameter Taspirant/2, (23) gives
P[i ∈ E ] ≤ P[#(Pi ∩ [0, 200−1]) ≥ Taspirant] ≤ P[Y ≥ Taspirant] ≤ 2−0.55Taspirant/2 < (log n)−5000.
Markov’s inequality gives
P[#E ≥ n(log n)−4000] ≤ (log n)−1000. (34)
The random variable #T (i) is stochastically dominated by a Yule-Furry process with rate 2 at
time 200−1, see the proof of Lemma 14. It follows from the explicit formula for the distribution of
a Yule-Furry process [KT75, page 122] that CYF := E[#T (i)] < ∞ for a constant CYF depending
only on t. Note that the random variables T (i) and 1i∈E are independent. Therefore, by Markov’s
inequality and (33),
P[T 1informed > 200−1 | E ] ≤ P[#I ≥ n(log n)−6 | E ] ≤
E[#I | E ]
n(log n)−6
≤ #E · CYF
n(log n)−6
.
By taking a union bound and applying this estimate and (14),
P[T 1informed > 200−1] ≤ P[T 1informed > 200−1; #E < n(log n)−4000] + P[#E ≥ n(log n)−4000]
≤ n(log n)
−4000 · CYF
n(log n)−6
+ (log n)−1000,
which converges to 0 as n → ∞. We conclude that the first of the two events defining D8 occurs
w.h.p.
Now we consider the second of the two events defining D8, and we will prove that N1(200
−1) <
0.1n w.h.p. Fix i ∈ [n], and let τ1i , τ2i , Y1, and Y2 be as in the proof of Lemmas 34 and 35. By a
union bound, (23), and (24),
P[σ1(i, 200−1) = 1]
≤ P[#(Pi ∩ [0, 200−1]) ≤ 100−1] + P[#(Pi ∩ [0, τ1i ]) ≥ 50−1] + P[#(Pi ∩ (τ1i , τ2i ]) ≥ 50−1]
≤ 2−0.18·200−1 + P[Y1 ≥ 50−1/4] + P[Y2 ≥ 50−1/2]
≤ 2−0.18·200·4 + 2−1.44·50−1/4·/2 + 2−1.44·50−1/2·/2 < 0.05.
Since the events {σ1(i, 200−1) = 1} are independent for different i, Hoeffding’s inequality gives
that w.h.p.,
N1(200
−1) =
∑
i∈[n]
1σ1(i,200−1)=1 < 0.1n.

An informed node i spreads its estimate for the majority bit b by contacting a uniformly
chosen node j every time its clock rings. If the node j is a regular node infinitesimally before the
communication it will also become informed with the same majority bit estimate as i. The next
lemma shows that this spreading is rather fast after time T 1informed. More precisely, the lemma shows
that it typically takes at most time 8 log log n from n(log n)−6 nodes are informed to a constant
fraction of the nodes are informed. It also shows that the number of communications initiated by
informed nodes during this time interval is at most n w.h.p.
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Lemma 46. Let D6 be the event that
(i) during the interval [T 1informed, T
2
informed] the number of communications initiated by informed
nodes is smaller than n, and
(ii) T 2informed − T 1informed < 12 log log n.
Then D6 occurs w.h.p.
Proof. Let Tk be the kth time after T
1
informed at which either an informed node or a level M expert
with counter 2K + 7 initiates a communication (for k sufficiently large such that this time is not
well-defined, set Tk = ∞). Let k = sup{k : Tk ≤ T 2informed}. Define a martingale (Mk)k∈N∪{0} by
M0 = 0 and Mk = Mk−1 + Ak − E[Ak | Fk−1] for k ∈ N, where the random variable Ak and the
σ-algebra Fk−1 are defined as follows. For k ≤ k let Ak = N6(Tk) − N6((Tk)−), and for k > k
set Ak = 0. For k ≤ k let Fk−1 be the σ-algebra containing all information until infinitesimally
before Tk, and for k > k let Fk−1 be the σ-algebra containing all information until T 2informed. The
martingale Mk has increments bounded by 1. By Azuma’s inequality,
P[Mk∧n ≤ −n0.55] ≤ exp(−2n0.1). (35)
On the complement of the event in (35),
N6(Tk∧n) = N6(T 1informed) +
k∧n∑
k′=1
Ak′ = N6(T
1
informed) +Mk∧n +
k∧n∑
k′=1
E[Ak′ | Fk′−1]
>
n
(log n)6
− n0.55 +
k∧n∑
k′=1
E[Ak′ | Fk′−1].
(36)
Let E = D2 ∩D4 ∩D8 ∩ {Mk∧n > −n0.55}. Then E occurs with high probability. We assume in
the remainder of the proof that E occurs.
Now we will argue that for k < k we have
E[Ak | Fk−1] ≥ 0.6. (37)
When the clock of an informed node or a level M expert i with counter 2K + 7 rings, a new
informed node is created if and only if i contacts a regular node j. By occurrence of the events D8
and D2, and by definition of T
2
informed, for t = (Ti)
− infinitesimally smaller than Ti, this event has
probability
(n− 1)−1N3(t) ≥ n−1N3(t) ≥ n−1(n−N1(t)−N2(t)−N4(t)−N5(t)−N6(t))
≥ n−1(n− 0.1n− (M + 1)α(1 + βM )− 0.01n− (M + 1)α(1 + βM )− 0.01n) ≥ 0.8
(38)
for n large enough. When the clock of an informed node or a level M expert i with counter 2K+ 7
rings, the number of informed nodes decreases by 1 if and only if i is an informed node which
contacts either an informed node or a terminal node. This event has probability at most
(n− 1)−1(N4(t) +N6(t)− 1) < n−1(N4(t) +N6(t)) ≤ 0.2. (39)
Combining (38) and (39) gives (37).
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Now consider two different cases: (i) k ≥ n and (ii) k < n. In case (i) we get a contradiction to
(36) since the left side is smaller than 0.1n and the right side is bigger than n ·0.6−o(n). In case (ii)
we get that the number of communications initiated by informed nodes during [T 1informed, T
2
informed]
is smaller than k < n. This proves that the first requirement in the definition of D6 is fulfilled
w.h.p.
To prove that the second requirement of D6 is fulfilled w.h.p., notice that the law of Tk+1 − Tk
given all information before or at time Tk is stochastically dominated by an exponential random
variable with rate N6(Tk), which has expectation 1/N6(Tk). By (35), (36), and (37), w.h.p. we
have N6(Tk) > 0.5n(log n)
−6 + 0.6k for all k ≤ k. Using this and that k < n w.h.p., follows that
w.h.p. Tk∧n− T 1informed is stochastically dominated by the sum of n independent geometric random
variables Xk such that Xk has parameter 0.5n(log n)
−6 + 0.6k. Defining X =
∑k∧n
k=1Xk we have for
sufficiently large n,
E [X] =
n∑
k=1
1
0.5n(log n)−6 + 0.6k
≤ 11 log log n,
Var [X] =
n∑
k=1
1
(0.5n(log n)−6 + 0.6k)2
≤ 4(log n)
6
n
.
We conclude that T 2informed − T 1informed < 12 log log n w.h.p. since
P[X > 12 log log n] ≤ P[|X − E[X]|2 > (log log n)2] ≤ 4n−1(log n)6
(log log n)2
→ 0 as n→∞.

Lemma 47. W.h.p. T 2informed < tM + 12 log log n+ 1.
Proof. By Lemma 46 it is sufficient to argue that T 1informed ≤ tM + 1 w.h.p. By Corollary 44,
w.h.p. at least one of the properties (i) and (ii) in Corollary 44 is satisfied. In case (i) we are
done. Assume the event in case (ii) occurs, and that the event in case (i) does not occur. For each
i ∈ E−(M) let Ti ≥ 0 be such that i initiates a communication at time Ti and is a level M expert
with counter 2K + 7 infinitesimally before time Ti. By the definition of E−(M), and since the time
interval between two clock rings has the law of a unit rate exponential random variable, it holds
with probability at least 1− e−1 that Ti < tM + 1, independently for each i ∈ E−(M). Let j ∈ [n]
denote the node which is contacted by i at time Ti. Assume the events D2, D4, and D8 occur.
Then the probability that j is a regular node is the following for t = (Ti)
− infinitesimally smaller
than Ti
(n− 1)−1N3(t) = (n− 1)−1(n−N1(t)−N2(t)−N4(t)−N5(t)−N6(t))
≥ (n− 1)−1
(
n− 0.1n− (M + 1)α(1 + βM )− n(log n)−6
− (M + 1)α(1 + βM )− n(log n)−6
)
≥ 0.85.
On the event that j is a regular node, j will become an informed node. By a Chernoff bound,
w.h.p. at least 0.8(1− e−1)n informed nodes will be created before time tM + 1, i.e., w.h.p.,
#{i ∈ [n] : ∃t ≤ tM + 1 such that σ1(i, t) = 6} ≥ 0.8(1− e−1)n. (40)
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Assume in the remainder of the proof that the event in (40) occurs. Recall that if an informed node
changes type it will become a terminal node, and that a terminal node never changes type. Therefore
the quantity on the left side of (40) is bounded above byN4(tM+1)+N6(tM+1). If tM+1 < T
1
informed
then we haveN6(tM+1) < n(log n)
−6 by occurrence ofD4, soN4(tM+1) > 0.8(1−e−1)n−n(log n)−6
by (40), which contradicts tM + 1 < T
1
informed. We conclude that we must have T
1
informed ≤ tM + 1.

Lemma 48. W.h.p. all level M experts have belief bit equal to b.
Proof. The analogue of Lemma 27 still holds in the setting of the asynchronous model, by a similar
proof as before. The proof of Lemma 28 also carries through, which implies the current lemma. 
Lemma 49. The protocol reaches terminal consensus in finite time w.h.p. In other words, τterminal <
∞ w.h.p.
Proof. By Corollary 44, w.h.p. at least one informed node will be created. On this event the
protocol terminates a.s., in the sense that all nodes eventually become terminal nodes. The belief
bit of all the terminal nodes originate from a level M expert. Therefore, by Lemma 48, w.h.p. all
terminal nodes will have belief bit b. Combining the above we get τterminal <∞ w.h.p. 
Lemma 50. There is a constant C > 0 depending only on  such that w.h.p. the number of
communications until the protocol reaches terminal consensus is at most Cn, i.e., Nterminal < Cn
w.h.p.
Proof. We consider separately the contribution to the number of communications coming from
nodes of the following types: aspirant, expert, regular node, and informed node. This is sufficient
to complete the proof since expert candidates and terminal nodes do not initiate communications.
First we consider aspirants in phase χ = 1. An aspirant for which χ = 1 repeatedly collects
quadruples of bits (b′, b′′, b′′′, b′′′′). As observed in the proof of Lemma 34, the number of quadruples
is stochastically dominated by a geometric random variable with success probability /2, indepen-
dently for each node. Therefore the expected number of communications initiated by aspirants in
phase χ = 1 is bounded above by 4n/(/2) = 8n−1. Furthermore, by concentration of the sum
of independent geometric random variables, we get that this number is smaller than 10n−1 w.h.p.
By a similar argument we get that the number of communications initiated by experts in phase
χ = 2 is bounded above by 5n−1 w.h.p.
By Lemma 38 (see also Remark 39), w.h.p. the number of nodes which are experts at some
point in time is bounded above by (M + 1)α(1 + βM ). Each expert initiates at most 2K + 7
communications. Therefore the total number of communications ever initiated by an expert is at
most (M + 1)α(1 + βM )(2K + 7) n.
It remains to bound the number of communications initiated by regular nodes and informed
nodes. We consider communications before and after time T 2informed + 1 separately. By Lemma 47
and since regular nodes communicate every d(log log n)2e clock ring, we see that the total number of
communications initiated by regular nodes before time T 2informed is smaller than 2n(tM+12 log log n+
1)/d(log log n)2e = Θ(n) w.h.p. By Lemmas 41 and 46 we get that the number of communications
initiated by informed nodes before time T 2informed is smaller than 2n w.h.p. Furthermore, the total
number of communications in the protocol between T 2informed and T
2
informed + 1 is smaller than 2n
w.h.p.
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To bound the number of communications after T 2informed + 1, we will first argue that w.h.p. a
positive fraction of the nodes are terminal nodes at time T 2informed + 1. More precisely, we show
lim
n→∞P[N4(T
2
informed + 1) > 0.001n] = 1. (41)
By the definition of T 2informed, at least one of the following holds (i) N6(T
2
informed) > 0.1n or (ii)
N4(T
2
informed) > 0.1n. In case (ii) and since terminal nodes never change type, the event in (41)
occurs. In case (i) condition on the state of all nodes at time T 2informed. Let Tk be the kth time after
time T 2informed at which the clock of an informed node is ringing. The only way for an informed
node to change type is if it contacts a node which is either informed or terminal. Therefore we
have N4(Tk) ≥ 0.1n− k. Since each node initiates a communication during [T 2informed, T 2informed + 1]
with probability at least (1− e−1), w.h.p. we have Tk < T 2informed + 1 for k := d0.9 · (1− e−1) · 0.1ne.
It follows that for k = 1, . . . , k, conditioned on the state of all nodes infinitesimally before Tk, with
probability at least (0.1n−k)/n > 0.05 the node which initiates a communication at time Tk contacts
an informed node. Every time this event happens a terminal node is created. By concentration
of the sum of Bernoulli random variables, w.h.p. there are at least 0.9 · 0.05 · k > 0.001n terminal
nodes at time Tk. Since Tk < T
2
informed + 1 w.h.p., this implies (41).
On the event in (41), every time a regular node or an informed node initiates a communication
after time T 2informed + 1 it reaches a terminal node with probability at least 0.001. When a regular
node reaches a terminal node it also becomes terminal. Therefore, on the event in (41), the
number of communications initiated a regular node or an informed node after time T 2informed + 1
is stochastically dominated by an exponential random variable with parameter 0.001 (which has
expectation 1000), independently for each node. By concentration of the sum of independent
exponential random variables, we get that w.h.p. the total number of communications from regular
nodes or informed nodes after time T 2informed + 1 is at most 1001n. 
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