The most significant unknown regarding relativistic electrons in Earth's outer Van Allen radiation belt is the relative contribution of loss, transport, and acceleration processes within the inner magnetosphere. Detangling each individual process is critical to improve the understanding of radiation belt dynamics, but determining a single component is challenging due to sparse measurements in diverse spatial and temporal regimes. However, there are currently an unprecedented number of spacecraft taking measurements that sample different regions of the inner magnetosphere. With the increasing number of varied observational platforms, system dynamics can begin to be unraveled. In this work, we employ in situ measurements during the 13-14 January 2013 enhancement event to isolate transport, loss, and source dynamics in a one-dimensional radial diffusion model. We then validate the results by comparing them to Van Allen Probes and Time History of Events and Macroscale Interactions during Substorms observations, indicating that the three terms have been accurately and individually quantified for the event. Finally, a direct comparison is performed between the model containing event-specific terms and various models containing terms parameterized by geomagnetic index. Models using a simple 3/Kp loss time scale show deviation from the event-specific model of nearly 2 orders of magnitude within 72 h of the enhancement event. However, models using alternative loss time scales closely resemble the event-specific model.
Introduction
The relativistic electron fluxes in Earth's radiation belts have been observed to vary many orders of magnitudes over a large range of time scales, from hours to years [Li et al., 2013b] . The variability of the belts is determined by the net effects of various physical processes, which can broadly be categorized as transport, loss, and source processes. While progress is being made to understand individual physical processes that comprise these terms, their relative contributions to the resulting outer belt flux remain ambiguous.
Some processes associated with radial transport are diffusion by stochastic interactions with Pc4-Pc5 band ULF waves [Hudson et al., 2000; Elkington et al., 2003; Tu et al., 2012] , and sudden injections [Li et al., 1993; Kanekal et al., 2016] . For the source term, current theories suggest likely that contributors to local acceleration processes are from interactions with VLF chorus waves [e.g., Summers et al., 1998; Meredith et al., 2003a; Thorne et al., 2013a] or magnetosonic waves Liu et al., 2011; Ma et al., 2016] . An external source of particles, transported inward and accelerated via interactions with ULF waves [e.g., Elkington et al., 2003; Mann et al., 2012; Ozeke et al., 2012 Ozeke et al., , 2014a Ozeke et al., , 2014b , can also cause enhancements in relativistic electrons.
Generally, losses from the magnetosphere are either in the form of atmospheric precipitation or magnetopause shadowing [Turner et al., 2012a] . Processes that could cause increased atmospheric precipitation involve chorus waves [e.g., O'Brien et al., 2004; Thorne et al., 2005] , plasmaspheric hiss [e.g., Abel and Thorne, 1998; Meredith et al., 2007] , and electromagnetic ion cyclotron (EMIC) waves [Summers and Thorne, 2003; Loto'aniu et al., 2006; Blum et al., 2013] . Losses to the magnetopause are most often caused by increased outward radial diffusion [Shprits et al., 2006a; Murphy et al., 2015] enhanced by increased pressure from solar wind drivers and subsequent inward motion of the magnetopause [Ukhorskiy et al., 2006; Turner et al., 2012b] .
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The dynamics of the radiation belts can be modeled by using versions of the Fokker-Planck equation [Schulz and Lanzerotti, 1974] . There are terms in the equation that attempt to represent various physical processes in the forms of momentum, pitch angle, and radial diffusion, as well as mixed diffusion terms. However, quantifying the terms is challenging.
Modelers can use an empirical parametric approach to estimate the terms. For example, to estimate the radial diffusion coefficient (D LL ), Brautigam and Albert [2000] and Brautigam et al. [2005] use a Kp parameterized model for the electrostatic and electromagnetic diffusion coefficients. Ozeke et al. [2014a] separate the azimuthal electric field and compressional magnetic field of ULF waves to derive a Kp parameterized model for D LL from ground magnetometers . Kp can also be used to estimate loss time scales, for example, to represent chorus or hiss wave activity. Statistical, parameterized wave databases [Meredith et al., 2003b; Li et al., 2011] can be used to estimate particle lifetimes [e.g., Gu et al., 2012] or acceleration [e.g., Tu et al., 2014] . The source term can also be parameterized, for example, by using AE* [Tu et al., 2009 [Tu et al., , 2013 .
Obviously, a more accurate description of radiation belt dynamics would include direct, in situ measurements of transport, loss, and source processes. More recently, Ozeke et al. [2012] and Ozeke et al. [2014a] present a new technique to determine radial diffusion coefficients with in situ magnetic field measurements at L = 3, 4, 5, and 6.6 in combination with ground-based measurements. Ali et al. [2015] use in situ electric and magnetic field measurements to derive radial diffusion from CRRES observations. A lack of direct in situ observations of the physical processes promotes the use of proxies, such as those for chorus waves. Global, time-dependent MLT maps of chorus wave activity, derived from low-altitude precipitation observations [W. Li et al., 2013; Chen et al., 2014] , can be used as inputs to diffusion models [Tu et al., 2014] . However, additional challenges arise when using in situ measurements to determine model terms, for example, undersampling of measurements in space and time, instrumental limitations, and measurement errors, among others.
Despite these limitations, recent studies have shown that data-driven, event-specific inputs are necessary to accurately model storm time radiation belt dynamics for individual cases. For example, Thorne et al. [2013a] use event-specific diffusion terms to show that the 9-10 October 2012 storm response can be explained by chorus scattering, capturing the evolution of both the energy and angular distributions of relativistic electron phase space densities (PSDs). Similarly, Tu et al. [2014] require event-specific chorus wave power and data-driven seed populations for their 3-D diffusion model to reproduce phase space densities (PSDs) for the 9-10 October 2012 "double-dip" storm. Furthermore, they show explicitly that models that utilize statistical wave amplitudes parameterized by AE fail to reproduce any of the major features in the event. Likewise, Li et al. [2014] find that a diffusion model with empirical transport and loss terms is insufficient to reproduce the 17 March 2013 storm event. Mann et al. [2016] show that the three belt structure of 2-16 September 2012 can be explained by using only event-specific transport from observed ground-based ULF wave power. Ripoll et al. [2016] use hiss wave observations from the Van Allen Probes in combination with a parameterized diffusion term to simulate the effects of the 1 March 2013 storm. These studies clearly demonstrate the importance of using event-specific model inputs.
In this study we present, for the first time, simultaneous event-specific terms for transport, loss, and source processes derived from in situ space-based observations in radiation belt modeling. The event to be simulated is described in section 2, as well as the various forms of observational data that are used in this study. Details on the one-dimensional radial diffusion model employed are described in section 3, as well as the specifics of how the diffusion (section 3.1), loss (section 3.2), and source (section 3.3) terms are determined.
The ensuing results are validated with Van Allen Probe and Time History of Events and Macroscale Interactions during Substorms (THEMIS) data sets and compared to model results by using empirically parameterized terms in section 4.
Nonstorm Time Enhancement Event of 13-14 January 2013
It is well known that the relativistic electron flux in Earth's outer radiation belt varies dramatically during periods of enhanced geomagnetic activity [e.g., Reeves et al., 2013] . Perhaps surprisingly, "small" storms (Dst > À50 nT) can generate a similar outer belt response [Anderson et al., 2015] . Many small storms are driven by high-speed streams, and it has been shown that 70% of these events qualify, historically, as nonstorm [Morley et al., 2010a] where the definition of small geomagnetic storm needs to exceed À30 nT [Gonzalez The event of interest for this study is the 13-14 January 2013 nonstorm time enhancement, which concludes an extended quiescent period . The enhancement is analyzed in detail in Schiller et al. [2014b] . They show that the enhancement is associated with a high-speed stream and enhanced AE activity (peak~650 nT), despite low geomagnetic activity as measured by the Dst index (Dst > À30 nT for the duration of the event). The event is remarkable because of a flux increase of 0.6 MeV electrons by 2.5 orders of magnitude in less than 13 h, despite the relatively low geomagnetic activity. Figure 1 displays solar wind, interplanetary magnetic field (IMF), and particle response for the event. Figure 2 shows the Van Allen Probes location in GSM during the enhancement, located in the dawn sector at 30°magnetic latitude.
Data
Electric and magnetic field measurements are used from the Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS) instrument ) diffusion coefficients by measuring ULF wave power. The calculation is performed following Ali et al. [2015 Ali et al. [ , 2016 , some details of which are outlined in section 3.1.
Electron measurements from the Helium, Oxygen, Proton, and Electron spectrometer (HOPE) [Funsten et al., 2013] ; the Magnetic Electron Ion Spectrometer (MagEIS) instruments [Blake et al., 2013] ; and the Relativistic Electron-Proton Telescope (REPT) [Baker et al., 2012] on board the Van Allen Probes mission are used for in situ relativistic electron flux and phase space density (PSD) measurements. The flux measurements are converted to units of PSD for μ = 758 MeV/G and K = 0.01 G 1/2 R E using the method described in Morley et al.
[2013], but adding HOPE and MagEIS to the REPT spectrum and fitting it with a smoothing spline rather than a relativistic Maxwellian. The Van Allen Probes orbit limits the radial extent of its observations to L* < 6.
Electron flux measurements are used from the Colorado Student Space Weather Experiment (CSSWE), a 3U CubeSat in low-earth orbit [Li et al., 2013a; Gerhardt et al., 2014] . CSSWE observations are used to estimate the loss term; the method to do so is described in detail in section 3.2.
Additional electron measurements are obtained from the Solid State Telescope (SST) instruments on board the THEMIS mission [Angelopoulos, 2008] . Flux measurements from the four highest energy channels (from 400 keV to several MeV) on probes D and E are converted to PSD coordinates for fixed first and second adiabatic invariants μ = 750 MeV/G and K < 0.01 G 1/2 R E (nearly equatorially mirroring electrons with pitch angles from 90 ± 15°). Details on the THEMIS PSD conversion can be found in Turner et al. [2012c] . We compare the THEMIS and MagEIS PSDs, but the measurements have not been cross calibrated. For this analysis, a constant factor of 1/50 is applied to the THEMIS PSDs, regardless of E, local pitch angle, or L, so that the peak PSDs value roughly match with Van Allen Probes.
One-Dimensional Diffusion Model
A one-dimensional simplified Fokker-Plank equation is used to model radial diffusion in L* (related to the third adiabatic invariant [Roederer, 1970] ) for constant μ and K (first and second adiabatic invariants, respectively) [Schulz and Lanzerotti, 1974] . Terms are included to represent radial diffusion (D LL ); particle loss
where f is the PSD and τ is the loss time scale, and local acceleration (S):
The one-dimension radial diffusion modeling technique is relatively mature and is popular to describe simplified radiation belt dynamics [e.g., Shprits et al., 2005; Tu et al., 2009; Chu et al., 2010; Li et al., 2014] . However, nearly all studies that use diffusion models do not use event-specific terms. The goal of this study is to use event-specific data for each term in the model. Still, there are limitations inherent with using a 1-D diffusion equation. Most notably is the model's inability to describe full system dynamics; the model is restricted to a single μ and K pair and can only treat diffusion in energy and pitch angle peripherally. This limitation must be kept in mind when interpreting the results. For example, energization from a seed population or losses from pitch angle scattering, both which could be captured in more advanced models, is treated generally with source and loss terms.
Rough constraints in μ and K for the application of this 1-D diffusion model are as follows. Assuming that chorus waves are the primary acceleration mechanism that contributes to the source term in the model, K values for the model are limited to within the region where chorus wave power contributes to radiation belt dynamics. This occurs below magnetic latitude~45° [Bunch et al., 2012] and less than~85°pitch angle in the night sector , and thus, this model should be applicable for 0.01~<K~<0.8 G 1/2 R E .
Similarly, the constraints on μ also depend on the ability of the particles to interact with chorus waves. Assuming a lower limit of 100 keV for chorus interactions [e.g., Thorne et al., 2013a] , the corresponding lower limit of μ is~80 MeV/G at geosynchronous orbit. Calculations are performed by using the OP77 magnetic field model Pfitzer, 1974, 1977] .
More complex diffusion models can include additional dimensions, for example, pitch angle and energy diffusion. These can be used alone in a two-dimensional model [Shprits et al., 2006b; Li et al., 2007] or in combination with radial diffusion in a three-dimensional model [Bourdarie et al., 1996; Albert et al., 2009; Shprits et al., 2009; Subbotin et al., 2010; Su et al., 2011; Tu et al., 2013] . Other models also include transport due to the global convection electric field [Bourdarie et al., 1997; Miyoshi et al., 2006; Fok et al., 2008] or as a fourth dimension in the Fokker-Planck diffusion equation [Subbotin et al., 2011] .
Increases in complexity can provide a better description of the radiation belt environment and the physical processes involved. However, adding complexity to the models can also introduce additional challenges. For example, increasing the dimensions of the model exponentially increases the modeling space, while current instrumentation on equatorial spacecraft is insufficient to resolve the full particle distribution in all three dimensions. Conjunctions between spacecraft are required, for example, to determine the full pitch angle distribution and, on storm time scales, can limit a 3-D code from accurately reproducing the full dynamics of the environment. As a result, global diffusion terms can be challenging to determine from the inherent sparse spacecraft observations in a 2-D or 3-D model space, and calculating event-specific terms from in situ measurements is difficult. Recently, proxy techniques have been introduced to infer global diffusion rates from a Leo constellation [e.g., W. Li et al., 2013; Ni et al., 2014; Chen et al., 2014] . As an alternative, a 1-D model can be a reasonable approach despite inherent limitations on describing system dynamics.
Transport Term
Observations from the EFW and EMFISIS instrument suites are used to calculate
. The method used in Ali et al. [2015 Ali et al. [ , 2016 to process the data and convert the measurements to diffusion is summarized here: for EMFISIS anomalous spikes of >3000 nT are removed, as are intervals during thruster firings. EFW observations are processed similarly, with spikes above >20 mV/m removed, as well as periods of thruster firings, eclipsing, or charging events. The Level 3 EMFISIS data are reduced to 12 s resolution, the background field is removed by using a low-pass digital filter with a cutoff at 0.8 MHz, and the compressional component of the field perturbations is computed. The Level 2 EFW data are used to compute E x and E Φ from E × B = 0. The power spectral density for both components is estimated for 20 min intervals by using the Multitaper method [Thomson, 1982] , and the tapers used are the Discrete Prolate Spheroidal Sequences [Slepian, 1978] .
D LL values are included in the diffusion model by assigning an L* value to the center of each 20 min window according to the center of each data segment, and subsequently binned into 0.5 L* resolution. The relativistic magnetic diffusion coefficient is then calculated for m = 1 mode for both D LL E and D LL B , which is derived in Fei et al. [2006] and consistent with Falthammar [1965] . While recent analysis show that the m = 1 mode is dominant, it also suggests that m > 1 modes can be nonnegligible [Sarris, 2014] . Contributions from m > 1 modes are not considered in this paper. For this analysis, the radial diffusion coefficient is dominated by D LL E in the heart of the outer belt. D LL E is extrapolated inwards from L = 2.5 and outward with a L 7 dependence to agree with observations. Diffusion coefficients used in this study are plotted in Figure 3 , where Figure 3a is the Figure 3c is the "event-specific" diffusion coefficient calculated as described above.
It is worthwhile to note that magnetic and electric diffusion are additive because they assume random phases between magnetic and electric perturbations. That is, they do not correspond to electrostatic and electromagnetic components. D LL E includes perturbations of the total electric field, and D LL B is derived from the magnetic portion only. The induced electric field cannot be separated from the total electric field with this methodology.
Furthermore, this methodology also assumes global wave activity, but ULF waves are known to have local time biases. Ground observations of ULF oscillations are most prevalent in the dawn sector [Anderson et al., 1990; Glassmeier and Stellmacher, 2000] , possibly due to Kelvin-Helmholtz waves generated at the solar wind-magnetosphere boundary. With the Van Allen Probes sampling only the predawn sector (Figure 2) , it is possible that there is a spatial bias, for example, in local time, to the wave power measurements. The analysis here does not correct for this.
Loss Term
Electron lifetimes from atmospheric precipitation can be calculated by using in situ low Earth orbit (LEO) relativistic electron observations. LEO spacecraft are most useful in determining electron precipitation loss rates because the bounce loss cone expands at low altitude and makes the precipitating particles significantly easier to measure. Additionally, they take advantage of higher-order moments in Earth's dipole field, as a spacecraft at constant altitude in low Earth orbit measures different electron populations throughout its orbit. Those populations either remain in the system for many drift periods and are stably trapped, are lost in the conjugate hemisphere within one bounce period, and are considered to be in the bounce loss cone, or are lost within one drift period and are considered in the drift loss cone (DLC).
Selesnick [2006] shows that numerical diffusion model solutions (introduced by Selesnick et al. [2003 Selesnick et al. [ , 2004 ) that balance azimuthal drift and pitch angle diffusion can be estimated as τ ≈ τ d /7 F, where τ is the electron lifetime, τ d is an electron drift period, and F is the ratio of the DLC population to the total locally measured trapped population. The correction from the original equation 7τ d /F was made after discussion with Dr. Selesnick. This method fits to steady decay, and thus breaks down for periods of strong diffusion. The method is used in a number of studies [Tu et al., 2010; Li et al., 2013b; Jaynes et al., 2014] to estimate precipitation rate and is employed here. To acquire full longitudinal coverage required for the Loss Index Method, CSSWE loss time scales are averaged over 24 h.
The Loss Index Method uses particle fluxes at constant energy. However, the diffusion model operates in phase space coordinates. So CSSWE fluxes are shifted to energies corresponding to the phase space coordinates used in the model before they are employed in the Loss Index Method; the ensuing loss time scales can be used directly in the diffusion equation. CSSWE fluxes in the channels with centroids at 0.64 and 1.83 MeV are used with the instrument response function to fit the environmental energy spectra to the form of AÁE ÀY , where Y is limited to 2 < Y < 6. We map the spacecraft along field lines to the magnetic equator by using the Office National d'Etudes et Recherches Aerospatiales-International Radiation Belt Environment Modeling (ONERA-IRBEM) library and the T89 field model [Tsyganenko, 1989] . The energy required for μ = 750 MeV/G at the magnetic equator is determined, and REPTile fluxes are extrapolated by using the environmental spectrum found in previous steps. This flux value and spacecraft L are inputs to the Loss Index Method.
The Loss Index Method is less reliable for regions with low counts and for larger L values. As such, its usage is limited to 3.5 < L* < 6. Despite this limitation, the estimate of the lifetimes calculated in this method represent the best available estimate of electron lifetimes from pitch angle diffusive processes. A loss time scale of 8 days represents time scales associated with hiss interactions for L* < 3.5 [e.g., Kondrashov et al., 2007; Ni et al., 2013; Thorne et al., 2013b] . Outward persistence of τ from L = 6 is used until the last closed drift shell, which is calculated by using the LANL* neural network [Yu et al., 2012] as packaged in the SpacePy library [Morley et al., 2010b] . τ for the full spatial range for the Jan 2013 period is illustrated in Figure 4 d and outlined in Table 1 . Also included in Figure 4 are different estimates of lifetimes from chorus wave interactions, including the simple 3/Kp estimate in Figure 4a , those calculated from a quasi-linear diffusion model [Gu et al., 2012] in Figure 4b , and from an empirical wave model in Figure 4c . Our diffusion model assumes that chorus waves occur between the plasmapause and the last closed drift shell.
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Source Term
The source term in a 1-D diffusion model describes the redistribution of phase space into the μ and K coordinates in the model. These particles most likely come from within the system, originating at lower μ values, and are energized into the μ and K coordinates by wave-particle interactions. A positive source term implies that there is both wave activity occurring and a population of seed electrons that gain energy from the waves. The resulting energization causes an appearance of PSD in the μ and K coordinates used in the model.
The source rate term is determined by utilizing a data assimilative method known as a Kalman filter [Kalman, 1960] . Kalman filters have been used previously to gain insight Table 1 for delineated lifetimes). 
Derived from CSSWE 6 < L* < Last closed drift shell Persistent from lifetime at L = 6 L* > Last closed drift shell 10 min (~1/2 drift period)
Journal of Geophysical Research: Space Physics

10.1002/2016JA023093
into the source region [Maget et al., 2007; Shprits et al., 2007; Koller et al., 2007; Daae et al., 2011; Reeves et al., 2012; Shprits et al., 2012; Schiller et al., 2012] , as well as the loss term . Here we use a method previously described in part in Schiller et al. [2012] .
The Kalman filter is used to combine the one-dimensional radial diffusion Fokker-Planck equation (equation (1)) with phase space density observations from the Van Allen Probes for μ = 750 MeV/G and K = 0.01 G 1/2 R E , where both observations and the model utilize the T89 magnetic field model to transfer to phase space coordinate frame. The PSD observations are averaged into bins of width 0.25 in L and 1 h in time. The observations are assimilated into the physical model, in which the event-specific diffusion rate, described in section 3.1, and the event-specific precipitation rate, described in section 3.2, are used. The PSD at the inner boundary (L = 2) and outer boundary (L = 10) is set to 0. The Kalman filter is run without source for 72 h prior to the source term estimate, allowing the initial conditions to be "forgotten" [Daae et al., 2011] , such that the evolution of the model from that point forward is independent of the initial conditions used.
The source term is estimated to be Gaussian in shape such that S ¼ Ae
. Thus, it has three tunable parameters: the amplitude (A in units of (c/cm/MeV) 3 d
À1
), the location (L C ), and the radial extent (W) of the source rate. A large number of experiments are performed by using a variety of parameters for A, L C , and W. This parametric study calculates a cost function for each combination of parameters. We choose the cost function to be the root-mean-square of all available observational residuals in the parameter space. The residuals, sometimes known as the innovation vector, are the difference between the forecast value and the observations at time t. The innovation vector is a quantification of physical processes that are not included in the model but are present in the observations. Thus, the combination of source parameters that minimize the innovation vector are the most likely reproduction of the physical processes occurring, assuming validity of the chosen model.
As with many modeling frameworks, there are a number of assumptions that could introduce errors into the model; for example, that the source region is purely Gaussian-shaped is a qualitatively approximate, but purely nonphysical. Additionally, there are inherent errors in magnetic field mapping, and there are certainly errors introduced when using any mapping technique. However, we attempt to minimize mapping errors by consistently using the T89 [Tsyganenko, 1989] field model for all conversions from observational to phase space. Errors during quiet conditions between magnetic field models are~10% [e.g., Yu et al., 2012] . Additionally, the confidence in the source region estimate scales with the amount of information available to the filter to assimilate.
The temporal resolution of an accurate source term estimate is dictated by the amount of observations available to the filter. The minimum duration for which the source term is estimable using this method is determined by performing twin experiments, where a "true" system state is synthesized and "observed" with hypothetical spacecraft in Van Allen Probes orbits. The source estimation method consistently reproduces the simulated source term with 48 or more hours of data assimilated. Thus, the source is estimated for a 48 h period from 14 January at 00 UT to 16 January at 00 UT, which approximately matches observations of the enhancement. Tests are performed to determine the sensitivity of source term dimensions to its duration. The location and radial extent of the source region are not sensitive to duration. However, the amplitude changes accordingly to introduce roughly the same net amount of PSD. That is, the amplitude increases for shorter durations and decreases for longer durations. The stability of the estimate indicates a robustness in the method.
We find that A = 4.5 × 10
), L C = 5.8, and W = 0.4 minimize the cost function with the event-specific loss and diffusion terms. Perpendicular cuts that intersection at the global minimum in the three-dimensional parameter space are shown in Figure 5 to demonstrate that the cost function has a clear global minimum, indicating robustness of the results. The broadness of the distributions in Figure 5 could be caused by errors discussed above, such as errors in magnetic field mapping. However, the gentle slope away from the minimum is dominated by the inherent nature of estimating a Gaussian with marginally different Gaussians, and secondarily by the nonphysical assumption that the source region is Guassian-shaped. Additionally, even the true distribution cannot be fully known, as it would require observations sampling the full radial range at every time step, and thus, the ability to know the true cost function shape is inherently limited by the sparse observations available to the assimilation method.
Journal of Geophysical Research: Space Physics
10.1002/2016JA023093
The Kalman filter assumes that the errors associated with the model were unbiased. Recent analysis by Podladchikova et al. [2014a] show that improper model errors and error biases have a strong effect on the PSD estimate if observations are sparse in time. Observations assimilated for this analysis are available at every time step, reducing the effect of the unbiased error assumptions. Additionally, observational errors are assumed to be proportional to the observations and have values of 40% observational error for L < =3, 10% for L > =5, and linearly interpolated for 3 < L < 5, as suggested by Podladchikova et al. [2014b] . The true observational error is extremely difficult to quantify, and these errors are roughly consistent with previous studies Koller et al., 2007; Kondrashov et al., 2007; Daae et al., 2011; Schiller et al., 2012] .
Results and Discussion
Model Results Using Event-Specific Terms
The 1-D radial diffusion model described by equation (1), for constant μ = 750 MeV/G and K = 0.01 G 1/2 R E , is run by using the event-specific transport, loss, and source terms for 10-17 January 2013. Note that while data assimilation is used to determine the source term, the subsequent modeling is not assimilative; it uses only 1-D radial diffusion. Initial conditions are a fourth degree polynomial fit to the first orbit of the Van Allen Probes PSD radial profile. The results of the model are shown in Figures 6 and 7 (top). . Note that while the full model profile is available at every time step, the spacecraft take~2 h to traverse from 4 < L* < 6. The close match between the model and Van Allen Probe observations demonstrates the quality of the model. However, the offset between the model results and the observations inside of L*~4.25 indicates that the loss time scales calculated by CSSWE from approximately 3.5 < L* < 4.25 are too fast or that radial diffusion is too slow to replenish the lost particles, or, most likely, a combination of the two. The CSSWE observations are close to the noise floor at these L values during this period [Schiller et al., 2014b] , which could produce artificially short lifetimes. A better fit to the observations is achieved when using τ = 10 days for L* < 4.25 (see the supporting information). The agreement in the heart of the outer belt is expected, however, since the data assimilation method modifies source parameters to minimize the difference between the model and the Van Allen Probes observations. Moreover, the Van Allen Probes have an apogee near L* = 6 and cannot always resolve either the full extent of the radiation belt or the peak in PSD [Schiller et al., 2014b] . The THEMIS spacecraft during this period, however, have apogee near 12 R E on the dayside and fully sample the entirety of the outer belt. So for independent verification, and to validate the model beyond the Allen Probes apogee, we turn to THEMIS observations. We use THEMIS PSDs as an independent data set to compare the results of the model against. In the same format as Figure 6 , Figure 7 (top) shows the diffusion model results and Figure 7 (middle) shows the Figure 7 (bottom) provides a direct comparison between the model (solid traces) and the observations (marked traces) by depicting radial profiles at various time steps during the enhancement as illustrated by the vertical colored lines. As there is no intercalibration performed between the spacecraft, a factor of 1/50 was applied to the THEMIS PSDs so that the absolute values of the THEMIS observations agree with the Van Allen Probe observations at L = 5.7 from 16 January onward. The THEMIS profiles match the model profiles very well across all stages of the enhancement. It is worthwhile to note that high electron fluxes as measured by THEMIS at L < 4.5, as seen in Figure 7 (middle and bottom), have been confirmed to be contamination from >1 MeV electrons (Drew Turner, private communication).
Perhaps surprisingly, the source term estimation method is able to construct a source term located at L = 5.8 despite only sampling L < 6. This result, while not able to be validated with only the Van Allen Probe observations, is well verified by THEMIS data. Furthermore, it demonstrates the robustness of the source term estimation method, as state parameters of the model can be accurately estimated without direct observation.
Comparison Between Event-Specific and Parameterized Models
It is important to quantify the improvements of this event-specific model to current homologous models. For comparison, we choose an identical simple 1-D diffusion model but with different transport and loss terms. Specifically, we compare against empirical terms that rely on parameterizations with the Kp geomagnetic index. The primary difference between our event-specific terms and the parameterized terms is that the event-specific terms utilize in situ, space-based observations of relevant physical processes. The parameterized terms utilize the Kp index, which is a proxy for general geomagnetic activity, and are trained over different geomagnetic periods than the one studied. Losses between the plasmapause and the last closed drift shell can be caused by, but are not limited to, scattering from chorus or electromagnetic ion cyclotron (EMIC) waves. Loss time scales to represent these mechanisms can be a commonly used 3/Kp-dependent loss, which is similar to the time scales used by Shprits et al. [2005] ; Kondrashov et al. [2007] , and Li et al. [2014] , for example. Alternatively, use an empirical wave model to calculate electron lifetimes due to chorus interactions and parameterize them by energy, radial distance, and Kp index. They caution that additional factors not included in their model, including poor statistical coverage at high latitudes and very oblique chorus waves, could have an effect on electron lifetimes. A third comparison is made with lifetimes determined by Gu et al. [2012] , who calculate bounce-averaged diffusion coefficients from a quasi-linear diffusion model and use chorus wave properties for active conditions, and is also parameterized by Kp.
The source term is determined by using the same method as with the event-specific example (data assimilation of Van Allen Probes observations to estimate the size and shape of a Gaussian source term), but using the corresponding parameterized transport and loss terms rather than the event-specific ones. The data assimilation method uses the source term to match the Van Allen Probe PSD observations, regardless of the concurrent loss and transport processes. Because the 3/Kp parameterized loss rates are significantly faster than the event-specific loss rates (discussed later in this section), the larger source rate balances the increased loss. As a result, the source shape is only slightly different (L C = 5.75 and W = 0.4) when compared to the event-specific case (L C = 5.8 and W = 0.4), indicating that during the enhancement the source term is dominant. However, the source magnitude is dramatically different, with A = 20 × 10 À6 in the 3/Kp parameterized model and A = 4.5 × 10 À6 in the event-specific model, which represents the data assimilation's attempt to use the source term to balance the different diffusion and loss rates.
The comparison between the nearly identical models, one which uses event-specific terms and the others using parameterized loss and transport terms, can be seen in Figure 8 . Figure 8a shows the results of the model with the event-specific terms with THEMIS probe measurements over plotted. Figure 8b is the same format but shows results from the model by using 3/Kp loss and the BA D LL term. Note that both models utilize simple 1-D diffusion; the only difference between the two models are the transport and loss terms, one which is derived from event-specific in situ observations and the other from empirical parameterizations. The data assimilation aspect is used only to determine the source term. The log 10 ratio of the event-specific model to the parameterized model is shown in Figure 8c .
It is qualitatively apparent that the event-specific model (Figure 8a ) matches THEMIS observations. A quantitative assessment of each model's performance is shown in Figure 8d ), which plots the observational resi- , where a small residual signifies a close match between the model and the measurements. The comparison between the observations and the event-specific model are in black and the model with 3/Kp loss and BA D LL in red. It is clear that the event-specific model agrees better with the observations than the parameterized model for nearly every data point. We perform similar analysis with models using Gu et al. [2012] and loss time scales, and Ozeke et al. [2014a Ozeke et al. [ , 2014b diffusion coefficients. The residuals of the model using Gu loss and BA diffusion, Orlova loss and BA diffusion, and Orlova loss and Ozeke diffusion are compared to the event-specific results in Figures 8e-8g , respectively. Furthermore, to quantify how each model with various combination of parameters compares to the eventspecific model, we sum the squared difference between the residuals (red and black lines in Figures 8d-8g) , where a small difference indicates similarities between the models. The results indicate that the model using Orlova loss and BA diffusion performs most closely to the event-specific model (9.0173 × 10 À12 ), followed closely by the Gu loss and BA diffusion (9.7166 × 10 À12 ), then the Orlova loss and Ozeke diffusion (1.2342 × 10 À11 ), and finally the 3/Kp loss and BA diffusion (1.685 × 10 ÀÀ10 ).
The differences between the model runs vary on time and location, but all are relatively similar during the enhancement period (14 January at 00 UT to 16 January 00 UT). This agreement is due to the source term which, as determined by using data assimilation, is able to scale to match the observations despite the concurrent transport and loss processes. The model using 3/Kp loss and BA diffusion diverges after the source term ends by up to a factor of 80 in the heart of the radiation belt within 3 days, at L = 5.5 on 16 January at 2300 UT. All models using any loss other than 3/Kp, regardless of diffusion term, are very similar to one another.
The agreement between THEMIS observations and the model using event-specific terms indicates importance of event-specific model terms for this event. Furthermore, the comparisons between the models show that in absence of in situ observations to determine loss and diffusion time scales, parameterized loss rates are an alternative. For this event loss dominates the transport term, as similar results are obtained by using both the Brautigam and Albert [2000] and the Ozeke et al. [2014a Ozeke et al. [ , 2014b diffusion coefficients. Future work on this topic will include investigation of wave activity that overlaps with the source region estimate of this model. Finding a correlation between wave types known to enhance radiation belt particles and the spatial and temporal extent of the source region will provide insight as to what processes are responsible for this enhancement event, and potentially the spatial scales of the accelerating process.
The event-specific loss and transport terms are compared to the 3/Kp loss and BA diffusion terms in Figure 9 , where there is a significant difference in the loss and transport time scales. The Kp parameterized loss rates are up to 2 orders of magnitude faster than the event-specific loss rates during, and following, the enhancement. Likewise, the Kp parameterized diffusion coefficients are up to 2 orders of magnitude faster during the enhancement. Both faster loss rates and faster diffusion result in more particles being lost from the system, either from atmospheric precipitation or enhanced outward transport and subsequent loss to the magnetopause, respectively. The retention of PSD is apparent when comparing the two models, especially on 16 January in Figures 8 a and 8b and in the magenta, red, and black PSD profiles in Figures 6 and 7 . The large residual between this Kp parameterized model and the observations near 16 January at 08:00 UT and again near 16 January at 21:00 UT indicate that high PSD persists after the acceleration process has ceased, rather than quickly decay as modeled by using the 3/Kp loss and BA transport terms. The diminished diffusion and long lifetimes, as measured in situ, calculated with Gu et al. [2012] loss, or loss, are critical to retain high PSDs after the enhancement.
This study resonates with other studies that have found event-specific terms or higher-order parameterizations necessary to reproduce PSD dynamics [e.g., Thorne et al., 2013a; Tu et al., 2014] radiation belt modeling can continue to take advantage of multiple spacecraft observatories and advance the understanding of system dynamics with in situ, observationally derived model physics.
Summary
In this study we present, for the first time, simultaneous event-specific transport, source, and loss terms derived from in situ space-based observations to simulate radiation belt electron dynamics. The radial diffusion term is derived from in situ wave and field observations from the Van Allen Probes. Precipitation rates are quantified by in situ electron precipitation measurements from the CSSWE CubeSat. The source rate is determined by using a unique data assimilation method. The data assimilation method is shown to be accurate and robust for state parameter estimates, even when observations in the relevant region are absent. The ability to quantify model terms on an event-specific basis is made possible by the large number of conjunctive space physics missions currently in operation. These missions include a vast array of observation platforms, from flagship missions like the Van Allen Probes to small, inexpensive, but less robust CubeSat platforms.
The 13-14 January 2013 enhancement event is simulated by using a one-dimensional radial diffusion model using the resulting event-specific terms. In comparison to Van Allen Probes and THEMIS observations, the model reproduces the shape of phase space density profile during the entire period extremely well. We find that the 48 h enhancement period is best fit by a Gaussian-shaped source region with an amplitude of 4.5 × 10 À6 ([c/cm/MeV] 3 d
À1
), a location of L = 5.8, and a width of 0.4. This estimate can be used to better understand the processes involved with the enhancement. In contrast, identical experiments but with 3/Kp loss time scales were not as well able to reproduce the phase space density profiles both during and after the enhancement. Experiments using more complex loss rates, such as Gu et al. [2012] and , were able to better reproduce the full enhancement event. A comparison between the diffusion models show significantly shorter electron lifetimes and significantly quicker radial diffusion time scales for the model using 3/Kp loss and the Brautigam and Albert [2000] transport terms. Consequently, this model's results are shown to disagree with the others. These results definitively show that event-specific terms should be used in models when possible; otherwise use parameterized terms, such as Gu et al. [2012] and , at least for this simple case. . Direct comparison between the loss and transport terms for the event-specific and generalized models. The ratio of event-specific and (top) parameterized loss and (bottom) D LL . For both panels, the warm colors signify that the eventspecific term is larger and the cool colors indicate that the parameterized term is larger. Accordingly, the cool colors represent faster particle loss in the parametric model from either the loss term (atmospheric precipitation) or the transport term (faster outward transport and subsequent loss to the magnetopause).
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