University for Business and Technology in Kosovo

UBT Knowledge Center
UBT International Conference

2019 UBT International Conference

Oct 26th, 1:30 PM - 3:00 PM

An Application of PCA Based K-Means Clustering for Customer
Segmentation in One Luxury Goods Company
Ana Savic
School of Electrical Engineering and Computer Science Applied Studies, ana.savic@viser.edu.rs

Goran Bjelobaba
National Bank of Serbia, goran.bjelobaba@nbs.rs

Stefana Janicijevic
Comtrade Information Technology School of Applied Studies, Belgrade, Serbia,
stefana.janicijevic@its.edu.rs

Hana Stefanovic
ComTrade, hana.stefanovic@its.edu.rs

Follow this and additional works at: https://knowledgecenter.ubt-uni.net/conference
Part of the Civil and Environmental Engineering Commons

Recommended Citation
Savic, Ana; Bjelobaba, Goran; Janicijevic, Stefana; and Stefanovic, Hana, "An Application of PCA Based KMeans Clustering for Customer Segmentation in One Luxury Goods Company" (2019). UBT International
Conference. 189.
https://knowledgecenter.ubt-uni.net/conference/2019/events/189

This Event is brought to you for free and open access by the Publication and Journals at UBT Knowledge Center. It
has been accepted for inclusion in UBT International Conference by an authorized administrator of UBT Knowledge
Center. For more information, please contact knowledge.center@ubt-uni.net.

An application of PCA based k-means clustering for
customer segmentation in one luxury goods company
Ana Savic1, Goran Bjelobaba2, Stefana Janicijevic3, Hana Stefanovic3
1

School of Electrical and Computer Engineering of Applied Studies,
Vojvode Stepe 283, 11000 Belgrade, Serbia
2
National Bank of Serbia, Belgrade, Serbia
3
Comtrade Information Technology School of Applied Studies, Belgrade, Serbia

Abstract. In this paper K-means clustering algorithm is applied in order to classify customers
into several groups showing the similarity within a group is better than among groups. After
determining the relevant client’s attributes in a SQL Server database, PCA (Principal
Component Analysis) is applied in order to reduce the number of features, and after that, and
K-means algorithm is performed in MATLAB programming environment, using fixed number
of clusters. Each centroid defines one of the clusters, while each data point is assigned to the
nearest centroid, based on the squared Euclidean distance. In this research, centroids are
randomly generated, while the separation distance between the resulting clusters is analyzed
and illustrated using the Silhouette index. The analysis and results presented in this paper could
determine a similarity in purchasing or using the services by a population cluster in one luxury
goods company, to develop market segments, to identify repetitive behavior or trends in order
to evaluate client actions and to create some new customer loyalty campaigns.
Keywords: Cluster analysis, K-means, Principal Component Analysis (PCA), Silhouette index

Introduction
K-means clustering is one of the simplest unsupervised machine learning algorithms [1].
Typically, unsupervised algorithms make inferences from datasets using only input vectors
without referring to known, or labeled, outcomes [2].
The objective of K-means is to group similar data points together and discover underlying
patterns [3-5]. To achieve this objective, K-means looks for a fixed number of clusters in a
dataset. K-means algorithm identifies K number of centroids, and then allocates every data
point to the nearest cluster, while keeping the centroids as small as possible [6], [7]. To process
the learning data, the K-means algorithm in data mining starts with a first group of randomly
selected centroids, which are used as the beginning points for every cluster, and then performs
iterative (repetitive) calculations to optimize the positions of the centroids [8-10].

In this paper K-means is applied in order to segment clients for next marketing
campaign in one luxury goods company. From this point of view, K-means is used to
find out the most significant clients of company through clustering. The main goal is
to identify relevant clients, who are also loyal, and to use their profile to create new
digital marketing campaigns [11-13].
The database of company has been observed with data between the December 2010 and April
2018 year. There are more than 9.000 customer purchases records in data base, more than 1200
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customer interaction records, and more than 250 distinct customers. An algorithm is written
in MATLAB, including the results and interpretation.
Clustering methodology proposed in this paper includes: loading and cleaning data (removing
nulls, NaNs and removing outliers from database), preprocessing of data (reformatting of dates,
indexing labels...), data analysis in order to find candidates for good quality features (visualize
data), splitting data set on test and train sets, variable clustering to remove features with similar
impact, testing and statistical comparison of candidates, feature vector normalization (mapping
the distribution into 0.0–1.0 range), multiple clustering model testing with the selected features,
and best model selection and final clustering using PCA (Principal Component Analysis) which
is applied in order to reduce the dimensionality identifying patterns in data based on the
correlation between features [14, 15]. Nearest neighborhood method [16] is used as linkage
clustering method, while the Silhouette index [17] is used to profile clusters and to indicate the
clusters’ separation, using the Euclidean or some another distance metric.

The main target and result is to attract new clients based on analyzed profiles and
behavior patterns. Thus, the desired profile of the company’s possible clients will be
created from the data on existing loyal clients. As a result, the company management
team will be able to create a digital marketing campaign that will target exactly this
market segment, or to create alternative campaigns for the other significant client
segments as well.

Algorithm objectives and some optimization strategies
In this paper, the clients are grouped into five clusters:
Cluster1: Medium interaction shopaholic customers (smaller spenders who prefer high-index
types of items and who are contacted a moderate amount of time),
Cluster2: Low interaction modest customers (smaller spenders who prefer high-index types of
items and who are contacted a fairly low amount of times. They have a significant amount of
purchases),
Clustre3: High interaction rich customers (big spenders who are contacted many times with
high-index types of contact, but who prefer low-index types of items),
Clustre4: High interaction modest customers (smaller spenders who prefer high-index types of
items and who are contacted many times),
Cluster5: Low interaction rich customers (big spenders who are contacted moderately with lowindex types of contact and who prefer low-index types of items).
Let Xτ = {X1,...XN} be the set of data points, where C=(C1,...,CK) presents clustering into K
groups. Let d(Xk, Xl) be the Euclidean distance between Xk and Xl. Let
present jth cluster, j=1,…,K, where mj=|Cj|. An average distance
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Silhouette index of i-th vector in cluster Cj is:
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taking values from -1 to 1.
The Silhouette plot [17] shows that the data is split into K clusters, while the silhouette index
would be calculated according to (5). Clusters are formed such that objects in the same cluster
are similar, and objects in different clusters are distinct. K-means clustering is a partitioning
method that treats observations in data set as objects having locations and distances from each
other. It partitions the objects into K mutually exclusive clusters, such that objects within each
cluster are as close to each other as possible, and as far from objects in other clusters as
possible. Each cluster is characterized by its centroid, or its center point, while an iterative
algorithm that assigns objects to clusters is used, so that the sum of distances from each object
to its cluster centroid, over all clusters, is a minimum. At each iteration, the algorithm reassigns
points among clusters to decrease the sum of point-to-centroid distances, and then recomputes
cluster centroids for the new cluster assignments. In this paper, the Euclidean distance, the
squared Euclidean distance and cosine distance are used.
Principal Component Analysis (PCA) is also applied, as a technique that is widely used for
applications such as dimensionality reduction, visualization and lossy data compression. PCA
can be defined as the orthogonal linear transformation of the data to a lower dimensional linear
space, known as the principal subspace, such that the greatest variance by any projection of the
data comes to lie on the first coordinate, called the first principal component, while the second
greatest variance by any projection of the data comes to lie on the second coordinate, and so on
[14]. PCA finds a meaningful coordinate basis to express the data. In this paper, PCA is used to
transform data to a new basis and also to project them to a lower dimension.

Some experimental results
The Silhouette plot illustrated in Fig.1 shows that the data is split into five clusters, having large
silhouette index values (0.7 or greater), indicating that the clusters are well separated.
Silhouette index is calculated according to (5).
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Fig. 2. Silhouette index value
Grouping into clusters, with visualization, following clients’ distribution according to their
attributes is given in Fig.2, Fig.3, Fig.4, Fig.5, and Fig.6, respectively.

Fig. 2. Cluster1
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Fig. 3. Cluster2

Fig. 4. Cluster3

Fig. 5. Cluster4

Fig. 6. Cluster5
Transforming data to a new basis using PCA in order to project them to a lower dimension is
shown in Fig.7, illustrating an optimal partition of data samples in principal directions. The
principal components of the new subspace can be interpreted as the directions of maximum
variance given the constraint that the new feature axes are orthogonal to each other.
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Fig. 7. Reduction of dimensionality performed by PCA
The relationship between attributes (number of purchases, number of times contacted, total
sales value) with data points categorized into five clusters, presented in different colors, are
shown in Fig.8 and Fig.9.
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Fig. 8. Data points in number of purchase vs total sales graph
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Fig. 9. Data points in number of purchase vs total sales graph

Conclusion
This paper contains description and demonstration of simple MATLAB-based K-means
algorithm, used to iteratively re-assign clients to the nearest cluster center, with randomly
selected K points as initial cluster center. K-means iterative procedure converges to local
minima, but this local minimum is highly selective to the selected initial partition, so the
selected initial partition is estimated applying principal component analysis. Results given in
this paper could help in attracting and keeping clients, and it also allows company to
better understand its clients, the market in which they are active, their competitors, and other
factors that can impact their own business and profitability.
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