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Abstract
In previous years, there has been a multitude of research on motor learning. However,
little research has been done to examine the possibility of altering the rate of learning
and performance by modification of the task. In this study, we were interested in in-
vestigating the effects of learning a complex task with a gradual increase in difficulty.
Subjects performed a mirror drawing task with a robotic manipulandum. Subjects
were randomly placed into one of four groups. [Complete] group subjects received the
most difficult form of the task from the beginning and trained and tested on the same
shape (a 5-pointed star). [Gradual] group subjects gradually progressed through ‘lev-
els’ that increased in difficulty before reaching the [Complete] group star. [Gradual-
Rotated] group subjects received a similar paradigm to [Gradual] group subjects,
only their training levels were rotated 30 degrees. [Complete-Rotated] group subjects
trained on a rotated version of the [Complete] group star. [Complete] group subjects
demonstrated significantly better initial performance on the star shape when com-
pared to the [Gradual] and [Gradual-Rotated] groups. [Gradual], [Gradual-Rotated],
and [Complete-Rotated] groups initially performed at lower errors on their respec-
tive tasks when compared to the [Complete] group. We demonstrate that the novel
paradigm that we introduce to subjects successfully lowered initial performance error.
However, in this specific task, immediate introduction of the final shape proved to
result in better early performance. All subjects performed at equal levels at the end
of training. We are interested in the application of this training paradigm to various
other tasks.
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Chapter 1
Introduction
Throughout our lives, we are constantly moving. From an automated, simple, and
unconscious task such as blinking, to an active, complex, and learned task like a tennis
swing, the human motor system provides us with that ability to move. But with our
ability to perform everyday tasks with such ease, we frequently forget the complexity
involved with acquiring and initiating these movements. In fact, for almost every
movement, the motor system had to once learn the appropriate execution despite
complex interactions of our muscles and joints in an ever changing environment.
1
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1.1 Motor control
The human body is a very complex system. To add upon this, our motor system is
designed to interact with multiple systems to produce a desired action.
The first study done to map and identify the cortex responsible for producing
movement was done by Penfield and Boldrey (1937). The two found the primary
motor cortex elicited movements when electrically stimulated. Later, Evarts (1966)
examined the role of the pyramidal tract in monkeys making arm movements. They
characterized pyramidal tract neuron activity by the axonal conduction velocities
and observed the different firing patterns when associated with movement. Tanji
and Evarts (1976) then found that in the pre- and postcentral sensorimotor cortex,
there were indications of differed neuronal activity based on the intended action to
be made. When monkeys received different instructions for their task, there were
associated changes in neuronal activity. Evarts and Wise (1984) further suggested
the role of the basal ganglia to be a link between the motor areas and the cortical
areas. Georgopoulos et al. (1986) added to the movement literature by suggesting
that individual neuronal cells in the motor cortex represented vectors that contributed
to the resulting movement direction. Down the signal pathway, Bizzi et al. (1995)
found a complex system in the spinal cord circuitry that when activated, produced
synergistic contractions in groups of muscles.
However when we perform an action, we require more than a simple command
from the central nervous system. We must first choose a set of actions out of an
infinite set of possibilities. Our ability to achieve a motor goal in multiple different
ways has been commonly termed redundancy (Bernstein, 1967). But in this infinite
set of solutions how do we make a choice? Recent studies suggest that multiple
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plans are prepared in parallel and one is selected to be initiated (Cisek and Kalaska,
2002, 2005). The researchers found that in the dorsal premotor cortex, there was a
simultaneous encoding of possible actions before the choice was made.
It is also necessary to incorporate information from our various sensory systems.
For example, for goal-directed reaches, we must be able to estimate the position of our
arm and hand through our visual and proprioceptive senses (Sober and Sabes, 2003).
Furthermore, we modify the action that we generate based on the feedback that we
receive. For example, speech production can be altered based on somatosensory and
auditory feedback (Tremblay et al., 2003; Nasir and Ostry, 2006).
1.2 Proprioception
In addition to understanding the dynamics of our complex motor system, accurate
motor control requires information pertaining to the current state of the motor system
(Rothwell et al., 1982; Sober and Sabes, 2003; Gandevia and Burke, 1992).
Feedback from sensory receptors in the limb provide the central nervous system
with information about its current state (McCloskey, 1978). Through the use of
muscle spindles, golgi tendon organs, and cutaneous receptors, the brain can estimate
the current position of the limb. Muscle spindles are currently believed to be a primary
source of feedback. They have been associated with feedback on position, velocity,
and acceleration of a limb and respond to stretching and contraction (Dimitriou and
Edin, 2008; Gandevia, 1998). Golgi tendon organs have previously been believed
to play a lesser role, relaying feedback about muscle contraction force (Jami, 1992;
Stephens et al., 1975). However, in a more recent study, it has been proposed that
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golgi tendon organs combine with spindle afferents to signal muscle-tendon complex
length (Kistemaker et al., 2012).
Proprioceptive information has shown to activate areas of the somatosensory cor-
tex when performing movements (Prud’homme and Kalaska, 1994; Kalaska, 1988).
More recently, there has been an emergence of literature surrounding the effects of mo-
tor learning on proprioception. Multiple studies have shown proprioceptive changes
of the hand following motor learning of reaching movements (Ostry et al., 2010; Wong
et al., 2011; Haith et al., 2008). Ostry et al. (2010) found a lasting perceptual change
of the limb following active motor learning. Wong et al. (2011) found improved propri-
oceptive acuity in the region of workspace where motor learning occurred. The ability
of motor learning to alter proprioception further demonstrates the connectivity and
mutual influence of the two systems.
In the central nervous system, cortical plasticity and changes in the somatosen-
sory cortex have also been demonstrated following motor learning and changes in the
limb (Buonomano and Merzenich, 1998; Merzenich et al., 1984; Bernier et al., 2009).
Merzenich et al. (1984) found changes in the somatosensory cortex following ampu-
tation of digits in adult monkeys. These results supported the possibility of dynamic
alteration of the cortex through experience and learning. Later, Bernier et al. (2009)
found active proprioceptive suppression in the primary somatosensory cortex during
visuomotor conflict adaptation.
Within the past year, there has also been an interest in how proprioceptive infor-
mation can assist in motor learning. Wong et al. (2012) investigated the effects of
giving subjects proprioceptive information along with visual information about the
correct performance of a motor task. They found that with passive proprioceptive
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training, when compared to visual demonstration alone, subjects benefited in both
movement speed and position error.
1.3 Learning and Adaptation
In the field of motor control, force-field learning and visuomotor adaptation have
taken a central role in the understanding of the processes and various consequences
associated with motor learning.
1.3.1 Force-field learning
Many studies have utilized force-field learning to implement error-based paradigms to
understand motor learning. In force-field studies, the subject generally manipulates
a robotic device that has the ability to apply forces to the hand or arm. Subjects
are required to compensate for these forces when making their movement by learning
to adapt to the new environment. Studies have shown that subjects initially make
large errors due to sensory prediction errors but are able to adapt over trial-to-trial
learning (Shadmehr and Mussa-Ivaldi, 1994; Ostry et al., 2010; Cothros et al., 2008).
Work with force-field studies have also suggested that subjects learn external
dynamics by modelling them within an “internal joint-muscle coordinate system”
(Shadmehr and Mussa-Ivaldi, 1994). The group found that subjects experienced
“after-effects” when the force-field was removed, generating movements that antic-
ipated external perturbation based on the force-field given previously. The group
wanted to examine whether the force-field was modelled by the subjects in an ex-
ternal frame of reference, or with a model related to their joints and muscles. They
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found that performance of subjects was better when the force-field was transferred in
a joint-coordinate system (the frame of reference was their own joints and muscles)
when compared to an end-point coordinate system transfer (the frame of reference
was external). These internal models that subjects form from learning are lasting
and are able to be recalled even 24 hours after initial learning (Shadmehr et al.,
1995). However, subjects are not able to learn opposite force-fields within a short
time frame and the initial internal model seems to interfere with the learning of the
second (Shadmehr and Brashers-Krug, 1997). Subjects required a separation interval
of over 5 hours to properly learn and retain a second model.
1.3.2 Visuomotor adaptation
Similarly, visuomotor adaptation paradigms have provided researchers with a greater
understanding of motor learning. Generally, visuomotor adaptation learning involves
an investigator introducing a perturbation that distorts the visual feedback of a given
motor command (Shadmehr et al., 2010).
Although there is a vast literature stemming from visuomotor adaptation paradigm
research, the studies focused on will be the ones directly relating to the current study.
It was first shown that learning a visuomotor conflict required sensorimotor pre-
diction error by Held and Freedman (1963). In their study subjects viewed their
finger through prism glasses. Subjects either actively moved their arm while viewing
their finger, or their arm was passively moved. Held and Freedman (1963) found
that after effects were found only if active movements were generated. To support
the requirement of sensory prediction error, Izawa and Shadmehr (2011) found that
subjects who received lower quality sensory feedback relied more on reward prediction
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errors and showed no sensorimotor remapping.
Interestingly, when Mazzoni and Krakauer (2006) examined the role of explicit
strategy during visuomotor adaptation, they found that an implicit model continued
to be created. The researchers explicitly told participants about the nature of the
visuomotor conflict and the correct solution. At first, the subjects completely negated
the conflict and produced little error but the errors gradually increased. They found
that subjects began adapting to the new target and implicit adaptation took over
due to the sensorimotor error.
1.3.3 Modelling learning
Researchers have also attempted to develop computational models of learning. One
of the earlier models was made by Kawato and Gomi (1992). They proposed a
model of the cerebellum that incorporated motor errors signalled by the climbing
fibers in the motor-command coordinates. The Kalman filter was popularized as
researchers integrated sensory systems with their motor control models. Wolpert
and Ghahramani (1995) explained the Kalman filter model using a forward motor
command state estimate and sensory feedback to calculate the difference between
the predicted and actual states of the motor system. Mussa-Ivaldi and Bizzi (2000)
attempted to break down learning into simpler units called modular primitives that
are trained to be combined when learning to generate a specific action.
Later, Smith et al. (2006) suggested a two-state system multi-rate model that
relatively successfully captured force-field learning and Wei and Ko¨rding (2009) went
on to incorporate sensorimotor estimates into modelling learning and found that the
nervous system was able to continuously estimate the relevance and source of error
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to incorporate them into successful motor adaptation. Huang et al. (2011) suggested
a component that combines with internal models during motor learning. They found
that subjects learned opposite visuomotor rotations faster when the successful action
was the same in hand space.
1.3.4 Error Augmentation
It is a surprise to find that relatively little research has been geared towards improving
the rate of learning. One of the most recent attempts at modifying the rate of
learning is by augmenting the error feedback received by a learner. Wei et al. (2005)
found that when compared to subjects receiving standard feedback in a visuomotor
transformation task, subjects who received feedback that amplified the trajectory
by a gain of 2 had a higher rate of learning. However, a gain of 3.1 showed no
difference in learning suggesting that the gain needed to be small enough to help
participants properly attribute the error. In contrast, Sung and Malley (2011) found
no improvement in the rate of learning when subjects received error augmentation of
gain 2. However, they reported that with progressive error augmentation, subjects
produced lower trajectory errors.
1.4 Current study
In our current study, we were interested in the possibility of altering the rate of
learning of a given task. More specifically, we were interested in the effects of training
with gradual increase in difficulty versus immediate exposure to the complex task.
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1.4.1 Mirror drawing
We intended to use a well defined task of high difficulty, and the literature of mirror
drawing provided an excellent option.
Traditionally, mirror drawing learning tasks involved participants tracing a path
with a pencil and paper while receiving visual feedback through a mirror (Carmichael,
1927; Scheidemann, 1950). Motor commands issued involving movements towards or
away from the mirror surface resulted in conflicting visual feedback. Similarly, the
arm is felt proprioceptively to be moving towards or away from the mirror in opposite
directions as visually perceived. This task therefore introduces both a visuo-motor
and visuo-proprioceptive conflict forcing subjects to adapt to the new environment.
Previous studies have used this task to investigate the interaction between the
proprioceptive, vision, and motor system (Allen, 1948; Lajoie et al., 1992; Miall and
Cole, 2006). The difficult nature of this task has been debated to arise from either
mainly the visuo-proprioceptive conflict or the visuomotor conflict.
Lajoie et al. (1992) have well demonstrated the effects of conflicting visual input
and proprioceptive information from the limb. Their group found normal subjects
to experience extreme difficulty when changing directions and tracing oblique lines.
However, a deafferented patient attempting this task performed consistently more
accurately when compared to the healthy subjects. This difference in performance
was attributed to a lack of proprioceptive signals received to conflict with visual
input. Similarly, Balslev et al. (2004) found that repetitive transcranial magnetic
stimulation-induced proprioceptive deeafferentation also improved the accuracy of
mirror drawing in healthy subjects.
However, more recently, there has been support for stronger visuomotor than
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visuo-proprioceptive conflict during this task. Miall and Cole (2006) suggested that
in the study by Lajoie et al. (1992), the deafferented patient used on-line visual
processing to guide movement rather than using her forward motor planning. They
hypothesized that with forward planning of actions, deafferented subjects would ex-
perience similar difficulty performing the task, especially with increased complexity
of the template. Miall and Cole (2006) found that the deafferented patients similarly
experienced improvement with practice and had similar increases in movement dura-
tion when tracing templates of higher complexity. However, on continuously curved
templates, the deafferented subject performed significantly better than the controls
in speed and accuracy. The group concluded that visuomotor conflict must signif-
icantly contribute to the difficulty of the mirror drawing task since there were no
visuo-proprioceptive conflicts in the deafferented patient.
1.4.2 Gradient descent
Although the various consequences of motor learning are well studied (Ostry et al.,
2010; Castro et al., 2011; Davidson and Wolpert, 2003), only recently has there been
an increase in literature examining the process and mechanisms by which error is
reduced through motor learning (Shadmehr et al., 2010).
One of the more general theories of error reduction by motor learning is through
gradient descent. In this theory, the learner starts with a set of input variables
(motor commands), producing a certain output, and the optimal solution is a desired
output, requiring a different set of input to attain. In Figure 1.1, we represent the
starting position with the red star and the optimal solution or the goal with the
yellow star. For example, a person is trying to throw a dart to hit the bulls eye
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(optimal solution) for the first time and hits somewhere on the board. To improve and
perform optimally, the subject must travel from the point he/she starts by modifying
his motor commands to move towards that goal location. As the learner continuously
adjusts his/her motor commands, he/she receives feedback about their current error,
represented by the purple stars in Figure 1.1. In the example of throwing a dart,
the player continuously changes his motor commands to adjust for the height and
horizontal error that results. By constantly adjusting the input variables to reduce
error, it is possible for the learner to reach that final goal input that produces minimal
errors (or in other words, hit the bullseye).
Figure 1.1: An example of the theory of gradient descent where the red star represents
the starting performance and the yellow star represents the goal performance.
Sternad et al. were one of the few groups to attempt to define error-reduction and
reduction in variance in terms of various costs. Cohen and Sternad (2008) quantified
the various costs used to minimize the effects of motor noise in terms of T-Cost,
N-Cost, and C-Cost. T-Cost is associated with the location of optimal performance,
N-Cost is associated with noise or dispersion at the same location, and C-Cost repre-
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sented improvement gained if the data covaried optimally. They found that T-Cost
exhibited the highest amount of change at the beginning of practice while the other
two costs diminished more slowly. In a separate paper, Sternad et al. (2011) followed
by quantifying learning a task into improvement in three categories: noise, error
tolerance, and velocity-dependent costs. Their group found that subjects took into
account noise and error tolerance to improve their strategy but accounted little for
velocity-dependent costs.
1.4.3 Summary
Although some researchers have sought to define a set of more general control variables
that are universally modulated as learning progresses (Sternad et al., 2011; Cohen and
Sternad, 2008), little research has examined the role of the distance of the starting
position of the learner, and the position of the solution in some high dimensional
control space (the distance between the yellow and the red star in Figure 1.1). This
would otherwise be interpreted as the complexity of the task in relation to the initial
performance of the learner. It is possible that if this distance is too great (in the
high dimensional space), it may take the learner a greater amount of time to find
the correct path and/or direction towards the target. Furthermore, Sanger (2004)
proposed that if the initial difficulty of the task was high, creating large initial errors,
it could be difficult to improve or reach the optimal solution at all.
In this thesis, the goal was to test the effects on learning of guiding a learner
down the control error gradient (eg. Figure 1.1) from a starting set of control vari-
ables, towards the optimal control signals that minimize error. It was hypothesized
that the group that experienced the gradual increase in difficulty would improve in
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performance at a different rate than the group starting with the full difficult task.
Specifically, we predicted that the rate of improvement of performance would be
greater in the group led down the gradient.
In order to investigate this possibility, we presented subjects with a novel, difficult,
yet well-defined task. For this we chose to simulate a mirror-tracing task of a five-
pointed star. The task is well defined in previous literature (Scheidemann, 1950),
allowing us to specifically modify the difficult components. The mirror-drawing task
has also been shown to have greater visuo-motor conflict versus visuo-proprioceptive
conflict (Miall and Cole, 2006) making the task acceptable to modify for our robotic
manipulandum setup. We isolated the difficult components of the task and introduced
a gradual increase in difficulty to examine the effects on the learning of the task.
Chapter 2
Materials and Methods
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2.1 Subjects
A total of 74 students participated in this study with an approximate ratio of 4:5
males:females. All subjects were right-handed, age range 17-55 with the majority in
the range of 17-19, and were randomly assigned to one of four experimental groups.
Written informed consent was obtained and no misdirection was given. As com-
pensation, subjects were either awarded course credit or monetary funds. Subjects
were recruited from the University of Western Ontario campus and all experimental
protocols were approved by the University of Western Ontario Research Ethics Board.
2.2 Motor task
2.2.1 Experimental apparatus
Subjects controlled a robotic manipulandum (Interactive-Motion Technologies, Wa-
tertown, MA, USA) with their right arm (Figure 2.1). Subjects were seated at a desk
and manipulated the robotic arm at shoulder level on a horizontal plane. Beneath
each subject’s right elbow, a custom air-sled was used to reduce the friction between
the arm and the desk. Body and shoulder rotation were prevented using shoulder
straps to maintain the subject in a fixed position.
For visual feedback, subjects observed a mirror reflecting an LCD monitor display
system situated beneath the chin. The mirror simultaneously occluded vision of the
subject’s arm and hand.
Participants’ hand position throughout the experiment was measured using 16-
digit optical encoders (Gurley Precision Instruments) located in the robot arm.
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Figure 2.1: An illustration of the setup of the experiment. The shown shape is labeled
“Seen” and the correct actual movement is labeled.
2.2.2 Learning task
Participants were instructed to trace a shape shown on the screen, with the red cursor,
in a counter-clockwise direction. The shape to be traced varied by performance and
by group as explained in the next section. All shapes were 0.54 m in path-length and
were displayed in red. Each trial was to be completed between 9-11 seconds. Feedback
about time remaining was shown in the form of a shrinking vertical bar located on
the right of the screen. The visual feedback of the cursor was inverted in the y-axis,
causing movements of the handle towards the body to be shown as a cursor movement
away, and vice-versa. All subjects were informed of this visuomotor transformation
prior to starting the experiment. Following completion of a trial, subjects were given
visual feedback representing their accuracy in the form of a vertical blue bar that was
proportionate in size to their average error.
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2.2.3 Training schedule
The entire experiment took place over two days. Subjects performed 110 traces on
the first day, and 154 traces on the second. Each block consisted of 22 trials (traces).
All groups were tested on their performance every 11th trial (Figure 2.2).
Figure 2.2: A visual representation of the schedule followed by participants over the
two days.
2.2.4 Subject groups
For this experiment, we used four different subject groups. Participants were ran-
domly assigned to one of these four groups.
In order to establish the learning curve of a typical learning paradigm, the first
group [Complete] (n = 21) was given the most difficult shape from the beginning,
consisting of a 5-pointed star shown in Figure 2.3a. Participants in this group were
allowed to train and test on the same shape from start to finish. On test trials (every
11th trial), all subjects in every group were tested on performance on this shape.
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To explore the effects of guiding a participant down the error gradient by incre-
mentally adjusting the difficulty of the task, we created 5 levels of increasing difficulty
(Figure 2.3b) with the final level being the star shape used in the [Complete] group
(Figure 2.3a). We identified the sharp directional changes as the difficult parts of this
task according to previous literature (Scheidemann, 1950) and isolated those compo-
nents to create shapes of lower difficulties. The final star shape was passed through a
low pass filter with 4 varying levels of cut-off frequencies to gradually modify the dif-
ficulty level of the shape. Each of these newly generated shapes were stretched in size
to equalize all shapes for their path length, in order to keep a consistent movement
velocity.
The second group [Gradual] (n = 21) progressed through the 5 levels of increas-
ing difficulty (Figure 2.3b). To reach the next level, [Gradual] group subjects were
required to perform two consecutive trials with an average deviation from path of less
than 4 mm. When [Gradual] group subjects reached the final level (the star), they
continued to train and test on the same shape, similar to the control group.
We were also interested in the generalization properties of the [Gradual] group’s
training. To determine whether the incremental training generally improved a sub-
ject’s ability to learn visuomotor reflection tasks, or specifically improved the subject’s
performance on the task they were guided towards, a third group [Gradual-Rotated]
(n = 15) was created. Similar to the experimental group, subjects in the [Gradual-
Rotated] group progressed through 5 levels of increasing difficulty (Figure 2.3c). How-
ever, the initial 4 shapes were rotated so that the vertices of the shape were opposite
from the final level. The requirements to progress to the next level were the same
and subjects were allowed to train and test on the same shape when they reached the
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final level.
In order to analyze the amount of learning achieved on a different shape with-
out gradual incremental learning, and to isolate the specific benefits of incremental
training, we introduced a fourth group [Complete-Rotated] (n = 17). Participants in
this group trained on a star that was rotated so that the vertices were at opposite
locations when compared to the star to be tested on (Figure 2.3d). The subjects
trained on this shape during the first 4 blocks. Starting from the 5th block, subjects
in this group received a similar protocol to the [Complete] group where they were
allowed to test and train on the same star used in all groups.
Regardless of shape and level, all subjects in each group were tested every 11th
trial on the shape shown in Figure 2.3a.
a)           b)            c)            d)
Figure 2.3: Shapes each group used for training/learning purposes. a) [Complete]
group training shape, “level 5” of [Gradual] and [Gradual-Rotated] groups, and test
shape on every 11th trial. b) [Gradual] training shapes, level 1 beginning as the outer
most shape, and level 4 being the inner most shape. c) [Gradual-Rotated] training
shapes, level 1 beginning as the outer most shape, and level 4 being the inner most
shape. d) [Complete-Rotated] training shape for the initial 4 blocks of the experiment
before being allowed to train on the test shape.
CHAPTER 2. MATERIALS AND METHODS 20
2.3 Measures of learning and performance
To analyze the level of performance on each trial, we calculated the area error of sub-
jects in order to provide a temporally-independent measure of positional error (section
2.3.1). In order to better characterize the differences of the learning paradigms, we
additionally measured their retention of the task (section 2.3.2). Position of partic-
ipants’ cursor was sampled at a frequency of 600Hz and measurements of accuracy
affected by temporal variables were not used.
2.3.1 Area of error
An area measurement was generated by analyzing the minimum perpendicular devi-
ation of the current point to the path, and the minimum perpendicular deviation of
the next point to the path (Figure 2.4). A sum of the area was generated by analyzing
all points along the subject’s trace.
2.3.2 Retention measure
Accuracy measures of the last trial on the first day and the first trial on the second
day were compared. Data were taken from all subjects in [Complete] and [Complete-
Rotated] groups. Only data from subjects who had reached the final level on the first
day in the [Gradual] and [Gradual-Rotated] groups were used.
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Figure 2.4: An illustration of how area of error is measured based on a subject’s trace
in a trial. Two points of a subject’s trace are indicated in blue. An area measurement
is created by analyzing the area between the trace points (taken at a frequency of
600Hz) and the closest points on the path.
2.4 Statistical analyses
Two-way ANOVAs were performed to compare subject performance across groups
and trials. A one-way ANOVA was performed to compare retention across groups.
Finally, multiple Tukey comparison tests were used to analyze difference in errors
between groups on individual trials.
Chapter 3
Results
Data were analyzed to assess and characterize learning and performance across groups.
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3.1 Learning progression
Subjects in [Gradual] group and [Gradual-Rotated] group progressed through given
levels at similar paces. All subjects reached the final shape (level 5) by trial 143 (test
trial 13) (Figure 3.1).
3.2 Time
Amount of time taken to complete each trial was analyzed for possible differences
between groups. Groups converged on a similar time to complete the task (Figure 3.2).
3.3 Accuracy
Subjects’ accuracy was measured as explained in Section 2.3.1. Performance of [Com-
plete] group subjects was compared against all other groups. Test trial performance
was measured to analyze performance on the final task at various points throughout
training. Non-test trial performance was examined to measure error on individual
tasks during the training period.
3.3.1 Test Trial Perforamnce
Subjects’ accuracy on test trials was measured to assess their performance on the final
task at individual time points. Performance was analyzed and compared in a two-
way ANOVA. Results showed no significant effect of group, a significant effect of trial
(Table 3.1), and significant group x trial interaction. Multiple comparison tests were
performed to analyze differences on individual trials between groups (Figure 3.3, Fig-
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Figure 3.1: Proportion of subjects in each [Graudal] and [Gradual-Rotated] groups
at each level on test trials.
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Figure 3.2: Average time taken on individual test trials in each group (s). Error bars
show standard error.
ure 3.4, Figure 3.5.) In Figure 3.3 and Figure 3.4, [Complete] group performance was
significantly better than [Gradual] and [Gradual-Rotated] groups early on in training.
By the end of Day 1 and throughout Day 2, performance was not significantly differ-
ent. In Figure 3.5, when compared to [Complete-Rotated] group, [Complete] group
only performed significantly better during one test trial. Performance otherwise was
not significantly different. All groups reached similar final performance.
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SS num DF Error SS den DF F Pr(>F)
(Intercept) 0.0033224 1 0.00061606 68 366.7302 <2.2e-16 ***
Group 0.0000357 3 0.00061606 68 1.3126 0.2775
Trial 0.0004988 23 0.00203168 1564 16.6937 <2.2e-16 ***
Group:Trial 0.0001836 69 0.00203168 1564 2.0484 1.548e-06 ***
Table 3.1: Split-plot ANOVA analyzing differences between groups across trials.
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Figure 3.3: Average error on each test trial in [Complete] and [Gradual] groups. Trials
marked with a ‘*’ indicate significant differences (p <0.05). Black line indicates the
end of Day 1 and beginning of Day 2. Dotted red-line indicates the average trial
where [Gradual] subjects reached the final level. Error bars show standard error.
CHAPTER 3. RESULTS 27
Av
er
ag
e 
Er
ro
r (
10
-3
 m
2 )
55 110 165 220 2750
*
*
*
*
*
Error on Test Trials
Figure 3.4: Average error on each test trial in [Complete] and [Gradual-Rotated]
groups. Trials marked with a ‘*’ indicate significant differences (p <0.05). Black
line indicates the end of Day 1 and beginning of Day 2. Dotted red-line indicates
the average trial where [Gradual] subjects reached the final level. Error bars show
standard error.
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Figure 3.5: Average error on each test trial in [Complete] and [Complete-Rotated]
groups. Trials marked with a ‘*’ indicate significant differences (p <0.05). Black
line indicates the end of Day 1 and beginning of Day 2. Dotted red-line indicates
the average trial where [Gradual] subjects reached the final level. Error bars show
standard error.
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3.3.2 Non-Test Trial Performance
Subjects’ accuracy on non-test trials was measured to assess their performance on
their respective tasks. Each block represents the average error on 10 non-test tri-
als. Performance was analyzed and compared in a two-way ANOVA and showed
no significant effect of group, a significant effect of trial (Table 3.2), and signifi-
cant group x trial interaction. Multiple comparison tests were performed to analyze
the level of performance at different time points during learning (Figure 3.6, Fig-
ure 3.7, Figure 3.8. [Complete] group subjects made significantly larger errors on
early non-test trials during training when compared to [Gradual], [Gradual-Rotated],
and [Complete-Rotated] groups. In Figure 3.6, [Gradual] group subjects performed
at lower errors on 4 out of 5 blocks of non-test trials. Following, performance was
not significantly different between groups. A trend existed where [Gradual] group
performance was consistently better past block 11, but no significant differences were
found. In Figure 3.7, [Gradual-Rotated] group subjects performed at lower errors on
2 out of 4 blocks of non-test trials. No significant differences were found past these
blocks. In Figure 3.8, [Complete-Rotated] group subjects performed at lower errors
on 5 out of 6 blocks of non-test trials. Performance following was not significantly
different and both groups performed with similar errors.
SS num DF Error SS den DF F Pr(>F)
(Intercept) 0.0038162 1 0.00065854 68 394.0565 <2.2e-16 ***
Group 0.0000336 3 0.00065854 68 1.1575 0.3324
Trial 0.0006572 23 0.00161248 1564 27.7128 <2.2e-16 ***
Group:Trial 0.0001423 69 0.00161248 1564 2.0002 3.497e-06 ***
Table 3.2: Split-plot ANOVA analyzing differences between groups across trials.
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Figure 3.6: Average error on non-test trials in [Complete] and [Gradual] groups.
Error was averaged over 10 trials to create 1 block. Blocks marked with a ‘*’ indicate
significant differences (p <0.05). Error bars show standard error.
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Figure 3.7: Average error on non-test trials in [Complete] and [Gradual-Rotated]
groups. Error was averaged over 10 trials to create 1 block. Blocks marked with a ‘*’
indicate significant differences (p <0.05). Error bars show standard error.
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Figure 3.8: Average error on non-test trials in [Complete] and [Complete-Rotated]
groups. Error was averaged over 10 trials to create 1 block. Blocks marked with a ‘*’
indicate significant differences (p <0.05). Error bars show standard error.
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3.3.3 Retention
One commonly used measure to define learning is retention of a skill. We were inter-
ested in the possibility of different retention displayed between groups. We analyzed
the performance of all subjects in [Complete] group and [Complete-Rotated] group
on their last trial on the first day and the first trial on the second day (Trials 110 &
111). Performance of subjects who had reached the final level in the [Gradual] group
and [Gradual-Rotated] was similar (Figure 3.9). To assess retention, we analyzed the
change in performance between trial 111 and trial 110 within each group (Figure 3.10).
Retention of skill was not significantly different across groups (Table 3.3).
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Figure 3.9: Performance of groups on the last trial of the first day and the first trial of
the second day. Note: only the performance of individuals who had already reached
level 5 of the task were included [15 in Gradual group and 17 in Gradual-Rotated
group]. Error bars show standard error.
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Figure 3.10: Difference in performance between the last trial of the first day and
the first trial of the second day. Note: only the performance of individuals who had
already reached level 5 of the task were included [15 in Gradual group and 17 in
Gradual-Rotated group]. Error bars show standard error.
DF Sum Sq Mean Sq F value Pr(>F)
RetentionGroup 3 1.037e-05 3.455e-06 1.634 0.191
Residuals 60 1.269e-04 2.115e-06
Table 3.3: One-way ANOVA analyzing differences between groups for retention.
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4.1 Results Summary
4.1.1 Learning progression
It was important for us to first characterize the progression through the levels by the
[Gradual] group and the [Gradual-Rotated] group. Both groups progressed at similar
rates with all subjects reaching the final level and goal task by trial 143. These results
also suggest that the gradual incremental increase in difficulty was similar regardless
of orientation of the shape given.
4.1.2 Time
We were interested in analyzing whether the progression through the incremental
levels of difficulty would affect the time to complete the task. Although the paths
of each level were matched in length, it could be possible that due to the gradual
increase in difficulty, groups would take various amounts of time to complete the final
task within the two second window. An analysis of the overall time taken to complete
the task by each group converged at 10.5 seconds. No significant differences were
found between groups by the time all subjects reached the final task.
4.1.3 Test trial performance
Our main focus was the performance of the goal task that subjects were intended to
learn. As all subjects, regardless of group, received the same goal shape on test trials,
we were interested in analyzing the performance on those trials as time progressed.
On test trials, [Complete] group consistently performed significantly better than the
[Gradual] and [Gradual-Rotated] groups on the first 6 test trials. Following, no sig-
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nificant differences were found between groups. Surprisingly, [Complete] group only
performed significantly better on one out of the initial six test trials when compared
to the [Complete-Rotated] group.
4.1.4 Non-test trial performance
To make sure that we were indeed successfully reducing the difficulty of the task, we
analyzed the average performance on non-test trials. We expected to see lower errors
in the groups experiencing gradual increases in difficulty ([Gradual] and [Gradual-
Rotated] group). When comparing the [Gradual] group to the [Complete] group,
indeed we found that the [Complete] group exhibited larger errors on four out of five
blocks of the initial non-test trials. Following, no significant differences were found.
To less of an effect, [Gradual-Rotated] group only performed with lower errors in two
out of the initial 4 test trials. Similarly, no significant differences were found past
these trials.
To our surprise the [Complete-Rotated] group performed with significantly lower
errors in five out of the six initial test trials. No significant differences were found
following.
4.1.5 Retention
To assess the amount of learning in each group, we used a typical retention measure.
We analyzed the difference of the initial trial performance on the second day and the
final trial performance on the second day. No significant differences were found for
retention between groups.
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4.2 Discussion of Key Findings
4.2.1 General
Our initial goal was to design a training paradigm that would allow for a grad-
ual increase in difficulty. We accomplished this by isolating the difficult parts of
the mirror-drawing task and specifically adjusting it to reduce its difficulty. When
analyzing the [Gradual] and [Gradual-Rotated] level progression, subjects advanced
through our given levels at a relatively similar rate. This suggests that regardless
of orientation of the shape, subjects took approximately the same time to progress
through the levels. Therefore our design for gradually increasing the difficulty of the
task proved similar across different orientations.
It was also important for us to maintain consistent average velocity in subjects’
movements across groups. We equalized all shapes to have the same path length
forcing subjects to travel the same distance within the given amount of time. In
previous studies, it has been shown that around the corners of a shape in a mirror
drawing task, subjects spend more time and make more errors (Miall and Cole, 2006).
However, although subjects in the [Gradual] and [Gradual-Rotated] group practiced
on a different shape before they reached the final level, they spent similar amounts
of time to complete the final task.
4.2.2 Performance
The main question with this paradigm was how our novel training paradigm would
affect the performance of a goal task over time. In a similar experiment, Michel et al.
(2007) exposed two groups to either gradual or single-step visuomotor rotation. The
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researchers found that the gradual group who was unaware of the gradually intro-
duced visuomotor rotation had more robust after effects, suggesting greater amount
of learning. However, we did not find similar results.
Although a split-plot ANOVA of both test-trial performance and non-test trial
performance between groups, across trials, showed no significant differences between
groups, we were interested in the possibility of significant differences at certain time
points of their learning phase.
Not surprisingly [Complete] group consistently and significantly performed better
than [Gradual] and [Gradual-Rotated] groups on the early trials. As many subjects
in the latter groups had not reached the final level and did not have an opportunity
to practice on the goal task, it is quite intuitive that the [Complete] group would
perform better. These results suggest that immediate exposure and practice of the
goal task may lead to better performance early on in time.
However, it is important to note that our novel training paradigm was successful
in performing its role. On non-test trials, [Gradual-Rotated] and [Gradual] groups
performed at a significantly lower amount of error while practicing their respective
shapes. This suggests that our “easier” shape proved to reduce the amount of error
subjects made initially.
Most surprisingly however, was the performance of the [Complete-Rotated] group
during test and non-test trials. On test-trials [Complete] group subjects only per-
formed significantly better on one trial than the [Complete-Rotated] group even
though the shape they were practicing on was rotated so that the vertices of the
star were at opposite locations. Furthermore, on non-test trials, [Complete-Rotated]
group subjects consistently performed with lower error than [Complete] group sub-
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jects even though their task was assumed to be of equal difficulty.
These results may be accounted by a few confounding factors. First of all, on test-
trials, the practice of a rotated but presumably equal difficulty shape could be well
generalized even early on in time. It may be possible that these [Complete-Rotated]
group subjects were learning something more general about the mirror drawing task
and how it applied to such a complex shapes. They could then generalize to a rotated
version with relative ease, causing their performance to be similar to those practicing
the goal shape.
Unfortunately, the ability to generalize would not explain the [Complete-Rotated]
group’s consistently lower errors during non-test trials. One possibility is that the
rotated version that they received during practice trials was more comfortable and
optimal for joint configurations. For example, Graham et al. (2003) found that even
in similar reaching movements, arm movements towards different spatial locations
resulted in large differences in joint torques, motion, and power. Further, Kurtzer
et al. (2006) found preferred hand directions and torque direction in hand and arm
muscles during unloaded reaching movements. This suggests that the two orientations
of the same shape may have required very different muscle and torque activations,
resulting in one being significantly more preferable than the other.
Finally, another possibility is that these subjects were just simply different. Due
to the nature of the scheduling of the study, these subjects were recruited at a later
time than the other groups. It may be possible then that this was a sample from a
different population of students.
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4.2.3 Retention
Klassen et al. (2005) found that when subjects were introduced gradually to a vi-
suomotor rotation or a rotary viscous force-field, they retained the learning as well
or better than their counterparts who received the full perturbation instantaneously.
We did not find similar results when comparing performance on the end of day 1 and
at the beginning of day 2. This could be however due to a number of reasons. First
of all, only the subjects that reached the final level were included for the [Gradual]
and [Gradual-Rotated] groups. These subjects had much less exposure to the final
task shape and had less chance to practice and perform on that task. Furthermore,
subjects’ performances were analyzed before plateauing at a stable performance level.
4.3 Gradient Descent
Our initial idea for this training paradigm was based off of learning by gradient
descent. We attempted to bring the goal closer to the subjects’ starting point to guide
them towards the optimal goal solution. However it seemed that the mirror-drawing
task was not an optimal task choice to examine this possibility. The [Complete]
group who experienced significantly larger errors at the beginning, had relatively little
difficulty finding the solution to the given task. One main reason for this phenomenon
was the lack of penalties or failures. Large errors did not result in immediate failure
of the task and subjects were allowed to exploratively examine and attribute their
source of error.
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4.4 Future Directions
This study was extremely novel in the field of motor learning. We examined the
effects of a novel training paradigm on a well-documented task. However there are
a number of additional ideas we are hoping to explore and implement into future
studies.
4.4.1 Speed of difficulty increase
In our study we implemented a novel training paradigm where the task gradually
increased in difficulty in a series of steps. We chose five individual levels which
produced a relatively low increase in difficulty per increase of level. It is possible that
there may be an optimum descent rate at which individuals can approach tasks of a
higher level of difficulty with relatively equal ease. We are interested in the possibility
of changing the number of steps to advance (greater or less) from the simplest task
to the most complex and final goal, and how that may affect performance and rate
of learning.
4.4.2 Long-term retention
Although we attempted to look at retention as an indicator of learning across groups,
participants had not plateaued to a certain level of performance at the end of day one.
It would be extremely interesting to investigate the possibility of differences in long-
term retention between gradual training and immediate introduction of a complex
task, following a peak performance, similar to Klassen et al. (2005).
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4.4.3 Alternate tasks and dynamics
We chose to use a mirror-drawing task as it was well characterized in terms of its
complex nature. However we are curious as to how this novel training paradigm
would apply to other tasks.
There are a number of characteristics of the mirror-drawing task that could have
masked possibly significant effects. Most importantly, the performance of subjects
improved relatively quickly and plateaued early on in the second day. The application
of this training paradigm on a task that would require a greater amount of time to
perfect, may produce a larger difference in performance between groups.
Furthermore, the mirror-drawing task had no penalty for large errors. One rea-
son why large initial errors may make learning more difficult is due to an inability
to correctly attribute the action performed to the resulting error due to immediate
penalties. We are interested in implementing this novel training paradigm to a task
where larger errors produce a penalty, and analyzing how gradual training versus
immediate exposure to a complex task can affect learning and performance.
Overall, it was difficult for our group to find a task complex enough that the
learning curve would show long gradual learning, but simple enough that the task
was not near impossible to learn. A more difficult task would magnify the difference
in performances, but only if the task was not so difficult that subjects would not be
able to learn. We recognized from this study that although the mirror drawing task
was a good task to demonstrate the feasibility of our novel paradigm, we must find a
more difficult task to exemplify its effects.
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4.5 Conclusion
Our novel training paradigm produced significantly different performance across groups
at various points throughout learning. Our results suggest that subjects’ performances
on the goal task was not significantly different across groups by the end of training.
What we did observe however was a significant difference of performance of the goal
task, and the amount of error made during practice trials early on when comparing
groups using our training paradigm, versus the group immediately exposed to the
difficult task.
We determined that our training paradigm successfully reduced the difficulty and
errors of a complex task while allowing gradual training towards the goal task. Having
significantly lower errors during the beginning of training, it is possible that our
paradigm could be implemented successfully with even greater effect towards tasks
with higher errors resulting in penalties. For example, in physiotherapy or training of
tasks like riding a bicycle where larger errors may result in injuries, it is possible to use
this paradigm to reduce initial errors without affecting long-term final performance
of the task.
On the contrary, if the goal is to reach the best performance possible as early
as possible, it may be beneficial to allow learning of the final complex task from
the beginning. Further studies are required to understand how this novel paradigm
generalizes to other tasks.
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