Abstract
Introduction
In the given data matrix, clustering technology [1] divides data into several groups according to the similarity of data. In the division group, the similarity of the each group in data set is very high, at the same time, similarity of the data in different groups is as small as possible. Clustering technique is the most basic research content in data mining field.
There are some classical clustering algorithm including k-means [2, 3] , spectral clustering [4] and probability modeling methods [5] based on mixed model. These algorithms that divide data into different groups according to row and column of data matrix are single clustering algorithms. However, when the dimension of the matrix is very high, classification performance of the single clustering algorithm is greatly restricted. When adopting biclustering algorithm to classify data in the matrix, the similarity between row and column in matrix should be taken into consideration at the same time. Therefore, it can improve the performance of clustering algorithm commendably. In recommended systems, each row of the matrix represents a user, and each column represents a commodity. Traditional recommendation methods tend to find similar candidates according to the similarity of users. It, nevertheless, predicts those goods based on similar candidates. With biclustering method, it can finds similar goods and users. In gene expression analysis of bioinformatics, each row in a matrix data represents a gene and each column represents a condition, such as normal state, abnormal state, cancer disease state, etc,. Meanwhile, biclustering algorithm can divide similar gene into different groups on the similar conditions, which can better analyze the patient's pathology.
The main idea of traditional biclustering method is that it clusters the row and column of matrix through traditional clustering respectively based on the single clustering method, and then merges clustering results. Typical clustering method contains coupled two-way clustering [6] , fuzzy c-means clustering [7] and Bi-Correlation Clustering algorithm (BCCA) [8] etc. In order to avoid limitations of the traditional clustering and better improve the efficiency of the clustering algorithm, for example, SB Huang [9] proposed a fuzzy co-clustering algorithm which minimized distances between objects and centers of clusters in each feature space. ZF Yang [10] represented fuzzy C-means clustering algorithm based on the improved quantum particle swarm optimization. The local search ability and quantum gates update strategy were improved by making full use of the advantages of fast convergence of quantum particle swarm showed a semi-supervised method to improve the clustering results, which adjusted the similarity matrix based on Bayesian information, and fixed the class labels on the reference of the pairwise constraints at last. Although, these methods are proposed, there are still some convergence problems. So in this paper, it presents a semi-supervised clustering algorithm based on variable decibels Bayesian. This new algorithm is on the basis of the matrix data, auxiliary information are introduced to its rows and columns respectively. The structure of the new scheme is as Figure 1 . The input data in the algorithm includes matrix data and auxiliary information of columns and rows. Auxiliary information of columns and rows can be represented by adjacency matrix of network. The construction of this paper is as follows. In section 2, we introduce the method of new scheme, it contains probabilistic model and the process of new semi-supervised clustering algorithm based on variable decibels Bayesian. In section 3, we make experiments to show the efficiency of our new scheme. Section 4 gives a conclusion. 
In this part, the reason why we introduce Gaussian distribution and t distribution is that they make a contribution to solve the following prior probability, prior distribution and posterior distribution.
Probabilistic Model Based on Auxiliary Information
Firstly, we establish the new probabilistic model for our scheme. If matrix X, lurking variable h and z are regarded as data information, the joint probability can be expressed by the following formula:
Where θ is parameter of the joint distribution, 0 θ is super parameter vector. Under the condition of known θ , h and z, conditional distribution of X can be expressed by Gaussian w , then it can obtain larger conditional probability, which shows that it can introduce auxiliary information into biclustering algorithm by probability distribution. This paper assumes that prior distribution of parameter θ is conjugate prior distribution, namely:
The New Semi-supervised Clustering Algorithm Based on Variable Decibels Bayesian
In this subsection, we mainly illustrate the new method through the improved formulas. This paper adopts matrix X and 0 θ to calculate z, h and θ in formula (1), then it uses joint distribution to conduct double clustering analysis. However, when using Bayesian method to study the above parameters, the computational complexity is very high. So it needs a kind of approximate Bayesian learning method. This paper adopts Variational Bayes method and assumes that posterior distribution of parameters are independent of each other. So we can get the follows: 
The Bayesian free energy, which is also called the variational stochastic complexity and corresponds to a lower bound for the Bayesian evidence, is a key quantity for model selection.
We assume that In this paper, Variational Bayesian semi-supervised Biclustering method is abbreviated as VBSB. We make comparison to Bayesian method (BM) and k-means method. Performance evaluation criterion uses normalized mutual information(NMI), also we use several experiments to illustrate the new algorithm.
Parameter setting of experiments is
They are closely to the true values ranging from an acceptable value. We compare the three algorithm's performance of synthetic data sets.
Let K=3, L=2, each group of biclustering contains 20 rows and 50 columns. For column k, From Figure 2 , we can know that BM and k-means method reaches a plateau at 0.38 and 0.3 respectively. When weight is 0.1, the NMI of VBSB is approximately 0.8, which is the highest. Similarly, the NMI of VBSB is superior to BM and k-means in Figure 3 . From Figure 4 -7 we can know that they have the similar results. The NMI performance of VBSB algorithm obviously exceeds that in other two algorithms with reaching plateau at constant level. In Figure 4 , 5, if the weight of auxiliary information is higher, so the NMI performance of VBSB algorithm is predicted to experience a decreasing trend. Therefore, the value of 2 σ plays a significant influence on the algorithm. Figure 6 also shows that NMI performance comparison of the row clustering with the value (0.15,1,3) in VBSB is superior to BM which only accounts for approximately 0.5 and k-means with nearly 0.4. The analysis is similar to Figure 7 . In addition, VBSB algorithm has a fast convergence rate. So the new algorithm has been proved.
Experiment 2.
In order to verify the efficiency of VBSB algorithm, we make an intrusion detection experiment with our new method and make a comparison with reference [13] . The method in [13] is that it uses part of marked data from the sample data set and generates the Seed set for initializing the cluster. By calculating the Euclidean distance between marked point in sample data set and the average value of labeled data in each cluster and getting the initial center point, it effectively avoids the Blindness and randomness when choosing initial clustering center by traditional clustering algorithm. We introduce performance indicators to compare the performance of algorithms including detection rate (DR) and false positive rate (FPR). In this experiment, we select representative 5000 data. And other data are selected as in [13] . Through testing the DR and FPR of 5000 aggressive data with different algorithms, we can measure the detection effect of each algorithm. We adopt VBSB and the method in [13] and get the detection results as Figure 8 . [13] It is clearly from Figure 8 that DR of VBSB nearly is 89% over that of reference [13] about 87%. Nevertheless, for FPR, VBSB only accounts for roughly 30% and reference [13] with 35%. Therefore, the results show that the new semi-supervised clustering algorithm based on Variational Bayesian is very effective for the detection with a lower false positive rate.
Conclusion
This paper puts forward a semi-supervised clustering algorithm based on Variational Bayesian. The algorithm not only contains the target matrix, but also introduces the auxiliary information of row and column into its process. The proposed algorithm combines target matrix with the auxiliary information as a joint distribution probability model, then it adopts Variational Bayesian learning method to estimate parameters in this model. At the end of this paper, we make experiments through synthetic data sets and compare the VBSB algorithm to Bayesian method and k-means method to verify the good performance of proposed algorithm. In the future, we are expected to study more advanced semi-supervised clustering algorithms to improved our method and apply them into practical engineering applications.
