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Abstract
Continued from Partyka and Sakan (Bull. Soc. Sci. Letters Lodz 47 (1997) 51{63) this paper aims at giving necessary
and sucient conditions on sense-preserving homeomorphisms of the unit circle for the quasiconformality of their harmonic
extensions to the unit disk. In particular, all such homeomorphisms with a bounded derivative are well characterized. In
consequence, a generalization of Martio’s result is obtained. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Hom+(T) stand for the class of all sense-preserving homeomorphic self-mappings  of the
unit circle T :=fz 2C: jzj= 1g and let L1(T) be the space of all complex-valued functions Lebesgue
integrable on T . According to the famous Rado{Kneser{Choquet theorem (cf. e.g. [1, p. 22])
the Poisson extension P[] of 2Hom+(T) to the unit disk :=fz 2C: jzj<1g is a harmonic and
homeomorphic self-mapping of , where for every f2L1(T),
P[f](z):=
1
2
Z
T
f(u)Re
u+ z
u− z jduj; z 2: (1.1)
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Moreover, P[] is sense-preserving, i.e. the Jacobian J[P[]] = j@P[]j2 − j @P[]j2 is positive on
, where @:=12((@=@x) − i(@=@y)) and @:=12((@=@x) + i(@=@y)) are the so-called formal derivatives
operators; cf. e.g. [6, pp. 42{43]. For K>1 let QT(K) be the class of all 2Hom+(T) which
admit a K-quasiconformal (K-qc. for short) extension to , and let QT :=
S
K>1QT(K). Obviously,
by denition any 2Hom+(T) belongs to QT provided P[] is a qc. mapping. Thus the natural
question is whether the Poisson extension P[] is qc. provided 2QT . The answer is negative. Let
QT denote the class of all 2QT such that P[] is a qc. mapping. Yang has shown in [10] that
QT 6= QT . Next, Laugesen improved this by showing (cf. [4, Corollary 3]) that for each K>1 there
exists 2QT(K)nQT . Several very simple and explicit examples of 2QT(K)nQT for each K>1
were presented in [7, Examples 4:1{4:3]. The reader can nd in [7] general simple techniques of
constructing for each K>1 an explicit homeomorphism 2QT(K)nQT . This shows that the class
QT is substantially smaller than QT . However, the question how big is the class QT is still open.
In other words, the problem of characterizing homeomorphisms 2QT arises. So far as the authors
know, Martio was the rst who studied this problem provided 2Hom+(T) is suciently smooth;
cf. [5]. In what follows, we proceed with the study of the problem for irregular . In fact, our paper
is a continuation of [7]. In Section 2 we derive some lower estimate of the radial limiting values
of the Jacobian J[P[]] on the boundary T . Then as an application we present several necessary
and sucient conditions for 2Hom+(T) to belong to QT . Section 3 deals with the general case
of arbitrary 2Hom+(T). In Section 4 we restrict our attention to 2Hom+(T) with a bounded
derivative, in particular to 2Hom+(T) being a Lipschitz function. We show that a homeomorphism
with bounded derivative has a qc. harmonic extension if and only if its derivative is bounded away
from zero and the Cauchy{Stieltjes transform of its dierential is bounded; see Theorem 4.1. In
Section 5 we give a few examples and compare our results with Martio’s theorem; cf. [5, Theorem
1]. These results were presented by the rst named author on the conference \Continued Fractions
and Geometric Function Theory", Trondheim (Norway), June 24{28, 1997. In general, we adopt all
notations from our paper [7]. Thus for a function F :  ! C (resp. F : Cn ! C) and z 2T we
dene
@^
−
r F(z):= lim
t!1−
F(tz) (resp: @^
+
r F(z):= limt!1+
F(tz));
whenever the limit exists, while @^
−
r F(z):=0 (resp. @^
+
r F(z):=0) otherwise.
2. A lower estimate of @^
−
r J[P[]]
Given a function f : T ! C and z 2T we dene
f0(z):= lim
T3u!z
f(u)− f(z)
u− z
provided the limit exists, while f0(z):=0 otherwise. If the limit exists we say that f has the
derivative f0(z) at z. As in [7], for any 2Hom+(T) we can consider the Riemann{Stieltjes integral
C(z):=
1
2i
Z
T
d(u)
u− z ; z 2 [ (Cn
) and C(1):=0:
D. Partyka, K.-I. Sakan / Journal of Computational and Applied Mathematics 105 (1999) 425{436 427
Lemma 2.1. If 2Hom+(T) then for a.e. z 2T ; both the functions @P[] and @P[] have non-
tangential limiting values at z and
lim
r!1−
@P[](rz) =
z
2
lim
r!1−

d
dr
P[](rz) + z0(z)

=
z
2
lim
r!1−

(z)−P[](rz)
1− r + z
0(z)

(2.1)
and
lim
r!1−
@P[](rz) =
z
2
lim
r!1−

d
dr
P[](rz)− z0(z)

=
z
2
lim
r!1−

(z)−P[](rz)
1− r − z
0(z)

: (2.2)
Proof. As is remarked just below (3.9), C has nontangential limiting values a.e. on T . Hence by
(3.1) both the functions @P[] and @P[] have nontangential limiting values a.e. on T , as well.
From (1.1) it follows that for every r 2 (0; 1) and for every z 2T ,
@P[](rz) =
1
2
Z
T
(u)
u
(u− rz)2 jduj=−
1
2
1
2irz
Z 2
0
(eit)
−2irzeit
(eit − rz)2 dt
=− 1
2
1
2irz
Z 2
0
(eit)
d
dt
 
eit + rz
eit − rz
!
dt
=− 1
2
1
2irz
"Z 2
0
(eit)
d
dt
Re
eit + rz
eit − rz dt + i
Z 2
0
(eit)
d
dt
Im
eit + rz
eit − rz dt
#
=
1
2
1
2irz
"Z 2
0
Re
eit + rz
eit − rzd(e
it) + ir
Z 2
0
(eit)Re
2zeit
(eit − rz)2 dt
#
=
1
2
1
2irz
Z 2
0
Re
eit + rz
eit − rzd(e
it) +
1
2
1
2z
Z 2
0
(eit)
@
@r
Re
eit + rz
eit − rz dt
=
1
2
1
2irz
Z 2
0
Re
eit + rz
eit − rzd(e
it) +
1
2z
d
dr
P[](rz): (2.3)
Assume  has the derivative 0(z) at z = ei 2T . Then (d=dt)(eit)jt= = iz0(z) and by the Fatou
theorem on Poisson integrals (cf. [9, Theorem 11.12]) we have
lim
r!1−
1
2
1
2irz
Z 2
0
Re
eit + rz
eit − rzd(e
it) =
1
2
0(z): (2.4)
By (2.3) and (2.4), the limit limr!1−@P[](rz) exists i the limit limr!1−(1=2z)(d=dr)P[](rz)
exists. As shown in the proof of [7, Theorem 1.1] both the radial limits
lim
r!1−
@P[](rz) = @^
−
r C(z) and lim
r!1−
@P[](rz) = z2@^
+
r C(z) (2.5)
exist for a.e. z 2T . Since  has the derivative 0(z) for a.e. z 2T , we conclude from (2.3), (2.4)
and (2.5) that the rst equality in (2.1) holds. If for z 2T the limit limr!1−(d=dr)P[](rz) exists,
then
lim
r!1−
(z)−P[](rz)
1− r = limr!1−
1
1− r
Z 1
r
d
dt
P[](tz) dt = lim
r!1−
d
dr
P[](rz):
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This yields the second equality in (2.1). By (2.5), we can rewrite [7, (1.8)] as
lim
r!1−
(@P[](rz)− z2 @P[](rz)) = 0(z) for a:e: z 2T :
Combining this with (2.1) we obtain (2.2).
Given 2Hom+(T) dene d:=ess inf z2T j0(z)j and j:=ess inf z2T @^
−
r J[P[]](z). We use Lemma
2.1 to nd a lower estimate of the functional j. The following theorem is in fact a generalization
of Martio’s [5, Lemma 3].
Theorem 2.2. If 2Hom+(T) then for a.e. z 2T ; the Jacobian J[P[]] has a nontangential lim-
iting value at z and
lim
r!1−
J[P[]](rz) = j@^−r C(z)j2 − j@^
+
r C(z)j2>
1
2
j0(z)j1− jF(0)j
1 + jF(0)j ; (2.6)
where F(0) is the point in  which is uniquely determined by P[](F(0)) = 0. In particular;
j>
1
2
d
1− jF(0)j
1 + jF(0)j : (2.7)
Proof. It is easy to check that for each r 2 [0; 1) and u; z 2T ,
1
1− r
1
2Re
u+ rz
u− rz =
1
2
1 + r
ju− rzj2>
1
2
1 + r
(1 + r)2
>
1
4 : (2.8)
Given a2 write ha(u):=(u− a)=(1− au) for u2Cnf1= ag and ha(1= a):=1. Set a:=− F(0) and
:=  ha. Then P[  ha](0) =P[](ha(0)) =P[](F(0)) = 0, and so 0 =
R
T (u)jduj=
R 2
0 e
i^(t) dt=R 2
0 cos ^(t) dt + i
R 2
0 sin^(t) dt, where ^ is the angular parametrization of ; cf. (3.3). Thus for
every 2R, R 20 cos(^(t) − ^()) dt = 0. From this, (2.8) and Lemma 2.1 we see, following the
proof of [5, Lemma 3], that for a.e. z = ei 2T ,
lim
r!1−
J[P[]](rz) = lim
r!1−
(j@P[](rz)j2 − j @P[](rz)j2)
= lim
r!1−
Re

(z)−P[](rz)
1− r z
0(z)

= lim
r!1−
j0(z)jRe

(z)
(z)−P[](rz)
1− r

= lim
r!1−
j0(z)j 1
1− r
1
2
Z 2
0
[1− cos(^(t)− ^())]Re e
it + rz
eit − rzdt
> 12 j0(z)j= 12 j(  ha)0(z)j= 12 j0(ha(z))jjh0a(z)j: (2.9)
Since P[] =P[  ha] =P[]  ha, (2.9) yields
lim
r!1−
J[P[]](ha(rz))jh0a(rz)j2 = lim
r!1−
J[P[]  ha](rz) = 12 j0(ha(z))jjh0a(z)j: (2.10)
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From Lemma 2.1 it follows that for a.e. z 2T , the Jacobian J[P[]] has a nontangential limiting
value at z, and (2.10) implies
lim
r!1−
J[P[]](rz)>
1
2
j0(z)j inf
u2T
jh0a(u)j−1 =
1
2
j0(z)j1− jF(0)j
1 + jF(0)j :
Combining this with (2.5) we obtain (2.6). Moreover, by denition
j = ess inf
z2T
@^
−
r J[P[]](z)> ess infz2T
 
1
2
j0(z)j1− jF(0)j
1 + jF(0)j
!
=
1
2
d
1− jF(0)j
1 + jF(0)j ;
which proves (2.7).
Remark 2.3. It can be shown that j>d3 . However, the proof exceeds the scope of this paper and
will be published elsewhere.
3. The main results
Let 2Hom+(T). For the convenience of readers, we recall that for each z 2,
@P[](z) =
1
2i
Z
T
d(u)
u− z = C(z) and
@P[](z) =
1
z2
C

1
z

; (3.1)
cf. [7, (1.3) and (1.4)]. Moreover, for z 2nf0g
C(z)− C

1
z

=
1
2
Z 2
0
Re
 
ei + z
ei − z
!
d ~() (3.2)
(cf. [7, (1.7)], where
~():=
Z 
0
d(eit)
ieit
; 2 [0; 2]: (3.3)
Following the proof of [7, Theorem 3.1] we rst show
Theorem 3.1. Suppose that 2Hom+(T) and that there exists a sequence n 2T ; n2N; such that
the derivative 0(n) = limu!n((u)− (n))=(u− n) exists for each n2N and
lim
n!1 
0(n) = 0: (3.4)
Then P[] is not a qc. mapping. In particular; if d = 0 then P[] is not a qc. mapping.
Proof. Fix n2N. By the Fatou theorem on Poisson integrals (cf. [9, Theorem 11.12]), the Poisson{
Stieltjes integral in (3.2) has the nontangential limit ~0(’) = 0(ei’) for each ’2 [0; 2] such that
the derivative ~0(’) exists; cf. [2, pp. 4{5]. Therefore, by (3.2) we obtain
C(tn)− C(1=tn) ! 0(n) as (0; 1) 3 t ! 1: (3.5)
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As shown in [7, (1.10)], 2j@P[]()j2>c()>0 on , where c() is a positive constant from [7,
Theorem 1.1]. Hence by (3.1) we see that for 0<t<1
06 1−

@P[](tn)
@P[](tn)
61−

tn
2 @P[](tn)
@P[](tn)

6
jC(tn)− C(1=tn)j
j@P[](tn)j 6
p
2jC(tn)− C(1=tn)jp
c()
:
Combining this with (3.5) and (3.4) we obtain
sup
z2

@P[](z)
@P[](z)
> lim inft!1−

@P[](tn)
@P[](tn)
>1−
s
2
c()
j0(n)j ! 1 as n!1;
and consequently P[] is not a qc. mapping.
If d = 0, then obviously there exists a sequence n 2T , n2N, such that  has the derivative at
each n and such that (3.4) is satised. Thus P[] is not a qc. mapping.
We write L1(T) for the class of all measurable functions f : T ! C essentially bounded on T ,
i.e. jjfjj1:=ess supz2T jf(z)j<1. As a conclusion from Theorems 2.2 and 3.1 we derive a useful
sucient condition of quasiconformality of P[].
Theorem 3.2. Suppose that 2Hom+(T). If d>0 and @^
−
r C 2L1(T); then 2QT and
sup
z2

@P[](z)
@P[](z)
6
vuut1− j
jj@^−r Cjj21
: (3.6)
Proof. From [7, Theorem 1.1] it follows that
sup
z2

@P[](z)
@P[](z)
= ess supz2T

@^
+
r C(z)
@^
−
r C(z)
 (3.7)
and
j@^−r C(u)j2>c()=2>0; (3.8)
for a.e. u2T , where c() is a constant. As shown in the proof of [7, Theorem 1.1] both the radial
limits @^
+
r C(u) and @^
−
r C(u) exist for a.e. u2T . Hence Theorem 2.2 shows, by (3.1), that for a.e.
u2T
j@^−r C(u)j2 − j@^
+
r C(u)j2 = lim
t!1−
(j@P[](tu)j2 − j @P[](tu)j2) = lim
t!1−
J[P[]](tu)>j:
Applying now (3.8) we have
1−

@^
+
r C(u)
@^
−
r C(z)

2
>
j
j@^−r C(u)j2
for a:e: u2T :
D. Partyka, K.-I. Sakan / Journal of Computational and Applied Mathematics 105 (1999) 425{436 431
By the assumptions and (2.7),
ess sup
u2T

@^
+
r C(u)
@^
−
r C(z)

2
61− j
jj@^−r Cjj21
<1:
From this and (3.7) it follows that 2QT and (3.6) holds.
From [7, (1.6)] it follows that for z 2CnT , C(z) is represented by the Cauchy{Stieltjes type
integral of ~ dened by (3.3),
C(z) =
1
2
Z
T
u
u− z
d(u)
iu
=
1
2
Z 2
0
ei
ei − z d ~(): (3.9)
For every function f : [0; 2] ! C of bounded variation write CT [df] for the Cauchy{Stieltjes type
singular integral, i.e. for every z = eix 2T
CT [df](z):=PV
1
2
Z 2
0
ei
ei − zdf():= lim!0+
1
2
Z
<j−xj6
ei
ei − zdf()
whenever the limit exists and CT [df](z):=0 otherwise.
By Smirnov theorem [8, p. 65] and (3.9) the function C belongs to the Hardy class Hp() for
arbitrary p2 (0; 1). Hence C has nontangential limiting values a.e. on T ; cf. [8, p. 56]. Then the
classical Privalov’s Theorem (cf. [8, p. 135]) says that the singular integral exists a.e. on T and
the formulas
@^
−
r C(u) =
1
2 ~
0(x) + CT [d ~](u) and @^
+
r C(u) =− 12 ~0(x) + CT [d ~](u)
hold for a.e. u= eix 2T . Since ~0(x) = 0(eix) for a.e. x2 [0; 2] we have
@^
−
r C =
1
2
0 + CT [d ~] and @^
+
r C =− 120 + CT [d ~] a:e: on T : (3.10)
Applying the equalities (3.10) we can extend [7, Theorem 1.2 and Corollary 2.1] to an arbitrary
homeomorphism 2Hom+(T) with CT(0) replaced by CT [d ~] as follows.
Theorem 3.3. If 2Hom+(T); then for a.e. z 2T
j0(z) + 2CT [d ~](z)j2>2c()>0 (3.11)
and
sup
z2

@P[](z)
@P[](z)
= ess supz2T
0(z)− 2CT [d ~](z)0(z) + 2CT [d ~](z)
=
s
1− m
1 + m
; (3.12)
where
m:= ess inf
z2T
4Re[0(z)CT [d ~](z)]
j0(z)j2 + 4jCT [d ~](z)j2 (3.13)
and c() is a constant from [7; Theorem 1:1]. In particular; m>0; and the mapping P[] is qc.
i m>0.
Proof. The theorem follows from [7, Theorem 1.1] and the equalities (3.10). The second equality
in (3.12) is obtained by simple computations.
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Corollary 3.4. Suppose that 2Hom+(T). Then 2QT i d>0 and
0< ess inf
z2T
Re
CT [d ~](z)
0(z)
6 ess sup
z2T
CT [d ~](z)0(z)
<1: (3.14)
Proof. Assume P[] is a qc. mapping. Theorem 3.1 then implies that d>0. From Theorem 3.3 it
follows that m>0. Hence (3.14) follows from (3.13). Conversely, if d>0 and (3.14) holds then
from (3.13) it follows that m>0. Applying Theorem 3.3 we see that 2QT as claimed.
Remark 3.5. If 0(z) 6= 0 for a.e. z 2T and (3.14) holds, then from (3.11) it follows that d>0.
Thus in Corollary 3.4 the condition d>0 may be replaced by the condition that 0(z) 6= 0 for a.e.
z 2T .
4. The case of homeomorphisms with a bounded derivative
In this section, we discuss the case where 2Hom+(T) has a bounded derivative. Our most
essential result is
Theorem 4.1. Suppose that 2Hom+(T) satises 0 2L1(T). Then 2QT i d>0 and CT [d ~]2
L1(T).
Proof. Assume 2QT . Corollary 3.4 shows that d>0 and by (3.14),
jjCT [d ~]jj16jj0jj1jjCT [d ~]=0jj1<1;
so that CT [d ~]2L1(T). Conversely, if 0 2L1(T) and CT [d ~]2L1(T); then by (3.10) we obtain
@^
−
r C=(1=2)
0+CT [d ~]2L1(T). Since d>0 we conclude from Theorem 3.2 that 2QT as claimed.
We now turn to the case where 2Hom+(T) is absolutely continuous. For every f2L1(T) dene
fT :=
1
2
Z
T
f(u)jduj
and write CT(f) for the Cauchy singular integral, i.e. for every z 2T
CT(f)(z):=PV
1
2i
Z
T
f(u)
u− zdu:= lim!0+
1
2i
Z
TnT(z;)
f(u)
u− zdu;
whenever the limit exists and CT(f)(z):=0 otherwise, where T(eix; ):=feit 2T : jt − xj<g. We
recall that the harmonic conjugation operator A is dened by the singular integral
A(f)(z):=
1
2 lim!0+
Z
<jt−xj6
f(eit)cot
x − t
2
dt; z = eix 2T ;
whenever the limit exists and A(f)(z):=0 otherwise; cf. e.g. [3, 11]. If 2Hom+(T) is absolutely
continuous then 0 2L1(T) and RT j0(u)jjduj= 2. Moreover, by [7, (1.14)] we have for a.e. z 2T
CT [d ~](z) = CT(0)(z) = 12
0
T +
i
2A(
0)(z): (4.1)
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Applying now Theorem 4.1 to Lipschitz functions we obtain
Corollary 4.2. Suppose that 2Hom+(T) is a Lipschitz function; i.e. there exists a constant L>0
such that
j(u)− (w)j6Lju− wj; u; w2T : (4.2)
Then 2QT i d>0 and CT(0)2L1(T).
The same is true with CT(0) replaced by A(0).
Proof. Since 2Hom+(T) satises (4.2), it follows that  is absolutely continuous and 0 2L1(T)
with jj0jj16L. Therefore, the corollary follows from Theorem 4.1 and (4.1).
Each 2Hom+(T) denes a unique continuous function ^ satisfying 06^(0)<2 and
(eit) = ei^(t); t 2R: (4.3)
Actually, ^ is an increasing homeomorphism of R onto itself satisfying ^(t + 2) − ^(t) = 2 for
t 2R; called the angular parametrization of . Sometimes it is more convenient to use the real-valued
function j0j instead of 0. To this end we prove.
Corollary 4.3. Suppose that 2Hom+(T) is a Lipschitz function. Then 2QT i d>0 and
A(j0j)2L1(T).
Proof. From (4.3) it follows that for a.e. t 2R; 0(eit) = ^0(t)ei(^(t)−t). Hence for a.e. x2R;
jA(0)(eix)− ei(^(x)−x)A(j0j)(eix)j
=
1
2
 lim!0+
Z
<jt−xj6
(0(eit)− ei(^(x)−x)j0(eit)j)cot x − t
2
dt

=
1
2
 lim!0+
Z
<jt−xj6
j0(eit)j(ei(^(t)−t) − ei(^(x)−x)) cot x − t
2
dt

6
jj0jj1
2
Z x+
x−
e
i(^(t)−t) − ei(^(x)−x)
x − t
 jx − tjjsin x−t2 jdt
6
jj0jj1
2
Z x+
x−
 e
it − eix
t − x
+
e
i^(t) − ei^(x)
t − x

!
dt
6
jj0jj1
2
Z x+
x−

1 +
 ^(t)− ^(x)x − t


dt
6
jj0jj1
2
Z x+
x−

1 +
1
jt − xj

Z t
x
^0(s)ds


dt
6jj0jj1(1 + jj0jj1)<1:
Therefore, A(0)2L1(T) i A(j0j)2L1(T); and the corollary follows from Corollary 4.2.
434 D. Partyka, K.-I. Sakan / Journal of Computational and Applied Mathematics 105 (1999) 425{436
Following the proof of [7, Corollary 3.5] we easily obtain a version of Corollary 4.2 in terms of
a variant H of the Hilbert transform dened for every locally integrable function f : R ! C and
every x2R by the singular integral
H(f)(x):=
1
 lim!0+
Z
<jt−xj6
f(t)
x − t dt;
whenever the limit exists and H(f)(x):=0 otherwise.
Corollary 4.4. Suppose that 2Hom+(T) and ^ is absolutely continuous on R satisfying
ess supt2R^
0(t)<1. Then 2QT i ess inf t2R^0(t)>0 and ess supt2RjH(^0)(t)j<1.
We end this section with the following corollary, which points out a relation with the Hardy class
H1() of bounded analytic functions on .
Corollary 4.5. Suppose 2Hom+(T) is a Lipschitz function. Then P[] is a qc. mapping i there
exists F 2H1() such that
@^
−
r ReF(z) = j0(z)j>d>0 for a:e: z 2T : (4.4)
Proof. Assume P[] is a qc. mapping. Corollary 4.3 then shows that d>0 and ess supz2T jA(j0j)(z)j
<1. By [3, p. 103], P[A(j0j)] is identical with the harmonic conjugate function v of P[j0j] satis-
fying v(0)=0. Thus F :=P[j0j+iA(j0j)] is an analytic function on . Since j0j+iA(j0j)2L1(T);
we conclude from [2, Corollary 2 to Theorem 3.1] that F 2H1(). By Fatou’s theorem on
Poisson integrals (cf. [9, Theorem 11.12]), the radial limit @^
−
r ReF = j0j a.e. on T ; which ends
the proof in the rst direction. Assume now that (4.4) holds for some F 2H1(). A classi-
cal result (cf. e.g. [3, p. 103]) states that @^
−
r Im F = Im F(0) + A(@^
−
r ReF) a.e. on T . Hence
ess supz2T jA(j0j)(z)j6jF(0)j+ supz2 jF(z)j<1; and P[] is qc. by Corollary 4.3.
5. Comparison between our results and Martio’s theorem
In this section, we compare our results with Martio’s theorem; cf. [5, Theorem 1]. We show that
Theorem 4.1 and Corollaries 4:2{4:5 essentially extend Martio’s theorem.
If 2Hom+(T) \ C1(T) and j0j is Dini continuous on T ; then a classical result (cf. e.g. [3,
p. 106]) shows that the function A(j0j) is continuous on T ; and hence bounded. Thus Corollary
4.3 leads to
Corollary 5.1 (Martio [5]). Suppose 2Hom+(T) \ C1(T). If j0j is Dini continuous on T ; then
P[] is qc. i d>0.
Let Di +(T ) denote the class of all sense-preserving dieomorphic self-mappings of T . For
0<61 write C1+(T) for the class of all complex-valued functions continuously dierentiable on
T ; whose derivatives are -Holder continuous functions on T .
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Corollary 5.2. For each 2 (0; 1];
Di +(T) \ C1+(T)QT : (5.1)
Moreover;
Di +(T)nQT 6= ; and QTnDi +(T) 6= ;: (5.2)
Proof. Fix 2Di +(T). By the denition of a dieomorphism, d>0. For any 2 (0; 1]; if 2C1+
(T) then j0j is Dini continuous on T ; and the inclusion (5.1) follows from Corollary 5.1. Let F de-
note the class of all real-valued functions f2L1(T) such that ess inf z2Tf(z)>0 and
R
T f(u)jduj=
2. Each function f2F denes a homeomorphism f 2Hom+(T) whose angular parametrization
^f is determined by the equality ^f(x) =
R x
0 f(e
it) dt for x2R. Obviously, ^f is a Lipschitz function
on R; and so is f on T . Moreover, df>0. It is a simple matter to construct a continuous function
f2F such that A(f) is unbounded; see Example 5.3. Then f 2Di +(T) and A(j0fj) =A(f)
is unbounded. From Corollary 4.3 it follows that P[f] is not a qc. mapping, i.e. f 62QT ; which
proves the rst assertion in (5.2).
It is easy to nd F 2H1() such that f:=@^−r ReF 2F but j0fj is not continuous on T ; see
Example 5.4. Then f 62Di +(T) and Corollary 4.5 shows that f 2QT ; which proves the second
assertion in (5.2).
Example 5.3. For every x2R dene
p(x):=
8>><
>>:
1 if x>1=e;
−1=log x if 0<x<1=e;
0 if x60:
Since p2C1(Rnf0; 1=eg); H(p)(x) exists for every x2Rnf0; 1=eg. Moreover, p(t) = 0 if t60 and
p(t)>0 if t>0. Then for each x2 (−1=e; 0) we have
jH(p)(x)j=
 lim!0+
Z
<jt−xj6
p(t)
x − t dt
=
Z x+
x−
p(t)
t − xdt>
Z 1=e
−x=2
p(t)
t − xdt
=
Z 1=e
−x=2
t
t − x

− 1
t log t

dt>
1
3
Z 1=e
−x=2
− dt
t log t
(u= log t)
=−1
3
Z −1
logjx=2j
du
u
=
1
3
log
log
x2

!1; as x ! 0−: (5.3)
It is easily seen that there exists a function q2C1(R) such that (p+q)(−) = (p+q)()>0 and
min−6t6(p+q)(t)>0. Set c:=
R 
−(p+q)(t) dt>0; and dene f(e
it)=(2=c)(p(t)+q(t)); −6t
6. Obviously, f2F \ C(T); and thus f is a Lipschitz function on T . Since q2C1(R); H(q)
is continuous on R; and thus bounded on [− ; ]. Hence by (5.3) we see that
ess sup
x2R
jH(^0f)(x)j=1: (5.4)
As in the proof of [7, Corollary 3.5], we can check that (5.4) implies
jjA(0f)jj1 =1: (5.5)
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As shown in the proof of Corollary 4.3, we see that (5.5) implies jjA(f)jj1 = jjA(j0fj)jj1 =1.
Example 5.4. For z 2 dene G(z):=exp(−(1 + z)=(1− z)). Clearly
jG(z)j= exp

−Re1 + z
1− z

6e0 = 1; z 2; (5.6)
so that G 2H1(). Let c:= R 20 2 + @^−r ReG(eit) dt>0; and dene F(z):=(2=c)[2+G(z)]; z 2.
By (5.6), F 2H1() and f:=@^−r ReF 2F. Moreover, if eix 6= 1; then ^0f(x) = f(eix) = (2=c)(2 +
cos(−cot (x=2))). Hence ^0f is discontinuous at x = 0; and so the function j0fj is not continuous at
12T .
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