A commonly known problem in population size estimation using registers, is that registers do not necessarily cover the whole population. This may be because they intend to cover part of the population (e.g., students), due to administrative delay or because part of the target population is not registered by default (e.g., illegal persons). One of the methods to estimate the population size in the presence of undercount is the capture-recapture method that combines the information of two or more samples. In the context of census estimation registers are used instead of samples. However, the method assumes that perfect linkage between the registers can be achieved. It is known that this assumption is often violated.
Introduction
Capture-recapture methodology goes back to at least the ecological setting of estimating the size of fish and wildlife populations. The basic idea is to take a first sample (capture), tag or mark the captured animals, return them to their population and take a second sample (recapture). Among the recaptures, some of the animals will be marked, others not. The relation between the tagged and non-tagged animals in the second sample is used to construct an estimate of the total population size. See for example Petersen (1896) and Lincoln (1930) . Since then, it has been used not only to estimate animal population sizes, but also to estimate undercount in traditional censuses (for an overview see e.g., Fienberg 1992) . More recently, it was used to estimate the undercoverage of registers used for the Dutch Census (Gerritse et al. 2016a ).
In the original setting, one of the assumptions is that the units can be classified without error to belong to the first sample only the second sample only or the overlap of the two samples. This assumption was likely to be met, when the marking of the units in the first sample would stick to the animals during the second sampling (no tag-loss). In the setting of estimating the undercount of a register, this assumption is translated to the assumption that units in the two registers can be linked without error, that is, all links are found and no erroneous links are established. With linking two records, we mean deciding that those records represent the same population unit. Whenever the both registers contain the same reliable unique identifiers like a social security number, it is likely that this assumption holds. However, not all registers contain such a uniform unique identifier. Actually, when considering undercoverage of registers, one can not rely on the existence of such unique identifiers only. Indeed, in order to find units that are not properly registered one should also use sources that do not have such a unique identifier for all units.
In case when a unique identifier is not available, one often relies on probabilistic record linkage techniques like the one developed in Fellegi and Sunter (1969) . In this setting, the assumption of perfect linkage is not likely to be met in practice. Especially in a large population, two individuals might, for example, have the same name, leading to a false link, or one individual might be known under two different names, leading to a missed link. This last case would be identical to tag-loss in a classical capture-recapture setting, while the first case can only occur when tags or id-codes can be passed around within the population of interest.
In the presence of linkage errors, the standard capture-recapture estimate of the unknown population size can be biased see e.g., Gerritse et al. (2016b) . In Ding and Fienberg (1994) the standard capture recapture estimator is adjusted to correct for linkage errors. In that paper, they considered the situation where a post-enumeration survey (PES) is used to estimate the undercoverage of the population census. See for example, Wolter (1986) for an explanation of using a PES. Ding and Fienberg (1994) assume that the false match that affects the population size estimator mostly occurs when a record from the subset of the PES that should not be matched is actually linked to a record from the subset of the census that should not be matched. In other words, they assume a one-way linkage error, linking PES records to census records. Moreover, they assume that all records in the PES will be linked to a record in the census. Cadwell et al. (2005) also correct for linkage errors, but they use the concept of 'potential linkage' in a bootstrap procedure to construct a population size interval. Their method is potentially interesting when something like a PES is not available.
Di Consiglio and Tuoto (2015) argue that in the setting of administrative data sources, a one-way linkage direction is not guaranteed. That is, they allow for the possibility that a population unit residing in one administrative data source, but not in the other, can be (incorrectly) linked to a unit in the other administrative data source irrespective of which data source is called 'the one' and which is called 'the other'. Hence, they propose a twoway correction for linkage error. In their paper, they assume that the probability of a false match is equal in both linkage directions. We will call this the symmetric two-way correction for linkage error. Using the same error probability in both directions is appropriate in case the two administrative data sources are (approximately) of equal size.
When two registers differ considerably in size, a further extension would be to allow for different error probabilities in the two linkage directions. This would be even more evident when (forced) one-to-one linkage is used. One-to-one linkage means that a record from one source is allowed to be linked to one and only one record from the other source. Since the largest source contains units that are not present in the smaller source, in case of one-to-one linkage a subset of those units can never be linked; there are simply not enough 'target' records in the smaller source. Records that will never be linked, will also never be linked incorrectly. In other words, a unit in the largest administrative data source has a smaller chance of being falsely linked with a unit in the smaller administrative data source, compared to the other way around. Thus, in the current article we introduce an asymmetric two-way correction for linkage error. The formulation of this asymmetric two-way corrections has three parameters. Choosing specific values for those parameters, the formula can cover the one-way correction and the symmetric two-way correction as well.
The outline of the article is as follows. We start by explaining the general setting of capture-recapture and probabilistic linkage. In Section 3 we briefly present the noncorrected estimator, the one-way corrected estimator, the symmetric two-way corrected estimator and our asymmetric two-way corrected estimator. The formula of the asymmetric two-way correction can be viewed as a general estimator, in the sense that all introduced estimators can be expressed with this formula. Finally, we unify all estimators by choosing specific 'optimal' parameters. The following section, Section 4, shows some simulation results using publicly-available fictitious data on the UK population census. In Section 5 we draw conclusions and the appendices contain some technical details. Section 6 contains Appendices 1-4.
General Setting
Let us first introduce the notation that will be used throughout the remainder of this article. We try to stay close to the notation used in Ding and Fienberg (1994) and Di Consiglio and Tuoto (2015) . We also present the general assumptions underlying the capture-recapture methodology when applied with two registers. Note that we will only discuss the situation of two registers that are linked using probabilistic record linkage methods.
Capture-Recapture with Two Registers
Let R 1 and R 2 denote two registers containing units from a common population X of unknown size N X . Assuming we can identify population units to belong to either one or both of the registers, we get Table 1 and Table 2 . In Table 1 the numbers correspond to the unobservable true population counts, whereas the numbers in Table 2 are the observed counts after the linkage process has taken place and thus depend on the used linkage procedure.
In the tables, the first subscript denotes whether or not a population unit resides in R 1 and the second subscript denotes whether or not a population unit resides in R 2 . So, for example, N 10 denotes the (unobserved) number of population units that resides in R 1 but not in R 2 . Note that, assuming no duplicates in each R i , n 1 þ ¼ N 1 is the size of R 1 and n þ1 ¼ N 2 is the size of R 2 . Moreover, N :i denotes the number of units in the population that do not reside in R i , that is, N :1 ¼ N X 2 N 1 and N :2 ¼ N X 2 N 2 . Even after the linkage process has taken place, we still cannot observe population units that are included in neither register (i.e., N 00 ). That means that N :1 $ n 01 and N :2 $ n 10 .
Using similar notation, we can write the probability that a population unit resides in register R i as p i , and decompose those probabilities as follows: p 1 ¼ p 11 þ p 10 and p 2 ¼ p 11 þ p 01 where p 11 denotes the probability that a unit resides in both registers, p 10 the probability that a unit does reside in R 1 but not in R 2 and p 01 the probability that a unit resides in R 2 but not in R 1 .
The general assumptions in capture-recapture estimation are:
. The population X is closed, that is, units can neither enter nor leave the population during the capture-recapture experiment. . There are no erroneous captures, that is, only units from X can be captured. . There are no duplicates in either register, that is, units can only be captured once per register. . The event that a unit resides in R 1 is independent of the event that a unit resides in R 2 . . The probability that a unit resides in R i is the same for all units in X. . There is no error in allocating the units to R 1 , R 2 or both.
These assumptions imply that N 11 /N 1 ¼ N 2 /N X or equivalently, N X ¼ (N 1 N 2 )/N 11 . Hence, under perfect conditions a natural estimator would be the one introduced in Petersen (1896) :N X ¼ (n 1 þ n þ1 )/n 11 . See Subsection 3.1 as well.
Probabilistic Record Linkage
The probabilistic record linkage technique we will assume in this article is the one described in Fellegi and Sunter (1969) . In their approach, they consider the set of all 
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Unit in R 1 yes no yes n 11 n 10 n 1þ no n 01 0 n 01 n þ1 n 10 n þþ possible pairs (a, b) of records from R 1 and R 2 : {(a, b) j a [ R 1 and b [ R 2 }. They decompose that set into two disjunct sets. Set M consisting of all pairs of records of matches and set U of all pairs of records of nonmatches. Hence, for example, a pair (a, b) in the set U of nonmatches should consist of a record a from register R 1 and a record b from R 2 where a and b refer to two different population units. See Figure 2 in Appendix 1 (Subsection 6.1) for a graphical representation of the sets M and U. Fellegi and Sunter then describe a model to decide whether an observed pair of records should be allocated to M or to U. To that end they use comparison functions that assign a value to a pair indicating the amount of similarity between the two records. For example, in case of personal data, a comparison function could assign a value zero whenever the name of the person of record a is not exactly equal to the name of the person of record b, and a value of one whenever the names are exactly equal. Obviously, this can be more elaborate assigning a value between zero and one in case of small spelling mistakes. Different comparison functions can be applied to different variables within a record, which would result in a comparison vector.
Selecting a pair of records at random from all possible pairs, the comparison function applied to that selected pair is a random variable. They define the m-probability as the probability that a certain value of the comparison function is found among a pair of records that should belong to the set M of matches and the u-probability as the probability that a certain value of the comparison function is found among a pair of records that should belong to the set U of nonmatches. Using those probabilities, they assign weights to each possible pair and say that a pair of records is linked whenever the weight is above some threshold and not linked whenever that weight is below that threshold. Since this is defined at the level of pairs of records, it is possible that several records from register R 1 are said to be linked to the same record in register R 2 ; whenever a pair has a weight above the threshold, it will be said to be linked. In practice, often a one-to-one linkage is then enforced. One of those pairs is selected and designated to be a link, while the other pairs are considered to be non-links despite their weight being above the threshold.
In their paper, Fellegi and Sunter (1969) consider two error probabilities; the probability of a false link (assigning a pair of records to M where it should be assigned to U ) and the probability of a false non-link (assigning a pair of records to U where it should be assigned to M). Note that these probabilities are thus defined at the level of pairs of records and not on the level of individual records. In the description of the correction methods (see Section 3) error probabilities are defined at the level of individual records. To be able to discuss the correction methods for linkage error, it is convenient to decompose our registers R i each into two disjunct sets M i and U i . Now M i consists of all unique records from register R i that should appear in a pair of matches and U i of all other unique records from register R i . Figure 2 in Appendix 1 (Subsection 6.1) graphically shows the differences between the sets M, U, M i and U i .
Linking registers with many records would lead to a huge number of pairs. Under these circumstances a technique known as blocking is often used to improve efficiency. With blocking, the registers are split into subsets that agree on one or more highly discriminating identifiers and the linkage process is applied within each subset separately. For the sake of simplicity, we will not address the use of blocking in the current article, since blocking would affect the (estimation of the) m-probabilities in a complex way.
Estimation of the Population Size
In this section, we will first briefly present the existing estimators for the population size under no linkage error, one-way error correction and symmetric two-way error correction. At the end of this section, we will introduce our new asymmetric two-way error correction estimator.
Using the notation from Subsection 2.1, we assume that the number of individuals that fall in the four interior cells of Table 2 have a multinomial distribution ðn 11 ; n 10 ; n 01 ; N X 2 n þþ Þ , MultðN X ; p 11 ; p 10 ; p 01 ; p 00 Þ where n þ þ ¼ n 11 þ n 10 þ n 01 . Like in Ding and Fienberg (1994) , we will derive the estimators using the approach of maximizing the conditional likelihood as described in Sanathanan (1972) . In that approach, the likelihood is written as a product of two likelihoods L 1 (·) and L 2 (·), where L 1 (·) is the likelihood of (n 11 , n 10 , n 01 ) for fixed n þ þ and L 2 (·) the likelihood of n þ þ , given the cell-probabilities p 11 , p 10 and p 01 . In the conditional approach, first L 1 (·) is maximized to derive the maximum likelihood (ML) estimates of the cell probabilities, after which the N X is found that maximizes L 2 (·), given the values of p 11 , p 10 and p 01 .
Using that
, where E denotes taking expectation, we derive the following generic formulation of an estimator of the population totalN
In the following subsections we will derive conditional ML estimators of the cell probabilities under different linkage error scenarios.
No Linkage Error
Under independence and perfect linkage, we would have the following equations for the probabilities of recording population units in the different observed counts n ij :
Using the conditional ML approach we would get the estimatorŝ
Plugging those estimators into (2) and (1), the estimator of the population total then becomes after some straightforward calculationŝ
and this is essentially the estimator as described in for example, Petersen (1896).
One Way Correction (OC)
In Ding and Fienberg (1994) the situation of linkage error is considered under the assumptions that (using the notation as in Subsection 2.2) (a) A true match between records from M 1 and M 2 remains a match with probability 0 , a # 1. (b) A record from M 1 is matched incorrectly with a record in M 2 with negligible probability. (c) A false match between records from M 1 and U 2 occurs with negligible probability. (d) A false match between records from U 1 and M 2 occurs with negligible probability. (e) Each record from U 1 will be linked with a record in U 2 with common probability 0 # b , 1.
The reason for assuming negligible probabilities for (b), (c) and (d) is that in those cases, two errors are made; both the correct match is not made and an incorrect match is made. Cases (a) and (e) are each related to making only one error: in case of (a) with probability 1 2 a only a correct match is missed and in case of (e) only an incorrect match is made.
The just introduced probabilities a and b are defined at record level. Note that the probabilities in the Fellegi and Sunter (1969) setting (see Subsection 2.2), sometimes also denoted by a and b, are defined at the level of pairs of records and are thus fundamentally different from the ones used in the current article. Moreover, note that a large a implies more missed links (in expectation), which in turn leads to an upward bias in the estimator N X . A large S implies more false links (in expectation), which would lead to a downward bias inN X .
Under the aforementioned assumptions we get the following relations
Note that the 'one-way' correction is reflected in (6); the second term on the right hand side only shows the probability of falsely linking (b) a unit that resides in R 1 ( p 1 ) but not in R 2 (1 2 p 2 ). The probability of falsely linking a unit that resides in R 2 but not in R 1 is not considered, that is, only one linkage direction is considered. The conditional ML estimators are then given by (Ding and Fienberg 1994 )
Plugging this into (6) and (1), the population total then can be estimated bŷ
withN P X as defined in (5). Note that this estimator depends on the parameters a and b which are unknown in practice and should therefore be estimated. This will be discussed in Subsection 3.5.
Symmetric Two-Way Correction (SC)
In Di Consiglio and Tuoto (2015) it is proposed to relax the assumption of the one-way correction and to allow a two-way correction. This means that assumption (e), as given in the description of the one-way correction, is relaxed to allow for a unit in U 1 that is not in U 2 still to be (incorrectly) linked to a unit in U 2 as well as to allow for a unit in U 2 that is not present in U 1 still to be (incorrectly) linked to a unit in U 1 . Both events occur with the same probability 0 # b , 1.
This results in the following equations
Again, under certain regularity conditions and using the conditional likelihood approach, they derive that the ML estimators are then given bŷ
Plugging this into (10) and (1), the population total can then be estimated bŷ
Asymmetric Two-Way Correction (AC)
As a further relaxation of the assumptions, we propose to allow for different probabilities of false links. This means that we allow for a unit present in U 1 but not present in U 2 to be linked to a unit in U 2 with probability 0 # b 1 , 1 and a unit present in U 2 but not present in U 1 to be linked to a unit in U 1 but with probability 0 # b 2 , 1. Now the equations for the probabilities of recording population units in the different observed counts become
Under certain regularity conditions, we then get the following ML estimatorŝ
See Appendix 2 (Subsection 6.2) for a discussion on admissibility to obtain proper values for the probabilitiesp 1 andp 2 in the interval [0,1].
Plugging (17) into (14) and (1), the population total can then be estimated bŷ
Note that this formulation covers all previous situations by choosing appropriate a, b 1 and b 2 . Petersen estimator: a ¼ 1 and
. Linking the Correction Methods
We consider the Petersen estimator in case of perfect linkage, that is, knowing the true N 1 , N 2 and N 11 , the 'optimal' estimator and call it the 'true Petersen estimator' (TP)
Equating the AC estimator to the TP estimator, that is, settingN
we get the following relationship between the parameters
Note that the left-hand side equals the expected number of links under the model for linkage error. Let us first explore this relationship under the unrealistic assumption that we know the true N 11 . A natural choice for the parameter a would then be the fraction of true population matches among the links from the linkage process. We will denote this natural choice by a. Substituting that natural choice in (19) and setting b 1 ¼ b OC and b 2 ¼ 0, we get
where m 11 is the number of true population matches among the links from the linkage process. We will call this choice of parameters the optimal OC-parameters. In case of the symmetric two-way correction, using the natural choice for a and setting
We will call this choice of parameters the optimal SC-parameters.
In case of the asymmetric two-way correction, we need an additional constraint to uniquely define 'optimal AC-parameters'. In practice, it is convenient to enforce one-toone linkage in the process. Under that assumption, we can derive the following relationship between the parameters of the asymmetric two-way estimator (see the Appendix 3, Subsection 6.3, for a derivation) b 1 ¼ ðan þ1 2 n 11 Þb 2 ðan 1þ 2 n 11 Þ 2 2b 2 ðn 1þ 2 n þ1 Þ ð20Þ AC 2 ) it holds that theb's will be undefined in case N 1 ¼ N 2 . Moreover, when N 1 -N 2 , one of them will be negative, which contradicts the fact that theb's are probabilities. We will hence call the first set of parameters the optimal AC-parameters. Note that, in case register R 1 is the largest and hence under one-to-one linkage N 1 2 N 11 . N 2 2 N 11 , we get b
According to the error correction model, a false match between a record from U 1 with a record from U 2 occurs with probability b 1 and, independently, a false match between a record from U 2 with a record from U 1 occurs with probability b 2 . Considering these events independently, we would count such a link twice. However, enforcing one-to-one linkage, these two events can only happen at the same time. This is reflected in the factor 1/2 in the optimal AC-parameters b AC i . Given the true N 11 and choosing the parameters such that they satisfy Equation (19) would thus lead to the optimal estimator. Indeed, using the optimal OC-parameters, the optimal SC-parameters or the optimal AC-parameters will all yield the same estimator, that is, the true Petersen estimator TP (with perfect linkage).
Unfortunately, in practice we do not know the true N 11 . Hence, we need to estimate the a and b i parameters. As long as the estimated parameters satisfy relation (19), the resulting estimates will be exactly the same for all estimators. This would, for example, be the case when we would estimate the optimal parameters by plugging in some estimate for N 11 , since N 1 , N 2 , n 11 and m 11 are the same in all settings. Indeed, the resulting estimators would then be given by the simple formulâ
whereN 11 is a (consistent) estimator of the 'true' overlap between the two registers.
Another possibility would be to use a sample of one of the registers and determine the true matches for that sample. Dividing that number by the sampling fraction would yield a direct estimate of N 11 . Similarly, we could obtain direct estimates of n 11 and m 11 . Note that a direct estimate of n 11 is needed instead of the original n 11 to prevent the estimated m 11 becoming larger than the original n 11 .
Yet another approach would be to use expert knowledge on the linkage errors, for example, asking experts to give estimates of the parameters. In that case, these expert guesses would not necessarily satisfy relation (19) and the estimators could thus yield different values.
Simulation Study
The evaluation of a linkage error correction method in a capture-recapture setting requires knowledge on the bias introduced by the linkage errors. In real data applications the bias is obviously usually unknown. However, in case of a fictitious population the bias can be determined accurately. Such a fictitious population may be a real or simulated list of individuals that is then defined as the 'true population'. Subsets can then be randomly selected from this list and linked with and without linkage error. This way capturerecapture can be applied with and without linkage error, as well as with and without linkage error correction. Hence, the different linkage error correction methods can be evaluated. Moreover, this procedure can be repeated multiple times with different randomly selected subsets in order to obtain multiple estimates. As a result, the linkage error bias and variance over the repeated estimates can be assessed.
We used the same data set as used by Di Consiglio and Tuoto (2015) . This publicly available data set concerns a fictitious population that is based on the UK population census, as created for the ESSnet DI (McLeod et al. 2011 ). The ESSnet DI was a European project on data integration (Record Linkage, Statistical Matching, Micro Integration Processing), running from 2009 to 2011. The advantage of this data set is twofold. Firstly, it is publicly available, which supports reproducibility of our simulation study. Secondly, it is designed to resemble the situation a researcher might encounter in real life. For instance, the samples contain errors such as typical spelling errors in names or incorrect house numbers. Moreover, it is unclear (to us) how exactly the population samples were generated; for example did some groups have higher probability to be in certain samples or not? The main methodological difference between a real data set and this fictitious population is that the true population size is known, while most other real data issues remain present.
Since ensuring that the parameter estimates satisfy relation (19) will result in the same estimates of the population size for all estimators introduced in Section 3, we will not explicitly compare them. This approach deviates from Di Consiglio and Tuoto (2015), where the estimator based on the SC model is compared to the estimator based on the OC model. They conclude that the SC estimator outperforms both the Petersen and the OC estimator. Their conclusion that the SC estimator, as well as the OC estimator, outperform the Petersen estimator in case of linkage errors is fully justified. However, their result that the SC estimator outperforms the OC estimator seems to contradict our findings in Section 3. This apparent contradiction can be explained by the fact that in Di Consiglio and Tuoto (2015) the parameters a SC and b SC (i.e., the optimal parameters under the SC model) are used in both the SC and OC estimator. We now know that in case of the OC estimator the optimal parameters are a OC and b OC and therefore should have been chosen differently.
In our simulation study, we concentrate on different ways to estimate the parameters instead of comparing the different estimators with one choice of parameter estimates. We will use different methods to estimate N 11 and m 11 and plug those estimates into the formulas of our 'optimal' parameters, to show empirically that these estimates indeed lead to the same estimate of the population total and to study the behaviour of that estimate with respect to its bias and variance.
Setup
From the ESSnet DI data we used the files Person (a list of persons, acting as the population), CIS (observations from a Customer Information System, being a combination of tax and benefit data) and PRD (observations from the Patient Register Data of the National Health Service). The Person dataset is comprised of 26,625 individuals, the CIS has a coverage probability of that population of t 1 ¼ 0.924 and the PRD of t 2 ¼ 0.930.
To reduce computation time and to be able to apply the linkage process without blocking, we repeatedly constructed a smaller population and corresponding registers from those files, using the following steps 1. Draw a simple random sample without replacement of size 10,000 from Person.
This will be our population X with size N X . 2. Select the records from CIS that are present in population X to get register R 1 . 3. Select the records from PRD that are present in population X. Randomly select a fraction f 2 of those records to get register R 2 .
This way we obtained multiple instances of a population and the corresponding registers, where one of them covers the population for about 92.4% and the other for about f 2 times 93.0%. Note that, for small values of f 2 , the two registers differ substantially in size.
In the above mentioned setup, one of the registers is quite close in size to the total population: R 1 covers the population for about 92.4%. This resembles the situation where an NSI has a high quality population register and wants to quantify the quality of that register in terms of estimated undercoverage. A different situation may be that no such high quality register exists. In that case neither register used in the capture-recapture procedure has high coverage. To get an idea how the error correction methods work in that case we included two additional scenarios. We maintained the small coverage of R 2 (using f 2 ¼ 0.15) but additionally we reduced the coverage of R 1 by randomly selecting a fraction f 1 of its records, where f 1 [ {0.15, 0.5}. Table 3 shows the mean coverage of the registers we obtained in our simulations.
In Di Consiglio and Tuoto (2015) several linkage scenarios were mentioned: a bronze, a silver and a gold scenario. In the current paper we will only use their silver scenario, that is, we only use the full date of birth (day (DB_D), month (DB_M) and year (DB_Y)) as key variables in the linkage process. We have chosen the silver scenario because it allows for two types of linkage error. Firstly, two different individuals may have the same date of birth and therefore may be falsely linked. Secondly, due to some measurement errors, an individual that is in both samples may be falsely not linked. Names and surnames would have been better discriminating identifiers, but in the absence of those variables (e.g., due to privacy restrictions), the full date of birth is still reasonably well discriminating. For the comparison function of the probabilistic record linkage process (see Subsection 2.2), we simply used 'equality' on all key variables separately. That is, whenever two records a and b are compared, the comparison function for key variable V i is 1 when
. Whenever V i is missing in at least one of the two records, the comparison function is defined to be 0 as well. To perform the probabilistic record linkage as described in Subsection 2.2, we used our own R-code. In that code we also forced one-to-one linkage. (See https://github.com/djvanderlaan/reclin for the R-package reclin that we used.)
We implemented four methods to obtain values for the N 11 , m 11 and n 11 needed in the formulas for the 'optimal' parameters.
A Since we use simulated data, we know the true m 11 and N 11 by design. The n 11 follows from the linkage process. B Using the EM-algorithm (see e.g., Herzog et al. 2007 ) on the complete registers to estimate the posterior m-probabilities. Those posterior probabilities were used to estimate the m 11 and N 11 . The n 11 follows from the linkage process. C Using a sample of size 200 from the smallest register of which we determine the true match-status. Using that sample, we fitted a logistic model (see the Appendix 4 (Subsection 6. 4) for more information on the used model) and used that to predict the m-probabilities for the complete registers. Those posterior probabilities were used to estimate the m 11 and N 11 . The n 11 follows from the original linkage process. D Using a sample of size 200 from the smallest register of which we determine the true match-status. Using that sample we calculated the direct estimates of n 11 , N 11 and m 11 for the complete registers.
In methods B and C, summing the posterior m-probabilities over all linked pairs yields an estimate of m 11 , whereas summing those probabilities over all possible pairs yields an estimate of N 11 . For a definition of posterior m-probabilities and why summing them is appropriate, we refer to Fellegi & Sunter (1969) . Methods B, C and D serve to illustrate how information available during an actual record linkage process can be used to correct the estimator for linkage errors. As long as the sample used in methods C and D is a representative sample of possible record pairs, these methods should give unbiased estimates of N 11 , m 11 and n 11 . Other methods or refinements of these methods that might give more precise estimates are possible. However, finding such refinements is not the main focus of this article; we want to show that even relatively simple methods can already correct for bias due to linkage errors.
With those estimated sizes, we then used the formulas for the 'optimal' parameters as derived in Subsection 3.5 to get estimates of the population size. As discussed in that section, we should then obtain exactly the same estimates for all approaches (OC, SC and AC).
An additional advantage of using a fictitious population is that, beside knowing the true population size, we can also calculate the TP estimator; the Petersen estimator with truly no linkage error. Since this is the maximum likelihood estimator using population information, the resulting estimate is the best estimate one could get. Thus, we use the TP estimator as a benchmark for the other estimators in our simulations. The TP estimator is based on the counts in Table 1 and does not equal the Petersen estimator one would get in practice using the counts from Table 2.
Results
We performed 100 replications of the procedure mentioned in the previous subsection and, as expected, we indeed found that all 'optimal' parameters led to the same estimates in all four methods. In Table 4 the mean, median and standard deviation over the 100 replications is given for the difference between the estimates of the population size and the actual population size N X ¼ 10,000, for the estimators TP (method A, the benchmark), P (Petersen, using the counts from the linkage process), EM (method B), model (method C) and sample (method D). Note that TP and P are both based on Petersen's formula (Petersen 1896 ), but TP is using the (in practice unobservable) true population counts, whereas P uses the observed counts.
The first thing to notice is that the Petersen estimator using the observed counts indeed can lead to a heavily biased estimate of the population size, due to the linkage errors that are present. Moreover, we see that the EM-based estimator (method B) has a very large variance compared to the other estimators and at the same time has a larger bias. This indicates that this method is not well suited to be used for correcting linkage error.
Varying the relative size of the second register (i.e., the f 2 ) does not really influence the correction for linkage error. Indeed, the bias, as well as the variance of those estimators, seems to be more or less the same in all situations. Table 4 . Mean, median and variance of the difference with N X ¼ 10,000 of each estimator over the 100 replications, for different values of f 1 and f 2 , and sample size 200. In case the registers include a unique identifier for some of the records, the identifier could be used as an alternative for taking a sample, under the assumption that the absence of the identifier is not (too) selective. When such a unique identifier is not present, it could, in practice, be quite costly to determine the true match status of pairs. Hence, probably only a small sample would be considered by a National Statistical Institute and that is why we used a relatively small sample from the second register for methods C and D. Figure 1 shows a smooth estimate of the distribution of the estimators for f 1 ¼ 1.0 and f 2 ¼ 0.5. For the other values of f 2 the distributions look similar. We did not plot the EMbased estimator in this figure to be able to see more clearly the differences between the other estimation methods.
The figure again shows clearly that the Petersen estimator using the counts from the linkage process has a large bias (due to linkage error) and that the model and sample estimators nicely correct for that. The TP estimates are obviously performing the best, since they use the true knowledge about the number of matches. However, in practice that estimator is not possible.
Finally, we observe that in case both registers have low coverage ( f 1 ¼ f 2 ¼ 0.15, that is, both registers contain less than 1400 records), the variance of the estimators that correct for linkage error increases considerably. This may not be that surprising when using such relatively small registers. However, the estimates that are supposed to correct for linkage error are still closer to the TP estimate than the Petersen estimate. Hence, we conclude that the correction methods work in all cases, albeit that they work best where at least one of the registers has high coverage.
Conclusions
In estimating the population size using capture-recapture, linkage errors (false links and missed links) affect the Petersen estimator. Indeed, the Petersen estimator then becomes heavily biased. To reduce that bias, some correction methods have been proposed in the literature. These methods introduce some additional parameters that should reflect the probability of occurrence of the two possible types of linkage error. They then model how linkage errors occur and use those error-probabilities to incorporate that model into the estimator. In the current article, we introduced a general formulation for such a correction method. That general formulation incorporates all previously introduced correction methods of that type as special cases. Looking more closely to the general correction method, it turned out that the parameters could actually be chosen in such a way that the general estimator equals the optimal estimator, that is, the Petersen estimator with a known number of true matches. These optimal parameters can be estimated using different methods. We have shown that for at least two methods, the results improve the traditional Petersen estimator considerably. Those two methods make use of a relatively small sample for which the true match status of the records needs to be determined. More refined methods might even improve more and lead to estimators with smaller variances.
We have shown that it is possible to chose optimal parameters, such that all adjustment methods lead to exactly the same estimates. This reduces the need for making a choice on the error linkage model. However, in case the probabilities are estimated in a different way (e.g., by means of expert opinions), the different linkage error models will lead to different estimates. We have not investigated this further in the current article.
In case it is not possible to make use of a sample to estimate the optimal parameters, the general correction method could still be useful. In that situation, the model for the occurrence of the linkage errors should be assessed to estimate the error probabilities. We would like to note that the model assumes that double errors occur with negligible probabilities. With double errors we mean errors like missing a true match of a record and at the same time linking that record incorrectly to some record in the other register. In estimating the error-probabilities this should be taken into account in some way, because in practice such double errors do occur and would influence the error probabilities.
Using covariates or linking more than two registers would lead to more elaborate methods to estimate the population size in the presence of undercoverage. In these cases, more complex loglinear or Poisson models can be used to obtain a capture-recapture estimate. Similarly, the Fellegi and Sunter based linkage procedure can also be applied more elaborately, for example, by making use of blocking(s). This would affect the (estimates of the) posterior m-probabilities. In our view, the ideas expressed in the current article, as well as the introduced general formulation of the linkage error correction methods, will lead to a better understanding of the implications of such extensions and will be of help in deriving new, linkage error correcting, consistent estimators of the population size.
Appendix

Appendix 1: Sets Defined in the Setting of Probabilistic Record Linkage
Let R 1 be a register with records numbered {1, 2, 3, : : : , 10} and R 2 a register with records numbered {1, 2, 3, : : : , 15}. The total number of pairs (a, b) that can be constructed from the records of those registers is 10 £ 15 ¼ 150. Figure 2 shows all possible pairs.
Moreover, an example of the set M of pairs of matching records and the set U of pairs of non-matching records is shown in that figure. In the example, the number of pairs in M is 8 and the number of pairs in U is 142.
We can write each register as the union of two disjoint sets, R i ¼ M i < U i , where the disjoint sets of unique records are given by M 1 ¼ {1; 3; 4; 5; 6; 7; 8; 9} U 1 ¼ {2; 10} M 2 ¼ {2; 3; 4; 6; 8; 9; 10; 13} U 2 ¼ {1; 5; 7; 11; 12; 14; 15}
Appendix 2: Admissibility of Asymmetric Two-way Correction Estimatorsp i
The estimators for the probabilities p i in case of the asymmetric two-way correction approach should obviously be within [0, 1] . This puts some restrictions on the parameters a, b 1 and b 2 .
To ensure that the estimators are non-negative, straightforward calculations lead to the condition that either
Additionally, ensuring that both probabilities are not larger than one, leads under (22) to the condition
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (1, 7) (1, 8) (1, 9) (1, 10) (1, 11) (1, 12) (1, 13) (1, 14) (1, 15) (2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) (2, 7) (2, 8) (2, 9) (2, 10) (2, 11) (2, 12) (2, 13) (2, 14) (2, 15) (3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (3, 7) (3, 8) (3, 9) (3, 10) (3, 11) (3, 12) (3, 13) (3, 14) (3, 15) (4, 1) (4, 2) (4, 3) (4, 4) (4, 5) (4, 6) (4, 7) (4, 8) (4, 9) (4, 10) (4, 11) (4, 12) (4, 13) (4, 14) (4, 15) (5, 1) (5, 2) (5, 3) (5, 4) (5, 5) (5, 6) (5, 7) (5, 8) (5, 9) (5, 10) (5, 11) (5, 12) (5, 13) (5, 14) (5, 15) (6, 1) (6, 2) (6, 3) (6, 4) (6, 5) (6, 6) (6, 7) (6, 8) (6, 9) (6, 10) (6, 11) (6, 12) (6, 13) (6, 14) (6, 15) (7, 1) (7, 2) (7, 3) (7, 4) (7, 5) (7, 6) (7, 7) (7, 8) (7, 9) (7, 10) (7, 11) (7, 12) (7, 13) (7, 14) (7, 15) (9, 1) (9, 2) (9, 3) (9, 4) (9, 5) (9, 6) (9, 7) (9, 8) (9, 9) (9, 10) (9, 11) (9, 12) (9, 13) (9, 14) (9, 15) (10, 1) (10, 2) (10, 3) (10, 4) (10, 5) (10, 6) (10, 7) (10, 8) (10, 9) (10, 10) (10, 11) (10, 12) (10, 13) (10, 14) (10, 15) 
where n 1 þ _ n þ1 equals the maximum of n 1 þ and n þ1 and n 1 þ^nþ1 the minimum of n 1 þ and n þ1 . Summarizing, we need either
Assuming R 1 to be the largest data set, that is, n 1 þ . n þ1 , the set of conditions (26) is equivalent to 
Assuming the two data sets to be of equal size, that is, n 1 þ ¼ n þ1 , the set of conditions (26) is equivalent to a $ n 11 =n 1þ In our asymmetric two-way correction method, we have three parameters: a, b 1 and b 2 . In case we enforce one-to-one linkage, we can actually do with two, because in that situation we can write b 1 as a function of a and b 2 .
In Figure 3 the relation between (expected) counts based on the population and based on linkage are shown in the situation where we potentially would like to apply the asymmetric two-way correction with enforced one-to-one linkage. Under the assumption of one-to-one linkage, it should hold that b 1 N 10 ¼ b 2 N 01 , as can be seen in the figure. Noting that EN 10 ¼ p 1 ð1 2 p 2 ÞN X and EN 01 ¼ p 2 ð1 2 p 1 ÞN X and plugging in the estimatorsp 1 andp 2 from (17), we can derive the following relation b 1 ¼ ðan þ1 2 n 11 Þb 2 ðan 1þ 2 n 11 Þ 2 2b 2 ðn 1þ 2 n þ1 Þ ð28Þ
Note that, assuming equal sizes of the two registers, i.e., n 1 þ ¼ n þ1 , Equation (28) yields b 1 ¼ b 2 . That is, we would obtain the situation in which the symmetric two-way correction is applicable. Moreover, from (28) it follows that a . 2b 2 and n 1þ . n þ1 ) b 1 , b 2 a . 2b 2 and n 1þ , n þ1 ) b 1 . b 2 as expected (see discussion in Section 1). For a sample of records from the smallest register it is assumed that the true match status can be determined, that is, we assume that it is known whether or not the record should be linked to a record from the larger register and if so, with which record it should be linked. Therefore, for a subset of all pairs generated in the linkage process, the true match status is known. The goal of the logistic regression model is to predict the probability that this pair is a true match, based on properties of the record pair. In the regression model the following covariates are used 1. The result of the comparison of the linkage variables. In this case the linkage variables are the three elements of the date of birth; day (DB_D), month (DB_M) and year (DB_Y). These variables are binary; both records of the pair agree on the variables (true) or not (false). If in at least one of the records a variable is missing, we consider it a disagreement (false). 2. Whether or not the pair is selected when enforcing one-to-one linkage (LNK). This is also a binary variable which is false when there is a more likely match for one or both of the records. This variable is a strong predictor for true matches.
The target variable is the true match status (a binary variable). The model is estimated using the sampled pairs and then used to calculate predictions of the matching probability for all pairs. The main goal of the model is to correct for differences in the population between the sample and the complete set of pairs. This should result in a more accurate estimate of the number of linkage errors. As the model is merely used as an illustration of a method that can be used to estimate the relevant parameters for the correction methods, the model is kept relatively simple. Therefore, all variables are added as main effects and no interactions are used in the model. To estimate m 11 the probability that a pair is a true match given that a pair has been linked is needed, and to estimate N 11 the probability of a true match given that a pair has been linked or has not been linked is needed. Therefore, as long as the sample is representative for the set of pairs, using only LNK should be enough to obtain unbiased estimates of N 11 and m 11 (n 11 follows directly from the linkage procedure). Adding additional variables to the regression model, such as DB_D, DB_M and DB_Y in this case, could lead to a reduction of the variance of the estimators when the probability of a false link depends on this variable and when the sample is not representative with respect to these variables. Other variables (sex and age) were investigated, but as these did not affect the outcomes in this study, these are not included in the final results.
