Abstract. We show how Hölder estimates for Feller semigroups can be used to obtain regularity results for solutions to the Poisson equation Af = g associated with the (extended) infinitesimal generator of a Feller process. The regularity of f is described in terms of Hölder-Zygmund spaces of variable order and, moreover, we establish Schauder estimates. Since Hölder estimates for Feller semigroups have been intensively studied in the last years, our results apply to a wide class of Feller processes, e. g. random time changes of Lévy processes and solutions to Lévy-driven stochastic differential equations. Most prominently, we establish Schauder estimates for the Poisson equation associated with the fractional Laplacian of variable order. As a by-product, we obtain new regularity estimates for semigroups associated with stable-like processes.
Introduction
Let (X t ) t≥0 be an R d -valued Feller process with semigroup P t f (x) = E x f (X t ), x ∈ R d . In this paper, we study the regularity of functions in the abstract Hölder space
the so-called Favard space of order 1, cf. [8, 12] . It is known that for any f ∈ F 1 the limit
exists up to a set of potential zero, cf. [1] , and this gives rise to the extended infinitesimal generator A e which maps the Favard space F 1 into the space of bounded Borel measurable functions B b (R d ), cf. Section 2 for details. It is immediate from Dynkin's formula that A e extends the (strong) infinitesimal generator A of (X t ) t≥0 , in particular F 1 contains the domain D(A) of the infinitesimal generator. We are interested in the following questions:
• What does the existence of the limit (1) tell us about the regularity of f ∈ F 1 ? In particular: How smooth are functions in the domain of the infinitesimal generator of (X t ) t≥0 ? • If f ∈ F 1 is a solution to the equation A e f = g and g has a certain regularity, say g is Hölder continuous of order δ ∈ (0, 1), then what additional information do we get on the smoothness of f ? Our aim is to describe the regularity of f in terms of Hölder spaces of variable order. More precisely, we are looking for a mapping κ ∶ R d → (0, 2) such that
where C κ(⋅) b (R d ) denotes the Hölder-Zygmund space of variable order equipped with the norm
cf. Section 2 for details. If A e f = g ∈ C δ b (R d ) for some δ > 0 then it is natural to expect that f "inherits" some regularity from g, i. e.
for some constant = (δ) > 0. Moreover, we are interested in establishing Schauder estimates, i. e. estimates of the form
The toy example, which we have in mind, is the stable-like Feller process (X t ) t≥0 with infinitesimal generator A,
f (x + y) − f (x) − y ⋅ ∇f (x)1 (0,1) ( y ) 1
which is, rougly speaking, a fractional Laplacian of variable order, i. e. A = −(−∆) α(•) 2 . Intuitively, (X t ) t≥0 behaves locally like an isotropic stable Lévy process but its index of stability depends on the current position of the process. In view of the results in [24, 26] , it is an educated guess that any function f ∈ D(A) is "almost" locally Hölder continuous with Hölder exponent α(⋅), in the sense that
for any small ε > 0. We will show that this is indeed true and, moreover, we will establish Schauder estimates for the equation −(−∆) α(•) 2 f = g, cf. [2] studied operators with functional order of differentiability (ν(x, dy) = c(x, y) ( y d ϕ(y)) for "nice" ϕ). The recent article [24] establishes Schauder estimates for a large class of Lévy generators using gradient estimate for the transition density p t of the associated Lévy process. Moreover, we would like to mention the article [26] which studies a complementary questionnamely, what are sufficient conditions for the existence of the limit (1) in the space C ∞ (R d ) of continuous functions vanishing at infinity -and which shows that certain Hölder space of variable order are contained in the domain of the (strong) infinitesimal generator. This paper consists of two parts. In Section 3 we show how regularity estimates on Feller semigroups can be used to establish Schauder estimates (2) for functions f in the Favard space of a Feller process (X t ) t≥0 . Our first result, Proposition 3.1, states that if the semigroup P t u(x) ∶= E x u(X t ) satisfies
for some β ∈ [0, 1) and κ > 0, then
for all f ∈ F 1 .
Proposition 3.1 has interesting applications but it does, in general, not give optimal regularity results but rather a worst-case estimate on the regularity of f ∈ F 1 ; for instance, if (X t ) t≥0 is an isotropic stable-like process with infinitesimal generator A = −(−∆) α(•) 2 , cf. (3), then an application of Proposition 3.1 shows
where α 0 ∶= inf x∈R d α(x), and this is much weaker than the regularity (4) which we would expect. Our main result in Section 3 is a "localized" version of Proposition 3.1 which takes into account the local behaviour of the Feller process (X t ) t≥0 and which allows us to describe the local regularity of a function f ∈ F 1 , cf. Theorem 3.2 and Corollary 3.4. As an application, we obtain a regularity result for solutions to the Poisson equation A e f = g with g ∈ C δ b (R d ), cf. Theorem 3.5. In the second part of the paper, Section 4, we illustrate the results from Section 3 with several examples. Applying the results to isotropic-stable like processes, we establish Schauder estimates for the Poisson equation −(−∆) α(•) 2 f = g associated with the fractional Laplacian of variable order, cf. Theorem 4.1 and Corollary 4.3. Schauder estimates of this type seem to be a novelty in the literature. As a by-product of the proof, we obtain Hölder estimates for semigroups of isotropic stable-like processes which are of independent interest, see Section 6.1. Furthermore, we present Schauder estimates for random time changes of Lévy processes (Proposition 4.5) and solutions to Lévy-driven SDEs (Proposition 4.7) and discuss possible extensions.
Basic definitions and notation
We consider the Euclidean space R d with the canonical scalar product x ⋅ y ∶= ∑ d j=1 x j y j and the Borel σ-algebra B(R d ) generated by the open balls B(x, r) and closed balls B(x, r). As usual, we set x ∧ y ∶= min{x, y} and x ∨ y ∶= max{x, y} for x, y ∈ R. If f is a real-valued function, then supp f denotes its support, ∇f the gradient and ∇ 2 f the Hessian of f . For two stochastic processes (X t ) t≥0 and (Y t ) t≥0 we write (X t 
where k ∈ N is the smallest number which is strictly larger than α ∞ and
are the iterated difference operators. Moreover, we set If α(x) = α is constant, then we write C α (U ) and C 
is strictly larger than the space of bounded Lipschitz continuous functions, cf. [42, p. 148] , which is in turn strictly larger than
Feller processes: A Markov process (X t ) t≥0 is a Feller process if the associated transition semigroup 
the Favard space of order 1. The (strong) infinitesimal generator (A, D(A)) is defined by
Af ∶= lim 
wheref (ξ) ∶= (2π)
dx is the Fourier transform of f and
is a continuous negative definite symbol. If (7) holds, then we say that (X t ) t≥0 is a Feller process with symbol q. We assume from now on that q(x, 0) = 0. For each fixed
by [40, Lemma 6.2] , q has bounded coefficients if, and only if, sup
is a Feller process with symbol q then
holds for an absolute constant c > 0; this maximal inequality goes back to Schilling [38] , see also 
is a Lévy process. By [5, Theorem 2.6] this is equivalent to saying that (L t ) t≥0 has stationary and independent increments. Later on, we will use that any Feller process (X t ) t≥0 with infinitesimal generator (A,
is a P x -martingale for any x ∈ R d and f ∈ D(A). Our standard reference for Feller processes are the monographs [5, 16] , and for further information on martingale problems we refer the reader to [13, 15] . In the remaining part of this section we define the extended infinitesimal generator and state some results which we will need later on. Following [36] we define the extended (infinitesimal) generator A e in terms of the λ-potential operator R λ , that is, f ∈ D(A e ) and g = A e f if and only if
The mapping g = A e f is defined up to a set of potential zero, i.e. up to a set B ∈ B(R d ) which satisfies E x ∫ (0,∞) 1 B (X t ) dt = 0 for all x ∈ R d . We will often choose a representative with a certain property; for instance if we write "A e f is continuous" this means that there exists a continuous function g such that (i),(ii) hold. In abuse of notation we set A e f ∞ ∶= inf{c > 0; A e f ≤ c up to a set of potential zero}.
Clearly, the extended infinitesimal generator (A e , D(A e )) extends the (strong) infinitesimal generator (A, D(A)). The following result is essentially due to Airault & Föllmer [1] and shows the connection to the Favard space of order 1, cf. (6).
2.1. Theorem Let (X t ) t≥0 be a Feller process with semigroup (P t ) t≥0 and extended generator (A e , D(A e )). The associated Favard space F 1 of order 1 satisfies
and, moreover, Dynkin's formula
holds for any x ∈ R d and any stopping time τ such that E x τ < ∞.
The next corollary shows how the Favard space can be defined in terms of the stopped process X t∧τ x r . It plays an important role in our proofs since we will frequently use stopping techniques.
2.2.
Corollary Let (X t ) t≥0 be a Feller process with semigroup (P t ) t≥0 , extended generator (A e , D(A e )) and symbol q. Denote by τ x r ∶= inf{t > 0; X t − x > r} the exit time of (X t ) t≥0 from the closed ball B(x, r). If q has bounded coefficients, then the following statements are equivalent for any f ∈ B b (R d ).
If one (hence both) of the conditions is satisfied, then
up to a set of potential zero for any r > 0. In particular, A e f ∞ ≤ K r (f ) for r > 0.
For the proof of Theorem 2.1 and Corollary 2.2 and some further remarks we refer to the appendix.
Main results
Let (X t ) t≥0 be a Feller process with semigroup (P t ) t≥0 . Throughout this section,
is the Favard space of order 1 associated with (X t ) t≥0 . By Theorem 2.1, we have
where A e denotes the extended infinitesimal generator. The results which we present in this section will be proved in Section 5.
Our first result, Proposition 3.1, shows how regularity estimates for the semigroup (P t ) t≥0 can be used to obtain Schauder estimates of the form
3.1. Proposition Let (X t ) t≥0 be a Feller process with semigroup (P t ) t≥0 , extended generator (A e , D(A e )) and Favard space F 1 . If there exist constants M > 0, T > 0, κ ≥ 0 and β ∈ (0, 1) such that
Since the domain D(A) of the (strong) infinitesimal generator of (X t ) t≥0 is contained in F 1 , Proposition 3.1 gives, in particular,
1 is a useful tool but it does, in general, not give optimal regularity results. Since Feller processes are inhomogeneous in space, the regularity of f ∈ F 1 will, in general, depend on the space variable x, e. g.
and therefore it is much more natural to use Hölder-Zygmund spaces of variable order to describe the regularity; this is also indicated by the results obtained in [26] . Our second result, Theorem 3.2, shows how Hölder estimates for Feller semigroups can be used to establish local Hölder estimates (14) . Before stating the result, let us explain the idea. Let (X t ) t≥0 exists a Feller process (Y (x) t ) t≥0 with the following properties:
has bounded coefficients and , 4δ) ) is an a-priori estimate on the regularity of f . If the semigroup (P t ) t≥0 of (X t ) t≥0 satisfies a regularity estimate of the form (13) , then such an a-priori estimate can be obtained from Proposition 3.1. Note that, by (18) , there is a tradeoff between the required a-priori regularity of f and the roughness of the measures ν (x) (z, dy), z ∈ B(x, 4δ). If the measures ν (x) (z, dy) only have a weak singularity at y = 0, in the sense that
then we can choose (x) = 0, i. e. it suffices that f is continuous. In contrast, if (at least) one of the measures has a strong singularity at y = 0, then we need a higher regularity of f (in a neighbourhood of x).
(ii) It is not very restrictive to assume that (Y
) t≥0 is only supposed to mimic the behaviour of (X t ) t≥0 in a neighbourhood of x, cf. (17) . We are, essentially, free to choose the behaviour of the process far away from x. In dimension d = 1 it is, for instance, a natural idea is to consider
note that p (x) has bounded coefficients even if q has unbounded coefficients. The idea of the proof is similar but we need to impose stronger assumptions on the regularity on f , e. g. that f B(x,4δ) is differentiable.
As a direct consequence of Theorem 3.2 we obtain the following corollary. 
If additionally sup
in particular, the the infinitesimal generator (A,
In many examples, see e. g. Section 4, it is possible to choose the mapping in such a way that
b (U )) and the Schauder estimate (21) holds for any function f ∈ F 1 . In our applications we will even have
In Section 4 we will apply Corollary 3.4 to isotropic stable-like processes, i. e. Feller processes with symbol of the form q(x, ξ) = ξ α(x) . The study of the domain D(A) of the infinitesimal generator A is particularly interesting since A is an operator of variable order. We will show that any function f ∈ D(A) satisfies the Hölder estimate of variable order 
for a continuous negative definite symbol q. Assume that there exists δ ∈ (0, 1) such that for any
satisfying (C1)-(C3) in Theorem 3.2. Assume additionally that the following conditions hold for absolute constants
and the following statement holds true for any r ∈ (0, 1) and
for some c u > 0, then there exist C 3,r > 0 and H r > 0 (not depending on u, x, z) such that
(S3) There exists Λ > 0 such that the semigroup (T
for any x ∈ R d and λ ∈ [0, Λ]; here M (x), κ(x) and β(x) denote the constants from (C3). (S4) The mapping κ ∶ R d → (0, ∞) is uniformly continuous and bounded away from zero, i. e.
be a uniformly continuous function satisfying
and
Moreover, the Schauder estimate
holds for any ε ∈ (0, κ 0 ) and some finite constant C ε which does not depend on f , g.
3.
6. Remark (i) In our examples in Section 4 we will be able to choose in such a way that α (x) (z) − (z) is arbitrary small for x ∈ R d and z ∈ B(x, 4δ), and therefore the constant σ in (26) will be close to 1. Noting that θ ≤ 1, it follows that we can discard σ in (27) and (28) i. e. we get
We would like to point out that it is, in general, not possible to improve this estimate and to obtain that f ∈ C
then A e f = b f ′ = 1 is smooth. However, the regularity of f clearly depends on the regularity of b, regularity of f ≈ 1 + regularity of b which means that f is less regular than A e f .
(ii) It suffices to check (25) for λ = Λ; for λ ∈ (0, Λ) the inequality then follows from the interpolation theorem, see e. g. [ (24) is an assumption on the regularity of z ↦ ν (x) (z, dy). If ν (x) (z, dy) has a density, say m (x) (z, y), with respect to Lebesgue measure, then a sufficient condition for (24) is
(iv) Condition (S1) is not strictly necessary for the proof of Theorem 3.5; essentially we need suitable upper bounds for
In (S2) we assume that θ ≤ 1; this assumption can be relaxed. To this end, we have to replace in (23) and (24) the differences of first order,
by iterated differences of higher order, cf. (5). This makes the proof more technical but the idea of the proof stays the same.
The proofs of the results, which we stated in this section, will be presented in Section 5.
Applications
In this section we apply the results from the previous section to various classes of Feller processes. We will study processes of variable order (Theorem 4.1 and Corollary 4.3), random time changes of Lévy processes (Proposition 4.5) and solutions to Lévy-driven SDEs (Proposition 4.7). Our aim is to illustrate the range of applications, and therefore we do not strive for the greatest generality of the examples; we will, however, point the reader to possible extensions of the results which we present. We remind the reader of the notation
which we introduced in Section 2.
The first part of this section is devoted to isotropic stable-like processes, i. e. Feller processes (X t ) t≥0 with symbol of the form q(x, ξ) = ξ α(x) . A sufficient condition for the existence of such a Feller process is that α ∶ R d → (0, 2] is Hölder continuous and bounded from below, cf.
which means that A is a fractional Laplacian of variable order, i.e. A = −(−∆) α(⋅) 2 . This makes A -and hence the stable-like process (X t ) t≥0 -an interesting object of study. To our knowledge there are no Schauder estimates for the Poisson equation Af = g available in the existing literature. Using the results from the previous section, we are able to derive Schauder estimates for functions f in the Favard space F 1 (and, hence in particular, for f ∈ D(A)), cf. Theorem 4.1, as well as Schauder estimates for solutions to Af = g, cf. Corollary 4.3 below.
4.1. Theorem Let (X t ) t≥0 be a Feller process with symbol q(x, ξ) = ξ α(x) for a Hölder continuous
The associated Favard space F 1 of order 1, cf. (6), satisfies
where A e denotes the extended generator of (X t ) t≥0 . In particular, (30) holds for any f in the domain D(A) of the (strong) generator of (X t ) t≥0 , and
4.2.
Remark (i) Theorem 4.1 allows us to obtain information on the regularity of the transition density p(t, x, y) of
for a finite constant C = C(ε, α, T ). Some related results on the regularity of the transition density were recently obtained in [9] . 
is the so-called Carré du Champ operator, cf. [7, 11] , and ν(
dy is the family of Lévy measures associated with the symbol ξ α(x) via the Lévy-Khintchine representation. (iii) Theorem 4.1 can be generalized to a larger class of "stable-like" Feller processes, e. g. relativistic stable-like processes and tempered stable-like processes, cf. [19, Section 5.1] or [22, Example 4.7] for the existence of such processes. In order to apply the results from Section 3 we need two key ingredients: general existence results -which ensure the existence of a "nice" Feller process (Y t ) t≥0 whose symbol is "truncated" in a suitable way, cf.
Step 1 in the proof of Theorem 4.1 -and certain heat kernel estimate which are needed to establish Hölder estimates for the semigroup; in [19] both ingredients were established for a wide class of stable-like processes.
As a corollary of Theorem 4.1 and Theorem 3.5 we will establish the following Schauder estimates for the elliptic equation Af = g associated with the infinitesimal generator A of the isotropic stable-like process.
4.3.
Corollary Let (X t ) t≥0 be a Feller process with infinitesimal generator (A, D(A)) and symbol
It is possible to extend Corollary 4.3 to a larger class of "stable-like" processes, see also Remark 4.2(ii). Let us give some remarks on the assumption that
for any ε ∈ (0, 1), the Schauder estimate (32) holds with γ = 1 − ε 2 and ε ↝ ε 2, and this entails that (32) holds with γ = 1. This means that Corollary 4.3 remains valid for Lipschitz continuous functions (with γ = 1 in (32)).
we can apply Corollary 4.3 with γ = 1 but this gives a weaker regularity estimate for f than we would expect; this is because we lose some information on the regularity of α. The reason why we have to restrict ourselves to γ ∈ (0, 1) is that two tools which we need for the proof (Theorem 3.5 and Proposition 6.2) are only available for γ ∈ (0, 1). However, we believe that both results are valid for γ > 0, and that, hence, that the assumption γ ∈ (0, 1) in Corollary 4.3 can be dropped.
Since the proofs of Theorem 4.1 and Corollary 4.3 are quite technical, we defer them to Section 6. The idea is to apply Theorem 3.2 and Theorem 3.5. As "localizing" process (Y (x) t ) t≥0 we will use a Feller process with symbol
for fixed x ∈ R d and small ε > 0. In order to apply the results from the previous section, we need suitable regularity estimates for the semigroup (P t ) t≥0 associated with an isotropic stable-like process (Y t ) t≥0 . We will study the regularity of x ↦ P t u(x) using the parametrix construction of (the transition density of) (Y t ) t≥0 in [19] ; the results which we obtain are of independent interest, we refer the reader to Subsection 6.1.
Next we study Feller processes with symbols of the particular form q(x, ξ) = m(x) ξ α . They can be constructed as random time changes of isotropic α-stable Lévy processes, see e. g. [5, Section 4.1] and [23] for further details. This class of Feller processes includes, in particular, solutions to SDEs 
(i) The infinitesimal generator (A, D(A)) and the Favard space F 1 of order 1 satisfy
where
For any κ ∈ (0, α) there exists a finite constant C 1 > 0 such that
here A e denotes the extended infinitesimal generator.
Proof. It follows from [19, Theorem 3.3] that there exists a unique Feller process (X t ) t≥0 with sym-
Using a very similar reasoning as in the proof of Proposition 6.1 and Proposition 6.2, it follows from the parametrix construction of the transition density p in [19] that the semigroup (P t ) t≥0 satisfies
for any κ ∈ (0, α) and λ ∈ [0, θ]; for the particular case α ∈ (0, 1] the first inequality follows from [32] . Applying Proposition 3.1 we get (34); in particular ∶= X t for all x ∈ R d (using the regularity estimates for (P t ) t≥0 from above).
4.6. Remark (Possible extensions of Proposition 4.5) (i) Proposition 4.5 can be extended to symbols q(x, ξ) = m(x)ψ(ξ) for "nice" continuous negative definite functions ψ, e. g. the characteristic exponent of a relativistic stable or tempered stable Lévy process, cf. [19, Table 5 .2] for further examples.
(ii) The family of Lévy kernels associated with (X t ) t≥0 is of the form ν(x, dy) = m(x) y −d−α dy. More generally, it is possible to consider Feller processes with Lévy kernels ν(x, dy) = m(x, y) ν(dy), for instance [4, 32, 41] establish existence results as well as Hölder estimates under suitable assumptions on m and ν. Combining the results with Proposition 3.1 we can obtain Schauder estimates for functions in the domain of the infinitesimal generator of (X t ) t≥0 . Let us mention that for ν(x, y) = m(x, y) y −d−α dy Schauder estimates were studied in [3] .
We close this section with some results on solutions to Lévy-driven SDEs.
for a bounded β-Hölder continuous mapping b ∶ R → R and a bounded Lipschitz continuous mapping
then there exists a unique weak solution (X t ) t≥0 to (35) , and it gives rise to a Feller process with infinitesimal generator (A, D(A)). The associated Favard space F 1 of order 1 satisfies
and there exists for any k ∈ N a finite constant C > 0 such that
where A e denotes the extended generator. In particular, (37) holds for any f ∈ D(A) with A e f = Af .
Proof. It follows from (36) that the SDE (35) has a unique weak solution (X t ) t≥0 for any x ∈ R, cf. [28] . By [40] , see also [21] , (X t ) t≥0 is a Feller process. Moreover, [31] shows that for any κ < α there exists a constant c > 0 such that the semigroup (P t ) t≥0 satisfies
for all t ∈ (0, 1) and u ∈ B b (R). Applying Proposition 3.1 proves the assertion.
Before giving some remarks on possible extensions of Proposition 4.7, let us mention that sufficient conditions for a function f to be in the domain D(A) were studied in [26] ; for instance if the SDE has no drift part, i. e. b = 0, then it follows from Proposition 4.7 and [26, Example 5.6] that
see (33) for the definition of C α+ ∞ (R). Intuitively one would expect that (38) holds for α ∈ (0, 2). If we knew that the semigroup (P t ) t≥0 of the solution to (35) satisfies
for some constant c = c(κ) > 0, this would immediately follow from Proposition 3.1. We could not find (40) in the literature but we strongly believe that the parametrix construction of the transition density in [28] can be used to establish such an estimate; this is also indicated by the proof of Theorem 4.1 (see in particular the proof of Proposition 6.1). In fact, we are positive that the parametrix construction in [28] entails estimates of the form
(recall that β is the Hölder exponent of the drift b) which would then allow us to establish Schauder estimates to the equation
Remark (Possible extensions of Proposition 4.7) (i)
The gradient estimates in [31] were obtained under more general conditions, and (the proof of) Proposition 4.7 extends naturally to this more general framework. Firstly, Proposition 4.7 can be extended to higher dimensions; the assumption σ L > 0 in (36) is then replaced by the assumption that σ is uniformly non-degenerate in the sense that
for some absolute constant M > 0 which does not depend on ξ ∈ R d . Secondly, Proposition 4.7 holds for a larger class of driving Lévy processes; it suffices to assume that the Lévy measure ν satisfies ν(dz) ≥ c z −d−α 1 { z ≤η} for some c, η > 0 and that the SDE (35) has a unique weak solution. Under the stronger balance condition β + α 2 > 1 this is automatically satisfied for a large class of Lévy processes, e.g. if (L t ) t≥0 is an relativistic stable or a tempered stable Lévy process, cf. [10] .
(ii) Recently, Kulczycki et al. [27] established Hölder estimates for the semigroup associated with the solution to the SDE
, whose components are independent α-stable Lévy processes, α ∈ (0, 1), under the assumption that σ ∶ R d → R d×d is bounded, Lipschitz continuous and satisfies inf x det(σ(x)) > 0. Combining the estimates with Proposition 3.1 we find that the assertion of Proposition 4.7 remains valid in this framework, i.e. the Favard space F 1 associated with the unique solution (X t ) t≥0 satisfies
(iii) Using coupling methods, Liang et. al [33] recently studied the regularity of semigroups associated with solutions to SDEs with additive noise
for a large class of driving Lévy processes (L t ) t≥0 . The results from [33] and Section 3 can be used to obtain Schauder estimates for functions in the domain of the infinitesimal generator of (X t ) t≥0 .
Proofs of results from Section 3
For the proof of Proposition 3.1 we use the following lemma which shows how Hölder estimates for a Feller semigroup translate to regularity properties of the λ-potential operator
5.1. Lemma Let (X t ) t≥0 be a Feller process with semigroup (P t ) t≥0 and λ-potential operators (R λ ) λ>0 .
(i) If there exist T > 0, M ≥ 0, κ ≥ 0 and β ≥ 0 such that
Proof. (i) By the contraction property of (P t ) t≥0 , we have
for all t ≥ 0, and so
for all t ∈ (0, 2T ).
Iterating the procedure, it follows easily that (41) holds.
(ii) Let u ∈ B b (R d ) be such that (41) holds for some β < 1. If we choose K > κ then (41) gives that the iterated difference operator ∆ K h , cf. (5), satisfies
for any x ∈ R d and h ≤ 1. Since, by the linearity of the integral,
we find that
On the other hand, we have R λ u ∞ ≤ λ −1 u ∞ , and therefore we get for all λ > m
which proves the assertion.
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. It follows from Lemma 5.1(i) that (41) holds with m ∶= log(2)β T for any u ∈ B b (R d ). If we set λ ∶= 2m and u ∶= λf − A e f for f ∈ F 1 , then f = R λ u. Applying Lemma 5.1(ii) we find that
For the proof of Theorem 3.2 we need two auxiliary results.
5.2.
Lemma Let (X t ) t≥0 and (Y t ) t≥0 be Feller processes with infinitesimal generator (A, D(A)) and (L, D(L)), respectively, such that
cf. (7), and assume that the (A,
If x ∈ U and r > 0 are such that B(x, r) ⊆ U , then for the stopping times
the random variables X t∧τ X and Y t∧τ Y are equal in distribution with respect to P x for any t ≥ 0.
Approximating τ X and τ Y from above by sequences of discrete-valued stopping times, we conclude
5.3.
Lemma Let (Y t ) t≥0 be a Feller process with infinitesimal generator (A, D(A)) and symbol
then there exists an absolute constant c > 0 such that the stopped process (Y t∧τ U ) t≥0 ,
for all x ∈ U , t ≥ 0.
If (Y t ) t≥0 has a compensated drift, in the sense that b(z) = ∫ y <1 y ν(z, dy) for all z ∈ U , then Lemma 5.3 holds also for α ∈ (0, 1]. Let us mention that estimates for fractional moments of Feller processes were studied in [18] ; it is, however, not immediate how Lemma 5.3 can be derived from the results in [18] .
Here and below we are a bit sloppy in our notation. The Feller processes (Xt) t≥0 and (Yt) t≥0 each come with a family of probability measures, i.e. their semigroups are of the form ∫ f (Xt) P x (dy) and ∫ f (Yt)P x (dy), respectively, for families of probability measures (P x ) x∈R d and (P x ) x∈R d . To keep the notation simple, we will not distinguish these two families. Formally written, the assertion of Lemma 3.5 reads
for all t ≥ 0. Since α > 1 there exists an absolute constant C > 0 such that
for any z ∈ U . Hence,
for x ∈ U . Applying Fatou's lemma twice we conclude that
dy) .
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. Since x ∈ R d is fixed throughout this proof, we will omit the superscript x in the notation which we used in the statement of Theorem 3.2, e.g. we will write (Y t ) t≥0 instead of (Y
) the extended generator of (Y t ) t≥0 , and fix a truncation function
To prove the assertion it suffices by (C3) and Proposition 3.1 to show that v ∶= f ⋅ χ ∈ D(L e ) and
for a suitable constant C > 0. The first -and main-step is to estimate sup t∈(0,1)
for the stopping time τ z δ ∶= inf{t > 0; Y t − z > δ}. We consider separately the cases z ∈ B(x, 3δ) and
, and so
. Applying the maximal inequality (9) for Feller processes we find that there exists an absolute constant c 1 > 0 such that 3δ) ; the right-hand side is finite since p has, by assumption, bounded coefficients. For z ∈ B(x, 3δ) we write
Lχ(z)
A straight-forward application of Taylor's formula shows that
Since 0 ≤ (x) ≤ 1 and χ is chosen such that χ C 2
we thus get
It remains to estimate I 3 . Because of the assumptions on the Hölder regularity of f on B(x, 4δ), we have
It follows from Lemma 5.3 that there exists an absolute constant c 2 > 0 such that
Combining the estimates and applying Corollary 2.2 we find that
for some absolute constant c 3 > 0. Since there exists an absolute constant c 4 > 0 such that 
This finishes the proof of (43) . The continuous dependence of the constant C > 0 in (19) on the parameters β(x) ∈ [0, 1), M (x) ∈ [0, ∞), K(x) ∈ [0, ∞) follows from the fact that each of the constants in this proof depends continuously on these parameters, see also Lemma 5.1.
The remaining part of this section is devoted to the proof of Theorem 3.5. We need the following auxiliary result. 
converges vaguely to ν(x, dy), i. e.
The main ingredient for the proof of Lemma 5.4 is [26, Theorem 4.2] which states that the family of measures
, t > 0, converges vaguely to ν(x, dy) as t → 0.
Proof of Lemma 5.4. By the Portmanteau theorem, it suffices to show that lim sup
for any compact set
and a constant δ > 0 such that supp χ n ⊆ B(0, δ) c for all n ∈ N and
for all n ∈ N. On the other hand, an application of Dynkin's formula yields that
has right-continuous sample paths, we have P x (τ x r ≤ t) → 0 as t → 0, and therefore we obtain that
χ n (y) dy.
As 1 K = inf n∈N χ n , the monotone convergence theorem gives (45).
Proof of Theorem 3.5. For fixed
) t≥0 be the Feller process from Theorem 3.5. Let
Step 1-3 of this proof, we will often omit the superscript x in our notation, i.e. we will write (Y t ) t≥0 instead of (Y
First of all, we note that (X t ) t≥0 , (Y t ) t≥0 and f satisfy the assumptions of Theorem 3.2. Since we have seen in the proof of Theorem 3.2 that v = χ ⋅ f is in the Favard space F Y 1 of order 1 associated with (Y t ) t≥0 , it follows that v ∈ D(L e ) and L e (v) ∞ < ∞. Applying Corollary 2.2 we find that
t (up to a set of potential zero) where
On the other hand, the proof of Theorem 3.2 shows that
here τ z δ (X) denotes the exit time of (X t ) t≥0 from B(z, δ).
is in the domain of the (strong) infinitesimal generator L of (Y t ) t≥0 and f is the Favard space F X 1 associated with (X t ) t≥0 , another application of Corollary 2.2 shows that lim t→0 I 1 (t) = f (z)Lχ(z) and lim
for all z ∈ R d where ν(z, dy) = ν (x) (z, dy) denotes the family of Lévy measures associated with
cf. (22). Once we have shown this, it follows that
To prove (46) we fix a truncation function
and set
is zero in a neighbourhood of 0, we find from Lemma 5.4 that
If z ∈ R d B(x, 3δ) then χ = 0 on B(z, δ), and therefore the integrand on the right hand side equals zero for y < δ. Applying the dominated convergence theorem we thus find that the right-hand side converges to Γ(f, χ)(z), defined in (46), as ε → 0. For z ∈ B(x, 3δ) we note that χ ∈ C (26) ; it now follows from (S1) and the dominated convergence theorem that the right-hand side converges to Γ(f, χ)(z) as ε → 0. To prove (46) it remains to show that
By (26) and (S1), there exists some constant γ > 0 such that
Indeed: On { ≥ 1} this inequality holds since α is bounded away from 2, cf. (S1), and on { < 1} this is a direct consequence of (26) . Now fix some z ∈ B(x, 3δ). As supp ϕ ε ⊆ B(0, 2ε) it follows from f ∈ C (⋅)
with γ from (48) and some constant c 1 > 0 (not depending on f , x, z). An application of Lemma 5.3 now yields
which is finite because of (S1) and (S5). Hence, lim sup
If z ∈ R d B(x, 3δ) then it follows from χ B(z,δ) = 0 and supp ϕ ⊆ B(0, 2ε) that
Applying the maximal inequality (9) for Feller processes we conclude that lim sup
Step 2:
is a uniformly continuous function satisfying (26) and
for any λ[0, Λ] where χ = χ (x) is the truncation function chosen at the beginning of the proof; see (S2), (S3) and (26) for the definition of θ, Λ and σ. Indeed: We know from Step 1 that
As θ ≤ 1 we have 0 ∧ λ ∧ θ ∧ σ ≤ 1, and therefore it suffices to estimate sup
Estimate of I 1 = f Lχ: First we estimate the Hölder norm of Lχ. As χ ∈ C ∞ c (R d ) a straightforward application of Taylor's formula shows that
for all z, h ∈ R d . To estimate the first two terms on the right-hand side we use the Hölder continuity of b, cf. (S2), and the fact that χ ∈ C
For the third term we use
cf. [3, Theorem 5.1] for details, and noting that
we can estimate the fourth term for small h by applying (S2). Hence,
for small h > 0. Hence,
for some absolute constant
Estimate of I 2 = χA e f : By assumption,
Estimate of I 3 = Γ(f, χ):
), then ∆ y χ(z) = 0 for all y ≤ δ, and so
for all z ∈ R d B(x, 3δ). Combining both estimates and using (26), (S1) and (S5), we get
for some constant c 2 > 0 not depending on x, z and f . To study the regularity of Γ(f, χ) we consider separately the cases ∞ ≤ 1 and ∞ > 1. We start with the case ∞ ≤ 1, see the end of this step for the other case. To estimate ∆ h Γ(f, χ) we note that
We estimate the terms separately and start with J 1 . Fix ε ∈ (0, min{ 0 , σ} 2), cf. (26) for the definition of σ. Since is uniformly continuous there exists r ∈ (0, 1) such that
For h ≤ r and y ≤ r it then follows from f ∈ C (⋅)
(Here we use ∞ ≤ 1; otherwise we would need to replace (z) by (z) ∧ 1 etc.) On the other hand, we also have
for all y ∈ R d . Combining both estimates yields
for h ≤ r. It is now not difficult to see from (S1) and (S5) that there exists a constant c 3 > 0 (not depending on x, z, f ) such that
By the very definition of σ, cf. (26), this implies that sup z∈B(x,3δ)
If z ∈ R d B(x, 3δ) then ∆ y χ(z + h) = 0 for h ≤ δ 2 and y ≤ δ 2. Using (50) we get
Invoking once more (S1) and (S5) we obtain that
for some constant c 4 not depending on x, z and f . In summary, we have shown that
.
To estimate J 2 we consider again separately the cases z ∈ B(x, 3δ) and z ∈ R d B(x, 3δ). If z ∈ R d B(x, 3δ) then ∆ y χ(z + h) = 0 = ∆ y χ(z) for all y ≤ δ 2 and h ≤ δ 2. Since we also have
for h ≤ δ 2. Because of (S1) and (S5) this gives the existence of a constant c 6 > 0 (not depending on f , x and z) such that sup
For z ∈ B(x, 3δ) we combine
with (51) to get
which implies, by (S1), (S5) and (26) , that sup z∈B(x,3δ)
We conclude that sup
It remains to estimate J 3 . By the uniform continuity of there exists r ∈ (0, 1) such that
and thus, by (26) and our choice of r ∈ (0, 1),
for all z − x ≤ 3δ and h ≤ r. On the other hand, if z ∈ R d B(x, 3δ), then χ = 0 on B(z, δ) and so
Consequently, there exists a constant c 9 = c 9 (δ, r) > 0 such that
for all z ∈ R d , y ∈ R d and h ≤ min{r, δ} 2. Applying (S2) we thus find
Combining the above estimates we conclude that
provided that ∞ ≤ 1. In the other case, i. e. if takes values strictly larger than one, then we need to consider second differences ∆ 2 h Γ(f, χ)(z) in order to capture the full information on the regularity of f . The calculations are very similar to the above ones but quite lengthy (it is necessary to consider nine terms separately) and therefore we do not present the details here.
Conclusion of
Step 2: For any small ε > 0 there exists a finite constant K 1,ε > 0 such that
(52)
The constant K 1,ε does not depend on x, z and f .
Step
for some constant K 2 > 0 which does not depend on x, z and f . (Recall that L e = L 
for µ sufficiently large and some constant K = K(µ) > 0. This is a direct consequence of (S3) and Lemma 5.
Applying (53) proves the desired estimate.
Conclusion of the proof: Let
Without loss of generality we may assume that 0 ∶= inf x (x) > 0. Indeed : It follows from Corollary 3.4 that f ∈ C κ(⋅)−ε b (R d ) for ε ∶= κ 0 2 ∶= inf x κ(x) 2 > 0, and therefore we may replace by˜ (z) ∶= max{ (z), κ(z) − ε} which is clearly bounded away from zero and satisfies the assumptions of Theorem 3.5. For fixed x ∈ R d denote by χ = χ (x) the truncation function chosen at the beginning of the proof, and fix ε ∈ (0, min{ 0 , κ 0 } 2). It follows from Step 2 and Step 3 that there exists a constant c 1 
and we have
As
1 satisfies (26) (with replaced by 1 ) we may apply Step 2 with replaced by
Repeating the argumentation from above, i. e. using that χ (x) = 1 on
We proceed by iteration, i. e. we define n (x) ∶= max{ (x), κ(x) − ε + min{ n−1 0 , σ, θ, λ}}, n ≥ 2, where n−1 0 ∶= inf x n−1 (x). By Step 2 and 3, we then have
for some constant c n > 0. Since κ 0 = inf x κ(x) > 0 and ε < κ 0 2 it is not difficult to see that we can choose n ∈ N sufficiently large such that n 0 ≥ min{σ, θ, λ} and so n+1 (x) ≥ κ(x) − ε + min{σ, θ, λ}.
Using (54) (with n replaced by n + 1) we conclude that
Proof of Schauder estimates for isotropic stable-like processes
In this section we present the proof of the Schauder estimates for isotropic stable-like processes which we stated in Theorem 4.1 and Corollary 4.3. Throughout this section, (X t ) t≥0 is an isotropic stable-like process, i. e. a Feller process with symbol of the form q(
. We remind the reader that such a Feller process exists if α is Hölder continuous and bounded away from zero. We will apply the results from Section 3 to establish the Schauder estimates. To this end, we need regularity estimates for the semigroup (P t ) t≥0 associated with (X t ) t≥0 . The results, which we obtain, are of independent interest and we present them in Subsection 6.1 below. Once we have established another auxiliary statement in Subsection 6.2, we will present the proof of Theorem 4.1 and Corollary 4.3 in Subsection 6.3.
Regularity estimates for the semigroup of stable-like processes
Let (P t ) t≥0 be the semigroup of an isotropic stable-like process (X t ) t≥0 with symbol q(x, ξ) = ξ α(x) . In this subsection we study the regularity of the mapping x ↦ P t u(x). We will see that there are several parameters which influence the regularity of P t u:
• the regularity of x ↦ u(x),
; the larger these quantities are, the higher the regularity of P t u. The regularity estimates, which we present, rely on the parametrix construction of (the transition density of) (X t ) t≥0 in [19] . Let us mention that there are other approaches to obtain regularity estimates for the semigroup. Using coupling methods, Luo & Wang [35] showed that for any κ ∈ (0, α L ) there exists c > 0 such that
For α L > 1 this estimate is not good enough for our purpose, we need a higher regularity of P t u.
which is bounded away from zero, i.e. α L ∶= inf x∈R d α(x) > 0, and γ-Hölder continuous for γ ∈ (0, 1). For any T > 0 and κ ∈ (0, α L ) there exists a constant C > 0 such that the semigroup (P t ) t≥0 satisfies
In particular, (P t ) t≥0 has the strong Feller property. The constant
For the proof of Proposition 6.1 we use a representation for the transition density p which was obtained in [19] using a parametrix construction, see also [22] . Let us introduce some notation and recall some estimates from [19] . For ∈ (0, 2) denote by p (t, x) the transition density of an isotropic -stable Lévy process and set
The transition density p of (X t ) t≥0 has the representation
where Φ is a suitable function (see [19, Theorem 4.25 ] for the precise definition) and ⊛ is the time-space convolution, i. e.
There exists for any T > 0 a constant C 1 > 0 such that
cf. [19, Section 4.1] . Moreover, the function Φ in (56) satisfies
for some constant λ > 0 and
Proof of Proposition 6.1. Fix T > 0, u ∈ B b (R d ) and κ ∈ (0, α L ). Since P t u ∞ ≤ u ∞ it suffices to show that the iterated differences of order 2, cf. (5), satisfy
Because of the representation (56) we have
for any x, h ∈ R d and t ∈ (0, T ] where
We estimate the terms separately; we start with P (0) . The transition density p (t, x) of an isotropic -stable Lévy process is twice differentiable, and by [19, Theorem 4.12] there exists a constant c 1 > 0 such that
for any ∈ [α L , α ∞ ], t ∈ (0, T ), x ∈ R d and i, j ∈ {1, . . . , d}. For the parametrix p 0 (t, x, y) = p α(y) (t, x − y) this implies, by Taylor's formula, that there exists a constant c 2 > 0 such that
for some intermediate value η(x, h) ∈ B(x, 2h). As t ≤ T we find that
On the other hand, (57) gives
Combining both estimates we obtain that there exists a constant
for
cf. Lemma B.1 with r ∶= t 1 α L . Hence,
for any x, h ∈ R d and t ∈ (0, T ). Since [19, Lemma 4.16] shows that
we have sup
and therefore we conclude that
It remains to establish the Hölder estimate for P
t . By (61), we have
Integrating with respect to y ∈ R d , it follows from (59) and (63) that
for suitable constants c 6 and c 7 . Combining the estimates we find that (55) holds for some finite constant C > 0. The continous dependence of C on the parameters
> 0 and T > 0 follows from the fact that each of the constants in this proof depends continuously on these parameters.
In Proposition 6.1 we studied the regularity of x ↦ P t u(x) for measurable functions u. The next result is concerned with the regularity of P t u(⋅) for Hölder continuous functions u. It is natural to expect that P t u "inherits" some regularity from u.
Proposition Let
For any T > 0, κ ∈ (0, α L ) and ε ∈ (γ 0 , min{γ, α L }) there exists a constant C > 0 such that the semigroup (P t ) t≥0 of (X t ) t≥0 satisfies
for all δ > 0 and t ∈ (0, T ]. The constant
For the proof of the Schauder estimates, Corollary 4.3, we will apply Proposition 6.2 for an isotropic stable-like process (X t ) t≥0 with symbol q(x, ξ) = ξ α(x) for a "truncated" function α of the form
where x 0 ∈ R d is fixed and δ > 0 is a constant which we can choose as small as we like; in particular γ 0 ∶= α ∞ − α L ≤ 2δ is small and therefore the assumptions ε > γ 0 and γ > γ 0 in Proposition 6.2 are not a restriction. Let us mention that both assumptions, i. e. ε > γ 0 and γ > γ 0 , come into play when estimating one particular term in the proof of Proposition 6.2, see (75) below; a more careful analysis of this term would probably allow us to relax these two conditions.
First of all, we note that it clearly suffices to show (64) for u ∈ C δ b (R d ) with δ ≤ γ ≤ 1. Throughout the first part of this proof, we will assume that κ ≤ 1.
Under (65) the assertion follows if we can show that
where ∆ 2 h denotes as usual the iterated difference operator, cf. (5) . For the proof of this inequality we use the notation which we introduced in the proof of Proposition 6.1, in particular
is the transition density of (X t ) t≥0 , cf. (56), and
where p (t, x) is for each fixed ∈ (0, 2) the transition density of the isotropic -stable Lévy process. Since
We estimate the terms separately. For fixed h ∈ R d , h ≤ 1, define an auxiliary function v by v(y) ∶= ∆ h u(y). Proposition 6.1 gives
and so, by the definition of v and the Hölder continuity of u,
It remains to establish the corresponding estimate for J 2 , and to this end we use the representation (66) for the transition density p.
Step 1: There exists a constant c 1 > 0 such that
Indeed: Denote by p = p ,d the transition density of the d-dimensional isotropic -stable Lévy process, ∈ (0, 2). It follows from the Fourier representation of p that ↦ p ,d (t, x) is differentiable and
for all t > 0 and x ∈ R d . By [26, Theorem 4.7] , this implies that there exists a constant c 2 > 0 such that
is the Fourier transform of a rotationally invariant function, and therefore it follows from the dimension walk formula for the Fourier transform, see e. g. [19, Lemma 4.13] or [25] and the references therein, that
and ∈ (0, 2). Using (69) for dimension d + 2 we obtain that there is a constant c 3 > 0 such that
Iterating the procedure, we can obtain estimates for higher order derivatives:
From now on, we fix again the dimension d and write p instead of p ,d . We are now ready to prove the desired estimate. To shorten the notation, we fix x, h ∈ R d and t ∈ (0, T ], and write q(y) for the function defined in (68). By the very definition of p 0 , cf. (67), we have
and so, by the fundamental theorem of calculus and the mean value theorem,
Integrating with respect to y and using (70) we obtain that
On the other hand, it follows from (71) and the Hölder continuity of α that
Hence, by (69),
Combining (72) and (73) we find that
the reasoning is very similar to the proof of Lemma B.1, alternatively we can use an interpolation theorem.
Step 2: There exists a constant c > 0 such that
recall that ε ∈ (γ 0 , α L ∧ γ) has been fixed at the beginning of the proof. Indeed: Because of the decomposition (66), we have J 2 = J 2,1 + J 2,2 for
with q defined in (68). It follows from Step 1 that
It remains to estimate J 2,2 . By the definition of the time-space convolution, we have
Integrating with respect to y and applying Tonelli's theorem, we obtain that
Thus, by (59) and Step 1,
for a suitable constant c 7 > 0 and λ 1 > 0. It remains to estimate H 2 . We claim that there exist constants c 8 > 0 and λ 2 > 0 such that
for all t ∈ (0, T ] and h ≤ 1; here ε ∈ (γ 0 , α L ∧ γ) is the constant which we have chosen at the beginning of the proof. We postpone the proof of (75) to the end of this subsection, see Lemma 6.3 below. Using (75) and the fact that
for some constant c 9 > 0, see the first part of the proof of Proposition 6.1, we obtain that
Combining this estimate with (74) gives
Hence,
for all t ∈ (0, T ] where λ ∶= min{λ 1 , λ 2 }. This finishes the proof of Step 2 and, hence, of Proposition 6.2 for the case κ ≤ 1. If κ > 1 we need to estimate the iterated differences of third order ∆ 3 h P t u(x); the calculations then become more technical and lengthy but the idea of the proof does not change.
6.3. Lemma Let (X t ) t≥0 be a Feller process with symbol q(x, ξ) = ξ α(x) satisfying the assumptions of Proposition 6.2, and denote by p(t, x, y) = p 0 (t, x, y) + (p 0 ⊛ Φ)(t, x, y) the parametrix representation of the transition density p of (X t ) t≥0 . For any T > 0 and any ε ∈ (γ 0 , γ ∧ α L ) there exist finite constants C > 0 and λ > 0 such that
To keep the calculations as simple as possible we consider T ∶= 1. The function Φ has the representation
denotes the i-th convolution power of
Step 1: There exist constants C > 0 and λ > 0 such that
Indeed: For fixed h ≤ 1 we write
We estimate the terms separately.
Applying Lemma B.2 we find that there exists a constant c 1 > 0 such that
for all r ≥ 0, x, y ∈ R d and h ≤ 1. By [19, (proof of) Theorem 4.7] this implies that there is a constant c 2 > 0 such that
for all x, y ∈ R d , t ∈ (0, 1) and h ≤ 1. Splitting up the domain of integration into three parts,
As ε > γ 0 = α ∞ − α L this means that there exists λ 1 > 0 such that
In order to estimate the second term we note that
It follows from [19, Theorem 4.7] and the Hölder continuity of α that there exists a constant c 4 > 0 such that
Now we can proceed exactly as in the first part of this step to conclude that
for all x ∈ R d , h ≤ 1 and t ∈ (0, 1) and suitable constants c 5 , c ′ 5 , λ 2 > 0; for the second estimate we used that
Step 2: For any ε ∈ (γ 0 , min{γ, α L }) there exist constants C > 0 and λ > 0 such that
for all i ∈ N, x ∈ R d , h ≤ 1 and t ∈ (0, 1). Indeed: Fix ∈ (γ 0 , min{γ, α}). By [19, Lemma 4.21 & 4.24] there exist constants C > 0 and λ > 0 such that
for all x ∈ R d , i ≥ 1 and t ∈ (0, 1). Without loss of generality, we may assume that C > 0 and λ > 0 are such that (77) holds (otherwise we enlarge C > 0 and choose λ > 0 smaller). We claim that (78) holds for this choice of C > 0 and λ > 0 and prove this by induction. For i = 1 the estimate is a direct consequence of (77). Now assume that (78) holds for some i ≥ 1. By the very definition of the time-space convolution, we have
Using first (79) and then (77) we obtain
for all x ∈ R d , h ≤ 1 and t ∈ (0, 1). In order to estimate the second term, we use (79) with i = 1 and our induction hypothesis to find that
for all x ∈ R d , h ≤ 1 and t ∈ (0, 1). Combining both estimates gives that
Performing a change of variables, s ↝ tr, and using the product formula for the Beta function,
Plugging this identity in the previous estimate shows that (78) holds for i + 1, and this finishes the proof of Step 2.
Conclusion of the proof:
Since, by (76),
it follows from the monotone convergence theorem that
and so, by Step 2,
for all x ∈ R d , h ≤ 1 and t ∈ (0, 1) and suitable constants C > 0 and λ > 0 (not depending on x, h, t). It is not difficult to see that the series on the right-hand side converges, see [19, Lemma A.6] for details, and consequently we have proved the desired estimate.
Auxiliary result for the proof of Theorem 4.1
Let (X t ) t≥0 be an isotropic stable-like process with symbol q(x, ξ) = ξ α(x) for a Hölder continuous mapping α ∶ R d → (0, 2) with α L ∶= inf x α(x) > 0. From Proposition 6.1 and Proposition 3.1 we obtain immediately that any function f in the Favard space F 1 associated with (X t ) t≥0 satisfies the a-priori estimate
For the proof of Theorem 4.1 we need the following auxiliary result which will allow us to derive an improved a priori estimate once we have shown that f ∈ F 1 is sufficiently regular on {x ∈ R d ; α(x) ≤ 1}.
6.4. Lemma Let (X t ) t≥0 be a Feller process with extended infinitesimal generator (A e , D(A e )), Favard space F 1 and symbol q(x, ξ) = ξ α(x) for a Hölder continuous mapping
Let f ∈ F 1 be such that for any ε ∈ (0, α L ) there exists a constant M (ε) > 0 such that
for any x ∈ {α ≤ 1}. Then there exists for any θ ∈ (0, 1) a constant C = C(α, θ) such that
for any x ∈ {α ≥ 1}.
Proof. The idea of the proof is similar to the proof of Theorem 3.2. For fixed 0 < θ < min{α L , 1 4} defineα(x) ∶= max{1 − 3θ, α(x)}. By [19, Theorem 5.2] there exists a Feller process (Y t ) t≥0 with symbol p(x, ξ) ∶= ξ α(x) and the (L, C ∞ c (R d ))-martingale problem for the generator L of (Y t ) t≥0 is well-posed. Since α is Hölder continuous, there exists δ > 0 such that
As usual, we denote by τ x δ ∶= inf{t > 0; Y t − x > δ} the exit time from the closed ball B(x, δ). Pick κ ∈ C ∞ b (R d ), 0 ≤ κ ≤ 1, such that κ(x) = 0 for any x ∈ {α ≤ 1 − 2θ} and κ(x) = 1 for x ∈ {α ≥ 1 − θ}, see Lemma C.1 for the existence of such a mapping.
Step 1: We are going to show that for any f ∈ F 1 the product v ∶= f ⋅ κ is in the domain D(L e ) of the extended generator of (Y t ) t≥0 ; we will use a similar reasoning as in the proof of Theorem 3.2, i. e. we will estimate 1 t sup
Clearly,
We are going to estimate the terms separately; we start with I 1 . If x ∈ {α ≥ 1 − 2θ} then it follows from (82) that B(x, 2δ) ⊆ {α ≥ 1 − 3θ} and therefore
Applying Lemma 5.2 we find that
where τ x δ (X) is the exit time of (X t ) t≥0 from B(x, δ). As f ∈ F 1 an application of Dynkin's formula (11) gives I 1 (x) ≤ t A e f ∞ .
If x ∈ {α < 1 − 2θ} then κ(x) = 0 by the very definition of κ, and so I 1 (x) = 0. Hence,
For I 2 we note that κ ∈ C
, and therefore an application of the (classical) Dynkin formula gives sup
To estimate I 3 we consider two cases separately. If x ∈ {α ≤ 1} then it follows from our assumption on the regularity of f , cf. if we can show that K ∶= sup x∈{α≤α L +1−θ} K(x) < ∞ this gives (84). To this end, we note that ε ≤ θ and (⋆) imply
and so
min{1, y 1+α L −θ 4 } 1 y d+β dy < ∞.
Step 2: There exists C 2 > 0 such that
Indeed: It follows from Lemma 6.4 and Step 1 that there exists a constant c 3 > 0 such that
for any f ∈ F 1 and x ∈ {α ≥ 1}. Thanks to this improved a priori-estimate for f ∈ F 1 we can use a very similar reasoning as in the first part of the proof to deduce the desired estimate. If we set α x (z) ∶= max{α(z), α(x) − ε 2} for fixed x ∈ {α ≥ 1 + α L − θ}, then it follows exactly as in Step 1 that the Feller process (Y t ) t≥0 with symbol p(z, ξ) ∶= ξ α x (z) satisfies (C1)-(C3) in Theorem 3.2; in particular, (85) holds for the associated semigroup (T t ) t≥0 . Because of (86) we may apply Theorem 3.2 with (x) ∶= 1 − θ 2 to obtain
for a constant c 4 (not depending on f and x) and
min{1, y 2 } 1 y d+α x (z) dy + sup z−x ≤4δ y≠0 min{1, y 2−θ 2 } 1 y d+α x (z) dy.
By our choice of θ, we have α L ≤ α x (z) ≤ α ∞ < 2 − θ, and so
min{1, y 2 } 1 y d+β dy + y ≤1 y −d+θ 2 dy < ∞.
Proof of Corollary 4.3. We are going to apply Theorem 3.5 to prove the assertion. To this end, we first need to construct for each x ∈ R d a Feller process (Y (x) t ) t≥0 which satisfies (C1)-(C3) from Theorem 3.2 as well as (S1)-(S5) from Theorem 3.5. Recall that α L = inf x α(x) > 0 and that γ ∈ (0, 1) is the Hölder exponent of α. First we prove F 1 ⊆ D. Let f ∈ F 1 . Airault & Föllmer [1, p. 320-322] showed that the limit g(x) = lim t→0 t −1 (P t f (x) − f (x)) exists outside a set of potential zero and that
is a P x -martingale for any x ∈ R d ; we set g = 0 on the set of potential zero where the limit does not exist. Clearly, g ∞ ≤ K(f ) < ∞, and therefore it is obvious that R λ ( g ) is bounded for any λ > 0. It remains to check A.1(ii). Since the martingale (M t ) t≥0 has constant expectation, we have P t f = f + ∫ h(z) < 1.
As supp ϕ = B(0, ε) it follows very similar as in the first case that 0 < f (x) < 1. Case 3: x ∈ G ε G. Analogous to Case 2.
