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Abstract
Simulations for DIII-D high confinement mode plasmas with the multifluid code
UEDGE [1] show a strong role of poloidal E×B drifts on divertor heat transport, challenging
the paradigm of conduction limited scrape-off layer (SOL) transport. While simulations with
reduced drift magnitude are well aligned with the assumption that electron heat conduction
dominates the SOL heat transport, simulations with drifts predict that the poloidal
convective E×B heat transport dominates over electron heat conduction in both attached
and detached conditions. Since poloidal E×B flow propagates across magnetic field lines,
poloidal transport with shallow magnetic pitch angles can reach values that are of the same
order as would be provided by sonic flows parallel to the field lines. These flows can lead to
strongly convection dominated divertor heat transport, increasing the poloidal volume of
radiative power front, consistent with previous measurements at DIII-D [2]. Due to these
convective flows, the Lengyel integral approach [3–7], assuming zero convective fraction, is
expected to provide a pessimistic estimate for radiative capability of impurities in the
divertor. For the DIII-D simulations shown here, the Lengyel integral approach
underestimates the radiated power by a factor of 6, indicating that for reliable DIII-D
divertor power exhaust predictions, full 2D calculations, including drifts, would be necessary.
1 Introduction
Heat transport along magnetic field lines in tokamak scrape-off layer (SOL) is commonly
considered to be dominated by electron heat conduction. The reasons for this are clear. Due
to the inverse of square root of mass dependence of the heat conductivity, ion heat
conductivity is about 60 times lower than electron heat conductivity in deuterium plasmas.
Neglecting heat carried by electrical currents, inertial heat flows, and ionization potential
energy, the heat convection along the magnetic field lines is given by 5nTMcs, where for
simplicity a pure deuterium plasmas is assumed with equal electron and ion densities,
n = ne = ni, equal electron and ion temperatures, T = Te = Ti, M stands for the flow mach
number, M = v/cs, and cs is the plasma sound speed, cs ≈
√
T/mp, mp representing proton
mass. Using this equation, we can calculate the equivalent Mach number that it takes to
carry a given heat flux in the SOL, M = qSOL/5pcs, where p stands for the static electron and
ion pressure in the SOL. Assuming DIII-D scale parameters of qSOL ∼ 0.5 GW/m2, pe ∼ 450
Pa [8], we can calculate the M
√
T that it takes to transport the heat convectively:
M
√
T ≈ 22.6 eV0.5. Alternatively, assuming sound speed flow, T = 510 eV, which is about a
factor of 5 higher than the electron heat conduction limited maximum SOL temperature,
T ∼ 120 eV, at qSOL ∼ 0.5 GW/m2. For ITER size plasmas, qSOL ∼ a few GW/m2, 3
GW/m2 is assumed here, and pe ∼ 1500 Pa, giving M
√
T ≈ 40.6 eV0.5 or about T = 1.6 keV
for sound speed flow along field lines, significantly higher than T expected by electron heat
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conduction limited transport, T ∼ 200 eV. Therefore, with assumptions made here, SOL heat
transport along the field lines in these plasmas would be expected to be strongly dominated
by electron heat conduction.
However, cross-field drifts can convect heat flows across magnetic field lines. Since they
transport particles and energy cross field lines, for shallow magnetic pitch angles, they can
drive relatively strong poloidal transport even if their absolute magnitude is lower than the
magnitude of parallel plasma flows. The equivalent parallel flow velocity for a poloidal
cross-field flow can be calculated as v‖ = v⊥/tan(α), where α = arctan(Bp/BT ), Bp
representing the poloidal field and BT the toroidal field. For magnetic pitch angles of 1 to 3
degrees, the corresponding multiplication factor is about 20 to 60. The magnetic drift flow
velocities can be estimated as v∇B ≈ 2T/(BR) [1]. The equivalent parallel field line Mach
number can be calculated as M∇B = (2T/(BR))/(tan(α)cs). For a DIII-D size and field
tokamak, v∇B ≈ 10− 30 m/s, such that even for magnetic pitch angles of 1 degree, the
effective M∇B is well below 0.05, which is significantly lower than sound speed flows expected
at the target. For higher field and size tokamaks, such as ITER, this fraction would be even
lower.
On the other hand, electric drift velocities are calculated as vE×B = E/B ∝ 1/(λΦB),
where E stands for the electric field strength, B for the total magnetic field strength, and λΦ
for the electric potential scale length in the plasma. SOL electric fields of ∼ 5 kV/m with
BT ∼ 2.1 T have been experimentally measured in DIII-D [9]. These electric fields can drive
cross-field flows of the order of 2.3 km/s, which, with magnetic pitch angles of 1 to 3 degrees,
lead to equivalent parallel flow of 47 to 142 km/s. This is the equivalent of sound speed
parallel flows at temperatures of 23 to 210 eV. Clearly electric drifts can drive SOL poloidal
flows that correspond to the order of sonic flows parallel to field. The magnetic field in
reactor scale tokamaks, such as ITER, is expected to be at least 2.5 to 3 times stronger than
in DIII-D, such that the corresponding vE×B may be expected to be lower as well. However,
this is only the case if the λΦ does not reduce significantly with increasing magnetic field.
The published scalings for heat flux width give approximately λq ∝ B−1p scaling [10].
Assuming fixed plasma shape, aspect ratio, and edge safety factor, BT ∝ Bp. If λΦ is
assumed to be proportional to λq, then magnetic field dependence drops out from the scaling
of vE×B. On the other hand, sound speeds in the divertor are expected to be the same in
present day and next step tokamaks due to atomic physics constraining the operational
divertor plasma temperature range. Therefore, even though scaling of the cross-field SOL
scale lengths is beyond the focus of this paper and there may be important ρ∗ and SOL
ballooning stability physics limiting the minimum scale lengths in the SOL [11,12], it would
be unjustified to declare cross-field drifts negligible for reactor scale tokamaks simply because
their magnetic field is high.
In this paper, the role of E×B convection in divertor heat transport in DIII-D is
analyzed and, the impact of this convection on the analytic radiated power estimated
obtained with the Lengyel integral approach is discussed [3].The simulations investigated here
were first introduced in a previous publication [13].
2 UEDGE Simulations of Divertor Heat Transport
in DIII-D
UEDGE simulations with cross-field drifts multiplied by a factor of 1/3 are well aligned with
the conduction limited SOL heat transport paradigm (Fig. 1). In attached low field side
(LFS) divertor conditions, with target Te ∼ 10 eV, conducted heat flux carries about 80% of
the poloidal heat flux (Figs. 1a, b). In detached conditions, the fractional contribution of
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Figure 1: Predicted low field side (LFS) divertor plasma electron temperature (black solid line) and
density (red dashed line) in attached (a) and detached (c) LFS conditions with drifts multiplied by
1/3, as well as predicted total (black solid lide), conducted (blue dashed line), and convected (red
dashed line) heat fluxes along the separatrix in LFS divertor in attached (b) and detached (d) LFS
conditions. The x-axis represents parallel distance near the separatrix from the LFS target. The
grey shaded area illustrates the poloidal location of the X-point.
convected heat flux is predicted to increase as recycling driven flows take over at plasma
temperatures below about 15 – 20 eV (Figs. 1c, d). Overall, these simulations are well
aligned with the paradigm that electron heat conduction is the dominant driver of heat
transport in SOL with ion convection taking over near the divertor plate in strongly recycling
or detached conditions.
Turning drifts fully on in these UEDGE simulations leads to a strong increase of the role
of poloidal convection in the LFS divertor heat transport (Fig. 2). In attached LFS
conditions, convected heat flux carries about 50% of the total SOL heat flux (Fig. 2a, b),
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Figure 2: Same profiles as in figure 1 for UEDGE simulations with full drifts.
such that the dominance of electron heat conduction is already starting to seem questionable.
In detached LFS conditions, the LFS divertor heat transport in the region where the
dominant radiated power dissipation occurs, Te < 15 eV, is predicted to be nearly 100%
dominated by convection, strongly in contrast with the conduction limited SOL heat
transport paradigm (Fig. 2c, d). Near the separatrix, the simulations are predicting radial
electric fields of the order of about 5 to 7 kV/m, which is consistent with previous
experimental measurements at DIII-D [9], although those experimental measurements were
conducted in attached LFS divertor conditions. Conventionally, the radial electric potential
gradients are thought to reduce in detached conditions as the radial sheath potential
gradients are reduced with reducing plate temperatures. However, while this is the case near
the target plate, the simulations show that upstream near the radiation front, strong radial
potential gradients can be formed by other physics processes than the sheath potential drop,
which is primarily driven by the radial Te gradient. Below the X-point, the residual radial
component of the magnetic drift at the separatrix, which is of the order of 1 – 2 m/s, is, with
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high plasma densities of 1020 m−3, sufficient to drive polarizing charge separation across the
separatrix. With low temperatures and high resistivities in the divertor, this charge
separation leads to potential hill formation in the PFR below the X-point, driving strong
E×B-flows below the X-point in detached conditions. These potential formation mechanisms
are similar to those discussed by Rozhansky in [14]. However, since the formed potential hill
is not physically connected to wall structures, it leads to mostly self-closing E×B particle
circulation around the potential hill. This private flux region (PFR) potential hill formation
was previously discussed [15]. However, even though the particle flow loop is mostly
self-closing, the heat carried with the particle flow is dissipated as the flow propagates
through the divertor leg, such that for heat transport this circulation is not divergence free.
Convective flow in detached conditions is strongly dominated by the E ×B component in
the simulations. The effective poloidal particle transport in the peak heat dissipation zone in
the divertor leg equals to of the order of 4 – 6 times sound speed flow along the field lines.
The parallel flow Mach numbers are lower than 0.5 for most of the LFS divertor leg for all the
simulated cases in this study. Clearly the E×B-drift is transporting poloidal particle and
heat flow that strongly exceeds the capability of the parallel fluid flow to carry convective
transport. Since the poloidal E ×B-drift is carrying such a significant particle flux, the
obvious follow up question is how does the particle balance work in the simulation. To satisfy
particle continuity, flows are driven from source to sink and the flow loops must close such
that the divergence of these flows is consistent with the source and sink profiles. As was
discussed previously, since the potential hill formation is not in contact with wall structures,
the driven E×B circulation is mostly self-closing, such that the net particle transport is
significantly lower than the gross particle transport and the divergence of the E ×B flow is
consistent with the particle source and sink profiles. Integrating over the the radial profile
below the X-point from the PFR wall to about 2.5 mm into the common SOL, within which
most of the E ×B drift effects have a significant role, it is observed that about 74% of the
particle flux entering the divertor within the narrow E×B-drift driven channel near the
separatrix returns with the return flows. The integrated particle flux entering the LFS
divertor within the area where drifts are significant is only about 26% of the flux entering the
divertor within the narrow E×B-drift driven channel near the separatrix. However, for heat
transport this is not the case as heat is dissipated from this particle flow pattern before it
returns, such that the returning particles are cooler. As a result, for heat transport the return
flow fraction is only about 23% of the power entering the divertor within the peak heat flux
area near the separatrix.
3 Impact of Drift Flows on Analytical Power
Exhaust Calculations
The key impact of the strong convective fraction is that the parallel radiative volume in
suitable electron temperatures for strong power exhaust is expanded. As a result, the Lengyel
integral [3–7] approach is expected to underestimate radiative capability of given impurity
concentration in the divertor. In this approach, the upstream heat flux that can be dissipated
by impurities in the SOL is calculated by integrating the radiated power density through the
flux tube, while the heat transport in the flux tube is assumed to be carried by electron heat
conduction. Furthermore, if plasma pressure is assumed to be constant in the flux tube the
dissipated heat flux can be calculated as
q‖,det = nT
(
2
∫ Tsep
Tdet
fzκT
0.5LzdT
)0.5
, (1)
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where fz is the impurity concentration in the flux tube, κ the electron heat conductivity
divided by T 5/2, Lz is the cooling rate coefficient for the given impurity, and n = ne and
T = Te is used. In conduction limited divertor plasmas, this integral approach is expected to
provide an appropriate approximation for the radiative capability of given impurity
concentration. However, in conditions where significant convection occurs, the conduction
limited assumption is expected to underestimate the electron temperature profile gradient
scale lengths and, therefore, the parallel to field extent of the radiated power front.
The difference between conduction limited and strongly convection dominated transport
for radiated power can be as high as a factor of 6 in the examples shown here. To illustrate
this further, a simple model is fitted to the radiation and plasma profiles in the detached case
with full drifts. The model setup is as follows. T ∼ 1.0 eV and n ∼ 2× 1020 m−3 are given as
boundary conditions at the target, as predicted by UEDGE. Target heat flux is obtained from
these parameters, assuming sheath-heat transmission coefficient, γ of 7: q‖,target = γnTcs.
κ ∼ 1800 Wm−1eV−7/2 as approximately given by the UEDGE simulations here. Momentum
losses in low T are approximated by assuming that n is constant below T ∼ 8 eV. For T > 8
eV, usual static pressure balance is assumed: nT = constant. Carbon concentration,fz , is set
to 1.0% close to values observed in the UEDGE simulations. Carbon cooling rates, L(T ), are
calculated according to ADAS [16] data, assuming neτ = 10
16 m−3s, which gives cooling rates
following the upper range of what is obtained with the predicted charge state distribution in
the simulations. The calculated radiated power, qrad = n
2fzL(T ), is added to the parallel
power flux when integrating the profiles upstream from the target. Finally a convective
fraction of heat transport, fconv, is given. The temperature gradient is calculated according to
the electron heat conduction equation in all cases: ∇‖T = (1− fconv)q‖/(−κT 5/2). This is
justified as we constrain the convective power to be exactly a multiplier times the conductive
power, which means that the effective Mach number is freely floating to ensure convective
flow consistent with the specified fconv. Due to this very simplifying assumption on the
scaling of the convective flow, there is no predictive power in this simple model. It can only
be used as a post processing tool to provide a simplified framework to illustrate some of the
physics processes. Predicting the convective flow fraction requires a complicated, full 2D
calculation, including drifts.
Assuming a convective fraction of heat transport of 99.5%, the simple model can be fitted
to closely reproduce the UEDGE predictions for Te and carbon radiated power density,
QRAD, Carbon (Fig. 3). Even though a good agreement is obtained between the simple model
and the 2D simulations, it can only be obtained by incorporating physics information from
the full 2D calculation, including drifts. There is very little predictive power in the simple
model, but it can be used to illustrate how poorly the conduction dominated SOL assumption
does in predicting the radiation profile. The overall dissipated heat by carbon radiation in the
simple model is about 170 MW/m2 close to values predicted by the UEDGE simulations.
Assuming that the heat transport is 100% conductive leads to steep electron temperature
gradients and narrow radiation front, reducing the carbon radiation dissipation to about 28
MW/m2, consistent with predictions that would be obtained with the Lengyel integral
approach with these parameters (Fig. 3). Therefore, the increased convective fraction of heat
transport with the divertor drift flows can lead to a substantial, factor of about 6, increase of
the radiative capability of low-Z impurities, such as carbon and nitrogen, that radiate in low
temperatures of Te ∼ 10 eV, where heat conductivity is low. These predictions are consistent
with previous experimental observations in the DIII-D tokamak [2], although the role of
E×B drifts was not recognized in that previous study.
6
010
20
30
40
50
60
10 1286420
Parallel distance (m)
0
5
10
15
20
25
30
10 1286420
Parallel distance (m)
0
5
10
15
20
25
10 1286420
Parallel distance (m)
(eV
)
(10
19
 
m
-
3 )
(M
W
/m
3 )
T
e ne QRAD, Carbon
UEDGE
fCONV = 0.995
fCONV = 0.0
(a) (b) (c)
X-
po
in
t
X-
po
in
t
X-
po
in
t
Figure 3: Comparison UEDGE predictions (black) of LFS divertor Te (a), ne (b), and QRAD, Carbon
(c), as a function of parallel distance the LFS target near the separatrix to simple 1-D model with
zero (red) and 99.5 % (blue) convective fraction of heat transport.
4 Discussion
Analytic estimates for radiated power exhaust in the SOL with the Lengyel integral approach
provide up to a factor of 6 less divertor radiation than calculated by UEDGE in highly
convective conditions in detached DIII-D plasmas. These results clearly highlight that the
simple analytic approach for predicting SOL conditions is prone to neglect physics processes
that can lead to substantial changes in the predicted values. Simulations for DIII-D H-mode
plasmas with the multifluid code UEDGE show a strong role of poloidal E×B drifts on
divertor heat transport, challenging the paradigm of conduction limited SOL transport.
Convective E×B flows are predicted to provide poloidal transport that is equivalent to
poloidal transport provided by of the order of sonic particle flows parallel to the field. In
detached conditions, radial potential gradients are formed in the divertor leg due to charge
separation provided by radial magnetic drifts coupled with high electrical resistivity in low
temperatures, similar to mechanisms discussed in [14]. The resulting E×B flows can
substantially increase the fraction of convective divertor heat transport, increasing the
poloidal volume of radiative power front, consistent with previous measurements at DIII-D [2].
Due to these convective flows, the Lengyel integral approach, assuming zero convective
fraction, leads to a poor approximation of the poloidal extent of the radiation front. For the
DIII-D simulations shown here, the Lengyel integral approach underestimates the radiated
power density by a factor of 6.
Even though the convective fraction of heat transport can be very high in DIII-D scale
plasmas, the convective fraction is expected to reduce when scaling the physics to large size
and higher qSOL facilities, such as ITER. The reason is that the heat convection for a given
flow velocity is linearly proportional to the SOL pressure ∝ ne, SOLTe, SOL. Sound speeds in
the divertor are not expected to change, since the divertor temperatures are constrained by
atomic physics requirements. Furthermore, upstream SOL temperature is not expected to
increase strongly with qSOL, Te ∝ (qSOL)2/7. If the Greenwald limit scaling holds, SOL
density is expected to be proportional to the Greenwald limit [17], which is not expected to
change significantly from DIII-D to ITER. Therefore, while the qSOL can be close to an order
of magnitude higher in ITER than in the analyzed DIII-D plasmas here, the SOL pressure is
expected to be only a factor of 3 – 4 higher. Therefore, the heat convection fraction is
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expected to reduce. However, as the SOL electron temperature is reduced down to below 10
eV to approach detachment, it is expected that the heat flux in the SOL has been reduced
also, such that the convective fraction can increase and potentially become significant near
the detachment front formation in these next step facilities as well. Dedicated 2D simulations
with drifts included would be required to address the role of these physics in next step devices.
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