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Abstract
This paper is motivated by a problem that arises in the study of partition functions of Potts
models, including as a special case chromatic polynomials. When the underlying graphs have the
form of ‘bracelets’, the chromatic polynomials can be expressed in terms of the eigenvalues of
a matrix. In this situation a theorem of Beraha, Kahane and Weiss asserts that the zeros of the
polynomials approach the curves on which the matrix has two eigenvalues with equal modulus.
It is shown here that (in general) these ‘equimodular’ curves comprise a number of segments, the
end-points of which are the roots (possibly coincident) of a polynomial equation. The equation
represents the vanishing of a discriminant, and the segments are in bijective correspondence
with the double roots of another polynomial equation, which is signi8cantly simpler than the
discriminant equation. Singularities of the segments can occur, corresponding to the vanishing
of a Jacobian. In addition, it is proved by algebraic means that the equimodular curves for a
reducible matrix are closed curves. The question of dominance is investigated, and a method
of constructing the dominant equimodular curves for a reducible matrix is suggested. These
results are illustrated by explicit calculations in a speci8c case.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is motivated by a problem that arises in the study of partition functions
of Potts models, including as a special case the chromatic polynomial. The critical
behaviour of these models leads to the study of the complex zeros of the partition
function, the classic result in this 8eld being the Lee–Yang theorem [8,9].
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In 1972 it was observed [3] that the complex zeros of the chromatic polynomials
of certain graphs (‘bracelets’) exhibit interesting behaviour, although the reason for it
was not understood at that time. Subsequently, a theorem of Beraha et al. [1] provided
a general explanation for such behaviour. (Speci8c examples are given in [12].) The
theorem asserts that, as n → ∞, the zeros of certain sequences of polynomials fn(z)
approach the curves on which a matrix A(z) has two eigenvalues with equal modulus.
In the theoretical physics literature, the Beraha–Kahane–Weiss theorem has been
exploited in papers by Chang et al. [5,6,14,15], and by Salas and Sokal [13]. It is clear
that it requires intensive computational resources, and consequently some theoretical
work on it is desirable. That is the subject of the present paper.
The main topic is a function vA(t; z), a polynomial in the real variable t and the
complex variable z. The points z where A(z) has two eigenvalues with equal modulus
are those for which vA(t; z)= 0 for some t in the real interval [0; 4] (Theorem 1). It
will be shown that the resulting ‘equimodular curves’ comprise a number of segments,
the end-points of which correspond to the vanishing of a discriminant. (The author is
grateful to a referee for pointing out that this situation was discussed in the 1980s,
in papers by Wood [17] and Martin [10].) Here it is proved that the segments are in
bijective correspondence with the double roots of another polynomial equation, which
is signi8cantly simpler than the discriminant equation (Theorem 2). The segments may
contain singularities, one common type being the ‘real-crossing’ singularity, which is
described in detail.
If the matrix A(z) is reducible, its equimodular curves can be constructed by looking
at its constituents. It is shown that the curves arising from the interaction between
constituents are closed curves (Theorem 3).
Finally we discuss the question of identifying the equimodular curves that are dom-
inant, in a certain sense. A feature of this discussion is the existence of ‘triple points’,
and in the reducible case these points play a particularly important part (Theorem 4).
The algebraic and computational techniques employed here are part of the current
revival of interest in the techniques of classical algebraic geometry, in particular the
use of resultants [7]. The computations in Section 9 were done with the aid of Maple,
version 6, and I am grateful to Philipp Reinfeld for help with them.
2. The polynomial criterion
Given a function A, from the complex 8eld C to the ring of m×m matrices with
complex entries, we de8ne the equimodular set E(A) as follows. E(A) is the set of

∈C for which there is a neighbourhood N of 
 and two distinct complex-valued
functions 1; 2 de8ned on N satisfying
|1(
)|= |2(
)| and det(i(z)I − A(z))= 0 (i=1; 2; z ∈N ):
In other words, E(A) is the set of points 
 where A(
) has two eigenvalues of equal
modulus. The de8nition is formulated so that these eigenvalues may in fact be equal
at 
, but they must not be identically equal. The following theorem implies that, under
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certain conditions, E(A) is a set of curves in the complex plane. These are the ‘equimod-
ular curves’ of the title.
Theorem 1. Let A be a function from the complex 2eld C to the ring of m×m
matrices with complex entries, such that each entry of the matrix A(z) is a polynomial
function of z with integer coe3cients. Then there is a function vA : R×C → C,
polynomial in both variables and with integer coe3cients, such that the equimodular
set for A is given by
E(A)= {z ∈C | vA(t; z)= 0; for some t ∈ [0; 4]}:
The proof of the theorem, including construction of the polynomial vA, will occupy
the next two sections. The key idea is the observation that if |1|= |2|, then there is
a complex number s with |s|=1 such that 1 = s2. So if 1 and 2 are roots of the
characteristic equation a()= det(I − A(z))= 0, then it follows that 2 is a common
root of a()= 0 and as()= 0, where as()= a(s).
Let ai(z) be the coeMcient of m−i in a(), so that
a()= det(I − A(z))= m + a1(z)m−1 + a2(z)m−2 + · · ·+ am(z);
as()= smm + sm−1a1(z)m−1 + sm−2a2(z)m−2 + · · ·+ am(z):
The coeMcients ai(z) are the sums of principal minors of A(z) and so, under the
conditions of the theorem, they are polynomials with integer coeMcients. The properties
of E(A) depend on these coeMcients, rather than the individual entries of A, and so
the discussion will focus on the functions a1; a2; : : : ; am.
In fact, it is convenient to begin by regarding the ai as indeterminates, making the
obvious convention that a0 = 1. It is a classical result that a necessary and suMcient
condition for the polynomials as() and a() to have a non-constant common factor is
that the resultant det R vanishes, where R=R(as; a) is the following 2m× 2m matrix:

sm sm−1a1 : : : sam−1 am 0 : : : 0 0
0 sm : : : s2am−2 sam−1 am : : : 0 0
0 0 : s3am−3 s2am−2 sam−1 : : : 0 0
: : : : : : : : :
: : : : : : : : :
0 0 : : : sm sm−1a1 sm−2a2 : : : sam−1 am
1 a1 : : : am−1 am 0 : : : 0 0
0 1 : : : am−2 am−1 am : : : 0 0
0 0 : : : am−3 am−2 am−1 : : : 0 0
: : : : : : : : :
: : : : : : : : :
0 0 : : : 1 a1 a2 : : : am−1 am


:
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By de8nition, det R is the sum over all permutations  of {1; 2; : : : ; 2m} of terms
sign() r1; (1)r2; (2) : : : r2m;(2m):
For 16i6m the non-zero entries of R in rows i and i+m are in columns i; i+1; : : : i+m.
Thus the non-zero terms in det R arise only from permutations that satisfy the condition
{(i); (i + m)}⊂{i; i + 1; : : : ; i + m}:
We shall denote the set of such permutations by m.
We can describe non-zero entries of R as follows:
rij =
{
sj−i+maj−i if 16i6m;
aj−i+m if m+ 16i62m:
It follows that for each ∈m, there are non-negative integers n1(), n2(), : : :, nm()
and a non-negative integer e() such that
det R=
∑
∈m
sign()an1()1 a
n2()
2 · · · anm()m se():
Thus det R(as; a) may be regarded as a polynomial in s whose coeMcients are integral
linear combinations of monomials in the indeterminates a1; a2; : : : ; am. We shall refer
to this polynomial as the generic polynomial m(s).
In order to describe the coeMcients of m(s), let [n] = (n1; n2; : : : ; nm), and
a[n] = an11 a
n2
2 : : : a
nm
m :
We shall identify [n] with the partition of the integer n1 + 2n2 + · · · + mnm in which
ni parts are equal to i (16i6m).
Lemma 1. If the monomial a[n] occurs in m(s) then [n] is a partition of m2 such
that no part is greater than m, and not more than m parts are equal.
Proof. Given ∈m, de8ne functions
t; b : {1; 2; : : : ; m} → {0; 1; : : : ; m}
by the rules
t(i)= (i)− i; b(i)= (i + m)− i:
Consider the term in m(s) arising from a given ∈m. For 16i6m the element
ri; (i) involves ak if and only if k = (i)− i, and the element ri+m;(i+m) involves ak if
and only if k = (i + m)− i. Thus
nk()= #t−1 (k) + #b
−1
 (k):
It follows that
m∑
k=0
knk()=
m∑
i=1
(t(i) + b(i)) :
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Now
m∑
i=1
(t(i) + b(i)) =
m∑
i=1
((i)− i) +
m∑
i=1
((i + m)− i)
=
2m∑
i=1
(i)− 2
m∑
i=1
i:
Since  is a permutation, this is equal to
2m∑
i=1
i − 2
m∑
i=1
i=(2m2 + m)− 2(m(m+ 1)=2)=m2:
Hence [n]()= (n1(); n2(); : : : ; nm()) is a partition of m2, satisfying the stated
conditions.
If [n]()= [n] we shall say that a permutation ∈m induces the partition [n]. We
can collect the terms in m(s) as follows:
m(s)=
∑
[n]
a[n]m([n]; s);
where the sum is over all partitions of the kind speci8ed in Lemma 1, and
m([n]; s)=
∑
 induces [n]
sign()se():
Lemma 2. If i[n] is the coe3cient of sm
2−i in m([n]; s) then
m2−i[n] = (−1)mi[n]:
Proof. Given ∈m, de8ne ∗ as follows:
∗(i)=
{
(i + m) if 16i6m;
(i − m) if m+ 16i62m:
Then ∗ is in m and ∗ = . We shall show that
sign(∗)= (−1)m sign(); [n](∗)= [n](); e(∗)=m2 − e():
Let i (16i6m) denote the transposition that switches (i) and (i + m). Then
∗= 12 : : : m, so sign()= (−1)msign(∗).
It follows from the de8nitions that t∗ = b and b∗ = t. Hence nk(∗)= nk() for
16k6m.
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Finally, sk occurs in a term ri; (i) if and only if 16i6m and k =m − ((i) − i).
Hence, using the formula obtained in Lemma 1,
e()=
m∑
i=1
(m− t(i))=m2 −
m∑
i=1
t(i)=
m∑
i=1
b(i);
and
e(∗)=
m∑
i=1
(m− t∗(i))=m2 −
m∑
i=1
b(i):
Hence e() + e(∗)=m2.
Thus  and ∗ induce the same partition, and if  contributes to the coeMcient of
si then ∗ contributes to the coeMcient of sm
2−i, with the same sign if m is even but
opposite sign if m is odd.
The result can be expressed by the equation
sm
2
m([n]; s−1)= (−1)mm([n]; s):
Equivalently, we can write m([n]; s), when m is odd, in the form
0[n](sm
2 − 1) + 1[n](sm2−1 − s) + · · ·+ M [n](sM+1 − sM );
where M =(m2 − 1)=2. (There is a slightly diPerent expression if m is even.) In the
next section we shall show that the coeMcients satisfy certain relations, and discuss
the case m=3 in detail.
3. Simplication of the condition
Lemma 3. The generic polynomial m(s)= det R(as; a) factorizes as
m(s)= am(s− 1)mm(s);
where m(s) is a reciprocal polynomial of degree m(m− 1).
Proof. The factors follow immediately from the explicit form of R(as; a). Subtract row
m+ i from row i, for each i in the range 16i6m. The resulting non-zero entries are,
in row i and column j (i6j6m+ i − 1),
(sm−j+i − 1)aj−i =(s− 1)(1 + s+ · · ·+ sm−j+i−1)aj−i :
The other entries in row i are zero. In particular, the new entry in row m and column
2m is zero, so there is only one non-zero entry in that column, which is am in the last
row. Expanding in terms of the last column and removing the factor (s−1) from each
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of the terms in rows 1 to m, we get
m(s)= am(s− 1)mm(s);
where m(s) is a determinant of size 2m− 1.
In the previous section we showed that sm
2
m(s−1)= (−1)mm(s). Thus
sm
2
am(s−1 − 1)mm(s−1)= (−1)mam(s− 1)mm(s):
This implies that
sm(m−1)m(s−1)= m(s);
which means that m(s) is a reciprocal polynomial.
The following corollary is no surprise, because when s=1 the condition 1 = s2
means that the equation a()= 0 has a double root.
Corollary. m(1) is an integer multiple of the discriminant of a().
Proof. In each of the rows 1 to m of (1) the non-zero entries are as follows.
m (m− 1)a1 (m− 2)a2 : : : 2am−2 am−1:
These are the coeMcients of a′(), so (1) is the resultant of a′() and a(), which is
a multiple of the discriminant of a().
Since m(s) is a reciprocal polynomial of degree m(m− 1) can write
m(s)= sm(m−1)=2
(
 0 +
m(m−1)=2∑
i=1
 i(si + s−i)
)
:
The common factor am has been removed, so the coeMcients  i are integral linear
combinations
∑
 i[n′]a[n′], where the sum is now over partitions [n′] of m(m − 1)
with the appropriate properties. The integers  i[n′] can be expressed in terms of the
integers i[n] by using the formula m(s)= am(s−1)mm(s). This formula also implies
that the i[n] satisfy certain relations. (See the discussion of the case m=3 below.)
Further simpli8cation occurs when the variable s is replaced by t= s + s−1 + 2.
The condition |s|=1 implies that s= exp(i!), where ! is real, and so t=4 cos2(!=2).
Hence t is real and lies in the range 06t64. The identity
sk + s−k =(s+ s−1)k −
k=2∑
i=1
(
k
i
)
(sk−2i + s−k+2i)
implies that for each k¿0, sk + s−k can be expressed as a polynomial #k(t) with
integer coeMcients. In fact, de8ning #0(t)= 1, we have the recursion
#k(t) = (t − 2)k −
k=2∑
i=1
(
k
i
)
#k−2i(t):
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For example,
#1(t)= t − 2; #2(t)= t2 − 4t + 2; #3(t)= t3 − 6t2 + 9t − 2:
It follows that m(s)= sm(m−1)=2rm(t), where t= s+ s−1 + 2 and
rm(t)=
m(m−1)=2∑
i=0
bi#i(t)
is a polynomial of degree m(m− 1)=2.
We can now complete the proof of Theorem 1. Given the m×m matrix-valued func-
tion A(z), the functions a1(z); a2(z); : : : ; am(z) are the coeMcients of its characteristic
polynomial. Replacing each monomial a[n] that occurs in rm(t) by the function
a[n](z)= a1(z)n1a2(z)n2 : : : am(z)nm ;
we have the polynomial vA(t; z). As a polynomial in t it has degree m(m− 1)=2, and
as a polynomial in z its degree depends upon the degrees of the polynomials ai(z).
We have shown how to construct vA(t; z) from the generic polynomial rm(t), which
can be constructed (in theory) by combinatorial means.
Example. When m=3 there are 8ve partitions of m2 = 9 in which no part exceeds 3
and no part is repeated more than three times. The corresponding monomials, that
contribute to 3(s), are
a33; a1a2a
2
3; a
3
1a
2
3; a
3
2a3; a
2
1a
2
2a3:
We shall determine the contribution of the monomial a1a2a23 to 3(s), and hence the
contribution of a1a2a3 to r3(t).
According to the theory developed in Section 2, we have to enumerate the permu-
tations  that induce the partition (1; 1; 2). Consider the associated functions t= t and
b= b. These functions must take the values 1; 2; 3 (respectively) 1; 1; 2 times, and
hence the value 0 twice. Thus
{t(1); t(2); t(3); b(1); b(2); b(3)}= {0; 0; 1; 2; 3; 3}:
Because of the symmetry between  and ∗ it is only necessary to consider the cases
where t(1) + t(2) + t(3) is one of the numbers 0; 1; 2; 3; 4. In fact 0 cannot occur and
there are just 8ve possibilities for {t(1); t(2); t(3)}:
{0; 0; 1}; {0; 0; 2}; {0; 0; 3}; {0; 1; 2}; {0; 1; 3}:
The corresponding exponents e=9− t(1) + t(2) + t(3) are 8; 7; 6; 6; 5.
It remains to determine the order in which these values can be assigned to t(1), t(2),
t(3), and the complementary set of values to b(1), b(2), b(3), in such a way that t
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and b determine a permutation . It suMces to work out the possibilities for e=8; 7; 5,
which are given in the following table.
t(1) t(2) t(3) b(1) b(2) b(3) e  sign
0 0 1 2 2 3 8 (34) −
0 0 2 3 1 3 7 (35) −
0 2 0 1 3 3 7 (24) −
0 1 3 3 0 2 5 (2365) −
0 3 1 2 0 3 5 (25)(34) +
1 3 0 0 2 3 5 (1254) −
The possibilities for e=6 are not needed because (as indicated above) the coeMcients
i[n] (06i64) of 3([n]; s) are not independent. In fact the existence of the factor
(s− 1)3 means that
90[n] + 71[n] + 52[n] + 33[n] + 4[n] = 0:
Our calculations have shown that, when [n] = (112), 0[n] = 0, 1[n] =−1, 2[n] =−2,
and 4[n] = − 1. Hence 3[n] = 6 and the contribution of the monomial a[n] = a1a2a23
to 3(s) is
a1a2a23(−(s8 − s)− 2(s7 − s2) + 6(s6 − s3)− (s5 − s4)):
Removing the factors a3(s− 1)3 we get the contribution of a1a2a3 to 3(s):
a1a2a3(−(s5 + s)− 5(s4 + s2)− 6s3):
Dividing by s3 and making the substitution t= s+ s−1 + 2 we get the contribution of
a1a2a3 to r3(t):
a1a2a3(−#2(t)− 5#1(t)− 6)= − a1a2a3(t − 1)(t + 2):
Carrying out the same process for the other relevant monomials leads to the formula:
r3(t)= (t − 1)3a23 − (t − 1)(t + 2)a1a2a3 + ta32 + ta31a3 − a21a22:
Of course, the combinatorial method is only useful for theoretical purposes. In prac-
tice, modern computer–algebra systems, such as Maple, will evaluate 3(s) directly
as the determinant of 6× 6 matrix, and perform the subsequent algebraic reductions,
instantaneously.
Putting t=4 gives
r3(4)= 27a23 − 18a1a2a3 + 4a32 + 4a31a3 − a21a22
which is (apart from an integer factor) the discriminant of the cubic polynomial
a()= 3 + a12 + a2 + a3. Since t=4 corresponds to s=1, this is consistent with
the Corollary to Lemma 3. Putting t=0 gives r3(0)= − (a3 − a1a2)2, which is also
part of a general pattern, to be explained in the next section.
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4. The square property
The values t=0 and 4 are obviously special. The value t=4 corresponds to s=1,
when the equation a()= 0 has roots 1 = 2, and it follows that rm(4) is a multiple of
the discriminant. The value t=0 corresponds to s= − 1, and in this case the equation
a()= 0 has roots 1; 2 with 1 = − 2. Trivially, it is also true that 2 = − 1, so we
should expect the resultant of a() and a−1() to have double roots. In this section
we shall show that ±rm(0) is indeed a perfect square.
Let
f()=
1
2
(a() + a(−)); g()= 1
2
(a()− a(−)):
Then if m is even
f()= m + a2m−2 + · · ·+ am−22 + am;
g()= a1m−2 + a3m−4 + · · ·+ am−32 + am−1;
and if m is odd
f()= a1m−1 + a3m−3 + · · ·+ am−12 + am;
g()= m−1 + · · ·+ am−32 + am−1:
In both cases we can consider f and g as polynomials in %= 2. They have a common
root %1 = 21, and so the resultant of f and g vanishes. The resultant is the determinant
of an (m− 1)× (m− 1) matrix Sm, which, in the even case, is
Sm =


1 a2 a4 : : : am 0 : : : 0
0 1 a2 : : : am−2 am : : : 0
: : : : : : : : : : : :
0 0 0 : : : a4 a6 : : : am
a1 a3 a5 : : : 0 0 : : : 0
0 a1 a3 : : : am−1 0 : : : 0
: : : : : : : : : : : :
0 0 0 : : : a3 a5 : : : am−1


:
There is a similar form when m is odd. For example, when m=3; 4; 5, the matrices
are
S3 =
(
1 a2
a1 a3
)
; S4 =


1 a2 a4
a1 a3 0
0 a1 a3

 ; S5 =


1 a2 a4 0
0 1 a2 a4
a1 a3 a5 0
0 a1 a3 a5

 :
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The argument given above shows that a necessary and suMcient condition for a−1()
and a() to have a common root is that det Sm =0. This condition is related to our
general framework by the following result.
Lemma 4. If Sm is the (m − 1)× (m − 1) matrix described above, and rm(t) is the
polynomial of degree m(m− 1)=2 de2ned in Section 3, then
rm(0)= (−1)m(m+1)=2(det Sm)2:
Proof. Let R=R(a−1; a) and
X =
1
2
(
I I
−I I
)
;
where the submatrices are all of size m×m. Then XR has one non-zero entry (1) in
the 8rst column, and one non-zero entry (am) in the last column. Expanding det XR in
terms of these two columns gives
det XR= am det (Sm ⊗ I2);
where ⊗ denotes the Knonecker product, and I2 is the 2× 2 identity matrix. Since
det X =2−m and det(Sm ⊗ I2)= (det Sm)2, we have
det R=2mam(det Sm)2:
Putting s= −1 in Lemma 3, we have det R= am(−2)mm(−1), and from the de8nition
of rm, m(−1)= (−1)m(m−1)=2rm(0). The result follows.
Theorem 2. With the conditions as stated in Theorem 1, there is a polynomial fA
with integer coe3cients such that
vA(0; z) = fA(z)2:
5. Segments and singularities
In general, the polynomial vA(t; z) can be expressed in the form wA(z)uA(t; z), where
wA(z) is a polynomial independent of t and
uA(t; z)=p0(t)zh + p1(t)zh−1 + · · ·+ ph(t);
the coeMcients pi(t) (06i6h) being polynomials in t with integer coeMcients.
If 
 is such that wA(
)= 0, then vA(t; 
)= 0 for all t ∈ [0; 4], and the point 
 is in
E(A). We shall refer to such points as degenerate arcs.
Provided that p0(t0)=0, the equation uA(t0; z)= 0 is a polynomial equation of degree
h in z. Let z0 be any one of its h roots. By the implicit function theorem, if the Jacobian
of the mapping z → uA(t0; z) is not zero at z0, then there is a neighbourhood N of t0
and a continuously diPerentiable function z(t) de8ned on N , such that z(t0)= z0 and
uA(t; z(t)) is identically zero for t ∈N . This means that, apart from the degenerate arcs,
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E(A) is a union of h images of the interval [0; 4]. These images are diPerentiable arcs,
except possibly at the end-points of the interval and points where the Jacobian is zero.
The points corresponding to t=0 are particularly important. It follows from Theorem
2 that the roots of uA(0; z)= 0 are double roots, and so if there are d distinct roots, we
must have h=2d, provided that p0(0) = 0. Consequently the images of [0; 4] occur
in d pairs, the end-points corresponding to t=0 of two paired arcs being coincident.
We shall refer to such a pair of arcs as a segment.
In terms of the parameter ! (recall that t=4 cos2(!=2)), a segment is the image
of the interval [0; 2]. It is not however a homeomorphic image of the circle |s|=1:
since the transformation t= s + s−1 + 2 is not regular at s=0 the image of !=0 is
(in general) diPerent from the image of !=2.
In summary, the set E(A) consists of d segments, together with some degenerate
arcs. The end-points of each segment are two distinct roots of uA(4; z)= 0, and each
segment contains a double root of uA(0; z)= 0 as an interior point. The segments are
smooth, except at points where the Jacobian vanishes.
For each t the Jacobian of the mapping z → uA(t; z) is |u′A(t; z)|2, where u′A denotes
the derivative with respect to z. So the Jacobian vanishes if and only if u′A(t; z)= 0.
Thus the condition that there is a point which lies on one of the equimodular curves, and
where the Jacobian vanishes, is that there exist t∗ and z∗ such that uA(t∗; z∗)= 0 and
u′A(t
∗; z∗)= 0. In other words, there is a value t∗ such that the equations uA(t∗; z)= 0
and u′A(t
∗; z)= 0 have a common root.
So we have to 8nd the values of t for which
uA(t; z)=p0(t)z2d + p1(t)z2d−1 + · · · + p2d(t)
has a double zero in z. The condition for this to happen is that the discriminant of
uA(t; z) vanishes. Since the discriminant is (a multiple of) the resultant of uA(t; z) and
u′A(t; z), it is a polynomial discA(t) with integer coeMcients. In fact, discA(t) has a factor
(t − t0)% if and only if uA(t0; z)= 0 has % double roots, and in particular, since all the
roots of uA(0; z)= 0 are double roots, this means that discA(t) has a factor td. Thus in
order to 8nd singularities of the equimodular curves we have to 8nd the roots of
t−d discA(t)= 0 for t ∈ (0; 4);
and locate the corresponding points z ∈E(A). Each root tc will give rise to 2d points
z satisfying uA(tc; z)= 0, two on each of the d segments, but (in general) only one of
these points is a singularity.
The general theory of singularities has been studied by Whitney [16] and others. One
type of singularity that turns up in the study of zeros of chromatic polynomials is the
real-crossing singularity. (In fact no other types of singularity have been encountered
as yet.) A real-crossing singularity occurs at a point xc on the real axis, and it can be
explained as follows. An explicit example is given in Section 9.
When x is real the eigenvalues of A(x) are either real numbers or pairs of conjugate
complex numbers. Since conjugate complex numbers have equal modulus, it is to be
expected that parts of the real axis belong to E(A). The typical situation is that there
is an interval [x1; x2] and a pair of eigenvalues (x); R(x), such that the ends of the
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interval are points where = R: in other words, the two eigenvalues are real and equal
at x1 and x2. When this happens, x1 and x2 must be the end-points of segments of
E(A).
In ‘regular’ cases the interval [x1; x2] is a complete segment of E(A), but it is possible
that there is a singularity xc inside the interval. In this situation, the interval [x1; xc] is
part of a segment that is non-diPerentiable at xc and is completed by an arc joining
xc to a complex point w. Similarly, the reverse interval [x2; xc] is part of a segment
that is non-diPerentiable at xc and is completed by an arc joining xc to Rw. These two
segments are shaped like  and  respectively, and together they form a cross with
centre at xc.
In terms of the parameter t, the behaviour at xc can be visualized as follows. When
t= tc−. there are roots of uA(tc; z)= 0 just above and just below xc. When t= tc, these
roots collide. When t= tc + . the roots are on the real axis, one either side of xc.
6. Reducible matrices
In this section we discuss the equimodular curves in the case when A is reducible,
in the sense that A(z) is similar to a matrix(
B(z) V (z)
O C(z)
)
;
where the constituents B(z) and C(z) are square matrices and O is a matrix consisting
entirely of 0’s. In this situation, it is clear that the eigenvalues of A(z) are those of
B(z) and C(z). The equimodular curves are determined by two eigenvalues of B(z),
or two eigenvalues of C(z), or one eigenvalue of B(z) and one eigenvalue of C(z). If
we denote by E(B; C) the set of points z where there is an eigenvalue of B(z) and an
eigenvalue of C(z) with the same modulus, then
E(A)=E(B)∪E(C)∪E(B; C):
It will be shown that if B and C are distinct and irreducible, E(B; C) is a set of closed
curves. The proof is given in the algebraic framework developed in Sections 2 and 3,
although it is possible that a more direct proof could be found.
If A(z) is reducible, its characteristic polynomial a() is equal to b()c(), where
u() and w() are the characteristic polynomials of the constituents B(z) and C(z).
For the time being we continue to work with generic polynomials—that is, we use
the indeterminate ai instead of the function ai(z). Thus, in the reducible case, the
coeMcients a1; a2; : : : ; am of a() are given in terms of the coeMcients b1; b2 : : : ; bk
of b() and the coeMcients c1; c2 : : : ; c‘ of c() by the usual rule for multiplying
polynomials.
Lemma 5. If a()= b()c(), then
det R(as; a)= det R(bs; b) det R(cs; c) det R(bs; c) det R(b; cs):
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Proof. This follows from the general result [7, p. 73] that for polynomials ,  , 5,
det R(;  5)= det R(;  ) det R(; 5):
We have shown that the polynomial m(s)= det R(as; a) is equal to am(s−1)mm(s),
where m(s) is a reciprocal polynomial. Here it is helpful to indicate the names of the
indeterminates and write m(s) as m(s; a). Thus
det R(as; a)= am(s− 1)mm(s; a);
det R(bs; b)= bk(s− 1)kk(s; b);
det R(cs; c)= c‘(s− 1)l‘(s; c):
Since m= k + ‘ and am = bkc‘ it follows from Lemma 5 that
m(s; a)= k(s; b)‘(s; c) det R(bs; c) det R(b; cs):
Here det R(bs; c) is a polynomial in s of degree kl, which we shall denote by
q(s)=
k‘∑
i=0
8isk‘−i :
Lemma 6. With the notation as above, det R(b; cs) is the reverse polynomial
q˜(s)=
k‘∑
i=0
8isi:
Proof. It is clear from the de8nition of the resultant that, for any constant 9,
det R(b9; c9)= 9k‘det R(b; c):
Hence
det R(b; cs)= sk‘det R(bs−1 ; c)= s
k‘8(s−1)= q˜(s):
The next lemma is the algebraic form of the fact that E(A)=E(B)∪E(C)∪E(B; C).
Lemma 7. Given A; B; C as in the preceding discussion, there is a polynomial function
vB;C : R×C→ C such that vA = vBvCvB;C and
E(B; C)= {z ∈C | vB;C(t; z)= 0 for some z ∈ [0; 4]}:
Proof. Lemmas 5 and 6 imply that
m(s; a)= k(s; b)‘(s; c)q(s)q˜(s):
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Inserting the relevant functions rm(t); rk(t); r‘(t) gives
sm(m−1)=2rm(t)= sk(k−1)=2rk(t)s‘(‘−1)=2r‘(t)q(s)q˜(s):
Clearly q(s)q˜(s) is a reciprocal polynomial of degree 2kl in s. Thus we can make the
substitution t= s+ s−1 + 2 and obtain
q(s)q˜(s)= sk‘q(s)q(s−1)= sk‘rk; ‘(t);
where rk; ‘(t) is a polynomial of degree k‘ in t, and rm(t)= rk(t)r‘(t)rk; l(t). Replacing
the indeterminates by the relevant functions, we get
vA(t; z)= vB(t; z)vC(t; z)vB;C(t; z):
Since we know that vA; vB; vC de8ne E(A); E(B); E(C), respectively, it follows that vB;C
de8nes E(B; C).
Theorem 3. Suppose that B(z) and C(z) are distinct and irreducible. Then the equi-
modular curves E(B; C) are closed curves.
Proof. The value t=4 corresponds to s=1, and so vB;C(4; z) is obtained by substitu-
tion in the generic polynomial rk; ‘(4)= q(1)q˜(1). But
q(1)q˜(1)= (det R(b; c))2:
Replacing the indeterminates by the relevant functions, it follows that there is a poly-
nomial gB;C such that
vB;C(4; z)= gB;C(z)2:
Hence the roots of vB;C(4; z)= 0 are double roots, and the segments comprising E(B; C)
link up to form closed curves.
7. The dominance property
The intended application of the work presented here concerns the limit set of the
zeros of certain sequences of polynomials. A theorem of Beraha–Kahane–Weiss [1]
asserts that (apart possibly from some isolated points) the limit points are a subset
of those parts of the equimodular curves that have a ‘dominance’ property, which we
now de8ne.
For each z ∈C the spectral radius of the square matrix A(z) is
mA(z)= max{|| | det (I − A(z))= 0}:
We say that a point 
 is dominant for A if there are two eigenvalues 1; 2 of A(
)
such that
|1|= |2|=mA(
):
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By convention, this includes the case where there is an eigenvalue , of algebraic
multiplicity 2 or more, such that ||=mA(
). We shall denote the set of dominant
points for A by D(A). Clearly D(A)⊆E(A).
Points that lie on an equimodular curve are not necessarily dominant, so D(A) is, in
general, a proper subset of E(A). Roughly speaking, if A(z) is an m×m matrix there
are 12m(m− 1) equimodular curves, only one of which is dominant. Thus any method
of determining D(A) which involves 8nding E(A) before applying the dominance con-
dition, is not very eMcient.
A better approach is based on the observation (Section 5) that every equimodular
curve is the union of segments. Each segment has end-points given by a root of
vA(4; z)= 0, and contains a double root of vA(0; z)= 0. We shall refer to these points
as special points. For each special point 9 it is easy to determine whether or not 9 has
the dominance property, by explicitly computing all the eigenvalues of A(9). Then, for
each dominant special point we may carry out a local search to determine the behaviour
of the of equimodular curve in its vicinity. The results of Salas and Sokal [13, Section
4.2] are useful here. This process can be repeated, and it will (in favourable cases)
produce a dominant equimodular curve. But there can be complications caused by
singularities (Section 5) and triple points (see below, Section 8).
Now consider the case where A(z) is reducible, with just two distinct irreducible
constituents, B(z) and C(z). We shall say that a point z∗ is dominant for the pair
(B; C) if mB(z∗)=mC(z∗), and denote the set of points dominant for (B; C) by D(B; C).
Clearly, D(B; C) is a subset of E(B; C) and
D(B; C)⊆D(A)⊆D(A)∪D(B)∪D(B; C):
According to Lemma 7, the curves comprising E(B; C) are de8ned by the vanishing
of a polynomial function vB;C(t; z). As in the irreducible case these curves can be
decomposed into segments, and here we have the additional property that the special
points de8ned by vB;C(4; z)= 0 occur in pairs, so that the segments link up to form
closed curves. Since vB;C(t; z) is of the form q(s; z)q˜(s; z), and the values t=4 and 0
correspond to s=1 and −1 respectively, it is easier to work with the polynomial q.
Thus the local search method outlined above can be used to 8nd D(B; C), but the same
diMculties may arise.
8. Triple points
An equimodular curve is smooth, except at points where a Jacobian vanishes How-
ever, there may be points where the curve is smooth but the dominance property is
not preserved. Indeed, the dominance property will be altered at points where a third
eigenvalue is equal in modulus to the two eigenvalues that de8ne the curve. We
shall say that  is a triple point if three (or more) eigenvalues have equal modu-
lus at . (Salas and Sokal [13] refer to this as a T-point.) A triple point lies on
three equimodular curves, corresponding to the three possible pairs of these three
eigenvalues.
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The method outlined in the previous section will recognize a triple point. As we ap-
proach a triple point, the local search will encounter extra points having the equimod-
ular and=or dominance properties. This also happens as we approach a singularity, but
a triple point can be distinguished from a singularity by testing whether the Jacobian
is zero.
It is possible that all three eigenvalues involved in a triple point are dominated by
some other eigenvalue, in which case the triple point plays no part in the determination
of D(A). But if a triple point  lies on a curve that is known to be dominant, each of
the three curves passing through  has the property that its points on one side of  are
in D(A), while those on the other side are not.
When A is reducible, with two irreducible constituents B and C, it is natural to
begin by 8nding D(B) and D(C). Only a part of D(B)∪D(C) is in D(A): a point 

in D(B) is dominant for A if and only if the two dominant equimodular eigenvalues
of B dominate all the eigenvalues of C at 
; and similarly with B and C switched.
The application of this simple criterion may involve the determination of triple
points. The following useful theorem was noted by Matveev and Shrock [11]. It im-
plies that, in the construction of D(B; C) by the local search process, triple points
will occur if and only if the curve under construction hits D(B) or D(C), and such
a triple point will separate a part of D(B) or D(C) that belongs to D(A) from a part
that does not.
Theorem 4. A triple point that belongs to D(B; C) must belong to D(B)∪D(C).
Proof. Consider part of an equimodular curve that belongs to D(B; C). With suit-
able care about the domain of de8nition, we may suppose that there are eigenvalues
1(z); %1(z) such that the curve is de8ned by an equation of the form |1(z)|= |%1(z)|,
where |1(z)|=mB(z) and |%1(z)|=mC(z). Then at a triple point  there is a third
eigenvalue equal in modulus to 1() and %1(). Without loss of generality, we may
take it to be an eigenvalue %2() of B(). It follows that the two other equimodular
curves passing through  are de8ned by the equations
|1(z)|= |%2(z)|; |%1(z)|= |%2(z)|:
Since |%1(z)|=mC(z) in a neighbourhood of , it follows that the second curve is in
D(C), and hence  is in D(C).
9. An example
Let
B(z)=


z4 + 2z3 + 3z2 + z + 1 z3 + z z3 + z2 + 2z
−1 z2 −z
−(z2 + z + 1) −z −z

 ;
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C(z)=


−z 1 0 −1
−z z2 + 1 1 z
1 −z + 1 −z −1
−1 z 0 1

 :
These matrices arise in the discussion of the limit points of the chromatic roots of
the family of generalized dodecahedra [4,5]. They do not completely solve that prob-
lem (another matrix is also involved); however, their individual properties and their
interaction as constituents of a matrix A(z) provide a good illustration of the methods
developed above.
The coeMcients of the characteristic polynomials of B(z) and C(z) are:
b1(z)= − z4 − 2z3 − 4z2 − 1;
b2(z)= z(z + 1)(z4 + z3 + 2z2 + 2);
b3(z)= − z4 − 2z3 − z2;
c1(z)= − z2 + 2z − 2;
c2(z)= − 2z3 + z2 − 2z − 1;
c3(z)= − z4 + 1;
c4(z)= z2 + +2z + 1:
The polynomials vB and vC can be calculated by substituting these coeMcients in the
generic polynomials r3(t) and r4(t). For vB, the result is of the form
vB(t; z)= − z2(z + 1)2(z16 + 6z15 + (25− t)z14 + · · ·);
and from it the discriminant discB(t) can be obtained.
The form of vB(t; z) indicates that there are two degenerate arcs, 0 and −1, and the
rest of E(B) comprises 8 segments. The special points are listed in [4]. The dominance
condition eliminates all of them except:
(t=4) : −1:8726± 1:1275i; −0:3412± 1:1615i; 0:1541; 0:6066;
(t=0) : −1:0788± 1:7292i; 0:1601± 0:4718i:
Here, and in the ensuing discussions, points are represented by an approximation to
four decimal places.
All the 4-points except the second pair are single roots. Thus −1:8726 + 1:1275i
is the end point of a segment of a dominant equimodular curve. This segment passes
through the 0-point 1:0788 + 1:7292i and terminates at the 4-point −0:3412 + 1:1615i.
Since this is a double root, another segment begins at this point; it passes through
the 0-point 0:1601 + 0:4718i and continues until it hits the real axis at 0:3369. This
point is a real-crossing singularity, of the type described in Section 5. In fact there
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are only two roots of discB(t)= 0 in the open interval (0; 4), 2:3587 and 3:0850, and
the 8rst one determines the singularity at 0:3369. (The second one also corresponds to
a real-crossing singularity, but it is on a non-dominant curve [4].) Thus the segment
approaching 0:3369 from above is non-diPerentiable at this point: we may think of it
as turning sharp right along the real axis, and terminating at 0:1541.
Starting from −1:8726−1:1275i we obtain the conjugates of the points just described,
except that the segment approaching 0:3369 from below turns sharp right at that point
and terminates at 0:6066. All the dominant special points have been covered, so we
conclude that D(B) is the union of four segments, two of which are non-diPerentiable
at the singularity.
For the matrix C(z), we have
vC(t; z) =−(z + 1)2((t − 4)z16 + (2t2 − 12t + 8)z15
+ (t3 − 8t2 + 28t − 18)z14 + · · ·):
Here too only a few of the special points have the dominance property:
(t=4): −1:5684± 2:1597i; 0:5000;
(t=0): 0:5324± 1:5856i:
The point 0:5000 is a double root.
Let <1 be the segment with end-point −1:5684+2:1597i. This segment passes through
the 0-point 0:5324 + 1:5856i and remains dominant until it hits a triple point  at
0:5872 + 1:4516i. The two other segments <2 and <3 passing through  intersect <1
again at another triple point  =0:5944+1:2671i. Between these two points <2 and <3
are dominant, but <1 is not. However <1 becomes dominant again after passing through
 , and it terminates at 0:5000. The rest of D(C) is conjugate to what has just been
described: thus it comprises the entire segment R<1, except for a small section between
R and R , where parts of the segments R<2 and R<3 are dominant.
It remains to 8nd D(B; C). The equimodular curves E(B; C) are obtained from the
generic polynomial r3;4(t)= s−12q(s)q˜(s), where
q(s)= det


s3 s2b1 sb2 b3 0 0 0
0 s3 s2b1 sb2 b3 0 0
0 0 s3 s2b1 sb2 b3 0
0 0 0 s3 s2b1 sb2 b3
1 c1 c2 c3 c4 0 0
0 1 c1 c2 c3 c4 0
0 0 1 c1 c2 c3 c4


:
Thus q is a polynomial of degree 12 in s,
∑
8is12−i. The coeMcients 8i are integral
linear combinations of terms of the form  !, where each  is a monomial of weight
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i in the b’s and each ! is a monomial of weight 12− i in the c’s. For example,
80 = c34; 81 = − b1c3c24; 82 = b2c23c4 + b21c2c24 − 2b2c2c24:
Substituting the relevant functions of z, as given above, we obtain a polynomial function
of s and z,
q(s; z)= (z + 1)4q0(s; z);
where q0 is a polynomial of degree 22 in z. Putting s=1 the coeMcients of z22, z21
and z20 vanish, and we get
q0(1; z)= z(z + 1)4(z5 + 3z3 + 2z − 2)p9(z);
where
p9(z)= 4z9 + 6z8 + 10z7 + 9z6 − 12z5 + 6z4 − 28z3 + 15z2 − 6z + 4:
Similarly putting s= − 1 we get
q0(−1; z) = 4z22 + 12z21 + 42z20 + 48z19 + 126z18 + 42z17 + 233z16
− 226z15 + 351z14 − 642z13 + 852z12 − 1038z11 + 1476z10
+ 1010z9 + 1107z8 − 1010z7 + 859z6 +−670z5 + 380z4
− 206z3 + 88z2 − 20z + 2:
It turns out that only 4 of the roots of q(1; z)= 0 and 2 of the roots of q(−1; z)= 0
have the dominance property. (It follows from the general theory that these points are
double roots of vB;C(4; z)= 0 and vB;C(0; z)= 0 respectively.) They are:
(s=1) : −1:0000; −0:4660± 1:4456i; 0:6383;
(s= − 1) : 0:2574± 0:6675i:
In particular, the point 0:6383 is the largest real root of p9(z)= 0. This identi8es the
critical value 2:6383 found by Chang [5], a value which has special signi8cance in the
physical context.
In the construction of D(B; C) four triple points are encountered. Starting from
0:6383, two segments extend to the left until they hit triple points on D(C) at 0:5043±
0:1927i. Here dominance is acquired by segments that pass through the dominant spe-
cial points at 0:2574 ± 0:6675i and terminate at −0:4660 ± 1:4456i. The end points
are double roots, so new segments start there, hitting D(B) at triple points −0:6735±
1:5822i. At these points dominance is acquired by another pair of segments that join
up at the dominant special point −1:0000.
Let A(z) be a matrix with constituents B(z) and C(z). The preceding description
shows that the subset D(B; C) of D(A) is the union of parts of three closed curves in
E(B; C). It also determines the parts of D(B) and D(C) that belong to D(A): they are
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the parts of D(B) to the left of the triple points that lie on it, and the part of D(C)
that joins the triple points that lie on it.
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