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Abstract
Eye movements play a vital role in perceiving the world. Eye gaze can give a
direct indication of the users point of attention, which can be useful in improving
human-computer interaction. Gaze estimation in a non-intrusive manner can make
human-computer interaction more natural. Eye tracking can be used for several
applications such as fatigue detection, biometric authentication, disease diagnosis,
activity recognition, alertness level estimation, gaze contingent display, human-
computer interaction, etc. Even though eye tracking technology has been around
for many decades, it has not found much use in consumer applications. The
main reasons are the high cost of eye tracking hardware and lack of consumer
level applications. In this work, we attempt to address these two issues. In the
first part of this work, image-based algorithms are developed for gaze tracking
which includes a new two-stage iris center localization algorithm. The iris center
location along with eye corners are used to develop a gaze tracking framework
which can operate even with off the shelf webcams. We have further developed
an algorithm for head-mounted eye trackers. Most of the available algorithms
perform well only in controlled environments. In order to make eye tracking
ubiquitous, they should work in outdoor conditions as well. To this end, we have
developed a new algorithm which works in challenging conditions such as motion
blur, glint and varying illumination levels. A person independent gaze direction
classification framework is also developed which eliminates the requirement of user
specific calibration. A convolutional neural network based classifier is proposed
for real-time gaze direction classification.
In the second part of this work, we have developed two applications which
can benefit from eye tracking data. A new framework for biometric identification
based on eye movement parameters is developed. A score fusion methodology with
a new set of features extracted from fixations and saccades is adopted for biometric
identification. The addition of eye movement features along with the conventional
xv
iris recognition systems can lead to a counterfeit-proof biometric modality with
inbuilt liveliness detection capability. A framework for activity recognition, using
gaze data from a head mounted eye tracker is also developed. The information
from gaze data, ego-motion, and visual features are integrated to classify the
activities. This approach improves the classification accuracy in indoor conditions
where conventional activity detection modalities fail.
Keywords: Eye detection, Eye tracking, Gaze tracking, Eye movement bio-
metrics, Egocentric activity recognition.
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C H A P T E R 1
Introduction
1.1 Introduction
Human eyes are powerful means of nonverbal communication. They are good in-
dicators of a persons attention and interest. Eye movements are a natural part of
our interaction with the world. Gaze direction can give a direct indication of the
users point of focus. Eye movement involves an attention shift and tracking ones
gaze can reveal a lot about his actions. This can be vital in improving human-
computer interaction (HCI), developing intelligent interfaces where machines can
identify and interact with humans in a more natural way [4]. Seamless and person-
alized interaction is possible when the machine can recognize the identity, interest,
intentions, context, and actions of the user.
In this context, non-intrusive estimation of gaze location can be useful in many
practical applications. Eye gaze tracking (EGT) refers to the process of estimating
the point where the user is looking, and the instrument used for this is known as
eye tracker [5].
1
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1.2 Motivation
Even though eye tracking technology has been around for many decades, it has not
found widespread adoption at the consumer level. Several challenges need to be
addressed to make eye tracking a ubiquitous tool. The high cost of commercially
available eye trackers is one of the prime factors limiting its utility. Reduced
accuracy in real world scenarios is another factor which limits the applicability.
Lack of consumer level use cases is another issue.
In this work, an attempt is made to address the above mentioned issues. The
contents of this thesis can be divided into two parts. The first part focuses on im-
proving the image based gaze tracking systems. To attain this, we have developed
applications for two different settings, specifically for the desktop environments
and outdoor conditions. We have developed algorithms for gaze tracking in real
world conditions, keeping low cost in mind. Most of the existing eye trackers
require special hardware cameras and illumination systems making the system
costlier. However, low accuracy eye tracking systems can be developed using off
the shelf webcams with no additional hardware. It is worth noting that the accu-
racy requirement for each application is different. A comparatively low accuracy
eye tracker would suffice for localizing the approximate region of gaze for gaming
applications. High temporal, as well as spatial resolution, may be required for
applications like eye movement based biometric authentication. The cost of eye
tracking should be minimized to make the technology ubiquitous. To this end,
we propose to develop a webcam-based eye tracker which can be implemented
using the software without the requirement of any additional hardware. Further,
pervasive eye tracking is possible when eye tracking systems are wearable and ro-
bust against real world conditions. We have developed robust algorithms for head
mounted eye trackers to tackle this issue.
In the second part, two applications of eye tracking data are developed, namely
biometric authentication and activity recognition. Eye movements exhibit signa-
ture patterns with a possible use case in biometric authentication. Eye movements
are generated by a complex oculomotor plant which is very hard to spoof by me-
chanical replicas.Hence, use of eye movement dynamics along with iris recognition
technology could lead to a robust counterfeit-resistant person identification sys-
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tem. Information obtained from eye movements might be useful in defining the
user context which can be useful for designing cognitive-aware interfaces. Patterns
in eye movements can also be useful in classifying the activities of the user.
A brief introduction to eye gaze tracking along with a detailed review of current
applications and state of the art in eye tracking technology are included below.
1.3 Anatomy of eye
1.3.1 External anatomy
Figure 1.1: External anatomy of eye, a) Frontal view, b)Side view.
Figure 1.1 shows the external anatomy of the eye. The human eye contains
several parts which help in the formation of the image in the fovea. The focusing is
primarily done by the cornea, which is the front surface of the eye. Iris regulates
the amount of light reaching the back of the eye. Iris acts like a diaphragm
adjusting the size of the pupil to control the amount of light. Focusing is done by
the lens located behind pupil through a process known as accommodation. This
helps in forming a clear image even if the object in focus is near or far. The
focused light fall on the fovea and the photoreceptors in fovea convert light into
an electrical signal which is then transmitted to visual cortex via optical nerve.
There are two types of photoreceptors namely, rods and cones. The greatest
concentration of rods and cones is in an area of the retina called the fovea. The
center of the fovea known as foveola is entirely composed of cones.
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1.3.2 Imaging of eye region
Figure 1.2: Eye image captured under, a) Visible light, b) NIR lighting.
Figure 1.2 [6] shows the eye images captured in visible as well as near infrared
(NIR) lighting conditions. In visible images, the boundary between iris and sclera
is more prominent than the pupil iris boundary (also known as limbus boundary).
Most of the visible spectrum eye trackers make use of these edges for gaze tracking.
In contrast, in NIR images, pupil iris boundary is much more prominent. Most of
the commercial eye trackers leverage pupil boundary (using dark pupil method)
and glints on the eyes to estimate the gaze position. It is worth noting that
accuracy in estimating the pupil iris boundary in NIR images is much more than
determining the sclera iris boundary in visible spectrum images. However, visible
spectrum imaging has the advantage that it does not require specific hardware or
lighting arrangements and most of the smart devices are readily having a front
facing camera.
1.4 Methods for measuring eye movements
In literature, primarily four methods are used for eye tracking: scleral coil, Electro-
Oculography (EOG), Photo-Oculography (POG) or Video-Oculography (VOG),
and image-based Corneal/ Pupil reflection based method [5].
In scleral coil method, a contact lens with a mechanical or optical reference
object is worn directly on the eye. A coil is attached to the contact lens, and the
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position of eyes can be found from the electric potential induced when placed in a
magnetic field. The scleral coil method is the most accurate method for estimating
the eye position. However, the high level of discomfort due to its invasive nature
prevents its use in practical applications. Moreover, this method determines the
position of the eye with respect to the head. Gaze estimation requires the eye
position as well as the head pose. Lack of head pose information limits its use for
point gaze estimation [7].
EOG method uses the electric potential differences of skin measured through
the electrodes placed on regions around the eye. The eye movements recorded
through EOG do not give any information about the head pose. Hence, this
modality is not suitable for point of regard estimation unless the head pose is also
available (which requires another head tracker) [8].
POG method tries to measure the features of the eye such as the shape of
pupil, limbus sclera boundary, and corneal reflections from the light source. The
variations in the appearance with eye and head movements are used to estimate
the point of regard [5].
Video or image based trackers use cameras and image processing algorithms
to find the gaze point in real-time. There are different types of video-based eye
trackers such as head mount, table mount and tower mount trackers.
Literature suggests that image-based eye tracking methods are suitable for
practical applications due to their non-intrusive and non-contact nature. The
steady increase in computational power and camera quality improve the perfor-
mance of image-based eye trackers. A brief description of different types of image-
based eye trackers is provided in the next section.
1.5 Image based eye gaze tracking
There are mainly two types of image-based eye trackers based on the illumination
source, 1) Eye trackers which use active Infrared illumination and, 2) eye trackers
using visible spectrum illumination.
Active IR illumination methods utilize bright pupil and dark pupil effects (BP-
DP) [9]. These methods are efficient and accurate methods for detection of pupil
center at low frame rates and controlled conditions. The method works on a differ-
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ential infrared scheme. In this approach [10], Infrared sources of two frequencies
are used. The illumination sources are synchronized with the image capturing
system. The first image is captured with infrared lighting at 850 nm which pro-
duces a distinct glow in the pupils (the red-eye effect). The second image uses a
950 nm infrared source for illumination that results in an image with dark pupils.
These two images differ only by the brightness of pupil region. Now the difference
between the two images is found in which the pupil region will be highlighted.
After post-processing, the pupil blobs are identified and used for computing the
pupil center [11]. The main disadvantage of this method is that the detection rate
changes with several factors such as brightness changes, the size of pupils, face
orientation, and external light interference. The intensity of external light should
be limited. The reflection and glints from spectacles pose another problem. Re-
cently many developments were made in tuning the irradiation of IR illuminators.
IR illuminators have to be tuned in order to operate in different natural light
conditions, multiple reflections of glasses, and variable gaze directions. Some re-
searchers tried to implement systems which combine the active IR methods with
appearance-based methods. These combined models can robustly track eyes even
when the pupils are not very bright due to significant external illumination inter-
ferences [10]. However, active infrared based systems require special cameras and
lighting arrangements, which makes them costly. Most of the commercially avail-
able eye trackers use active illumination with different methods such as BP-DP,
dark pupil, and bright pupil method.
Recently some researchers have proposed methods [12] to use the standard
off the shelf webcams for gaze estimation without the need for any additional
hardware. The accuracy of visible spectrum trackers is less than that of the IR-
based trackers [12]. However, with the increase in camera quality available in smart
devices like mobiles and tablets, the accuracy of gaze estimation could increase.
Developing algorithms which can work in standard cameras could enhance the
adoption of the technology.
There are different configurations of eye trackers as well. The type of eye
tracker to be used varies for different applications. They can be broadly catego-
rized into two, 1) Remote eye trackers and 2) head-mounted eye trackers. Figure
1.3 shows example images of these two types.
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Figure 1.3: Different types of eye trackers, a) Remote eye tracker, b) Head-
mounted eye tracker.
1.5.1 Remote eye trackers
Remote eye trackers are placed at a distance from the user, usually in controlled
desktop environments. They can be monocular or binocular. Most of the eye
trackers use bright pupil and dark pupil effects along with the corneal glints.
The reflections and the deformations can be used to make eye tracking head pose
invariant. The main disadvantage of such trackers is that they are limited to
desktop environments.
1.5.2 Head mounted eye trackers
Head mounted trackers usually contain two cameras; one camera focuses on the
user’s eye to find the pupil center and the other camera is looking outwards captur-
ing the user’s field of view. Head mounted trackers are more useful for collecting
eye-tracking data in natural interaction environments. Typically, the eye tracking
data as well as the video from the camera are stored in the memory associated with
the eye tracker for offline analysis. Recently, with the emergence of virtual reality
(VR) headsets, there has been attempts to use eye tracking data in real-time as
an interaction channel.
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1.6 Taxonomy of eye movements
Eye movements help in orienting the fovea towards the area of interest [5]. This
is achieved by several types of eye movements such as saccades, smooth pursuit,
vergence, vestibular, and nystagmus. Eye fixations also contain small movements
of eyes. A brief description of eye movement types is given below.
1.6.1 Fixations
Fixation refers to maintaining of the visual gaze on a single location. Fixations
help in gathering visual information. The typical duration of a fixation lies in the
range of 200-300 ms. A fixation contains several other miniature eye movements
like tremor, drift, and microsaccades.
1.6.2 Saccades
The brain perceives the visual field when an area is focused in fovea during fix-
ations. Changing the focus of fixation from one region to another is achieved by
a rapid movement of the eyeball known as saccades. Saccade refers to the fast
ballistic movements of eyes which help in changing the focus of visual attention.
The duration of saccades can range from 10 to 100 milliseconds [5]. Saccades are
the fastest movement any human organ can make with a peak velocity upto 900
degrees/second.
1.6.3 Smooth pursuit
Pursuit movements are generated when the eyes are following a moving object.
The velocity of eye movement is adjusted to keep the moving stimulus in the fovea.
Tracking is carried out with catch-up saccades if the velocity of the moving object
is high.
1.6.4 Vergence
Vergence is the movements of eyes in the opposite directions. Vergence movements
help in focusing the eyes on distant objects and depth perception. There are two
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subcategories in vergence movements they are
Divergence – The simultaneous movement of both the eyes away from each other
, and Convergence – Movement of both eyes together in the inward direction.
1.6.5 Nystagmus
These are conjugate type movements [5]. There are two types of nystagmus move-
ments: Vestibular nystagmus which compensates for the head movements and
Optokinetic nystagmus which compensate for the retinal movement of the target.
1.7 Applications of eye gaze tracking
Earlier, the uses of eye gaze tracking (EGT) were limited to scientific studies
in controlled conditions. Typical applications included the study of psychology,
ophthalmology, neurology, oculomotor characteristics and abnormalities [13], [14],
[15]. Recently there has been a surge in applications of eye gaze tracking including
human-computer interaction [9], usability studies, psychology studies, biometrics
[16], virtual reality [17], gaze-contingent displays [18], usability research, disease
diagnosis and gaming [5].
The applications of EGT can be broadly classified into two categories [5],
diagnostic and interactive. In diagnostic applications, eye gaze data is used to
estimate users visual and attention processes. Interactive applications treat eye
gaze data as an input modality to interact with machines.
Duchowski [19] divides the interactive applications into two, selective and gaze-
contingent. In selective paradigm, the eye gaze is used as a pointing device similar
to a computer mouse. Gaze-contingent paradigm describes a display system which
depends on the foveated region of the eye gaze.
Inherently, human eyes function as an input device, intended to perceive visual
stimuli. However, eye movements have certain advantages in human-computer
interaction. Eye movements are much faster than hand movements (with saccadic
peak velocities up to 900 degrees/second). The user usually looks towards the
target location before making the mechanical movement using the hands [20].
However, using eye gaze directly as a replacement for the mouse has several issues
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like lack of a click mechanism (Midas touch problem). Owing to these problems
researchers have found efficient methods for incorporating eye gaze along with
traditional mouse based interaction. Zhai et al. [21] introduced MAGIC, an
approach which uses both eye gaze and mouse input for a more efficient cursor
movement control. The point of gaze also gives an explicit indication of user’s
point of attention. This information can be used in HCI to identify users context
for different actions and to respond accordingly. A detailed description of mouse
warping using eye gaze can be found in [21].
The recent advancements in the areas of virtual and augmented reality can also
be benefited from eye tracking technology [17]. Humans have foveated vision where
maximum visual information is obtained from the region which is focused on the
fovea. Virtual reality headsets can use this information to render high resolution
at the locations where the user is looking [22]. This improves the perception of
the visual scene at a reduced computational load for rendering the image. Eye
movements can also be used as an interaction modality, either as a pointing device
or for eye based typing [23],[24].
The peak velocity-duration (PV-D) ratio [25] has been reported as a good in-
dicator of fatigue level. Certain patterns of eye movements known as eye accessing
cues (EAC) [26] has been known to be related to cognitive processes. Eye move-
ments are also helpful in identifying certain kinds of diseases such as nystagmus,
schizophrenia and autism [27],[28].
Assistive technology is another area where eye tracking technology can be of
much use. In motor neuron diseases like amyotrophic lateral sclerosis (ALS), eye
tracking opens the possibility to use eye movements as an interaction channel for
persons who are paralyzed [29].
1.8 Objectives and scope of the thesis
From the above discussions, it is evident that eye tracking technology can prove
to be very useful in various domains. The focus of this work is the development
of algorithms for gaze tracking and its applications. The research issues and the
objectives are outlined here.
Pupil localization is one of the most crucial stage in gaze tracking. Most of
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the algorithms available in literature fail in challenging situations such as motion
blur, head movement, movement of iris towards corners, illumination variations,
and partial occlusions. Robust algorithms need to be developed for pupil local-
ization for these conditions. Methods available for gaze tracking typically use a
calibration stage. However, this cumbersome calibration stage can be avoided for
many applications where only the direction of gaze relative to the head is required.
Appearance-based methods can be developed for gaze direction classification with-
out the need of explicit calibration. There have been several attempts to use eye
movements as a biometric modality. However, the accuracy of most of the meth-
ods has not been satisfactory [16]. Information from saccades and fixations can be
used efficiently to improve the accuracy of these systems. Eye tracking data from
head-mounted eye trackers can be used for activity classification. Combining eye
movement patterns along with the visual features and head motion could be more
accurate in classifying activities.
The objectives of this work are listed below.
• Objective 1. To develop image-based algorithms for gaze tracking
– for desktop environments
– for head-mounted eye trackers with NIR (Near Infrared) illumination
• Objective 2. To develop a person-independent system for gaze direction
classification which can be used for cognitive state identification with eye
accessing cues.
• Objective 3. To develop an efficient framework for eye movement based
biometrics
• Objective 4. To develop a new framework for activity recognition using
eye tracking data and image based features
1.9 Contributions of the thesis
The contributions of this work can be outlined as:
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• A fast and accurate two-stage iris center localization algorithm for gaze
tracking in low-resolution video.
• A robust pupil localization algorithm for head-mounted eye trackers.
• A person independent method for gaze direction classification.
• A new framework for biometric identification using eye movements.
• A framework for egocentric activity recognition using eye movements, ego-
motion, and visual features.
1.10 Thesis organization
The organization of the thesis is given as:
• Chapter 1. Introduction
This chapter gives a brief introduction to eye tracking and its applications.
It also discusses the motivations behind the work along with objectives and
contributions.
• Chapter 2. Eye localization for gaze tracking in low-resolution
images
A framework has been developed for image based gaze tracking in desk-
top environments using an efficient iris center localization algorithm in this
chapter.
• Chapter 3. Pupil center localization algorithm for NIR images
This chapter describes the development of a robust algorithm for pupil lo-
calization in NIR images in uncontrolled conditions.
• Chapter 4. Eye gaze direction classification using Convolutional
Neural Network A convolutional neural network based approach is devel-
oped for classification of eye gaze direction which in turn helps in finding
eye accessing cues.
• Chapter 5. Eye movement-based biometric authentication A score
level fusion approach using a large set of features extracted from fixations
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and saccades for biometric authentication from eye tracking data is presented
in this chapter.
• Chapter 6. Activity recognition from head mounted eye tracker
A framework for recognition of human activities from egocentric video and
eye tracking is presented.
• Chapter 7. Conclusions and future scopes
This chapter concludes the work and discusses the future scope of the work
presented in this thesis.
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C H A P T E R 2
Eye Localization for Gaze
Tracking in Low-Resolution
Images
This chapter presents an efficient framework developed for image based gaze
tracking in desktop environments. The challenging problem of iris center local-
ization is solved using a novel two-stage algorithm. With the proposed frame-
work, even low-cost consumer-grade webcams can be used for gaze tracking
without any additional hardware.
2.1 Introduction
Localization and tracking of the eye can be useful in face alignment, gaze tracking
and human-computer interaction [30]. The majority of the commercially available
eye trackers use active IR illumination. However, IR-based methods need extra
hardware and specifically zoomed cameras that limit the movement of the head.
Further, the accuracy of IR-based method falls drastically in uncontrolled illumi-
nation conditions. An image-based algorithm for localizing and tracking the eye
15
Eye Localization for Gaze Tracking in Low-Resolution Images
in the visible spectrum is proposed in this chapter. The main advantage of such
a method is that it does not require any additional hardware and can work with
regular low-cost webcams.
Several approaches have been reported in the literature for the detection of
iris center in low-resolution images. These methods can be broadly classified into
four categories 1) Model-based methods, 2) Feature-based methods, 3) Hybrid
methods, and 4) Learning-based methods. Model-based approaches generally ap-
proximate iris as a circle. The accuracy of such methods may deteriorate when
model assumptions are violated. In feature-based methods [30], local features like
gradient information, pixel values, corners, isophote properties, etc. are used for
the localization of iris center (IC). Hybrid methods combine both local and global
information for higher accuracy than one particular method alone. Learning-
based methods [31] try to learn representations from labeled data rather than
using heuristic assumptions.
Typically, the resolution of the front facing camera is limited in smart devices
like laptops, desktops and mobile devices. For laptops and commercially avail-
able webcams, VGA resolution (640 × 480) is a very common resolution. The
size of eye patches with this resolution is in the range of 50 × 40. We develop
the algorithms such that the performance is more than the acceptable levels for
VGA resolution and above. However, the proposed approach works for even lower
resolution images. A hybrid approach for the accurate detection and tracking of
iris center in low-resolution images is presented here. A two-stage algorithm is
proposed for localizing the IC. A novel convolution operator is derived from Cir-
cular Hough Transform (CHT) for IC localization. The new operator is efficient
in the detection of IC even in partially occluded conditions and at extreme corner
positions. Additionally, an edge-based refinement and ellipse fitting are carried
out to estimate the IC parameters accurately. IC and eye corners are used in a
regression framework to determine the point of gaze (PoG).
The important contributions from this chapter are:
• A novel hybrid convolution operator for the fast localization of iris center
• An efficient algorithm that can estimate the iris boundary in low-resolution
grayscale images
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• A framework for the eye gaze tracking in low-resolution image sequences.
2.2 Related works
The localization of iris or pupil is an important stage in gaze tracking. Once the
iris center has been successfully localized, regression-based methods can be used
for finding the corresponding gaze points on the screen. Most of the passive image-
based methods treat iris localization as a circle detection problem. Circular Hough
Transform (CHT) is a standard method used for detection of circles [32]. Young
et al. [33] reported a method for the detection of iris using specialized Hough
transform and tracking using active contour algorithm. However, this method
requires high-quality images obtained from a head mounted camera.
Smereka et al. [34] presented a modified method for the detection of circular
objects. They used the votes from each sector along with the gradient direction to
detect circle locations. Atherton et al. [35] proposed phase combined orientation
annulus (PCOA) method for the detection of circles with convolutional operators.
The annulus is convolved with the edge image to detect the peaks. Peng Yang
et al. [36] presented an algorithm for first localizing the eye region with Gabor
filters and then localizing the pupil with a radial symmetry measure. However,
the accuracy of the method falls when the iris moves to corners. Valenti et al.
proposed [37] an isophote property based iris centre localisation algorithm. The
illumination invariance of isophote curves along with gradient voting is used for the
accurate detection of iris centers. This method is further extended in [38] for scale
invariance using scale-space pyramids. The face pose and iris center obtained are
combined to determine the point of gaze (PoG) achieving an average accuracy of
2-5 degrees in unconstrained situations. The accuracy of the method deteriorates
when iris moves towards the corners resulting in false detection of eyebrows and
eye corners as iris centers. Timm et al. [39] proposed a method using gradients
of the eye region. An extensive search is carried out in all pixels maximizing the
inner product of the normalized gradient and normalized distance vector. IC is
obtained as the maximum of weighted function in the region of interest. The time
taken for search increases with increase in the search area. The performance of the
algorithm degrades in noisy and low-resolution images where the edge detection
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method fails.
D’Orazio et al. [40] have reported a method for detection of iris centre us-
ing convolution kernels. The kernels are convolved with the gradient of images
and peak points are selected as candidates. The mean absolute error (MAE)
similarity measure is used to reject false positive cases. Daugman [41] proposed
an integro-differential operator (IDO) for the accurate localization of iris in IR
images. Curve integral of gradient magnitudes is computed to extract the iris
boundary. Recently Baek et al. [42] presented an eyeball model based method for
gaze tracking. Elliptical shapes for eye model is saved in the database and used at
the time of detection for finding the iris centers. A combined IDO and a weighted
combination of features are used for the localization of iris center. Polynomial
regression methods were used for training the system. They obtained average
accuracy of 2.42 degrees visual angles. Sewell and Komogortsev [43] developed
an artificial neural network based method for gaze estimation from low-resolution
webcam images. They trained the neural network directly with the pixel values of
the detected eye region. They obtained an average accuracy of 3.68 degrees. Zhou
et al. [44] proposed a generalized projection function (GPF) that uses various
projection functions and a special case hybrid projection function for localizing
the iris center. The peak positions of vertical and horizontal GPF were used to
localize the eye. Bhaskar et al. [45] proposed a method for identifying and track-
ing blinks in video sequences. Candidate eye regions are identified using frame
differencing and are subsequently tracked using optical flow. The direction and
magnitude of the flow are used to determine the presence of blinks. They ob-
tained an accuracy of 97% in blink detection. Wang et al. [46] proposed one-circle
method where the detected iris boundary contours are fitted with an ellipse and
back projected to find the gaze points. Recently many learning based methods
have been proposed for iris center localization and gaze tracking. Marku et al. [47]
proposed a method for localising pupil in images using an ensemble of randomized
trees. They used a standard face detector to localize face and eye regions. En-
semble of randomized trees model was trained using the eye regions and ground
truth locations. Their method obtained good accuracy in BioID database. How-
ever, the accuracy of gaze estimation was not discussed in their work. Zhang
et al. [31] proposed an appearance based gaze estimation framework based on
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Convolutional Neural Network (CNN). They trained a CNN model with a large
amount of data collected in real-world conditions. Normalized face images and
the head poses obtained from a face detector were used as the input to the CNN
to estimate the gaze direction. They obtained good accuracy in person and pose
independent scenarios. However, the accuracy for person dependent case is lower
than current geometric model based methods. The accuracy might increase with
larger amount of training data, but the time taken for on-line data collection and
training becomes prohibitive. Schneider et al. [48] proposed a manifold alignment
based method for appearance based person independent gaze estimation. From
the registered eye images, a wide variety of feature extraction methods like LBP
histogram, HoG, mHoG and DCT coefficients were extracted. A combination of
LBP and mHOG based features obtained the best performance. Several regression
methods were used for appearance based gaze estimation. Sub-manifolds for each
individual were obtained using the ground truth gaze locations. Synchronized
delaunay sub-manifold embedding (SDSE) method was used to align the mani-
folds of different persons. Even though their method achieved better performance
compared to other appearance-based regression methods, the effect of head pose
variations on the accuracy was not discussed.
Sugano et al. [49] proposed a person and head pose independent method for
appearance based gaze estimation. They captured the images of different persons
using a calibrated camera, and images corresponding to various head poses were
synthesized. An extension of random forest algorithm was used for training. The
appearance of eye region and the head pose was used as the input to the algorithm
which learns a mapping to the 3D gaze direction.
Most of the methods proposed in literature fail when iris moves towards the
corners. Another problem is regarding eye blinks, most of the algorithms return
false positives when the eyes are closed. A stable reference point is required
along with the IC location for PoG estimation. Learning-based methods require
large amounts of labeled data for satisfactory performance. The performance of
such methods also deteriorates when imaging conditions are different. Training
for person dependent models require huge amount of data and often require a
considerable amount of time. This limits the deployment of such methods in
mobiles, tablets, etc.
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In the proposed method, IC can be accurately localized even in extreme corner
locations using the ellipse approximation. The computatitional load is reduced
using the two-stage scheme. Further, an eye closure detection stage is added to
prevent false positives. The localization error can be minimized by tracking the
IC in the subsequent frames. The estimated IC is used in a regression framework
to estimate the PoG.
2.3 Proposed algorithm
Different stages of the proposed framework are described here.
2.3.1 Face detection and eye region localization
Knowledge of the position and pose of the face is an essential factor in deter-
mining the point of gaze. Detection and tracking of the face help in obtaining
candidate regions for eye detection. This reduces the false positive rate as well as
computation time. Haar-like feature based method [50] is used for face detection
because of its higher accuracy and faster execution. An improved implementa-
tion of face detection and tracking has been proposed in our earlier work [51]
(shown in Appendix A). The modified algorithm can detect in-plane rotated im-
ages using affine transform based algorithm. The computation is carried out in
the down sampled images to make the detection faster. The search space of de-
tection algorithm is dynamically constrained based on the temporal information,
which further increases the speed of face detection. Kalman filter-based tracking
is used to predict the location of the face when it is not detected. This also helps
in minimizing false detections. The de-rotated eye region obtained is used in sub-
sequent stages. This makes the performance of the algorithm invariant to in-plane
rotations. The purpose of the de-rotation stage is only to provide a de-rotated
region of interest (ROI) for the further processing stages. The accuracy of face
rotation estimation in the pre-processing stage is only up to 15 degrees. More
accurate in-plane face rotation is obtained in the later stage using the angle of the
line connecting the inner eye corners. With the improved face-tracking scheme,
the frame rates of processing increase greatly (up to 200 frames per second). The
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analysis and tradeoffs of the algorithm has been presented in [51].
2.3.2 Iris center localization
The method proposed here use a coarse to fine approach for detecting the accurate
center of the iris. The two-stage approach reduces the computational requirement
as well as false detection rate. The outputs of various stages in IC localization are
shown in Fig. 2.1.
2.3.2.1 Coarse iris center detection
In this stage, iris detection is formulated as circular disc detection. An average
ratio between the width of face and iris radius was obtained empirically. For a
particular image, the range of the radius is computed using this ratio and width
of the detected face. The image gradient of iris boundary points will always
be pointing outwards. The gradient directions and intensity information is used
for the detection of eyes. The gradients of the image are invariant to uniform
illumination changes.
A novel convolution operator is proposed to detect peak location corresponding
to the center of the circle. A class of convolution kernels, known as Hough Trans-
form Filters [35] are used for this purpose. In CHT filter, the 3D accumulator is
collapsed to a 2D surface by selecting a range of the radii.
The 2D accumulator can be calculated efficiently using a convolution opera-
tor. Thus a CHT filter is derived, which acts directly upon the image without
any requirement of edge detection. A vector convolution kernel is designed for
correlating with the gradient image, which gives a peak at the center of the iris.
The convolution operator is designed as a complex operator with magnitude
unity. The operator detects a range of circles by taking dot products with ori-
entations inside the radius range. The equation is similar to orientation annulus
proposed by Atherton et al. [35]. The equation of convolution kernel is given as
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Figure 2.1: Stages in ellipse fitting: (a) Cropped eye region, (b) Correlation surface
from the proposed operator, (c) Selected candidate boundary points, (d) Fitted
ellipse.
OCOA (m,n) =
{
cos θmn+i sin θmn√
m2+n2
, iff, R2min < m
2 + n2 < R2max
0, otherwise
(2.1)
where,
θmn = tan
−1 (n/m) (2.2)
Where m and n denote the coordinates of the kernel matrix with respect to the
origin. The operator is scaled for equal contributions of circles in the radius range.
A weighting matrix kernel (WA) is also used for finding regions with maximum
dark values
WA (m,n) =
{
1√
m2+n2
, iff,m2 + n2 < R2max
0, otherwise
(2.3)
The gradient complex orientation annulus is given as,
CGCOA = Re (OCOA)⊗ Sx + iIm (OCOA)⊗ Sy (2.4)
Where ⊗ denotes the convolution operator; Sx and Sy denote the 3× 3 Schaar
kernels in x and y directions respectively. Schaar differential kernel is used owing
to its mathematical properties in gradient estimation. In most of the cases, the
upper portion of the iris is occluded by eyelids. An additional weighing factor (β)
is included to increase the contribution of horizontal gradients. The convolution
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kernel can be made real-valued as
CRCC = βRe (OCOA)⊗ Sx + 1
β
Im (OCOA)⊗ Sy (2.5)
Where β denotes the weighting factor. The average intensity of each point
in image can be obtained by convolving the weighting kernel with the negated
version of the image as,
W = (255− I)⊗WA (2.6)
Where I and WA denote the image and the kernel for computing the intensity
component respectively. The final correlation output (CO) can be obtained by
combining the convolution results for both gradient and intensity kernels as,
CO = λ (I ⊗ CRCC) + (1− λ)W (2.7)
Where, λ ∈ [0, 1] is a scalar used to obtain the weighted combination of gra-
dient information and image intensity to reduce spurious detections. Iris center
corresponds to the maximum of the correlation surface CO. Further, it is possible
to represent all these operations with a single real convolution kernel, which can
be applied on the image without any pre-processing, making the iris center local-
ization procedure even faster. For bigger circles, convolution can be carried out
in Fourier domain for enhancing the speed of the computation.
The peak of correlation output alone may lead to false detections in partially
occluded images. Here, peak to side lobe ratio (PSR) of the points are used to find
the iris location. The PSR values calculated in each of the local maxima and the
point with maximum PSR is considered as the iris center. The PSR is estimated
as:
PSR =
(
COmax − µ
σ
)
(2.8)
Where COmax is the local maxima in the correlation output, µ and σ are the
mean and standard deviation in the window around the local maxima. We have
used a window size of 11× 11 in this work. The point with the maximum PSR is
selected as the iris center.
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2.3.2.2 Sub-pixel edge refining and ellipse fitting
In this stage, the approximate center points obtained in the previous stage are
used to refine the IC location. The objective is to fit the iris boundary with an
ellipse. The constraints on the major and minor axis can be obtained empirically
( Rmin and Rmax ). The algorithm presented searches in the radial direction
similar to Starburst algorithm [52]. However, the search process finds only the
strongest edges with similar gradients. Dominant edges with agreeing directions
are selected with sub-pixel accuracy. An angle versus distance plot is obtained,
and the outlier points are filtered using median filter. An ellipse can be fitted to
five points by the least square method using Fitzgibbon’s algorithm [53]. However,
we used this algorithm in a random sample consensus (RANSAC) framework for
minimizing the effect of outliers. RANSAC algorithm is employed [54] for ellipse
fitting, using the gradient agreement [55] of the detected boundary points and
the fitted ellipse as the support function. Additionally, a modified goodness of
fit (GoF) is evaluated as the integral of dot products of outward gradients over
the detected boundary (only agreeing gradients). The parameters obtained are
considered as false positives if the goodness of fit is less than a threshold. The
detailed algorithm for ellipse fitting is given in Algorithm 1.
GoF =
∑
x,y∈f(λ)
(
min
( ∇f(x, y)
|∇f(x, y)| • ∇I(x, y), 0
))
(2.9)
where, f(λ) and ∇f(x, y) denote the fitted ellipse and its derivative respec-
tively. ∇I(x, y) denotes the image derivative at position (x, y), belonging to the
fitted ellipse.
2.3.3 Iris tracking
A Kalman filter (KF) [56] is used to track the IC in a video sequence. The search
region for iris detection can be localized with the tracking approach. Once the
IC is detected with sufficient confidence, the point can be tracked in subsequent
frames using the dynamics of eye motion. Face detection stage can be avoided in
this case. The KF [57] estimates can be used as the corrected estimates for iris
position. It is to be noted that the objective here is not to model the dynamics
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of saccade, but to get a smoother estimate of IC location, which can be useful for
reducing search region for IC localization in next frame.
Algorithm 1 Algorithm for iris boundary refinement
Input: The grayscale eye region I and the estimated centres O = (cx, cy)
Output: Fitted ellipse parameters λ = (cx, cy, a, b, ψ)
1: Initialize : CandidatePoints= NULL
2: tempBest=[0,0]
3: for θ ← 0 to 2pi do
4: for r ← Rmin to Rmax do
5: Pt = (cx + r cos θ, cy + r sin θ)
6: Calculate the gradients and magnitude at the points
7: ~g = Gxxˆ+Gy yˆ‖G‖
8: if ‖g‖ < threshold then
9: Break
10: else
11: ~r = r cos θxˆ+ r sin θyˆ
12: Calculate the dot product of normalized gradient vector
13: if cos θ = ~r • ~g > threshold then
14: if tempbestmag < Pt.mag, P t.angle then
15: temp best = Pt
16: tempbestmag = [cos θ, ‖g‖]
17: else
18: Continue
19: end if
20: end if
21: end if
22: end for
23: CandidatePoints.append(temp best)
24: end for
25: Filter the detected points with angular median filter
26: Fit Ellipse with RANSAC algorithm
27: Return the parameters of ellipse: λ← (cx, cy, a, b, ψ)
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In the current tracking application, constant velocity model is chosen as the
transition model. Coordinates of the center of iris along with their velocities are
used as states.
Xk+1 = FkXk +Wk (2.10)
Where, Xk is the state containing x, y, vx, vy (coordinates and velocities in x
and y directions respectively) at the kth instant. The measurement noise covari-
ance matrix is computed from the measurements obtained during the gaze calibra-
tion stage. The process covariance matrix is computed empirically. Measurements
obtained from the IC detector are used to correct the estimated states.
2.3.4 Eye closure detection
The IC localization algorithm may return false positives when the eyes are closed.
Thresholds on the peak magnitude were used to reject false positives. However,
the quality of peak may degrade in conditions such as low contrast, image noise,
and motion blur. The accuracy of the algorithm may fall in these conditions, and
hence a machine learning based approach is used to classify the eye states as open
or close. The Histogram of oriented gradients (HOG) [58] features of eye regions
are calculated and a support vector machine (SVM) based classifier is constructed
to predict the state of the eye. The HOG features are computed in the detected
ROI for left and right eyes separately. The SVM classifier was trained offline from
the database. If the eye state is classified as closed, then the predicted value from
KF is used as the tentative position of the eye. If eyes are detected as open, then
the result from the two-stage method is used to update the KF.
2.3.5 Eye corner detection and tracking
The appearance of inner eye corner exhibits insignificant variations with eye move-
ments and blinks. Therefore, we propose to use inner eye corners as reference
points for gaze tracking. The eye corners can be located easily in the eye ROI.
The vectors connecting eye corners and iris centers can be used to calculate gaze
position. Several methods have been proposed in the literature for the localization
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of facial landmarks [59]. In the proposed method, Gabor jets [60] are used to find
eye corners in the eye ROI owing to its high accuracy. The detected eye corners
are tracked in the subsequent frames using optical flow and normalized cross cor-
relation (NCC) [61], [62] based method. The tracker is automatically reinitialized
if the correlation score is less than a pre-set value.
2.3.6 Gaze estimation
Gaze point can be computed from the IC location and a reference point. Earlier
works [63], [64] have used the eye centre and corneal reflections as reference points.
False detection in any of the corners will result in performance degradation of the
algorithm. Hence, the inner eye corners are used as reference points in this work.
Detection of the eye corner in every frame might increase the error rates and
computational load. We avoid this issue by tracking of eye corners in the frames
which ensure stable reference points. If (x1, y1) and (x2, y2) denote the coordinates
of eye corner and iris centre respectively, the eye corner-iris center (EC-IC) vector
can be obtained as: (x, y) = (x2−x1, y2− y1) (with reference to the corner). The
EC-IC vector is calculated separately for the left and right eye.
2.3.6.1 Calibration
In the calibration stage, subjects were asked to look at uniformly distributed
positions on the screen. The EC-IC vectors along with gaze points are recorded.
The mapping between EC-IC vector and screen coordinates is nonlinear because
of the angular movement of the iris. We used two different models for the mapping
between EC-IC vector and point of gaze (PoG), 1) polynomial regression and 2)
a radial basis function (RBF) kernel based method. In polynomial regression, a
second order regression model is used for determining the point of gaze since it
offers the best trade-off between model complexity and accuracy.
screenXi = a0xi + a1yi + a2xiyi + a3x
2
i + a4y
2
i + a5 (2.11)
screenYi = b0xi + b1yi + b2xiyi + b3x
2
i + b4y
2
i + b5 (2.12)
Where, (xi, yi) are the components of EC-IC vector and, (screenXi, screenYi)
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the corresponding screen positions. The data obtained from calibration stage is
used in the least square regression framework to calculate unknown parameters.
In the RBF kernel based method, we used non-parametric regression [65] for
estimating PoG. The components of EC-IC vector are transformed into kernel
space using the following expression,
k(pi, pl) = exp(−‖pi − pl‖
2
2σk2
) (2.13)
Where, pi and pl denote of EC-IC vector and the landmark points respectively.
σk denote the standard deviation of the RBF function. We have tested the algo-
rithm in both 3 × 3 and 4 × 4 calibration grids. Instead of using all the samples
as landmark points, we have used only one landmark per calibration point. The
number of landmarks used was 9 and 16 for 3 × 3 and 4 × 4 grids respectively.
For each calibration point on the grid, the landmark vector is calculated as the
median of the components of EC-IC vector at the particular point. The dimen-
sion of the design matrix is reduced by the use of landmark points (since the data
points are clustered around the calibration points). Regression is carried out after
transforming all the points to kernel space [66] which improved the accuracy of
PoG estimation. The training procedure is carried out for left and right eyes.
2.3.6.2 Estimation of PoG
The parameters obtained from calibration procedure are used to determine the
gaze position. The regression function obtained is used to map the EC-IC vectors
to screen coordinates. The gaze position is computed as the average position
returned by the left and right eye models. The head position is assumed to be
stable during the calibration stage. After calibration, the estimated gaze point
will be on the calibration plane (i.e., w.r.t the position of the face during the
calibration stage). Deviation from this face position would cause errors in the
estimated gaze locations. The effect of 2D translation is minimal for moderate
head movements since the reference points for EC-IC vector are eye corners, which
also move along with face (thereby providing a stable reference invariant to 2d
translational motion). Even though the method is invariant to moderate amount
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of translation, the accuracy falls when there is a rotation. This error can be
corrected using the face pose information. The in-plane rotation of face can be
calculated from the angle of the line connecting the inner corners of the left and
right eye as shown in Fig. 2.2. The rotation matrix can be computed as,
R =
[
cos θ − sin θ
sin θ cos θ
]
(2.14)
Where, θ is the difference in angle from the calibration stage. The corrected
PoG can be found from coordinate transformation with the screen center as the
origin. The exact 3D pose variations can be corrected using more computation-
ally intensive models like active appearance models (AAM) [67], constrained local
model (CLM) [68], etc.
Figure 2.2: Transformation of estimated gaze point to screen coordinates for com-
pensating in-plane rotation.
2.4 Experiments
We have conducted several experiments to evaluate the performance of the pro-
posed algorithm. The algorithm has also been evaluated using standard databases
and a custom database. The IC localization accuracy is evaluated in standard
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databases and compared with the state of the art methods. The accuracy in PoG
estimation and eye closure detection is assessed in the custom dataset.
2.4.1 Experiments on IC localization
2.4.1.1 Evaluation method
Face detection is carried out using Viola-Jones method [69]. The eye regions are
localized based on anthropometric ratios.
The normalized error is used as the metric for comparison with other algo-
rithms. The normalized measure for worst eye characteristics (WEC) [70] is de-
fined as
eWEC =
max(dl, dr)
w
(2.15)
Where dl and dr are the Euclidean distances between ground truth and detected
iris centres (in pixels) of left and right eye respectively, and w is the true distance
between the eyes in pixels. The average (AEC) and best of eye detection (BEC)
errors are also calculated for comparison. They are defined as:
eAEC =
(dl + dr)
2w
, eBEC =
min(dl, dr)
w
(2.16)
Where, eBEC is the minimum error in both the eyes and eAEC is the average
error of both the eyes.
2.4.1.2 Experiments in BioID and Gi4E Databases
A comparison of the proposed method with the state of the art methods is carried
out for BioID [71] and Gi4E [72] databases. The BioID database consists of images
of 23 individuals taken at different times of the day. The size, position, and pose of
the faces change in the image sequences. The contrast is very low in some images.
In some images, eyes are closed. There are images where subject wearing glasses
and glints are present due to illumination variations. The database contains a
total of 1,521 images with a resolution of 384× 288 pixels. The ground truth files
for left and right iris centers are also available.
Gi4E dataset consists of 1380 color images of 103 subjects with a resolution
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of 800 × 600. It contains sequences where the subjects are asked to look at 12
different points on the screen. All the images are captured at indoor conditions
at varying illumination levels and different backgrounds. The database represents
realistic conditions during gaze tracking, head movements, illumination changes
and movement of eyes towards corners and occlusions with eyelids. The ground
truth of left and right eye positions is also available in the database.
Figure 2.3: Few samples showing successful detections (first row) and failures
(second row) in BioID database.
Fig. 2.3 show some of the correct detections and failures of the algorithm in
BioID database. An accuracy of 94.74% is obtained for face detection. In most of
the cases, errors are due to partial closure of eyes and eyeglasses. The algorithm
performs well when eyes are visible even with low contrast and varying illumination
levels. Fig. 2.4 show the performance of proposed algorithm in BioID and Gi4E
database. The value of λ and β were 0.95 and 2 respectively. The proposed
algorithm obtained an accuracy (WEC) of 85.08 for e ≤ 0.05.
In Gi4E database, the worst-case accuracy (WEC) is 89.28 for e ≤ 0.05 . Fig.
2.5 show results of the algorithm. The accuracy of face detection obtained was
96.95%. The main advantage is that the algorithm performs well in different eye
gaze positions which is essential in gaze tracking applications.
The performance of the algorithm may vary depending upon the distance of
the user from the monitor. This effect is emulated using images with different
spatial resolutions. The performance of the proposed algorithm in different spatial
resolutions in BioID and Gi4E database is shown in Fig. 2.6. The accuracy of
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Figure 2.4: Performance of the proposed algorithm in BioID and Gi4E databases.
The graph shows three normalized measures corresponding to WEC - Worst eye
characteristics, AEC-Average eye characteristics, and BEC- Best Eye characteris-
tics.
Figure 2.5: Some samples showing successful detections (first row) and failures
(second row) in Gi4E Database.
iris localization falls with the image resolution. However, the detection accuracy
(WEC-0.5) is more than 80% for scaling up to 0.8 (307× 230 resolution) and 0.6
(480×360 resolution) in BioID (82.72%) and Gi4E (82.24%) databases respectively.
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Figure 2.6: WEC Performance of the proposed algorithm in (a) BioID and (b)
Gi4E databases with different resolutions. Scaling parameter is w.r.t the original
image resolutions in the corresponding databases.
2.4.1.3 Comparison with state of the art methods
We have compared the algorithm with many state of the art algorithms in BioID
and Gi4E databases. The algorithms proposed in Valenti et al. [37] (MIC), Timm
et al. [39] and the proposed methods are tested in BioID database. The evaluation
is carried out with normalized worst eye characteristics (WEC). The results are
shown in Fig. 2.7. The WEC data is taken from ROC curves given in authors
papers. The algorithm proposed is the second best in BioID database as shown in
Table 2.1. Isophote method (MIC) performs well in this database. The proposed
algorithm fails to detect accurate positions when eyes are partially or fully closed
(eye closure detection stage was not used here). The presence of glints is another
major problem. The failure of face detection stage and reflections from the glasses
causes false detections in some cases. The addition of a machine learning based
classification of local maxima can improve the results of the proposed algorithm.
Gi4E is a more realistic database for eye tracking purposes. It contains images
with head and eye movements. The algorithms for comparison are chosen as
VE [46], IDO [41], MIC [37], ESIC [42]. The results are compared with WEC
values obtained from ROC curves reported in Baek et al. [42]. It is seen (Table.
2.2) that the proposed method outperforms all the other existing methods. The
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accuracy of MIC method is very low when the eyes move to the corners. The circle
approximation of most of the algorithms fails when eyes move towards the corners,
making them inapt for eye gaze tracking applications. The performance evaluation
is carried out on each frame separately. Addition of temporal information using
Kalman filter can increase the accuracy of the algorithm greatly.
Figure 2.7: WEC performance comparison of proposed method with state of the
art methods in Gi4E and BioID databases.
Table 2.1: Comparison of proposed method with state of the art algorithms in
BioID database
Method e ≤ 0.05 e ≤ 0.10 e ≤ 0.15 e ≤ 0.20
MIC[37]+Sift kNN 86.09 91.67 94.5* 96.9*
Proposed 85.08 94.3 96.67 98.13
Timm et al. [39] 82.5 93.4 95.2 96.4
*approximated from graph [37]
34
2.4 Experiments
Table 2.2: Comparison of proposed method with state of the art algorithms in
Gi4E database
Method e ≤ 0.05 e ≤ 0.10 e ≤ 0.15 e ≤ 0.20
Proposed 89.28 92.3 93.64 94.22
VE 41.4 66.3 75.9 80.0*
MIC 54.5 71.2 79.7 88.1*
IDO 61.1 84.1 86.7 88.15*
ESIC 81.4 89.3 89.2 89.9*
*approximated from graph [42]
We have performed additional experiments on the Gi4E dataset to evaluate the
performance when the iris moves to the corner. A subset of 299 images was selected
according to the position of iris center about the eye corner. We have compared
the results with the gradient-based method for evaluating the accuracy with circle
as well as the proposed ellipse model. The WEC characteristics comparison is
shown in Fig. 2.8. It is observed that the ellipse approximation improves the
accuracy significantly compared to the circle approximation.
Figure 2.8: WEC performance comparison of the proposed method with gradient
based method in extreme corner cases.
35
Eye Localization for Gaze Tracking in Low-Resolution Images
2.4.2 Experiment with our database
2.4.2.1 Evaluation of gaze estimation accuracy
An experiment was performed on ten subjects using a standard webcam and a
15.6- inch monitor with a resolution of 1366 × 768. The subjects were seated 60
cm from the screen and asked to follow the red dot on the monitor. The videos
of the eye movements were recorded at 30 fps at a resolution of 640 × 480. The
subjects were asked to look at the calibration patterns two times. We used both
9 point and 16 point calibration and compared the results. Fig. 2.9 shows some
of the images from the dataset.
We have evaluated the IC localization accuracy on a subset of images in the
in-house dataset. A subset of 1000 images was selected, and the IC localization
accuracy was evaluated. Some of the sample detections are shown in Fig. 2.10.
The proposed approach obtained WEC accuracy of 90.2% and 92.9% for e ≤ 0.05
and e ≤ 0.10 respectively.
For 3×3 and 4×4 calibration grids, we have tested with polynomial regression
and kernel space-based methods. The samples from the first session were used in
the training stage. The parameters for regression were found from the training
data. In testing stage, the samples in the second session were used to estimate
the PoG. The mean position computed from the left and right eye PoG is used
as the final gaze point. The error in the estimation is computed using the ground
truth. The mean absolute error in visual angles in horizontal, vertical and overall
accuracy is computed using the head distance from the screen.
Accuracy = tan−1 (error/head distance) (2.17)
The average errors are high when the EC-IC vectors are computed on a frame
by frame basis. We further computed the PoG using KF estimates which reduced
the jitter significantly. The results with and without KF on 3× 3 and 4× 4 cali-
bration grids are tabulated in Table 2.3. The qualitative results of gaze estimation
stage are shown in Fig. 2.11.
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Figure 2.9: Sample images of subjects in the experiment.
Figure 2.10: Sample images of detections in the custom dataset
2.4.2.2 Experiment for eye closure detection
The eye regions obtained from the face detection stage are histogram equalized and
resized to the size of 30× 30. A data set of 4000 images containing 2000 samples
for open and 2000 samples for closed eyes were formed from our dataset. HOG
features were extracted from various pixel per cell windows and eight orientations.
The extracted HOG features were used to train the SVM classifier. Ten times ten-
fold cross validation was used to examine the accuracy of the trained classifiers.
The proposed method achieves an average accuracy of 98.6% with linear SVM.
The results obtained are shown in Table 2.4.
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Figure 2.11: PoG estimates with 16 and 9 point calibration grids (a),(c) poly-
nomial regression (b),(d) RBF kernel. Dots and crosses denote the target points
and estimated gaze positions respectively.
Table 2.4: Accuracy of eye closure detection
Pixel per cell in HOG RBF Kernel SVM Linear SVM
2 97.5% 98.3%)
4 97.2% 98.6%)
2.4.3 Discussions
The proposed method contains cascaded stages of many algorithms. The gaze
estimation accuracy is a good proxy for the combined accuracy of all the cascaded
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stages. Face and IC are tracked using Kalman filters independently due to their
distinct dynamics. The tracking based framework increases the robustness by
reducing the effect of per-frame localization errors.
For successful eye tracking using webcams, the normalized error should be
less than 0.05. The proposed algorithm performs better in realistic conditions for
webcam-based gaze tracking. The accuracy of gaze estimation was evaluated with
the proposed approach in both 3 × 3 and 4 × 4 calibration grids. RBF kernel-
based non-parametric regression method was found to perform better than second
order polynomial models. The average error rate obtained with the per-frame
based detection was 2.71 degrees. The accuracy of the gaze tracking improved
significantly by the use of KF, which uses the temporal information effectively to
reduce the error rate to 1.33 degrees.
The main strength of the proposed algorithm is in the two stage abstraction.
We approximate the iris with an ellipse. However, time consuming search in a
five parameter space is obviated using the two stage approach. One of the main
contribution is the simplification of the ellipse fitting problem with a rather simple
two stage scheme using appropriate constraints obtained from the face detection
stage. Another advantage here is that small errors in the first stage can be refined
in the second stage. Further, the addition of the tracking framework makes the
algorithm more robust.
One of the advantages of the proposed algorithm is the low computational
load. The eye detection, being a convolution-based method can be implemented
in Fourier domain [73] for faster computation. Multi-resolution convolution can be
used to reduce the search space even further. The algorithm was implemented in a
2.5 GHz core 2 Duo desktop computer with 2 GB RAM. The C++ implementation
using OpenCV library [74] (without multi-threading) was used for the evaluation
experiments in Ubuntu 14.04 OS (32 bit) environment. It detects the face and
eye corners in the first frame and tracks the eye corners over time. The temporal
information is used to reduce the search space for face detection using a Kalman
filter. The images were acquired using a 60 fps, 640 × 480 webcam. The online
processing speed was limited only by the lower frame rate of the camera. The
offline processing speed of the entire algorithm is well over 100 fps on the recorded
video. This is suitable for normal desktop based implementation with 30 fps
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webcams.
One of the main limitation of the approach is the deterioration of performance
due to off-plane head rotations. A larger amount of off-plane rotation might result
in the failure of the first stage of the iris center localization. However, for a smaller
amount of off plane rotations, while the user is in front of the desktop, the second
stage of the algorithm can refine the estimates without much reduction in overall
accuracy.
The proposed method can also be implemented in smart devices like mobile
phones and tablets due to its low computational overhead. The low computational
requirement makes it possible to extend the pose tracking with more complex 3D
models. This could make the PoG estimation invariant to out of plane rotations
as well.
2.5 Summary
This chapter describes an algorithm for a fast and accurate localization of iris
center position in low-resolution grayscale images. A two-stage iris localization is
carried out, and the filtered candidate iris boundary points are used to fit an ellipse
using a gradient aware RANSAC algorithm. The proposed algorithm is compared
with the state of the art methods and found to outperform edge-based methods in
low-resolution images. The computational requirement of the algorithm is very less
since it uses a convolution operator for iris center localization. We also propose and
implement a gaze-tracking framework. Inner eye corners are used as the reference
for calculating gaze vector. Kalman filter based tracking is used to estimate the
gaze accurately in video. Further, ellipse parameters obtained from the algorithm
can be combined with geometrical models for higher accuracy in gaze tracking.
We have considered only in-plane rotations in this work. However, pose invariant
models can be developed by using more computationally complex 3D models.
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C H A P T E R 3
Pupil Center Localization
Algorithm for Near Infrared
Images
This chapter describes a robust algorithm for pupil localization in Near In-
frared (NIR) images obtained from a head mounted eye tracker. Most of
the existing algorithms fail in localizing pupil center in challenging outdoor
environments. The proposed algorithm uses both edges as well as intensity
information along with a candidate filtering approach to identify the pupil
center. The proposed method outperformed the state of the art algorithms
while achieving real-time performance [75].
3.1 Introduction
This chapter considers the development an algorithm for head mounted eye track-
ers. Head mounted eye trackers are useful in investigating human behavior in
many practical dynamic tasks. In head-mounted cameras, accurate localization of
pupil center is possible with the use of NIR illumination, which can give improved
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accuracy. Iris-sclera boundary is prominent in visible image based gaze tracking,
where as in NIR lighting the pupil iris boundary is much more highlighted. Most
of the head mounted eye trackers utilize dark pupil method for localizing the pupil.
The challenges are different as compared to the algorithm developed for desktop
environments. As head mounted eye trackers are supposed to function in chal-
lenging outdoor conditions, the pupil center detection algorithm should be robust
against real-world conditions.
Most of the existing algorithms for pupil localization perform well only under
controlled conditions. With the advent of wearable head-mounted devices [76],[77],
eye tracking holds the potential to become a human-computer interaction channel.
The point of gaze gives a lot of information regarding the attention of the user,
which can be used to manipulate objects in virtual and augmented reality envi-
ronments. Gaze tracking can also be used for foveated rendering [78], which can
reduce the computational load in image rendering. Head mounted trackers have
more potential as they are not limited to desktop environments. However, the
accuracy of gaze tracking degrades with real world conditions such as illumination
variations, blur, partial-occlusions, reflections from external light sources, makeup,
contact lenses, and other sources of noise. Therefore a robust pupil localization
algorithm is necessary to deal with such real-world conditions.
Pupil localization can be performed easily if the following conditions are true.
1) The gradients of pupil boundary are strong and can be detected by an edge
detector 2) Pupil is the darkest region in the image. However, these assumptions
may not hold well in uncontrolled environments. In this work, we develop a hybrid
approach which can robustly detect PC in the images obtained from a head-
mounted camera. The algorithm can be further extended to work with remote
eye trackers by adding an eye detection stage. Dark pupil images obtained from
a head-mounted camera are shown in Fig. 3.1.
A hybrid approach is proposed which uses intensity distribution as well as the
edges for PC localization. Additionally, a simple tracking scheme is added which
increases the detection rate in real world conditions.
The main contributions from this chapter are listed below
• Proposes a novel framework for pupil center localization in NIR (Near In-
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Figure 3.1: Sample images from the LPW dataset
frared) images.
• The proposed approach combines multiple sources of information like inten-
sity and edges for finding the pupil center
• A multistage filtering of candidates is proposed which reduces the error in
the final estimate using a scale space approach
• A simple yet effective pupil tracking scheme is also included for enhanced
detection rates and speed.
3.2 Related works
There is a significant amount of work related to pupil localization in NIR images.
However, most of the works address the issues in controlled conditions. In this
section, we review some of the recent works which discuss robust pupil center
localization algorithms.
Li et al. [52] proposed a hybrid algorithm for pupil center localization com-
bining feature-based and model-based approaches. The algorithm detects and re-
moves the corneal reflections in the preprocessing stage. They detected the pupil
edges by tracing edges along a ray that extends from the best guess pupil cen-
ter.This method was iteratively used to detect pupil boundary points. RANSAC-
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based ellipse fitting was carried out using the candidate boundary points. The
ellipse parameters thus obtained were used as initial parameters for model based
refinement.
San Agustin et al. [79] proposed a method for eye tracking in low-cost webcam
known as ‘ITU gaze tracker’. In the first stage, the pupil image is thresholded.
The pupil boundary points were detected and fitted to an ellipse using RANSAC-
based approach. However, the performance of this approach degraded in real world
conditions such as motion blur, glints and reflections.
Swirski et al. [55] presented a pupil localization algorithm which can work in
highly off-axis images. The coarse location of the pupil was obtained using Haar-
like features. From the regions obtained, the pupil was thresholded using K-means
clustering method. A gradient aware RANSAC ellipse fitting was used for fitting
the pupil boundary. The image aware nature of the algorithm made sure that the
ellipse boundary lies along strong image edges. However, this method also fails
during challenging conditions where external reflections affect the gradients.
Valenti and Gevers [37] proposed a new method for the localization of iris in
visible images. The illumination invariant isophote curvature properties of the
edge pixels were used in their approach. The curvatures of edge pixels vote to
find the mean iso-center (MIC). This method can be used for IR images as well.
However, this method fails to achieve satisfactory accuracy for off axis images.
Kassner et al. [80] proposed an open source framework for gaze tracking us-
ing head-mounted cameras along with an open source hardware design. In their
approach, pupil candidates were detected using the center surround Haar-like fea-
tures. A Canny edge detection stage was carried out followed by an edge filtering
stage based on neighboring pixels. From the histogram, edges corresponding to
spectral reflections were removed. After this edge pruning, remaining edges were
labeled using connected components and split into sub-contours based on curva-
ture continuity. Ellipses were fitted to these candidate contours and evaluated for
the inclusion of other contours. Finally, a confidence score was calculated based
on the ratio of supporting edge length and the circumference of the ellipse. If the
confidence is less than a threshold, it reports that no ellipse has been found. One
of the major disadvantages of this method is that it depends explicitly on edge
detection. If the edge detection stage fails to detect pupil boundary due to motion
46
3.2 Related works
blur or illumination, subsequent stages could fail.
Javadi et al. [81] proposed SET approach, in which a manual threshold was
used for thresholding the image. The connected components were treated as pupil
candidates, and their convex hull was found. An ellipse fitting stage was followed,
and the ellipse which was closest to the circle shape was selected as the final pupil
location.
Fuhl et al. [82] presented a robust algorithm for PC localization in off-axis
images. In the initial stage, the images were normalized, and the peak of the
histogram was found. If the peak was found, the pipeline using edge filtering
approach was used. The edges detected from Canny algorithm were filtered using
morphological operations for removing lines and orthogonal edges. Straight lines
were detected and removed using the distance of points to their centroids. The
curve with lowest enclosed intensity was selected and fitted with an ellipse. In
case peak was not found, the algorithm finds the coarse location of the pupil
and refines it based on angular projection functions. The thresholded image was
further refined and fitted with an ellipse. Fuhl et al. [83] further extended the
work in [82] improving it by the use of ellipse selection from Canny edges. After
detection of edges using the Canny filter, edge segments were evaluated similarly
as used in ExCuSe [82]. The segments were evaluated for various constraints
including straightness, the inner intensity value and the best one was fitted. In
case ellipse detection fails, likely locations of the pupil were found. The image
was downscaled and convolved with a surface difference filter and a mean filter.
The location of the maximum value in the multiplied result was used as the initial
point for position refinement. The position is refined based on the analysis of
surrounding pixels. The center of mass of the pixels with the new threshold is
used as the updated pupil position. This location is evaluated with a validity
check using the surface difference.
Most of the methods use multiple stages for PC localization. However, the
rather simple assumptions of the pupil as the darkest region produces a lot of false
detections. Head mounted trackers are supposed to work in real world applications,
and they should perform robustly in real world conditions. To this end, ElSe
approach proposed by Fuhl et al. [83] is robust. However, their method relies
heavily on the Canny edge detector. Once the detector fails to detect the edges
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correctly due to glints or reflections, the second stage cannot recover if the edge
detection fails. Further, they do not leverage the temporal information.
Therefore, we propose a novel method which works even with challenging con-
ditions such as glints, extreme angles, partial occlusion, image blur and illumina-
tion variations. Further, we introduce a simple yet effective pupil tracking scheme
which makes the detection faster. Usage of the temporal information reduces the
search space for pupil localization while decreasing the false positives.
3.3 Proposed method
Two basic approaches are commonly used for localizing pupil center in dark pupil
images. The first method uses the intensity distribution of the images. The pupil
region is assumed as the darkest region in the image which can be well separated
from the background. Some of the approaches use a manual threshold which is
adjusted according to the imaging conditions. However, this method fails when
other regions appear dark due to the shadows. Further, it may not be possible
to find an exact threshold to segment out the pupil due to the varying external
lighting and the glints.
Another approach uses edges of the image which can be found using Canny
edge detector. The edges detected are filtered morphologically and using several
other constraints. Candidate edge segments identified, and ellipse fitting is carried
out. However, edge detection stage might fail due to external illumination, glints,
and motion blur. In such conditions, the Canny edge detector fails in detecting
the pupil boundaries resulting in the failure of subsequent stages.
In our approach, we used intensity distribution, edges, image gradients and
several other parameters to estimate the pupil center. The stages of the proposed
method and the overall framework is shown in Fig. 3.2.
3.3.1 Preprocessing and edge detection
The native resolution of the camera used is 640 × 480. The images captured are
downsampled by a factor of two to reduce the computational requirement. They
are converted to grayscale and are scaled to the range of 0-255.
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Figure 3.2: Flowchart of the proposed approach
After obtaining the normalized image, Canny edge detection algorithm is em-
ployed for detecting the edges. However, directly applying Canny algorithm over
the eye image results in a lot of spurious edges. In our case, the task is to iden-
tify the pupil boundary. Since the region inside pupil is somewhat homogeneous,
detection of false edges can be reduced by convolving the image with a Gaus-
sian kernel (a 5 × 5 kernel was used). This is followed by a median filter stage,
which again reduces the number of edges obtained. The Canny algorithm is ap-
plied on this preprocessed image, which results in edge segments which are more
continuous. This further reduces the computation in the subsequent stages.
3.3.2 Edge selection and candidate filtering
Once the edges are obtained, border following algorithm [84] is used to separate the
edge segments. Edge segments with length more than ten are selected for further
analysis. Polygonal approximations of the edge segments are found using Douglas-
Peucker algorithm [85]. Now for each segment, the curvature is computed [80] and
the segments are split into subsegments if curvature inflections are found. The
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candidate edge segments are evaluated for the suitability of being a pupil boundary.
For this, we introduce new criteria based on ellipse fitting, each edge segment is
fitted with an ellipse using a least square approach [86]. Candidate edge segments
are pruned based on the area and the aspect ratio of the fitted ellipses. Edge
segments which are too small or too large are rejected at this stage. The median
intensity of the inner region of candidate edge segments are found, and candidates
with inner intensity less than an empirically determined threshold are selected for
further analysis. We use a new method for candidate edge filtering and merging.
The edge segments are sorted based on the median of the inner intensities. In
the next stage, the edge candidates belonging to the pupil boundary are merged.
A combinatorial search is carried out to determine the whether two candidates
belong to the same ellipse. Two parameters are considered in this search, i.e.
1) the similarity of median grayscale value enclosed by the segment, and 2) the
Euclidean distance between the centers of the fitted ellipses. Edge segments are
merged if these two criteria are satisfied. The combined boundary is fitted with an
ellipse, and a goodness parameter is computed. The median difference of grayscale
values from the inner and outer, along with the edge support is also computed.
We use the goodness of fit parameter proposed in chapter 2. The center of the
ellipse is returned as the pupil center if the goodness parameter is greater than an
empirically selected threshold.
Edge based ellipse fitting can fail when the edges in the image are weak. Motion
blur, low contrast, external lighting and noise can also result in the failure of the
edge detection stage. If the edge based fitting fails, we use grayscale intensity
distribution to identify the pupil center candidates.
3.3.3 Candidate detection with MSER
If the edge-based fitting fails, the algorithm tries to detect the pupil location
using the grayscale intensity as shown in Fig. 3.4. We apply a candidate filtering
approach for obtaining the pupil center. In the first stage, different candidate
regions are identified using a variant of maximally stable extremal regions (MSER)
proposed by Matas et al. [87]. In the second stage, the candidate regions are
evaluated for ellipse fitting criterion and the best candidate is selected as the
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Figure 3.3: Edge based ellipse fitting, a) The original color image captured, b)
Downsampled and filtered grayscale image, c) Canny edges, d) Edge segments, e)
Candidate edges, f) Fitted ellipse after contour merging
pupil center.
Component tree of an image is the set containing all the connected components
of different thresholds, ordered by inclusion. The maximally stable extremal re-
gions can be found from the component tree of a grayscale image. We start with
the lowest value in the image grayscale values. Connected components with differ-
ent thresholds are found out. The region corresponding to a particular threshold
is said to be stable if the area of the thresholded regions remains almost stable
over a large range of thresholds. The local maxima of these regions are identified
as the maximally stable extremal regions. More details about the fast implemen-
tation of MSER algorithm can be found in [88]. In our approach, we use three
constraints in detecting the MSERs. The minimum and maximum areas of the
pupil are assumed to be known, which are used as constraints. The maximum
inner intensity of the pupil region is also known. The component tree needs to be
computed only up to this level for finding the candidate regions. MSER is known
to be sensitive to image blur. Scale-space pyramid based implementation [89] is
used to alleviate the issue of image blur.
Once the MSER regions corresponding to the constraints are obtained, a can-
didate filtering approach is performed to identify the best pupil candidate. The
region boundary contours are fitted with ellipses, and the ratio of the major axis
51
Pupil Center Localization Algorithm for Near Infrared Images
Figure 3.4: Intensity based ellipse fitting, a) The original color image captured, b)
Downsampled and filtered grayscale image, c) Detected edges, d) Candidate edge
segments, e) Failure of edge based ellipse fitting stage, f) Pruned MSER regions
found from the scale space implementation, g) Ellipse fitting corresponding to best
pupil candidate
and the minor axis is found. Candidate regions with the ratio less than a pre-
defined threshold are identified for further analysis. The goodness parameter is
computed, and the candidate with the highest goodness parameter is used as the
pupil ellipse.
3.3.4 Tracking framework
The time taken for processing can be reduced significantly by using temporal infor-
mation. Tracking algorithms like Kalman filter or Particle filter usually assume a
motion model for the dynamics of the object to be tracked. However, the dynam-
ics of eye movements involve several subclasses like fixations, saccades, vergence,
smooth pursuits, etc. Having different dynamics makes it difficult to implement
tracking in practical scenarios. However, based on eye physiology and sampling
frequency of the image acquisition system, a rough estimate of the maximum pos-
sible change in the position of the pupil center between successive frames can be
computed. This information can be used to constrain the search space without
the loss of accuracy. In our approach, we have used the previous location of PC
to obtain the search region for the current frame. A rectangular region is selected
around the last position of the pupil. Search space for PC localization is limited
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to this area only. However, selection of this mask depends on the confidence of
PC localization, the mask from the previous frame is used only when the goodness
parameter for ellipse fitting is more than an empirically found threshold. If the
ellipse fitting stage in the previous frame does not result in a high Goodness fac-
tor, the entire image is searched for localizing PC. This simple approach achieves
better frame rates while removing many false detections. The main advantage of
this method is that it gets rid of redundant computations and limits the processing
to more promising areas using the temporal information.
3.3.5 Comparison with state of the art method
The closest method related to the proposed approach is ElSe [83] proposed by
Fuhl et al., as they also use two different pipelines based on the imaging condi-
tions. In the first stage, they have used Canny edge detector followed by complex
algorithmic and morphological filtering, whereas in the proposed approach most
spurious edges are rejected by downsampling followed by Gaussian filtering. We
have introduced new criteria for edge filtering based on the geometric distance and
the inner intensity difference of the fitted ellipses. In the event of failure of the
edge based stage, the second stage is performed which uses scale space variant of
MSER algorithm followed by the proposed candidate filtering to identify the best
pupil candidate. Further, the proposed method introduces a tracking approach
which reduces the search space based on the confidence levels obtained from the
ellipse fitting stage.
3.4 Experiments
3.4.1 Labeled Pupils in the Wild database
We have used labeled pupils in the wild (LPW) database [90] for the algorithm
evaluation since the number of images is large and it contains images recorded in
real world conditions. LPW dataset contains 66 high-quality videos of eye regions
from 22 subjects, including samples from people of different ethnicities, indoor
and outdoor illumination variations in different gaze directions. It also contains
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images of participants wearing glasses, contact lenses and makeup. Each video
in the database contains around 2000 images of resolution 640× 480 recorded at
a frame rate of 95 fps. The dataset contains a total of 130,856 images which is
much larger than any of the existing datasets. Ground truth pupil locations are
also available with the dataset.
3.4.2 Evaluation of the algorithm
We have evaluated the proposed algorithm in 66 videos provided in the dataset.
The pixel error in each frame was computed from the ground truth available with
the dataset. The comparison with state of the art is made based on the data as
in [91].
The result obtained from the proposed algorithm has been compared with six
other state of the art methods available in the literature. We have compared the
results with Starburst [52], Swirski [55], SET [81], Pupil Labs [80], ExCuSE [82],
and ElSE [83].
The results obtained, and the comparison with state of the art are shown in
Fig. 3.5. The proposed approach outperforms all the state of the art methods.
Comparative results for an error of five pixels is provided in Table. 3.1. The
proposed method obtains best overall accuracy.
The results obtained with and without tracking are shown in Fig. 3.6. The
addition of tracking decreased the processing load without any decrease in accu-
racy. The results obtained with tracking are slightly better than individual frame
based detections. This can be attributed to the reduction in false detections due
to the masking used in the tracking approach.
Some of the successful detections and failures are shown in Fig. 3.7. Fig. 3.8
shows some of the challenging images from the LPW dataset.
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Figure 3.5: Detection rates of the algorithms in LPW dataset ( ElSe, ExCuSe,
Pupil Labs, SET, Starburst, Swirski and Proposed).
Figure 3.7: Sample results from the detections, the first row shows the successful
detection and second row shows detection failures.
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Figure 3.6: Detection rates with and without tracking.
Figure 3.8: Some examples of the challenging images from datasets 4 and 5
3.5 Discussions
The overall performance of the algorithm in the entire dataset is shown in Fig.
3.5. The proposed algorithm outperformed all the state of the algorithms.
The algorithm was designed to be robust against real world conditions. De-
tection using one particular feature may not work in all practical usage scenarios.
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The proposed algorithm switches to either edge based method or intensity based
method depending upon the image conditions. One significant advantage here
is that, even if the first edge based stage of the algorithm fails due to some re-
flections, the second stage can identify the pupil (though more computation is
required). Further, the tracking approach reduces false detection rate at the same
time reduces computational load as the search space is considerably less. Most
of the algorithms are designed to maximize the per frame based detection rates.
Here, we have added the tracking framework which directly extends the algorithm
for video. Results with and without tracking are shown in Fig. 3.6. The tracking
scheme achieved slightly better results with a better runtime performance.
3.5.1 Execution time
The algorithms were implemented on a desktop computer with 64 bit Ubuntu
13.10 Operating system having 3.33 GHz core i5 processor, and 8GB RAM. Im-
plementation with unoptimized python code obtained an average processing time
of 14.28 ms/frame without tracking and 9.90 ms/frame with tracking. There is a
scope for improving the processing time by code optimization.
3.5.2 Limitations
The algorithm detects the pupil centers accurately when the edges are correctly
detected. Intensity based candidate filtering approach detects the pupil when the
edge-based approach fails. However, the algorithm fails when the pupil is occluded
as shown Fig. 3.8 (dataset 5). The edges are not properly detected because of
blur. Intensity based approach could also fail since the candidates are occluded.
This reduces the goodness of regions obtained. Another failure case can occur
when the image contrast is poor, and the surrounding regions have low contrast
and reflections. A machine learning based approach can be used to compensate
for the detection-failures in such challenging cases.
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3.6 Summary
In this chapter, we have presented a framework for pupil center localization in
dark pupil images. The algorithm works in images captured with a head-mounted
eye tracker using dark pupil method. The primary objective of the work was to
develop an accurate algorithm which would work in real world conditions. The
algorithm takes care of both intensity and edge information to estimate the pupil
center accurately. A candidate filtering approach is chosen which maximizes a
goodness function returning the best possible pupil candidate. A simple tracking
method has also been used. It reduces the computations required without com-
promising on the accuracy. The proposed approach has been evaluated on LPW
dataset and found to outperform all the state of the art methods. The python-
based implementation achieves frame rates close to 100, which can be improved
with an optimized implementation in C/C++. The high frame rates obtained
can be useful in adding additional post processing and more computationally so-
phisticated tracking algorithms for improving the accuracy even further. Online
identification of the eye movement types can be helpful in using appropriate model
for tracking eye movements during different movement types.
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C H A P T E R 4
Eye Gaze Direction Classification
Using Convolutional Neural
Network
This chapter presents a real-time framework for the classification of eye gaze
direction. A convolutional neural network is employed in this work for the
classification of eye gaze direction. The proposed gaze direction obtained can
be readily used for various HCI applications since it does not require a person
dependant calibration stage.
4.1 Introduction
Human eyes provide rich information about human cognitive processes and emo-
tions. The gaze patterns of eyes also contains information about fatigue [92],
diseases [93], etc. Estimation of gaze direction can be useful in various domains,
including psychology, disease diagnosis, and human computer interaction. Gaze di-
rection changes can be used as an interaction channel virtual environments. They
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can also be used in applications like gaze based gestures, eye contact identification,
eye based typing, etc.
Most of the existing eye trackers require a cumbersome calibration procedure.
A person independent gaze classification system can be useful in scenarios where
obtaining calibration data is difficult, such, gaze tracking in public displays and
experiments with children.
In this chapter, we present a real-time framework which can detect eye gaze
direction using off-the-shelf, low-cost cameras in desktops and other smart devices.
We treat the gaze direction classification as a multi-class classification problem,
avoiding the need for calibration.
Figure 4.1: Different EACs in NLP theory
4.1.1 Application in finding Eye Accessing Cues
The patterns in which the eyes move when humans access their memories is known
as eye accessing cues (EAC). The neuro-linguistic programming (NLP) EAC the-
ory suggests [94] that there is a correlation between eye-movements and cognitive
processing while accessing experiences. EAC theory suggests that the meaning
of non-visual gaze directions may be directly related to the internal mental pro-
cesses. These movements are reported to be related to the neural pathways which
deal with memory and sensory information. The direction of the iris in the socket
can give information regarding various cognitive processes. Each direction of non-
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visual gaze is associated with different cognitive processes. The meanings of the
various EACs are shown in Fig. 4.1. More details about EAC model can be
found from [94]. Even though the EAC theory is not 100 % accurate, recent stud-
ies [95],[96] have found correlation which incites further research in the field. A
critical review of EAC method can be found in [26].
The eye directions obtained from the proposed framework can be used to find
the Eye Accessing Cues (EAC) and thereby infer the user’s cognitive process.
The information obtained can be useful in the analysis of interrogation videos,
human-computer interaction, information retrieval, etc. Identifying the affective
and cognitive states of humans can make the interaction between computers and
humans more natural. The knowledge of mental processes can help computer
systems to interact intelligently with humans.
4.2 Related works
There are many works related to gaze tracking in desktop environments, an ex-
cellent review of the methods can be found in [30]. In this section, we limit the
discussion to the recent state of the art works related to eye gaze direction esti-
mation.
Vraˆnceanu et al. proposed a method [97] for automatic classification of eye
gaze direction using the information from color space. The relative position of
iris and sclera in the eye bounding box is used to classify the eye gaze direction.
Vraˆnceanu et al. proposed another method [98] for finding gaze direction using
iris center detection and facial landmark detection. They used isophote curvature
based method for iris center localization. The relative position of iris center is used
with the fiducial points for a better estimate of eye gaze direction. In [99] Radlak
et al. presented a method for gaze direction estimation in static images. They used
an ellipse detector with a support vector based verifier. The eye bounding box is
obtained using the hybrid projection functions [100]. Finally, the gaze direction
is classified using support vector machine (SVM) and Random Forests. Recently
Vraˆnceanu et al. [101] proposed another approach for eye direction detection
using component separation. Iris, sclera, and skin are segmented and the features
obtained are used in a machine learning framework for classifying the eye gaze
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direction. Zhang et al. [31] applied convolutional neural network (CNN) for gaze
estimation. They combined the data from face pose estimator and eye region using
a CNN model. They have trained a regression model in the output layer.
In most of the related works, the general framework uses three cascaded stages,
i.e. face detection, eye localization, and classification. The localization or classi-
fication errors in any of the cascaded stages will result in the reduction of overall
accuracy. The computational complexity of the methods is another bottleneck.
In this work, we aim at increasing the accuracy of eye gaze direction classifi-
cation. The developed algorithm is robust against noise, blur, and localization
errors. The computational load is less in the testing phase, and the proposed
algorithm achieves an average 24 fps in a Python-based implementation without
using graphical processing units (GPU).
4.3 Proposed algorithm
The overall framework is shown in Fig. 4.2. Different stages of the algorithm are
described below.
Figure 4.2: Schematic of the overall framework
4.3.1 Face detection and eye region localization
The first stage in the algorithm is face detection. The framework described in
Chapter 2 is used for face detection. Once the face region is localized, next stage
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is to obtain the eye region. We have used two different methods for obtaining
the eye region. In the first method, the eye region for classification is obtained
geometrically from the face bounding box returned by the face detector (ROI).
The dimension of the eye region is shown on an image from HPEG database [102]
in Fig. 4.3. The eye regions obtained are re-scaled to a resolution of 42 × 50 for
the subsequent stages (ROI). In the second method, we used a facial landmark
detector to find the eye corners and other fiducial points.
Figure 4.3: Eye region localization using geometric approach (ROI)
Figure 4.4: Eye region localization using ERT approach
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4.3.1.1 Facial landmark localization
Localization of facial landmarks helps in constraining the eye region for classifi-
cation. Ensemble of randomized tree approach (ERT) [103] approach is used for
localizing facial landmarks. The face bounding box obtained from the preceding
stage is used as the input to the algorithm. The locations of the facial landmarks
are regressed using a sparse subset of pixels from the face region. The algorithm
is very fast and works even with partial labels. The details of the algorithm can
be found in [103]. Figure. 4.4 represents the selection of eye patch from the facial
landmarks around the eye region. The inner and outer eye corners along with the
upper and lower eyelid points are used to define a rectangular region. The rect-
angle area including all the eyelid boundary points returned from the landmark
detector is applied to select the eye patch. The selected patch is aligned using the
inner and outer eye corners which is used in the subsequent classification stage.
4.3.2 Eye gaze direction classification
The eye region obtained from the previous stage is used in a multiclass classi-
fication framework for predicting the eye gaze direction. Convolutional neural
network (CNN) is used for the classification.
4.3.2.1 Convolutional Neural Network (CNN)
The convolutional neural network represents a type of feed-forward neural network
which can be used for a variety of machine learning tasks. Krizhevsky at al. [104]
used a large CNN model for the classification of images in Imagenet database.
Even though the training time is huge, the accuracy and robustness of CNNs are
better than most of the standard machine learning algorithms. In our approach,
we have used a CNN model with three convolution stages.
We follow the popular LeNet [105] architecture in this paper. The LeNet
architecture consists of convolutional layers followed by nonlinearity and pooling
layers. Usually, there are multiple stages depending on the complexity of the prob-
lem. The first convolution layer acts mostly like edge detectors. In gaze direction
classification problem the position of the iris with respect to the eyelids and eye
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corners would be different for different classes. The feature maps obtained from the
convolution layers would contain information regarding the spatial position and
direction of the edges. Through sub-sampling, we improve the translation invari-
ance. Further, the activation introduces nonlinearity which makes the separation
of close classes possible. In this particular application, computational requirement
during evaluation was another constraint, as we wanted the algorithm to run at
camera frame rate. Deeper CNN’s take more time to evaluate as the stages are se-
quential. Hence we arrived at a three layer network empirically as a good tradeoff
between speed and accuracy.
The input stage of the CNN consists of images of dimension 42×50 (or 25×15
in the case of ERT). In the first convolutional layer, 24 filters of dimension 7× 7
are used. This stage was followed by a rectifier linear unit (ReLU). ReLU layer
introduces a non-linearity to the activations. The non-linearity function can be
represented as:
f(x) = max(0, x) (4.1)
where, x is the input and f(x) the output after the ReLU unit. A max pooling
layer is added after the ReLU stage. Max pooling layer performs a spatial sub-
sampling of each output images. We have used 2 × 2 max-pooling layers which
reduce the spatial resolution to half. Two similar stages with filter dimensions
5× 5 and 3× 3 are also added. After the convolutional, ReLU, and max-pooling
layers in the third convolutional layer, the outputs from all the activations are
joined in a fully connected layer. The number of output nodes corresponds to the
number of classes in the particular application. The structure of the network is
shown in Fig. 4.5. The softmax loss is used over classes as the error measure.
Cross entropy loss is minimized in the training.
The cross entropy loss (L) is defined as:
L (f(x), y) = −y ln(f(x))− (1− y) ln(1− fx(x)) (4.2)
where x is the vector to be classified, y ∈ {0, 1} , where y is the label
The cross entropy loss is convex and can be minimized using stochastic gradient
descent (SGD) [106] algorithm. The size of convolution kernels remains same for
both ERT and ROI (7× 7, 5× 5 and 3× 3 ).
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Figure 4.5: Architecture of the CNN used
4.3.2.2 Classification of eye gaze direction
Two CNNs are trained independently for left and right eyes. The scores from both
the networks are used to obtain the average score.
score =
(
scoreL + scoreR
2
)
(4.3)
where, scoreL and scoreR denote the scores obtained from left and right CNNs
respectively.
The class can be found out as the label with maximum probability:
class = arg max
label
(score) (4.4)
4.4 Experiments
We have conducted experiments in Eye Chimera database [107], [108] which con-
tains all the seven gaze directions classes. This dataset contains images of 40
subjects. For each subject, images with different gaze directions are available.
The total number of images in the dataset is 1170. The ground truth for class
labels and fiducial points are also available.
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4.4.1 Evaluation procedure
The database was randomly split into two equal proportions. Training and testing
are performed on two completely disjoint 50% subsets to avoid over-fitting. CNN
require a large amount of data in the training phase for better results. The size of
the database is relatively small. We have used data augmentation in the training
set images to solve this issue. Rotations, blurring, and scaling are performed in
the images in the training subset to increase the number of training samples. Two
CNNs were trained separately for left and right eye. In the testing phase, the
scores from both left and right eye CNN models are combined to obtain the label
of the test image.
In this work, we have considered both 7-class and 3-class classification. All the
seven classes are used in the first case, only a subset of the labels are used in the
latter. In 3-class case, we use only classes left, center and right. The classes are
denoted as follows :
C- Center, CL- Center Left, CR- Center Right, UL-Upper Left, UR- Upper Right,
DL- DOwn Left, and DR- Down Right.
The methodology followed is same in both the cases.
Figure 4.6: Sample results from the framework
4.4.2 Results
The results obtained from the experiments in Eye Chimera dataset is described in
this section. The classification accuracy was high in 3-class scenario compared to
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7-class case.
We have conducted experiments with the two different methods proposed. In
the first case, the eye region localization is carried out using geometrical relations.
Explicit landmark detection is avoided in this case. This approach is denoted
as ROI. This method reduces one stage in the overall framework. In the second
algorithm, we use the ERT based landmark detection scheme. The eye corners
obtained are used to constrain the region for subsequent classification stage. The
eye region obtained in each image is resized to a resolution of 20× 15 for further
processing.
In both the cases (ROI and ERT), the data was divided into two 50% subsets.
CNNs were trained separately for left and right eyes using data augmentation.
Testing was carried out with 50% disjoint testing set to avoid over-fitting effects.
All the experiments were repeated in both 3 class and 7 class scenario.
The results obtained by using only one eye are shown in Table 4.1.
Combining the information from both eyes improves the accuracy. The results
obtained using both the eyes and the comparison with state of the art is shown in
Table 4.3.
In both the cases, the proposed method outperforms all the state of the art
algorithms in eye gaze direction classification. Highest accuracy is obtained with
ERT+CNN algorithm. The individual accuracies achieved in the 7 class case is
shown in Table 4.2.
The confusion matrix for 3 class and 7 class case (ERT+CNN) are shown in
Fig. 4.7 and Fig. 4.8.
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Table 4.1: Comparison of accuracy of classification using only one eye
Eye Boundingbox
Localization method
Eye direction
classification
Method
Recognition
Rate
7 class (%)
Recognition
Rate
3 class (%)
BoRMaN [109]* Valenti [110] 32.00 33.12
Zhu [111]* Zhu [111] 39.21 45.57
Vraˆnceanu [101]* Vraˆnceanu [101] 77.54 89.92
Proposed
(Geometric)
Proposed
(CNN)
81.37 95.98
Proposed
(ERT)
Proposed
(CNN)
86.81 96.98
*Data taken from [101] for comparison
Table 4.2: Accuracy in classification of each class (%)
Method C UR UL CR CL DR DL
Proposed
(ROI)
96 79 87 77 79 75 93
Proposed
(ERT)
97 93 94 84 87 71 91
Table 4.3: Classification accuracy (%) when both the eyes are used
Dataset Classes
Valenti[110]+
Valstar[109]*
Zhu
[111]*
Vraˆnceanu
[101]*
Proposed
(ROI)
Proposed
(ERT)
Still Eye
Chimera
7 39.83 43.29 83.08 85.58 89.81
3 55.73 63.01 95.21 97.65 98.32
*Data taken from [101] for comparison
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Figure 4.7: Confusion matrix for 3 classes (ERT+CNN)
Figure 4.8: Confusion matrix for 7 classes (ERT+CNN)
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4.4.3 Discussion
The proposed algorithm outperforms all the state of the art results reported in
the literature. The proposed algorithm leverages the information obtained from
the facial landmark detection stage to limit the computation to eye regions. The
alignment using eye corners reduces the intra-class variability. Score level fusion
from the two separately trained CNN’s further improve the accuracy.
From the confusion matrix, it can be seen that most of the miss-classifications
occur in differentiating between right and down right. The classification accuracy
is poor in the vertical direction (similar to the observations in [101]). This can be
attributed to the lack of spatial resolution in the vertical direction. Most of the
cases iris is partly occluded by eyelids in extreme corners. This makes it difficult
to classify them accurately. With the larger amount of labeled data, the algorithm
could perform even better.
4.5 Summary
In this chapter, a framework for real-time classification of eye gaze direction is
presented. The estimated eye gaze direction can also be used to infer eye accessing
cues, giving information about the cognitive states. The computational load is
very less; we achieved frame rates upto 24 Hz in Python implementation in a 2.0
GHz Core i5 desktop computer running Ubuntu 64 bit OS with 4GB RAM. The
per-frame computational time is 42 ms, which is much less than that of the other
state of the art methods (250 ms in [101]). Off the shelf webcams can be used
for computing the eye gaze direction. The eye gaze direction obtained can be
used for HCI applications. The computational requirements of the algorithm in
testing phase is less, which makes it suitable for smart devices with low-resolution
cameras using pre-trained models. A temporal filtering of the predicted scores
can be used in the case of video data. Using the color information in the CNN is
another path to be explored.
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C H A P T E R 5
Eye Movement based Biometric
Authentication
This section presents a novel framework for biometric identification based on
eye movements. A large set of features is extracted from fixations and sac-
cades to characterize each individual. A backward selection approach is used
to identify important features. Two different Gaussian RBF networks are
trained using features from fixations and saccades separately. Score level fu-
sion approach is adopted for biometric authentication. The developed frame-
work was evaluated in BioEye 2015 dataset and was found to outperform state
of the art methods.
5.1 Introduction
Biometrics is an active area of research in pattern recognition and machine learn-
ing community. Potential applications of biometrics include forensics, law enforce-
ment, surveillance, personalized interaction, access control [112], etc. Physiological
features like fingerprint, DNA, earlobe geometry, iris pattern, facial recognition,
[113] are widely used in biometrics. Recently, several behavioral biometric modal-
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ities have been proposed including gait, eye movement patterns, keystroke dy-
namics [114] signature, etc. Even though many such parameters like brain signals
[115] (using electroencephalogram) and heart beats [116] have been proposed as
biometric modalities, their invasive nature limits their practical applications.
An effective biometric should have the following characteristics [112]: (1) the
features should be unique for each individual, (2) they should not change with time
(template aging effects), (3) acquisition of parameters should be easy (low com-
putational complexity and noninvasive), (4) accurate and automated algorithms
should be available for classification, (5) counterfeit resistance, (6) low cost, and (7)
ease of implementation. Other characteristics that might make the system more
robust are portability and the ability to extract features from non-co-operative
subjects.
Out of many biometric modalities, iris recognition has shown the most promis-
ing results [117] obtaining equal error rates (EER) close to 0.0011%. However, it
can only be used when the user is co-operative. Such systems can be spoofed by
contact lenses with printed patterns. Even though most of the biometric modali-
ties perform well on evaluation databases, one may be able to spoof such systems
with mechanical replicas or artificially fabricated models [118]. In this regard,
several approaches have been presented [119] to detect the liveliness of tissues or
body parts presented to the biometric system. However, such methods are also
vulnerable to spoofing.
Biometrics using patterns obtained from eye movements is a relatively new field
of research. Most of the conventional biometrics use physiological characteristics of
the human body. Eye movement-based biometrics tries to identify the behavioral
patterns as well as information regarding physiological properties of tissues and
muscles generating eye movements [120]. They provide abundant information
about cognitive brain functions and neural signals controlling eye movements.
Eye movements as observed from outside is generated from an oculomotor
plant which consists of six extra-ocular muscles. Four of them are responsible for
horizontal and vertical movements namely the lateral and medial recti (horizon-
tal) and the superior and inferior recti (vertical). The torsional and coordinate
rotations of the eye are controlled by the other two muscles, the superior and the
inferior oblique. These muscles are controlled by axons of oculomotor, trochlear
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and abducent nerves. There are complex mechanisms which control eye move-
ments, both physiological (structure of oculomotor system) and behavioral (the
neural circuitry guiding visual attention). The dynamics of the eye movement can
be modeled as an input output system where the neuron input to the muscles as
inputs and the eye movement as the output. The dynamics of the movement is
affected by the parameters of the system. Here the physiological properties of the
tissues and muscles including their elasticity, rotational inertia are manifested as
the parameters of the model. Manifestations of the unique combination of these
parameters could be used as a biometric trait.
Saccadic eye movement is the fastest movement (peak angular velocities up
to 900 degrees per second) in the human body. Mechanically replicating such a
complex oculomotor plant model is extremely difficult. These properties make eye
movement patterns a suitable candidate for biometric applications. The dynamics
of eye movement along with these properties can give inbuilt liveliness detection
capability.
Initially, eye movement biometrics has been proposed as a soft biometric. How-
ever, with the high level of accuracy achieved, it seems there are more opportunities
regarding its application as an independent biometric modality. Eye movement
detection can be integrated easily into already existing iris recognition systems.
A combination of iris recognition and eye movement pattern recognition may lead
to a robust counterfeit-resistant biometric modality with embedded liveliness de-
tection and continuous authentication properties. Eye movement biometrics can
also be made task-independent [121] so that the movements can be captured even
for non-co-operative subjects.
5.2 Related works
Initial attempts to use eye movements as a biometric modality were carried out by
Kasprowski and Ober [16]. They recorded the eye movements of subjects follow-
ing a jumping dot on a screen. Several frequency domain and Cepstral features
were extracted from this data. They applied different classification methods like
naive Bayes, C45 decision trees, SVM and KNN methods. The results obtained
further motivated research in eye movement-based biometrics. Bednarik et al.
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[122] conducted experiments on several tasks including text reading, moving cross
stimulus tracking and free viewing of images. They used FFT and PCA on the eye
movement data. Several combinations of such features were tried. However, the
best results were obtained using the distance between eyes, which is not related to
eye dynamics. Komogortsev et al. [123] used an Oculomotor Plant Mathematical
Model (OPMM) to model the complex dynamics of the oculomotor plant. The
plant parameters were identified from the eye movement data. This approach was
further extended in [124]. Holland and Komogortsev [125] evaluated the applica-
bility of eye movement biometrics with different spatial and temporal accuracies
and various types of stimuli. Several parameters of eye movements were extracted
from fixations and saccades. Weighted components were used to compare different
samples for biometric identification. A temporal resolution of 250 Hz and spatial
accuracy of 0.5 degrees were identified as the minimum requirements for accurate
gaze-based biometric systems. Kinnunen et al. [121] presented a task-independent
user authentication system based on eye movements. Gaussian mixture modeling
of short-term gaze data was used in their approach. Even though the accuracy
rates were fairly low, the study opened up possibilities for the development of
task-independent eye movement-based verification systems. Rigas et al. [126] ex-
plored variations in individual gaze patterns while observing human face images.
Eye movements resulted were analyzed using a graph-based approach. The Mul-
tivariate Wald–Wolfowitz runs test was used to classify the eye movement data.
This method achieved 70% rank-1 IR and 30% EER on a database of 15 subjects.
Rigas et al. [127] extended this method using features of velocity and acceler-
ation calculated from fixations. The feature distributions were compared using
Wald–Wolfowitz test.
Zhang et al. [128] used saccadic eye movements with machine learning al-
gorithms for biometric verification. They used multilayer perceptron networks,
support vector machines, radial basis function networks and logistic discriminant
for the classification of eye movement data. Recently Cantoni et al. [129] proposed
a gaze analysis technique called GANT in which fixation patterns were denoted
by a graph-based representation. For each user, a fixation model was constructed
using the duration and number of visits at various points. Frobenius norm of the
density maps was used to find the similarity between two recordings. Holland
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and Komogortsev presented an approach (CEM) [130] using several scan path
features including saccade amplitudes, average saccade velocities, average saccade
peak velocities, velocity waveform, fixation counts, average duration of fixation,
length of scan path, area of scan path, regions of interest, number of inflections,
main sequence relationship, pairwise distances between fixations, amplitude du-
ration relationship, etc. A comparison metric of the features was computed using
Gaussian cumulative density function. Another similarity metric was obtained by
comparing the scan paths. A weighted fusion of these parameters obtained the best
case EER of 27%. Holland and Komogortsev proposed a method (CEM-B)[131],
in which the fixation and saccade features were compared using statistical meth-
ods like Ansari–Bradley test, two-sample t-test, two-sample Kolmogorov–Smirnov
test, and the two-sample Cramer–von Mises test. Their approach achieved 83%
rank-1 IR and 16.5% EER on a dataset of 32 subjects.
To the best knowledge of the authors, the best case EER obtained is 16.5%
[131]. Most of the works presented in the literature were evaluated on smaller
databases. The effect of template aging was not considered in these works. For
the application of eye movement as a reliable biometric, the patterns should remain
consistent with time. In this work, we try to improve upon the existing methods.
The proposed algorithm can reach an EER up to 2.59% and rank-1 accuracy
of 89.54% in RAN 30min dataset of BioEye 2015 database [132] containing 153
subjects. Template aging effect has also been studied using data taken after an
interval of 1 year. The average EER obtained is 10.96% with a rank-1 accuracy
of 81.08% with 37 subjects.
5.3 Proposed method
In the proposed approach, eye movement data from the experiment are classified
into fixations and saccades, and their statistical features are used to characterize
each individual. For each individual, the properties of saccades of same durations
have been reported to be similar [133]. We use this knowledge and extract the
statistical properties of the eye movements for biometric identification. Different
stages of the algorithm are described below.
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5.3.1 Details about the data recording
Gaze sequences were obtained using two distinct types of visual stimuli. In one
set (RAN), a white dot moving in a dark background was used as the stimulus,
and the subjects were asked to follow the dot. Text excerpt shown on the screen
was used as the stimulus in the other set (TEX). Eye tracking data was recorded
with 1000 Hz followed by downsampling to 250 Hz with anti-aliasing filtering.
Data recorded in three different sessions are available. The data from the first
session was used for the enrollment. Other two sessions were used for testing the
accuracy. The second session was conducted after 30 minutes containing recordings
of 153 subjects. A third session, conducted after one year, (37 subjects) is also
available to evaluate the robustness against template aging. The dataset used was
part of BioEye 2015 competition.
5.3.2 Data pre-processing and noise removal
The data contains visual angles in both x and y directions along with stimulus
angles. Information about the validity of samples is also available. Eye move-
ment data has been captured at a sampling frequency of 1000 Hz. The data
obtained is decimated to 250 Hz using an anti-aliasing filter. In the proposed
feature extraction method, most of the parameters are computed with reference
to the screen coordinate system. Hence, in the pre-processing stage, the data ob-
tained is converted to screen coordinates based on head distance and geometry of
the acquisition system as
xscreen =
(
d ∗ wpix
w
)
tan(θx) +
wpix
2
(5.1)
yscreen =
(
d ∗ hpix
h
)
tan(θy) +
hpix
2
(5.2)
where, d, θx and θy denote distance from the screen and visual angles in x and y
direction (in radian) respectively. xscreen and yscreen denote the position of gaze
on the screen. wpix, hpix,w, h denote resolution and physical size of the screen in
horizontal and vertical directions respectively (Fig. 5.1). The distance of the face
from the screen and the dimensions of the recording systems were provided with
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the dataset. However, most of the commercial eye tracking systems report 2D (or
3D) gaze position directly, obviating the need for this step.
Figure 5.1: The arrangement for gaze recording
Raw eye gaze positions may contain noise. Most of the features used in this
work are extracted from velocity and acceleration profiles. The presence of noise
makes it difficult to estimate the velocity and acceleration parameters using dif-
ferentiation operation. Eye movement signals contain high-frequency components,
especially during saccades. High-frequency components would be more prominent
in velocity and acceleration profiles [134]. Savitzky–Golay filters are useful for
filtering out the noise when the frequency span of the signal is large [135]. They
are reported to be optimal [136] for minimizing the least-square error in fitting a
polynomial to frames of the noisy data. We use this filter with polynomial order
of 6 and frame size of 15 in our approach.
5.3.3 Eye movement classification and feature extraction
5.3.3.1 Eye movement classification
The I-VT (velocity threshold) algorithm [137], [138] is used to classify the filtered
eye movement data into a sequence of fixations and saccades (Algorithm 2). Most
of the earlier works specify the velocity threshold for angular velocity. The angular
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velocity computed from the filtered data is used to classify the eye movements. A
velocity of 50 degrees per second is used as the threshold in I-VT algorithm.
Algorithm 2 Fixation and Saccade classification algorithm
Input: [Time,Gazex,Gazey]
Output: Res
1: Constants: VT=Velocity threshold, MDF=Minimum duration for fixation
2: States =[FIXATION,SACCADE]
3: fixationStart=1
4: Velocity=smoothDiff (data)
5: N ← Number of samples of data
6: for index← 1 to N do
7: if Velocity[index] < VT then
8: currentState=FIXATION
9: if lastState 6= currentState then
10: fixationStart = index
11: end if
12: else
13: if lastState= FIXATION then
14: duration = data(index,1) - data(fixationStart,1)
15: if duration < MDF then
16: for i← fixationStart to index do
17: res[i]= SACCADE
18: end for
19: end if
20: end if
21: currentState=SACCADE
22: end if
23: lastState=currentState
24: res[index]=currentState
25: end for
26: Res ← res
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Figure 5.2: Gaze data and stimulus for RAN 30min sequence
A minimum duration threshold of 100 ms has been chosen to reduce the false
positives in fixation identification. Algorithm 2 returns the classification results
for each data point as either fixation or saccade. Points that are not a part of
fixations are considered as saccades in this stage. In the proposed approach, we
consider saccades with their durations more than a specified threshold to minimize
the effect of spurious saccade segments. From the results of Algorithm 2, a list
containing starting index and duration of all fixations and saccades is created. A
post-processing stage is carried out to remove small-duration saccades. Saccades
with duration less than 12 ms are removed in this stage.
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5.3.3.2 Feature extraction
After the removal of small-duration saccades, each eye movement data is arranged
into a sequence of fixations and saccades. The sequence of gaze locations and cor-
responding visual angles are also available for each fixation and saccade. Several
statistical features are extracted from the position, velocity and acceleration pro-
files of the gaze sequence. Other features like duration, dispersion, path length and
co-occurrence features are also extracted for both fixations and saccades. Earlier
works [123] suggested that saccades provide a rich amount of information about
the dynamics of the oculomotor plant. Hence, we extract several other parame-
ters including the saccadic ratio, main sequence, angle, etc. Saccades in horizontal
and vertical directions are generated by different areas of the brain [139]. We use
the statistical properties of the gaze data in x and y directions to incorporate
this information. The distance and angle with the previous fixation/saccade are
also used as features to leverage the temporal properties. The method used for
computation of features is described below.
Figure 5.3: Classification of the raw sequence
Figure. 5.3 depicts the time series of x and y positions of gaze. The dotted red
rectangles denote the saccade sections segmented out using the I-VT algorithm.
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The region between two saccade regions constitutes a fixation. For each fixation or
saccade segment we represent, the fixation or saccade using sets of x coordinates
and y coordinates as X and Y .
Let X = {x1, x2, x3, ..., xN} and Y = {y1, y2, y3, ..., yN} denote the set of
coordinate positions of gaze in each fixation/saccade and let N denotes the number
of data points in any fixation or saccade. (xi, yi) denotes gaze location on the
screen coordinate system and (θxi , θ
y
i ) denotes the corresponding horizontal and
vertical visual angles.
A large number of features are extracted from the gaze sequence in each fix-
ation and saccade. Some features are derived from the angular velocity. The
differentiation operation for finding velocity and acceleration is carried out using
forward difference method on the smoothed data. List of features extracted from
fixations and saccades along with the methods of computation are shown in Table
5.1 and Table 5.2. The features are extracted independently for each fixation and
saccade.
The control mechanisms generating fixations and saccades are different. The
number of fixations and saccades is also different in each recording. There is a
total of 12 and 46 features extracted from fixations and saccades respectively. A
feature normalization scheme is used to scale each feature into a common range
to ensure equal contribution in the final classification stage.
5.3.3.3 Feature selection
The large number of features extracted may contain redundancy and correlation.
A backward feature selection algorithm, as shown in Algorithm 3 is used to retain
a minimal set of discriminant features. We use the wrapper-based approach [140]
for selecting the features. An RBFN classifier is used for finding the Equal Error
Rate (EER) in each iteration. Cross-validation has been carried out in the training
set to avoid overfitting. We used a random 50% subset of the development dataset
for the feature selection algorithm. Feature selection algorithm starts with a set
of all the features. Now in each iteration, the EER with inclusion and exclusion
of a particular feature is found. The feature is retained if the EER with the use
of the feature is better than EER with exclusion. The procedure is repeated for
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all the features in a sequential manner. The feature selection algorithm is iterated
ten times each time on a random 50% subset for cross-validation. After these
iterations, a set of important features is retained. To evaluate the generalization
ability of the selected features, we have tested the algorithm (with the selected
features) on an entirely disjoint set that was not used in the feature selection
process. The results with the evaluation set [132](as shown in the public results
of BioEye 2015 competition) show the stability and generalization capability of
the selected features. The subset of features selected were different for different
stimuli (TEX and RAN sets). The list of features selected for TEX and RAN
stimuli is shown in Table 5.1 (Fixation features) and Table 5.2 (Saccade features).
The features thus selected are used as inputs to the classification algorithm.
Algorithm 3 Backward feature selection
Input: Feature matrix
Output: featureList[1: Included,0:Excluded]
1: N ← Number of features
2: featureList← ones(N)
3: for i← 1 to N do
4: W ← featureList
5: E ← +Inf
6: for j ← 0 to 1 do
7: W [i]← j
8: T ← EER with included features using RBFN
9: if T < E then
10: featureList[i]← j
11: E ← T
12: end if
13: end for
14: end for
After obtaining the set of features from fixations and saccades, we develop
a model to represent the data. It has been empirically observed that the perfor-
mance of classification approaches with Kernel-based methods is better than linear
classifiers. It has also been reported that the parameters like amplitude-duration
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and amplitude-peak velocity may vary with the angle of saccade [141]. The na-
ture of saccade dynamics may be different in different directions as the stimulus is
changing randomly at various points on the screen. For each person, saccades of
different amplitudes and directions form clusters in the feature space. In order to
use the multi-mode nature of the data, we represent them by clustering them in the
feature space. Representative vectors from each cluster are used to characterize
each person. We use Gaussian radial basis function network (GRBFN) to model
these data. The multiple cluster centers in the feature space are used as repre-
sentative vectors in this approach. These vectors are selected using the K -means
algorithm. Two different RBFNs are trained separately for fixation and saccade.
Details about the structure of network and score fusion stage are described in the
following section.
5.3.4 RBF network
Radial basis function network (RBFN) is a class of neural networks initially pro-
posed by Broomhead and Lowe [142]. Classification in RBFN is done by calculat-
ing the similarity between training and test vectors. Multiple prototype vectors
corresponding to each class are stored in each neuron. The Euclidean distance
between the input vector and the prototype vector is used to calculate neuron
activations.
In the RBF network, input layer is made of feature vectors (Fig. 5.4). ϕ(x) is
a radial basis function that finds the Euclidean distance between the input vector
and the prototype vector. A weighted combination of scores from the RBF layer
is used to classify the input into different categories.
The number of prototypes per class can be defined by the user, and these
vectors can be found from the data using different algorithms like K -means,
Linde–Buzo–Gray (LBG) algorithm, etc.
The Gaussian activation function of each neuron is chosen as:
ϕ(x) = e−β‖x−µ‖
2
(5.3)
where, µ is the mean of the distribution. The parameter β can be found from the
data.
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In this work, we have used K -means algorithm for selecting the representative
vectors. For each person, 32 clusters for fixations and 32 cluster centers for sac-
cades are kept, resulting in 32N clusters for each RBFN (where N is the number
of persons in the dataset). The number of clusters to keep is obtained empirically.
We have clustered the fixations/saccades of each individual separately to obtain
a fixed number of representative vectors for each person. A maximum of 100 iter-
ations is used to form the clusters. A standard K -means algorithm is used with
squared Euclidean distance, and the centers are updated in each iteration. Each
data point is assigned to the closest cluster center obtained from the K -means
algorithm. For a particular neuron, the value of β is computed from the distance
of all points belonging to that particular cluster as
β =
1
2σ2
(5.4)
where σ is the mean Euclidean distance of the points (assigned to the specific
neuron) from the centroid of the corresponding cluster.
5.3.4.1 Notations
The biometric identification problem is similar to a multiclass classification prob-
lem. Let there be n samples of a p dimensional data. Assume there are m classes
(corresponding to m different individuals) with c samples per class (n = mc). Let
yi be the label corresponding to i
th sample. Let K be the number of representative
vectors from each class. The value of K is chosen empirically (K = 32).
5.3.4.2 Network learning
The activations can be obtained as: A = ϕi,j(xk), i = 1, ..., K, j = 1, ...,m, k =
1, ..., n
The output of the network can be represented as a linear combination of the
RBF activations as
f(x) =
m∑
j=1
wjϕj(x) (5.5)
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where, f(x) contains the class membership in vector form. Given the activa-
tions and output labels, the objective of the training stage is to find the weight
parameters of the output layer. The weights are obtained by minimizing the sum
of squared errors.
The output layer is represented by a linear system as:
Awˆ = yˆ (5.6)
The optimal set of weights can be found using the Moore–Penrose pseudoinverse.
Alternatively, these weights can be learned through gradient descent method. In
the learning phase, features extracted from each fixation and saccade are used
to train the model. Each fixation/saccade is treated as a sample in the training
process.
The method described here uses two-phase learning. RBF layer and weight
layer trainings are carried out separately. However, a joint training similar to
back-propagation is also possible [143].
5.3.4.3 Training stage
Only the session 1 data from the datasets are used in the training stage. Clus-
ter centers and corresponding β values are computed separately for each person
(resulting in 32N neurons for both fixation and saccade RBFNs). The output
weights (wˆfix and wˆsacc) are found using all fixations and saccades from all the
subjects in the dataset.
5.3.4.4 Testing stage
Session 2 data is used in the testing stage. Parameters of RBFN are computed
separately for fixations and saccades in the training session. The scores from both
RBFNs are combined to obtain the final result. The overall configuration of the
scheme is shown in Fig. 5.4.
For an unlabeled probe, the activations for each fixation and saccade (Afix
and Asacc) are found separately using the cluster centers obtained in the training
stage. The final classification is carried out using the combined score obtained
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from all saccades and fixations. Let nfix and nsacc be the number of fixations and
saccades in an unlabeled gaze sequence. The combined score can be obtained as:
score = λ
1
nfix
nfix∑
i=1
Aifixwˆfix + (1− λ)
1
nsacc
nsacc∑
i=1
Aisaccwˆsacc (5.7)
where, λ ∈ [0 1] is the weight used in the score fusion. The parameter λ decides
the contribution of fixations and saccades in the final decision stage. This value
can be obtained empirically. In the present work, λ value of 0.5 is used.
The label of the unknown sample can be obtained as
label = arg max
m
(score) (5.8)
5.4 Experiments and results
5.4.1 Datasets
The data used in this work are part of the development phase of BioEye 2015
[132] competition. Data recorded in three different sessions are available. First
two sessions are separated by a time interval of 30 min containing recordings of
153 subjects (ages 18-43). A third session, conducted after one year, (37 subjects)
is also available to evaluate the robustness against template aging. The database
contains gaze sequences obtained using two distinct types of visual stimuli. In one
set (RAN), a white dot moving in a dark background was used as the stimulus.
The subjects were asked to follow the dot. Text excerpt shown on the screen was
used as the stimulus in the other set (TEX). The samples were recorded with
an EyeLink eye-tracker (with a reported spatial accuracy of 0.5 degrees) at 1000
Hz and down-sampled to 250 Hz with anti-aliasing filtering. The development
dataset contains the ground truth about the identity of the persons. An additional
evaluation set is also available without ground truth.
In each recording, visual angles in x and y direction, stimulus angle in x and
y direction and information regarding the validity of the samples are available.
Details about the stimulus types in BioEye 2015 database are given below.
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5.4.1.1 Random dot stimulus (RAN 30min & RAN 1year)
The stimulus used was a white dot appearing at random locations on a black
computer screen. The position of the stimulus would change every second. The
subjects were asked to follow the dot on the screen and recording was carried out
for 100 s.
Table 5.3: Details about the database
Dataset name RAN 30min RAN 1year TEX 30min TEX 1year
Subjects 153 37 153 37
Stimulus Moving dot Moving dot Text Text
Duration 100 s 100 s 60 s 60 s
Interval between
sessions
30 min 1 year 30 min 1 year
5.4.1.2 Text stimulus (TEX 30min & TEX 1year)
The task, in this case, was reading text excerpts from the poem of Lewis Carroll
“The Hunting of the Snark”. The duration of this experiment was 60 s.
A comprehensive list of the datasets and parameters are shown in Table 5.3.
5.4.2 Evaluation metrics
The proposed algorithm has been evaluated in the labeled development set. Rank-
1 accuracy and EER are used for evaluating the algorithm. Rank-1 (R1) accuracy
is defined as the ratio of the total number of correct detections to the number of
samples used. EER is the percentage at which false acceptance rate (FAR) and
false rejection rate (FRR) are equal. Detection error trade-off (DET) curves are
shown for all the datasets. Rank(n) accuracy is the number of correct detections in
the top n candidates. Cumulative match characteristics (CMC) is the cumulative
plot of rank(n) accuracy. CMC curves are also plotted for all the four datasets.
The evaluation set in the BioEye 2015 dataset is unlabeled. However, we report
the R1 accuracy as obtained from the public results [132] of the competition.
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5.4.3 Results
5.4.3.1 Performance in the development datasets
The model was trained using 50% of data in the development datasets. We have
trained and tested the algorithm on completely disjoint sessions to test its gen-
eralization ability. For example, in RAN 30min sequence there are 153 samples
available for two different sessions. We have trained the Algorithm only on the
first session (using a random 50% subset of the data). The evaluation was carried
out on the session 2 data. We have not used the data from the same session for
training and testing since it won’t account for intersession variability.
The average R1 accuracy and EER were calculated from random 50% subsets of
development datasets. This procedure was repeated 100 times and the average R1
accuracy and EER were obtained. The results obtained along with the standard
deviations are given in Table 5.4.
The R1 accuracy in RAN 30min and TEX 30min databases are above 90%
indicating the robustness of the proposed framework. The EER on RAN 30min
database is found out to be 2.59%, comparable to the accuracy levels of fingerprint
(2.07% EER) [144], voice recognition systems, and facial geometry (15% EER)
[145] biometrics.
Table 5.4: Results in the development datasets
RAN 30 RAN 1yr TEX 30 TEX 1yr
R1 90.10±2.76 79.31±6.86 92.38±2.56 83.41±6.98
EER 2.59±0.71 10.96±4.59 3.78±0.77 9.36±3.49
R1 accuracy (Table 5.5) of the proposed algorithm obtained from the develop-
ment set was compared with the baseline algorithm (CEM-B) [131]. The average
cumulative matching characteristics curves for the four datasets are shown in Fig.
5.5 and Fig. 5.6.
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Table 5.5: Comparison of R1 accuracy in the entire development dataset
RAN 30 RAN 1yr TEX 30 TEX 1yr
Our method (%) 89.54 81.08 85.62 78.38
Baseline [131] (%) 40.52 16.22 52.94 40.54
Figure 5.5: CMC curve for (a) RAN 30min and (b) TEX 30min
Figure 5.6: CMC curve for (a) RAN 1year and (b) TEX 1year
The detection error trade-off (DET) curves for the development datasets are
shown in Fig. 5.7 and Fig. 5.8. In Fig. 5.7 (a) and (b), FNR becomes very small
as FPR increases indicating a good separation from impostors. The reduction in
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FNR may be because of the addition of scores of all the fixations and saccades
in the score fusion stage. Impostor scores are considerably smaller than genuine
scores in the proposed approach. The performance in 1-year sessions are poor
compared to 30-min sessions indicating template aging effects.
Figure 5.7: DET curve for (a) RAN 30min and (b) TEX 30min
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Figure 5.8: DET curve for (a) RAN 1year and (b) TEX 1year
5.4.3.2 Performance in the evaluation sets
The evaluation part of the database is unlabeled. However, the results of the
competition are available on the website [132]. The evaluation set of the dataset
had only one unlabeled data for every labeled sample. We have used this one to
one correspondence assumption in the final stage of the algorithm.
Let there be n labeled and n unlabeled recordings. The task is to assign
each unlabeled file to a labeled file. The scores obtained from RBF output stage
were stored in a matrix D (with dimension nxn). D(i, j) denotes the normalized
similarity score between ith labeled and jth unlabeled samples. We have selected
the best match for each unlabeled recording using Algorithm 4. The use of this
one to one assumption improved the results. However, this assumption may not be
suitable for practical biometric identification/verification scenarios. The proposed
method has been found to outperform all the other methods even without the
one to one assumption indicating the robustness for biometric applications. The
results with and without this assumption are shown in Table 5.6.
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Algorithm 4 One to one matching
Input: D (Score matrix)
Output: Matches
1: [n, n] = size(D)
2: for i← 1 to n do
3: [row, col] = find(D == max(D(:)))
4: D(row, :) = −∞
5: D(, : col) = −∞
6: pair=[row, col]
7: Matches.append(pair)
8: end for
Table 5.6: Comparison of R1 accuracy with baseline method in evaluation dataset
RAN 30 RAN 1yr TEX 30 TEX 1yr
Our method (%) 93.46 83.78 89.54 83.78
Our method* (%) 98.69 89.19 98.04 94.59
Baseline [131] (%) 33.99 40.54 58.17 48.65
*With one to one assumption
5.4.4 Execution time
The algorithm has been implemented in an Intel Core i5 CPU, 3.33 GHz desktop
computer with 4 GB RAM. The average training time for the network without code
optimization (single-threaded) in MATLAB is about 400 s (with 153 samples). In
the testing phase, for predicting one unlabeled recording, it takes on an average
0.21 s (in TEX 30min). The time taken for training and testing phase can be
improved considerably by implementation in C, C++, using parallel processing
platforms like graphical processing units (GPU).
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5.4.5 Discussions
5.4.5.1 Performance of the algorithm
The R1 accuracy of the proposed method is high in both TEX and RAN datasets,
which indicates the possibility of developing a task-independent biometric system.
The EER and R1 accuracy achieved show the robustness of the proposed score
fusion approach. The selected features show good discrimination ability in both
stimuli. The accuracy with 1-year datasets is comparatively lesser than that with
the 30-min datasets. This lower accuracy may be attributed to template aging
effects. Some of the selected features may show variability over time [146] [147].
The amplitudes and directions of the saccades were random in the RAN dataset.
This indicates that once we have a proper enrollment done, biometric identifica-
tion can be performed just by using the eye movements during natural interaction
conditions, even without the cooperation of subjects (as there are no restrictions
on amplitude or direction). The normal eye movement during normal daily tasks
can be used for the authentication purposes.
The feature selection was carried out in 30-min datasets due to the availability
of a large number of subjects. Feature selection with 1-year datasets may lead
to overfitting because of fewer subjects. This issue can be solved by using the
feature selection in 1-year datasets with a larger number of subjects, which may
identify features that are robust against template aging. However, the results show
significant improvement compared to the state of the art methods. The proposed
algorithm was ranked first in the BioEye 2015 [132] competition.
5.4.5.2 Limitations
Controlled experimental setup was used to collect the data used in this work. The
sampling rate and quality of data used in the present work were very high since
it was collected in lab conditions using chinrest. It is to be noted that the data
used in this work was captured at 1000 Hz. The performance of the algorithm at
lower sampling rates needs to be evaluated further. Accurate estimation of the
features in noisy, low sampling rates is necessary for the use in a practical biometric
scenario. The nature of eye movements may be affected by the level of alertness,
fatigue, emotions, cognitive loading, etc. Consumption of caffeine and alcohol by
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the subjects may affect the performance of the proposed algorithm. The features
selected for biometrics should be invariant to such variations. Only two sessions
of data were available for each subject. Intersession variability and template aging
effects need to be studied further. Lack of publicly available databases containing a
large number of samples (to account for template aging, uncontrolled environment,
affective states, intersession variability) is another problem. Creation of a large
database with such variability could provide more robust solutions.
5.5 Summary
A novel framework for biometric identification based on dynamic characteristics
of eye movements is proposed in this chapter. The raw eye movement data is
classified into a sequence of fixations and saccades. We extract a large set of fea-
tures from fixations and saccades to characterize each individual. The important
features extracted from fixations and saccades are identified based on a backward
selection framework. Two different Gaussian RBF networks are trained using
features from fixations and saccades separately. In the detection phase, scores
obtained from both RBF networks are used to get the subject’s identity. The high
accuracy obtained shows the robustness of the proposed algorithm. The proposed
framework can be easily integrated into the existing iris recognition systems. Even
though iris recognition technology is very accurate, it is susceptible to spoofing. A
high-quality printout of an NIR iris pattern printed on a contact lens worn by an
impostor can spoof the system. Incorporating eye movement features along with
iris recognition systems might make spoofing attacks impractical. A combination
of the proposed approach with conventional iris recognition systems may give rise
to a new counterfeit-resistant biometric system. The comparable accuracy in dis-
tinct types of stimuli indicates the possibility of developing a task-independent
system for eye movement biometrics. The proposed method can also be used for
continuous authentication in desktop environments.
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C H A P T E R 6
Activity Recognition from Head
Mounted Eye Tracker
This chapter presents a framework for recognition of human activity from
egocentric video and eye tracking data obtained from a head-mounted eye
tracker. Three channels of information such as eye movement, ego-motion,
and visual features are combined for the classification of activities. Image
features were extracted using a pre-trained convolutional neural network. Eye
and ego-motion are quantized, and the windowed histograms are used as the
features. The combination of features obtains better accuracy for activity
classification as compared to individual features [148].
6.1 Introduction
Activity recognition from videos is an important topic in computer vision com-
munity. Recognition of actions has several applications in many areas such as
human-computer interaction (HCI), robotics, surveillance, image and video re-
trieval. Most of the literature in this field deals with action recognition from video
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Figure 6.1: The activity classes considered in the work, a) Read, b) Watching
Video, c) Write, d) Copying text, and e) Browsing.
streams captured by a camera which may be situated far away from the subjects
(third person view) [149],[150], [151].
Recently with the proliferation of wearable devices, there has been an upsurge
in research in the field of activity recognition from wearable devices. Recent works
in egocentric video-based (first person view) activity recognition [152],[153],[154]
has shown great promise in providing insights into various activities. The egocen-
tric video gives direct information regarding user’s environment. Head-mounted
eye trackers can provide gaze locations and head movements along with the ego-
centric video.
Nowadays a lot of virtual and augmented reality (VR and AR) devices are
coming up in the consumer market such as Oculus Rift, Hololens, Google Glass
[76], etc. They hold the potential to augment human capabilities. Eye tracking
and egocentric video could give important cues about the user’s point of attention
and actions. Usage of visual features along with the eye movement behavior as
observed through eye tracking can lead to the understanding of activities and
cognitive processes. Identification of human actions and intentions in real-time
could result in human-machine systems which are more natural and ‘pro-active’ .
In this chapter, a framework for activity classification using egocentric infor-
mation obtained from a head-mounted eye tracker is presented. Three channels
of information, namely, eye movement patterns, ego-motion patterns and visual
features as observed through the camera, are used for activity classification. We
consider activities performed in office environments which are difficult to classify
by other modalities alone. Combining all these modalities can improve the ac-
curacy of classification. The activity classes used in this work are shown in Fig.
6.1.
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6.2 Related works
An excellent review of recent works in egocentric activity recognition can be found
in [155]. Some of the recent works related to activity recognition from eye gaze
are described here.
Bulling et al.[156] presented an activity recognition scheme based on eye move-
ment parameters obtained using Electro Oculogram (EOG). They extracted a
large number of features from fixations, saccades, and blinks. A feature selection
approach was used to select the best features for activity classification. They
considered five activities performed in the office environment, along with a null
class. A support vector machine based classification was adopted for recognizing
the activities. This work paved the way for further investigations using eye gaze
where activity recognition using other modalities are difficult. Hipiny and Mayol-
Cuevas [157] presented an activity classification scheme using the gaze data. They
represented each activity as a record of fixation locations. A Bag of words based
weighted voting scheme, along with the Bhattacharya distance between templates
and samples were used for classification. Ogaki et al.[1] presented an approach
for egocentric activity recognition by fusing eye movement and ego-motion fea-
tures. They estimated ego-motion from the global optical flow computed from
the outward looking camera. The eye tracking data was obtained from a head-
mounted eye tracker. Both eye motion and ego-motion parameters were encoded
to a string sequence using the motion pattern. The N-gram statistics, computed
over a sliding window, was used as a feature for classification. From the experi-
ments, they demonstrated that the combination of features improves the accuracy
compared to eye movement features alone. Li et al.[158] presented a novel scheme
for combining different modalities of information for egocentric action recognition.
From the egocentric video, they extracted dense trajectories and a set of local de-
scriptors across the trajectories. The features included motion binary histograms
along x and y directions, histogram of flow, histogram of gradients and Lab color
histogram. They computed these features within a grid, and the features were
then concatenated. Egocentric features such as head motion and hand manipula-
tion point were also extracted. They encoded the features using Improved Fisher
Vector (IFV). Finally, the IFVs of different features were concatenated as a repre-
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sentation of the video. Support vector machine (SVM) was used for classification.
However, they did not use eye movement patterns in their framework. Fathi et
al.[159] demonstrated the relation between the task being performed and the lo-
cations of visual attention. They showed that the information regarding hand-eye
coordination could be beneficial in two different scenarios, predicting the probable
gaze sequence given an action and predicting the likely action given the gaze se-
quence. Shiga et al.[160] proposed a method for egocentric activity recognition by
combining eye motion and visual features. The eye movement feature extraction
scheme was similar to the method used in [156]. They used N-gram statistics com-
puted over sliding windows. The visual features were obtained by selecting a patch
around the gaze location and extracting local features using SIFT-PCA and dense
sampling. A Bag of words approach was used for the classification. They trained
separate multi-class SVMs for visual and eye movement features, and score fusion
methodology was adopted for the final activity classification. Yan et al.[154] pro-
posed a multi-task clustering approach for egocentric activity classification. They
proposed two different algorithms for activity classification in unsupervised set-
tings. Kunze et al.[161] provided a description of possibilities of eye tracking in
various use cases such as detection of fatigue and reading. Data from mobile eye
trackers can be utilized for the analysis of reading habits, type of document read,
reading speed comprehension level and identifying alertness levels.
While there are many approaches for activity classification in egocentric videos,
classification in indoor environments is still a challenge. This can be mainly at-
tributed to the lack of significant motion patterns and limited variations in the
environment. In most of the office activities (like reading, copying, browsing,
watching a video, writing ), the variability in image background, as observed from
the egocentric video is limited. This yields poor accuracy due to the lack of suffi-
cient discriminative information. However, a fusion of these features could improve
the performance. The visual features can provide a context for the action, and
the combination of ego-motion and eye movement pattern can result in better
accuracy in the overall classification.
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6.3 Proposed method
In this work we propose to use information from the image, gaze locations and
ego-motion for the recognition of activities. The features extracted from each
domain along with the proposed fusion scheme is described below. A schematic
diagram of the proposed framework is shown in Fig. 6.2.
Figure 6.2: The proposed framework, three channels of information are fused to
classify the activities.
6.3.1 Feature extraction from image
Location of gaze on the images captured from a first person view (ego-centric)
cameras carries valuable information which might be useful for activity classifica-
tion. Previous works [160] have used dense SIFT descriptor with PCA in a Bag
of words (BoW) framework. Features were extracted from the patch around the
point of gaze. They computed the descriptors for each frame separately. The
accuracy of this method could fall when the training and testing environments are
different. For example, the appearance of a book might differ with variations in
size, pose, color, and different types of binding. Ideally, the feature representa-
tion should be invariant to such changes as it is intended to give a context to the
actions. We have used convolutional neural network [162] based feature extractor
in this work owing to its high representation power. A pre-trained Alexnet model
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[104] (trained on the Imagenet dataset) is employed for this purpose. The fully
connected output layer was removed, and a feature descriptor of dimension 4096
was obtained. The architecture of Alexnet excluding the final fully connected layer
is shown in Fig. 6.3. We take the output from fc7 layer after applying the recti-
fied linear unit (ReLU) transformation [163]. For each image in the training set,
Figure 6.3: CNN feature extraction scheme, cropped and resized image is fed into
the pretrained network, outputs from fc7 are used as the feature.
a patch of size 200× 200 was selected around the gaze location. The image patch
obtained was resized and fed to the CNN to obtain a 4096-dimensional feature
vector. We have extracted features from all the images in the training set in a
similar manner. K-means clustering was performed on this data, and 15 cluster
centers were kept. Now, for each image, the feature representation is computed,
and the cluster center closest to it is found out. Histogram Voting across the clus-
ter centers are carried out, and the normalized votes are computed in a temporal
window of 25 seconds. The histogram obtained is used as the feature input for
the activity classification.
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6.3.2 Feature extraction from eye tracking data
The eye movement sequence is of the form
E = {ex,t, ey,t}TEt=1 (6.1)
where, ex,t, ey,t denote the x and y components of gaze position at the time
instant t. TE denotes the duration of the sequence. The raw sequence is median
filtered to remove noise. Let ex,t be the input signal corresponding to the x compo-
nent of eye movement. The wavelet coefficient Cxab of ex,t at scale a and position
b is defined as
Cxab =
∫
<
ex,t
1√
a
ψ
(
t− b
a
)
dt (6.2)
Continuous 1D wavelet coefficients are computed at a scale 10 using Haar-
wavelet function.
Now, the wavelet coefficients are computed separately for x and y directions.
The coefficients obtained are quantized as
Cˆxab =

2 τlarge ≤ Cxab
1 τsmall < Cx
a
b ≤ τlarge
0 −τsmall ≥ Cxab ≤ τsmall
−1 −τlarge < Cxab ≤ −τsmall
−2 Cxab ≤ −τlarge
(6.3)
where, τlarge and τsmall are empirically decided thresholds.
Cyab is also quantized to Cˆy
a
b in a similar manner.
Based on the joint sequence (Cˆxab , Cˆy
a
b ), a string sequence is generated as in
Fig. 6.4.
The normalized histogram of the string sequence over a sliding temporal win-
dow is used as the feature for classification.
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Figure 6.4: Motion encoding scheme.
6.3.3 Feature extraction from motion
Motion features are extracted from the optical flow between subsequent frames.
Let the ith frame be denoted as Fi. For each frame, corner detection is performed to
obtain the candidate points to track. The points are tracked using Lucas-Kanade
optical flow. Successfully tracked points are found out using forward-backward
error [164]. The median flow between the frames can be computed as
∆x = median(δxj), j ∈ [1, K] (6.4)
∆y = median(δyj), j ∈ [1, K] (6.5)
Where K is the number of sparse points tracked between Fi and Fi+1, and δxj
and δyj denote the optical flow of j
th point in x and y direction respectively.
Once the global optical flow is obtained, we use a similar encoding scheme as
used for eye gaze data. The histogram of the encoded sequence obtained over a
temporal window is used as the feature for the classification task.
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6.3.4 Fusion and classification framework
Features obtained from the three independent modalities namely ego-motion, eye
gaze features and visual features are combined in the proposed approach. Feature
level fusion [165] is adopted where three modalities are concatenated to form the
final feature vector. We have extracted all the features using a temporal sliding
window of 25 seconds with a stride of one second. Histogram of each independent
feature is computed and concatenated for training the classifier model.
The classification model chosen should be able to handle different types of data
as inputs. We have chosen Random Forest (RF) Classifier for this task. Random
forest algorithm is an ensemble of decision trees initially proposed by Breiman
[166]. It can intrinsically handle multi-class classification problems. Instead of
using a single tree for classification, predictions from a large number of trees are
integrated to form the final prediction. Different trees in the forest are trained
from bootstrap samples. The original data is sampled with replacement and trees
are trained using these bootstrap samples. For each tree, a subset of predictors
are randomly selected at each node and an optimal split is found [167]. The tree is
grown without pruning. In the testing phase, the test sample is fed to N trees in
the forest. Each tree makes a prediction by evaluating the decision tree. The final
prediction is obtained using voting strategy among the outputs of N decision trees.
Random forest is robust to noise and faster to train. RF gives better predictions
without overfitting due to the out of bag error cross-validation used during the
training.
6.4 Experiments and results
Activities performed in office environments are considered in the experiments as
they are difficult to classify by other methods. We have evaluated the accuracy
of individual features as well as joint representation in a multi-class scenario to
assess their performance.
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6.4.1 Database used
We have used UTokyo First-Person Activity Recognition Dataset [1] for the eval-
uation task. The dataset contain the data recording of five subjects performing
five different actions in an office environment. The classes available were reading
a book, watching a video, copying text, writing on paper, and internet browsing.
Each of these activities was performed for two minutes. There was a time gap of
thirty seconds (‘Void’ class) between each activity where subjects were allowed to
converse, sing and move freely. Each subject performed the activities twice. The
data from these two sessions were used as the training and test sets. The record-
ings obtained from EMR-9 eye tracking device was also available with the dataset.
For analysis purpose, we have used the eye tracking data and the low-resolution
video (640× 480 resolution) from the dataset.
6.4.2 Experiment protocol
For each subject in the dataset, the features corresponding to visual, eye movement
and ego-motion were extracted from the dataset. For each subject, two separate
instances of the same activity class are available. We have used these two folds for
the evaluations. Initially, the first fold was used for training and the second one
for testing. In the second fold, training and testing sets were interchanged and the
average accuracy computed across these two sets are reported. The evaluations
were performed for a multi-class scenario, data across all subjects were used for
training and testing.
6.4.3 Multi-class classification
We have analyzed the performance with two different scenarios namely five class
and six class classification. In the latter, ‘Void’ class is also used as a valid label.
6.4.3.1 Experiments with five activity classes
We have used five activity classes in this trial. Experiments were performed in
multiclass classification scenario to evaluate the generalization capability of the
features. Training and testing were done across all the individuals. The first
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session data from all the subjects were used for training. A Random Forest model
was trained using the joint feature vector obtained from ego-motion, eye motion,
and CNN features. The individual accuracy of the modalities was also tested by
training separate models for CNN as well as joint eye-ego motion features. The
experiment was also performed by interchanging the training and testing sets.
The average results among these two folds were found. The normalized confusion
matrix obtained is shown in Fig. 6.5. The individual confusion matrices for visual
and motion features alone are also shown in Fig. 6.5. The average accuracy over
multiple runs is shown in Table. 6.1.
Figure 6.5: Normalized confusion matrix for five classes, a) Combined features, b)
Joint Ego-Eye motion feature, c) Visual features
6.4.3.2 Experiments with six activity classes
In this experiment, we have considered all six classes including the ’Void’ class.
We have followed similar testing methodology as described for five class scenario.
The results obtained are shown in Fig. 6.6 and Table 6.1.
6.4.3.3 Accuracy across different subjects
The variations in accuracy across different subjects are shown in Fig. 6.7. The
combined feature gives better results for most of the subjects.
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Figure 6.6: Normalized confusion matrix for six classes, a) Combined features, b)
Joint Ego-Eye motion feature, c) Visual features
Figure 6.7: Variation of accuracy across different subjects
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Table 6.1: Average accuracy for all three for both 5 and 6 class scenarios
Classes
Combined
Feature
Eye and Ego Motion
Feature
Visual (CNN)
Feature
6 class 77.09% 72.49% 45.03%
5 class 85.65% 79.38% 62.97%
6.4.3.4 Accuracy across classes
The accuracy of different classes for different feature combinations are shown in
Fig. 6.8. The joint representation achieves better results as compared to the
individual features. The joint eye-ego motion feature obtains the best accuracy
among the features. The ‘Void’ class shares similar visual features and motion
features as the subjects were allowed to interact freely during those periods. This
could explain the low accuracy of the ‘Void’ class. Visual features give good results
in activities like ‘Write’ and ‘Read’ since the field of view is different from other
activities.
Figure 6.8: Variation of accuracy across different classes
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6.4.4 Comparison with other methods
We have compared the results obtained with different methods. Saccade word
and motion word (SW + MW) [1], which is a combination of eye movement and
egomotion ‘N-gram’ features, obtains the second best result. GIST features [3]
extracts the visual content of the scene can be used for activity recognition in
egocentric video [168]. A combination of saccade word (SW) and GIST effectively
combines motion and visual features. Motion histogram (MH) proposed by Kitani
et al.[2] encodes the instantaneous as well as period motion using Fourier analysis.
The accuracy of saccade word and motion histogram is also taken for comparison.
The mean average precisions of the methods are compared in Fig. 6.9.
Figure 6.9: Comparison with state of the art methods [1], SW+MW (Saccade
Word+ Motion Word) [1], MH (Motion Histogram) [2], GIST [3]
The proposed method outperforms all the other methods. The addition of
visual features along with the motion and eye gaze features improved the accuracy
significantly. Compared to other methods, the higher representation power of the
CNN based feature and the combination of ego-eye motion features makes the
algorithm more accurate.
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6.4.5 Discussions
From the results obtained, it can be seen that the addition of three modalities
improves the accuracy. In six class scenario, highest accuracy is achieved for class
‘Write’. This can be attributed to both distinct gaze patterns as well as visual
features during the activity. Especially, the high accuracy of visual features during
this activity may be due to the appearance of paper and pen which are unique
to this activity. Even though the addition of visual features increases the overall
accuracy, the individual performance of visual features in many cases are poor.
The activities used in this experiment were performed in an office environment,
which does not have much diversity in visual information. The addition of the
Void class introduces more errors as the same visual features appear in multiple
activities.
In the five class scenario, ‘Void’ class was not present. The accuracy of visual
features is much better than the six class case. The overall accuracy of classifica-
tion is also much better in this scenario. The random forest based classifier tries
to identify the important features for activity classification from the joint feature
representation.
Some of the advantages of the proposed system are described here. Three dis-
tinct channels of information are fused in the proposed approach. This improves
the generalizability of the approach for a larger number of classes. Representation
of one particular activity might not require the features from all three channels.
For example, reading has a characteristic pattern as observed from eye tracking
data (sequence of small fixations and saccades), It may be possible to identify
reading activity from eye tracking data alone. Classifying browsing activity from
watching movies might require all three channels of information. The high-level
CNN descriptors used are suitable for giving a context to the actions. The random
forest algorithm is capable of identifying important features which are relevant for
the identification of a particular action. The framework can determine the impor-
tant features required for classifying the activities accurately. Even though the
activity classes used in this work are small, the framework is capable of handling
a large number of classes. The Random Forest based classifier can compute the
features relevant for identifying each action.
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6.5 Summary
In this chapter, we have proposed an approach for combining different modalities
such as ego-motion features, eye movement features and visual features for classi-
fication of activities. A joint feature vector is formed from the individual feature
extractors, and a random forest classifier was used to classify the activities using
this joint representation. Joint eye-ego motion feature gave the best individual
accuracy among the features. However, the addition of visual feature resulted in
a higher accuracy in activity classification. Additional channels of information
can be easily added to the framework. The addition of activity-dependent ob-
ject detectors and a weighted fusion of these three modalities might improve the
results.
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Conclusion and Future Scope
7.1 Conclusions
This thesis presents the development of gaze tracking algorithms and their appli-
cations in specific areas. The first part of the thesis deals with the development
low-cost eye gaze tracking algorithms for desktop as well as head mounted cam-
eras. In the second part, two applications which leverage the eye tracking data is
developed.
A webcam-based system was developed to bring down the cost of gaze tracking
while maintaining reasonable speed and accuracy. The challenging problem of
iris center localization is solved using an efficient two-stage algorithm. The main
contribution is the simplification of the ellipse fitting problem with a rather simple
two stage scheme using appropriate constraints obtained from the face detection
stage. Another advantage here is that small errors in the first stage can be refined
in the second stage. The algorithm is implemented as a convolutional kernel which
improved its real-time performance. The iris center estimation stage has been
extended to a gaze tracking framework using eye corner detection and tracking.
Pose variations due to in-plane rotations are handled using an affine transformation
of the estimated gaze in the calibration plane. The approach developed achieves
real-time performance in desktop environments.
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Further, a pupil center localization algorithm is developed for head-mounted
eye trackers. The performance of most of the available algorithms deteriorates
with uncontrolled lighting conditions. We have developed a robust algorithm
for pupil localization in NIR images which works even in challenging conditions.
The algorithm uses either edge based method or grayscale intensity based on the
quality of the image. One significant advantage here is that, even if the first edge
based stage of the algorithm fails due to some reflections, the second stage can
identify the pupil (though more computation is required). Further, the tracking
approach reduces false detection rate at the same time reduces computational
load as the search space is considerably less. Most of the algorithms are designed
to maximize the per frame based detection rates. Here, we have added a simple
tracking framework which directly extends the algorithm for video. The algorithm
had been evaluated in labeled pupils in the wild (LPW) dataset and found to
outperform state of the art methods while achieving real-time performance. The
eye gaze position obtained from such a gaze tracker can be used for various HCI
applications in real-world scenarios.
Classification of gaze direction is useful in various HCI tasks. Further, it
can be used to identify eye accessing cues thereby allowing us to infer various
cognitive processes. The proposed algorithm leverages the information obtained
from the facial landmark detection stage to limit the computation to eye regions.
The alignment using eye corners reduces the intra-class variability. Score level
fusion from the two separately trained CNN’s further improve the accuracy. The
proposed approach achieved superior performance compared to the classical gaze
direction classification methods while obtaining real-time performance.
We have developed algorithms for two applications where eye tracking data is
useful. In the first application, we use eye movement pattern as a biometric modal-
ity. A framework for biometric identification based on eye movements is developed
in this work. A score level fusion approach using a novel set of features extracted
from fixations and saccades are used for biometric authentication. Most of the
features used were extracted from the position, velocity and acceleration profiles
of eye movements. Eye movements are generated from a complex oculomotor
plant, however estimating the parameters of the model directly is difficult. In this
work, we tried to characterize each individual based on the statistical properties
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of saccades and fixations of different amplitudes and direction. Important features
were identified using a backward selection framework, and Radial basis function
network was used for classification. The developed framework is evaluated in Bio-
Eye 2015 dataset and was found to outperform state of the art methods. The
proposed approach obtained an average EER of 2.59%. Even though the method
can be used as an independent modality, augmenting eye movement biometrics
with conventional iris recognition technology may lead to a counterfeit resistant
biometric modality with inbuilt liveliness detection and continuous authentication
capabilities. The proposed eye movement based biometrics can complement the
iris based authentication. Iris based authentication is one of the most feasible and
accurate biometric modality available today (with EER close to 0.0011). However,
it is susceptible to spoofing. A high-quality printout of an NIR iris pattern printed
on a contact lens worn by an impostor can spoof the system. Incorporating eye
movement features along with iris recognition systems might make spoofing at-
tacks impractical. The dynamics of eye movements are very fast and complex,
which makes it very difficult to replicate with any mechanical systems.
The second application is the identification of human activities from a head-
mounted eye tracker. Head mounted eye trackers can provide the gaze locations
along with the ego-centric video. The information from various eye movements
and ego-motion are encoded by quantizing the motion. Image features are com-
puted from an image patch centered around the gaze point. A convolutional neural
network based descriptor is used as the feature. Three distinct channels of infor-
mation are fused in the proposed approach. This improves the generalizability of
the approach for a larger number of classes. Representation of one particular ac-
tivity might not require the features from all three channels. The high-level CNN
descriptors used are suitable for giving a context to the actions. The random for-
est algorithm is capable of identifying important features which are relevant for
the identification of a particular action. The proposed approach obtained better
accuracy as compared to state of the art methods.
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7.2 Limitations and Future scopes
The proposed webcam based gaze estimation framework uses eye corners as the
reference point. This method could fail with large head-pose variations after the
calibration stage. Since the computational overhead from the IC localization stage
is small, complex 3D model based tracking can be employed for pose invariant gaze
estimation. The algorithm proposed for pupil detection in the head mounted track-
ers returns the parameters of the ellipse fitted to the pupil boundary. This ellipse
can be back-projected to determine the variations in pupil diameter. Further,
pupil diameter estimation and its analysis can be useful in identifying affective
and alertness states. The proposed algorithm currently uses a simple tracking
mechanism, however, model-based tracking with explicit eye movement type iden-
tification could improve the performance.
The performance of the proposed eye movement biometrics framework could
be enhanced with score normalizations from different samples. Feature selection
with a larger dataset collected in various sessions could alleviate the template
aging problem. Estimation of the features accurately from noisy, low sampling
rate eye tracking data is another path to be explored.
The activity recognition framework works well for indoor environments. More
robust image-based recognition algorithms can be added for improving the recog-
nition from the video. Additional channels of information can be easily included
in the framework. Further, it is possible to tune the contribution of each feature
modality for a particular task. For example, for the classification of activities
in the outdoor sports, ego-motion and visual features might be more helpful.
Whereas in an office environment, ego-motion and eye movement might be more
discriminative.
Understanding driver behavior with eye tracking and first person video could
be a useful future direction in this respect. The eye movements of the driver
in response to various real world situations, traffic signs, and pedestrians can
be helpful in gauging the alertness level of the driver. The addition of the visual
information and the visual understanding obtained from the CNN based descriptor
(context) could make it possible anticipate and understand the driver’s actions.
Eye movements during driving conditions can also be used to gauge the expertise
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level of a driver.
Development of systems / software which can be used for the particular task
might help eye tracking technology become ubiquitous. End to end software pack-
ages for e-learning, assistive systems, fatigue detection, biometric identification,
stress detection, disease diagnosis, and advanced user interfaces are few areas
which might be benefited from the eye tracking technology.
Some of the possible extensions of the current work are summarized below
• Extension of the gaze estimation framework using full 3d model
• Addition of pupil diameter estimation along with pupil center localization
• Addition of score normalization and feature selection in eye movement bio-
metrics framework
• Extension of eye movement based activity recognition with more detailed
visual descriptors
• Implementation of end to end systems for eye tracking applications
Eye tracking and information available from eye movements could play a ma-
jor role in improving human-computer interaction. Eye gaze provides a natural
interaction channel for the immersive 3D environment in virtual and augmented
reality devices. The gaze tracking framework developed can be further extended
to the analysis of pupil diameter variations and saccadic velocity, which can be
used for the estimation of affective and cognitive states. Eye movement biomet-
rics can be utilized as an independent biometric modality or can be used along
with conventional iris recognition systems for a counterfeit resistant authentication
system.
Activity recognition from eye gaze tracking holds potential in applications
where classification using other modalities fails. Especially classifying actions per-
formed in office environments where visual or head motion cannot help. However,
more involved methodologies for including gaze as an active cue in the use of visual
feature extraction could be employed. In addition to these, parameters related to
eye movements could be helpful in finding out alertness level, fatigue, emotional
states, disease diagnostics, etc. The combination of all these features might lead
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to a system which can have large implications for human-computer interaction,
lifelogging, context-aware HCI, etc.
Eye tracking provides a rich amount of information regarding users identity,
stress levels, some class of diseases, user actions, alertness level, and several other
parameters. It can also be used as an HCI channel. In this context, eye tracking
technology holds the potential to become a universal tool. With the advancements
in the development of low-cost eye trackers as well as innovative applications, the
opportunities are endless. We hope that in near future eye tracking technology
can be used as a channel for intelligent HCI, where the machine can understand
the intentions, actions, and identity of the user and the interact intelligently.
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Face Detection and Tracking
Framework
A.1 Introduction
Face detection is an important stage in many computer vision applications like
face recognition, facial expression analysis, and gaze tracking. Several methods
have been proposed in the literature for face detection. Among these methods,
the use of Haar-like features is found to be quite robust. The direct application of
Viola-Jones approach has certain disadvantages such as 1) Computational overload
while using for real-time applications, 2) detects only frontal faces and 3) Does not
use temporal information in video sequences. We have used a simple but effective
approach to solving these issues.
A.2 The Algorithm
Haar-like Features
Haar-like features [50] are features similar to Haar wavelets used in image process-
ing applications for fast computation of features. An algorithm for face detection
using Haar-like features was first developed by Viola et. al. [169] and was later
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extended by Lienhart et. al.[170]. The implementation of the algorithm was fast
since the features could be obtained easily once the integral image is computed.
The algorithm uses a cascade of classifiers to identify the face location. We have
made three additions to make it suitable for our real-time applications. We as-
sume that the field of view of the camera contains a face, and the location of the
face does not change abruptly. Based on these assumptions we use a tracking
framework using Kalman Filter (KF) to constrain the area of search. The three
modifications are discussed below.
A.2.1 Speeding up operation with downsampling and ROI
remapping
In the original algorithm, the input image at full resolution is used for face de-
tection. Integral images [50] are computed from the full resolution images. Once
the integral images are computed, any one of these Haar-like features can be com-
puted at any scale or location in constant time. The classifier then searches over
multiple scales in a sliding window fashion. To speed up the detection, the size of
the image as well as the size of the face to be searched can be limited. Here we
assume that the face is close to the camera (maximum 1 meter from the camera),
based on this constraint we downsample the image by a scale factor of four. The
downsampling approach reduces the number of steps for face size as well as the
spatial area for search which reduces the computational time considerably. Even
though face detection is carried out in the downsampled image, the detected ROI
is remapped to the original image which retains high-resolution images for further
applications like face recognition or eye detection. It was empirically observed
that the accuracy of face detection was not affected much by scale factors up to
four (as long as the face was near to the camera) [171], [172].
A.2.2 Tilted face detection using an affine tranformation
Direct application of Viola-Jones algorithm detects upright frontal images only.
Face detection along with subsequent stages fail if there is a moderate amount of
tilt. Most of the applications require the detection of faces in tilted conditions as
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well. An affine transformation based method is adopted for the detection of tilted
(in-plane rotated) faces. The rotation matrix can be found for an n dimensional
image once its size, center, and angle of rotation needed are known. The affine
transformation is added along with down sampling to make a robust face detection
algorithm. The algorithm starts with applying the affine transformation based on
the face detection result from the previous frame. A detailed description of this
algorithm is provided in our earlier works [173], [51]. A schematic of the combined
affine transformation along with the downsampling and ROI-remapping is shown
in Fig. A.1.
Figure A.1: Face detection schematic
A.2.3 Face tracking using Kalman Filter
Detection of the face using the modified Viola-Jones approach fails to detect a
face in some frames. Kalman Filter based tracking is used to avoid this issue.
There are two advantages wit this tracking approach, 1) The predictions from
Kalman filter can be used to constrain the search space for face detection, 2) The
prediction from Kalman filter can be used as the tentative face location if the face
detection stage fails. We have used a uniform velocity model for face tracking. In
every frame, the model is updated if the face detector returns the face location.
In case the face detection fails, the predicted location of the Kalman filter is used
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as the tentative location of the face.
A.2.4 Optical flow based face tracking
Figure A.2: Lucas-Kanade based face tracking
The Haar-like feature based method fails in detecting the face with off-plane
rotations. To avoid this, we have used an optical flow based tracking scheme.
Tracking stage is initialized using detected face region. A uniform grid of points
are selected in the detected face region and are tracked in the subsequent frames
using Lucas-Kanade optical flow. The successfully tracked points are found out
using forward-backward error [164]. Face position in the next frame is found out
using the transformation between the point sets with RANSAC algorithm. Optical
flow based tracking approach may drift in the long term. Optical flow tracking
is reinitialized when the angle of the face become horizontal to avoid drift. The
schematic of this approach is shown in Fig. A.2. This approach is suitable for
video based applications where continuous face position is required.
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