We develop a methodology of parametric modeling of time series dynamics when the underlying loss function is linear-exponential (Linex). We propose to directly model the dynamics of the conditional expectation that determines the optimal predictor. The procedure hinges on the exponential quasi maximum likelihood interpretation of the Linex loss and nicely fits the multiple error modeling framework. Many conclusions relating to estimation, inference and forecasting follow from results already available in the econometric literature. The methodology is illustrated using data on United States GNP growth and Treasury bill returns.
Introduction
The symmetric quadratic (Quad) loss function
is prevailing in econometrics because of its convenience and tractability. These are consequences of the linearity of the first derivative of Q(u). In particular, this leads to a simple form of optimal predictor of variable y t given its past I t−1 = {y t−1 , y t−2 , · · · , y 1 }, which is
The use of Quad loss, however, often contradicts reality, where economic agents put different weights on overprediction and underprediction. For example, macroeconomic forecasters often prefer to underpredict GNP growth because inventory holding costs exceed stockout costs (Elliott, Komunjer, and Timmermann, 2008) ; the IMF, OECD, and EC tend to systematically overpredict government budget deficits (Artis and Marcellino, 2001) ; and the Fed has systematically underpredicted or overpredicted inflation during different historical periods (Capistrán-Carmona, 2005) . In financial markets, volatility underestimation leads to lower expected utility than its overestimation in making asset allocation decisions (West, Edison, and Cho, 1993) ; that investors are more sensitive to losses than to gains may help explain the equity premium puzzle (Benartzi and Thaler, 1995) . A tractable example of an asymmetric loss function is linear exponential (Linex), which has the form L(u) = exp (αu) − αu − 1,
where the known parameter α indexes the degree of asymmetry. When α > 0, the loss is nearly exponential for positive errors and nearly linear for negative errors; thus the loss is smaller for overprediction than for underprediction, and the reverse is true when α < 0. The convenience of the Linex loss function is primarily due to its everywhere differentiability and continuity of its derivative, properties that are not shared by the Linlin ¡ (1 − θ) I {u<0} + θI {u>0} ¢ |u| and Quadquad ¡ (1 − ϕ) I {u<0} + ϕI {u>0} ¢ u 2 loss functions, although, of course, it is not as convenient as the Quad loss function because of nonlinearity of the first derivative.
The Linex loss function was initially introduced by Varian (1974) in the context of real estate assessment; estimation under the Linex loss from the Bayesian perspective was studied by Zellner (1986) . Subsequently, the Linex loss became a workhorse in the literature on asymmetric loss. Christoffersen and Diebold (1997) used Linex as an example of asymmetric loss for comparison of optimal, conventional, and intermediate predictors. Batchelor and Peel (1998) developed a valid test for unbiasedness of forecasts under the Linex loss. Hwang, Knight, and Satchell (2001) derived optimal forecasts for some conventional volatility models under Linex, and Patton and Timmermann (2007) used as an example the Linex loss coupled with the Markov Switching DGP to derive some interesting properties of optimal forecasts. Anatolyev (2006) discussed nonparametric estimation under Linex loss.
In this paper, we propose a "direct" approach of parsimonious modeling under Linex. We directly model the dynamics of the conditional expectation that determines the optimal predictor, hence avoiding having to specify the whole conditional distribution. We emphasize that the proposed models are not aimed at fitting the data better than the conventional time series models. Rather, they are better suited to construct optimal predictions when the underlying loss function is Linex.
1 A methodology close in spirit to ours has been encountered in the value-at-risk literature: while main parametric methodologies concentrate on modeling the dynamics and shape of the conditional distribution, the CAViaR model of Engle and Manganelli (2004) is based on directly modeling the dynamics of conditional quantiles.
Our method rests on the exponential quasi-maximum likelihood interpretation of the Linex loss function. As a result, it is convenient to decompose a suitably transformed original variable into a product of its conditional mean and a multiplicative disturbance, with the conditional mean following an autoregressive process. This nicely fits into the multiplicative error model (MEM) framework of Engle (2002) , where the class of autoregressive conditional duration (ACD) models originated in Engle and Russell (1998) is a leading example. Thus, we are able to draw many conclusions directly from results already available in the MEM, ACD, and other related literatures. In particular, they suggest various forms of dynamic specifications and asymptotic results for estimators of parameters in these specifications.
The paper is structured as follows. In section 2 the modeling framework is presented, dynamic models are described, and forecasting is briefly discussed. In section 3 we tackle estimation issues, including asymptotic theory and the possibilities of improving estimation efficiency. In section 4, the proposed methodology is illustrated using data on US GNP growth and Treasury bill returns. We conclude in section 5.
Modeling under Linex
We take as a starting point the well-known result that under the Linex loss, the optimal predictor of stationary series y t given I t−1 is (e.g., Zellner, 1986) 
Note that for g t to be well-defined, E [exp (αy t ) |I t−1 ] should exist for (almost) any realization of the history. This requires the conditional distribution of y t to be sufficiently slim-tailed. If y t is conditionally normal, g t exists for any α; if y t is conditionally leptokurtic, g t may be well-defined only for small values of α, while for larger α optimal prediction under Linex may be unavailable. When y t is a log-difference of some variable x t (for example, when it represents a growth rate or log-return), g t is well-defined when
is finite. We will use the following terminology throughout. We call the predictor q t defined in (2) Quad-optimal for y t , the predictor g t Linex-optimal for y t , and the function u 7 → exp (αu) the Linex transformation. Let us also denote
At this point a researcher may estimate this conditional expectation nonparametrically and form a feasible Linex-optimal predictor. This nonparametric route is discussed in Anatolyev (2006) . In this paper we take a parametric approach, but instead of postulating the dynamics of the conditional distribution of y t given I t−1 , or of its first and/or second conditional moments, we intend to model the dynamics of h t directly, because it is the description of its dynamics that is sufficient for formulating the Linex objective function.
Suppose that an econometrician is equipped with the Quad loss, and the dynamics of q t is parameterized as some function of a finite-dimensional parameter vector. The expected minimal Quad loss corresponding to one observation equals
whose minimization is equivalent to the maximization of expected conditional log-density of a normal distribution with mean q t and fixed variance. Hence, estimation under Quad can be interpreted as quasi-maximum likelihood (QML) estimation based on the normal density. Similarly, estimation under absolute loss is associated with QML estimation based on the Laplace density. Let us consider the Linex loss. Denote by β the true value of the k × 1 parameter b in a dynamic parameterization h t (b) of h t constrained to yield positive values for all allowable b. The expected minimal Linex loss corresponding to one observation equals, using (3) and (4),
is equivalent to the maximization problem
The object under the expectation sign is a conditional log-density of the random variable exp (αy t ) distributed exponentially with mean h t (b) . Thus, minimization of the expected Linex loss is equivalent to, or can be interpreted as, QML estimation on the basis of exponential density for the Linex-transformed variable exp (αy t ). This key observation leads to the following implication. In contrast to the usual decomposition of the dependent variable into a sum of a regression function and an additive regression error
with the property E [e t |I t−1 ] = 0, which is convenient under Quad loss, under Linex it is more convenient to handle the model in the multiplicative form
where η t is the multiplicative Linex-regression error with the property E [η t |I t−1 ] = 1. This alternative decomposition is a particular case of a "multiplicative error model" (MEM) of Engle (2002, section 4) . The MEM approach is a convenient tool for building models of non-negative valued time series, and here the series exp (αy t ) is positive by construction. According to Engle (2002) , MEM modeling allows one to avoid the dependence of the range of the disturbance on the mean that is a feature of a corresponding additive model 2 , and it is more convenient than alternatives in terms of estimation.
The leading application of the MEM approach in the econometrics literature is to durations between successive transactions in a high-frequency financial market.
3 Such durations typically exhibit clustering of high and low values in time. The temporal clustering property of durations has led to the class of autoregressive conditional durations (ACD) models proposed by Engle and Russell (1998) 4 , which spurred a vast literature in modeling duration dynamics. Many important results and ideas may be borrowed from it, in particular regarding the dynamic parameterization of h t . It is noticed that ACD modeling turns out to be surprisingly isomorphic to ARCH modeling (Engle and Russell, 1998; Engle, 2002) , and thus the broad ARCH literature may also be utilized.
The classical ACD specification is ACD 1 (q, p) (Engle and Russell, 1998) 
Here, the forcing variables are lagged values of the modelled variable, exp (αy t ) in our case. In a simple modification, these lagged values are standardized by the conditional mean so that the forcing variables are lagged multiplicative errors:
This specification will be referred to as ACD 2 (q, p). It is called "Additive ACD" in Hautsch (2004) . A disadvantage of specifications (7) and (8) is a need to impose positivity constraints on the coefficients in order to ensure positivity on h t for all t. This may be restrictive if the original variable y t is only weakly or negatively autocorrelated. Two logarithmic modifications proposed in Bauwens and Giot (2000) do not require restrictions on coefficients. Like the ACD 1 and ACD 2 models, these differ from each other by what is set to be a forcing variable:
2 The additive model for exp (αy t ) is exp (αy t ) = µ t + ω t , where µ t = E [exp (αy t ) |I t−1 ] and E [ω t |I t−1 ] = 0. Indeed, the range of ω t has to be [−µ t , +∞) , i.e., time dependent, with unpleasant consequences for maximum likelihood estimation.
3 There are other applications of the MEM approach. Engle (2002) illustrates the MEM methodology using exchange rate realized volatilities. Chou (2005) models a high/low range of asset prices in the MEM framework. Engle and Gallo (2006) analyze the dynamics of three volatility indexes using a multivariate version of the MEM. 4 Hence, exponential QML estimation of ACD models for durations implicitly minimizes the Linex loss with α = 1 for log-durations.
We call these specifications LACD 1 (q, p) and LACD 2 (q, p), respectively. A priori, LACD specifications seem more logical to use given our exponential transformation of the original variable.
5
Modifications of specifications (7)-(10) are possible, of course. Consider, for example, the following flexible specification:
When the original variable y t follows a linear homoskedastic normal autoregression of order p, the true model for h t is (11) with zero restrictions put on some coefficients, and the Linex errors η t are IID lognormal. If the autoregression is conditionally heteroskedastic, the true model for h t is the same, but the Linex errors are not IID. The same is true of the LACD 1 model (9). Other possible specifications can be found in Hautsch (2004), Fernandes and Grammig (2006) , and Meitz and Teräsvirta (2006) ; which model is most sensible depends on the data at hand. To make sure that the mean equation is correctly specified, one may use the LM-type test for no remaining ACD described in Meitz and Teräsvirta (2006, cor. 9 and proc. 3) . The Meitz-Teräsvirta test is an asymptotically valid analog of the Ljung-Box test for no autocorrelation applicable to ACD-type models, and it is robust to misspecification of conditional density. Of course, the right hand side of any specification may also contain exogenous factors that are able to predict the variable of interest (or more precisely, its Linex transformation). In this case the information set I t−1 is expanded to include the history of exogenous factors. Naturally, deterministic regressors such as seasonal components can also be included in the right hand side. Now we will briefly discuss forecasting. When the autoregressive dynamics of h t is parameterized, one-step Linex-optimal forecasts can be generated straightforwardly.
6 Using (4),ŷ
Generation of multistep Linexoptimal forecasts generally requires the knowledge of the unknown multistep transition distribution; hence, simulation-based methods are called for (e.g., Franses and van Dijk, 2000, section 3.5) . However, in case the dynamic model for h t is linear, which includes ACD 1 and ACD 2 specifications (7)- (8), the multistep point forecasts can be deduced by iterating the MEM model. For example, for ACD 1 (0, 1), the point forecast iŝ
whereas in the ACD 2 (0, 1) case,
where s > 1 is the horizon (of course, in practice consistent estimates are used in place of true parameters). This is a phenomenon familiar from Quad-optimal forecasting: when the model for conditional mean is linear ARMA, multistep point forecasts can be deduced analytically (e.g., Franses and van Dijk, 2000, section 2.2). Concluding this section, we note that the modeling of h t under Linex is analogous to the modeling of conditional θ-quantiles inf {u : Pr [y t ≤ u|I t−1 ] ≥ θ} under the Linlin loss function
It is well known that the conditional quantile function is the optimal predictor under Linlin. Whereas earlier parametric methodologies of evaluating conditional quantiles, and hence of value-at-risk (VaR) measures popular in finance, concentrated on modeling the dynamics and shape of the conditional distribution or of its tails, the recently proposed CAViaR methodology (Engle and Manganelli, 2004) is based on modeling the dynamics of conditional quantiles directly in the GARCH/ACD spirit.
Estimation under Linex
Let us denote by β the vector of parameters entering the dynamic specification. For example, in the
The exponential density belongs to the linear exponential family of distributions. The theory of quasi (or pseudo) maximum likelihood estimation (e.g., Gourieroux, Monfort and Trognon, 1984) implies that under suitable conditionsβ L is consistent for β and asymptotically normal. Exact suitable conditions under which this asymptotics occurs are established in the ACD literature. Most general is the result in Theorem 1 in Engle (2000) ; see also Wooldridge (1994, section 4) and Hautsch (2004) . Let h βt = ∂h t /∂b, and denote byĥ t andĥ βt the functions h t and h βt , respectively, evaluated at β. Construct a robust asymptotic variance estimator aŝ
where n is the sample size. Under suitable conditions,β L will be consistent and asymptotically normal, andV L will consistently estimate the asymptotic variance ofβ L . Note that in the special case when η t is conditionally (on I t−1 ) homoskedastic, the asymptotic variance simplifies, and may be estimated bŷ
The suitable conditions referenced above are usually hard to verify. Moment restrictions implicit in them may or may not tighten the requirement of sufficient slim-tailedness of the conditional distribution of y t . Primitive conditions can be established on a caseby-case basis for specific ACD models. Engle and Russell (1998) and Engle (2002) give a set of sufficient conditions for consistency and asymptotic normality for the stationary ACD 1 (1,1) model. More generally, the aforementioned isomorphism between ACD and ARCH structures allows one to utilize asymptotic results on normal QML estimation from the ARCH literature. In particular, conditions for consistency and asymptotic normality of QML estimates are established by Francq and Zakoïan (2004) for a linear GARCH(q, p) model (an analog of our ACD(q, p)) and by Ling and McAleer (2000) for the EGARCH(1, 1) model (including an analog of our LACD 2 (1, 1) ), among others. Most asymptotic results do not constrain the shape of the density of standardized errors but restrict them to be IID; many authors note, however, that this assumption is not critical. The moment conditions are specific for each parameterization: in the ACD(1, 1) case, for example, they require that Engle, 2002) ; these conditions do not rule out though even integratedness of exp (αy t ).
The Linex estimator is a true maximum likelihood estimator if exp (αy t ) is conditionally exponentially distributed, which is equivalent to y t sign (α) being conditionally distributed as Gumbel with location parameter |α| −1 log h t and scale parameter |α| −1 . If this condition does not hold, and it is not likely to hold in reality, the Linex estimator is not asymptotically efficient; in the same way least squares estimation is not asymptotically efficient under conditional non-normality. It is possible to increase the efficiency of estimation by using maximum likelihood estimation based on the true distribution. Of course, as it happens under Quad loss, a wrong specification of the density may lead to inconsistent estimation.
Natural candidates for the distributional assumption for η t are the Weibull density as in Engle and Russell (1998) with the standard exponential as a special case, and the Burr density as in Grammig and Maurer (2000) with Weibull as a limiting case; other choices are also possible. When the Weibull distribution is chosen, the conditional density of η t given I t−1 is
, ς > 0.
When ς = 1, the Weibull distribution reduces to the standard exponential. When the Burr distribution is chosen, the conditional density of η t given I t−1 is
When → 0, the Burr distribution reduces to Weibull, and when = 1, it reduces to log-logistic. It is also possible to use positive distributions not containing the exponential. One option is a lognormal distribution
which is a true distribution for η if the original variable y t is conditionally homoskedastic normal. The densities on the previous three displays are normalized to have the expectation of unity.
If the conditional density f (η; q) is correctly specified, where q contains additional shape parameters whose true value is θ, the estimate
where
will be consistent, asymptotically normal, and asymptotically efficient under suitable conditions (see Wooldridge, 1994, section 5) . Moreover, the matrix
) 0 , will consistently estimate the asymptotic variance of (β
Empirical illustrations
In this section, we illustrate the proposed methodology using data on two time series, GNP growth and Treasury bill returns. There is empirical evidence that macroeconomic forecasters often prefer to underpredict GNP growth (Elliott, Komunjer, and Timmermann, 2008) , because additional inventory holding costs resulting from GNP overprediction exceed stockout costs resulting from GNP underprediction. This corresponds to negative α. On the other hand, financial investors may tend to overpredict the Treasury bill rate when evaluating projects because they are more sensitive to losses than to gains (Benartzi and Thaler, 1995) ; monetary authorities may also find it more beneficial to overpredict the T-bill rate considering future debt repayments and facing a restricted budget. This corresponds to positive α. In the illustrative empirical analysis, however, for the sake of symmetry we consider α of both signs for both series. Figure 1 presents a scatterplot of GNP growth against its lagged value. The T-bill returns series is a difference of weekly 3-month US Treasury bill rates 8 from Jan:1954 to May:1992 totaling 1, 586 observations. For the latter series, we use the first 600 observations for modeling, and the rest for forecasting purposes. The loss function parameter α is set in absolute value to 30 for GNP growth and to 3 for T-bill returns. This is convenient for illustrative purposes because such values make the asymmetry of the Linex loss function pronounced yet not extremely severe. Such |α| imply values of 1.25 in the case of GNP growth and 1.27 in the case of T-bill returns for the ratio of Linex losses for positive and negative prediction errors of one standard deviation.
9 Figure 2 presents scatterplots of Linex-transformed GNP growth against its lagged value. These diagrams illustrate how the Linex-optimal predictor puts different weights on errors of different sign after the Linex transformation inflates or deflates data points differently (cf. Figure 1 ). Tables 1a and 1b present estimation results of fitting exponential ACD models (7)- (10) to GNP growth and T-bill returns, accompanied by various diagnostic statistics. The latter are: average loglikelihood values labelled "LogL", values of the Meitz-Teräsvirta test statistic labelled "Q(3)", values of the excess dispersion test statistic labelled "Disp", and values of the Pearson goodness-of-fit test statistic labelled "Pear". The Meitz-Teräsvirta test statistic is asymptotically distributed as χ 2 (3) under the null of correct mean specification, where 3 is the number of additional lags specified under the alternative. The excess dispersion test for exponential distribution is described in Russell (1998, p. 1144) . The corresponding statistic is asymptotically distributed as N (0, 1) under the null 7 All data used in the paper is downloadable from the FRED R°d atabase of St. Louis Fed. GNP data is available at http://research.stlouisfed.org/fred2/series/GNP.
8 Available at http://research.stlouisfed.org/fred2/series/WTB3MS. 9 Such economic considerations can also be used by an econometrician to heuristically choose the value of α in empirical practice. A more technical way to fix α is to estimate it from some auxiliary data specific to the same economic agents (using methods similar to those in Elliott, Komunjer, and Timmermann, 2005) . Experimentation shows that as long as α is set within reasonable limits, regression results are not very sensitive to its exact value. It is the sign of α, in addition to a wish to acknowledge the asymmetry in decision making and deviate from the Quad loss, that is important in such modeling. of exponential distribution. The Pearson goodness-of-fit test (e.g., Kendall and Stuart, 1973, chapter 30) compares the multinomial distribution induced by Linex residuals and that implied by the standard exponential distribution. We set the number of equiprobable classes to 10, so the corresponding statistic is asymptotically distributed as χ 2 (9) under the null of correct distributional specification. The lag polynomial orders of ACD models are selected so that coefficients for more lagged values would yield insignificant estimates. As a result, for both series the order q equals 0, and the order p equals 2 for GNP growth and 1 for T-bill returns. The adequacy of selected orders is confirmed by the Meitz-Teräsvirta test for no remaining ACD (at least for best models in terms of LogL). The Linex residuals exhibit severe underdispersion (in contrast to overdispersion in ACD applications to duration data) and do not conform to the exponential distribution in all models, in a larger degree in the case of T-bill returns. A comparison of loglikelihood values allows one to determine which dynamic model fits better to the data; the corresponding LogL values are marked with an asterisk. In two out of four cases the LACD 1 model fares best, whereas the ACD 2 model wins in none 10 . Along with the four ACD models (7)- (10), we have fitted the data to the flexible model (11) and also (7)- (10) augmented with threshold-type asymmetries. None of these models has proved to be more successful: the additional parameters are statistically insignificant, and their presence pushes information criteria such as AIC upward.
Because diagnostic tests signal misspecification of the conditional density, we try to use the Weibull, Burr, and lognormal distributions in place of the exponential. In doing this, we use those models for the conditional mean that showed to advantage under the exponential specification. The results are presented in Tables 2a and 2b in columns "Weib" (standing for "Weibull"), "Burr", and "Lnorm" (standing for "lognormal"); columns "Exp" (standing for "exponential") reproduce corresponding results from Tables 1a and  1b . Because the distributions differ in the degree of parameterization, we also show values of the Akaike information criterion (line "AIC"). The excess dispersion test (line "Disp") and Pearson goodness-of-fit test (line "Pear") are adapted to the use of Weibull, Burr, and lognormal densities. In particular, the null distribution of the Pearson statistic is bounded between χ 2 (9) and χ 2 (8) in case of Weibull and lognormal, and between χ 2 (9) and χ 2 (7) in case of Burr, because of the presence of additional shape parameters (Kendall and Stuart, 1973, section 30.11-30.19 ). In all cases, the additional parameter ς in the Weibull distribution shows statistically significant departures from the value of 1 implied by the exponential distribution. The values of ς are close to (or slightly larger than) those in the CARR model of Chou (2005) for high/low ranges of asset prices; the values of ς in ACD applications are typically smaller than 1. The dispersion test signals no underdispersion, but the Pearson test still indicates inappropriateness of the Weibull density. The Burr conditional density improves the fit, even more boosting the likelihood and appreciably reducing the AIC. The Pearson test statistic also goes down significantly, so that in the case of GNP growth the Burr density is appropriate. In the case of T-bill returns, the Burr distribution is still rejected. Interestingly, in all cases the estimates of the additional shape parameter are about or closer than one standard deviation from the value of 1 implied by the log-logistic distribution. The use of the lognormal conditional density leads to a better fit than the use of Weibull, but it does not do as good a job as the Burr density. Note: robust standard errors are in parentheses.
Next we examine that exogenous factors can be used as right hand side variables in describing the dynamics of Linex-transformed variables. We add "-X" to the acronym of a basic autoregressive specification to indicate the presence of exogenous variables. Empirical studies find that interest rate term spread has forecasting power for GDP growth (e.g., Ang, Piazzesi, and Wei, 2006) . Using this practice, we add to the equation for linex-transformed GNP growth the variables TB (the 3-month Treasury bill rate 11 ) and YS (yield spread equaling the difference between 5-year bond yield 12 and 3-month Treasury bill rate), instead of the second lag of the dependent variable. The resulting specification is an analog of the predictive regression in Ang, Piazzesi, and Wei (2006, eqn. 10 with k = 1), where the authors find that both current interest and yield spread have forecasting power. In the case of T-bill returns, we add the variables FP (interest forward premium equaling the difference between 6-month 13 and 3-month Treasury bill rates) and BY (standing for 5-year bond yield 14 ). The resulting specification is an analog of a series of predictive regressions in Cochrane and Piazzesi (2005) , but for T-bill rates rather than bond rates. For simplicity, we use the exponential distribution, and the dynamic specification corresponds to the best among the four in Table 1 . All exogenous variables are dated one period earlier than the left hand side variable. The results are presented in Table 3 . Table 3 . Results of fitting exponential ACD-X models to Linex-transformed GNP growth and T-bill returns GNP growth T-bill returns One can see that in the determination of GNP growth, both exogenous factors are statistically insignificant at conventional levels when α > 0, but the yield spread turns out to be a statistically significant (at the 5% level) determinant when α < 0. In the case of T-bill returns, however, both factors are important predictors when α < 0 but only the interest forward premium is when α > 0. The fact that the structural coefficient estimates tend to have different signs depending on the sign of α is natural given that the Linex transformation u 7 → exp (αu) is increasing when α is positive and decreasing when α is negative. It also comes as no surprise that some factors that are statistically insignificant predictors when α > 0 which implies underprediction become statistically significant when α < 0 and there is overprediction.
Finally, we turn to forecasting. Table 4 contains values of the average Linex prediction error for s-step forecasting of T-bill returns, where s = 1, 2, and 4, from several series of forecasts that avoid modeling the whole conditional distribution. The rolling scheme is used, with a window of width 600; the number of out-of-sample forecasts is then 985 − s. Estimates from each Linex estimation round are used as initial values for minimization of the Linex criterion in the next estimation round. Two of the four series of forecasts are computed using a linear AR(1) Quad-autoregression: one forecast labelled "AR" is set equal to the conditional mean, while the other, labelled "AR+bias", is set equal to the conditional mean plus a constant bias term (namely, 1 2 α times the estimate of innovation's unconditional variance) that makes the forecast Linex-optimal under conditional homoskedasticity (Granger, 1969 ; such a forecast is called "pseudo-optimal" in Christoffersen and Diebold, 1997). The other two of the four series of forecasts are generated from the ACD 1 (0, 1) models: one is pure ACD 1 -autoregression, and the other in addition includes the two exogenous factors as predictors; of course, in the latter case only one-step predictions (i.e. s = 1) can be generated. The ACD-type models generate on average much better forecasts in terms of the Linex criterion than a mean model. The use of exogenous factors appreciably improves forecasts further, especially in the case α < 0 when both exogenous predictors are important in-sample (see Table 3 ). For the longer horizons (when the strength of conditional heteroskedasticity is lower), however, the pseudo-optimal predictor may turn out to be more advantageous. It is quite possible that careful modeling of the conditional distribution would provide better forecasts than ACD models do; similarly, the CAViaR models (Engle and Manganelli, 2004) are inferior to fully parametric models in terms of forecasting ability (Kuester, Mittnik and Paolella, 2006) . However, such an investigation is outside the scope of the present paper.
Conclusion
We have proposed a convenient framework to model the dynamics and construct optimal forecasts when the underlying loss function is linear-exponential. Most components of this framework are borrowed from various places of existing econometric literature. The procedure hinges on the exponential quasi maximum likelihood interpretation of the Linex loss and the multiple error modeling framework. The discovered parallelism between the conventional (under Quad) and proposed (under Linex) time series analyses may potentially be extended, for example, to modeling volatility in the two frameworks. Such extensions are a subject of future research.
