ABSTRACT. We define a collection of cohomology classes Θ g,n ∈ H 4g−4+2n (M g,n ) for 2g − 2 + n > 0 that restrict naturally to boundary divisors. We prove that a generating function for the intersection numbers Mg,n 
INTRODUCTION
Let M g,n be the moduli space of genus g stable curves-curves with only nodal singularities and finite automorphism group-with n labeled points disjoint from nodes. Define −→ M g,n for I ⊔ J = {1, ..., n}. In this paper we construct cohomology classes Θ g,n ∈ H * (M g,n ) for g ≥ 0, n ≥ 0 and 2g − 2 + n > 0 satisfying the following four properties:
The properties (i)-(iv) uniquely define intersection numbers of the classes Θ g,n with the classes ψ i . It is not clear if they uniquely define the classes Θ g,n themselves. for any stable graph Γ of genus g and with n external edges. Here
where π v is projection onto the factor M g (v) ,n (v) . This generalises (ii) from 1-edge stable graphs where φ Γ irr = φ irr and φ Γ h,I = φ h, I . See Section 4.1.1 for more on stable graphs.
Remark 1.2.
The sequence of classes Θ g,n satisfies many properties of a cohomological field theory (CohFT). It is essentially a 1-dimensional CohFT with vanishing genus zero classes, not to be confused with the Hodge class which is trivial in genus zero but does not vanish there. The trivial cohomology class 1 ∈ H 0 (M g,n ), which is a trivial example of a CohFT, satisfies conditions (i) and (ii). In this case, the forgetful map property (iii) is replaced by Θ g,n+1 = π * Θ g,n and the initial value property (iv) is replaced by Θ 1,1 = 1.
Remark 1.3.
The existence proof of Θ g,n -see Section 2-requires the initial value property (iv) given by Θ 1,1 = 3ψ 1 . The existence of Θ g,n with (iv) replaced by Θ 1,1 = λψ 1 for general λ ∈ C is unknown. One can of course replace Θ g,n by λ 2g−2+n Θ g,n but this would change property (iii). The main content of Theorem 1 is the existence of Θ g,n which is constructed via the push-forward of a class over the moduli space of spin curves in Section 2, and the KdV property (V) proven in Section 4. The non-constructive uniqueness result (IV)-which relies on the existence of non-explicit tautological relationsfollows from the more general property that the intersection numbers M g,n Θ g,n ∏ The proof of (V) does not directly use the KdV hierarchy. Instead it identifies the proposed KdV tau function Z Θ with a known KdV tau function-the Brezin-Gross-Witten KdV tau function Z BGW defined in [2, 20] . This identification of Z Θ (h, t 0 , t 1 , ...) with Z BGW (h, t 0 , t 1 , ...) is stated as Theorem 3 in Section 4.4.3. The proof of Theorem 3 uses a set of tautological relations, known as Pixton's relations, obtained from the moduli space of 3-spin curves and proven in [31] . Just as tautological relations give topological recursion relations for Gromov-Witten invariants, the intersections of Θ g,n with Pixton's relations produce topological recursion relations satisfied by Θ g,n that are enough to uniquely determine all intersection
The strategy of the proof of (V) is to show that the coefficients of Z BGW (h, t 0 , t 1 , ...) satisfy the same relations as the corresponding coefficients of Z Θ (h, t 0 , t 1 , ...), given by
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EXISTENCE
The existence of a cohomology class Θ g,n ∈ H * (M g,n ) satisfying (i) -(iv) can be proven using the moduli space of stable twisted spin curves M spin g,n which consist of pairs (Σ, θ) given by a twisted stable curve Σ equipped with an orbifold line bundle θ together with an isomorphism θ ⊗2 ∼ = ω log Σ . See precise definitions below. We first construct a cohomology class on M spin g,n and then push it forward to a cohomology class on M g,n .
A stable twisted curve, with group Z 2 , is a 1-dimensional orbifold, or stack, C such that generic points of C have trivial isotropy group and non-trivial orbifold points have isotropy group Z 2 . A stable twisted curve is equipped with a map which forgets the orbifold structure ρ : C → C where C is a stable curve known as the the coarse curve of C. We say that C is smooth if its coarse curve C is smooth. Each nodal point of C (corresponding to a nodal point of C) has non-trivial isotropy group and all other points of C with non-trivial isotropy group are labeled points of C.
A line bundle L over C is a locally equivariant bundle over the local charts, such that at each nodal point there is an equivariant isomorphism of fibres. Hence each orbifold point p associates a representation of Z 2 on L| p acting by multiplication by exp(2πiλ p ) for λ p = 0 or 1 2 . One says L is banded by λ p . The equivariant isomorphism at nodes guarantees that the representations agree on each local irreducible component at the node.
The sheaf of local sections O C (L) pushes forward to a sheaf |L| := ρ * O C (L) on C which can be identified with the local sections of L invariant under the Z 2 action. Away from nodal points |L| is locally free, hence a line bundle. The pull-back bundle ρ * (|L|) = L ⊗ i∈I O(−p i ) where L is banded by the non-trivial representation precisely at p i for i ∈ I. Hence deg |L| = deg L − 1 2 |I|. At nodal points, the push-forward |L| is locally free when L is banded by the trivial representation, and |L| is a torsion-free sheaf that is not locally free when L is banded by the non-trivial representation. See [16] for a nice description of these ideas.
The canonical bundle ω C of C is generated by dz for any local coordinate z. At an orbifold point x = z 2 the canonical bundle ω C is generated by dz hence it is banded by 1 2 i.e. dz → −dz under z → −z. Over the coarse curve ω C is generated by dx = 2zdz. In other words ρ
Here ω log C and θ are line bundles over the stable twisted curve C with labeled orbifold points p j and deg
We require the representations associated to θ at each p i to be non-trivial, i.e λ p i = 1 2 . At nodal points p, both types λ p = 0 or 1 2 can occur. The equivariant isomorphism of fibres over nodal points forces the balanced condition λ p + = λ p − for p ± corresponding to p on each irreducible component. Among the 2 2g different spin structures on a twisted curve C, some will have λ p = 0 and some will have λ p = 1 2 . The forgetful map
where ρ forgets the label and orbifold structure at p n+1 . As described above, the push-forward ρ * θ consists of local sections invariant under the Z 2 action. Since the representation at p n+1 is given by multiplication by −1, any invariant local section must vanish at p n+1 . In other words
.., n are defined analogously to those defined over M g,n . For a family π : C → S with sections p i : S → C, i = 1, ..., n, they are defined by L p i := p * i (ω C/S ). The spin structure produces another collection of line bundles
We can now define a vector bundle over M spin g,n using the dual bundle θ ∨ on each stable twisted curve. Denote by E the universal spin structure over M spin g,n . Given a map S → M spin g,n , E pulls back to θ giving a family (C, θ, p 1 , ..., p n , φ) where π : C → S has stable twisted curve fibres, p i : S → C are sections with orbifold isotropy Z 2 and φ :
then R 0 π * E ∨ = 0 and the following definition makes sense.
It is a bundle of rank 2g − 2 + n by the following Riemann-Roch calculation. Orbifold Riemann-Roch takes into account the representation information in terms of its band λ p i .
Here we used the requirement that
The bundle E g,n restricts naturally to the boundary divisors:
where I ⊔ J = {1, ..., n}. These maps are obtained by considering a node p ∈ C for (C, θ, p 1 , ..., p n , φ) ∈ M spin g,n . Denote the normalisation by ν :C → C with points p ± ∈C that map to the node p = ν(p ± ). WhenC is not connected, then since θ must be banded by λ p = 0 at an even number of orbifold points,
Hence it decomposes into two spin structures θ 1 and θ 2 , and conversely any two spin structures θ 1 and θ 2 glue to give θ thus inducing φ h,I . WhenC is connected, there are two cases. In the first case, when θ is banded by λ p ± = 1 2 , it decomposes into a spin structureθ = ν * θ, and conversely any spin structureθ glues to give θ thus inducing φ irr . In the second case when θ is banded by λ p ± = 0, it gives rise to one further boundary divisor 
where
Proof. A spin structureθ on a connected normalisationC has degθ
is an isomorphism. In other words φ * irr E g,n ≡ E g−1,n+2 . The argument is analogous whenC is not connected and
is an isomorphism. In other words φ
The following lemma describes the restriction of E g,n to M 
Proof. When the bundle θ is banded by λ p ± = 0, the map between sheaves of local holomorphic sections
is not surjective whenever U ∋ p. The image consists of local sections that agree, under an identification of fibres, at p + and p − . The dual bundle θ ∨ arises as a quotient sheaf
where OC(I, U) is generated by the element of the dual that sends a local section s ∈ OC(ν * θ, 
In a family π : 
Note that Ω 0,n = 0 for n = 3, 4, ... because rank(E 0,n ) = n − 2 is greater than dim M spin 0,n = n − 3 so its top Chern class vanishes. Nevertheless, it would be interesting to know if the bundles E 0,n carry non-trivial information.
The cohomology classes Ω g,n behave well with respect to inclusion of strata.
Lemma 2.6.
A consequence of Lemma 2.6 is that φ * Γ Ω g,n = 0 for any stable graph Γ (defined as for M g,n with extra data on edges) that contains a genus 0 vertex. Remark 2.7. We can allow all types of band in the moduli space, but as in the proof of Lemma 2.6 the class Ω g,n vanishes when λ p i = 0 for some i.
Consider the map f : M spin g,n+1 → M spin g,n that forgets the point p n+1 . Lemma 2. 8 .
Proof. Recall that the forgetful map (C, θ,
.., p n , ρ * φ) pushes forward θ via ρ which forgets the orbifold structure at p n+1 . As described above,
Consider the exact sequence of sheaves over a family π :
As in the proof of Lemma 2.
Lemma 2.8 together with the factor of 2 n in the definition of Ω g,n immediately gives property (iii) of Θ g,n
Property (iv) of Θ g,n is given by the following calculation.
Proposition 2.10.
Proof. A one-pointed twisted elliptic curve (E , p) is a one-pointed elliptic curve (E, p) such that p has isotropy Z 2 . The degree of the divisor p in E is 1 2 and the degree of every other point in E is 1. If dz is a holomorphic differential on E (where E = C/Λ and z is the identity function on the universal cover C) then locally near p we have z = t 2 so dz = 2tdt vanishes at p. In particular, the canonical divisor (ω E ) = p has degree 1 2 and (ω log E ) = (ω E (p)) = 2p has degree 1. A spin structure on E is a degree 1 2 line bundle L satisfying L 2 = ω log E . Line bundles on E correspond to divisors on E up to linear equivalence. Note that meromorphic functions on E are exactly the meromorphic functions on E. The four spin structures on E are given by the divisors θ 0 = p and θ i = q i − p, i = 1, 2, 3, where q i is a non-trivial order 2 element in the group E with identity p. 
. In fact we need to use the orbifold Grothendieck-Riemann-Roch theorem [36] . The calculation we need is a variant of the calculation in [17, Theorem 6.3.3] which applies to E such that E 2 = ω log C instead of E ∨ .
Importantly, this means that the Todd class has been worked out, and it remains to adjust the Ch(E ∨ ) term. We get 
Proof. The two properties (ii) of Θ g,n , follow from the analogous properties for Ω g,n . This uses the relationship between compositions of pull-backs and push-forwards in the following diagrams:
where the factor of 4 is due to ramification of p-see (39) in [21] . Hence
and similarly
Remark 2.12. The construction of Ω g,n should also follow from the cosection construction in [3] using the moduli space of spin curves with fields
A cosection of the pull-back of E g,n to M g,n (Z 2 ) p is given by ρ −3 since it pairs well with
Using the cosection ρ −3 a virtual fundamental class is constructed in [3] that likely gives rise to Ω g,n ∈ H 4g−4+2n (M spin g,n ). The virtual fundamental class is constructed away from the zero set of ρ.
UNIQUENESS
The degree property (I) of Theorem 1, Θ g,n ∈ H 4g−4+2n (M g,n ), proven below, enables a reduction argument which leads to uniqueness of intersection numbers
of Theorem 1. In this section we prove these two results together with properties (II) and (III) which are immediate consequences. We leave the proof of the final property (V) of Theorem 1 until Section 4.4.3.
Proof of (I). Write d(g, n)
= degree(Θ g,n ) which exists by (i). The degree here is half the cohomological degree so
The proof above used only properties (i), (ii) and (iv). Alternatively, one can use (iii) in place of the second part of (ii) given by
Proof of (II). This is an immediate consequence of (I) since deg
For any stable graph Γ with a genus 0 vertex, Remark 1.
,n(v) since the genus 0 vertex contributes a factor of 0 to the product.
Proof of (III). Property (iii) implies that
Proof of (IV). The uniqueness result follows from the more general result given in the following proposition. Proposition 3.1. For any Θ g,n satisfying (i) -(iii) above, the intersection numbers
Proof. For n > 0, we will push forward the integral (2) via the forgetful map π : M g,n → M g,n−1 as follows. Consider first the case when there are no κ classes. The presence of
so we have reduced an intersection number over M g,n to an intersection number over M g,n−1 . In the presence of κ classes, replace κ ℓ j by κ ℓ j = π * κ ℓ j + ψ ℓ j n and repeat the push-forward as above on all summands. By induction, we see that
i.e. the intersection number (2) reduces to an intersection number over M g of Θ g times a polynomial in the κ classes.
By (I), deg Θ g = 2g − 2, so we may assume the polynomial p consists only of terms of homogeneous degree g − 1 (where deg κ r = r). But by Looijenga's theorem [27] , and the stronger result given by Pixton's relations [31] , a homogeneous degree g − 1 monomial in the κ classes is equal in cohomology to the sum of boundary terms. Now property (ii) of Θ g , shows that the pull-back of Θ g to these boundary terms is Θ g ′ ,n ′ for g ′ < g so we have expressed (2) as a sum of integrals of θ g ′ ,n ′ against ψ and κ classes. By induction, one can reduce to integrals M 1,1 Θ 1,1 = λ 24 and the proposition is proven. 
Remark 3.2. The intersection numbers
The polynomials R m (κ 1 , κ 2 , ...) generate all polynomials in the κ i so (3) can be used to remove any κ class.
Remark 3.3.
Existence of classes Θ g,n satisfying (i) -(iii) and the initial condition Θ 1,1 = λψ 1 for a general λ ∈ C is an interesting problem. One approach is to look inside the strata algebra-see Section 4.1.1-which consists of push-forwards of classes involving κ and ψ classes from lower strata.
The intersection numbers
j satisfy a dilaton equation which is realised as a homogeneity condition on the partition function 
Proof. We have
where we have used
But this exactly agrees with the dilaton equation (5) via the correspondence (4).
Proposition 3.4 together with the initial condition
The following example demonstrates Proposition 3.1 with an explicit genus 2 relation. 
labeled by stable graphs Γ i is given by
which induces the relation
the relation on the level of intersection numbers is given by
We have
From now on we will specialise to the case λ = 3 for which we have a proof of existence of Θ g,n . From example 3.5, we have
128 . All genus 2 terms can be obtained from M 2,1 Θ 2,1 · ψ 1 and (5). Combining this with (6) we have
KDV TAU FUNCTIONS
In this section we prove property V of Theorem 1 which states that a generating function for the in-
i is a tau function of the KdV hierarchy, analogous to the theorem conjectured by Witten and proven by Kontsevich for the intersection numbers
) of the KdV hierarchy (equivalently the KP hierarchy in odd times
The first equation in the hierarchy is the KdV equation (8), and later equations
. See [29] for the full definition.
log Z BGW of the KdV hierarchy arises out of a unitary matrix model studied in [2, 20] . It is defined by the initial condition
The low genus g terms (= coefficient ofh
1024
1024 
is a tau function of the KdV hierarchy.
The main aim of this section is to prove that Z Θ (h, t 0 , t 1 , ...) = Z BGW (h, t 0 , t 1 , ...) which implies property V of Theorem 1. Agreement of Z Θ (h, t 0 , t 1 , ...) and Z BGW (h, t 0 , t 1 , ...) up to genus 2 is clear from (7) and (9) and can be extended to genus 3 using Appendix A. Furthermore, Z BGW (h, t 0 , t 1 , ...) also satisfies the homogeneity property (5)-see [6] -which is apparent in the low genus terms given in (9) . The homogeneity property satisfied by both Z Θ and Z BGW reduces the proof that they are equal to checking only finitely many coefficients for each genus.
Outline of the proof of Theorem 3. We summarise here Sections 4.1-4.4 which contain the proof of Theorem 3. The equality of Z Θ and Z BGW up to genus two used the relation between coefficients of Z Θ (h, t 0 , t 1 , ...) (10)
arising from the genus two Pixton relation. The main idea of the proof is to show that the coefficients of Z BGW (h, t 0 , t 1 , ...) also satisfy (10) , and more generally a set of relations arising from Pixton relations. Associated to the A 2 Frobenius manifold is a partition function Z A 2 (h, {t α k }), defined in Section 4.2. Pixton's relations on the level of intersection numbers arise due to unexpected vanishing of some of the co-
is constructed in two ways-out of intersections of cohomology classes in H * (M g,n ) which form a CohFT and out of a graphical construction that associates coefficients of Z KW (h, t 0 , t 1 , ...) to vertices of the graphs, described in Sections 4.1 and 4.3. The vanishing of coefficients in Z A 2 (h, {t α k }) is clear only from one of these constructions hence leads to relations among intersection numbers. There is a third construction of Z A 2 (h, {t α k }) via topological recursion, defined in Section 4.4, applied to a spectral curve naturally associated to the A 2 Frobenius manifold. This construction gives a second method to prove vanishing of certain coefficients of
It stores relations between intersection numbers involving Θ g,n such as (10) . So for example, the coefficient ofht 1 1 
vanishes and is also the relation (10). We can construct Z Θ
The idea is to produce a partition function Z BGW
are relations between coefficients of Z BGW analogous to each of the relations satisfied by the coefficients of Z Θ (h, {t α k }) due to the topological recursion viewpoint, and this shows that coefficients of Z BGW and Z Θ satisfy the same relations. 4.1. Twisted loop group action. Givental [22] showed how to build partition functions of cohomological field theories which are sequences of cohomology classes in H * (M g,n )-see Section 5-out of the basic building block Z KW (h, t 0 , t 1 , ...). This construction can be immediately adapted to allow one to use in place of Z KW (h, t 0 , t 1 , ...) the building blocks Z BGW (h, t 0 , t 1 , ...) and Z Θ (h, t 0 , t 1 , ...) (where the latter two will eventually be shown to coincide). Givental defined an action by elements of the twisted loop group and translations on the basic building block partition functions above. This action was interpreted as an action on sequences of cohomology classes in H * (M g,n ) independently, by Katzarkov-Kontsevich-Pantev, Kazarian and Teleman-see [31, 33] .
as (10). To prove vanishing of primary coefficients of Z BGW
Consider an element of the loop group LGL(N, C) given by a formal series
where R k are N × N matrices and R 0 = I. We further require R(z) to lie in the twisted loop group L (2) GL(N, C) ⊂ LGL(N, C), the subgroup which is defined to consist of elements satisfying
E ij w i z j which has the power series expansion on the right since the numerator I − R −1 (z)R −1 (w) T vanishes at w = −z since R −1 (z) is also an element of the twisted loop group. Givental's action is defined via weighted sums over graphs. Consider the following set of decorated graphs with vertices labeled by the set {1, ..., N}. Definition 4.1. For a graph γ denote by
its set of vertices, edges, half-edges and leaves. The disjoint splitting of L(γ) into ordinary leaves L * and dilaton leaves L • is part of the structure on γ. The set of half-edges consists of leaves and oriented edges so there is an injective map L(γ) → H(γ) and a multiply-defined map
The map sending a half-edge to its vertex is given by v : H(γ) → V(γ). Decorate γ by functions:
. We say γ is stable if any vertex labeled by g = 0 is of valency ≥ 3
and there are no isolated vertices labeled by g = 1. We write n v for the valency of the vertex v. Define Γ g,n to be the set of all stable, connected, genus g, decorated graphs with n ordinary leaves. [31, 33] define a new sequence of classes RΩ = {(RΩ) g,n } by a weighted sum over stable graphs, with weights defined as follows.
Given a sequence of classes
(i) Vertex weight:
This defines an action of the twisted loop group on sequences of cohomology classes. It is applied in [31, 33] to cohomological field theories Ω g,n whereas a generalised notion of cohomological field theory is used here.
Define a translation action of
So the translation action is given by
where p : M g,n+m → M g,n is the forgetful map. To ensure the sum (11) is finite, one usually requires
, so that dim M g,n+m = 3g − 3 + n + m grows more slowly in m than the degree 2m coming from T. Instead, we control growth of the degree of Ω g,n in n to ensure T(z) ∈ zV [[z] ] produces a finite sum.
The partition function of a sequence
where {e 1 , ..., e N } is a basis of V, α ∈ {1, ..., N} and k ∈ N. For dim V = 1 and
The action on sequences of cohomology classes above immediately gives rise to an action on partition functions, which store correlators of the sequence of cohomology classes, known as the Givental action [11, 19, 33] . It gives a graphical construction of the partition functions Z RΩ and Z TΩ obtained from Z Ω .
The graphical expansions can be conveniently expressed via the action of differential operatorsR and T: Z RΩ =RZ Ω , Z TΩ =TZ Ω as follows. Givental used R(z) to produce a differential operatorR, a socalled quantisation of R(z), which acts on a product of tau-functions to produce a generating series for the correlators of the cohomological field theory. Put R(z) = exp( ∑ ℓ>0 r ℓ z ℓ ).
The action of the differential operatorR on Z Ω (h, {t α k }) is equivalent to the weighted sum over graphs. The first term u k,β (r k ) α β ∂ ∂u k+ℓ,α gives ordinary leaf contributions, and the second term¯h 2 
] is the differential operator
which is a translation operator. It gives dilaton leaf contributions to the weighted sum of graphs. The differential operatorsR andT act on a product of functions Z BGW (h, t 0 , t 1 , ...), Z KW (h, t 0 , t 1 , ...) and Z Θ (h, t 0 , t 1 , ...) where the TFT is encoded via rescaling of the variables. g (v) . For a given stable graph Γ of genus g and with n external edges we have
The strata algebra S g,n is a finite-dimensional vector space over Q with basis given by isomorphism classes of pairs (Γ, ω), for Γ a stable graph of genus g with n external edges and ω ∈ H * (M Γ ) a product of κ and ψ
. The map q allows one to define a multiplication on S g,n , essentially coming from intersection theory in M g,n , which can be described purely graphically. The image q(S g,n ) ⊂ H * (M g,n ) is the tautological ring RH * (M g,n ) and an element of the kernel of q is a tautological relation. See [31] , Section 0.3 for a good description of S g,n .
The main result of [31] is the construction of elements R d g,A ∈ S g,n for A = (a 1 , ..., a n ), a i ∈ {0, 1} satisfying q(R d g,A ) = 0 which push forward to tautological relations in H 2d (M g,n ). The elements R d g,A are constructed out of the elements RΩ) g,n defined above. The element R 1 2 ∈ H 2 (M 2 ) is given in Example 3.5.
4.2.
Construction of elements of the twisted loop group. Consider the linear system
defines a power series R(z) with coefficients given by N × N matrices which is easily shown to satisfy (12) and send z → z −1 to get
or equivalently
We will describe two natural solutions of (12) using the data of a Frobenius manifold, and using the data of a Riemann surface equipped with a meromorphic function. These will give two constructions of elements R(z) of the twisted loop group. The construction of an element R(z) in two ways using both of these viewpoints will be crucial to proving that Z Θ and Z BGW coincide. Dubrovin [7] proved that there is a Frobenius manifold structure on the space of pairs (U, V) where V varies in the u i so that the monodromy of Ψ around 0 remains fixed. Conversely, he associated a family of linear systems (12) depending on the canonical coordinates (u 1 , ..., u N ) of any semisimple Frobenius manifold M as follows.
Recall that a Frobenius manifold is a complex manifold M equipped with an associative product on its tangent bundle compatible with a flat metric-a nondegenerate symmetric bilinear form-on the manifold [7] . It is encoded by a single function F(t 1 , ..., t N ), known as the prepotential, that satisfies a nonlinear partial differential equation known as the Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) equation:
F and {t 1 , ..., t N } are (flat) local coordinates of M which correspond to the k = 0 coordinates above via t α = t α 0 , α = 1, ..., N. It comes equipped with the two vector fields 1 1, the unit for the product, and the Euler vector field E which describes symmetries of the Frobenius manifold, neatly encoded by E · F(t 1 , ..., t N ) = c · F(t 1 , ..., t N ) for some c ∈ C. Multiplication by the Euler vector field E produces an endomorphism U with eigenvalues {u 1 , ..., u N } known as canonical coordinates on M. They give rise to vector fields ∂/∂u i with respect to which the metric η, product · and Euler vector field E are diagonal:
The differential equation (12) in z is defined at any point of the Frobenius manifold using U, the endomorphism defined by multiplication by the Euler vector field E, and the endomorphism V = [Γ, U] where [7, 32] defined by the prepotential
Example 4.2. The 2-dimensional versal deformation space of the A 2 singularity has a Frobenius manifold structure
F(t 1 , t 2 ) = 1 2 t 2 1 t 2 + 1 72 t 4 2 .
The prepotential determines the flat metric with respect to the basis
{ ∂ ∂t 1 , ∂ ∂t 2 } by η ij = F 1ij hence η = 0 1 1 0
and the (commutative) product by η(∂/∂t
The unit and Euler vector fields are 
The metric η applied to the vector fields ∂/∂u
We consider three natural bases of the tangent space H = T p M at any point p of a Frobenius manifold. The flat basis {∂/∂t i } which gives a constant metric η, the canonical basis {∂/∂u i } which gives a trivial product · , and the normalised canonical basis {v i }, for v i = ∆ 
satisfying (13) with U and V given by
We also have
Remark 4.4. Equation (13) defines R(z) as an endomorphism valued power series over an N-dimensional vector space H equipped with a symmetric, bilinear, nondegenerate form η. The matrix R(z) here-using a basis for H so that η is dot product-is related to the matrix R(z) in [31] by conjugation by the transition matrix Ψ from flat coordinates to normalised canonical coordinates [18] . On a rational curve, which is sufficient for this paper, B is the Cauchy kernel
The bidifferential B(p, p ′ ) acts as a kernel for producing meromorphic differentials on the Riemann sur-
where λ is a function defined along the contour Λ ⊂ Σ. Depending on the choice of (Λ, λ), ω can be a differential of the 1st kind (holomorphic), 2nd kind (zero residues) or 3rd kind (simple poles). A fundamental example is B(P, p) which is a normalised (trivial A-periods) differential of the second kind holomorphic on Σ\P with a double pole at a simple zero P of dx. The expression B(P, p) is an integral over a closed contour around P defined as follows. Definition 4.6. For a Riemann surface equipped with a meromorphic function (Σ, x) we define evaluation of any meromorphic differential ω at a simple zero P of dx by
where we choose a branch of x(p) − x(P ) once and for all at P to remove the ±1 ambiguity.
Shramchenko [34] constructed a solution of (12) with
The proof in [34] is indirect, showing that Ψ(z) i j satisfies an associated set of PDEs in u i , and using the Rauch variational formula to calculate ∂ u k B(P i , p). Rather than giving this proof, we will work directly with the associated element R(z) of the twisted loop group. Definition 4.7. Define the asymptotic series for z near 0 by
where Γ j is a path of steepest descent for −x(p)/z containing u j = x(P j ).
Note that the asymptotic expansion of the contour integral (15) for z near 0 depends only the intersection of Γ j with a neighbourhood of p = P j . When i = j, the integrand has zero residue at p = P j so we deform Γ j to go around P j to get a well-defined integral. Locally, this is the same as defining R s −2 exp(−s 2 )ds = −2 √ π by integrating the analytic function z −2 exp(−z 2 ) along the real line in C deformed to avoid 0.
Lemma 4.8 ([34]). The asymptotic series R(z) defined in (15) satisfies the twisted loop group condition
Proof. The proof here is taken from [9] . We have
where the first equality uses the fact that the only poles of the integrand are {p, p ′ , P i , i = 1, ..., N}, and the second equality uses the Cauchy formula satisfied by the Bergman kernel. Define the Laplace transform of the Bergman kernel byB
The Laplace transform of the LHS of (17) is
Since the Laplace transform satisfies
for any differential ω(p), by integration by parts, then the Laplace transform of the RHS of (17) is
Putting the two sides together yields the following result due to Eynard [13] 
Equation (16) is an immediate consequence of (18) and the finiteness ofB i,j (z 1 , z 2 ) at z 2 = −z 1 .
Example 4.9. Let Σ ∼ = C be a rational curve equipped with the meromorphic function x = z 3 − 3z and bidifferential
Choose a local coordinate t around z = −1 = P 1 so that x(t) = 
which agrees with Example 4.3 for the A 2 Frobenius manifold.
Partition
Functions from the A 2 singularity. Using the twisted loop group action and the translation action defined in the previous section, we construct in (19) , (20) and (21) 
where α ∈ {1, 2}, k ∈ N, i.e. {t α k } = {t 1 0 , t 2 0 , t 1 1 , t 2 1 , t 1 2 , t 2 2 , ...}. The three partition functions above use the element R(z) of the twisted loop group arising out of the A 2 Frobenius manifold. The partition function Z A 2 (h, {t α k }) is defined via the graphical action defined in Section 4.1 (and represented here via the equivalent action by differential operators) using R(z) and T(z) defined from the A 2 Frobenius manifold in Example 4.3
whereR andT are differential operators acting on copies of Z KW , which can be expressed as a sum over stable graphs, andΨ is the linear change of coordinates
The operatorsΨ andR in (20) coincide with the operators in (19) associated to the A 2 singularity. The translation operatorT 0 = z −1T is related to the translation operator in (19) essentially by the shift m i + 1 → m i we saw in (3). The graphical expression (22) for Ω A 2 g,n (e α 1 , ..., e α n ) immediately gives rise to a graphical expression for Θ g,n · Ω A 2 g,n (e α 1 , ..., e α n ). This produces a graphical expression for Z Θ A 2 which is expressed in (20) as a differential operator acting on two copies of Z Θ in place of Z KW . This is a sum over graphs G ′ g,n via the structure shown in (24) (which also applies when the expression is non-zero).
Finally, define
Equivalently, we have replaced each
with the corresponding coefficients from F BGW g . To prove Theorem 3, we will show that Z BGW A 2 has many vanishing terms from which it will follow that Z BGW
The A 2 Frobenius manifold and its associated cohomological field theory Ω
is used to produce Pixton's relations among tautological cohomology classes over M g,n . The class Ω A 2 g,n ∈ H * (M g,n ) ⊗ (V * ) ⊗n is defined by the Givental-Teleman theorem-see [11, 19, 35 ]-via a sum over stable graphs:
where ω R Γ is built out of contributions to edges and vertices of Γ using R, ψ and κ classes and a topological field theory at vertices that takes in vectors of H.
The key idea behind Pixton's relations among tautological classes [31] is a degree bound on the cohomological classes deg Ω
g,n using R in (22) does not know about this degree bound and produces classes in the degrees where Ω A 2 g,n vanishes. This leads to sums of tautological classes representing the zero class, i.e. relations, expressed as sums over stable graphs G g,n :
Here we denote by G ′ g,n the set of all stable graphs of genus g with n labeled points and any number of extra leaves, known as dilaton leaves at each vertex. So the set G g,n is finite whereas G ′ g,n is infinite. Nevertheless, all sums in (23) are finite. The classes ω Γ appearing in (23) consist of products of ψ and κ classes associated to each vertex of Γ. The classesω R Γ consist of products of only ψ classes, again associated to each vertex of Γ.
Pixton's relations (23) induce relations between intersection numbers of ψ classes with Θ g,n :
The second equality uses Θ g,n · (φ Γ ) * = (φ Γ ) * Θ Γ . The final equality uses Remark 3.2 to replace κ classes by ψ classes, such as in Example 3.5 below where the κ 1 term is replaced by
The classes ω Γ in (24) (24) is obtained by substituting (linear combinations of) the following expression into the sum over G g,n
where Γ (N) is obtained from Γ by adding N (dilaton) leaves to the vertex of Γ on which ∏ ψ
The final term in (24) is a sum over graphs of intersection numbers of Θ g,n with ψ classes only.
Primary invariants of a partition function are those coefficients of
with all k i = 0. They correspond to intersections in M g,n with no ψ classes. The primary invariants of Z Θ
These vanishing coefficients correspond to top intersections of ψ classes with the relations (24) . For n ≤ g − 1 these relations are sufficient to uniquely determine the intersection numbers
i via the recursive method in Section 3. For n ≥ g the dilaton equation (5) determines the intersection numbers from the lower ones.
4.4. Topological recursion. Topological recursion is a procedure which takes as input a spectral curve, defined below, and produces a collection of symmetric tensor products of meromorphic 1-forms ω g,n on C n . The correlators store enumerative information in different ways. Periods of the correlators store top intersection numbers of tautological classes in the moduli space of stable curves M g,n and local expansions of the correlators can serve as generating functions for enumerative problems.
A spectral curve S = (C, x, y, B) is a Riemann surface C equipped with two meromorphic functions x, y : C → C and a bidifferential B(p 1 , p 2 ) defined in (4.5), which is the Cauchy kernel in this paper. Topological recursion, as developed by Chekhov, Eynard, Orantin [4, 14] , is a procedure that produces from a spectral curve S = (C, x, y, B) a symmetric tensor product of meromorphic 1-forms ω g,n on C n for integers g ≥ 0 and n ≥ 1, which we refer to as correlation differentials or correlators. The correlation differentials ω g,n are defined
and for 2g − 2 + n > 0 they are defined recursively via the following equation.
Here, we use the notation L = {2, 3, . . . , n} and p I = {p i 1 , p i 2 , . . . , p i k } for I = {i 1 , i 2 , . . . , i k }. The outer summation is over the zeroes α of dx and p →p is the involution defined locally near α satisfying x(p) = x(p) andp = p. The symbol • over the inner summation means that we exclude any term that involves ω 0,1 . Finally, the recursion kernel is given by
.
which is well-defined in the vicinity of each zero of dx. It acts on differentials in p and produces differentials in p 1 since the quotient of a differential in p by the differential dx(p) is a meromorphic function. For 2g − 2 + n > 0, each ω g,n is a symmetric tensor product of meromorphic 1-forms on C n with residueless poles at the zeros of dx and holomorphic elsewhere. A zero α of dx is regular, respectively irregular, if y is regular, respectively has a simple pole, at α. The order of the pole in each variable of ω g,n at a regular, respectively irregular, zero of dx is 6g − 4 + 2n, respectively 2g. Define Φ(p) up to an additive constant by dΦ(p) = y(p)dx(p). For 2g − 2 + n > 0, the invariants satisfy the dilaton equation [14] ∑
where the sum is over the zeros α of dx. This enables the definition of the so-called symplectic invariants
The correlators ω g,n are normalised differentials of the second kind in each variable-they have zero Aperiods, and poles only at the zeros P i of dx of zero residue. Their principle parts are skew-invariant under the local involution p →p. A basis of such normalised differentials of the second kind is constructed from x and B in the following definition. 
where evaluation B(P i , p) at P i is given in Definition 4.6.
The correlators ω g,n are polynomials in the auxiliary differentials V i k (p). To any spectral curve S, one can define a partition function Z S by assembling the polynomials built out of the correlators ω g,n [10, 13] .
As usual define F g to be the contribution from ω g,n :
log
4.4.1. From topological recursion to Givental reconstruction. The relation between Givental's reconstruction of CohFTs defined in Section 4.1 and topological recursion was proven in [10] . The A 2 case is treated in [8] .
Recall that the input data for Givental's reconstruction is an element R(z) ∈ L (2) GL(N, C) and
] defined by a vector 1 1 ∈ C N . Its output is a CohFT or its partition function Z(h, {t α k }). The input data for topological recursion is a spectral curve S = (C, x, y, B). Its output is the correlators ω g,n which can be assembled into a partition function Z S (h, {t α k }). This is summarised in the following diagram.
The left arrow in the diagram, i.e. a correspondence between the input data, which produces the same output
is the main result of [10] . Given R(z) and T(z) arising from a CohFT, it was proven in [10] that there exists a local spectral curve S, which is a collection of disks neighbourhoods of zeros of dx on which B and y are define locally, giving the partition function Z of the CohFT. We will use the converse of this result proven in [9] , beginning instead from S, which builds on the construction of [10] .
Recall from Section 4.2.1 the construction
of an element R(z) from part of the data of a spectral curve S. We will now associate a (locally defined) function y on C to the unit vector 1 1 = {∆
1/2
i } ∈ C N in normalised canonical coordinates to get the full data of a spectral curve S = (C, x, y, B). Define dy by
This defines y locally around each P i . In fact, it only defines the part of y skew-invariant under the local involution p →p defined by x since the Laplace transform annihilates invariant parts, but topological recursion depends only on this skew-invariant part of y. The z → 0 limit of (26) gives ( i } ∈ C N and R −1 (z)1 1 which produces the translation. Equation (27) is a strong condition on y since it shows that y(p) is determined by dy(P i ), i = 1, ..., N and B(p, p ′ ). If a globally defined differential dy on a compact curve C satisfies the condition
defined by (27) and R(z) defined by (15) . This is immediate by taking the Laplace transform of (28) and using the fact that Res
Note that if the poles of dy are dominated by the poles of dx, equivalently dy/dx has poles only at the zeros of dx, then (28) is satisfied as a consequence of the Cauchy formula. This allows us to produce spectral curves S = (C, x, y, B) that give rise to R(z) and 1 1-see Example 4.15 below. The result of [10] was generalised in [5] to show that the differential operatorsΨ,R andT 0 acting on copies of Z BGW arises by applying topological recursion to an irregular spectral curve. Equivalently, periods of the correlators of an irregular spectral curve store linear combinations of coefficients of log Z BGW . The appearance of Z BGW is due to its relationship with topological recursion applied to the curve x = 
Examples.
We demonstrate topological recursion with four key examples of rational spectral curves equipped with the bidifferential B(p 1 , p 2 ) given by the Cauchy kernel. The spectral curves in the Examples 4.12 and 4.13, denoted S Airy and S Bes , have partition functions Z KW and Z BGW respectively. Any spectral curve at regular, respectively irregular, zeros of dx is locally isomorphic to S Airy , respectively S Bes . A consequence is that the tau functions Z KW and Z BGW are fundamental to the correlators produced from topological recursion. Moreover, they are built out of Z KW and Z BGW via Givental reconstruction described in Section 4.1 where R and T are obtained from the spectral curve as described in Section 4.4.1.
Example 4.14 with spectral curve S A 2 has partition function Z A 2 corresponding to the A 2 Frobenius manifold-defined in (19 which will be shown to have vanishing primary terms for n ≤ g − 1 which correspond to relations among coefficients of Z BGW . In each example we use a global rational parameter z for the curve C ∼ = C.
Example 4.12. Topological recursion applied to the Bessel curve
Example 4.13. Topological recursion applied to the Airy curve
produces correlators which are proven in [15] to store intersection numbers
For the next two examples, define a collection of differentials ξ α k (z) on C for α ∈ {1, 2}, k ∈ {0, 1, 2, ...} by
These are linear combinations of the V i k (p) defined in (25) with x = z 3 − 3z. The V i k (p) correspond to normalised canonical coordinates while the ξ α k (p) correspond to flat coordinates. Example 4.14. Consider the spectral curve 
Note that dy(P
This was first proven in [8] via the superpotential construction of Dubrovin [7] .
for the polynomials in z given by p α,k (z) = √ −3
(−1) α α z 3k+α + lower order terms. The lower order terms (and the top coefficient) will not be important here because we will only consider vanishing of (30) arising from high enough order vanishing of ω g,n (z 1 , ..., z n ) at z i = ∞ so that the integrand in (30) is holomorphic at z i = ∞. Equation (30) is a special case of the more general phenomena, proven in [9] , that periods of ω g,n are dual to insertions of vectors in a CohFT. In this case it follows from the easily verified fact that the residues are dual to the differentials ξ α k defined in (29) .
Recall 
). There exists a vector 1 1 ∈ V compatible with the forgetful map π :
. For a one-dimensional CohFT, i.e. dim V = 1, identify Ω g,n with the image Ω g,n (1 1 ⊗n ), so we write Ω g,n ∈ H * (M g,n ) . A trivial example of a CohFT is Ω g,n = 1 ∈ H 0 (M g,n ) which is a topological field theory as we now describe.
A two-dimensional topological field theory (TFT) is a vector space V and a sequence of symmetric linear maps Ω 0 g,n : V ⊗n → C for integers g ≥ 0 and n > 0 satisfying the following conditions. The map Ω 0 0,2 = η defines a metric η, and together with Ω 0 0,3 it defines a product · on V via
i∈I
The degree zero part of a CohFT Ω g,n is a TFT:
We often write Ω 0,3 = Ω 0 0,3 interchangeably. Associated to Ω g,n is the product (34) built from η and Ω 0,3 . Given a CohFT Ω = {Ω g,n } and a basis {e 1 , ..., e N } of V, the partition function of Ω is defined as in (19) .
for α i ∈ {1, ..., N} and k j ∈ N.
Remark 5.1. The class Θ g,n defined in the introduction satisfies properties (31) and (32) of a one-dimensional CohFT. In place of property (33) , it satisfies Θ g,n+1
. This is essentially to the tensor products of CohFTs, albeit involving Θ g,n . The tensor products of CohFTs is obtained as above by cup product on H * (M g,n ), generalising Gromov-Witten invariants of target products and the Künneth formula H * (X 1 × X 2 ) ∼ = H * X 1 ⊗ H * X 2 .
Generalising Remark 5.1, Ω Θ g,n satisfies properties (31) and ( (34) is semisimple if it is diagonal V ∼ = C ⊕ C ⊕ ... ⊕ C, i.e. there is a canonical basis {u 1 , ..., u N } ⊂ V such that u i · u j = δ ij u i . The metric is then necessarily diagonal with respect to the same basis, η(u i , u j ) = δ ij η i for some η i ∈ C \ {0}, i = 1, ..., N. The Givental-Teleman theorem [22, 35] states that the twisted loop group action defined in Section 4.1 acts transitively on semisimple CohFTs. In particular, a semisimple homogeneous CohFT is uniquely determined by its underlying TFT. The tau function Z BGW appears in a generalisation of Givental's decomposition of CohFTs [5] which, combined with the result Z BGW = Z Θ , generalises Givental's action on CohFTs to allow one to replace the TFT term by the classes Θ g,n .
5.1. Gromov-Witten invariants. Let X be a projective algebraic variety and consider (C, x 1 , . . . , x n ) a connected smooth curve of genus g with n distinct marked points. For β ∈ H 2 (X, Z) the moduli space of stable maps M g n (X, β) is defined by:
M g,n (X, β) = {(C, x 1 , . . . ,
where π is a morphism from a connected nodal curve C containing distinct points {x 1 , . . . , x n } that avoid the nodes. Any genus zero irreducible component of C with fewer than three distinguished points (nodal or marked), or genus one irreducible component of C with no distinguished point, must not be collapsed to a point. We quotient by isomorphisms of the domain C that fix each x i . The moduli space of stable maps has irreducible components of different dimensions but it has a virtual class of dimension dim[M g,n (X, β)] virt = (dim X − 3)(1 − g) + c 1 (X), β + n. The forgetful map p : M g,n (X, β) → M g,n maps a stable map to its domain curve followed by contraction of unstable components. The push-forward map p * on cohomology defines a CohFT Ω X on the even part of the cohomology V = H even (X; C) (and a generalisation of a CohFT on H * (X; C)) equipped with the metric
We have (Ω X ) g,n : H even (X) ⊗n → H * (M g,n ) defined by
(Ω X ) g,n (α 1 , ...
Note that it is the dependence of p = p(g, n, β) on β (which is suppressed) that allows (Ω X ) g,n (α 1 , ...α n ) to be composed of different degree terms. The partition function of the CohFT Ω X with respect to a chosen basis e α of H even (X; C) is
It stores ancestor invariants. These are different to descendant invariants which use in place of ψ j = c 1 (L j ), 
The invariants Ω Θ X have not been defined directly from a moduli space M Θ g,n (X, β), say obtained by restricting the domain of a stable map to a g − 1-dimensional subvariety X g,n ⊂ M g,n arising as the push-forward of the zero set of a section of the bundle E g,n defined in Definition 2.1. Nevertheless, it is instructive for comparison purposes to write the virtual dimension of this yet to be defined M Θ g,n (X, β). We have
Again we emphasise that the invariants of X stored in Z Θ Ω X (h, {t α k }) are rigorously defined, and the purpose of the dimension formula is for a comparison with usual Gromov-Witten invariants. We see that the virtual dimension is independent of n. Elliptic curves now take the place of Calabi-Yau 3-folds to give virtual dimension zero moduli spaces, independent of genus and degree. The invariants of a target curve X are trivial when the genus of X is greater than 1 and computable when X = P 1 . For c 1 (X) = 0 and dim X > 1, the invariants vanish for g > 1, while for g = 1 it seems to predict an invariant associated to maps of elliptic curves to X.
Weil-Petersson volumes.
A fundamental example of a 1-dimensional CohFT is given by Ω g,n = exp(2π 2 κ 1 ) ∈ H * (M g,n ).
Its partition function stores Weil-Petersson volumes
V g,n = (2π 2 ) 3g−3+n (3g − 3 + n)! M g,n κ 3g−3+n 1
and deformed Weil-Petersson volumes studied by Mirzakhani [28] . Weil-Petersson volumes of the subvariety of M g,n dual to Θ g,n make sense even before we find such a subvariety. They are given by
which are calculable since they are given by a translation of Z BGW . If we include ψ classes, we get polynomials V Θ g,n (L 1 , ..., L n ) which give the deformed volumes analogous to Mirzakhani's volumes.
ELSV formula.
Another example of a 1-dimensional CohFT is given by
where λ i = c i (E) is the ith Chern class of the Hodge bundle E → M g,n defined to have fibres H 0 (ω C ) over a nodal curve C. Hurwitz [23] studied the problem of connected curves Σ of genus g covering P 1 , branched over r + 1 fixed points {p 1 , p 2 , ..., p r , p r+1 } with arbitrary profile µ = (µ 1 , ..., µ n ) over p r+1 . Over the other r branch points one specifies simple ramification, i.e. the partition (2, 1, 1, . ...). The Riemann-Hurwitz formula determines the number r of simple branch points via 2 − 2g − n = |µ| − r. Definition 5.3. Define the simple Hurwitz number H g,µ to be the weighted count of genus g connected covers of P 1 with ramification µ = (µ 1 , ..., µ n ) over ∞ and simple ramification elsewhere. Each cover π is counted with weight 1/|Aut(π)|.
Coefficients of the partition function of the CohFT Ω g,n = c(E ∨ ) appear naturally in the ELSV formula [12] which relates the Hurwitz numbers H g,µ to the Hodge classes. The ELSV formula is:
where µ = (µ 1 , ..., µ n ) and r(g, µ) = 2g − 2 + n + |µ|.
Using Ω Θ g,n = Θ · c(E ∨ ) we can define an analogue of the ELSV formula:
