Abstract This paper examines how noise interacts with the non-linear dynamical mechanisms of neuronal stimulus. We study the spike trains generated by a minimal Hodgkin-Huxley type model of a cold receptor neuron. The distributions of interspike intervals(ISIs) of purely deterministic simulations exhibit considerable differences compared to the noisy ones. We quantify the effect of noise using ISI return plots and the ISI-distance recently proposed by Kreuz et al. (J Neurosci Meth, 165:151-161, 2007). It is shown that the spike trains of a cold receptor neuron are more strongly affected by noise for low temperatures than for high temperatures. This trend is also observed in both regimes of cold receptors: tonic firing(which occurs for low and high temperatures) and bursting (which occurs for intermediate temperatures).
Introduction
Nonlinear systems can change their dynamics qualitatively if they are subjected to noise (Horsthemke and Lefever 1984; Freeman 2009) . Classical example for this are neuronal models due to their excitability. The most common models in theoretical neuroscience are the integrate-andfire (IF) model, the Hodgkin-Huxley (HH) model (Hodgkin and Huxley 1952) , these models consist of differential equations that are able to reproduce observed neuronal behavior such as excitability and the presence of refractory periods. When these models are driven by noise, a variety of excitation phenomena including stochastic resonance and coherence resonance has been observed (Lindner et al. 2004) .
Especially, signal encoding in temperature sensitive skin receptors exhibit the qualitative varieties of impulse pattern with contribution of noise. For further examination of the principle encoding properties and the effects of noise, Braun et al used a minimal Hodgkin-Huxley type computer model to simulate temperature dependencies of cold receptors (Braun et al. 1998a, b) . This model shows bifurcations from tonic firing to burst discharges, and transitions from subthreshold oscillations to skipping and regular firing. The corresponding data analysis suggest that addition of noise can considerably extend the dynamical behavior of the system (Braun et al. 2001 (Braun et al. , 2003 .
Many different measures have been introduced to characterize the spike train pattern and effects of noise. Some of them are using post-stimulus time histogram (PSTH) (Mainen and Sejnowski 1995; Berry et al. 1997) to define the events, bursts of high firing rate; other methods quantify the occurrence of given spike patterns and measure their robustness (Eiesinga et al. 2002) ; Also a quantification of the degree of similarity or dissimilarity between two spike trains is introduced (Victor and Purpura 1996; van Rossum 2001; Schreiber et al. 2003; Hunter and Milton 2003; Quian Quiroga et al. 2002) ; or a measure enhance the saliency of neural responses by synchronizing the spikes emitted by neuronal populations (Wolf Singer 2009) . A common property of most measures is the necessity to fix the appropriate time scale for the analysis (for example, the length of the time window or the width of the filter). This choice is difficult for dynamical phenomena for which the time scale either varies strongly with the parameter , or which involve feature on several time scales simultaneously (which is typically the case in spike trains of bursting neurons subject to noise).
Except the traditional methods, in this paper, we use ISIdistance, a new method recently introduced by Kreuz et al. (2007) , to characterize effects of noise in a Hodgkin-Huxley type model of temperature encoding. This is a simple approach that extracts information from the interspike intervals by evaluating the ratio of the instantaneous firing rates, which is complementary to the spike-based approaches. Since no binning is used, it is self-adaptive.
The remainder of the paper is organized as follows: in Sect. 2 we describe a simplified Hodgkin-Huxley type model of cold receptor. Spike train patterns and bifurcation diagrams of deterministic and stochastic simulations at different temperatures are shown, while the return plots of these spike train data are also discussed. The following Sect. 3 contains a short description of the spike detection algorithm and definition of the ISI-distance, then we compare the deterministic and stochastic simulations at different temperatures by measuring the ISI-distance between them. Conclusions are given in Sect. 4.
The model
In 1952, Hodgkin and Huxley presented a mathematical model to predict the quantitative behavior of an isolated squid giant axon (Hodgkin and Huxley 1952) . Since then, the model has become a paradigm for describing neuron mathematically, and many authors have studied its nonlinear dynamics. In this paper, we study a simplified model of Hodgkin-Huxley as described in Braun et al. (2003) . It consists of two minimal sets of ionic conductance, each related to simplified de-and re-polarizing Hodgkin-Huxley type currents with sigmoidal steady-state activation kinetics.
The membrane potential V is given by
where V is the membrane voltage and C M is the membrane capacitance.
The voltage-dependent currents are calculated according to the following equations (i = d, r, sd, sr):
where V i is the equilibrium potential, g i is the maximal conductances. The quantities V 0i and s i are half-activation potentials and the slopes of the steady-state activation curves, respectively. The time scale of the dynamics of the activation currents is determined by the voltage independent activation times s i . Instantaneous activation of the fast depolarizing current is
the slow repolarizing current a sr is coupled directly to the slow depolarizing current I sd via
with g as a coupling constant, and k as a relaxation factor Temperature scaling is introduced with (T: temperature, T 0 : reference temperature):
In each time step we incorporate additive Gaussian white noise into the membrane equation:
where the Gaussian white noise g w in implemented according to the Euler version of the Box-Mueller algorithm (Fox et al., 1988) (dt is the step size):
in (9), a, b are random numbers from a uniform distribution on the interval [0,1], and the parameter d determines the noise intensity. The noise term g w satisfies
the properties (10) and (11) determine all statistical features of g w due to its Gaussian nature.
Spike train patterns of deterministic and stochastic simulations at different temperatures
With temperature scaling and addition of noise, the cold receptors model (1)- (12) exhibits a broad range of different types of impulse patterns ( Fig. 1) . Also, the interval distributions of purely deterministic simulations (d = 0) exhibit considerable differences compared to the stochastic simulations. In the deterministic simulations we can see regular firing at low temperatures (at T = 5°C).
For slightly higher temperature (T = 15°C) the firing pattern changers to burst discharges. The bursts become continually shorter if we increase the temperature further (up to T = 20°C). Simultaneously, the number of spikes per burst is reduced. For high temperatures again regular single-spike activity of increasing frequency occurs (T = 20°C). In the stochastic simulation (d = 0.5), some fluctuations of spike-timing are visible. The patterns qualitatively change where bursts are occasionally skipped (for example at T = 35°C). At 35°C, instead of regular single-spike generation, some of the oscillations trigger spike doublets (two spikes per oscillation cycle). Initially, the two interval-bands of burst discharges (short intraburst intervals and longer burstpauses) are clearly separated from the intervalband of ongoing single-spike discharges. Noise also can prevent spike-generation in a deterministically regular spiking situation as it is shown (35°C), although with only several skipping. Comparison of noisy and deterministic bifurcation diagrams
We use bifurcation diagrams to show major differences between noisy and deterministic simulations, in which successive interspike-intervals are plotted versus time as a function of temperature scaling. This computer model exhibits temperature dependencies in noisy simulations (Fig. 2a) that fairly well mimic the main characteristics of the experimental cold-receptor data. For comparison, a deterministic simulation is shown in Fig. 2b which shows abrupt transitions between different dynamical states. In the more realistic noisy simulation, there are distinct potential oscillations which generate regular burst discharges at mid-temperatures. At higher temperatures, the oscillations are accelerated which reduces the number of spikes per burst until the pattern changes to single-spike activity. In this situation, noise plays an essential role: spike generation is clearly phase-locked to the underlying oscillations, but noise determines the threshold crossings. Noisy simulations reflect more realistically experimental data, we used deterministic simulations (Fig. 2b) to show properties of dynamics that might be concealed in the noisy simulations. Starting from high temperatures, the behavior of the model changes form subthreshold oscillations to regular single-spike. Towards lower temperatures, there are several abrupt transitions from period-one to period-four whenever the number of spikes per oscillation cycle increases. At a certain temperature (15°C), a increasing number of bifurcations occurs followed by chaotic patterns. At still lower temperature (below about 7°C) the chaotic dynamics again disappear and are replaced by regular single-spike activity.
Altogether, at mid-temperatures, the abrupt transitions of deterministic simulation are completely smoothed out with noise which can be seen in the interval plot. The qualitative differences occur in the lower and upper extremes of the temperature range with the appearance of skipping in the noisy simulations and the transitions to chaotic interval sequences in deterministic simulations.
The return plots of deterministic and stochastic spike trains at different temperatures Another way to highlights the qualitative differences between the deterministic and noisy simulations is return plots of inter-spike intervals, plotting ISI (n ? 1) versus ISI(n). Figure 3 shows return plots from simulation runs at the four different temperatures considered in this paper (top to bottom) and for four different levels of noise intensity (left to right).
The top row and the bottom row of Fig. 3 show the tonic firing regimes at T = 5°C and T = 35°C. In the deterministic case (d = 0) there is only one tight cluster of dots around the fixed point on the 45°line which reflects regular tonic firing. For T = 5°C (top row), the cluster broadens strongly with increasing noise intensity d. Especially, the return plot at d = 0.5 shows no longer a circular distribution of points but spreads across a much larger area. At T = 35°C, the effect of noise is less pronounced for low noise levels (up to d = 0.005). More remarkable is the elongation of the clusters along the abscissa and ordinate with the increasing of the noise intensity (d = 0.5), this can be ascribed to increasing variability of spike-timeing due to the skipped spikes. Row 2 and 3 of Fig. 3 show the bursting regimes at T = 15°C and T = 20°C. The additional clusters include long-short and short-long interval pairs, indicating the occurrence of skippings and intervals between bursts, as well as very short intervals, indicating burst discharges.
In the each return plot the left upper cluster indicates that longer burst-pauses are followed by short intraburstintervals and the right lower cluster reflects the end of the bursts where short intraburst-intervals are followed by longer burst-pauses. A third cluster of short-short intervals is built up from the intraburst sequences.
The ISI-distance of deterministic and stochastic spike trains at different temperatures
In this section, we study the effect of increasing noise intensity d on spike trains by measuring the distance between deterministic and noisy impulse patterns in model (1)-(11). This approach is based on the time intervals between successive spikes instead of the spike as the basic element for measuring the (dis)-similarity of two spike trains. Due to the self-adaptation of this measure, it lends itself naturally to the characterization of neuronal spike trains, which have typically well-defined spikes but involve a wide range of time scales. (f) (d) (e) Fig. 4 The ISI-distance between the deterministic and stochastic spike trains for the period-one firing patterns. The temperature T is 5°C in the top row, and 35°C in the bottom row. The noise levels from left to right Cogn Neurodyn (2010) 4:199-206 203 Spike detection
The first ingredient necessary for computation of the ISIdistance is the extraction of the spike times by a spike detection algorithm. This transforms the continuous time series into a discrete series of binary (0-1) spikes. Here, we use the following spike detection algorithm: each spike train is expressed as a series of d functions with t 1 , …, t M denoting the series of spike times and M being the number of spikes. In this study, the threshold is chosen as the maximum value of the action potential.
The ISI-distance
The distance between two spike trains is defined by the following procedure: in a first step the value of the current interspike interval at each time instant by (i) (h) (g) Fig. 5 The ISI-distance for the bursting regimes. The temperature T in the top row is 10°C, in the middle row T is 15°C, and in the bottom row T is 20°C. The noise intensity increases form left to right where t x i are the spike times of the spike train x(t) as given by (12). In the same manner we obtain the function y isi using the spike times t y i . In the second step we take the normalized difference between two interspike intervals x isi and y isi as:
IðtÞ ¼ x isi ðtÞ À y isi ðtÞ maxðx isi ðtÞ; y isi ðtÞÞ :
The value of I(t) becomes zero if the frequencies of two spike trains are same, and approach -1 and 1, respectively, if the firing rate of one spike train is much higher than the other spike train (Kreuz et al. 2007 ). Finally, the distance of spike train is computed using two possible averages. The time-weighted distance D I is integrated over time:
The ISI-distance between the deterministic and stochastic spike trains
Then we use the ISI-distance (Kreuz et al. 2007 ) to characterize the distances between the deterministic and noisy spike trains. The subfigures of Fig. 4 have the structure as following: the middle row shows the two recorded time series where the spike train x is deterministic data (marked in blue) and y is a stochastic spike train with varying noise level (marked in red). The ISI-values according to Eq. 13 are shown in each top row, and the corresponding normalized ISI-distance (Eq. 14) are shown in the bottom row. The colors in the bottom row mark the times when the respective spike train is slower. The value of the ISI-distance sum appears as a label in the title of each subfigure. Figure 4 presents the firing regimes at T = 5°C and T = 35°C. The spike train x(t) is the deterministic data. When we add noise we observe fluctuations in the spiketiming of spike train y(t). Each sub-figure from left to right shows the distance between the deterministic spike train and the stochastic one at varying levels of the noise intensity. The data for the spike train x is identical in each row of subfigures:(a)-(c) and (d)-(f), respectively. As the noise density increases from d = 0.005 to d = 0.5 in each row the fluctuations of the spike times in y(t) become stronger.
The ISI-distances are also consistently larger for each noise level at high temperature(T = 35°C) than at low temperature(T = 5°C) due to the high frequency of spike firing. The fluctuations are smaller even relative to the shorter interspike times in the train for high temperature. Figure 5 shows the ISI-distances for the bursting regimes between the deterministic spike trains and the noisy ones(T = 10, 15, and 20°C). Similarly to the period-one firing in Fig. 4 , at each fixed temperature, the ISI-distance increases with the noise intensity becoming larger(see each horizontal row of the figure from left to right). For example, at T = 10°C, with the d changing from 0.005 to 0.5, the ISIdistance changes from 0.212, 0.457 and 0.603, which means that the higher noise intensity causes stronger fluctuations of the times between spikes in the spike train. While for each fixed noise level and increasing temperature(see each vertical column of Fig. 5 from top to bottom), the number of spikes in each burst decreases and the ISI-distance to the deterministic spike train also decreases. In Fig. 6 , we give the the change in the ISI-distance as a continuous function of temperature at three different noise intensity.
Conclusion
In conclusion, we study the noise effect in the temperature encoding of neuronal spike trains in a cold receptor model. With the addition of noise, this minimal model can generate a variety of impulse patterns and allow continuous transitions from rhythmic bursting to subthreshold oscillations with occasional spikes. Thus, noise can be seen as estimations of the actual dynamics underlying the experimental data. For example, the return plots indicate that longer intervals have a less exact phase-locking than shorter ones and suggest that noise is not only essential for spike-generation but also interferes with the oscillatory activity. This stochastic phenomena means that signal encoding can be different with the change of noise level. The result might also suitable for signal encoding in many other neurons in the peripheral and central nervous system in the mammalian brain. For a better understanding of noise effect, here, we use the ISI-distance to explore how noise affects the pattern variability of the cold receptor. The method and results in this study may be instructive for the study of neural encoding of spike trains under noisy environment. In our future study, we will consider the relationship between the effect of noise on ISI-distance and the dynamics of the firing patterns.
