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Zusammenfassung: In diesem Beitrag wird eine Methode
vorgestellt, mit der Daten zum Training von künstlichen
neuronalen Netzen für die spektrale Entmischung erzeugt
werden. Dies hat den Vorteil, dass nur Spektren der betei-
ligten Reinstoffe und, je nach verwendetem Modell, weni-
ge Mischspektren zur Bestimmung der Parameter an rea-
len Daten zur Verfügung stehen müssen. Daraus können
mit Hilfe von Mischmodellen, die auch direkt zur Entmi-
schung herangezogen werden können, große Mengen an
Spektren zum Trainieren erzeugt werden. Im Gegensatz
zum direkten Einsatz der Mischmodelle, wo von einem
Spektrum pro Reinstoff ausgegangen wird, wird hier die
Spektrenvariabilität berücksichtigt, indem unterschiedli-
che Spektren desselben Reinstoffs genutzt werden. Dabei
wird die Eigenschaft künstlicher neuronaler Netze ausge-
nutzt, aussagekräftige Merkmale auf Basis großer Daten-
mengen lernen zu können.
Schlagwörter: Spektrale Entmischung, nichtlineare
Mischmodelle, Spektrenvariabilität, künstliche neuronale
Netze.
Abstract: This paper presents a method to generate train-
ing data for artificial neural networks for spectral unmix-
ing. Therefor, only the spectra of the pure substances in-
volved and, depending on the model used, a few spec-
tra of mixed substances to determine the parameters are
needed. With mixing models, which can also be used di-
rectly for spectral unmixing, large quantities of spectra
can be generated for training. In contrast to the direct use
of mixingmodels, where a spectrum per pure substance is
used, this approach takes into account the spectrum vari-
ability by using different spectra of each pure substance.
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The property of artificial neural networks to learn signifi-
cant features based on large amounts of data is exploited
here.
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1 Einleitung
Optische Messverfahren eignen sich besonders zur Über-
wachung industrieller Prozesse, da sie berührungslos und
nicht-destruktiv sind. Die Sicherstellung der Zusammen-
setzung des Endprodukts ist dabei eine wichtige Aufgabe.
Wenn es sich bei dem Produkt um eine Mischung aus fei-
nen Pulvern handelt, ist die örtliche Auflösung von Kame-
ras zu gering, um an jedem Pixel nur ein Material bzw. ei-
nen Stoff zu erfassen. Stattdessen werden Stoffgemische
aufgenommen, woraus hinterher die Komponenten und
deren relative Anteile bestimmt werden müssen. Mit her-
kömmlichen Farbkameras ist dies nicht zu bewältigen.
Grund dafür ist die Beschränkung auf nur drei Farbka-
näle (Rot, Grün, Blau) pro Pixel, wohingegen hyperspek-
trale Kameras ein Spektrum an jedem Pixel aufnehmen
können [10]. In den Spektren sind Informationen über die
Stoffeigenschaften enthalten, womit Rückschlüsse auf die
Zusammensetzung gezogen werden können [1]. Die Schät-
zung der relativen Anteile der beteiligten Stoffe mit Hilfe
des Spektrumswird als spektrale Entmischung bezeichnet
(vgl. Abschnitt 2).
Künstliche neuronale Netze (KNN) wurden in den ver-
gangenen Jahren sehr erfolgreich in der Bildverarbeitung
eingesetzt. Auch für die Klassifikation hyperspektraler Bil-
der eignen sie sich [5, 27]. Darüber hinaus können Regres-
sionsaufgaben mit reellwertigen Ausgangsgrößen, wie ei-
ne spektrale Entmischung (z. B. [28]), mit neuronalen Net-
zen gelöst werden. Aufgrund der hohen Anzahl an Trai-
ningsparametern wird jedoch eine große Menge an Da-
ten zum Trainieren des Netzes benötigt. Dieses Problem
wird in [26] durch unüberwachtes Training umgangen. Ei-
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neweitereMöglichkeit, diesemProblemzubegegnen, sind
konvolutionale neuronale Netze (CNN) [22].
In diesem Beitrag werden CNN zur spektralen Entmi-
schung genutzt. Darüber hinaus wird mit Hilfe von Misch-
modellen eine große Anzahl an Trainingsdaten generiert,
die reale Reinspektren als Grundlage haben. Dieser An-
satz hat den Vorteil, dass, je nach Mischmodell, keine
Mischspektren bzw. nur eine kleine Menge an realen Da-
ten vonMischspektren benötigt werden, umdie Parameter
bei nichtlinearen Mischmodellen zu bestimmen. In einem
industriellen Umfeld sollten die beteiligten Reinstoffe be-
kannt und deren Spektren verfügbar sein. Bei der Erstel-
lung der künstlichen Mischspektren wird die Spektrenva-
riabilität ausgenutzt, um viele variierende Spektren eines
Mischverhältnisses erzeugen zu können. Da KNN, bei ent-
sprechender Größe, beliebige Funktionen approximieren
können, eignen sie sich besonders, um diese Varianz in
den Spektren zu berücksichtigen und eine entsprechende
Invarianz zu lernen.
Dieser Beitrag gliedert sich wie folgt: In Abschnitt 2
wird zunächst die spektrale Entmischung eingeführt und
im weiteren Verlauf vor allem auf Mischmodelle und die
Spektrenvariabilität eingegangen. Anschließend werden
inAbschnitt 3 dieGrundlagen zuKNNbzw. CNNgelegt, be-
vor näher auf die Struktur des CNN eingegangen wird, das
zur Untersuchung der in dieser Arbeit erzeugten Datensät-
ze genutzt wird. Aufbauend auf den Abschnitten 2 und 3
wird in Abschnitt 4 die Vorgehensweise zur Erzeugung der
künstlichen Mischspektren vorgestellt. Die damit erzeug-
ten Datensätze werden in Abschnitt 5 untersucht und be-
wertet. Der Beitrag wird in Abschnitt 6 mit einer Zusam-
menfassung geschlossen.
2 Spektrale Entmischung
Die Schätzung von Materialanteilen in einem Stoffge-
misch aufgrund seines Spektrums wird als spektrale Ent-
mischungbezeichnet [16]. Dabeiwird zwischenüberwach-
ter und nicht überwachter spektraler Entmischung un-
terschieden, wobei bei letzterer die Spektren der Rein-
stoffe mitgeschätzt werden. In diesem Beitrag werden die
Reinspektren als bekannt vorausgesetzt, sodass eine über-
wachte spektrale Entmischung erfolgen kann. Bei der
Schätzung â = [â1, ..., âP]T ∈ ℝP der relativen Anteile
a = [a1, ..., aP]T ∈ ℝP der bis zu P beteiligten Reinstoffe
müssen Nebenbedingungen eingehalten werden, um die
physikalische Interpretierbarkeit zu wahren. Das sind die
Nichtnegativitätsbedingung





âp = 1 . (2)
2.1 Hyperspektralbild
In diesem Beitrag wird die spektrale Entmischung von Hy-
perspektralbildern durchgeführt. Diese besitzen, im Ge-
gensatz zu Farbbildern mit drei Farbkanälen (Rot, Grün,
Blau), eine hohe Anzahl an fein abgetasteten Wellenlän-
genkanälen. Je nachAnwendungkönnenmehrerehundert
Kanäle zumEinsatz kommen, die vomUltravioletten bis in
den Infrarotbereich reichen können. Eine gängige Darstel-
lung für Hyperspektralbilder ist ein Würfel, bei dem zwei
Kanten den örtlichen Dimensionen entsprechen und die
dritte Kante der spektralen Dimension entspricht. Für je-
des Pixel liegt ein Spektrumvor, dasmit denMethoden der
Spektroskopie verarbeitet werden kann, und für jede Wel-
lenlänge ein Grauwertbild, bei demMethoden der Bildver-
arbeitung angewendet werden können. Hyperspektralbil-
der erlauben es zudem, alle Dimensionen gleichzeitig zu
untersuchen (siehe bspw. [2, 4]).
Es existieren verschiedene Verfahren zur Aufnahme
vonHyperspektralbildern.NebendemSchnappschussver-
fahren, welches das vollständige Bild mit einer Aufnahme
aufzeichnet, existieren scannende Verfahren, die das Hy-
perspektralbild zeilenweise oder kanalweise aufnehmen.
Die Verfahren stellen einen Kompromiss zwischen (zeitli-
chem) Aufwand undAuflösung dar. In dieser Arbeit sollen
Hyperspektralbildermit Hilfe von spektraler Entmischung
analysiert werden.
2.2 Mischmodelle
Viele Verfahren zur spektralen Entmischung sind mo-
dellbasiert, wobei zwischen physikalisch motivierten Mo-
dellen und Modellen, die die Mischspektren mit einer
parametrisierten Funktion approximieren, unterschieden
wird. Ein Beispiel für erstere ist das Hapke-Modell [12],
welches ausder Theorie des Strahlungstransports entstan-
den ist. Da für physikalisch motivierte Mischmodelle viel
Wissen über die Messbedingungen und die Mischungen
vorhanden sein muss, was meist nicht vorliegt, werden
diese hier nicht genutzt.
Das am häufigsten verwendete Mischmodell ist das li-
neare Mischmodell (LMM), welches für viele Anwendun-
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mp ap +ω = Ma +ω . (3)
Dabei ist y ∈ ℝΛ ein an Λ Wellenlängenbereichen abge-
tastetes Reflektanzspektrum eines Stoffgemischs und ent-
spricht einem Pixel eines hyperspektralen Bildes. Die Ma-
trix M = [m1, ...,mP] ∈ ℝΛ×P beinhaltet die Reinspektren
der bis zu P am Gemisch beteiligten Stoffe. In ω ∈ ℝΛ
sind alle Abweichungen zwischen y und dem modellier-
ten Spektrum enthalten. Das LMM beruht auf den Annah-
men, dass die Mischung in einem makroskopischen Maß-
stab stattfindet und Photonen nur mit einem Material in-
teragieren, bevor sie auf den Photosensor treffen [6, 24].
Es existieren darüber hinaus nichtlineare Mischmo-
delle, die in [7] zusammengefasst sind. In diesem Beitrag
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verwendet. Dabei sind γpq und bpq die Nichtlinearitätsko-
effizienten und ⊙ ist das elementweise Produkt. Für γpq = 1
∀ p, q entspricht das GBM dem Fan-Modell (FM) [9]. Die-
se Mischmodelle berücksichtigen auch Licht, das vor dem
Auftreffen auf den Photosensor mit bis zu zwei Stoffen in-
teragiert hat. Dabei fließen beim GBM die Anteile auch in
die Gewichtung der Summanden, die eine Mischung aus
zwei Spektren berücksichtigen,mit ein,währenddiese Ge-
wichte beim LQM frei sind.
2.3 Anteilsschätzung
Mit Hilfe der Mischmodelle kann eine Schätzung der Para-
meter θ̂ ∈ ℝX durchgeführt werden:
θ̂ = arg min
θ
‖y − μ(M, θ)‖22 . (6)
Dabei steht die Funktion μ : ℝPΛ+X → ℝΛ stellvertretend
für die jeweiligen Mischmodelle ohne ω. Der Parameter-
vektor θ besteht beim LMM und FM nur aus den Antei-
len a und damit gilt X = P. Beim GBM bzw. LQM kom-
men noch die Nichtlinearitätskoeffizienten dazu, somit ist
hier X = P2 (P + 1) bzw. X = P
2 + P. Beim LMM ist (6) kon-
vex, da es sichumeinequadratischeFunktionhandelt und
die Hesse-MatrixMTM positiv definit ist. Daher findet bei-
spielsweise ein Active-Set-Verfahren (AS), welches die Ne-
benbedingungen (1) und (2) miteinbezieht, immer das glo-
baleMinimum.Aufgrund vonω ist dies imAllgemeinen je-
doch keine optimale Schätzung der Anteile a. Bei der Opti-
mierung von (6) basierend auf einem nichtlinearenMisch-
modell handelt es sich im Allgemeinen nicht um ein kon-
vexes Optimierungsproblem,wodurch hier das Finden des
globalen Optimums nicht mehr garantiert ist.
Ein gängiges Verfahren, welches auf dem LMM ba-
siert und die Nebenbedingungen (1) und (2) miteinbe-
zieht, ist das Fully-Constrained-Least-Squares-Verfahren
(FCLS) [13]. Dabei wird die Lagrange-Funktion L : ℝP+1 →
ℝmit




ap − 1) (7)
und dem Lagrange-Multiplikator l ∈ ℝ optimiert. Es ist ein
iteratives Verfahren, bei dem negative âp und die korres-
pondierenden Reinspektren ausM entfernt werden.
Für die auf nichtlinearen Mischmodellen basierenden
Schätzungen können gradientenbasierte Liniensuchver-
fahren verwendet werden. In [11] wird dies für das GBM
vorgeschlagen. Darüber hinaus existiert für das FM der
Fan-FCLS-Algorithmus (FFCLS), der auf der Linearisierung
des Mischmodells durch Abbrechen der Taylorreihe ba-
siert [9]. Der FFCLS wird in [11] in abgewandelter Form für
das GBM verwendet.
2.4 Spektrenvariabilität
Alle Mischmodelle und Verfahren zur spektralen Entmi-
schung, die bisher vorgestellt wurden, gehen von der An-
nahme aus, dass jeder Reinstoff durch ein einziges Spek-
trum repräsentiert werden kann. In der Realität unter-
scheiden sich jedoch die Spektren eines Reinstoffes bei
mehreren Aufnahmen [25]. Diese Abweichungen werden
als Spektrenvariabilität bezeichnet (siehe Abb. 1). Diese
kannvieleUrsachenhaben,wie z. B. dieOberflächenstruk-
tur, Umgebungsbedingungen und nicht zuletzt die Be-
leuchtung. Es gibt Verfahren, die die Spektrenvariabilität
berücksichtigen. Hier wären das Extended Linear Mixing
Model (ELMM) und das Generalized Linear Mixing Model
(GLMM) zu nennen [8, 14]. Das ELMM erweitert das LMM
zu
y = MΦa +ω . (8)
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Abb. 1: Beispiele für Spektren des reinen blauen Quarzsandes des
später vorgestellten Datensatzes.
Dabei istΦ ∈ ℝP×P eine Diagonalmatrix. Die Diagonalele-
mente wirken als Skalierungsfaktoren der einzelnen Rein-
spektren. Bei der Optimierung der Form (6) sind diese Ska-
lierungsfaktoren Teil des zu optimierenden Parametervek-
tors θ und es gilt X = 2 ⋅ P.
Das GLMM führt wesentlich mehr Parameter ein und
erweitert das LMM zu
y = (M ⊙Ψ) a +ω . (9)
Die Matrix Ψ ∈ ℝΛ×P enthält nun je einen Skalierungs-
faktor für jeden Wellenlängenkanal eines jeden Reinspek-
trums. Bei der Optimierung der Form (6) sind diese Ska-
lierungsfaktoren Teil des zu optimierenden Parametervek-
torsθundes giltX = (Λ+1)P. Sowohl beimELMMalso auch
beimGLMMwerdendieNebenbedingungen (1) und (2) ein-
gehalten [8, 14]. Ein weiteres Verfahren, welches iterativ
die Abweichungen zu den Bedingungen (1) und (2) mini-
miert, in demdie Spektrenvariabilität berücksichtigt wird,
wird in [20] vorgestellt. Dabei steht eine Menge an Rein-
spektren zur Verfügung, die verwendet wird, um die Ma-
trixM in (3) zu modifizieren.
In diesem Beitrag wird die Spektrenvariabilität be-
rücksichtigt, indem ein Traingsdatensatz erzeugt wird,
der möglichst variable Spektren enthält. Dazu werden im
nächsten Abschnitt neuronale Netze vorgestellt, bevor nä-
her auf die Datensätze eingegangen wird.
3 Künstliche neuronale Netze
Künstliche neuronale Netze können, bei richtiger Dimen-
sionierung, Zusammenhänge auf Basis von Daten lernen.
Mit einem Datensatz aus vielen gemischten Spektren als
Datenpunkte kann einneuronalesNetz zur spektralenEnt-
mischung trainiert werden [2]. Weisen die Spektren im Da-
tensatz eine Spektrenvariabilität auf, so wird auch diese
berücksichtigt.
3.1 Grundlagen
Künstliche neuronale Netze sind inspiriert von biologi-
schen Neuronen und besitzen die Fähigkeit, Zusammen-
hänge aus einemDatensatz zu lernen. Dabei ist es wichtig,
dass der Datensatz möglichst groß ist und viele Beispiele
enthält. Gleichzeitig muss das Netz an die Größe des Da-
tensatzes angepasst sein. Ziel ist es, eine möglichst gute
Generalisierung zu erreichen, sodass das Netz auch unbe-
kannte Daten richtig verarbeitet. Bei einem zu großenNetz
oder einem zu kleinen Trainingsdatensatz besteht die Ge-
fahr von Überanpassung, also dem Auswendiglernen des
Trainingsdatensatzes. Ist das Netz zu klein, kann das eine
Unteranpassung zur Folge haben, bei der das Netz nicht
in der Lage ist, die Zusammenhänge im Datensatz abzu-
bilden.
Aufgebaut sind KNN aus künstlichen Neuronen. All-
gemein können die Neuronen beliebige Verbindungen ha-
ben. DiemeistenNetze sind jedoch so verbunden, dass der
Signalfluss nur in Vorwärtsrichtung möglich ist (Feedfor-
ward-Struktur) unddieNeuronen in Schichten angeordnet
sind. Ist jedes Neuron einer Schicht mit jedem Neuron der
Folgeschicht verbunden, wird von vollständig verbunde-
nen Schichten gesprochen. Eine solche Schicht lässt sich
mathematisch mit
h = φ(Wx + b) (10)
beschreiben, wobei h ∈ ℝK der Ausgang und x ∈ ℝJ der
Eingang einer Schicht mit J Eingangs- und K Ausgangs-
größen ist. Die zu lernenden Parameter sind die Gewich-
te W ∈ ℝK×J und b ∈ ℝK . Dies geschieht in den meis-
ten Fällenmit Hilfe eines gradientenbasierten Liniensuch-
verfahrens. Die Aktivierungsfunktion φ : ℝK → ℝK wird
elementweise angewendet und muss nichtlinear sein, da
das neuronale Netz ansonsten nur lineare Zusammenhän-
ge abbilden könnte.
Bei CNN, die in dieser Arbeit verwendet werden, sind
die Schichten nicht vollständig verbunden. Die Verbin-
dungen, deren Gewichte sichwiederholen, sind hier lokal.
Auch diese Schichten lassen sich mit (10) beschreiben, je-
doch besteht die MatrixW einer Faltungsschicht zu einem
großen Teil aus Nullen. Die Parameter inW bestehen aus
dem Faltungskern, der sich wiederholt. Das bringt, vor al-
lem in der Signalverarbeitung, Vorteile mit sich. Die Ope-
ration ist ortsinvariant, da der Faltungskern verschoben
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wird. Außerdem gehen die örtlichen Beziehungen nicht
verloren. Darüber hinaus müssen wesentlich weniger Pa-
rameter trainiert werden,was einer Überanpassung entge-
genwirkt.
InderPraxiswerdenmehrereFaltungskerne je Schicht
genutzt. Daraus resultieren mehrere Ausgangssignale,
die Aktivierungskarten genannt werden. In der nächsten
Schicht werden diese ebenfalls mit mehreren Faltungsker-
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Le × Ce La × Ca
Abb. 2: Prinzip einer Faltungsschicht (1D-Beispiel): Die Eingangsda-
ten bestehen aus Ce Aktivierungskarten zu je Le Werten. Sie werden
mit Ca Gruppen an Filtern gefaltet, wobei jede Gruppe Ce Filter be-
sitzt. Die Ca neuen Aktivierungskarten sind jeweils die Summe aller
Faltungen einer Gruppe und besitzen jeweils La Werte.
Im Zusammenhang mit CNN werden außerdem Poo-
ling-Schichten verwendet, die eine Nachbarschaft anWer-
ten in einem einzelnen Wert zusammenfassen [21]. Meist
wird sog. Max-Pooling verwendet, welches das Maximum
einer Nachbarschaft an die nächste Schicht weitergibt.
Pooling hat den Vorteil, dass das Netz in den hinteren
Schichten kleiner wird, wodurch der Rechen- und Spei-
cherbedarf sinkt. Darüber hinaus werden so bessere Ge-
neralisierungseigenschaften erreicht.
Häufig wird in KNN eine Batch-Normalisierung ver-
wendet [15]. Diese gleicht zumeinendie unterschiedlichen
Verteilungen der Eingangsdaten aus, wenn nicht in jeder
Iteration mit dem gesamten Datensatz trainiert wird. Zum
anderen werden unterschiedliche Verteilungen der Ein-
gangsdaten tieferer Schichten ausgeglichen, die dadurch
entstehen, dass sich die Parameter der Schichten davor
ändern. Die Batch-Normalisierung erfolgt vor der Aktivie-
rungsfunktion und führt folgende Transformation eines




+ β . (11)
Hier sind μB und σ2B Stichprobenmittelwert und -varianz
von oe bezogen auf einen Batch, also die Gruppe an Da-
tenpunkten, die in der aktuellen Iteration betrachtet wird.
Die Parameter β ∈ ℝ und δ ∈ ℝ sind trainierbar und ϵ ∈ ℝ
ist eine kleine Zahl, die eine Division durch 0 verhindert.
Bei Faltungsschichten teilen sich alle Werte einer Aktivie-
rungskarte ein Parameterpaar β und δ, während bei voll-
ständig verbundenen Schichten jeder Ausgangswert sein
eigenes Paar bekommt. Durch β und δ können die Wer-
te auf einen Bereich der Aktivierungsfunktion verschoben
werden, der eine besonders hohe Ableitung besitzt, so-
dass schnellere Trainingsvorgänge möglich sind. Als wei-
tereVorteilewerden in [15] höheremögliche Lernratenund
ein regularisierender Effekt genannt.
Im nächsten Abschnitt wird ein CNN vorgestellt, das
aus diesen elementaren Komponenten besteht.
3.2 Verwendete Netzstruktur
Das in dieser Arbeit verwendete CNN entspricht weitest-
gehend dem in [2], was in [3] in abgewandelter Form zur
Materialdetektion verwendet wird, und wird deshalb nur
knapp vorgestellt.
Die Eingangsdaten des CNN sind hyperspektrale Da-
tenwürfel und die Ausgangsdaten jeweils P Intensitätsbil-
der. Diese geben für jedes Pixel die relative Menge der ent-
haltenen Reinstoffe an. Das neuronale Netz kann in zwei
Teile eingeteilt werden, wobei der erste Teil Merkmale ex-
trahiert und der zweite Teil diese zur spektralen Entmi-
schung nutzt.
Der erste Teil besteht aus dreidimensionalen Faltungs-
schichten (siehe Abb. 3), die Merkmale extrahieren, und
Max-Pooling-Schichten in spektraler Richtung. Dadurch
bleibt die örtliche Auflösung der hyperspektralen Bilder





Abb. 3: Eine Schicht des ersten Teils: Eine dreidimensionale Faltung
(grün) kombiniert mitMax-Pooling entlang der spektralen Dimen-
sion (blau). Für eine übersichtlichere Darstellung werden nur eine
Aktivierungskarte und ein Faltungskern gezeigt [2].
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Diese Aktivierungskarten werden am Eingang des
zweiten Teils entlang der spektralen Dimension hinterein-
ander gehängt, sodass ein Datenwürfel entsteht, der aus
vielen Aktivierungskarten besteht, die die örtliche Auflö-
sung des Hyperspektralbilds besitzen. Darauf folgen voll-
ständig verbundene Schichten entlang der spektralen Di-
mension, die auch als 1× 1-Faltungen bezeichnet werden







Abb. 4: Datentransformation zwischen erstem und zweitem Teil
des neuronalen Netzes (3D→ 2D) und eine Schicht des zweiten
Teils: Eine vollständig verbundene Schicht entlang der spektralen
Dimension (braun) [2].









für p = 1, 2, . . . ,P (13)
statt. In Kombination mit der Sigmoidfunktion werden so
die Nebenbedingungen (1) und (2) durch die Netzstruktur
erzwungen. In [2] wurde gezeigt, dass dies zu besseren Er-
gebnissen führt als die Verwendung einer Softmax-Schicht
am Ausgang. Das vorgestellte KNN soll mit einem Daten-
satz aus künstlich gemischten Reinspektren trainiert wer-
den, der im nächsten Abschnitt vorgestellt wird.
4 Künstliche Mischspektren
Die zugrundeliegendenDaten für die Erzeugungder künst-
lichen Mischspektren sind echte Spektren der Reinstoffe.
Da die beteiligten Stoffe bekannt sind, können die Spek-
tren imVorfeldmitwenigAufwandaufgenommenwerden.
So existiert für jeden der P Reinstoffe eine Menge Mp =
{mp1 . . .mpI} an I Reinspektren, die der Spektrenvariabili-
tät unterliegen.
Für die künstlichen Mischspektren werden nun zufäl-
lig Spektren aus den Mengen gezogen, wobei jedes Spek-
trum einer Menge mit der gleichenWahrscheinlichkeit ge-
zogenwird.DiesewerdendannmitHilfe derMischmodelle
LMM (3), FM, GBM (4) und LQM (5) gemischt. Es wird bei
der Mischung eine Normierung mit der Summe aller Vor-
faktoren der Spektren durchgeführt. Ein mit dem GBM er-























Dies ist bei den nichtlinearenMischmodellen erforderlich,
da sich die Vorfaktoren im Gegensatz zum LMM nicht zu 1
addieren. Da jedoch das Licht, welches zum linearen An-
teil beiträgt, nicht zusätzlich zum quadratischen Anteil
beitragen kann, ist dieseNormierung sinnvoll. Damit erge-
ben auchWerte für γpq und bpq Sinn, die größer als 1 sind.
Für die Mischmodelle GBM und LQMmüssen geeigne-
te Nichtlinearitätskoeffizienten gefunden werden. In die-
semBeitragwirddafür ein festerWert verwendet,wodurch
für alle p und q gilt: γpq = γ und bpq = b . Dies ist eine Ein-
schränkung, besonders beim LQM, jedoch können damit
bessere Ergebnisse erzielt werden als bei denMischmodel-
lenohne zusätzlicheParameter.UmeinengeeignetenWert
zu ermitteln, ist ein kleiner Validierungsdatensatz mit ei-
nigen Mischungen erforderlich.
Die Erzeugung der künstlichen Mischspektren erfolgt
so, dass eine vorgegebene Anzahl an Realisierungen eines
Mischverhältnisses gleichzeitig erstellt wird, die zu einem
hyperspektralen Bild zusammengesetzt werden. Während
des Trainings werden dem neuronalen Netz in jeder Itera-
tion eine bestimmteAnzahl dieser Bilder gleichzeitig zuge-
führt. So kann auch nur ein einzelnes Spektrum je Misch-
verhältnis erzeugt werden.
Bei KNN wird das Training in sogenannte Epochen
eingeteilt, wobei in jeder Epoche dem Netz jeder Daten-
punkt des Trainingsdatensatzes einmal zugeführt wird.
Weil hier die Daten zufällig generiert werden, endet ei-
ne Epoche, nachdem aus allen vorgegebenen Mischver-
hältnissen einmal Spektren erzeugt wurden. Da über vie-
le Epochen trainiert wird, werden dem KNN viele Realisie-
rungen der Mischverhältnisse zugeführt.
Im nächsten Abschnitt werden diese Vorgehenswei-
sen anhand von Beispieldatensätzen untersucht.
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5 Ergebnisse
Nach Vorstellung der verwendeten Datensätze wird unter-
sucht,welchesMischmodell sich für den jeweiligenDaten-
satz am besten eignet und wie gut die Vorgehensweise im
Vergleich zu den Verfahren aus Abschnitt 2 abschneidet.
Bei nichtlinearenMischmodellen wird zusätzlich der feste
Nichtlinearitätskoeffizient (vgl. Abschnitt 4) bestimmt.
5.1 Datensätze
Die Datensätze zur Auswertung wurden im eigenen Bild-
verarbeitungslabor erstellt. Dazu wurden Pulver in ver-
schiedenen Mischverhältnissen gemischt und in Setzkäs-
ten gefüllt. Es handelt sich bei den Pulvern im ersten Da-
tensatz um farbige Quarzsande und beim zweiten um fein
gemahlene Gewürze. Für alle erstellten Aufnahmen wur-
de einWeißbildabgleichmitHilfe eines Reflexionsnormals
durchgeführt. Darüber hinaus wurden keine Vorverarbei-
tungen durchgeführt. Es werden nur Pixel der Proben ver-
wendet, keine Pixel der Ränder der Setzkästen. Es wur-
den bei allen Aufnahmen 91 Wellenlängenkanäle mit ei-
ner Bandbreite von ca. 4 nm verwendet, die sich über den
Wellenlängenbereich von 450nm bis 810 nm erstrecken.
5.1.1 Quarzsande
DerQuarzsande-Datensatz besteht aus drei verschiedenen
farbigen Quarzsanden. Von jedem Reinstoff gibt es 400
Spektren, wobei je 300 für die künstlichenMischungen im
Trainingsdatensatz verwendet werden. Die verbleibenden
100 Spektren sind Teil des Testdatensatzes, der Spektren
echter Mischungen beinhaltet. Für diese Mischungenwur-
den die Materialanteile in Stufen von 0,125 variiert, wo-
mit sich insgesamt 45 Mischungen ergeben (siehe Abb. 5).
Von jeder Mischung sind 100 Spektren im Testdatensatz.
Der Testdatensatz ist als einzelnes Hyperspektralbild rea-
lisiert, das alle Mischungen enthält (siehe Abb. 6).
5.1.2 Gewürzmischungen
Der Gewürzmischungen-Datensatz besteht aus elf ver-
schiedenen Gewürzen. Von jedem Reinstoff gibt es 576
Spektren, wobei je 384 für die künstlichen Mischungen
im Trainingsdatensatz verwendet werden. Die verbleiben-
den 192 Spektren sind Teil des Testdatensatzes, der eben-
falls Spektren echter Mischungen beinhaltet. Für dieseMi-
schungen wurden die Materialanteile von bis zu vier Rein-







Abb. 6: Reflektanz des Testdatensatzes der Quarzsande bei 506 nm.
stoffen in Stufen von 0,125 variiert, wobei aufgrund der
großenAnzahl an Kombinationsmöglichkeiten nur 155Mi-
schungen realisiert wurden (siehe Abb. 5). Darunter sind
zusätzlich Mischungen von je drei Reinstoffen zu gleichen
Anteilen. Auch hier ist der Testdatensatz als einzelnes Hy-
perspektralbild realisiert.
5.2 Vergleich der Entmischungsverfahren
Die Testdaten der beiden Datensätze sollen nun spektral
entmischt werden. Dabei wird das mit den künstlichen
Mischspektren aus Abschnitt 4 trainierte CNN aus Ab-
schnitt 3 mit Methoden aus Abschnitt 2 verglichen. Als Gü-













(âpn − apn)2 , (16)
bezogen auf alle N Spektren eines Testdatensatzes, ver-
wendet. Die Nebenbedingen (1) und (2) werden von allen
Verfahren, die hier verglichen werden, eingehalten.
An Verfahren, die auf dem LMM basieren, werden das
AS-Verfahren und der FCLS-Algorithmus im Vergleich be-
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trachtet. Zur Entmischung mit Hilfe von den nichtlinea-
ren Mischmodellen GBM und LQM wurde ein gradienten-
basiertes Liniensuchverfahren verwendet. Als Initialisie-
rung wurde in beiden Fällen das mit dem AS-Verfahren
gefundene Optimum verwendet, wie es in [11] vorgeschla-
gen wird. Für die auf dem ELMM und GLMM basieren-
den Entmischungsverfahren wurde als Initialisierung die
mit dem FCLS-Algorithmus gefundene Lösung verwendet.
Für all diese Verfahren werden in der Reinspektrenmatrix
M die mittleren Spektren aller aufgenommenen Reinspek-
tren der jeweiligen Reinstoffe genutzt.
Das hier verwendete CNN besteht aus einem ersten
Teil mit drei Schichten, wie sie in Abb. 3 zu sehen sind. Auf
diese folgt ein zweiter Teil bestehend aus zwei Schichten
nach Abb. 4. In Tab. 1 ist die Anzahl der Ausgangsaktivie-
rungskarten der Schichten zu sehen.
Tab. 1: Anzahl der Ausgangsaktivierungskarten: Diese entspricht der
Anzahl der Eingangsaktivierungskarten der nächsten Schicht mit
Ausnahme der Schicht 4 (Anzahl der Eingangsaktivierungskarten in
Klammern, vgl. Abschnitt 3).
Faltungsschicht 1 2 3 4 5
Quarzsande 32 64 128 (1408) 64 3
Gewürzmischungen 32 64 128 (1408) 66 11
Für die dreidimensionalen Filterkerne in den ersten
Schichten erwies sich eine spektrale Filtergröße von wλ =
9 als gut. Die örtliche Filtergröße wurde bei wxy = 1 belas-
sen, da beim Erzeugen der künstlichenMischspektren kei-
ne Nachbarschaftsrelationen beachtet werden, weshalb
der Einbezug der örtlichenNachbarschaft, wie er in [2] ver-
wendet wird, nicht sinnvoll ist.
Die künstlichen Mischspektren werden, wie in Ab-
schnitt 4 beschrieben, während des Trainings des CNN er-
zeugt. Dabei werden in jedem Trainingsschritt alle Misch-
verhältnisse, die vorher definiert wurden, berücksichtigt,
indem zu jedemMischverhältnismindestens ein zufälliges
Spektrum erzeugt wird. Für die hier gezeigten Ergebnisse
wurden die Anteile in Stufen von 0,125 variiert, wobei bei
den Gewürzmischungen maximal vier Komponenten ver-
wendetwurden. AlsMischmodellewerden das LMM (CNN-
LMM), das FM (CNN-FM), das GBM (CNN-GBM) und das
LQM (CNN-LQM) verwendet. Für die Auswertung wird das
CNN jeweils fünfmal trainiert, da die Spektren zufällig er-
zeugt werden.
DabeimCNN-GBMundCNN-LQMnochdieNichtlinea-
ritätskoeffizienten γ und b (vgl. Abschnitt 4) bestimmtwer-
den müssen, wird ein Teil des Testdatensatzes dafür ver-
wendet, diese zu bestimmen (Validierung). Bei den Quarz-
sanden werden alle Mischungen, bei denen keine Kompo-
nente mit einem Anteil kleiner oder gleich 0,125 enthal-
ten ist, zur Bestimmung verwendet, die restlichen für die
Auswertung. Das ergibt 24 Mischungen im Validierungs-
und 21 Mischungen zu je 100 Spektren im Testdatensatz.
Bei den Gewürzmischungen werden 80 Mischungen zu je
192 Spektren zur Bestimmung der Nichtlinearitätskoeffizi-
entengenutzt und75 für dieAuswertung. Zur besserenVer-
gleichbarkeit werden alle Verfahren mit diesem verklei-

































Abb. 7: Vergleich der verschiedenen Verfahren für die Quarzsande.
Für die Entmischung der Quarzsande wurden γ = 1,25 und b = 0,042
ermittelt.
In Abb. 7 sind die ΔRMSE dargestellt, die durch die zu-
vor beschriebenen Verfahren bei der spektralen Entmi-
schung der Quarzsande erreicht werden. Ausgehend von
den auf dem LMM basierten Verfahren FCLS und AS kann
die Verwendung von nichtlinearen Mischmodellen kei-
ne Verbesserung herbeiführen. Das liegt zum einen dar-
an, dass diese Modelle zu einem nicht-konvexen Optimie-
rungsproblem führenundzumanderen, dass auchhier ein
ähnlicher Modellfehler vorliegt. Bei den auf dem LMM ba-
sierenden Verfahren, die die Spektrenvariabilität mitein-
beziehen, kann vor allem das ELMM eine leichte Verbesse-
rung erzielen. Mit dem GLMM hingegen gelingt das nicht,
was an der großen Anzahl an Freiheitsgraden liegt.
Das Erzeugen künstlicher Spektren und anschließen-
de Training des CNN führt in allen Fällen zu einer Ver-
besserung. Dies gilt auch bei der Verwendung von LMM
und FM, bei denen kein Parameter festzulegen ist. Die Ver-
wendung des GBM führt hier noch einmal zu einer Ver-
besserung. Das LQM wird vom FM und GBM übertroffen.
Dies liegt daran, dass ein fester Nichtlinearitätskoeffizient
für alle Mischungen gewählt wurde (vgl. Abschnitt 4), was
beim LQM zur Folge hat, dass alle quadratischen Anteile
denselben Koeffizienten bekommen, während beim GBM
und FM die Anteile in die Koeffizienten einfließen. In Ta-
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Tab. 2: Effektivwert des Fehlers, getrennt nach Validierungs- und
Testdatensatz für CNN-GBM und CNN-LQM.
Quarzsande Gewürzmischungen
CNN -GBM -LQM -GBM -LQM
Validierung 0,0675 0,0721 0,1761 0,1937
Test 0,0671 0,0848 0,1837 0,2006
belle 2 wird dies bestätigt. Beim GBM liefern die Auswer-
tungen von Test- und Validierungsdatensatz ähnlich gu-
te Werte, während beim LQM eine Verschlechterung beim
Auswerten des Testdatensatzes zu erkennen ist.
Bei den Ergebnissen zu den Gewürzmischungen
(Abb. 8) sind ähnliche Beobachtungen zu machen. Jedoch
sind hier die Ergebnisse insgesamt schlechter, was an der
schwereren Problemstellung zu liegen scheint, da sich im
Vergleich zu den Quarzsanden alle Verfahren verschlech-
tert haben. Darüber hinaus ist die relative Verbesserung
durch die Verwendung künstlicher Mischspektren in Ver-
bindung mit CNN schwächer ausgeprägt. Trotzdem ist
auch hier, selbst bei der Verwendung des LMM, eine Ver-
besserung erkennbar. Eine weitere Verbesserung durch
Verwendung eines nichtlinearenMischmodells ist hier nur
beim GBM gegeben und auch geringer ausgeprägt. Bei ei-
nem Datensatz mit einer großen Anzahl an Kombinati-
onsmöglichkeiten fällt die starke Vereinfachung, nur ei-
nen Nichtlinearitätskoeffizienten zu wählen, stärker ins
































Abb. 8: Vergleich der verschiedenen Verfahren für die Gewürzmi-
schungen. Für die Entmischung der Gewürzmischungen wurden
γ = 2,50 und b = 0,002 ermittelt.
Ergänzend werden in den Abbildungen 9 und 10
für die Verfahren, die ohne vorherige Bestimmung eines
Nichtlinearitätskoeffizienten auskommen, die Ergebnisse
für den gesamten Testdatensatz (45 bzw. 155 Mischungen)
























Abb. 9: Vergleich der verschiedenen Verfahren ohne Nichtlineari-
























Abb. 10: Vergleich der verschiedenen Verfahren ohne Nichtlinea-
ritätskoeffizient für die Gewürzmischungen bei Verwendung des
vollständigen Testdatensatzes.
tere Daten nahezu identischeWerte liefern und daher ähn-
lich gut abschneiden.
6 Zusammenfassung
In dieser Arbeit wird ein Verfahren vorgestellt, bei dem
künstliche Mischspektren aus einer Menge an Reinspek-
tren erzeugt werden. Diese Mischspektren können dann
zum Training eines CNN für die spektrale Entmischung
verwendet werden. Dabei wird durch das Verwenden von
zufälligen Kombinationen aus Mengen an Reinspektren
die Spektrenvariabilität berücksichtigt. Im Vergleich zu
Verfahren aus der Literatur, die zum Teil ebenfalls die
Spektrenvariabilitätmiteinbeziehen, könnenbei allen ver-
wendeten Mischmodellen bessere Ergebnisse bezüglich
desFehlers der geschätztenMaterialanteile erzieltwerden.
Die Voraussetzung ist das Vorhandensein mehrerer Spek-
tren eines jeden Reinstoffes, weshalb sich das Verfahren
vor allem zur Verwendung im industriellenUmfeld, wo die
beteiligten Stoffe bekannt sind, eignet. Die besten Ergeb-
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nisse konnten unter Verwendung des GBM erzielt werden,
wobei hier einige Spektren von Stoffgemischen zur Ermitt-
lung eines geeigneten Nichtlinearitätskoeffizienten benö-
tigt werden. Liegen diese nicht vor, kann das LMM her-
angezogen werden, welches keinen Nichtlinearitätskoef-
fizienten besitzt. Alternativ kann das FM verwendet wer-
den, wo die Nichtlinearitätskoeffizienten ausschließlich
von den Materialanteilen abhängen.
Zukünftig könnte dieser Ansatz dadurch erweitert
werden, dass statt vorgegebener Mischmodelle künstliche
neuronale Netze zur Erzeugung der Mischspektren ein-
gesetzt werden. Dafür sind vor allem Variational Autoen-
coder und bedingte Variational Autoencoder interessant.
Bei letzteren könnten unterschiedliche Mischverhältnisse
per Bedingung eingestellt werden. Zum Trainieren dieser
Netze wäre jedoch ein umfangreicherer Trainingsdaten-
satz nötig. Eswäre daher zuprüfen, ob eine Erstellungwei-
terer Trainingsdaten für die spektrale Entmischung zu ei-
ner Verbesserung führt.
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