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Abstract
In this article, we propose a new implementation of John von Neu-
mann’s middle square random number generator (RNG). A Weyl se-
quence is utilized to keep the generator running through a long period.
1 Introduction
Early in the field of computer science, John von Neumann proposed the
middle square method for generating random numbers [10]. A number is
squared and the middle digits are returned as the next random number.
This method was used as a source of data in the early work on Monte Carlo.
Good data was produced but the middle square had a known problem which
was referred to as the “zero mechanism”. Once the middle digits became
zero the generator would continue to produce zero outputs. Repeating cycles
of non-zero data could also be produced. In this article we propose the use
of a Weyl sequence to run the middle square. The Weyl sequence overcomes
the “zero mechanism”. It keeps the generator running through a long period.
2 Weyl Sequence
We use a Weyl sequence similar to the Weyl sequence in Brent’s xorgens
RNG [1]. This is actually an integer stepping sequence of period 264. In C,
it has the following form: w += s; where w is an unsigned 64-bit integer
and s is an odd constant. A middle square RNG run by this sequence is
shown below:
uint64_t x = 0, w = 0, s = 0xb5ad4eceda1ce2a9;
inline static uint32_t msws() {
x *= x; x += (w += s); return x = (x>>32) | (x<<32);
}
The Weyl sequence is added to the square of x. The middle is extracted
by shifting right 32 bits.
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3 Middle Square Implementation
One might ask “Where is the middle?” in the above program. In C, arith-
metic on unsigned 64-bit integers is modulo 264. After squaring, the x value
will have only the lower 64 bits of the result. These 64 bits represent the
lower half of the square. Shifting right 32 bits will return the upper part of
this lower half. This is the 32-bit middle that is returned.
Perhaps an illustration might be useful. We will consider only the square
and shift operations. Let’s begin by showing how John von Neumann’s orig-
inal middle square would obtain a middle from a square. Let’s square a
16-digit hexadecimal number, say E3296D171EC4A36F. The square is
C9927E2B2075471D31C2914AAE4E8A21
The middle is
2075471D31C2914A
Our computer, however, is only able to store 64-bit numbers. That is enough
for 16 hexadecimal digits. So, after squaring x will store only the lower 16
digits of the 32 produced:
31C2914AAE4E8A21
The circular shift operation will transform this to
AE4E8A2131C2914A
The return statement will provide the lower 32 bits or 8 digits:
31C2914A
Notice that this is the lower half of the middle from the original middle
square. We are in effect returning middle digits from a square. The modulo
264 arithemetic implicit in C allows us to work with larger squares than
would otherwise be possible. It is not necessary to store all 32 digits of
the result. It is sufficient to use the lower 16 that are computed. This half
square implementation is quite efficient and allows for an easy extraction of
the middle by a simple shift operation. The RNG compiles into only four
machine instructions: imulq, iaddq, iaddq, and rorq. The rorq is the rotate
right instruction which corresponds to a circular shift. Being so compact,
the RNG is suitable for inline which increases efficiency by removing the
subroutine linkage.
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4 Overcoming the Zero Mechanism
The primary defect with the middle square is that it eventually produces
repeating cycles of data, often a cycle of zero outputs. In this section we
demonstrate that the Weyl sequence w prevents repeating cycles in x. We
will show this in two steps. First we demonstrate that no two of the first
264 elements of the Weyl sequence w can be equal. It follows from this that
there can be no repeating cycles in x.
Theorem A: For the Weyl sequence that is generated by the formula w += s
where w is an unsigned 64-bit integer and s is an odd constant, no two of
the first 264 generated elements can be equal.
Method: This can be shown with a proof by contradiction. The assumption
that any two are equal leads to the contradiction that odd is equal to even.
Proof: The mathematical equivalent of w += s in C is shown below:
For i = 0 to 264 − 1, and some odd constant s < 264
w(i) = (i ∗ s) mod 264
Now, assume that there exists an m and n with m < n < 264 such that
w(m) = w(n)
This implies that
n ∗ s−m ∗ s = k ∗ 264 for some integer k
which implies that
(n−m) ∗ s = k ∗ 264
There are two cases to be considered.
Case 1: (n - m) is odd
Here we have odd times odd equal to some k times even, which implies
that odd is equal to even.
Case 2: (n - m) is even
Let 2j ∗ p be the factorization of (n - m) for some integer j and odd in-
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teger p. This will give
2j ∗ p ∗ s = k ∗ 264
which is equivalent to
p ∗ s = k ∗ 264−j
Note that 0 < j < 64 because (n - m) is even and (n - m) is < 264
which implies that odd equals to even.
Q.E.D.
We conclude that no two of the first 264 numbers can be equal.
From Theorem A it can be determined that the period of the Weyl se-
quence is 264. If no two of the first 264 numbers are equal then all must be
different. The only way this could happen is if each number between 0 and
264 − 1 occurs exactly one time. Also, from w(i) = (i ∗ s) mod 264 we see
that the next 264 numbers generated will be exactly the same sequence as
the first 264 numbers generated and for all 264 subsequently generated. It
follows that the period of the Weyl sequence is 264 and that the output of
the Weyl sequence will be uniform.
Theorem B: For the first 264 iterations of the RNG, there will be no re-
peating cycles in x.
Method: This can be shown quite easily by noting that the following Weyl
sequence value for any two equal x values will be different (Theorem A),
thus producing a different x value.
Proof: Consider two separate x values in the first 264 iterations that are
equal. The RNG performs three operations: square, add Weyl sequence,
and shift. The first operation is the square and this will yield the same
result. The next operation is to add the Weyl sequence value w which we
know from Theorem A is different. So the result will be different. The third
operation is the circular shift. The numbers will still be different after shift-
ing. This implies that the next x value after each of the equal x values will
be different. We conclude that there can be no repeating cycles in x for the
first 264 iterations of the RNG.
Q.E.D.
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That there are no repeating cycles in the the first 264 interations implies
that the period of x will be at least 264.
5 Uniformity
In addition to providing a long period, the Weyl sequence also provides a
basis for uniformity in the output. The Weyl sequence is uniform. We
demonstrate that by simply adding it to the square we will obtain a uniform
output.
Theorem C: Let x be a random but not necessarily uniform bit stream.
Let w be a uniform but not necessarily random bit stream. Then x + w will
be a uniform bit stream.
Method: We will work with 32-bit quantities because the output of the
RNG is 32 bits. We can demonstrate uniformity by showing that the prob-
ability of any given output is 1/232.
Proof: Given an arbitrary element y in [0, 0xffffffff], let’s compute the prob-
ability of y where y = x + w.
prob(y) =
232−1∑
x=0
(prob(x) ∗ prob(w))
Now because w is uniform, prob(w) will be 1/232. So,
prob(y) =
232−1∑
x=0
(prob(x) ∗ 1/232)
which is equvalent to
prob(y) = 1/232
232−1∑
x=0
(prob(x))
From basic probability, we know that the sum of the probabilities of all
possible outcomes is 1. So,
prob(y) = 1/232
Q.E.D.
There are 232 possible outputs and each has the probability of 1/232. We
conclude that the RNG will produce a discrete uniform distribution.
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6 Initialization
The state vector consists of three 64-bit words: x, w, and s. Two of these
are computed and one is a constant. The constant s is the element that
provides for a distinct initialization. If x or w are used to provide a different
initialization, there is some danger that overlapping data will be produced.
For example, let’s say that one initialized the state vector as follows:
x = 0; w = 0; s = 0xb5ad4eceda1ce2a9;
for the first run and then set the state
x = 232; w =0; s = 0xb5ad4eceda1ce2a9;
for the next run. In this case, exactly the same data would be generated
even though the initial x values are different. 0 squared is the same as 232
squared when taken mod 264. If one only changes w, there is a possibility
of overlap unless these are chosen with adequate space between them. So,
it is recommended to use different s values when initializing the RNG. This
will produce a different stream of data with no overlap.
The constant s should be an irregular bit pattern with roughly half of the
bits set to one and half of the bits set to zero. The best statistics have been
obtained with this type of pattern. Unduly sparse or dense values do not
produce good results. If one initializes the RNG, for example, as follows:
x=0; w=0; s = 0x0000000100000001; the first set of outputs appear non-
random:
00000001
00000004
0000001b
00000406
00170a61
f765b52a
68d57352
0aafc03f
f461cd1e
fbe33cc0
808d47e0
230dc324
93202f86
The numbers eventually square out to random data, but it takes about
five iterations before this happens. This type of effect can be avoided by
choosing s constants that are neither too sparse nor too dense.
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A method that has been shown to work well is to choose the constant
s so that the hexadecimal digits or nibbles are different. This results in
change in each 4-bit section of the Weyl sequence on each iteration of
the RNG. The following constants are of this type: 0x8b5ad4cef9c2703b,
0xdbc8915fabd37257, 0x3a16e0c5540e9daf, 0xbf3ac427d39cb715. The dig-
its are chosen so that the upper 8 are different and the lower 8 are dif-
ferent and then 1 is ored into the result to make the constant odd. Such
constants have been tested extensively and produce good data. A utility
called init rand digits which creates this type of constant is provided in the
software download. There are two methods for use. One may simply call
init rand digits from the program to create the constant. Or one may use
init rand digits offline to create an include file of constants that could be
compiled into the program. The compiled in constants would make for a
faster initialization. This routine has been verified to produce unique con-
stants for input values ranging from 0 to 3 billion. Example usage is shown
below:
#include ’’init.h’’
x = w = s = init_rand_digits(n);
or if using pre-computed constants
uint64_t seed[] = {
#include ’’seed.h’’
};
x = w = s = seed[n];
Note: x and w have been initialized non-zero so that a randomization occurs
on the first iteration. This assures that as a set the first outputs from all
streams should be random data.
The number of available constants using the method described above
has been computed exactly. For the upper 8 digits, there are 16 ∗ 15 ∗ 14 ∗
13 ∗ 12 ∗ 11 ∗ 10 ∗ 9 or 518918400 possibilities. The number of lower 8 digits
is less because 1 is ored into the result. This turns out to be 380540160.
Multiplying these provides us with 197469290962944000 (approximately 0.2
quintillion) possible constants. Since the stream length is 264, this provides
about 2121 random numbers in total.
7 Parallel Usage
This RNG is well suited to parallel processing. Creating a separate stream
of data is simply a matter of choosing a unique integer. Assume we have a
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super-computer with N processing elements and n identifies a given process-
ing element (0 ≤ n < N). One could initialize the state for each instance of
the RNG as shown in the example above.
8 Statistical and Timing Results
The msws generator was subjected to the BigCrush [6] and PractRand [5]
tests. 25000 random seed values were tested with no significant failures. A
square is nonlinear and for this reason the data is likely to be quite superior
to data produced by any linear based RNG. This generator passes the tests
of Linear Complexity and Matrix Rank.
The time to generate one billion random numbers was computed using
an Intel Core i7-4770 3.4 GHz processor running Cygwin64. To provide a
basis of comparison, we also timed Marsaglia’s xorwow [7], one of the fastest
RNGs in current usage. The time for msws was 1.347 seconds. The time for
xorwow was 1.766 seconds.
9 Floating-Point Output
In random number generation, a floating-point number in the range of 0 to 1
is often required. In this section, we address the generation of floating-point
numbers.
For the msws generator, one can simply divide by 232 as shown below.
#define two32 4294967296.
double r;
r = msws() / two32;
This will produce a 32-bit resolution floating-point number in [0,1). A
good compiler will convert a division by a constant to a multiplication1. If
your compiler does not do this then you would multiply by 2.32830643653
86962890625e-10 instead of dividing by 232.
We will now consider generating a 53-bit resolution floating-point num-
ber. A IEEE 754 floating-point double has 53 bits of resolution. Such a
number can be generated by dividing a 64-bit integer by 264. To obtain a
64-bit output, one could call msws twice and place the two 32-bit outputs
into a 64-bit word as shown below.
1For the gcc compiler, this occurs with optimization -O1 or higher and can be verified
by setting -save-temps and looking at the .s output file.
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inline static uint64_t msws64() {
uint64_t t;
t = msws(); t = (t<<32) | msws(); return t;
}
A method which is about 20% faster on an Intel Core i7-4770 processor
is shown here.
#include <stdint.h>
uint64_t x1 = 0, w1 = 0, s1 = 0xb5ad4eceda1ce2a9;
uint64_t x2 = 0, w2 = 0, s2 = 0xb5ad4eceda1ce2ab;
inline static uint64_t msws64() {
uint64_t xx;
x1 *= x1; xx = x1 += (w1 += s1); x1 = (x1 >> 32) | (x1 << 32);
x2 *= x2; x2 += (w2 += s2); x2 = (x2 >> 32) | (x2 << 32);
return xx ^ x2;
}
One may obtain a floating-point number from msws64 as follows.
#define two64 18446744073709551616.
double r;
r = msws64() / two64;
This will produce a 53-bit resolution number in the range of [0,1). If your
compiler does not convert a division by a constant to a multiplication, you
would multiply by 5.42101086242752217003726400434970855712890625e-20
instead of dividing by 264.
We would like to point out that the 32-bit resolution number can be
generated two to three times faster than the 53-bit resolution number. For
most applications 32-bit resolution is likely to be sufficient. If this is the
case one would use the 32-bit resolution number should speed be of concern.
It should be noted that this may be the world’s fastest generator with 32-bit
resolution that passes all the statistical tests.
10 Cryptography
Here we briefly discuss the subject of cryptography. The fundamental re-
quirement for a cryptographically secure RNG is that it be difficult to de-
termine the internal state by examining the outputs. This RNG is nonlinear
and hence the only attack would probably be brute force. The state vec-
tor has three 64-bit elements: x, w, and s. Using sheer brute force, one
could crack the state with (264)3 or 2192 combinations of x, w, and s. A
more efficient attack which uses known available information might be as
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follows: The available information we have is a sequence of known outputs
and also the operations performed in the RNG (square, add Weyl sequence,
and shift). Now, let’s consider three subsequent x values. This would allow
us to determine two subsequent w values and then an s value. This would
provide a potential x, w, s combination which could be verified by checking
if the generated outputs matched the known outputs. A sequence of known
outputs would reduce the number of bits to examine in x from 64 to 32. So,
if we look at three x values at time, it would require (232)3 or 296 values.
This is smaller than 2192 but is still quite a large number. It would still
be impractical to crack the state in reasonable time even with this more
efficient method. We conclude that the RNG is suitable for cryptography.
One could significantly increase the complexity by simply xoring the output
from two different msws generators. This would increase the complexity to
(264)3 ∗ (232)3 or 2288.
11 Running the Middle Square with an RNG
In this paper we have proposed using a Weyl sequence to run the middle
square. The Weyl sequence is very fast and produces satisfactory results. It
may be of interest, however, to note that any reasonably good RNG with
uniform output could be used instead of the Weyl sequence. Assume that
rand64() is a 64-bit RNG. The following shows how to create a middle square
version of this RNG:
uint64_t x = 0;
inline static uint32_t msrand() {
x *= x; x += rand64(); return x = (x>>32) | (x<<32);
}
This will produce a 32-bit output that would most likely pass the tests
of Linear Complexity and Matrix Rank.
12 Conclusion
The middle square was invented at the very beginning of computer science.
Modern 64-bit computing architecture has made it possible to create a usable
version which has a sufficiently long period (264 per stream). Processing
speed is comparable with the fastest RNGs. An easy to use stream capa-
bility makes this generator quite suitable for parallel processing. A square
is nonlinear and gives this generator an advantage in quality of data over
linear based generators.
A free software package is available at http://mswsrng.wixsite.com/rand
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