This paper presents an approach to texture image segmentation using a family of fractional discrimination functions. In contrast to the conventional methods, the proposed functions provide uniform treatment of the existing functions and operators for selective feature extraction. The effectiveness of fractional discrimination functions for texture feature detection is demonstrated in the presence of noise and texture variation.
INTRODUCTION
The analysis of texture is an important consideration in the development and application of computer vision system since visual texture is a fundamental property identifying the surface structure in scenes. However, the characterization of complex texture, necessary for both image segmentation and texture classification, remains a difficult and challenging problem. Traditional approaches to texture analysis involves extracting texture features to constitute a feature space and then performing stochastic search within this feature space to determine a complex classifier [2] . The aim of feature extraction is to represent an image by a set of numerical 'features' so as to remove redundancy from the data and reduce the features dimension. For the classification to be useful, it must be reliable and computationally attractive, which means the choice of the textural features or the models must be as compact as possible, and yet as discriminating as possible.
Historically, structural and statistical approaches
In this view, to describe a texture one needs to describe both the primitives and the placement rule. The description should be sufficiently flexible that a class of equivalent textures can be generated by using similar primitives in similar relationships. Although there has been reported progress in this area [5] , the approach is restricted by the complications encountered in determining the primitives and the placement rules that operate on these primitives. Therefore, textures suitable for structural analysis have been confined to quite regular textures rather than more natural textures in practice.
In the statistical approach, texture is regarded as a sample from a probability distribution on the image space and defined by a stochastic model or characterized by a set of statistical features. The most common features used in practice are based on the tonal p r o p erties and the pattern properties[l2]. These are measured from first-and second-order statistics and have been used as discriminators between textures. Though these features have been widely used in the classification and segmentation of textured images, they cannot cope with changes in rotation and scale.
Unlike the usual approaches involving feature extraction and classification rule construction, the special interest of our proposed method is to determine a simple discrimination operation which directly functions as a classifier in a single stage. In this paper we introduce a family of fractional discrimination functions which selectively extract local information from the image while preserving its global features. Such functions perform global scale tuning in conjunction with local feature enhancement for effective identification and lccalisation of visual information. Section 2 highlights the fractional discrimination functions for texture feature extraction and Section 3 details the implementa---have been adopted for texture feature extraction [5] , [9] , [12] . tion procedure. Section 4 presents the experimental The structural approach assumes the texture is characresults and the concluding remarks are drawn in Secterised by some primitives following a placement rule. tion 5.
FRACTIONAL DISCRIMINATION FUNCTIONS
The concept of fractional derivatives is the approximation of the non-integer derivatives to a continuous domain with the converge to the first-, second-and finite-order derivatives. The fractional derivative of a constant is not always equal to zero. Based on the different approaches to define sucn fractional derivatives, different fractional discrimination functions will be developed. In the work reported here, we adopted the following idea in the area of fractional calculus to define the fractional differention. Consequently, we can define the fractional discrimination functions by combining the aggregation function a ( [ ) with the fractional discrete derivatives.
Let DI denote the fractional discrete derivative o p erator (FDD). The fractional discrete derivative is performed by convolving the coefficients of FDD with the given image. The FDD coefficients for the order from 0.1 to 1.0 can be determined based on a Maclaurin series expansion of (1 -z)', p < 1.0. Higher order of FDD coefficients can be derived by repeated convolutions of the lower order of FDDs. The details of the related calculation are lgiven in [14] . The fractional discrimination functions gradually phase out the contrasts and eventually result in a peak or zero-crossing map for the 1st and 2nd-order operation. As a result, subtle features in an image will be extracted a t different resolutions in ternis of various fractional-orders, which is very powerful in texture feature extraction. Table 1 lists the coefficients of the fractional discrete derivatives of orders up to 1.0, where the trailing end coefficients are truncated as their magnitude is very small compared to the fiirst one. The accuracy of this definition heavily relies Ion the number of co-efficients used. From the mathematical point of view, an infinite number of co-efficients will result in high accuracy. 
IMPLEMENTATION
The key issue to the success of our fractional discrimination functions for texture image segmentation is how to choose three parameters (shape, size and order) associated with those functions. We adopted a tuning scheme to dynamically determine the related parameters to optimise the results. The following are the main steps:
Initialisation An initial discrimination function is tentatively chosen based on the nature of visual information present in the image, such as texture, portrait, scene, noisy, resolution.
Shape
Determine the shape of the function from the standard library including rectangular, sinusoidal, triangular, exponential and Gaussian. As the degree of aggregation 7 which measures the goodness of the aggregation operation of the discrimination function depends on two factors: one is the window of aggregation and the other is the shape of the aggregation weighting function. The degree of aggregation increases with an increase in the window of aggregation. For a fixed window size, we choose the shape which gives the lowest 7 if the image is not very noisy else choose the shape which gives the highest 7. In the case wherein 7 does not vary much a triangular shape is chosen.
Size
Once the shape of function is determined, the choice of the size of the function reflected in its width is optimised based on the entropy and contrast sensitivity for the processed image. The entropy and contrast sensitivity also vary with the order of discrimination.
Order
In the event of subtle contrast enhancements use fractional discrimination of orders up to 3 with a 0.1 resolution and vary the width and shape parameter to observe perceptually significant features.
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In general, the process to choose a discrimination function is very subjective and dependent on the type of image information. An automated process for the determination of the shape, size and order of the discrimination by tuning the parameters based on results from the higher level recognition algorithms. 
EXPERIMENTAL RESULTS
The fractional discrimination function detailed in this paper can be used for feature enhancement in different region boundaries for texture image segmentation. The gradual transition between the original image and the first-order image enhancement makes it useful for medical diagnosis. Table 2 lists some statistical measurements for the comparison of the performance at different fractional order. 
