In this paper we provide necessary and sufficient conditions for the existence of the Kurzweil, McShane and Riemann product integrals of step mappings with well-ordered steps, and for right regulated mappings with values in Banach algebras. Our basic tools are the concepts of summability and multipliability of families in normed algebras indexed by well-ordered subsets of the real line. These concepts also lead to the generalization of some results from the usual theory of infinite series and products. Finally, we consider Stieltjes-type product integrals, Haahti products, and their relation to parallel translation operators.
Introduction
The aim of this paper is to apply the concepts of summability and multipliability in order to generalize some results in the theory of infinite series and products, and also to derive criteria for product integrability of mappings which take values in Banach algebras. Product integrals and Haahti products are then used to define parallel translation operators and to study their properties. The paper is organized as follows. In Section 2, we begin by recalling the definition of summability introduced by S. Heikkilä in [7] . We consider sums of the form Σ α∈Λ x α , where the index set Λ is a well-ordered subset of R ∪ {∞}, and x α are elements of a normed vector space; sums of this type were used in [7] as a tool in the study of integrability and impulsive differential equations. Then we proceed to the related novel concept of multipliability and consider products of the form Π α∈Λ x α , where x α are elements of a normed algebra. In the case when Λ = N, our definitions and results correspond to the usual theory of infinite series and products in normed spaces and algebras. In Section 3, we recall the general definition of the Kurzweil and McShane product integrals of the form b a V (t, dt), which were studied in [9, 15, 13, 17, 19] , and which include the product integrals b a (I + A(t) dt) and b a (I +dA(t)) considered in the next sections. In infinite-dimensional Banach algebras, the Kurzweil and McShane product integrals lose some of their pleasant properties. To overcome this difficulty, we follow the ideas from A. Slavík's paper [17] , introduce the strong Kurzweil and McShane product integrals b a V (t, dt), and establish some of their basic properties. In Sections 4 and 5, we focus on the product integrals b a (I + A(t) dt) in the sense of Kurzweil, McShane and Riemann. We apply the results from Sections 2, 3 and from the papers [7, 17] to derive new sufficient and necessary conditions for product integrability of right-continuous step mappings having well-ordered steps, and then for right regulated mappings. Section 6 is devoted to the Riemann-Stieltjes and Kurzweil-Stieltjes product integrals b a (I + dA(t)). The main result here is concerned with Kurzweil-Stieltjes product integrability of right-continuous step mappings with well-ordered steps. The results from Sections 4, 5, 6 are illustrated on a number of examples. In Section 7, we present an application of Stieltjes-type product integrals to differential geometry. In [6] , H. Haahti and S. Heikkilä studied operators corresponding to parallel translation of vectors along paths on C 0 -manifolds, and used product and Riemann-Stieltjes product integration techniques to establish the existence of these operators; their results are generalized in Section 7.
Summability, multipliability, and their properties
In this section, we generalize some results of the theory of infinite series and products. A nonempty subset Λ of R ∪ {∞}, ordered by the natural ordering < of R together with the relation t < ∞ for every t ∈ R, is well-ordered if every nonempty subset of Λ has the smallest element. In particular, to every number β of Λ, different from its possible maximum, there corresponds the smallest element in Λ that is greater than β.
It is called the successor of β and is denoted by S(β). There are no numbers of Λ in the open interval (β, S(β)).
If an element γ of Λ is not a successor or the minimum of Λ, it is called a limit element. For every γ ∈ R, we denote Λ <γ = {α ∈ Λ; α < γ}, Λ ≤γ = {α ∈ Λ; α ≤ γ}.
One of our basic tools in this paper is the following principle of transfinite induction:
If Λ is well-ordered and P is a property such that if P(γ) is true whenever P(β) is true for all β ∈ Λ <γ , then P(γ) is true of all γ ∈ Λ.
The following definition of summability is adopted from [7] . Definition 2.1. Let E be a normed space, and let Λ be a well-ordered subset of R∪{∞}. Denote a = min Λ, and b = sup Λ. The family (x α ) α∈Λ with elements x α ∈ E is called summable if for every γ ∈ Λ ∪ {b}, there is an element Σ α∈Λ <γ x α of E, called the sum of the family (x α ) α∈Λ <γ , satisfying the following conditions:
(i) Σ α∈Λ <a x α = 0, and if γ = S(β) for some β ∈ Λ, then Σ α∈Λ <γ
(ii) If γ is a limit element, then for each ε > 0 there is a β ε ∈ Λ <γ such that Σ α∈Λ <β x α − Σ α∈Λ <γ x α < ε, β ∈ Λ ∩ [β ε , γ).
We define the sum Σ A family (x α ) α∈Λ is called absolutely summable if ( x α ) α∈Λ is summable.
Obviously, for a fixed well-ordered set Λ, the set of all summable families (x α ) α∈Λ forms a linear space.
In a normed algebra with a unit element, we introduce the following related concept of multipliability. We point out that our concept of multipliable families is different from the definition of multipliable sequences given in the appendix of [1] .
Definition 2.2. Let E be a normed algebra with a unit element I, and let Λ be a well-ordered subset of R ∪ {∞}. Denote a = min Λ, and b = sup Λ. The family (x α ) α∈Λ with elements x α ∈ E is called multipliable if for every γ ∈ Λ ∪ {b}, there is an element Π α∈Λ <γ x α of E, called the product of the family (x α ) α∈Λ <γ , satisfying the following conditions:
(i) Π α∈Λ <a
x α = I, and if γ = S(β) for some β ∈ Λ, then Π α∈Λ <γ
(ii) If γ is a limit element, then for each ε > 0 there is a β ε ∈ Λ <γ such that
We define the product Π In the rest of this section, we assume that Λ is a well-ordered set in R ∪ {∞} with a = min Λ and b = sup Λ. On the other hand, multipliability of (x α ) α∈Λ does not necessarily imply the multipliablity of (x α ) α∈Λ∩ [c,b] . However, the statement becomes true if we assume that the elements of (x α ) α∈Λ and its product are invertible.
Observe that if (x α
In this case, the partial products from Definition 2.2 are given by Π , where the invertibility of the last product is guaranteed by the next lemma.
Lemma 2.4. Suppose that (x α ) α∈Λ <b is a multipliable family in a normed algebra, and that its members and product are invertible. Then all products Π α∈Λ <γ x α , γ ∈ Λ, are invertible.
Proof. Assume there is a γ 0 ∈ Λ such that Π α∈Λ <γ 0 x α is not invertible. We use transfinite induction to show that for every γ ∈ Λ such that γ ≥ γ 0 , the product Π α∈Λ <γ x α is not invertible; this will be in contradiction with the assumption that the product of the whole family is invertible. We already know that Π α∈Λ <γ 0
x α is not invertible.
If γ > γ 0 and γ = S(β), then Π α∈Λ <γ
and Π α∈Λ <γ x α cannot be invertible; otherwise,
would be invertible, too.
Finally, if γ > γ 0 and γ is a limit element, then
cannot be invertible, since the limit of noninvertible elements is always noninvertible (the set of all invertible elements is open).
The next lemma generalizes two well-known results from the theory of infinite series and products.
Lemma 2.5. (a) If (x α ) α∈Λ is a summable family in a normed space, then lim α→γ−
x α = 0 for every limit element γ ∈ Λ.
(b) If (x α ) α∈Λ is a multipliable family in a unital normed algebra, and if its elements as well as its product are invertible, then lim α→γ−
x α = I for every limit element γ ∈ Λ.
Proof. We prove only the second statement; the proof of the first one is similar. Assume that (x α ) α∈Λ is multipliable and its elements as well as its product are invertible. Let γ ∈ Λ be an arbitrary limit element. Given ε > 0, let β ε be as in Definition 2.2 (ii). For every β ∈ Λ ∩ [β ε , γ), we have S(β) ∈ Λ ∩ [β ε , γ). Also, applying Definition 2.2 (ii) and the triangle inequality, we obtain
Consequently,
In view of this result, Lemma 2.4 and the continuity of x → x −1 , we get
The next lemma generalizes the well-known result that in a Banach space, every absolutely convergent series is convergent in the ordinary sense. The proof is based on the relation between summability and strong Henstock-Kurzweil integrability of vector-valued step mappings described in [7] . (For the definition of the strong Henstock-Kurzweil integral, see e.g. [16, 17] . In [7] , this integral is referred to as the HenstockLebesgue integral.) Lemma 2.6. Assume that (x α ) α∈Λ <b is an absolutely summable family in a Banach space E. Then (x α ) α∈Λ <b is summable.
Proof. Without loss of generality, we can suppose that b = sup Λ < ∞. Otherwise, we can replace Λ by the well-ordered setΛ = {1 − exp(a − α); α ∈ Λ} with minΛ = 0 and supΛ = 1; this transformation preserves (absolute) summability.
By [7, Proposition 3.4] , the absolute summability of (x α ) α∈Λ <b = ((S(α) − α)z α ) α∈Λ <b implies that A is Bochner integrable. Consequently, A is strongly Henstock-Kurzweil integrable, which means by [7, 
Remark 2.7. In a unital Banach algebra E, we may introduce the exponential and logarithm function as follows:
These functions have similar properties as in the familiar case when E = R n×n , in particular:
1. The exponential and logarithm are continuous functions.
2. For every x ∈ E, exp x is an invertible element and its inverse is exp(−x).
3. If x, y ∈ E are such that xy = yx, then exp(x + y) = exp x exp y.
4. log(exp x) = x if x − I < log 2.
5. We have the estimates exp x ≤ exp x , x ∈ E,
which follow easily from the definition of the exponential function.
We now show that the formula exp(x) exp(y) = exp(x + y) can be generalized to families of commutative elements.
Lemma 2.8. Let (x α ) α∈Λ <b be a summable family in a unital Banach algebra. If x α x β = x β x α whenever α, β ∈ Λ, then the family (exp x α ) α∈Λ <b is multipliable, and
Proof. Using the assumption that x α x β = x β x α for all α, β ∈ Λ, it follows by transfinite induction with respect to β that
To prove that the family (exp x α ) α∈Λ <b is multipliable and (2.1) holds, it is enough to check that the conditions from Definition 2.2 are satisfied with
Clearly,
If γ = S(β) for some β ∈ Λ, it follows that
where the third equality is a consequence of (2.2) and the third property mentioned in Remark 2.7. Thus condition (i) of Definition 2.2 is satisfied.
Assume next that γ is a limit element of Λ∪{b}, and let ε > 0 be given. Since the exponential is a continuous function, it is possible to find δ > 0 such that
for all x ∈ E such that x − Σ α∈Λ <γ x α < δ. Because the family (x α ) α∈Λ <b is summable, there exists a β δ ∈ Λ <γ such that
It then follows that
This proves that condition (ii) of Definition 2.2 is satisfied. To conclude the proof, we substitute γ = b in (2.3) to get (2.1).
Lemma 2.9. Let (p α ) α∈Λ <b be a family of real numbers. If (exp p α ) α∈Λ <b is multipliable and its product is nonzero, then (p α ) α∈Λ <b is summable, and
Proof. Assume for contradiction that (p α ) α∈Λ <b is not summable. Then there is a limit element γ ∈ Λ ∪ {b} such that (p α ) α∈Λ <β is summable for every β ∈ Λ <γ , but (p α ) α∈Λ <γ is not summable. Lemma 2.8 implies that
Since all partial products of (exp p α ) α∈Λ <b are nonzero by Lemma 2.4, we get
Using the continuity of the logarithm function, we obtain
which contradicts the fact that (p α ) α∈Λ <γ is not summable.
The following consequence of Lemmas 2.8 and 2.9 shows that absolute summability of (x α ) α∈Λ <b and multipliability of (exp x α ) α∈Λ <b are equivalent. (1 + x α ), γ ∈ Λ ∪ {b}, so that the conditions of Definition 2.2 will be satisfied.
First, let Π α∈Λ <a
(1 + x α ) = 1. Next, assume that Π α∈Λ <β
(1 + x α ) is defined for each β ∈ Λ <γ , where
which ensures that condition (i) of Definition 2.2 is satisfied. Finally, assume that γ is a limit element of Λ∪{b}. By Lemma 2.8, the family (exp x α ) α∈Λ <b is multipliable. Moreover, it is easy to show by transfinite induction that
Thus,
is finite. Given ε > 0, there exists a β ε ∈ Λ <γ such that
However, since Π α∈Λ <β
is a nondecreasing transfinite sequence, it follows that
Thus, condition (ii) of Definition 2.2 will be satisfied if we define Π α∈Λ <γ
The above reasoning implies that Π α∈Λ <γ
(1 + x α ) is defined for each γ ∈ Λ ∪ {b}, whence the family
Assume conversely that (1 + x α ) α∈Λ <b is multipliable. We use transfinite recursion to define the partial sums Σ α∈Λ <γ x α , γ ∈ Λ ∪ {b}, so that the conditions of Definition 2.1 will be satisfied. At the same time,
we are going to prove that Σ α∈Λ <β
for all β ∈ Λ ∪ {b}. First, let Σ α∈Λ <a x α = 0 and note that Σ α∈Λ <a
x α is defined for each β ∈ Λ <γ , where γ ∈ (Λ ∪ {b}) \ {a}, and that (2.5) holds for all
which ensures that condition (i) of Definition 2.1 is satisfied. Also, note that Σ α∈Λ <γ
i.e., (2.5) holds when β = γ. Finally, assume that γ is a limit element of Λ ∪ {b}. We know from (2.5) that
However, since Σ
Thus, condition (ii) of Definition 2.1 will be satisfied if we define Σ α∈Λ <γ
i.e., (2.5) holds when β = γ. The above reasoning implies that Σ α∈Λ <γ x α is defined for each γ ∈ Λ ∪ {b}, whence the family ( x α ) α∈Λ <b is summable.
Lemma 2.12. Let (x α ) α∈Λ <b be a family in a normed space. Assume that 0 ≤ x α < 1 for all α ∈ Λ <b . Then (x α ) α∈Λ <b is absolutely summable if and only if the product of the family (1 − x α ) α∈Λ <b is positive.
Proof. Since 0 ≤ x α < 1 for all α ∈ Λ <b , it can be shown by transfinite induction that the family (1 − x α ) α∈Λ <b is multipliable, and that the products Π α∈Λ <γ (1 − x α ) = 0 for some γ ∈ Λ ∪ {b}. Because Λ ∪ {b} is well-ordered, there is the smallest element γ ∈ Λ ∪ {b} with that property. It is a limit element of Λ∪{b} since 1− x α > 0 for each α ∈ Λ <b . The assumption that (x α ) α∈Λ <b is summable implies by Lemma 2.11 the existence of a β ∈ Λ <γ such that
(1 − x α ) > 0 for every γ ∈ Λ ∪ {b}, and hence also when γ = b.
Assume conversely that Π α∈Λ <b
for all α ∈ Λ <b . Using transfinite induction, we conclude that the family (exp(− x α )) α∈Λ <b is multipliable and Π 
Example 2.14. The increasing sequence formed by the numbers
is a well-ordered subset of the interval [a, b) ⊂ R. The smallest number of this sequence is a and its supremum is b. When a = 0 and b = 1, the numbers in (2.6) form the increasing sequence
Clearly, Λ 0 is a well-ordered subset of [0, 1). The points of Λ 0 divide the interval [0, 1) into disjoint subin-
) and renaming n to n 1 , we obtain in each of these subintervals increasing sequences, which together form the well-ordered set
All numbers of Λ 0 \ {0} are limit elements of Λ 1 . If the above process is repeated, one can obtain additional examples of well-ordered sets Λ m , m ∈ N, with a more complicated structure; see [7, Example 2.1] . We now construct a family (x α ) α∈Λ1 in the following way: Choose a vector z = 0 of E, and let
The family (x α ) α∈Λ1 is summable, and its sum can be evaluated as the double sum (cf. [7, page 4] )
Clearly, x α x β = x β x α whenever α, β ∈ Λ 1 . It then follows from Lemma 2.8 that the family (exp x α ) α∈Λ1 is multipliable, and its product is
Note that (x α ) α∈Λ1 is not absolutely summable. Thus neither (exp x α ) α∈Λ1 nor (1 + x α ) α∈Λ1 is multipliable, and the product of (1 − x α ) α∈Λ1 is zero.
Product integrals and their properties
The concept of product integration was originally introduced by V. Volterra (see e.g. [18, 21] ): Given a continuous matrix-valued function A : [a, b] → R n×n , he considered products of the form
where a = t 0 < t 1 < . . . < t m = b and ξ i ∈ [t i−1 , t i ], i ∈ {1, . . . , m}. The product integral b a (I + A(t) dt) is then defined as the limit of the product (3.1) when the lengths of all subintervals [t i−1 , t i ] approach zero. The motivation for introducing this concept stems from the fact that the indefinite product integral t → t a (I + A(s) ds), t ∈ [a, b], corresponds to the fundamental matrix of a system of n homogeneous linear ordinary differential equations x ′ (t) = A(t)x(t). In [10] , P. R. Masani generalized this concept to mappings
where E is a unital normed algebra, and A is Riemann integrable. Other authors have considerably extended the class of product integrable mappings by introducing new definitions of product integrals in the spirit of Lebesgue, Bochner, Kurzweil, or McShane; see [2, 9, 15, 13, 17, 18, 19] . If the products (3.1) are replaced by
we obtain the Stieltjes-type product integral b a (I + dA(t)). The basic references on this topic are the second part of the book [4] by R. M. Dudley and R. Norvaiša, and the paper [5] by R. D. Gill and S. Johansen, who also provide a detailed overview of applications to survival analysis and Markov processes. Another motivation for considering Stieltjes-type product integrals comes from the theory of integral equations (also known as generalized linear differential equations; see [14, 15, 12] ) of the form
where A : [a, b] → R n×n , the unknown function x takes values in R n , and the integral on the right-hand side is the Kurzweil-Stieltjes integral. Equations of this form encompass other types of equations, such as ordinary differential equations with impulses, dynamic equations on time scales, or functional differential equations (cf. [11, 12, 14, 20] ). It turns out that under certain assumptions on A, the indefinite Stieltjes product integral t → t a (I + dA(s)), t ∈ [a, b], corresponds to the fundamental matrix of Eq. (3.2). We now summarize some basic facts about product integration that will be needed later, including several new results about strong Kurzweil product integrals. Throughout the rest of the paper, we assume that E is a unital Banach algebra. 
Let I be the set of all compact subintervals of [a, b] . 
for all δ-fine tagged partitions of [a, b] . In this case, P V is called the Kurzweil product integral of V and will be denoted by To obtain a reasonable theory of product integrals, we need to impose certain additional assumptions on the function V : [a, b] × I → E. The following conditions are taken over from [15] , where they are collectively referred to as the condition C:
(V2) For every t ∈ [a, b] and ε > 0 there is a σ > 0 such that 
We now define the concept of the strong product integral The motivation for introducing strong product integrals is explained in [17, Section 3] ; the main reason is that in infinite dimension, ordinary product integrals no longer possess the same pleasant properties as their finitedimensional counterparts, while the theory of strong product integrals closely parallels the finite-dimensional case.
, both W and W −1 are bounded, and for every ε > 0, there is a gauge δ :
for every δ-fine tagged partition of [a, b] . In this case, we define the strong Kurzweil product integral as Proof. Let us prove the statement concerning Kurzweil product integrals; the proof of the McShane counterpart is a straightforward modification. Consider the function W from Definition 3.4. There exists a constant
We need the following estimate, which follows from [9, Lemma 2.1]: If y 1 , . . . , y m ∈ E are such that
By letting
It follows that
for every δ-fine tagged partition of [a, b] , which proves that the Kurzweil product integral 
−1 ≤ M for all t and i ∈ {1, 2}. For an arbitrary ε > 0, we have a pair of gauges δ 1 : [a, c] → R + , δ 2 : [c, b] → R + having the properties specified in Definition 3.4. Also, thanks to the conditions (V2) and (V4), there exists a δ c > 0 such that
Consider an arbitrary δ-fine partition (ξ i ,
Our choice of δ implies the existence of a unique index j ∈ {1, . . . , m} such that t j−1 ≤ ξ j = c ≤ t j . Obviously, we have
Moreover, using (3.6), we get
Consequently, 
where L ∈ E is invertible. Then the strong Kurzweil product integral
, and therefore
Consider an arbitrary ε > 0. Let {b n } ∞ n=1 be an increasing sequence in (a, b) with lim
For an arbitrary t ∈ [a, b), there is an n ∈ N such that t ∈ [a, b n ). Let δ(t) > 0 be an arbitrary number satisfying δ(t) < min(δ n (t), b n − t). Also, thanks to condition (V4) and Eq. (
which proves that V is strongly Kurzweil product integrable on [a, b].
We conclude our overview of product integration theory with some information about the product integrals of the form b a (I + A(t) dt), which are defined as follows. 
which shows that (V2) is satisfied. According to Theorem 3.3, the indefinite Kurzweil product integral s → Next, let us recall the so-called strong Luzin condition. 
It is easily verified that every mapping which satisfies the strong Luzin condition is necessarily continuous, and that a product of two mappings satisfying the strong Luzin condition again satisfies the same condition.
The strong Luzin condition appears in the following characterization of strongly Kurzweil product integrable mappings from [17 Proof. According to Remark 3.13, the indefinite product integrals
satisfy the strong Luzin condition, W i (t) −1 exists for every t ∈ [a, b], and
Next, observe that W −1
1 A 2 W 1 is the product of two continuous mappings and one Bochner integrable mapping, and is therefore Bochner integrable. Let
By Remark 3.13, V (t) −1 exists for all t ∈ [a, b], and we have
for almost all t ∈ [a, b]. Consequently,
for almost all t ∈ [a, b]. Since W 1 and V satisfy the strong Luzin condition, it follows that U satisfies the same condition. By Theorem 3.12, the existence of a mapping U with the properties described above implies that A 1 + A 2 is strongly Kurzweil product integrable.
Product integrability of step mappings
In the present section, we focus on the existence of the product integral 
In this section, we study the existence of the product integral b a (I + A(t) dt) in the case when A is a step mapping with well-ordered steps. More precisely, we assume the existence of a well-ordered subset Λ of [a, b] such that min Λ = a and max Λ = b, and a family (z α ) α∈Λ of E such that 2. The family (exp((S(α) − α)z α )) α∈Λ <b is multipliable and its product is invertible.
If any of these conditions is satisfied, we have
In particular, the product on the right-hand side is an invertible element of E.
Proof. We begin by proving the implication 1 ⇒ 2. Denote x α = exp((S(α) − α)z α ), α ∈ Λ <b . To prove that the family (x α ) α∈Λ <b is multipliable, it suffices to show that conditions (i) and (ii) of Definition 2.2 are satisfied with
Clearly, Π Assume finally that γ is a limit element, and let ε > 0 be given. Since t → t a (I + A(s) ds) is continuous at t = γ and γ is a limit element, there exists a β ε ∈ Λ <γ such that
and condition (ii) of Definition 2.2 is also satisfied. It remains to prove the implication 2 ⇒ 1. Assume that the family (exp((S(α) − α)z α )) α∈Λ <b is multipliable and its product is invertible. Consider the mapping W : [a, b] → E given by
To finish the proof, it is enough to verify that W satisfies condition 3 of Theorem 4.1. Note that W (t)
exists for every t ∈ [a, b], and
i.e., W ′ (t) = A(t)W (t) for every t ∈ (a, b)\Λ <b . In particular, W is continuous at every point t ∈ (a, b)\Λ <b . Let us show that W is in fact continuous on the whole interval [a, b] . By definition, W is right-continuous at every point t ∈ [a, b). We need to show that W is left-continuous at every point γ ∈ Λ. If γ = S(β) for some β ∈ Λ, then
If γ is a limit element, we know that
Also, the second part of Lemma 2.5 implies lim β→γ− exp((S(β) − β)z β ) = I; using the continuity of the logarithm function, we get
Now, for an arbitrary t ∈ [a, γ), there exists a β ∈ Λ ∩ [a, γ) such that t ∈ [β, S(β)). Note that
For t → γ−, we have β → γ− and the expression in (4.4) tends to 0 because of (4.2) and (4.3). Hence,
where the last equality follows from (4.2). This proves that W is left-continuous at every point γ ∈ Λ.
In the commutative case, we obtain the following criterion.
Theorem 4.3. Let A : [a, b] → E be a step mapping with representation (4.1). Assume that z α z β = z β z α whenever α, β ∈ Λ <b . Then the following conditions are equivalent:
1. A is strongly Kurzweil product integrable.
2.
A is strongly Henstock-Kurzweil integrable.
3. The family ((S(α) − α)z α ) α∈Λ <b is summable.
The family (exp((S(α)
− α)z α )) α∈Λ <b is multipliable and its product is invertible.
If any of these conditions is satisfied, we have 
2.
A is Bochner integrable.
3. The family ((S(α) − α)z α ) α∈Λ <b is absolutely summable.
The family (exp((S(α)
− α) z α )) α∈Λ <b is multipliable. In the previous theorems, the concept of multipliability was used to obtain new criteria of product integrability. Conversely, we can apply existing results about product integrals to obtain new results about multipliability. As an illustration, we prove the following converse to Lemma 2.8.
The family (1 + (S(α)
Lemma 4.6. Let Λ be a well-ordered set in R∪{∞} with a = min Λ and b = sup Λ. Assume that (x α ) α∈Λ <b is a family in a unital Banach algebra E such that x α x β = x β x α whenever α, β ∈ Λ. If the family (exp x α ) α∈Λ <b is multipliable and its product is invertible, then (x α ) α∈Λ <b is summable.
Proof. As in the proof of Lemma 2.6, we can suppose that b < ∞. For every α ∈ Λ <b , let z α = xα S(α)−α and consider the mapping A : [a, b] → E given by
We know that (exp x α ) α∈Λ <b = (exp((S(α) − α)z α )) α∈Λ <b is multipliable and its product is invertible. By Theorem 4.3, the family ((S(α) − α)z α ) α∈Λ <b = (x α ) α∈Λ <b is summable.
Using a similar approach, we get the next statement, which generalizes one part of Lemma 2.10.
Lemma 4.7. Let Λ be a well-ordered set in R ∪ {∞} with a = min Λ and b = sup Λ. Assume that (x α ) α∈Λ <b is an absolutely summable family in a unital Banach algebra E. Then (exp x α ) α∈Λ <b is multipliable and has an invertible product.
Proof. As in the proof of Lemma 2.6, we can suppose that b < ∞. Let (z α ) α∈Λ <b and A : [a, b] → E have the same meaning as in the proof of Lemma 4.6. By Theorem 4.5, the absolute summability of (x α ) α∈Λ <b = ((S(α) − α)z α ) α∈Λ <b implies that A is strongly McShane product integrable, and therefore also strongly Kurzweil product integrable. By Theorem 4.3, the family (exp x α ) α∈Λ <b = (exp((S(α)−α)z α )) α∈Λ <b is multipliable and its product is invertible.
Example 4.8. As noticed in Example 2.14, the set
is a well-ordered subset of [0, 1). Routine calculations show that for every α = α(n 0 , n 1 ) ∈ Λ 1 , we have
Choose a vector z = 0 of E, and let A : [0, 1] → E have the representation (4.1), where Λ = Λ 1 ∪ {1} and
Hence, the family ((S(α) − α)z α ) α∈Λ <1 is equal to the family (x α ) α∈Λ1 considered in Example 2.14, and
Since z α z β = z β z α whenever α, β ∈ Λ, it follows from Theorem 4.3 that A is strongly Kurzweil product integrable and
On the other hand, since (x α ) α∈Λ1 is neither bounded nor absolutely summable, Theorems 4.4 and 4.5 imply that A is neither Riemann product integrable nor strongly McShane product integrable. 
In this case, the family ((S(α) − α)z α ) α∈Λ <1 is absolutely summable, and
It follows from Theorem 4.5 that A is strongly McShane product integrable. By Theorem 4.3, we get
On the other hand, A is not Riemann product integrable because the family (z α ) α∈Λ1 is unbounded.
Product integrability of right regulated mappings
In this section we study product integrability of mappings A from [a, b] to a unital Banach algebra E which are right regulated, i.e.,which have right limits at all points of [a, b). The main difference between right regulated mappings and regulated mappings, which have also left limits at every point of (a, b], is that the former ones may have discontinuities of the second kind, while regulated mappings can have only discontinuities of the first kind. Another difference is that regulated mappings are always Riemann product integrable, whereas right regulated mappings need not be even Kurzweil product integrable. By [7, Lemma 2.6] , every right regulated mapping is strongly measurable and has at most countably many discontinuities. Thus, Theorem 4.1 is applicable. In this section we provide additional necessary and sufficient conditions for Kurzweil product integrability of right regulated mappings. Our basic tool is the following lemma; it is a consequence of [7, Lemma 2.5] and its proof, which is based on a generalized iteration method presented in [8] .
Lemma 5.1. Let A : [a, b] → E be right regulated. Then for every ε > 0, there is a well-ordered set
is a disjoint union of the intervals [β, S(β)), β ∈ Λ <b ε , and A(s) − A(t) ≤ ε whenever s, t ∈ (β, S(β)) and β ∈ Λ <b ε . Λ ε is determined by the following properties: a = min Λ ε , and a < γ ∈ Λ ε if and only if γ = sup{G ε (x); x ∈ Λ <γ ε }, (5.1)
For a right regulated mapping A : [a, b] → E and an arbitrary ε > 0, we introduce the step mapping
Note that A ε (t) − A(t) ≤ ε for all t ∈ (β, S(β)) and β ∈ Λ <b ε , i.e., for all t ∈ [a, b] with countably many exceptions. In this way, we can approximate right regulated mappings by step mappings. Moreover, the following results show that this approximation preserves the existence or nonexistence of product integrals. Hence, we can use criteria from Section 4 to study product integrability of right regulated mappings.
Our first result provides necessary and sufficient conditions for strong Kurzweil product integrability of right regulated mappings. The proof is inspired by the proof of [7, Proposition 4.1] ; note however that it relies on Lemma 3.14, whose statement is far from obvious. is multipliable and has an invertible product.
Proof. The equivalence 2 ⇔ 3 follows immediately from Theorem 4.2; it remains to prove the equivalence 1 ⇔ 2. Both A ε and A are strongly measurable. We know that A ε (t) − A(t) ≤ ε for all t ∈ (β, S(β)) and β ∈ Λ <b ε . Consequently, the inequality A ε (t) − A(t) ≤ ε holds almost everywhere on [a, b], and A ε − A is Lebesgue integrable. This means that both A ε − A and A − A ε are Bochner integrable. According to Lemma 3.14, if A is strongly Kurzweil product integrable, then A ε = A + (A ε − A) is strongly Kurzweil product integrable; conversely, if A ε is strongly Kurzweil product integrable, then A = A ε + (A − A ε ) is strongly Kurzweil product integrable.
The next theorem provides additional criteria applicable in the commutative case. ∞ of all bounded real sequences, which is a unital commutative Banach algebra with respect to componentwise addition, multiplication, scalar multiplication, and the supremum norm. We use the symbol ⌊x⌋ to denote the largest integer not greater than x.
Example 5.6. Define a mapping
, and
As noted in [7, Example 4.1], A 0 is right regulated, the set of all rational numbers of [0, 1] is the set of discontinuity points of A 0 , and all positive discontinuities are of the second kind. Because A 0 is bounded, it is Riemann integrable, and hence also Riemann product integrable. , and
As noted in [7, Example 4.2] , each A m is right regulated, the rational numbers of [0, 1] form the set of discontinuity points of A m , it is strongly Henstock-Kurzweil integrable, but neither Bochner nor Riemann integrable. It then follows from Theorems 5.3 and 5.4 that each A m is strongly Kurzweil product integrable, but neither strongly McShane product integrable nor Riemann product integrable. 
As noted in [7, Example 4.3] , each A m is right regulated, the rational numbers of [0, 1] form its set of discontinuity points, A m is unbounded and Bochner integrable. Thus, it is strongly McShane product integrable by Theorem 5.4, but not Riemann product integrable.
Stieltjes product integrability
This section is devoted to Stieltjes-type product integrals of the form b a (I + dA(t)), which are defined as follows. We begin by recalling an elegant criterion for Riemann-Stieltjes product integrability, which was derived by R. M. Dudley and R. Norvaiša and is based on the notion of p-variation.
Given a mapping A : [a, b] → E and a number p > 0, the p-variation of A is defined as
It is known that each mapping with finite p-variation, for some p ∈ (0, ∞), is regulated (see [4, Lemma 2.4 1. A has a finite p-variation for a certain p ∈ (0, 2).
]). We use the notation ∆
+ A(t) = A(t+) − A(t) for t ∈ [a, b), and ∆ − A(t) = A(t) − A(t−), t ∈ (a, b].
2.
A is left-continuous or right-continuous at each point of (a, b).
I + ∆
+ A(t) is invertible for all t ∈ [a, b), and I + ∆ − A(t) is invertible for all t ∈ (a, b].
Then A is Riemann-Stieltjes product integrable.
We now turn our attention to Kurzweil-Stieltjes product integrals and start with a simple example.
Example 6.3. Let z a , z b ∈ E be arbitrary and consider the function A : [a, b] → E given by A(t) = z a for t ∈ [a, b), and A(b) = z b . Then the Riemann-Stieltjes and Kurzweil-Stieltjes product integrals b a (I + dA(t)) exist if and only if I + z b − z a is invertible; this is an easy consequence of the fact that for an arbitrary partition a = t 0 < t 1 < · · · < t m = b, we have
i.e., the strong Kurzweil-Stieltjes integral b a (I + dA(t)) exists and equals I + z b − z a .
Next, we focus on more complicated step mappings having the form (4.1).
Theorem 6.4. Let A : [a, b] → E be a step mapping with representation (4.1). Assume that for each limit element γ ∈ Λ, lim β→γ− (I + z γ − z β ) exists and is invertible. Then the following conditions are equivalent:
1. A is strongly Kurzweil-Stieltjes product integrable.
2.
A is Kurzweil-Stieltjes product integrable.
3. The family (x α ) α∈Λ given by
is multipliable, and its elements as well as its product are invertible.
If any of these conditions is satisfied, we have The statement of (V1) is obviously true. To prove that condition (V2) holds, assume first that t ∈ [a, b). Because A has the representation (4.1), then t ∈ [α, S(α)) for some α ∈ Λ. Choosing σ = S(α) − t, then A(y) = A(t) = z α when t ≤ y < t + σ, whence
for all x, y ∈ [a, b] such that t − σ < x ≤ t ≤ y < t + σ. Eq. (6.2) also holds when t = b, since then y = t and A(y) = A(t) = z b . This proves that (V2) is satisfied. Since A is right-continuous, it follows immediately that condition (V3) holds with V + (t) = I. To prove (V4), assume first that t ∈ [a, b] \ Λ. Then t ∈ (β, S(β)) for some β ∈ Λ, and
is invertible. Next, if t = γ for some limit element γ ∈ Λ, then
and the last limit exists and is invertible. Assume finally that t = γ ∈ Λ is a successor, say γ = S(β), β ∈ Λ. Then
We do not apriori know whether the last element is invertible. However, if condition 1 or 2 is satisfied, then the product integral γ β (I + dA(t)) exists, and it follows from Example 6.3 that I + z γ − z β has to be invertible. Also, if condition 3 is satisfied, then I + z γ − z β is obviously invertible. This shows that condition (V4) is satisfied if at least one of the conditions 1, 2, and 3 holds. Now, let us show that conditions 1, 2, and 3 are equivalent. We begin with the implication 3 ⇒ 1. We use transfinite induction to prove that for every γ ∈ Λ, the strong product integral γ a (I + dA(t)) exists and
The statement is obvious for γ = a. Next, we make an induction hypothesis: Suppose that γ ∈ Λ \ {a} and β a (I + dA(t)) = Π α∈Λ ≤β x α for every β ∈ Λ <γ .
Assume first that γ is a successor, i.e., γ = S(β) for a certain β ∈ Λ. By Example 6.3, the strong KurzweilStieltjes product integral γ β (I + dA(t)) exists and equals I + z γ − z β . Consequently,
Assume next that γ ∈ Λ is a limit element. Then Π α∈Λ <γ
For an arbitrary s ∈ [a, γ), there is a β ∈ Λ such that s ∈ [β, S(β)). Since A is constant on [β, S(β)), we have s β (I + dA(t)) = I, and
where the third equality follows from Lemma 2.5. Note that by Lemma 2.4, the product on the right-hand side of (6.3) is invertible. These facts imply that It remains to verify the implication 2 ⇒ 3. We use transfinite induction to prove that for every γ ∈ Λ, the family (x α ) α∈Λ ≤γ is multipliable, and
The statement is obvious for γ = a. Next, we make an induction hypothesis: Suppose that γ ∈ Λ \ {a} and for every β ∈ Λ <γ , (x α ) α∈Λ ≤β is multipliable and its product equals β a (I + dA(t)). Assume first that γ is a successor, i.e., γ = S(β) for a certain β ∈ Λ. Then (x α ) α∈Λ ≤γ is obviously multipliable. By Example 6.3, we have γ β (I + dA(t)) = I + z γ − z β . Therefore, x γ = I + z γ − z β has to be invertible, and
Assume next that γ ∈ Λ is a limit element. Then we claim that the family (x α ) α∈Λ <γ is multipliable with its product being equal to Remark 6.5. In Theorem 6.4, we encountered the assumptions that I + z α − z β is invertible whenever α = S(β), and that lim β→α− (I + z α − z β ) exists and is invertible whenever α is a limit element. In terms of the step mapping A, one can equivalently say that I + ∆ − A(t) exists and is invertible for all t ∈ (a, b]; note that the symmetric expression I + ∆ + A(t) is always invertible since A is right-continuous.
The following consequence of Theorem 6.4 is useful in applications. A is strongly Kurzweil-Stieltjes product integrable.
In the following examples we make the convention that 
The fractions in the last sum make sense because the choice of C ensures that the denominator of every fraction is positive.
The only limit element of Λ is b. Let
We claim that the last series is convergent. Indeed, the terms of this series approach zero as k → ∞, and by summing pairs of consecutive terms corresponding to k = 2n − 1 and k = 2n, n ∈ N, we get
which is finite because q ∈ (0, 2). The mapping A : [a, b] → E defined by
has the representation (4.1), and the hypothesis of Corollary 6.6 is satisfied. We are now going to show that condition 3 of this corollary holds. Indeed, consider the family (x α ) α∈Λ given by (6.5). Because S(α(n)) = α(n + 1), n ∈ N 0 , it follows that
The assumption C > 1/q guarantees that the last element is a nonzero multiple of I, i.e., it is invertible.
Next, observe that
because the terms of this product approach 1 as n → ∞, and the products of consecutive pairs of terms are equal to 1. Thus it follows from (6.6) and (6.7) that (x α ) α∈Λ <b is multipliable and
By Corollary 6.6, A is strongly Kurzweil-Stieltjes product integrable, and
it is not difficult to see that the p-variation of A is finite when 0 < p ≤ q and infinite when p > q. Hence, by Theorem 6.2, A is also Riemann-Stieltjes product integrable.
Example 6.8. Consider the well-ordered sets
from Example 2.14 and let Λ = Λ 1 ∪ {1}. Denote
It is not difficult to show that for every fixed n 0 ∈ N 0 , the function x → 1/q(n0) , ∞ , it is continuous and strictly decreasing on this interval, and its range is (0, ∞). Thus there exists a C(n 0 ) > 0 so that
Because the series in (6.8) has positive terms, then its first term, and also its lower bound 1 2C(n0) 2 , is less than exp(−n 0 ). Since exp(−n 0 ) → 0 as n → ∞, it follows that
Consider the family (z α ) α∈Λ given by 10) and the corresponding mapping A : [0, 1] → E defined by
Let us verify that A satisfies the assumption of Theorem 6.4, i.e, lim β→α− (I + z α − z β ) exists and is invertible for each limit element α ∈ Λ. The limit elements of Λ are all numbers of (Λ 0 \{0}) ∪ {1}. Every α ∈ Λ 0 \{0} has the form α(n 0 + 1, 0) for some n 0 ∈ N 0 ; in this case, we obtain
Because z α = z α(n0+1,0) = 0 by (6.10) and our convention, it follows that
which is an invertible element. Next, we consider the limit lim β→1− z β . Each β ∈ Λ 1 has the form α(n 0 , n 1 ) for some n 0 , n 1 ∈ N 0 . If n 1 is even, then
< exp(−(n 0 + 1)), and the right-hand side tends to zero as n 0 → ∞. If n 1 is odd, then
, and the right-hand side again tends to zero as n 0 → ∞ because of (6.9). It follows that lim β→1− z β = 0, and therefore lim β→1− (I + z 1 − z β ) = I, which confirms that A satisfies the assumption of Theorem 6.4. We now verify that condition 3 of this theorem holds. The family (x α ) α∈Λ given by (6.1) is
It follows from (6.10) that
Hence, all elements of (x α ) α∈Λ are invertible. It remains to show that (x α ) α∈Λ is multipliable and its product is invertible. Take an arbitrary n 0 ∈ N. As in Example 6.7 with a = α(n 0 ) and b = α(n 0 + 1), we have
because the product of each pair of consecutive terms is I. Therefore
and consequently
For an arbitrary pair n 0 , n 1 ∈ N 0 , we have
If n 1 is even, we get
(1 − exp(−n))I, and if n 1 is odd, we obtain
(1−exp(−n))I = 1 + 1
(1−exp(−n))I.
Using (6.9), we conclude that lim
(1 − exp(−n))I. Hence, the family (x α ) α∈Λ is multipliable and its product is 
Assume next that γ is a limit element of Λ, and let ε > 0 be given. Since the family (x α ) α∈Λ is multipliable, there is by Definition 2.2 (ii) a β ε ∈ Λ <γ such that
In view of the above result and the induction hypothesis we get
This result, condition (ii) of Definition 2.2, and the fact that x γ = I imply that
This completes the proof by transfinite induction.
Parallel translation
Parallel translation (also known as parallel transport) is one of the basic concepts of differential geometry and surface theory, and has important applications in physics. In the present section we apply Stieltjes-type product integrals and Haahti products to define parallel translation operators, and study their existence and properties. The ideas presented here go back to the paper [6] by H. Haahti and S. Heikkilä, who considered translation of vectors on Banach manifolds and employed the Riemann-Stieltjes product integral although they did not call it by that name. We start by recalling an elementary description of parallel translation from the beginning of [6] .
Consider a polyhedron M in R 3 and an oriented path ℓ on M which does not cross any vertex of M. We would like to define a parallel translation T ℓ of tangent vectors of M along ℓ. Assume that ℓ can be decomposed into a finite union of subpaths ℓ 0 ∪ · · · ∪ ℓ m , where for every i ∈ {1, . . . , m − 1}, the endpoints of ℓ i are the only points of ℓ i lying on the edges of M. For every i ∈ {0, . . . , m}, let H i be the face of M that contains ℓ i . Also, let M i denote the tangent space of H i , i.e., the 2-dimensional subspace of R 3 parallel to H i . If m = 0, i.e., the whole path is contained within the single face H 0 , then the parallel translation T ℓ of tangent vectors along ℓ is just the Euclidean parallel translation. Thus T ℓ is the identity operator on the tangent space M 0 . Alternatively, T ℓ can be interpreted as the restriction to M 0 of the orthogonal projection operator P 0 which maps R 3 onto M 0 ; we write T ℓ = P 0 . If m = 1, the tangent vectors are first translated in the Euclidean sense along ℓ 0 . At the terminal point of ℓ 0 , which is in H 0 ∩ H 1 , they are projected by the orthogonal projection operator P 1 from R 3 onto the tangent space M 1 , and finally translated in the Euclidean sense along ℓ 1 . This yields the translation operator T ℓ = P 1 P 0 . Continuing in this way, we conclude that in the general case when M has m + 1 faces, we get the translation operator T ℓ = P m · · · P 0 , where P i is the orthogonal projection from R 3 onto M i . Notice that T ℓ does not depend on the exact shape of ℓ; only the sequence of faces crossed by ℓ is important.
Next, consider the more complicated situation when M is a smooth surface in R 3 , and ℓ : [a, b] → M is a path of finite length with the initial point x = ℓ(a) and terminal point y = ℓ(b). To obtain the translation operator T ℓ , it is natural to approximate M along ℓ by a sequence of tangent planes, i.e., by a polyhedral surface. Choose m + 1 successive points x i = ℓ(t i ), i ∈ {0, . . . , m}, corresponding to a partition D : a = t 0 < t 1 < · · · < t m = b. For every i ∈ {0, . . . , m}, let H i be the tangent plane of M at x i , and M i the tangent space of H i . Assume that if the partition D is fine enough, then each two successive tangent planes H i and H i+1 have an intersection. (For example, this assumption is true if ℓ is continuously differentiable.) Let ℓ D be a path on H 0 ∪ · · · ∪ H m , starting from x, passing through x 1 , . . . , x m−1 , and terminating at y. We already know that the parallel translation operator corresponding to translation along ℓ D is T ℓD = P (x m )P (x m−1 ) · · · P (x 0 ), where P (x i ) is the orthogonal projection from R 3 onto M i . If the limit of T ℓD exists when the norm of the partition D tends to zero, it is denoted by T ℓ and called the parallel translation operator along ℓ. Thus T ℓ = lim The following example shows that the Riemann-Haahti product can exist although neither the RiemannStieltjes nor the Kurzweil-Stieltjes product integral exist. Example 7.3. Choose E = l ∞ , and for every n ∈ N, let e n ∈ l ∞ be the sequence (e Clearly, A is an idempotent mapping. For every partition 0 = t 0 < t 1 < · · · < t m = 1, we have 0 i=m A(t i ) = e 1 .
Hence, the Riemann-Haahti product of A exists and 1 0 A(t) = e 1 . On the other hand, A is neither Riemann-Stieltjes nor Kurzweil-Stieltjes product integrable. To see this, consider again a partition D : 0 = t 0 < t 1 < · · · < t m = 1. For every i ∈ {1, . . . , m − 1}, we have A(t i ) = e 1 + e ni for a certain n i ≥ 2. Hence,
(I + A(t i ) − A(t i−1 )) = (I − e nm−1 )(I + e nm−1 − e nm−2 ) · · · (I + e n2 − e n1 )(I + e n1 ).
The right-hand side represents an element of l ∞ whose components at positions n 1 , . . . , n m−1 are zero, and all other components are equal to 1. Thus, no matter how we choose a gauge δ : [0, 1] → R + , we can always find two δ-fine partitions D 1 , D 2 of [0, 1] such that P (D 1 ) − P (D 2 ) = 1. It follows that A cannot be Kurzweil-Stieltjes product integrable.
Remark 7.4. The Banach algebra E in Definition 7.1 need not be unital. In this case, neither the KurzweilStieltjes nor the Riemann-Stieltjes product integral is defined. On the other hand, the Riemann-Haahti or Kurzweil-Haahti product may exist. For instance, it is enough to replace l ∞ in Example 7.3 by c 0 , which is not unital.
In a more abstract setting, the problem of parallel translation described in the introduction corresponds to the following situation: E = L(X) is the Banach algebra of all bounded linear operators on a certain Banach space X, M is a Hausdorff topological space, and A = P • ℓ, where ℓ : [a, b] → M is a continuous path and P : M → L(X) is a projection, i.e., P 2 = P . In [6] , the authors were dealing with the case where M is a C 0 -manifold modelled on Banach spaces. The next result is an immediate consequence of Theorems 6.2 and 7.2. Theorem 7.5. Let M be a Hausdorff topological space, X a Banach space, P : M → L(X) a projection, and ℓ : [a, b] → M a continuous path in M. Assume that A = P • ℓ is right-or left-continuous at each point of (a, b), has a finite p-variation for a certain p ∈ (0, 2), I + ∆ + A(t) is invertible for all t ∈ [a, b), and I + ∆ − A(t) is invertible for all t ∈ (a, b]. Then both the Riemann-Stieltjes product integral and the Riemann-Haahti product of P • ℓ exist, and b a P (ℓ(t)) = b a (I + dP (ℓ(t))) · P (ℓ(a)).
In [6] , the Riemann-Stieltjes product integral b a (I + dP (ℓ(t))) and the Riemann-Haahti product b a P (ℓ(t)) are referred to as the parallel translation operators and are denoted by B ℓ , T ℓ . A sufficient condition for the existence of these operators was presented in [6, Theorem 3.1], where it was assumed that A = P • ℓ has bounded variation, is right-or left-continuous at each point of (a, b), and has only a finite number of discontinuity points. Theorem 7.5 replaces the assumption of bounded variation by the finiteness of pvariation for some p ∈ (0, 2). Also, A can have up to countably many discontinuities (recall that a mapping with finite p-variation is necessarily regulated, and therefore has at most countably many discontinuities). The extra assumptions concerning the invertibility of I + ∆ + A(t) and I + ∆ − A(t) guarantee that the parallel translation operator B ℓ (i.e., the product integral b a (I + dP (ℓ(t)))) is invertible. The invertibility of B ℓ was investigated in [6, Proposition 4.1], where it was assumed that A is continuous. Hence, our conditions are less restrictive.
It is also shown in [6] that if P • ℓ is continuous (an essential hypothesis) and has bounded variation, then the Riemann-Stieltjes integral equations B(t) = I + ℓ is smooth, the two integral equations reduce to the initial value problems B ′ (t) = P ′ (ℓ(t))ℓ ′ (t)B(t), B(a) = I, and T ′ (t) = P ′ (ℓ(t))ℓ ′ (t)T (t), T (a) = P (ℓ(a)).
When M is a C 0 -manifold and P : M → L(X) is a continuous projection, the mappings T = ℓ → T ℓ and B = ℓ → B ℓ , defined for those ℓ for which P • ℓ has bounded variation, are called in [6] P -connexions. A result on the invariance of a scalar product, defined by a bounded bilinear function of X, under these connexions generalizes the result that in the classical Levi-Civita parallelism, the scalar product of any two tangent vectors remains constant.
The definitions of parallel translation operators can also be based on Kurzweil-Stieltjes product integrals and Kurzweil products. The next theorem provides new existence results for the Kurzweil-Stieltjes product integral and the Kurzweil-Haahti product of P • ℓ. It is a straightforward consequence of Corollary 6.6, Theorems 6.9 and 7.2. , where lim β→γ− z β = z γ for each limit element γ ∈ Λ, the family (x α ) α∈Λ given by (6.5) is multipliable, and its elements as well as its product are invertible. Then both the Kurzweil-Stieltjes product integral and the Kurzweil-Haahti product of P • ℓ exist, and 
