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Introduction
Driven by the popularity of mobile devices such as Smartphones and pocket PCs, there has been increasing interest for streaming applications over wireless medium. * This work was supported, in part, by the Areas of Excellence (AoE) Scheme on Information Technology funded by the University Grant Council in Hong Kong (AoE/E-01/99), and by a grant of High Impact Area at HKUST (HIA03/04.EG04).
Many companies and software vendors (such as Oplayo and PacketVideo) have been set up to stream media to handhelds.
We show in Figure 1 an architecture for wireless video streaming. The video is first captured and encoded at a streaming server into multiple sub-streams using multiple description coding or layered coding [1, 2] . These substreams are then delivered, using either Internet or overlay multicast, to distributed proxies. Mobile clients of heterogeneous capability contact these proxies for services. A client of higher bandwidth and/or screen format may get more sub-streams incrementally from its proxy to maximize user's viewing quality.
The wireless network is scalable in the sense that the streaming server does not directly serve all the clients due to hierarchical architecture. By putting more proxies in the network, the system is able to incrementally serve more users. Though algorithms have been proposed and studied to adapt the encoding rate to client's decoding rate (see, for examples, [3] [4] [5] ), they require receivers to periodically feedback its buffer state to sender. This increases the network bandwidth and the complexity of the server, and raises feedback-implosion issues. Our architecture does not require continuous feedback from the clients, and hence is simple and more scalable.
In this paper, we focus on the design of proxy in the network in terms of its buffer management to offer low-delay wireless video streaming. By "low delay," we mean that there is some target maximum frame delay which should not exceed. Our objective is to design and implement such a system, and conduct field trails on its performance. Note that because all sub-streams may be considered independently, without loss of generality, we focus on a single substream and simply call it "stream" in our exposition in the paper.
We first argue that TCP is appropriate for video streaming from proxy to clients. An issue of using TCP for lowdelay streaming is that TCP does not guarantee timely delivery due to retransmission. Because the bandwidth of wire- less networks (the 802.11g LANs versus GPRS network) and client capability (high-end versus low-end phones) may vary widely, we propose and present a work model which uses flow-based buffer management at proxy. By treating each flow independently, we are able to isolate flows and tailor them for maximum quality, thereof achieving smooth video quality for the clients. The model is simple to implement and is based on our previous scheme of Selective Packet Drop (SPD) [6] . SPD meets a certain video delay requirement by allocating a finite-size buffer according to the delay tolerance of each client. The buffer keeps only those current, important and useful frames. However, our current work extends from [6] in the following ways: 1) we use TCP instead of UDP to address wireless error issue;
2) The SPD algorithm is implemented at the proxy rather than in the client. This is done so as to take advantage of the high-end proxies and to reduce the computational and memory requirements at the client. In this way, the computing resources at clients can be dedicated to decode and playback the incoming video packets, hence increasing the video quality.
We have implemented a surveillance system for realtime video streaming based on H.263+ [7] . In the system, a desktop PC captures and encodes video to H.263+ format and streams it through a wireless network (wireless LAN for Pocket PCs and GPRS network for smartphones) using TCP. Our performance study and field trials indicate that TCP streaming is effective to provide good-quality video over wireless channel. Using our model, the encoder does not need to encode its stream for each client, greatly reducing system complexity and increasing scalability of the number of clients. This paper is organized as follows. We argue in Section 2 the reason of using TCP over UDP for streaming, and describe in in Section 3 the worker model. We implement our model and in Section 4, we present our experimental environment and measurement results. We conclude in Section 5.
UDP versus TCP Streaming
Wireless channel is characterized by fluctuating and low bandwidth with unpredictable error. Mobile devices, on the other hand, are characterized by their low processing/computational capability and low memory. Streaming low-delay high-quality video over wireless channel is hence challenging [8, 9] . Traditionally, User Datagram Protocol (UDP) is used for media streaming. However, UDP is not effective for wireless streaming, mainly due to the following reasons:
• Complex error handling mechanism: UDP is an unreliable protocol. As a result, packets may be lost during transit. To offer good-quality video, these losses have to be mitigated. Retransmission, FEC (Forward Error Correction), and error concealment are techniques which may be used (See [10] [11] [12] and references therein). However, efficient retransmission techniques are generally not easy to be implemented. They also increase the complexity at both proxy and client. FEC, and similarly for error resilience coding at the encoder, often increases the delay of the stream and tends to be designed for the worst-case scenario, leading to much bandwidth wastage. Error concealment, on the other hand, is effective for random error rather than burst error characterized by wireless channel. It also increases the complexity at the decoders.
• Network unfriendliness: UDP transmission is not elastic and hence not TCP-friendly. As a result, it either takes unfairly too much bandwidth or leads to high packet loss in the presence of fluctuating bandwidth. Though TCP-friendly UDP has been widely discussed their implementation is not straightforward [13] [14] [15] .
• Unselective data loss: For video stream, some frames (e.g., those I frames) and some data fields (e.g., those synchronization bits) are more important than others and need to be protected. Since wireless error occurs at any time, these important data may be lost, leading to degradation in quality. If those more important frames or data fields can be selectively protected, better video quality would be achieved.
• Firewall penetration: Though some protocols make use of UDP (STUN, SIP, RTP, etc.), many more applications make use of TCP. Applications using UDP more likely experience firewall penetration problem than TCP.
In view of above, we propose and study the use of TCP for low-delay wireless video streaming. There are several advantages of using TCP:
• Reliable transmission: TCP is a reliable protocol, and hence effectively addresses the synchronization and retransmission problem as mentioned above. There is no need of complex error concealment and resilience mechanisms which need to be implemented in the client and proxy.
Using TCP, the proxy can be designed to intelligently select and transmit those important frames/data in the presence of fluctuating bandwidth. There is hence more flexibility in choosing which frame to transmit and at what time. No extra framing overhead such as RTP and RTCP is required. One of the advantages of using UDP is its multicast capability. However, given that multicast capability is not pervasive in nowadays wireless networks, using TCP is a more natural and simpler choice than UDP.
• Network fairness: TCP is intrinsically friendly, which shares network resources with other data traffic/flows in the presence of congestion. There is no need to implement other mechanisms to achieve fairness. It also adapts its transmission rate according to the available network bandwidth, thereof allowing the video applications to make full use of the bandwidth.
• Ease of deployment: Using TCP in applications is easy, and TCP applications more readily penetrate firewalls (by means of, for example, http). 
Multi-Worker Model
We show in Figure 2 the multi-worker model as implemented in a proxy. Each mobile client is associated with a proxy, which allocates a buffer corresponding to the client's delay requirement. A dedicated worker thread is created to serve each client. In other words, the buffer is managed independently using multiple threads. Encoded video frames coming into the proxy is replicated to the video buffer of each client. The frames in the buffer is emptied at the other end to be sent to the client using TCP. The buffer only keeps complete/full frames and may drop some frames in times of overflow (due to congestion).
Due to independent processing of buffers, the bandwidth and processing capability of a client would not affect the other clients in the network. Furthermore, the packet loss of a client would not affect the performance of other clients. In this way, video encoder does not need to adapt its stream on per-flow basis, thereof greatly reducing the complexity of the system.
As TCP is a reliable transport protocol, packets are retransmitted upon lost. Hence, all the frames emptied from the buffer would eventually arrive at the client. As frames are put into the buffer and be consumed at the other end with different rates, frames, and hence streaming delay, may accumulate at the buffer. When the buffer becomes full, those not-so-important frames need to be dropped to meet lowdelay requirement.
When the buffer starts to overflow, we have used the technique of Selective Packet Drop (SPD) to maintain low delay and high video quality [6] . SPD is implemented at the work at the proxy so as to relieve the computation at the client. A client simply decodes the arrived frames and does not need to keep track of the delay problem.
To achieve high quality low-delay video, SPD makes use of the observation that the importance of video frames in a GoP (Group of Picture) of IPPP... sequence decreases from the first I to the last P. This is because each P frame in the GoP uses the previous frame as reference. When a P frame is lost due to buffer overflow, all the subsequent P frames would not be useful and may be as well dropped. We show in Figure 3 the SPD algorithm each dedicated worker thread runs for a buffer. In SPD, packets are allowed to accumulate in the buffer as long as there is space. SPD algorithm keeps the most recent I-frames and its following P-frames. In times of buffer overflow, a trailing P-frame or an isolated I-frame (i.e., an I-frame without any dependent P-frame) is dropped, whichever is the oldest. In SPD, frames are hence dropped to keep those most important and current ones in the buffer. This is done to keep the buffer in good utilization with useful frames. SPD always puts into the buffer the most recent I-frame and the P-frame whose reference frame has not been dropped. Clearly, the size of the buffer indicates the maximum delay of the stream.
Experimental Environment and Measurement Results
We have implemented the system as shown in Figure 1 . In this section, we first present the experimental environment followed by measurement results.
Experimental Environment
The Foreman QCIF sequence is used as a representative video sequence in our experiment. The sequence consists of 400 frames. The frames are encoded in H.263+ format before delivered over the Internet.
The server-side video delivery program run on a Pentium IV 3GHz PC with 1GB memory. The server is connected to a 100Mbps LAN. The mobile access point offering wireless network connections is directly connected to the same LAN. The Regarding H.263+ encoder settings, we use a Quantization Parameter (QP) of 13, a search window size of 15, a GOP size of 4, and without error concealment. The encoded video stream is transmitted packet-by-packet to the clients. Each encoded frame is divided into fixed-size packets of 2,048 bytes. The buffer of each worker is a FIFO queue accommodating up to 10 frames.
We stream the video using TCP and UDP, and compare the video quality. in terms of subjective visual inspection and objective PSNR metric. We also examine the frames that are lost, and the delay incurred with or without the video buffer. We simulate the error environment by randomly dropping video frames at the exit of the proxy. We present the case of high error environment where we randomly drop 15% of frames. For TCP, this means that some frames are sent multiple times before the next one is transmitted. Besides the drop, the wireless networks are observed to have much lower loss rate during our measurement and hence may be ignored.
Measurement Results
In Figures 4 and 5 we show the subjective video quality for UDP and TCP streaming, respectively. Clearly, the one with TCP is better. For UDP in a high error environment, due to its unreliable and unselective data loss, the video quality is poor and may lead to dis-synchronization. This is not case for TCP. Figure 6 shows PSNR for the decoded frames using UDP streaming. The gaps in the sequence mean dropped or missed frames. This due to loss of synchronization and unrecoverable errors. It is clear that the video quality decreases sharply upon a frame loss. The errors propagate to subsequent frames (due to inter-coded P frames to reduce temporal redundancy), leading to substantial reduction in video quality and gaps. In this environment, much of the channel bandwidth is wasted to transmit poor-quality or useless frames. The resultant video quality is also not smooth.
We show in Figure 7 the PSNR for decoded frames using our TCP streaming. The PSNR is maintained at a high level, showing that our approach is robust to network loss. Since TCP retransmits all the lost frames, the important frames are recovered in high error environment. The gaps in the sequence are due to selective packet drop in times of overflow of video buffer in proxy. Since we drop frames intelligently and transmit those important frames, error propagation is eliminated and the channel bandwidth is used to delivered high-quality video. The video is clearly of much higher quality and smoother than the UDP case, as frames are occasionally and strategically dropped.
We finally compare the delay of each frame with and without SPD at sender using TCP in Figure 8 , i.e., with fi- nite and infinite buffer, respectively. Without SPD, there is a cumulative delay which increases quickly. This is because TCP does retransmission in high error environment. As a result of a reduction of throughput, the video incoming rate is higher than delivery rate, leading to frame and hence delay accumulation in the buffer. On the other hand, when SPD is used, the delay time is kept to a low value. This is because frames are dropped to accommodate more recent frames and the delay time is bounded by the video buffer size in proxy.
Conclusions
With the popularity of mobile devices such as smartphones and pocket PCs, there is an increasing need of lowdelay video streaming over wireless networks. In this paper, we show that using TCP is effective for video streaming, due to its reliability, selective frame transmission and protection, and ease of implementation.
We present a hierarchical wireless architecture consisting of proxies for video streaming. The proxy makes use of TCP to serve its mobile clients by means of a multi-worker model and selective packet drop (SPD). To keep low delay, each client is allocated a finite-size buffer. SPD makes good use of the buffer by keeping the most useful and recent frames in the buffer.
We have implemented the model into a video surveillance system based on H.263+ and conduct experimental study on its performance. We measure both the subjective and objective video quality. Our experimental results show that using TCP and the model achieve high-quality, smooth, and low-delay video streaming over wireless channel.
