Objective: The structure of neurocognition is explored by examining the neurocognitive domains underlying comprehensive neuropsychological assessment of cognitively healthy individuals. Method: Exploratory factor analysis was conducted on the adult normative dataset of an expanded Halstead-Reitan Battery (eHRB), comprising Caucasian and African American participants. The factor structure contributions of the original HRB, eHRB expansion, and Wechsler intelligence scales were compared. Demographic effects were examined on composite factor scores calculated using confirmatory factor analysis. Results: The full eHRB had an eight-factor structure, with latent constructs including: 'working memory', 'fluency', 'verbal episodic memory', 'visuospatial cognition' (visuospatial memory and problem solving), 'perceptual-motor speed' (speed for processing visual/tactile material and hand-motor execution), 'perceptual attention' (attention to sensory-perceptual information), 'semantic knowledge' (knowledge acquired through education and culturally-based experiences), and 'phonological decoding' (grapheme-phoneme processing essential for sounding-out words). 'Perceptual-motor speed' and 'perceptual attention' were most negatively associated with age, whereas 'semantic knowledge' and 'phonological decoding' were most resistant to aging. 'Semantic knowledge' showed the greatest dependence on demographic background, including education and ethnicity. Gender differences in cognitive performances were negligible across all domains except 'phonological decoding' with women slightly outperforming men. The original HRB contributed four neurocognitive domains, the eHRB expansion three domains, and the Wechsler scales one additional domain but with restructuring of verbal factors. Conclusion: Eight neurocognitive domains underlie performance of healthy cognitive individuals during comprehensive neuropsychological assessment. These domains serve as framework for understanding the constructs measured by commonly-used neuropsychological tests and may represent the structure of neurocognition.
Method

Participants and Design
The present study used the extensive dataset collected as part of the eHRB norming effort (Heaton et al., 1991 (Heaton et al., , 2004 . Healthy participants were recruited over a period of 25 years in the context of several neuropsychological studies (e.g., Heaton, Grant, Butters et al., 1995; Heaton, Grant, McSweeny, & Adams, 1983; Savage et al., 1988) , and the construction of African-American norms (Norman, Evan, Miller, & Heaton, 2000; Norman et al., 2011) . The same administration standardized procedures and scoring guidelines were used across studies (Heaton & Heaton, 1981) . Most participants were paid for their time. Subjects were excluded based on structured interviews if they endorsed any history of neurological disorder, medical condition that might affect the brain, significant head trauma, learning disability, serious psychiatric disorder, and substance use disorder. Effort was assessed using formal effort testing and examiner's ratings.
The majority of subjects were administered most measures as part of the eHRB normative project. However, because the norming project was a multi-study effort with multiple goals, it was not uncommon for a single subject to have some missing measures. Parameter estimation techniques used in latent variable modeling tend to be robust to missing data 
Speech-Sounds Perception Test
Task requiring matching auditory-presented nonsense syllables with one of four closely related written syllables-for example, 'weem,' 'weer,' 'weez,' or 'weeth' (60 trials)
• Speech-Sounds Perception = Number of errors Seashore Rhythm Test Task requiring to discriminate between two rhythmic beats (30 trials)
• Seashore Rhythm = Number of errors Reitan-Indiana Aphasia Screening Test
Short tasks including naming common objects, reading, writing, and repeating simple words, explaining a short sentence, performing simple arithmetic calculations, drawing simple shapes (e.g., a square and a triangle), and copying drawings (e.g., a cross and a key)
• Aphasia Screening = Number of errors
Reitan-Kløve SensoryPerceptual Examination (SPE)
Series of tasks requiring the detection of tactile, auditory, and visual stimuli presented on either or both sides of the body
• SPE (right side) = Number of errors on the right side of the body • SPE (left side) = Number of errors on the left side of the body Tactile Form Recognition Test (TFR) Task requiring the identification of shapes successively held in the right and then left hand as quickly as possible.
• TFR (right hand) = Time for providing an answer using the right hand • TFR (left hand) = Time for providing an answer using the left hand Tactual Performance Test (TPT)
Series of tasks first requiring quickly fitting a number of wood or foam shapes into their proper spaces on a vertical board while blindfolded (three trials successively testing the dominant hand, nondominant hand, and both hands). After the blindfold is removed, participants are later asked to draw the vertical board with its cut-out shapes from memory.
• TPT(time-total) = Time taken to complete the three trials • TPT (memory) = Number of shapes correctly remembered • TPT (location) = Number of those shapes correctly spatially located Category Test
Task requiring uncovering the principles underlying four subtests. Each subtest consists of 52 pictures, where participants must judge whether a geometric figure best corresponds to the number 1, 2, 3, or 4. Right or wrong feedback is systematically provided.
• Category = Total number of erros Trail Making Test Tasks requiring quickly tracing lines between numbers and letters scattered on a page. Part A requires simple number sequencing; Part B requires number and letter sequencing and set-switching.
• Notes: HRB = Halstead-Reitan Battery. Test measures starred in the table correspond to pure motor tests and were excluded from the factor analysis to avoid introducing gender-differences based on physiology rather than cognition. (Hagenaars & McCutcheon, 2002) ; however, to limit error, only subjects who had been administered at least half of the eHRB measures were selected, including at least one memory measure. Remaining attrition was assumed to occur at random and was dealt with using full information maximum likelihood (Collins, Schafer, & Kam, 2001; Muthén & Muthén, 2009 ). The final sample (N = 982; age: M = 47.2 years, SD = 18.0; education: M = 13.7 years, SD = 2.5) consisted of 443 female and 539 male participants, 618 African American and 364 Caucasian participants, and sizeable representation of all age and education groups. This sample composition takes advantage of the largest African American recruitment by far of any neuropsychological norming study (Heaton et al., 2004) , and provides a diverse framework for studying the structure of neurocognition. All data and methods used in this manuscript are in compliance with the University of California, San Diego regulations.
Measures
Halstead-Reitan Battery and Expanded Halstead-Reitan Battery. Tests administered as part of the eHRB norming effort and their abbreviations are described in Table 1a -c. Tests administered to less than 25% of the sample (Table 2) were not included in the analyses. Test measures were excluded if they were not normally distributed or, to avoid redundancy, if they were combinations of other measures (notes in Table 1a -c). Pure motor tests (i.e., Grip Strength and Finger Tapping) were also excluded from the analyses to limit non-cognitive contributions when studying the structure of cognition and to avoid artificial inflation of gender differences. There were 33 remaining eHRB test measures in the analysis. Most of these measures were available for more than 80% of the sample, with the exceptions of the Thurstone Word Fluency Test (available for 67% of the sample, N = 658), PASAT (49%, N = 479), Digit Vigilance Test (57%, N = 562), and CVLT (69%, N = 681). Sample sizes, even for those tests, were deemed adequate for a factor analysis, and missing values were not anticipated to have a significant impact on the results.
Wechsler Adult Intelligence Scales. Two versions of the Wechsler scales were administered as part of the eHRB norming effort: the WAIS (Wechsler, 1955) and the WAIS-R (Wechsler, 1981) . The merging of WAIS and WAIS-R data is supported by the considerable content similarity across batteries (Kaufman & Lichtenberger, 2006) and adequate correlations between scores in counterbalanced administrations (Ryan, Nowak, & Geisser, 1987) . However, educational level was significantly greater in the WAIS-R normative sample compared to the WAIS sample (Kaufman & Lichtenberger, 2006) , yielding significantly higher WAIS-IQ compared to WAIS-R-IQ score in individuals who are tested on both batteries. To add to merging Task requiring defining words presented visually and orally, with higher quality answers yielding more points.
• Vocabulary = Number of correct answers
Comprehension Subtest
Task requiring answering questions about general principles and social situations involving common sense. Answers of higher quality yield more points.
• Comprehension = Number of correct answers Similarities Subtest Task requiring uncovering common concepts underlying pairs of words-higher abstraction yield more points
• Similarities = Number of correct answers Digit Span Subtest Task requiring repeating a series of digits with increasing length, first forward, and then backward. One point is allocated for each successful trial.
• Digit Span = Number of correct answers Arithmetic Subtest Task requiring mentally solving orally presented arithmetic problems within a time limit
• Arithmetic = Number of correct answers each within a time limit Picture Completion Subtest
Task requiring identifying missing details in a series of pictures (e.g., a slit in a screw) within a time limit
• Picture Completion = Number of correct answers each within a time limit Picture Arrangement Subtest
Task requiring arranging a set of pictures in order within a time limit so that they tell a sensible story
• Picture Arrangement = Number of correct answers each within a time limit Block Design Subtest Task requiring arranging bi-color blocks as quickly as possible so that they form patterns similar to a presented picture
• Block Design = Number of correct answers each within a time limit Object Assembly Subtest
Task requiring assembling cut-up drawings of objects (puzzle-like) within a time limit
• Object Assembly = Number of correct answers each within a time limit Digit-Symbol Coding Subtest
Task requiring copying symbols paired with specific digits within a time limit
• Digit-Symbol Coding = Number of symbols copied within a time limit
Note: WAIS = Wechsler Adult Intelligence Scales; WAIS-R = Wechsler Adult Intelligence Scales-Revised.
complexities, there were significant differences in the WAIS and WAIS-R ethnicity and age distributions (Table 2 ) related to administration timing over the 25 year-course of the eHRB norming effort: the WAIS was essentially administered during the first wave focusing on establishing Caucasian norms (Heaton et al., 1991) , whereas the WAIS-R was administered during the second wave focusing on establishing norms for African Americans and older individuals (Heaton et al., 2004) . Assuming constant scaled score drift across age and education levels, adjustment coefficients were calculated for each subtest as the average difference between the WAIS and WAIS-R demographically uncorrected scaled scores in two sub-samples of Caucasian individuals matched for age and education. Adjustment coefficients (Table 3) were then applied to all the WAIS scores (N = 126, Caucasian subjects), whereas WAIS-R scores remained unchanged (N = 459, Caucasian and AfricanAmerican subjects). Adjustment coefficients averaged a half standard deviation consistent with previous findings (Wechsler, 1981; Crawford et al., 1990) . • BNT = Number of correct answers provided spontaneously or with semantic cues Thurstone Word Fluency Task requiring writing down as many words as possible within one minute, first starting with the letter 'S,' and then starting with the letter 'C' and composed of four letters.
• Thurstone Word Fluency = Total number of correct answers within a time limit
Letter Fluency (FAS) Task requiring saying as many words as possible within one minute starting with the letters F, A, and then S
• Letter Fluency (FAS) = Total number of correct answers within a time limit Category Fluency (Animal)
Task requiring naming as many animals as possible within a minute • Category Fluency (Animal) = Total number of correct answers within a time limit Paced Auditory Serial Addition Test (PASAT)
Task requiring adding the two most recent digits in a series of audiorecorded digits presented continuously and at increasing speeds
• PASAT = Total number of correct answers Digit Vigilance Test Task requiring crossing out as rapidly as possible the number 6 in two large digit arrays.
• Digit Vigilance (Time) = Completion time • Digit Vigilance (Error) = Number of errors Grooved Pegboard Task requiring placing 25 pegs into grooves on a metallic board using first the dominant and then the non-dominant hand
• Grooved Pegboard (Dominant Hand) = Completion time using the dominant hand • Grooved Pegboard (Non-Dominant Hand) = Completion time using the other hand California Verbal Learning Test (CVLT)
During this task, a wordlist is first presented in five learning trials, each time requiring immediate repetition of as many words as possible. Delayed recall of the wordlist is then assessed twice, after a short and a long delay.
• CVLT (Trial 1) = Number of words recalled during the first trial • CVLT (Trials 1-5) = Total number of words recalled during trials 1 to 5 • CVLT (Short Delay) = Number of words • CVLT (Long Delay) = Number of words Story Memory Test During this task, a short story is repeated until participants can repeat at least 15 out of 29 pieces of information, with a maximum of 5 allowed trials. Delayed recall is assessed 4 hr later.
• Story Memory (Trial 1) = Number of pieces of information repeated after the first trial • Story Memory (Learning) = Number of pieces of information learned divided by number of learning trials • Story Memory (Delayed Recall) = Number of pieces of information retained Figure Memory Test During this task, visual designs are presented on 3 successive cards, with presentations repeated up to 5 times, until participants are able to draw the figures from memory with a 15-point accuracy level. Delayed recall is assessed 4 hr later.
• Figure Memory A series of tasks requiring reading a series of words aloud (i.e., reading recognition), choosing the correct spelling of a word among multiple choices, and choosing among four scenes, the one best depicting a short story previously presented in writing.
• PIAT reading recognition = Number of correct answers * PIAT spelling = Number of correct answers * PIAT reading comprehension = Number of correct answers Boston Diagnostic Aphasia Examination (BDAE) Complex Ideational Material
Task requiring answering twelve read-aloud two-part questions, including commonly known facts and brief stories.
* BDAE complex ideational material = Number of correct answers Notes: eHRB = expanded Halstead-Reitan Battery. Test measures that are starred in this table were excluded from the factor analysis due to normative samples that were separately recruited or inadequate in size.
Analyses
Demographically uncorrected scaled scores (mean of 10, standard deviation of 3, higher scores indicating better performance) were used in all analyses to permit same-scale comparisons across test measures (see Heaton et al., 2004) . Exploratory Factor Analyses (EFAs; Mulaik, 2010) with oblique factor rotations (Geomin; Yates, 1987; CF-Varimax, Crawford, 1975) were conducted on four test selections (HRB, HRB + WAIS, eHRB, eHRB + WAIS). For each EFA, the final solution among models with increasing numbers of factors was selected by comparing Akaike's Information Criterion (AIC; Akaike, 1987) , Bayesian Information Criterion (BIC; Schwartz, 1978) , sample-adjusted BIC (adjBIC; Hagenaars & McCutcheon, 2002; Sclove, 1987) , Chi-square index (χ 2 ; Hu & Bentler, 1999) , Comparative Fit Index (CFI; Bentler, 1990) , Root Mean Square Error of Approximation (RMSEA; Steiger, 1990) , and Standardized Root Mean Square Residual (SRMR; Byrne, 1998) . The variance accounted for by the solution, the variance accounted for by each individual factor, and the interpretability of the factors were also evaluated to determine the plausibility of the factor structure. All analyses were run using Mplus TM (Muthén & Muthén, 2009) . To reduce the risk of producing instrumental factors (Cattell, 1961 , Larrabee, 2003 , only one measure per test was included in the EFAs. Same-test measures were kept only if they assessed markedly different cognitive constructs: Trail Making Test-Part A and -Part B, involving simple sequencing and sequencing with Note: M = Mean; SD = Standard Deviation. Test measures that are starred in this table were excluded from the factor analyses due to normative samples that were separately recruited or inadequate in size (i.e., BDAE Complex Ideational Material, PIAT spelling, and PIAT reading comprehension), or to avoid introducing gender differences based on physiology rather than cognition (i.e., Grip Strength Test and Finger Tapping Test).
set-switching, respectively (Reitan, 1955) ; Digit Vigilance-Time and -Error, assessing speed and error-monitoring, respectively (Lewis, 1995) ; and Tactual Performance Test-Speed and -Memory, assessing speed and memory abilities, respectively (Reitan & Wolfson, 1985) .
To examine demographic effects, composite factor scores were constructed using Confirmatory Factor Analysis (CFA; Lawley & Maxwell, 1971) . CFA was especially useful for enabling the possibility of including same-test measures in the model while modeling within-instrument correlations, thus circumventing issues of instrumental factors and arbitrary measure selection. The CFA model parameters consisted of: factor loadings guided by the EFA results of the most inclusive battery, between-factor correlations, factor variances (factor means were set to 0), and residual correlations relating any two same-test measures. The CFA model was progressively simplified by iteratively fixing to zero smaller and nonsignificant loadings. The remaining loadings were interpreted based on criteria proposed by Comrey and Lee (1992) . Adequate fit of the data was verified using the same statistical indices as for the EFAs. Composite factor scores were computed for the final model using Bartlett's method (Estabrook & Neale, 2013; Muthén, 1998 . Hierarchical Multiple Linear Regression was then carried out on these composite scores, using models incrementally including age, education, ethnicity, and gender. Quadratic and interaction terms were kept only if they were significant and explained at least 1% of the variance.
Results
Exploratory Factor Analyses
For all EFAs, indices of model fit and explained portions of variance are presented in Table 4 . In the first EFA on HRB tests alone, indices of model fit and factor interpretability suggested a 4-factor solution, accounting for 71% of the variance. A 5-factor solution was considered based on improvement of some model fit indices, but discarded due to worse AIC and BIC, and poor interpretability (i.e., only one item loaded on the 5 th factor). Based on geomin-rotated factor loadings (Table 5a ) and review of cognitive processes theoretically involved in each test measure, the factors were interpreted as representing: 'language/verbal attention,' 'visuospatial cognition,' 'perceptual-motor speed,' and 'perceptual attention.' Correlations between factors are presented in Table 5b .
In the second EFA on eHRB tests, a 7-factor solution best explained the data, accounting for 73% of the variance. An 8-factor solution was considered based on slight improvement of some model fit indices, but was discarded based on worse BIC and adjBIC, and on poor factor interpretability (i.e., only one item loaded on the 8th factor). Based on geomin-rotated factor loadings (Table 6a) , the factors were interpreted to represent: 'working memory/learning,' 'fluency,' 'language,' 'episodic/ semantic memory,' 'visuospatial cognition,' 'perceptual-motor speed,' and 'perceptual attention.' Correlations between factors are presented in Table 6b .
In the third EFA on combined HRB and WAIS tests, a 5-factor solution best explained the data, accounting for 69% of the variance. A 6-factor solution was considered based on slight improvement of most model fit indices, but was discarded Note: WAIS = Wechsler Adult Intelligence Scales; WAIS-R = Wechsler Adult Intelligence Scales-Revised. The adjustment coefficients represent the difference between the average uncorrected scaled scores obtained on the WAIS minus those obtained on the WAIS-R for a sample of Caucasian subjects matched for age and education (N = 34). Significance for these differences was tested using paired sample t-tests (t-and p-value presented in the table). The differences across versions that were nonsignificant are indicated in italics.
based on worse BIC and poor factor interpretability (i.e., only one item loaded on the 6 th factor). In the 5-factor solution, geomin-rotation also yielded a poorly defined 5 th factor (all loadings <0.4). A different rotation method, CF-varimax, was tested and yielded consistent but slightly more robust loadings (Table 7a ) and was retained for better interpretability. Factors were interpreted to represent: 'working memory/verbal attention,' 'semantic knowledge,' 'visuospatial cognition,' 'perceptualmotor speed,' and 'perceptual attention.' Correlations between factors are presented in Table 7b .
In the fourth EFA on combined eHRB and WAIS tests, an 8-factor solution best explained the data, accounting for 71% of the variance. A 9-factor solution was considered based on slight improvement of most model fit indices, but discarded due to worse BIC and poor factor interpretability (i.e., only one item loaded on the 8th and 9th factors). Based on geomin-rotated factor loadings (Table 8a) , factors were interpreted to represent: 'working memory,' 'fluency,' 'phonological decoding,' 'semantic knowledge,' 'verbal episodic memory,' 'visuospatial cognition,' 'perceptual-motor speed,' and 'perceptual attention.' Correlations between factors are presented in Table 8b .
Confirmatory Factor Analysis
The final CFA model, presented in Fig. 1 , was found to fit well the data (χ Note: EFA = Exploratory Factor Analysis; HRB = Halstead-Reitan Battery; eHRB = expanded Halstead-Reitan Battery; WAIS = Wechsler Adult Intelligence Scales; df = number of degrees of freedom in the models; χ 2 = Chi-square indice of model fit; AIC = Akaike's Information Criterion; BIC = Bayesian Information Criterion; adjBIC = sample-adjusted Bayesian Information Criterion; CFI = Comparative Fit Index; RMSEA = Root Mean Square Error of Approximation; SRMR = Standardized Root Mean Square Residual; Cumulative %Variance = proportion of variance accounted for by each model (i.e., the sum of eigenvalues divided by the number of variables). For each EFA, the model selected is highlighted in bold.
deemed very good to excellent for adequate stability. The two exceptions were the factors 'working memory' (1 excellent, 1 good, and 5 poor loadings) and 'phonological decoding' (1 good and 3 poor loadings). These factors had more items with cross-loading parameters-that is, items that divided their explained variance across two factors, yielding smaller loadings on both factors. Alternate CFA models that did not permit cross-loadings were tested, but required making somewhat arbitrary decisions about the model, and produced worse data fit and higher correlations between factors. Factor variances and between-factor correlations are presented in Table 9 . Residual correlations between same-test measures (Fig. 1) were for the most part positive and significant with large effect sizes. Exceptions included small residual correlations between Trail Making Test-Part A and Part B, TPT time total and memory/location, and Digit Vigilance-Time and -Error, supporting the assumption that these same-test measures would not yield instrumental factors in the EFA. Interestingly, Digit Vigilance TestTime and -Error had a negative residual correlation, suggesting a trade-off between speed and accuracy on that test.
Hierarchical Multiple Linear Regression
Results from the hierarchical multiple linear regressions are presented in Table 10 and Figs 2 and 3. Age, education, and ethnicity were found to contribute significant incremental portions of variance with effect sizes varying depending on the cognitive domains (see R 2 change in Table 10 ). Quadratic terms for age and education were significant in a majority of models, generally indicating accelerated worsening of performance with age and linear improvement of performance with education with quadratic tapering at high educational levels. Most interaction terms were nonsignificant or accounted for less than 1% of variance and were removed from the models. The only nonnegligible interaction was that of ethnicity with age in 'perceptual attention,' characterized by a slightly steeper decrease of performance with age in African American participants (R 2 = 0.622, F = 505.6, p < .001) compared to Caucasian participants (R 2 = 0.522, F = 197.2, p < .001)-that term also added very little to the model (R 2 change = 0.018). The incremental contribution of gender after accounting for age, education, and ethnicity was minimal to negligible in all factors but 'phonological decoding,' with women outperforming men with a small effect size (R 2 change = 2.3%). Gender differences were also significant in 'visuospatial cognition,' (men > women) 'perceptual-motor speed,' (women > men) and 'fluency,' (women > men) but were minimal in effect size (R 2 change = 0.3% to 0.4%). (Cohen, Cohen, West, & Aiken, 2003) -that is, small (r 2 ≥ .02 = r ≥ .14), medium (r 2 ≥ .13 = r ≥ .36), and large (r 2 ≥ .26 = r ≥ .51)-and are color-coded using very light gray, light gray, and dark gray-shaded areas, respectively. Note: EFA = Exploratory Factor Analysis; HRB = Halstead-Reitan Battery. Light gray-shaded areas indicate loadings ≥ 0.24 (i.e., items with more than 5% overlapping variance with the factor); and dark gray-shaded areas indicate loadings ≥ 0.4 considered priorities for factor interpretation.
Discussion
The neurocognitive domains underlying performance during comprehensive neuropsychological assessment were characterized using exploratory and confirmatory factor analysis on the eHRB normative dataset. In particular, the incremental contributions of the HRB and eHRB with and without the Wechsler Intelligence Scales were evaluated. The HRB alone had a 4-factor structure, covering the neurocognitive domains: 'language/verbal attention,' 'visuospatial cognition,' 'perceptualmotor speed,' and 'perceptual attention.' These results are generally consistent with a synthesis of previous factor analytic studies suggesting a complex factor structure for the HRB with four to possibly five factors (Ross et al., 2013) . The expansion (Cohen et al., 2003) that is, small (r 2 ≥ .02 = r ≥ .14), medium (r 2 ≥ .13 = r ≥ .36), and large (r 2 ≥ .26 = r ≥ .51)-and are color-coded using very light gray, light gray, and dark gray-shaded areas, respectively. Note: EFA = Exploratory Factor Analysis; HRB = Halstead-Reitan Battery; eHRB = expanded Halstead-Reitan Battery. Light gray-shaded areas indicate loadings ≥ 0.24 (i.e., items with more than 5% overlapping variance with the factor); and dark gray-shaded areas indicate loadings ≥ 0.4 considered priorities for factor interpretation in the eHRB contributed three additional factors, notably by covering two new cognitive domains-'fluency' and 'episodic/ semantic memory'; and by dividing the 'language/verbal attention' factor into two more specific constructs: 'working memory/learning' and 'language.' The inclusion of the Wechsler measures contributed one additional factor, predominantly defined by the 'semantic knowledge' construct. This finding is compatible with the importance of the Wechsler scales in measuring educational attainment and thus premorbid functioning in clinical settings compared to the HRB measures alone (Heaton et al., 1996) . Beyond the addition of a 'semantic knowledge' factor, the Wechsler scales also contributed important restructuring of the other eHRB verbal factors into more specific and stable constructs: 'working memory,' 'verbal episodic memory,' and 'phonological decoding.' Overall, six of the factors were found to be consistent and stable across test batteries: 'visuospatial cognition,' 'perceptual speed,' 'perceptual attention,' 'fluency,' 'verbal episodic memory,' and 'semantic knowledge.' The other factors were less stable, involving concepts related to verbal attention, working memory, and basic language skills, that varied in emphasis depending on the tests involved in the analyses. This fragile stability can be essentially attributed to the complexity (Cohen et al., 2003) -that is, small (r 2 ≥ .02 = r ≥ .14), medium (r 2 ≥ .13 = r ≥ .36), and large (r 2 ≥ .26 = r ≥ .51)-and are color-coded using very light gray, light gray, and dark gray-shaded areas, respectively. , items with more than 5% overlapping variance with the factor); and dark gray-shaded areas indicate loadings ≥0.4 considered priorities for factor interpretation. For better interpretability, the oblique rotation method CF-varimax was used here instead of geomin, yielding a consistent factor structure overall but more robust loadings on the fifth factor. (Cohen et al., 2003) -that is, small (r 2 ≥ .02 = r ≥ .14), medium (r 2 ≥ .13 = r ≥ .36), and large (r 2 ≥ .26 = r ≥ .51)-and are color-coded using very light gray, light gray, and dark gray-shaded areas, respectively. (or non-purity) of the tests upon which these factors relied. For example, within the eHRB, tests that recruited working memory also involved perceptual speed (e.g., PASAT, Trail Making Test-Part B); and those recruiting abilities for phonological decoding also involved semantic knowledge (i.e., PIAT reading recognition, Aphasia Screening) or perceptual attention (i.e., Speech-Sounds Perception). With factor analysis requiring a minimum of two similar items for extracting one factor, it follows that these underlying constructs could best emerge in the larger battery, when enough of these complex tests were included.
Neurocognitive Domains
Perceptual Attention. A 'perceptual attention' factor was consistently extracted with dominant loadings from the SpeechSounds Perception Test and Seashore Rhythm Test, two tests included in the original HRB to measure alertness and attention (Reitan & Wolfson, 2004) . Secondary loadings from the Reitan-Kløve Sensory-Perceptual Examination (SPE) and Tactile Form Recognition Test (TFR) also indicated a sensory-perceptual component to this factor. Cognitively healthy individuals are not typically expected to make errors on SPE and TFR (Spreen & Strauss, 1998) , and performances on those tests were also likely to be representative of attention abilities. Factors representative of attention and concentration abilities have been reported before, but usually as less pure attention factors encompassing constructs such as psychomotor speed (e.g., Grant et al., 1978; Ryan et al., 1983) , verbal and spatial working memory (e.g., Bornstein, 1983; Leonberger et al., 1991 Leonberger et al., , 1992 , or general verbal intelligence (e.g., Leonberger et al., 1991) . The only study that found a similar perceptual attention factor was that of Fowler and colleagues (1988) , likely related to their use of oblique rotation.
Working Memory. Working memory is likely to underlie performance on the factor characterized by loadings from the PASAT, Trail Making Test-Part B, WAIS-Digit Span, WAIS-Arithmetic, Digit Vigilance-Error, and Seashore Rhythm Test. Primary involvement of working memory processes has been demonstrated in performances on the PASAT (Tombaugh, 2006) , Trail Making Test-Part B (Sánchez-Cubillo et al., 2009), and Digit Span and Arithmetic subtests (cf., working memory index in newer version of the WAIS, Wechsler, 1997) . Working memory is also likely involved during Digit Vigilance, which requires remembering which digit to find and monitoring locations already searched (Oh & Kim, 2004) ; and during the Seashore Rhythm Test, which requires holding in mind and comparing two rhythmic beats (Seashore & Bennett, 1946) . In previous factor analyses including the HRB, tests involving working memory have been generally absorbed as part of a global verbal comprehension or verbal intelligence factor (e.g., Fowler et al., 1988; Grant et al., 1978) . The expansion of the HRB and addition of the Wechsler scales enabled separating working memory from a more general language/verbal attention construct.
Verbal Episodic Memory. Consistent with previous accounts (e.g., Heilbronner et al., 1989; Leonberger et al., 1992) , the inclusion of verbal memory tests led to the extraction of a separate verbal memory factor. Interestingly, the structure of that factor varied subtly depending on test selection. In the EFA on the eHRB tests alone (Table 6a) , that factor was characterized by loadings from the Story Memory Test and CVLT, but also from the Category Fluency Test and BNT, thus representing (Cohen et al., 2003) -that is, small (r 2 ≥ .02 = r ≥ .14), medium (r 2 ≥ .13 = r ≥ .36), and large (r 2 ≥ .26 = r ≥ .51)-and are color-coded using very light gray, light gray, and dark gray-shaded areas, respectively.
abilities involving both episodic and semantic memory (Saumier & Chertkow, 2002; Tulving, 1972) . In the EFA on combined eHRB and WAIS tests (Table 8a) , the verbal memory factor moved toward representing a more exclusive episodic memory construct, with substantial loadings now arising solely but with equivalent strength from the CVLT and Story Memory Test. Interestingly, although very small, a loading from the Figure Memory Test also became noticeable on that factor, possibly suggesting cross-modal episodic memory mechanisms.
Semantic Knowledge. The partial loadings from the BNT, Category Fluency Test, and Story Memory Test that were previously associated with the concept of semantic memory (EFA on eHRB tests alone) were transferred to a new 'semantic knowledge' factor in the EFA on combined eHRB and WAIS tests. This new factor, primarily characterized by the WAIS Vocabulary, Comprehension, Information, and Similarity subtests, has consistently emerged in factor analytic studies including the WAIS/WAIS-R (e.g., Kaufman & Lichtenberger, 2006; Silverstein, 1982) . These tests have been noted to reflect the Notes: CFA = Confirmatory Factor Analysis. R 2 represents the proportion of variance accounted for by each regression model, F and p represent the F-ratio and p-value indicative of model fit. The subscript 'change' refers to measures of improvement of one model compared to the previous model in the hierarchy. b age , b age2 , b edu , b edu2 , b ethn , and b sex represent the regression coefficients corresponding to the effects of age (linear and quadratic terms expressed in number of standard deviations per year and year-squared), education (linear and quadratic terms expressed in scaled score unit per year and year-squared), and ethnicity and gender (expressed in scaled score unit using dummy coding 0 for Caucasian/men and 1 for African American/women). b edu × age , b ethn × age , and b ethn × edu × age are regression coefficients for the interaction of age with education and age with ethnicity. All other interaction terms were non-significant or contributed less than 1% proportion of variance and were removed from the models. Effect sizes are gauged based on Cohen's criteria (Cohen et al., 2003) that is, small (R 2 ≥ .02), medium (R 2 ≥ .13), and large (R 2 ≥ .26)-and are color-coded using gray-shaded areas. The symbol '~' represents quadratic or interaction coefficients that were removed from the models (effects that were non-significant or contributed <1% proportion of variance). Linear regression coefficients that were non-significant (p ≥ .05) are italicized.
amount of knowledge acquired through education and culturally driven overlearned experiences, and shown to be resistant to aging (e.g., Heaton, Ryan, Grant, & Matthews, 1996) -a concept also coined as 'crystallized intelligence' (Cattell, 1963; Horn & Cattell, 1966) . Fig. 2 . Effect of age (in years) on the 'working memory,' 'fluency,' 'phonological decoding,' 'semantic knowledge,' 'verbal episodic memory,' 'visuospatial cognition,' 'perceptual-motor speed,' and 'perceptual attention' CFA composite factor scores (in scaled score units). CFA = Confirmatory Factor Analysis.
Phonological Decoding. An additional language factor emerged from the data in the EFA on combined eHRB and WAIS tests, distinct from 'semantic knowledge' and 'working memory,' with dominant loading from PIAT Reading Recognition and secondary loadings from the Aphasia Screening Test, Speech-Sounds Perception Test, WAIS Digit-Symbol coding, and Digit Vigilance-Error in decreasing order of magnitude. The common cognitive construct underlying those tasks was interpreted to Fig. 3 . Effect of education (in years) on the 'working memory,' 'fluency,' 'phonological decoding,' 'semantic knowledge,' 'verbal episodic memory,' 'visuospatial cognition,' 'perceptual-motor speed,' and 'perceptual attention' CFA composite factor scores (in scaled score units). CFA = Confirmatory Factor Analysis.
be grapheme-phoneme processing-the ability for the representation and matching of written symbols and sounds. This ability is central to sounding-out words when reading and represents a hallmark deficit in developmental dyslexia (e.g., Pennington, Van Orden, Smith, Green, & Haith, 1990; Rack, Snowling, & Olson, 1992) . Consistent with literature suggesting that the occurrence of dyslexia is not related to general cognitive ability or IQ (Lyon, Shaywitz, & Shaywitz, 2003; Siegel, 1988) , the 'phonological decoding' factor had only small to negligible correlations with other factors. Further, the loadings of the PIAT Reading Recognition and Aphasia Screening tests on both the 'phonological decoding' and 'semantic knowledge' factors were consistent with leading theories of reading suggesting a dual-route mechanism: (1) a phonological or soundingout route, which proceeds with the construction of phonological representations from written parts of words; and (2) a lexical route, which proceeds with the direct recognition by sight of entire known words; a mechanism that benefits from reading experience and acquired lexical knowledge (Coltheart, Curtis, Atkins, & Haller, 1993; Marshall & Newcombe, 1973; Pritchard, Coltheart, Palethorpe, & Castles, 2012) .
Visuospatial Cognition. A general 'visuospatial cognition' factor was consistently found across the HRB, eHRB, and WAIS batteries, including concepts pertaining to visuospatial construction, reasoning, memory, and abstraction (i.e., loadings from the Category Test, TPT, Figure Memory Test, and WAIS Block Design, Object Assembly, Picture Completion, and Picture Arrangement subtests).
The single loading of the Category Test on the 'visuospatial cognition' factor may seem surprising for a test suggested to recruit abstraction, problem solving, logical analysis, and organized planning (Reitan & Wolfson, 2004) , but has been consistently reported in previous studies (e.g., Fowler et al., 1988; Lansdell & Donnelly, 1977; Leonberger et al., 1992; Moehle et al., 1990) . Dual loadings have been reported for the Category Test, but have usually also involved a visuospatial cognition factor as well as a general intelligence factor (e.g., Bornstein, 1983; Boyle, 1988; Goldstein & Shelly, 1972; Grant et al., 1978) . The lack of loading of the Category Test onto a separate abstraction factor may be attributable to the absence of another test of nonverbal concept formation, as factor analysis requires two or more tests with similar underlying constructs to extract a common factor.
Measures of visuospatial memory (i.e., TPT-memory and Figure Memory Test) also failed to form a separate memory factor-a finding consistent with most studies that combined WMS tests with HRB and WAIS tests (e.g, Heilbronner et al., 1989; Leonberger et al., 1992) . Separate visuospatial memory factors have been reported in some factor analyses including HRB tests (e.g., Leonberger et al., 1991; Newby et al., 1983; Russell, 1982) , but a closer look suggested instrumental factors (e.g., Larrabee, 2003) . Compatible with considerations that figural stimuli are more difficult to encode than verbal stimuli (e.g., Brown, Patt, Sawyer, & Thomas, 2016) , these findings may indicate that a core challenge of visuospatial memory tasks in cognitively healthy individuals resides in encoding the visuospatial properties of stimuli rather than in their retention. The number of visuospatial memory tests included in the analysis was possibly also insufficient to form a separate factor. Fluency. A 'fluency' factor emerged systematically with the three fluency eHRB tests. Considering the very similar task demands across the three tests, this factor is likely to have an instrumental component representative of speeded word-retrieval tasks. Interestingly, though, consistent with the well documented brain-based distinction between phonemic and semantic fluency (e.g., Baldo, Schwartz, Wilkins, & Dronkers, 2006; Gourovitch et al., 2000; Henry & Crawford, 2004) , loadings were stronger for the two phonemic fluency tests (Letter and Thurstone Word Fluency, requiring oral and written fluency, respectively) and weaker for the semantic fluency test (Animal Fluency, requiring oral fluency). This distinction suggests an underlying executive function construct beyond task-bound correlations.
Perceptual-Motor Speed. A nonverbal speed factor was consistently found across all test selections, characterized by strong loadings from the Trail Making Test-Parts A & B (A stronger than B), Digit Vigilance-Time, WAIS Digit-Symbol Coding, and Grooved Pegboard Test, and by secondary loadings from TPT-time, PASAT, and TFR. A 'perceptual-motor speed' factor has rarely emerged in previous factor analyses including HRB tests, with these tests usually loading on a visuospatial cognition factor (e.g., Fowler et al., 1988; Goldstein & Shelly, 1972; Grant et al., 1978; Moehle et al., 1990) or on both a visuospatial and attentional factor (e.g., Leonberger et al., 1992 , Swiercinsky, 1979 . Factor extraction was likely enabled in the present study by the use of oblique rotation, and the use of a sample that is large in size and composed of cognitively healthy participants.
Demographic Effects
In neuropsychology, demographic effects and normative corrections are often known separately for each neurocognitive test (e.g., Heaton et al., 2004; Norman et al., 2000 Norman et al., , 2011 Schretlen, Testa, & Pearlson, 2010) . By examining the effects of age, education, ethnicity, and gender on composite factor scores, the present study contributes to the literature by exploring demographic effects on underlying cognitive constructs, with less dependence upon task modality and stimulus attributes.
First, age-related cognitive declines were found in most cognitive domains, generally affecting perceptual more than verbal abilities. 'Perceptual-motor speed' and 'perceptual attention' were most negatively associated with age, whereas 'semantic knowledge' and 'phonological decoding' were for the most part resistant to aging. These results are consistent with previous conclusions (e.g., Hedden & Gabrieli, 2004; McArdle et al., 2002; Park & Reuter-Lorenz, 2009 ).
After accounting for age, education was found to have a significant positive effect across all cognitive domains, with notable greater impact on verbal compared to perceptual abilities (medium compared to small effects, respectively). This differential effect is consistent with a dual impact of education on (1) the general development of positive attitudes and strategies toward testing, and (2) the specific learning of language-based content material (e.g., Ardila, 2007) . The effect of education on 'phonological decoding' was small, compatible with previous research suggesting an incidence of developmental dyslexia independent from access to instruction (Lyon et al., 2003) . Consistent with previous findings (e.g., Ardila, 1998), a quadratic dampening was observed, indicating limited improved benefit in cognitive performance at higher educational levels.
Differences between Caucasians and African Americans remained after accounting for age and education, stressing the importance of using separate norms to avoid misdiagnosis of African-American individuals (e.g., Heaton et al., 1996; Manly, Byrd, Touradji, & Stern, 2004; Norman et al., 2000 Norman et al., , 2011 Reynolds, Chastain, Kaufman, & McLean, 1987) . These effects have been suggested to relate to differences in acculturation, socio-economic status, education quality, and lifelong experiences facing negative bias (Ardila, 2007; Manly et al., 2004; Steele & Aronson, 1995) . In support of a cultural contribution, smaller effects of ethnicity were found in tests using stimuli with lower cultural loads (e.g., digits, letters, phonemes/graphemes, rhythms, sensory perceptual stimuli) compared to tests using stimuli with higher cultural loads (e.g., words, stories, or complex designs). 'Semantic knowledge' showed the greatest dependence on demographic background, including education and ethnicity.
To confirm consistency of factor structure and neuropsychological constructs across ethnicity, post-hoc confirmatory factor analyses were carried out on each group separately. The model described in Fig. 1 fit rather well for both the African American group (N = 618, CFI = 0.944, RMSEA = 0.041, SRMR = 0.069) and Caucasian group (N = 364, CFI = 0.938, RMSEA = 0.037, SRMR = 0.073), generally supporting the measurement of similar neurocognitive constructs across ethnicity. A couple of noticeable differences were nonetheless found in the loadings. The first consisted of weaker loadings on the 'phonological decoding' factor for Caucasian compared to African American participants. This finding likely suggested more variance in 'phonological decoding' in the African American group compared to the Caucasian group, perhaps partially related to the twice as large sample size. The second difference pertained to the loading of the Seashore Rhythm Test, which loaded predominantly on the 'working memory' factor in the African American group and predominantly on the 'perceptual attention' factor in the Caucasian group. This finding suggested use of different cognitive strategies across group during that test. Larger sample sizes will be required for a more elaborate comparison of the structure of neuropsychological test performance across ethnicity.
Consistent with reviews and meta-analyses (Hyde, 2005; Zell et al., 2015) , the effect of gender was found to be minimal to negligible across most cognitive domains. Differences that were statistically significant but minimal in effect sizes were noted in visuospatial tasks (men > women) and in verbal fluency and perceptual-motor speed tasks (women > men). The only nonnegligible gender difference was in phonological decoding (women > men), consistent with the documented prevalence of reading disability in men by two to three times compared to women (Liederman, Kantrowitz, & Flannery, 2005; Rutter et al., 2004) .
Limitations
First, factor analytic results have been shown to be dependent upon the sample examined (e.g., Delis et al., 2003; Russell, 1974; Warnock & Mintz, 1979) . The focus on cognitively healthy individuals in the present study therefore does not guarantee identification of all cognitive constructs underlying performance on the eHRB. In particular, domains for which test performance requires minimal ability may remain hidden in non-impaired samples. On the other hand, the present sample had the advantage of having well-defined clinical criteria and wide demographic variance, which likely contributed to unveiling subtle correlational factors that had previously been undetected.
Second, factor analytic results are also bound to be dependent upon the test variables included into the analysis. For example, it is notable that the present work uses versions of tests that are older compared to those currently routinely used in clinical settings, and it is possible that slightly different factor loadings might have resulted from using newer test versions. We do not anticipate, however, that using newer test versions would significantly change the structure and constructs found to underlie healthy neurocognition. Further, although the eHRB represents one of the largest neuropsychological batteries with over forty test measures, it unlikely comprises enough tests to extract factors representative of all neuropsychologically relevant cognitive functions. For example, an ability that is not assessed by the eHRB is spatial mental manipulation (e.g., mental image rotation), and yet that ability has been suggested to represent a core cognitive dimension, distinguished from verbal or perceptual operations (Johnson & Bouchard, 2005) . Further, among the various aspects of executive function-that is, verbal and nonverbal concept formation, abstract expression of conceptual relationships, initiation, persistence, and inhibition of concept-related actions, and flexibility of thinking (Delis, Kaplan, & Kramer, 2001 )-many were under-represented in the present work. Some of those abilities are theoretically assessed by the eHRB, including abstraction (Category Test), mental flexibility (Trail Making Test-Part B), and initiation of concept-related actions (fluency tests, and perhaps the Trail Making Test and Tactual Performance Test). However, except for the fluency tests, the number of tests in each domain was probably too limited to generate separate executive factors. In the same way, additional tests of visuospatial memory may be necessary for the emergence of a separate visuospatial memory factor.
The limitations and dependence of factor analysis upon test selection was addressed and highlighted in the present work with the presentation of four factor structures corresponding to four nested test batteries. Comparing factor structures across batteries was found to be useful for construct interpretation, contributing to unveiling the complexity and plurality of mechanisms involved during test performance. For example, consideration of changes in the loadings of the BNT, Fluency Category Test, and Story Memory Test from a verbal memory factor (analysis of the eHRB without WAIS) to a semantic knowledge factor (eHRB with WAIS) suggested a common construct underlying these three tests, presumably semantic memory, at the intersection of both episodic memory and semantic knowledge. Consideration of any one set of results alone would not have provided as much information.
Conclusion
Despite limitations, factor analysis, when carefully conducted and interpreted within a well-defined measure selection and sample framework, remains a powerful tool for investigating the underpinnings of neurocognitive test performance. By using the eHRB dataset, perhaps the largest neuropsychological battery to have been administered to a diverse and large number of individuals, a comprehensive number of neurocognitive domains were uncovered, providing a broad framework for understanding the structure of neurocognition.
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