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confounding factors (epidemiology); epidemiologic methods; models, statistical; logistic models; regression analysis; relative risk Almost any study of exposure effects on disease occurrence will collect information on potentially confounding variables. In the absence of prior knowledge about population relations, the investigator may have to set criteria to decide which of these variables must be controlled in order to provide valid estimates of exposure effects. The decision criteria we commonly see in the literature may be classified into four categories: 1) Always adjust: Attempt to control all measured variables. This strategy is often impractical, and can lead to inefficient estimates if some of the controlled variables are in fact not confounders (1) .
2) Change-in-estimate: Select a variable for control only if its control seems to make an "important difference" in the exposureeffect estimate (e.g., produces more than a 10 percent change in a rate ratio estimate of interest) (1) . This strategy examines a relevant measure of confounding but may be criticized because it takes no account of statistical variability (2) .
3) Significance test the potential con-founder effect: Select a variable for control only if its association with the outcome of interest (e.g., its coefficient in a multiple logistic-regression model) is statistically significant at some preset level (3) . Often a 0.05 significance level is chosen, although theoretical considerations and simulation results suggest that much higher levels (0.20 or more) should be used (4, 5) . Stepwise regression methods, found in many statistical packages, are often used to implement this strategy. The strategy may be criticized because it takes no direct account of the actual degree of confounding produced by the variable: the association with the outcome is only one of several determinants of the degree of confounding. 4) Significance test the change in estimate: Select a variable for control only if the change in the exposure-effect estimate produced by control of the variable is statistically significant (6) . This modifies the change-in-estimate rule to take account of statistical variability, and modifies the significance test rule to test a relevant parameter. It still may be criticized because a significance test is still not a measure of the degree of confounding.
Another criterion, which we have not seen used in the literature but which has been proposed in response to criticisms of other methods (7) , is: 5) Equivalence test the change in estimate: Control a variable unless the change in the exposure-effect estimate produced by control of the variable is statistically equivalent (8) to zero.
Despite the importance of the issue, we are aware of no studies of confounderselection criteria other than the 1989 study of Mickey and Greenland (5) , although some studies of related variable-selection issues have appeared (9, 10) . We caution, however, that the confounder-selection issue should not be confused with the standard variable-selection issue in the statistics literature, which is concerned with identifying best subsets of predictors of outcome among larger sets of potential predictors.
As an example of the practical differences made by the decision criteria, Greenland and Neutra (11) present data from a study of electronic fetal monitoring and neonatal death. An early unpublished presentation of these data did not control for year of birth because the latter variable was not associated with neonatal death at the 0.05 level (so that criterion 3 was not met at this level); without year adjustment, the estimated risk ratio for no monitoring versus monitoring was 1.7 {p = 0.05). In contrast, when Greenland and Neutra reanalyzed the data using a change-in-estimate criterion (criterion 2), year was chosen for control; with year adjustment, the estimated risk ratio for no monitoring versus monitoring was only 1.3 (p = 0.32). The results produced by criterion 3 point to a 70 percent risk elevation among the unmonitored and seem to rule out a harmful monitoring effect, whereas the results produced by criterion 2 point to a 30 percent risk elevation among the unmonitored and does not rule out a harmful monitoring effect. Greenland and Neutra argued on subject-matter grounds that the lower estimate was the more valid of the two.
In this paper, we present the results of a comparative simulation study of confounderselection criteria, in the context of a cohort study analyzed with exponential (log-linear) Poisson regression (12, 13) . The present study goes beyond the Mickey-Greenland study in several ways: The range of population structures considered is many times larger (over 8,000 structures here, as opposed to 54 in Mickey and Greenland); we examine a cohort study design instead of a case-control design; the exposure variable is interval scaled instead of a simple dichotomy; maximum-likelihood estimates of exposure and confounder effects are examined, instead of simple Mantel-Haenszel analyses; we examine a hybrid estimator that is a weighted average of adjusted and unadjusted estimates; and the equivalencetest criterion (5 above) replaces the "double-test" criterion, which selects a variable only if its associations with both exposure and disease are significant (14) . This criterion did poorest in the Mickey-Greenland study, we have not seen it used since, and it violates the conditionality principle when applied to cohort studies (5) . Thus, we chose to replace it with a more promising criterion.
MATERIALS AND METHODS

Overview
We defined 8,100 different populations that represented plausible relations between disease occurrence, an exposure with 5 levels, and one covariate with 5 levels. We then randomly generated follow-up (cohort) study data sets from each population. We fit two models to each data set: 1) an "adjusted" model that included one covariate and 2) a "crude" model that did not include the covariate. We compared the performance of several strategies for deciding whether to adjust for the covariate. The performance of strategies was evaluated by averaging over the population structures, and by regressions of simulation results on population characteristics.
The population structures we studied were open ("dynamic"), as is common in occupational follow-up studies. (People may enter and leave an open population during the observation period.) We constructed the populations from all possible combinations of the parameters, as explained below.
Basic model form
Rates in each population followed an exponential (multiplicative) rate model
where a, /3, and y are model coefficients; x is an exposure variable with 5 levels (coded 0,1,2,3,4); and z is a covariate with 5 levels (coded 0,1,2,3,4). Throughout, we assume that /3 is the target parameter for inference, and we refer to it as the adjusted coefficient Padj-
Exposure effect
The strength of the exposure-disease relation in each population was defined by the rate ratio for the effect of exposure on disease ( 
Person-time distribution
The observed distribution of person-time in each population was defined by the following model:
where N is the person-time for a given combination of exposure and covariate levels; a is a normalizing constant; b is either 1 sign parameter in a cohort study, whereas RR cd is unknown.) Note that model 2 does not allow intermediate exposure levels to be more rare or more common than high or low exposure levels. This is a reasonable constraint when considering typical occupational or environmental exposures, which usually have skewed distributions, but would not be reasonable in all situations and so may limit the generality of our study.
Expected total numbers of cases
We simulated data sets that had an expected total number of cases equal to either 20, 60, or 180.
Parameter combinations
The number of parameter combinations in our design was 9X9X5X5X4 = 8,100 at each of the sample sizes.
Sampling plan
We used a completely balanced, fully crossed design. We randomly generated 54 data sets from each population structure, for a total of 54 X 8,100 = 437,400 data sets at each sample size. Numbers of cases were generated as Poisson deviates with expectations R(x,z)N(x,z), where the rates R(x,z) followed model 1 and the fixed person-time distribution N(x,z) followed model 2. Details are given in the Appendix.
Fitting methods
To each data set, we fit both model 1 and an exponential rate model without the covariate
where /3 cru is the crude (unadjusted) exposure coefficient. Models were fit by maximizing a product-Poisson likelihood with components exp(a + fix + yz) N(x^z) or exp(a + /3x)2>(x^) (12,13), 2 using iteratively reweighted least squares (15, 16) . We excluded from analysis data sets for which numerically stable estimates could not be obtained: 228 at a sample size of 20 (only 0.05 percent of the total), 9 at a sample size of 60, and 0 at a sample size of 180.
Confounder-selection strategies
The confounder-selection strategies we examined were as follows:
1) Never adjust (Crude): Never use the adjusted estimate of effect.
2) Always adjust (Adjusted): Always use the adjusted estimate of effect.
3) Change-in-estimate (CIE) (1, 2,5, 13): Use the adjusted estimate of effect if the crude and adjusted rate ratios differ by more than 1) 10 percent or 2) 20 percent. More formally, use the adjusted estimate if:
where RR cni is the crude rate ratio comparing the highest exposure level to the lowest exposure level, RR adj is the adjusted rate ratio, and C equals either 1.1 (10 percent change in rate-ratio estimate) or 1.2 (20 percent change in rate-ratio estimate). 4) Significance-test of the covariate (STC): Use the adjusted estimate of effect if a test of 7 = 0 rejects at significance level a, where y is the covariate coefficient and a = 0.05 or 0.20. We used the Wald test statistic
where SE (7) is the standard error estimate derived from the observed information matrix evaluated at the unrestricted maximum likelihood estimate (MLE). In previous research, we found that this particular Wald test statistic performs as well as score or likelihood ratio statistics or other Wald statistics in the situations we examined (17). 5) Significance-test the estimate difference (STD) (5, 6, 18) : Use the adjusted estimate of effect if a collapsibility test of (/3 ad j Peru) = 0 rejects at significance level a, where /3 ad j is the exposure coefficient for the model that includes a covariate term, /3 cru is the exposure coefficient for the model that does not include a covariate term, and a = 0.05 or 0.20. We used the Wald-type collapsibility test statistic ir, Padj Peru dj ) -VarGSeJ which is based on the facts that, in log-linear models, the asymptotic covariance of J3 adj and /3 cru equals the asymptotic variance of /3 adj , and the latter exceeds the asymptotic variance of p* cru when OR ec ¥^ 1 (18) . When Var(/3 adj ) -Var(j3 cru ) is less than or equal to zero, the statistic is set to zero (and the crude estimate is used) (18) . As above, variance estimates were derived from the observed information matrix evaluated at the unrestricted MLE. This statistic gave nominal to conservative performance in the simulations from collapsible structures in the present study and in the Greenland-Mickey study (18).
6) Equivalence-test the estimate difference (ETD) (7): Use the adjusted estimate of effect unless the change in the exposureeffect estimate produced by control of the variable is statistically equivalent (8) to zero. This corresponds to adjusting unless the absolute differences of the crude and adjusted coefficients are significantly less than some prespecified amount A, at some prespecified significance level a. In our setting, we determined A by transforming the ratio of crude and adjusted rate ratios for the effect of* = 4 versus* = 0. Suppose we want to adjust if the ratio of the crude rate ratio exp(4|3 cru ) to the adjusted rate ratio exp(4/3 ad j) exceeds C (for example, C -1.1 if we want no more than 10 percent bias in our estimator). All the tests were two-sided.
Point estimators
Each confounder-selection strategy defines a hybrid point estimator for the adjusted exposure coefficient. The point estimate equals j3 adj when the covariate is selected for inclusion in the model and /3 cru when it is not. Another point estimator for the adjusted exposure coefficient, suggested by Kalish (19) and generalized by Greenland (20) , is a weighted average of the crude and adjusted estimates: where (ftdj -ft™) 2 + Var(/3 adj ) -
We will refer to this estimator as the Kalish estimator. When both the numerator and denominator of ^equaled 0, fi^x was set equal to /3 cru and SE(pV al ) was set to SE(^c ru ). Otherwise, ft™ -ft dj > A -log(C)/4. 
Maldonado and Greenland
Performance evaluation
The performance of the estimators was evaluated by the following measures: 1) Percent bias of rate ratio estimators, comparing the rate of disease at the highest exposure level to the lowest exposure level. This was calculated as 100(bias factor -1), where the "bias factor" is exp(4 X simulation bias of the exposure coefficient estimator).
Recall that 4 is the range of exposure. The bias factor is the geometric mean ratio of the hybrid estimator of the rate ratio (for 4 units exposure) to exp(4J3 adj ).
2) Square root of the mean squared error (RMSE) of the hybrid estimators for the adjusted exposure coefficient. This measure, which combines bias and precision, is RMSE = average over simulation trials of V(P*" Pad)) 2 .
where $* is equal to either £ adj , £ cru , or $Kai depending on the point estimator and sampled data set.
3) Coverage rates, upper and lower miss rates, and width of 95 percent Wald confidence intervals for the adjusted exposure coefficient and adjusted rate ratios. We used the Wald interval |3* ± 1.96(SE*), where J3* is equal to either $ adj , $ cru , or Kai depending on the point estimator and sampled data set; and SE* = SE(^c ru ) if £* = J3cru, SEJ^ = SE(£ adj ) if p* = /3 adj , or SE* = SE(^Kai) if $* = PW Note that coverage rates and upper and lower miss rates for the adjusted exposure coefficient are equivalent to the corresponding measures for the adjusted rate ratio.
RESULTS
Our experiment included 32 confounding combinations of RR cd and OR ec , ranging from weak confounding to strong confounding, and four no-confounding combinations. For the sake of brevity, we will present results for only two no-confounding combinations and eight combinations in which confounding is in the upward direction, with RR^ > 1 and OR ec > 1. Results similar to those presented here were obtained with other combinations of RR cd and OR ec , including combinations in which confounding was in the downward direction. (This is to be expected, given the symmetry of the situations under recoding the exposure x as -x and the covariate z as -z.)
The combinations of RR cd and OR ec presented here define 10 mutually exclusive regions of the parameter space. Within each of these regions, the measures of performance we present are averages over different values of the parameters RR ed > b, and c. Tables 1 through 7 examine the percent average bias of rate ratio estimators. The degree of confounding increases as the values of RR cd and OR ec increase. For example, in the column for the "Crude" strategy in table 1, the percent average bias of the crude estimator, which measures the degree of confounding, ranges from 1 percent to 61 percent. Table 1 compares the average bias of five rate-ratio estimators at a sample size of 60 cases: crude (never adjust), adjusted (always adjust), the change-in-estimate strategies with 10 percent and 20 percent cut-points, and the Kalish estimator. As expected, the average bias of the crude estimator increased as the degree of confounding increased. Also as expected, the adjusted estimator was approximately unbiased, even in the presence of strong confounding.
Percent average bias of rate ratio estimators
The change-in-estimate strategy with 20 percent cut-point produced up to 12 percent bias in the estimated rate ratio when confounding was weak. In contrast, the 10 percent cut-point strategy produced no more than 5 percent bias in the estimated rate ratio. Both change-in-estimate strategies were most biased when the degree of confounding was about half of the cut-point value; it is at this degree of confounding that the strategy started to choose the adjusted estimate over the crude estimate. When confounding was strong, the change-in-estimate strategy with 10 percent cut-point was slightly less biased than with 20 percent cut-point.
The Kalish estimator was less biased than the change-in-estimate strategy with 10 percent cut-point when the exposure-covariate association was weak, but slightly more biased when the association was strong. Table 2 compares the significance-test strategies when the expected number of cases is 60. Although the average bias of all four estimators was under 10 percent, the estimators with an alpha level of 0.20 chose the adjusted estimate more frequently when confounding was present and so produced less bias than the estimators with an alpha level of 0.05. § n, number of simulation trials. I Shown in parentheses is the percent of trials in which adjusted estimate was chosen.
The proportion of time that the adjusted estimate was chosen by the significancetest-of-the-covariate strategy depended on the value of RR cd and the alpha level, and was relatively unaffected by the value of OR ec . Note that this strategy frequently chose the adjusted estimate when OR ec = 1 (so that confounding was absent) (table 3) . In contrast, other strategies do not choose the adjusted estimate when OR ec = 1.
The significance test estimators were most biased in one notable situation: the strength of the covariate was weak (e.g., RRcd = 2) and yet the magnitude of confounding was moderate because the association in the person-time between exposure and covariate was strong (e.g., OR ec = 8).
In this situation, they did not adjust frequently enough. Table 4 compares the average bias of the four equivalence-test-of-the-difference estimators at a sample size of 60 cases. The two estimators with a 20 percent cut-point produced 7-9 percent bias in the presence of weak confounding. In contrast, the estimators with 10 percent cut-point chose the adjusted estimate more frequently when confounding was present and so produced no more than 3 percent bias. The equivalencetest strategies produced the most bias when the degree of confounding was about half of the cut-point value (similar to the changein-estimate strategies), and they did not choose the adjusted estimate when OR ec = 1 (similar to the significance-test-of-thedifference strategies).
At a sample size of 180 cases, all estimators were generally less biased than at a sample size of 60 cases. However, the change-in-estimate strategy with 20 percent cut-point and the equivalence-test strategies with 20 percent cut-point produced bias greater than 10 percent when confounding was weak. Because of the overall similarity of the relative patterns to the above results, we omit a tabular summary for this sample size.
At a sample size of 20 cases, all estimators were generally more biased than at a sample size of 60 cases (tables 5-7). All strategies (including the strategy of always adjusting) exhibited more than 10 percent bias in the presence of strong confounding. In the presence of weak confounding, the change-inestimate strategy produced less bias when the cut-point was 10 percent rather than 20 percent (table 5), similar to its performance at the larger sample sizes. In the presence of strong confounding, the significance-test strategies produced notably less bias when the alpha level was 0.20 rather than 0.05 (table 6) . When confounding was weak, the equivalence-test strategies with a 10 percent cut-point produced less bias than with a 20 percent cut-point (table 7) . Overall, at a sample size of 20, three estimators produced about as little bias as the strategy of always adjusting: the change-in-estimate strategy with 10 percent cut-point and the two equivalence-test strategies with 10 percent cut-point.
Root mean squared error of estimators
In . rate of disease at highest covariate level divided by rate at lowest covariate level. (22) 5 (61) 3 (76) 2 (82) 2 (91) 3 (98) 3(100) 3(100) a = 10% cut-point 1 (6) 2 (37) 1 (82) 1 (94) 1 (99) 2 (98) 2 (99) 3(100) 3(100) 3(100) cases)* 0.20 (9) 7 (46) 5 (68) 2 (39) 3 (72) 3 (93) 3 (99) 3(100) * Width of simulation 95% confidence interval for percent bias estimates is less than 1.7%. t ORoc, odds ratio for the association of the exposure and covariate. i RRcd, rate of disease at highest covariate level divided by rate at lowest covariate level.
§ n, number of simulation trials. || Shown in parentheses is the percent of trials in which adjusted estimate was chosen. (RMSE) for a given strategy to the RMSE for the strategy of always adjusting for the covariate. Since the RMSE for the adjusted strategy is the denominator for these ratios, the ratio for this strategy is necessarily 1.00. For brevity, the results for the adjusted and equivalence-test strategies are omitted because all ratios were 1.00.
Reassuringly, the RMSE for the crude estimator relative to the adjusted estimator increased as the degree of confounding increased. Note that this result is not logically necessary, since small-sample biases could dominate comparisons and result in less net bias for the crude estimator. In the presence of strong confounding, the crude strategy had an RMSE that was 1.14 times the RMSE of the adjusted strategy. Table 8 shows that the RMSE ratio was close to 1.00 for all confounder-selection strategies regardless of the degree of confounding. Table 9 shows that the RMSE ratio for the crude strategy and for the three strategies with 20 percent cut-point increased as the sample size increased. At the larger sample sizes, the strategies with 20 percent cut- (98) 8 (21) 13 (38) 11 (69) 12 (87) 12 (94) * Width of simulation 95% confidence interval for percent bias estimates is less than 3.8%. t ORec, odds ratio for the association of the exposure and covariate. t RRcd, rate of disease at highest covariate level divided by rate at lowest covariate level. § n, number of simulation trials. || Shown in parentheses is the percent of trials in which adjusted estimate was chosen. * Width of simulation 95% confidence interval for percent bias estimates is less than 3.5%. t ORec, odds ratio for the association of the exposure and covariate. t RRcd, rate of disease at highest covariate level divided by rate at lowest covariate level.
§ n, number of simulation trials. || Shown in parentheses is the percent of trials in which adjusted estimate was chosen.
point had increased RMSE in the same situations in which they had increased bias: when the degree of confounding was about half of the cut-point value. At the larger sample sizes, all other confounder-selection strategies had an RMSE ratio close to 1.00 and so are not shown.
Note that when confounding was absent and the association between the exposure and covariate was strong (i.e., RRcd = 1 and ORec = 8), the RMSE ratio for the crude estimator was slightly less than 1.00 (tables 8 and 9). This was observed at all three sample sizes. Apparently, needlessly adjusting for one non-confounder led to only a slight decrease in the accuracy of the exposure coefficient estimator, and this slight decrease was observed only when the association between exposure and the nonconfounder was strong.
Coverage of 95 percent confidence intervals
At a sample size of 20, all 95 percent confidence intervals for the adjusted exposure coefficient, including the crude interval, had coverage rates that were close to 95 percent for all combinations of OR ec and RR cd that we examined. The same good coverage was observed at the larger sample sizes for all estimators except for the crude (as expected, its coverage decreased as the degree of confounding increased).
At a sample size of 20, all upper miss rates of 95 percent confidence intervals for the adjusted exposure coefficient, except the crude, were close to 2.5 percent. The crude interval had upper miss rates that were as low as 0.7 percent in the presence of strong confounding. Similarly, lower miss rates were close to 2.5 percent for all intervals other than the crude interval, which had lower miss rates that were as high as 7.0 percent when confounding was strong.
At a sample size of 60 cases, all intervals except the crude had nominal coverage rates, upper miss rates and lower miss rates. At a sample size of 180 cases, all intervals except the crude had nominal total coverage rates. At this large sample size, however, the three strategies with 20 percent cut-point had upper miss rates of about 1 percent and lower miss rates of about 6-7 percent when confounding was weak.
We also examined the widths of 95 percent confidence intervals relative to the width of the adjusted interval. All confounder selection strategies had about the same confidence-interval widths, with most ratios of widths at 1.00, and none below 0.98 or above 1.00.
DISCUSSION
Investigators frequently lack prior knowledge about whether a covariate is a confounder and, therefore, employ a strategy that uses the data to help them decide whether to adjust for a variable. When fitting multiplicative Poisson regression models to cohort data, we observed that at least one variation of every strategy we examined performed acceptably. Our principal findings are that those strategies for which a cut-point must be specified performed best when the cut-point was set to a low value (i.e., 10 percent rather than 20 percent), and that significance-test strategies performed best when the alpha level was set to a high value (i.e., 0.20 rather than 0.05).
For simplicity, we have focused on the common special situation of Poisson (person-time rate) regression using an exponential model. In this setting, with a single covariate, the crude and adjusted estimators should both be asymptotically unbiased if the covariate is unassociated with either exposure or disease. Nonetheless, the crude will be more efficient than the adjusted if the covariate is associated with exposure but not disease (21) . In our simulated designs, this efficiency advantage of the crude was always small. Our result may reflect the fact that we chose to simulate nonextreme designs so we would get some idea of typical behavior, rather than account for all possibilities.
If the covariate is unassociated with exposure but is associated with disease, the crude and adjusted estimators will have equal asymptotic efficiency in Poissonexponential regression (21) . In a sense, this result represents a midpoint between the two other common settings, of binomialexponential (multiplicative-risk) regression and binomial-logistic regression. When the covariate is associated with disease but not exposure, the adjusted will have greater asymptotic efficiency in binomialexponential regression, but the crude will be more efficient in binomial-logistic regression (21) (22) (23) (24) . Thus, in theory, the decision to adjust for risk factors unassociated with exposure should take into account the analysis model, as well as the basic relations among the variables. When the disease is uncommon, however, all three model forms (binomial-exponential, Poisson-exponential, and binomial-logistic) will approximate each other, and so our results should generalize to the other two models. Reassuringly, the case-control simulations in Mickey and Greenland (5) , which used an analysis model equivalent to the logistic, gave similar results to ours.
Each strategy has advantages and disadvantages which should be considered in specific applications. Significance-testing strategies have been strongly criticized (1, 4,11, 25-28); we observed that they performed adequately when the alpha level was set to higher than conventional levels (0.20 or more), as sometimes recommended (4, 5) . The significance-test-of-the-covariate strategy adjusts for the covariate more and more frequently as the strength of the covariate increases. When the covariate is a confounder, this keeps bias at an acceptably low level (if the alpha level is set to a suitably high value). When the exposure and covariate are not associated (i.e., the covariate is not a confounder), however, it needlessly adjusts for the covariate at an increasing frequency as the strength of the covariate effect increases. Although we observed little penalty for such needless adjustment, this penalty may increase when many covariates must be considered and asymptotic results become less applicable. As the number of covariates considered for control increases, we expect that adjusting for multiple nonconfounders will result in an observable loss of finite-sample precision, and so we are hesitant to recommend the significance-testof-the-covariate strategy. Other simulation studies of this strategy support this caution (9, 29) . The significance-test-of-the-difference estimator has the advantage of not needlessly adjusting for a non-confounder when the exposure and covariate are not associated.
Unlike the significance-test strategies, the change-in-estimate strategy yields an inconsistent estimator. This estimator does not start to adjust for the confounder until the magnitude of confounding is about half of the cut-point value; at this degree of confounding and below, this estimator has about the same amount of bias as the crude estimator. This bias occurs even when the sample size is large, but setting the cut-point to a tolerable level of bias seems to ensure that bias will be held well below that level. For example, using a 20 percent cut-point yields a point estimator with an average bias of about 10 percent when confounding is weak. The same observation appears to hold for the equivalence-test-of-the-difference estimator.
The Kalish estimator, which is a type of "shrinkage" estimator, performed acceptably in all the situations we examined. Natural extensions of the Kalish estimator to the case of multiple covariates include ridge, Stein, and empirical-Bayes estimators. Preliminary simulation studies (29) indicate that these approaches may offer significant accuracy gains over significance-test strategies in the multiple covariate case.
Contrary to popular impressions, the adjusted estimator will not be approximately unbiased except in suitably large samples. We observed that the adjusted estimator had about 10 percent bias at a sample size of 20 cases when the exposure and covariate were strongly associated. Another oftenoverlooked small-sample phenomenon is that the smaller variance of the crude estimator can compensate for its bias disadvantage when confounding is weak. Interestingly, we observed that all estimators, including the crude, had acceptable confidence-interval coverage rates at a small sample size.
We have, out of practical necessity, made several restrictions that limit the generality of our results. We restricted our choice of population structures, fitted models, and study design. Consequently, as with any simulation study, the results and conclusions of this study may apply only to situations that are similar to the simulated conditions. Nevertheless, our results are similar to those found by Mickey and Greenland for MantelHaenszel analysis of case-control studies (5) . Given this similarity, and the close parallel between exponential Poisson regression and logistic regression (13), we expect that our principal findings will also apply to logistic regression analyses of cohort and case-control studies. 
