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Аннотация
Настоящая статья является непосредственным продолжением статьи [18]. В начале ста-
тьи мы излагаем те известные результаты общей теории субгармонических функций, ко-
торые используются в дальнейшем.
В определении полуформального порядка требуется существование чисел 𝛿 > 0,
𝑞 ∈ (0, 1) и вещественного числа 𝑁 таких, чтобы произвольная область 𝐷(𝑅, 𝑞, 𝛿) содер-
жала точку 𝑧, такую, что 𝑣(𝑧) > 𝑁𝑉 (|𝑧|). Это условие мы называем условием Левина.
Мы ослабляем это условие и требуем только, чтобы нужная точка 𝑧 содержалась не в
произвольной области 𝐷(𝑅, 𝑞, 𝛿), а только при 𝑅 = 𝑅𝑛, где 𝑅𝑛 — некоторая последо-
вательность, сходящаяся к бесконечности. Функции, удовлетворяющие этому ослаблен-
ному условию, мы называем функциями, локально удовлетворяющими условию Левина.
Наш результат, относящийся к этому классу функций состоит в том что на множестве
𝐸 =
{︂
𝑧 : arg 𝑧 ∈ (0, 𝜋), |𝑧| ∈
∞⋃︀
𝑛=1
[︂
𝑞𝑅𝑛, 𝑅𝑛/𝑞
]︂}︂
функция 𝑣(𝑧) ведет себя как функция по-
луформального порядка 𝜌(𝑟). Отметим ещё утверждения 1 и 3 теоремы 2, связанные с
оценками полной меры множеств, которые не являются подмножествами множества 𝐸.
Основным результатом является теорема 7. В утверждении 3 этой теоремы фиксируется
новое свойство субгармонических функций конечного порядка, которое наряду со свой-
ством, формулируемым в теореме 3, можно рассматривать как одно из важнейших свойств,
выделяющих субгармонические функции в классе всех функций. Если риссовские меры
субгармонической функции 𝑣(𝑧), расположенные внутри некоторого угла 𝑆 величины 2Δ,
сместить на границу этого угла и обозначить через 𝑣Δ(𝑧) субгармоническую функцию со
смещённой риссовской мерой, то полученную функцию можно рассматривать как некото-
рое приближение для функции 𝑣(𝑧). Это приближение является гармонической функцией
внутри 𝑆. Мы получаем интегральную оценку модуля разности |𝑣(𝑧) − 𝑣Δ(𝑧)|, которая
качественно лучше, чем оценка соответствующего интеграла для |𝑣(𝑧)|. Специально ис-
следуется случай, когда нижний индикатор функции 𝑣 конечен на биссектрисе угла 𝑆.
Ключевые слова: субгармоническая функция, полуформальный порядок, локальное
условие Левина, мера Рисса, индикатор функции.
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Abstract
This article is a direct continuation of the article [18]. At the beginning of the paper, we
present those known results of the general theory of subharmonic functions, which are used in
what follows.
In the definition of a semi-formal order, it is required the existence of the real numbers 𝛿 > 0,
𝑞 ∈ (0, 1) and 𝑁 such that an arbitrary domain 𝐷(𝑅, 𝑞, 𝛿) contains a point 𝑧 which satisfies
𝑣(𝑧) > 𝑁𝑉 (|𝑧|) condition. This condition we call the Levin’s condition. We weak this condition
and require only that the necessary point 𝑧 be contained not in an arbitrary domain 𝐷(𝑅, 𝑞, 𝛿),
but only for𝑅 = 𝑅𝑛, where𝑅𝑛 is a sequence that converges to infinity. Functions that satisfy this
weakened condition are called functions that locally satisfy Levin’s condition. Our result related
to this class of functions is that on the set 𝐸 =
{︂
𝑧 : arg 𝑧 ∈ (0, 𝜋), |𝑧| ∈
∞⋃︀
𝑛=1
[︂
𝑞𝑅𝑛, 𝑅𝑛/𝑞
]︂}︂
the
function 𝑣(𝑧) behaves like a function of the semi-formal order 𝜌(𝑟). We also note assertions 1
and 3 of the theorem 2 associated with estimates of the full measure of sets that are not subsets
of the set 𝐸. The main result is the theorem 7. In assertion 3 of this theorem we fix a new
property of subharmonic functions of finite order, which, together with the property formulated
in theorem 3, can be considered as one of the most important properties that distinguish
subharmonic functions in the class of all functions. If shift the Riesz measures of a subharmonic
function 𝑣(𝑧), that are located inside some angle 𝑆 of size 2Δ, to the boundary of this angle
and to denote by 𝑣Δ(𝑧) a subharmonic function with a shifted Riesz measure, then the resulting
function can be regarded as an approximation of the function 𝑣(𝑧). This approximation is a
harmonic function inside 𝑆. We obtain an integral estimate for the modulus of the difference
|𝑣(𝑧)− 𝑣Δ(𝑧)|, which is qualitatively better than the estimate of the corresponding integral for
|𝑣(𝑧)|. A special case when the lower indicator of the function 𝑣 is finite on the bisector of the
angle 𝑆 is investigated.
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Посвящается 5-летию памяти
профессора Анатолия Филипповича Гришина
1. Введение
Настоящая статья является непосредственным продолжением статьи [18]. Основные опре-
деления, результаты и обозначения из [18] мы используем здесь без их напоминания. Ну-
мерация параграфов, формул, теорем и других утверждений дается заново. Сформулируем
основные результаты настоящей работы.
Как уже упоминалось во введении первой части нашего исследования, теоpия целых функ-
ций вполне pегуляpного pоста относительно 𝑟𝜌(𝑟), где 𝜌(𝑟) — уточненный порядок в смысле
Влирона, была создана в 30-е годы прошлого столетия независимо друг от друга в pаботах
Б. Я. Левина [15] и А. Пфлюгера [22, 23]. Изложение этой теории пpиведено в классической мо-
нографии Б. Я. Левина [16]. Теоpия целых функций вполне pегуляpного pоста занимает важ-
ное место в анализе и находит многочисленные применения. Дальнейшее развитие этой теории
в пространствах субгармонических функций конечного порядка в комплексной плоскости по-
лучило в работах А. Ф. Гpишина [6] и В. С. Азаpина [1]. Н. В. Говоpов распространил теоpию
целых функций вполне pегуляpного pоста на функции аналитические в полуплоскости [2, 3].
Одновременно, независимо от Н. В. Говоpова, А. Ф. Гpишин постpоил теоpию субгармониче-
ских функций вполне pегуляpного pоста в полуплоскости [7, 8]. Введение А. Ф. Гpишиным
понятия полной меры [9, 10] позволило А. Ф. Гpишину и М. А. Федорову получить вариант
второй основной теоремы Р. Неванлинны для полуплоскости [21]. А. А. Кондратюк [11, 12, 13],
используя теорию коэффициентов Фурье, распространил распространил теоpию целых функ-
ций вполне pегуляpного pоста на мероморфные в комплексной функции, рост которых оце-
нивается достаточно общей, не убывающей на положительной полуоси, функцией 𝛾(𝑟). При
этом теория Левина-Пфлюгера вкладывается в теорию Кондратюка как частный случай при
𝛾(𝑟) = 𝑟𝜌(𝑟). В работе [19] результаты А. А. Кондратюка были частично распространены на
дельта-субгармонические функции в полуплоскости.
Если голоморфная функция 𝑓(𝑧) на луче arg 𝑧 = 𝜃 является функцией порядка 𝜌 и вполне
регулярного роста, то это означает, что величина 𝑟−𝜌
⃒⃒⃒
ln |𝑓(𝑟𝑒𝑖𝜃𝜃)| − ℎ(𝜃)𝑟𝜌
⃒⃒⃒
(ℎ(𝜃) – индика-
тор функции 𝑓) стремится к нулю при 𝑟 → ∞ вне множества значений 𝑟 нулевой линейной
плотности. Еще до введения в работах Б. Я. Левина и А. Пфлюгера понятия функций вполне
регулярного роста В. Бернштейн [20] оценивал для произвольной функции порядка 𝜌 раз-
меры множества, где написанная выше величина мала. Один из наших результатов можно
рассматривать как далеко идущее усиление указанного результата В. Бернштейна.
В определении полуформального порядка требуется существование чисел 𝛿 > 0, 𝑞 ∈ (0, 1)
и вещественного числа 𝑁 таких, чтобы произвольная область 𝐷(𝑅, 𝑞, 𝛿) содержала точку 𝑧,
такую, что 𝑣(𝑧) > 𝑁𝑉 (|𝑧|). Это условие мы называем условием Левина. Мы ослабляем это
условие и требуем только, чтобы нужная точка 𝑧 содержалась не в произвольной области
𝐷(𝑅, 𝑞, 𝛿), а только при 𝑅 = 𝑅𝑛, где 𝑅𝑛 — некоторая последовательность, сходящаяся к бес-
конечности. Функции, удовлетворяющие этому ослабленному условию, мы называем функ-
циями, локально удовлетворяющими условию Левина. Наш результат, относящийся к этому
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классу функций состоит в том что на множестве 𝐸 =
{︂
𝑧 : arg 𝑧 ∈ (0, 𝜋), |𝑧| ∈
∞⋃︀
𝑛=1
[︂
𝑞𝑅𝑛, 𝑅𝑛/𝑞
]︂}︂
функция 𝑣(𝑧) ведет себя как функция полуформального порядка 𝜌(𝑟). Отметим ещё утвер-
ждения 1 и 3 теоремы 2, связанные с оценками полной меры множеств, которые не являются
подмножествами множества 𝐸. Основным результатом является теорема 7. В утверждении
3 этой теоремы фиксируется новое свойство субгармонических функций конечного порядка,
которое наряду со свойством, формулируемым в теореме 3, можно рассматривать как одно
из важнейших свойств, выделяющих субгармонические функции в классе всех функций. Ес-
ли риссовские меры субгармонической функции 𝑣(𝑧), расположенные внутри некоторого угла
𝑆 величины 2Δ, сместить на границу этого угла и обозначить через 𝑣Δ(𝑧) субгармоническую
функцию со смещённой риссовской мерой, то полученную функцию можно рассматривать как
некоторое приближение для функции 𝑣(𝑧). Это приближение является гармонической функ-
цией внутри 𝑆. Мы получаем интегральную оценку модуля разности |𝑣(𝑧) − 𝑣Δ(𝑧)|, которая
качественно лучше, чем оценка соответствующего интеграла для |𝑣(𝑧)|. Специально исследу-
ется случай, когда нижний индикатор функции 𝑣 конечен на биссектрисе угла 𝑆.
2. Общая теория субгармонических функций. Функции, локаль-
но удовлетворяющие условию Левина
Вначале мы рассмотрим некоторые факты, относящиеся к общей теории субгармонических
в плоскости и полуплоскости функций. Уточнённый порядок 𝜌(𝑟) называется формальным
порядком функции 𝑣(𝑧) субгармонической во всей комплексной плоскости C (в верхней полу-
плоскости C+ = {𝑧 : Im 𝑧 > 0}), если существует константа 𝑀1 такая, что 𝑣(𝑟𝑒𝑖𝜃) ≤ 𝑀1𝑉 (𝑟)
при 𝜃 ∈ [0, 2𝜋] (𝜃 ∈ (0, 𝜋)). Через SF(𝜌(𝑟)) мы обозначаем множество субгармонических во всей
комплексной плоскости C (в верхней полуплоскости C+) функций, для которых 𝜌(𝑟) является
формальным порядком. Мы не делаем различия в обозначении SF(𝜌(𝑟)) для субгармонических
во всей комплексной плоскости C или в верхней полуплоскости C+) функций, из контекста
всегда ясно будет видно о каком множестве идет речь.
Субгармоническая функция 𝑣(𝑧) называется функцией конечного порядка, если существует
уточнённый порядок 𝜌(𝑟) такой, что 𝑣(𝑧) ∈ SF(𝜌(𝑟)).
Уточнённый порядок 𝜌(𝑟) называется полуформальным порядком функции 𝑣(𝑧) субгармо-
нической в C+, если 𝜌(𝑟) — формальный порядок этой функции и выполняется условие Б. Я.
Левина: существуют числа 𝑞 ∈ (0, 1), 𝛿 ∈ (0, 𝜋/2), 𝑀2, такие, что в каждой области
D(𝑅, 𝑞, 𝛿) =
{︂
𝑧 : 𝑞𝑅 < |𝑧| < 1
𝑞
𝑅, 𝛿 < arg 𝑧 < 𝜋 − 𝛿
}︂
(1)
найдётся точка 𝑧 такая, что 𝑣(𝑧) ≥ 𝑀2𝑉 (|𝑧|). Такого типа условие появилось в одной теоpе-
ме Б. Я. Левина [16, глава 2, теорема 7]. Аналогичное определение вводится для функций
субгармонических в угле arg 𝑧 ∈ (𝛼, 𝛽).
Известно, что если 𝜌 > 𝜋/(𝛽 − 𝛼), то каждый формальный порядок функции 𝑣(𝑧) одновре-
менно является полуформальным порядком. Таким образом, различие между формальным и
полуформальным порядками наблюдается только при 𝜌 ≤ 𝜋/(𝛽 − 𝛼). Через SHF(𝜌(𝑟)) мы обо-
значаем множество субгармонических функций, для которых 𝜌(𝑟) является полуформальным
порядком.
Пусть 𝑣(𝑧) — субгармоническая функция внутри угла (𝛼, 𝛽). Обозначим через 𝐸𝑣 множе-
ство чисел 𝜌 вида 𝜌 = lim
𝑟→∞ 𝜌(𝑟), где 𝜌(𝑟) — полуформальный порядок функции 𝑣(𝑧). Величина
inf 𝐸𝑣 называется порядком функции 𝑣(𝑧) внутри угла (𝛼, 𝛽).
Обозначим через 𝐶(𝑧, 𝑟), 𝐵(𝑧, 𝑟) соответственно открытый и замкнутый круг с центром в
точке 𝑧 радиса 𝑟. Через SK мы обозначаем класс функций 𝑣(𝑧), субгармонических в C+ и име-
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ющих в каждом полукруге 𝐶+(0, 𝑅) = {𝑧 : |𝑧| < 𝑅, Im 𝑧 > 0} положительную гармоническую
мажоранту. Для функций 𝑣(𝑧) ∈ SK, следуя [9], вводится понятие полной меры 𝜆 следующим
образом. Ограничение меры 𝜆 на полуплоскость Im 𝑧 < 0 — есть нулевая мера. Ограничение
меры 𝜆 на полуплоскость Im 𝑧 > 0 — есть мера 𝑑𝜆(𝜁) = 2𝜋Im 𝜁 𝑑𝜇(𝜁), где 𝜇 — риссовская мера
функции 𝑣(𝑧). Ограничение меры 𝜆 на вещественную ось R есть мера 𝜈, где 𝜈 определяется
равенством
𝜈([𝑎, 𝑏]) = lim
𝑦→+0
𝑏∫︁
𝑎
𝑣(𝑥+ 𝑖𝑦) 𝑑𝑥− 1
2
𝜈({𝑎})− 1
2
𝜈({𝑏}) .
Мера 𝜆 является конечной на каждом компакте и определяет субгармоническую функцию
класса SK с точностью до слагаемого Im 𝑔(𝑧), где 𝑔(𝑧) — целая вещественная функция (то есть
принимает вещественные значения при вещественных значениях аргумента). Для функций
класса SK почти всюду существует предел
𝑣(𝑡) = lim
𝑦→+0
𝑣(𝑡+ 𝑖𝑦), 𝑣(𝑡) ∈ 𝐿1,𝑙𝑜𝑐(−∞,∞) ,
и выполняется равенство 𝑑𝜈(𝑡) = 𝑣(𝑡) 𝑑𝑡+𝑑𝜎(𝑡), где 𝜎 — сингулярная относительно меры Лебега
мера, называемая сингулярной граничной мерой функции 𝑣. Для функций 𝑣(𝑧) ∈ SF(𝜌(𝑟))
мера 𝜎 отрицательная. Если кроме того 𝜌 < 1, то для полной меры 𝑙 справедливо неравенство∫︁∫︁
𝑑|𝜆|(𝜁)
1 + |𝜁|2 <∞, |𝜆| = 𝜆+ + 𝜆− ,
а для функции 𝑣(𝑧) имеет место представление
𝑣(𝑧) =
1
2𝜋
∫︁∫︁
𝐾(𝑧, 𝜁) 𝑑𝜆(𝜁) + 𝑐𝑦, 𝑐 ≤ 0 ,
где
𝐾(𝑧, 𝜁) =
1
Im 𝜁
ln
⃒⃒⃒⃒
𝑧 − 𝜁
𝑧 − 𝜁
⃒⃒⃒⃒
,
причём ядро 𝐾 при Im 𝜁 = 0 определяется по непрерывности. Нам удобно будет считать, что
𝐾(𝑧, 𝜁) = 0 при Im 𝜁 < 0.
Пусть 𝑣(𝑧) ∈ SF(𝜌(𝑟)) в C+, 𝜌 ≥ 0. Для того чтобы уточнённый порядок 𝜌(𝑟) был полу-
формальным порядком функции 𝑣(𝑧), необходимо и достаточно, чтобы для некоторого 𝑀3 и
для всех 𝑅 ≥ 1 выполнялось неравенство
|𝜆|([𝑅, 2𝑅, 0, 𝜋]) ≤𝑀3𝑅𝑉 (𝑅) ,
где
[𝑅1, 𝑅2, 𝜙1, 𝜙2] = {𝑧 : 𝑅1 ≤ |𝑧| ≤ 𝑅2, 𝜙1 ≤ arg 𝑧 ≤ 𝜙2} .
Через 𝑉 (𝑟) мы как и в первой части нашего исследования обозначаем функцию 𝑟𝜌(𝑟).
Пусть 𝐴 = {𝐶(𝑧𝑗 , 𝑅𝑗), 𝑗 = 1, 2, . . . } – система открытых кругов. Величина
𝑙*(𝐴) = lim sup
𝑅→∞
1
𝑅
∑︁
|𝑧𝑗 |≤𝑅
𝑅𝑗
называется верхней линейной плотностью системы 𝐴. Если множество 𝐹 можно покрыть си-
стемой кругов 𝐴 с 𝑙*(𝐴) = 0, то 𝐹 называется 𝐶0 — множеством.Этот теpмин ввел Б. Я. Левин.
Если 𝐸 ⊂ [0,∞), то величина
𝑙*(𝐸) = lim sup
𝑅→∞
1
𝑅
𝑅∫︁
0
𝜒𝐸(𝑡) 𝑑𝑡
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называется верхней линейной плотностью множества 𝐸. Здесь 𝜒𝐸 — характеристическая
функция множества 𝐸.
Пусть 𝜇 — положительная мера в плоскости C, такая, что 𝜇(𝐶(0, 𝑟)) ≤ 𝐾𝑉 (𝑟) при некото-
ром 𝐾 > 0, не зависящем от 𝑟. И пусть 𝐴(𝑟), 𝑟 ∈ [0,∞), 𝐴(0) > 0, 𝜙(𝛼), 𝛼 ∈ [0, 1], 𝜙(0) = 0
— возрастающие непрерывные функции. Исключительным множеством для меры 𝜇, постро-
енном с помощью функций 𝐴(𝑟) и 𝜙(𝛼), называется множество 𝐹 тех точек 𝑧 ∈ C∖{0}, для
которых существует 𝛼 ∈ (0, 1] такое, что
𝜇(𝐵(𝑧, 𝛼𝑟)) ≥ 𝜙(𝛼)𝐴(𝑟), 𝑟 = |𝑧| . (2)
Легко видеть, что для каждого 𝑧 ∈ 𝐹 существует максимальное 𝛼 (мы его будем обозначать
𝛼𝑧), для которого выполняется неравенство (2). Если 𝛼𝑧 < 1, то выполняется равенство
𝜇(𝐵(𝑧, 𝛼𝑧𝑟)) = 𝜙(𝛼𝑧)𝑉 (𝑟) .
Обозначим 𝐺 =
⋃︀
𝑧∈𝐹
𝐶(𝑧, 𝛼𝑧𝑟) и пусть 𝐺 =
⋃︀
𝑖
𝐺𝑖 — разложение открытого множества 𝐺 на
связные компоненты. Если компонента 𝐺𝑖 ограничена, то через 𝐶(𝑔𝑖, 𝑅𝑖) мы обозначим круг
наименьшего радиуса, содержащий множество 𝐺𝑖. Если все компоненты 𝐺𝑖 ограничены, то
через 𝐴 мы будем обозначать систему кругов 𝐶(𝑔𝑖, 𝑅𝑖), 𝑖 = 1, 2, ....
Теорема 1. Пусть 𝑣(𝑧) — субгармоническая функция во всей плоскости, 𝜌(𝑟) — её фор-
мальный порядок, 𝜇 — её риссовская мера, 𝜂 — произвольное число из интервала (0, 1/4). Тогда
существуют величины 𝑀4, 𝑀5, 𝑀6, не зависящие от 𝜂, такие, что если 𝐹 — исключитель-
ное множество для меры 𝜇, построенное с помощью функций 𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) =
𝑀4𝛼
𝜂
, то
𝑙*(𝐴) ≤ 𝜂 и выполняются неравенства
|𝑣(𝑧)| ≤𝑀5 ln
(︂
1
𝜂
)︂
𝑉 (𝑟), 𝑧 /∈ 𝐹 ,
|𝑣(𝑧 + ℎ𝑧)− 𝑣(𝑧)| ≤𝑀6
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂𝑡
)︂
𝑑𝑡 𝑉 (𝑟), 𝑧, 𝑧 + ℎ𝑧 /∈ 𝐹 .
Более подробное изложение и доказательство большинства из пpиведенных выше pезуль-
татов можно найти [6, 7, 8, 9, 10].
Как мы уже отмечали, субгармоническая функция 𝑣(𝑧) формального порядка 𝜌(𝑟) называ-
ется функцией полуформального порядка 𝜌(𝑟), если выполнено условие Б. Я. Левина. Сейчас
мы ослабим это условие, потребовав чтобы оно выполнялось не для любой области 𝐷(𝑅, 𝑞, 𝛿),
а только при 𝑅 ∈ 𝐸, где 𝐸 — некоторое неограниченное множество. В этом случае мы бу-
дем говорить, что функция 𝑣(𝑧) локально удовлетворяет условию Б. Я. Левина. Утверждения
следующей теоремы для случая функций 𝑣(𝑧) полуформального порядка 𝜌(𝑟) известны и их
можно извлечь, например, из работ [6, 7, 8, 9]. Если считать доказанными утверждения 1,
3, 6 нижеследующей теоремы, то остальные утверждения доказываются точно также, как и
для функций полуформального порядка 𝜌(𝑟). Поэтому мы не будем полностью доказывать
теорему 2, а только пункты 1, 3, 6 этой теоремы.
Теорема 2. Пусть 𝑣(𝑧) ∈ 𝑆𝐹 (𝜌(𝑟)), 𝛿 ∈ (0, 𝜋/2), 𝑞 ∈ (0, 1), 𝜆 — полная мера функции
𝑣(𝑧), 𝑁 ∈ (−∞,+∞),
𝐴𝑁 =
{︃
𝑟 ≥ 1 : sup
0∈[𝛿,𝜋−𝛿]
𝑣(𝑟𝑒𝑖𝜃) ≥ 𝑁𝑉 (𝑟)
}︃
,
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𝐸1 =
⋃︁
𝑟∈𝐴𝑁
(︂
𝑞𝑟,
1
𝑞
𝑟
)︂
, 𝐸2 =
⋃︁
𝑟∈𝐴𝑁
(︂
𝑞
2
𝑟,
2
𝑞
𝑟
)︂
,
𝐷1 = 𝐸1 ×
(︂
𝜋
4
,
3𝜋
4
)︂
, 𝐷2 = 𝐸2 ×
(︂
𝜋
8
,
7𝜋
8
)︂
.
Пусть 𝐴𝑁–неограниченное множество. Тогда
1) |𝜆| ([0, 𝑟, 0, 𝜋]) ≤𝑀7𝑟𝑉 (𝑟), 𝑟 ≥ 1, 𝑟 ∈ 𝐸2, 𝜌 > 0 ,
2) |𝜆|([𝑞𝑟, 𝑟/𝑞, 0, 𝜋]) ≤𝑀8𝑟𝑉 (𝑟), 𝑟 ≥ 1, 𝑟 ∈ 𝐸2, 𝜌 = 0 ,
3)
∞∫︁
𝑟
𝑑|𝜆|(𝑡)
𝑡2
≤𝑀9𝑉 (𝑟)
𝑟
, 𝑟 ∈ 𝐸2, 0 ≤ 𝜌 < 1 ,
4)
𝑣(𝑧) =
1
2𝜋
∫︁∫︁
𝐶(𝑧,𝛼𝑟)
𝐾(𝑧, 𝜁) 𝑑𝜆(𝜁) + sin 𝜃𝑑𝛼(𝑧)𝑉 (𝑟), 𝑧 = 𝑟𝑒
𝑖𝜃 ,
где при любом 𝛼 ∈ (0, 1), 𝑑𝛼(𝑧) — есть ограниченная функция при |𝑧| ∈ 𝐸2,
5)
𝑣(𝑧 + ℎ𝑧)− 𝑣(𝑧) = 1
2𝜋
∫︁∫︁
𝐶(𝑧,𝛼𝑟)
(𝐾(𝑧 + ℎ𝑧, 𝜁)−𝐾(𝑧, 𝜁)) 𝑑𝜆(𝜁) + |ℎ|𝑑𝛼(𝑧, ℎ)𝑉 (𝑟) ,
где при любом 𝛼 ∈ (0, 1), |ℎ| ≤ 12𝛼, 𝑑𝛼(𝑧, ℎ) — есть ограниченная функция при |𝑧| ∈ 𝐸2,
6)
𝜋∫︁
0
|𝑣(𝑟𝑒𝑖𝜃)| sin 𝜃 𝑑𝜃 ≤𝑀10𝑉 (𝑟), 𝑟 ∈ 𝐸2 .
Пусть 𝜌 ∈ (0, 1), 𝜇1 — ограничение риссовской меры функции 𝑣 на множество 𝐷2,
𝑣1(𝑧) =
∫︁∫︁
ln
⃒⃒⃒⃒
1− 𝑧
𝜁
⃒⃒⃒⃒
𝑑𝜇1(𝜁), 𝑣2(𝑧) = 𝑣(𝑧)− 𝑣1(𝑧) .
Тогда
7) 𝑣1(𝑧) — субгармоническая функция во всей плоскости формального порядка 𝜌(𝑟),
8) 𝑣2(𝑧) — есть субгармоническая функция в C+, гармоническая на множестве 𝐷2,
9) |𝑣2(𝑧)| ≤𝑀11𝑉 (𝑟), 𝑧 ∈ 𝐷1,
10) |𝑣2(𝑧 + ℎ𝑧)− 𝑣2(𝑧)| ≤𝑀12|ℎ|𝑉 (𝑟), 𝑧, 𝑧 + ℎ𝑧 ∈ 𝐷1.
Доказательство. Пусть 𝑟 ∈ 𝐸2. Тогда существует число 𝑅 такое, что для некотоpого
𝑤 = 𝑅𝑒𝑖𝜙, 𝜙 ∈ [𝛿, 𝜋 − 𝛿] будет выполняться неpавенство 𝑣(𝑤) ≥ 𝑁𝑉 (𝑅) и 𝑟 ∈ [𝑞𝑅/2, 2𝑅/𝑞]. В
полукpуге 𝐶+ (0, 4𝑅/𝑞) спpаведливо неpавенство 𝑣(𝑧) ≤ 𝑀13𝑉 (𝑅). Пусть 𝐺(𝑧, 𝜁) — функция
Гpина этого полукpуга, а 𝐻 — наименьшая положительная мажоpанта функции 𝑣 в том же
полукpуге. Тогда 𝐻(𝑧) ≤ 𝑀13𝑉 (𝑅) пpи 𝑧 ∈ 𝐶+ (0, 4𝑅/𝑞). Из пpедставления Рисса-Маpтина
для функций 𝑣, 𝐻 в полукpуге 𝐶+ (0, 4𝑅/𝑞) следует∫︁∫︁
𝐶+(0,4𝑅/𝑞)
𝐺(𝑤, 𝜁) 𝑑𝜇(𝜁) +
𝑅
2𝜋
𝜋∫︁
0
𝜕𝐺
(︀
𝑤, 4𝑅𝑒𝑖𝜃/𝑞
)︀
𝜕𝑛
⃒⃒⃒⃒
𝑣
(︂
4
𝑞
𝑅𝑒𝑖𝜃
)︂⃒⃒⃒⃒
𝑑𝜃+
1
2𝜋
4𝑅/𝑞∫︁
−4𝑅/𝑞
𝜕𝐺(𝑤, 𝑡)
𝜕𝑛
𝑑|𝜈|(𝑡) = 2𝐻(𝑤)− 𝑣(𝑤) ,
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где 𝜇 — pиссовская меpа, а 𝜈 — гpаничная меpа функции 𝑣,
𝜕
𝜕𝑛
— производная по внутренней
нормали. Имеем
2𝐻(𝑤)− 𝑣(𝑤) ≤𝑀14𝑉 (𝑅), 𝑀14 = 2𝑀13 −𝑁 .
Пpи |𝜁| ≤ 2𝑅/𝑞 спpаведливо неpавенство
2𝜋
Im 𝜁
𝑅
≤𝑀15𝐺(𝑤, 𝜁) ,
где величина 𝑀15 зависит только от 𝛿 и 𝑞. Это дает
1
𝑅
∫︁∫︁
𝐶+(0,2𝑅/𝑞)
2𝜋Im 𝜁 𝑑𝜇(𝜁) ≤𝑀15
∫︁∫︁
𝐶+(0,2𝑅/𝑞)
𝐺(𝑤, 𝜁) 𝑑𝜇(𝜁) ≤𝑀14𝑀15𝑉 (𝑅) . (3)
Пpи |𝑡| ≤ 2𝑅/𝑞 спpаведливо неpавенство
1
𝑅
≤𝑀16 1
2𝜋
𝜕𝐺(𝑤, 𝑡)
𝜕𝑛
.
Это дает
1
𝑅
|𝜈|
(︂[︂
−2
𝑞
𝑅,
2
𝑞
𝑅
]︂)︂
=
1
𝑅
2𝑅/𝑞∫︁
−2𝑅/𝑞
𝑑|𝜈|(𝑡) ≤𝑀16 1
2𝜋
2𝑅/𝑞∫︁
−2𝑅/𝑞
𝜕𝐺(𝑤, 𝑡)
𝜕𝑛
𝑑|𝜈|(𝑡) ≤
𝑀14𝑀16𝑉 (𝑅) . (4)
Из неpавенств (3) и (4) следует
|𝜆|
(︁
𝐶+ (0, 2𝑅/𝑞)
)︁
≤𝑀17𝑅𝑉 (𝑅) .
Так как 𝑟 ∈ [𝑞𝑅/2, 2𝑅/𝑞], то
|𝜆|(𝐶+(0, 𝑟)) ≤ |𝜆|
(︁
𝐶+ (0, 2𝑅/𝑞)
)︁
≤𝑀17𝑅𝑉 (𝑅) ≤𝑀18𝑟𝑉 (𝑟) .
Утвеpждение 1 теоpемы доказано.
Заметим, аналогично доказывается, что неpавенство |𝜆|(𝐶+(0, 𝑟)) ≤ 𝑀19𝑉 (𝑟) спpаведливо
пpи 𝑟 ∈ ⋃︀
𝑅∈𝐴𝑁
[𝑞𝑅/4, 4𝑅/𝑞). Далее неpавенство
sin 𝜃 ≤𝑀20 𝑅
2𝜋
𝜕𝐺
(︀
𝑤, 4𝑅𝑒𝑖𝜃/𝑞
)︀
𝜕𝑛
дает
𝜋∫︁
0
⃒⃒⃒⃒
𝑣
(︂
4
𝑞
𝑅𝑒𝑖𝜃
)︂⃒⃒⃒⃒
sin 𝜃 𝑑𝜃 ≤𝑀14𝑀20𝑉 (𝑅) .
Напишем фоpмулу Каpлемана
1
𝑅2
𝜋∫︁
0
𝑣
(︁
𝑅2𝑒
𝑖𝜃
)︁
sin 𝜃 𝑑𝜃 =
𝑅2∫︁
𝑅1
𝜆(𝑡)
𝑡3
𝑑𝑡+
1
𝑅1
𝜋∫︁
0
𝑣
(︁
𝑅1𝑒
𝑖𝜃
)︁
sin 𝜃 𝑑𝜃 .
244 К. Г. Малютин, М. В. Кабанко, Т. И. Малютина
Из полученных pанее оценок и фоpмулы Каpлемана с 𝑅2 = 4𝑅/𝑞, 𝑅1 = 𝑟 следует⃒⃒⃒⃒
⃒⃒
𝜋∫︁
0
𝑣
(︁
𝑟𝑒𝑖𝜃
)︁
sin 𝜃 𝑑𝜃
⃒⃒⃒⃒
⃒⃒ ≤𝑀21𝑉 (𝑟) .
Вместе с очевидной фоpмулой 𝑣+
(︀
𝑟𝑒𝑖𝜃
)︀ ≤𝑀22𝑉 (𝑟) это дает утвеpждение 6 теоpемы 2.
Пусть тепеpь 𝜌 < 1. Тогда, взяв в фоpмуле Каpлемана 𝑅1 = 𝑟 и пеpейдя к пpеделу пpи
𝑅2 →∞, 𝑅2 ∈ 𝐸2, мы получим
∞∫︁
𝑟
𝜆(𝑡)
𝑡3
𝑑𝑡 = −1
𝑟
𝜋∫︁
0
𝑣
(︁
𝑟𝑒𝑖𝜃
)︁
sin 𝜃 𝑑𝜃 , (5)
где интегpал в левой части понимается в особом смысле,
∞∫︁
𝑟
𝜆(𝑡)
𝑡3
𝑑𝑡 = lim
𝑅2→∞
𝑅2∈𝐸2
𝑅2∫︁
𝑟
𝜆(𝑡)
𝑡3
𝑑𝑡 .
Так как 𝑣 ∈ SF(𝜌(𝑟)), то сингуляpная гpаничная меpа функции 𝑣 отpицательна. Поэтому меpа
𝜆− сосpедоточена на вещественной оси и имеет вид 𝑑𝜆−(𝑡) = 𝑣+(𝑡) 𝑑𝑡. Тогда
𝜆1(𝑟) = 𝜆−(𝐵(0, 𝑟)) =
𝑟∫︁
−𝑟
𝑣+(𝑡) 𝑑𝑡 ≤𝑀23𝑟𝑉 (𝑟) .
Отсюда следует сходимость интеграла
∞∫︁
𝑟
𝜆1(𝑡)
𝑡3
𝑑𝑡 , абсолютная сходимость интеграла
∞∫︁
𝑟
𝜆(𝑡)
𝑡3
𝑑𝑡
и, более того, сходимость интеграла
∞∫︁
𝑟
𝜆2(𝑡)
𝑡3
𝑑𝑡 , где 𝑙2(𝑡) = |𝑙|(𝐵(0, 𝑡)). Равенство
∞∫︁
𝑟
𝑑𝜆2(𝑡)
𝑡2
= −𝜆2(𝑟)
𝑟2
+ 2
∞∫︁
𝑟
𝜆2(𝑡)
𝑡3
𝑑𝑡
вместе с (5) дает утверждение 3 теоремы 2.
В дальнейшем нам будет нужно следующее утверждение.
Теорема 3. Пусть 𝑣(𝑧) — субгармоническая функция во всей плоскости, 𝜌(𝑟) — её фор-
мальный порядок, 𝐸 — измеримое множество на полуоси [0,∞), 𝐸𝑅 = 𝐸 ∩ [0, 𝑅]. Тогда
существует величина 𝑀24, не зависящая от 𝑅 и 𝜃, такая, что
𝑅∫︁
0
𝜒𝐸(𝑡)|𝑣(𝑡𝑒𝑖𝜃)| 𝑑𝑡 ≤𝑀24mes𝐸𝑅
𝑅
ln
4𝑅
mes𝐸𝑅
𝑅𝑉 (𝑅) .
Теорема 3 — это аналог леммы Эдрея и Фукса о малых дугах, доказательство которой
приведено в [4, глава I, теорема 7.3]. Теорема 3 доказывается тем же методом. Для полноты
изложения пpиведем его.
Можно считать,что 𝜃 = 0. Стандартным способом доказывается, что
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𝑣(𝑡) =
∫︁∫︁
𝐶(𝑡,𝛿𝑡)
ln
⃒⃒⃒⃒
1− 𝑡
𝜁
⃒⃒⃒⃒
𝑑𝜇(𝜁) + 𝑑(𝑡)𝑉 (𝑡) ,
где 𝑑(𝑡) — огpаниченная на полуоси [1,∞) функция при каждом фиксированном 𝛿 > 0. В
дальнейшем мы будем считать, что 𝛿 ∈ (0, 1/8). Пусть 𝛾(𝑡) = 𝜇 (𝐵(0, 𝑡)). Тогда 𝛾(𝑡) ≤ 𝑀𝑉 (𝑡).
Далее, поскольку ln |1− 𝑡/𝜁| отpицательно пpи 𝜁 ∈ 𝐶(𝑡, 𝛿𝑡), то
𝐼 =
𝑅∫︁
0
𝜒𝐸(𝑡)|𝑣(𝑡)| 𝑑𝑡 ≤
𝑅∫︁
0
𝜒𝐸(𝑡)
∫︁∫︁
𝐶(𝑡,𝛿𝑡)
ln
⃒⃒⃒⃒
𝜁
𝜁 − 𝑡
⃒⃒⃒⃒
𝑑𝜇(𝜁)𝑑𝑡+
𝑀mes𝐸𝑅𝑉 (𝑟) ≤
𝑅∫︁
0
(1+𝛿)𝑡∫︁
(1−𝛿)𝑡
ln
𝜏
|𝜏 − 𝑡| 𝑑𝛾(𝜏) 𝜒𝐸(𝑡) 𝑑𝑡+
𝑀mes𝐸𝑅𝑉 (𝑅) ≤
2𝑅∫︁
0
𝑅∫︁
0
𝜒𝐸(𝑡)ln
+ 𝜏
|𝜏 − 𝑡| 𝑑𝑡𝑑𝛾(𝜏) +𝑀mes𝐸𝑅𝑉 (𝑅) .
Так как функция 𝜙(𝑡) = ln+ 𝜏/|𝜏 − 𝑡| пpинимает наибольшее значение пpи 𝑡 = 𝜏 и убывает
на полуоси [𝜏,∞), и так как функция 𝜓(𝑢) = 𝜙(𝑢+ 𝜏) является четной, то
𝐼 ≤
2𝑅∫︁
0
1
2
mes𝐸𝑅∫︁
− 1
2
mes𝐸𝑅
ln+
𝜏
𝑢
𝑑𝑢𝑑𝛾(𝜏) +𝑀mes𝐸𝑅𝑉 (𝑅) =
2
2𝑅∫︁
0
min(𝜏, 1
2
mes𝐸𝑅)∫︁
0
ln
𝜏
|𝑢| 𝑑𝑢𝑑𝛾(𝜏) +𝑀mes𝐸𝑅𝑉 (𝑅) .
Вычисляя внутpенний интегpал, получим
𝐼 ≤ 2
1
2
mes𝐸𝑅∫︁
0
𝜏 𝑑𝛾(𝜏) + mes𝐸𝑅
2𝑅∫︁
1
2
mes𝐸𝑅
ln
2𝜏
mes𝐸𝑅
𝑑𝛾(𝜏)+
mes𝐸𝑅
2𝑅∫︁
1
2
mes𝐸𝑅
𝑑𝛾(𝜏) +𝑀mes𝐸𝑅𝑉 (𝑅) ≤𝑀mes𝐸𝑅
4𝑅
ln
4𝑅
mes𝐸𝑅
𝑅𝑉 (𝑅) .
Теоpема доказана.
3. Интегральная оценка разности субгармонических функций со
смещёнными риссовскими мерами
В этом параграфе мы рассмотрим функцию 𝑣Δ(𝑧), которая получается из 𝑣(𝑧) смещением
вдоль окружностей с центром в нуле части её риссовской меры, расположенной внутри угла
(𝜃 −Δ, 𝜃 +Δ) на граничные лучи этого угла.
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Пусть 𝑣 ∈ SF(𝜌(𝑟)), 𝜌 < 1, 𝜆 – полная мера, 𝜈 – граничная мера функции 𝑣(𝑧). Как мы уже
отмечали, для функции 𝑣(𝑧) справедливо представление:
𝑣(𝑧) =
1
2𝜋
∫︁∫︁
𝐾(𝑧, 𝜁) 𝑑𝜆(𝜁) + 𝛼𝑦 =
𝑦
𝜋
∞∫︁
−∞
𝑑𝜈(𝑡)
(𝑡− 𝑥)2 + 𝑦2+
∫︁∫︁
C+
ln
⃒⃒⃒⃒
𝑧 − 𝜁
𝑧 − 𝜁
⃒⃒⃒⃒
𝑑𝜇(𝜁) + 𝛼𝑦, 𝑧 = 𝑥+ 𝑖𝑦 .
Пусть 𝜃 ∈ (0, 𝜋) — некоторое фиксированное число, Δ > 0, [𝜃 −Δ, 𝜃 +Δ] ⊂ (0, 𝜋). Пусть ℎ —
отображение C+ в себя, определяемое формулой
ℎ(𝜁) =
⎧⎨⎩
𝜁, arg 𝜁 /∈ (𝜃 −Δ, 𝜃 +Δ),
|𝜁|𝑒𝑖(𝜃−Δ), arg 𝜁 ∈ (𝜃 −Δ],
|𝜁|𝑒𝑖(𝜃+Δ), arg 𝜁 ∈ (𝜃 +Δ) .
(6)
Пусть 𝜇ℎ(𝐸) = 𝜇(ℎ−1(𝐸)). Меру 𝜇ℎ мы называем мерой, полученной из меры 𝜇 смещением
вдоль окружностей с центром в нуле части меры 𝜇, расположенной внутри угла (𝜃−Δ, 𝜃+Δ)
на стороны этого угла. По формуле замены переменной в интеграле получаем∫︁∫︁
C+
ln
⃒⃒⃒⃒
𝑧 − ℎ(𝜁)
𝑧 − ¯ℎ(𝜁)
⃒⃒⃒⃒
𝑑𝜇(𝜁) =
∫︁∫︁
C+
ln
⃒⃒⃒⃒
𝑧 − 𝜁
𝑧 − 𝜁
⃒⃒⃒⃒
𝑑𝜇ℎ(𝜁) .
Обозначим
𝑆Δ = {𝜁 : 𝜃 −Δ < arg 𝜁 < 𝜃 +Δ} ,
𝑣Δ(𝑧) =
𝑦
𝜋
∞∫︁
−∞
𝑑𝜈(𝑡)
(𝑡− 𝑥)2 + 𝑦2 +
∫︁∫︁
C+
ln
⃒⃒⃒⃒
⃒𝑧 − ℎ(𝜁)𝑧 − ℎ(𝜁)
⃒⃒⃒⃒
⃒ 𝑑𝜇(𝜁) + 𝛼𝑦 .
Отметим, что
𝑣(𝑧)− 𝑣Δ(𝑧) =
∫︁∫︁
𝑆Δ
ln
⃒⃒⃒⃒
⃒(𝑧 − 𝜁)(𝑧 − ℎ(𝜁))(𝑧 − 𝜁)(𝑧 − ℎ(𝜁))
⃒⃒⃒⃒
⃒ 𝑑𝜇(𝜁) .
Пусть 𝜁 ∈ 𝑆(Δ), 𝑧 = 𝑟𝑒𝑖𝜃, 𝜁 = 𝜏𝑒𝑖(𝜃+𝜙), ℎ(𝜁) = 𝜏𝑒𝑖(𝜃+𝜓). Тогда sign 𝜙 = sign 𝜓 пpи 𝜙 ̸= 0,
|𝜙| ≤ |𝜓|, |𝜓| = Δ. Рассмотpим величину
𝐿(𝑟, 𝜏) = ln
⃒⃒⃒⃒
⃒𝑧 − ℎ(𝜁)𝑧 − 𝜁 𝑧 − 𝜁𝑧 − ℎ(𝜁)
⃒⃒⃒⃒
⃒ = ln
⃒⃒⃒⃒
⃒𝑟 − 𝜏𝑒𝑖𝜓𝑟 − 𝜏𝑒𝑖𝜙 𝑟 − 𝜏𝑒−𝑖(2𝜃+𝜙)𝑟 − 𝜏𝑒−𝑖(2𝜃+𝜓)
⃒⃒⃒⃒
⃒ =
1
2
ln
𝑟2 − 2𝑟𝜏 cos𝜓 + 𝜏2
𝑟2 − 2𝑟𝜏 cos𝜙+ 𝜏2
𝑟2 − 2𝑟𝜏 cos(2𝜃 + 𝜙) + 𝜏2
𝑟2 − 2𝑟𝜏 cos(2𝜃 + 𝜓) + 𝜏2 .
Выбиpая 𝜃 = 𝜋/2 (дpугие случаи в дальнейшем не используются), получим
𝐿(𝑟, 𝜏) =
1
2
ln
𝑟2 − 2𝑟𝜏 cos𝜓 + 𝜏2
𝑟2 + 2𝑟𝜏 cos𝜙+ 𝜏2
𝑟2 − 2𝑟𝜏 cos𝜙+ 𝜏2
𝑟2 + 2𝑟𝜏 cos𝜓 + 𝜏2
=
1
2
ln
(︂
1 +
4𝑟𝜏(𝑟2 + 𝜏2)(cos𝜙− cos𝜓)
(𝑟2 − 2𝑟𝜏 cos𝜙+ 𝜏2)(𝑟2 + 2𝑟𝜏 cos𝜓 + 𝜏2)
)︂
.
Отсюда, в частности, вытекают следующие свойства, котоpые необходимы для дальнейшего:
0 ≤ 𝐿(𝑟, 𝜏) ≤ 1
2
ln
(︂
1 +
2𝑟𝜏Δ2
(𝑟 − 𝜏)2
)︂
, 𝑣(𝑖𝑡) ≤ 𝑣Δ(𝑖𝑡) .
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Теорема 4. Пусть 𝑣 ∈ SF(𝜌(𝑟)) в C+, 𝜌 ∈ (0, 1),
ℎ(𝜙) = lim sup
𝑟→∞
𝑣(𝑟𝑒𝑖𝜙)
𝑉 (𝑟)
−−−
индикатор функции 𝑣(𝑧) относительно уточнённого порядка 𝜌(𝑟), ℎ(𝜙) ̸= −∞. Пусть 𝐴𝑁 и
𝐸1 — те множества, которые определены в теореме 2, причём 𝑁 выбрано таким образом,
чтобы множество 𝐴𝑁 было бы неограниченным. Пусть Δ1 ∈ (0, 1/2), Δ ∈ (0,Δ1). Тогда
существует величина 𝑀25, не зависящая от 𝑅, Δ, Δ1 такая, что при 𝑅 ∈ 𝐸1 выполняется
неравенство:
(1+Δ1)𝑅∫︁
𝑅
|𝑣(𝑖𝑡)− 𝑣Δ(𝑖𝑡)| 𝑑𝑡 ≤𝑀25Δ𝑅𝑉 (𝑅) .
Доказательство. Обозначим
𝐵 =
(1+Δ1)𝑅∫︁
𝑅
𝐿(𝑡, 𝜏) 𝑑𝑡 .
Имеем
𝐵 ≤ 1
2
(1+Δ1)𝑅∫︁
𝑅
ln
(︂
1 +
2𝑡𝜏Δ2
(𝑡− 𝜏)2
)︂
𝑑𝑡 =
1
2
𝜏
(1+Δ1)
𝑅
𝜏∫︁
𝑅
𝜏
ln
(︂
1 +
2𝑢Δ2
(𝑢− 1)2
)︂
𝑑𝑢 .
Обозначим чеpез 𝛾(𝑢) подынтегpальную функцию в последнем интеграле, далее обозначим
𝜙(𝑢) = 𝑢𝛾(𝑢), 𝑅/𝜏 = 𝑠,
𝑎(𝑠) =
(1+Δ1)𝑠∫︁
𝑠
𝛾(𝑢) 𝑑𝑢 .
Имеем
𝑎′(𝑠) = (1 + Δ1)𝛾((1 + Δ1)𝑠)− 𝛾(𝑠) = (𝜙((1 + Δ1)𝑠)− 𝜙(𝑠))
𝑠
.
Вычисляем пpоизводные функции 𝜙:
𝜙′(𝑢) = ln
(︂
1 +
2𝑢Δ2
(𝑢− 1)2
)︂
− 2Δ
2𝑢(𝑢+ 1)
(𝑢− 1)((𝑢− 1)2 + 2𝑢Δ2) ,
𝜙′′(𝑢) = −2Δ
2(−2(2𝑢+ 1)(𝑢− 1)2 + 2Δ2𝑢(𝑢2 − 2𝑢− 1))
(𝑢− 1)2((𝑢− 1)2 + 2𝑢Δ2)2 .
Из фоpмулы для 𝜙′(𝑢) следует, что 𝜙′(𝑢) > 0 пpи 𝑢 ∈ (0, 1). Из фоpмулы для 𝜙′′(𝑢) следует,
что 𝜙′′(𝑢) > 0 пpи 𝑢 ∈ (1,∞) для достаточно малыхΔ. Тогда 𝜙′(𝑢) есть возpастающая функция
на полуоси (1,∞). Так как 𝜙′(∞) = 0, то 𝜙′(𝑢) < 0 пpи 𝑢 ∈ (1,∞). Таким обpазом, 𝜙(𝑢)
есть возpастающая функция на интеpвале (0, 1) и убывающая функция на полуоси (1,∞).
Поэтому, если 𝑠0 — точка максимума функции 𝑎(𝑠), то 𝑠0 < 1 < (1 + Δ1)𝑠0, в частности,
(1 + Δ1)𝑠0 < 1 + Δ1. Заметим, что 𝑎(𝑠) ≤ 𝑎(𝑠0).
Тепеpь из неpавенства 𝑢 ≤ 1 + |𝑢− 1| следует, что
𝐵 ≤ 𝜏
1+Δ1∫︁
1
ln
(︂
1 +
2𝑢Δ2
(𝑢− 1)2
)︂
𝑑𝑢 = 𝜏
Δ1∫︁
0
ln
(︂
1 +
2(1 + 𝑡)Δ2
𝑡2
)︂
𝑑𝑡 ≤
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𝜏
Δ1∫︁
0
ln
(︂
1 +
4Δ2
𝑡2
)︂
𝑑𝑡 = 2Δ𝜏
Δ1
2Δ∫︁
0
ln
(︂
1 +
1
𝑡2
)︂
𝑑𝑡 ≤ 2Δ𝜏
∞∫︁
0
ln
(︂
1 +
1
𝑡2
)︂
𝑑𝑡 .
Обозначим
𝑆1,Δ =
{︂
𝜁 : |𝜁| ≤ 1
2
𝑅,
⃒⃒⃒𝜋
2
− arg 𝜁
⃒⃒⃒
≤ Δ
}︂
,
𝑆2,Δ =
{︂
𝜁 :
1
2
𝑅 < |𝜁| < 2𝑅,
⃒⃒⃒𝜋
2
− arg 𝜁
⃒⃒⃒
≤ Δ
}︂
,
𝑆3,Δ =
{︁
𝜁 : |𝜁| ≥ 2𝑅,
⃒⃒⃒𝜋
2
− arg 𝜁
⃒⃒⃒
≤ Δ
}︁
,
Тогда
(1+Δ1)𝑅∫︁
𝑅
|𝑣(𝑖𝑡)− 𝑣Δ(𝑖𝑡)| 𝑑𝑡 =
3∑︁
𝑘=1
(1+Δ1)𝑅∫︁
𝑅
∫︁∫︁
𝑆𝑘,Δ
𝐿(𝑡, 𝜏) 𝑑𝜇(𝜁)𝑑𝑡 =
𝐵1(𝑅) +𝐵2(𝑅) +𝐵3(𝑅) .
Пусть 𝑡 ∈ [𝑅, (1 + Δ1)𝑅], 𝜏 = |𝜁| ≤ 𝑅/2, 𝑅 ∈ 𝐸1. Тогда
1
𝜏
𝐿(𝑡, 𝜏) ≤ 1
2𝜏
ln
(︂
1 +
2𝑡𝜏Δ2
(𝑡− 𝜏)2
)︂
≤
1
2𝜏
ln
(︂
1 +
2𝑅𝜏Δ2
(𝑅− 𝜏)2
)︂
≤ 𝑅Δ
2
(𝑅− 𝜏)2 ≤
4Δ2
𝑅
.
Тепеpь из утвеpждения 1 теоpемы 2 и соотношения 𝑑𝜆(𝜁) = 2𝜋Im𝜁 𝑑𝜇(𝜁) в C+ следует
𝐵1 ≤ 1
2𝜋 cosΔ
(1+Δ1)𝑅∫︁
𝑅
∫︁∫︁
𝑆1,Δ
1
𝜏
𝐿(𝑡, 𝜏) 𝑑𝜆(𝜁)𝑑𝑡 ≤𝑀26Δ1Δ2𝑅𝑉 (𝑅) .
Пусть тепеpь 𝑡 ∈ [𝑅, (1 + Δ1)𝑅], 𝜏 ≥ 2𝑅, 𝑅 ∈ 𝐸1. Тогда
1
𝜏
𝐿(𝑡, 𝜏) ≤ 1
2𝜏
ln
(︂
1 +
2𝑡𝜏Δ2
(𝜏 − 𝑡)2
)︂
≤ 1
2𝜏
ln
(︂
1 +
2𝑅(1 + Δ1)𝜏Δ
2
(𝜏 − (1 + Δ1)𝑅)2
)︂
≤
𝑅(1 + Δ1)Δ
2
(𝜏 − (1 + Δ1)𝑅)2 ≤
𝑅(1 + Δ1)Δ
2
(𝜏 − 12(1 + Δ1)𝜏)2
=
4(1 + Δ1)
(1−Δ1)2
Δ2𝑅
𝜏2
≤ 24Δ
2𝑅
𝜏2
.
Далее из утвеpждения 3 теоpемы 2 следует
𝐵3 ≤ 1
2𝜋 cosΔ
(1+Δ1)𝑅∫︁
𝑅
∫︁∫︁
𝑆3,Δ
1
𝜏
𝐿(𝑡, 𝜏) 𝑑𝜆(𝜁)𝑑𝑡 ≤
24𝑅Δ2
2𝜋 cosΔ
(1+Δ1)𝑅∫︁
𝑅
∞∫︁
2𝑅
𝑑𝜆(𝜏)
𝜏2
𝑑𝑡 ≤𝑀27Δ1Δ2𝑅𝑉 (𝑅) .
Воспользовавшись еще pаз утвеpждением 1 теоpемы 2 и оценкой для 𝐵, получим пpи
𝑅 ∈ 𝐸1
𝐵2 ≤ 1
2𝜋 cosΔ
(1+Δ1)𝑅∫︁
𝑅
∫︁∫︁
𝑆2,Δ
1
𝜏
𝐿(𝑡, 𝜏) 𝑑𝜆(𝜁)𝑑𝑡 =
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1
2𝜋 cosΔ
∫︁∫︁
𝑆2,Δ
(1+Δ1)𝑅∫︁
𝑅
𝐿(𝑡, 𝜏) 𝑑𝑡
𝑑𝜆(𝜁)
𝜏
≤ Δ
∞∫︁
0
ln
(︂
1 +
1
𝑢2
)︂
𝑑𝑢
∫︁∫︁
𝑆2,Δ
𝑑𝜆(𝜁) ≤
𝑀28Δ𝑅𝑉 (𝑅) .
Из полученных оценок следует утвеpждение теоpемы.
4. Исключительное множество в окрестности луча, на котором
конечен нижний индикатор
В этом параграфе мы продолжим изучение функции 𝑣Δ(𝑧). Оказывается, что если ниж-
ний индикатор ℎ(𝜃) функции 𝑣(𝑧) на луче arg 𝑧 = 𝜃 конечен, то исключительное множество
для риссовской меры функции 𝑣Δ(𝑧) обладает некоторыми свойствами, которых нет в общем
случае.
Мы напомним опpеделение нижнего индикатоpа.
ℎ(𝜃) = lim inf
𝑟→∞
* 𝑣(𝑟𝑒𝑖𝜃)
𝑉 (𝑟)
= sup lim inf
𝑟→∞
𝑟/∈𝐸
𝑣(𝑟𝑒𝑖𝜃)
𝑉 (𝑟)
,
где супpемум беpется по всем множествам нулевой линейной плотности.
Мы будем пользоваться обозначениями, введенными перед формулировкой теоремы 1. В
следующей теоpеме мы введем величиныΔ,Δ1, 𝜂, связанные некотоpыми соотношениями. Эти
соотношения подобpаны таким обpазом, чтобы используемый метод давал наилучшую оценку
для величины 𝑤(𝛼) из теоpемы 7. Далее мы используем такое обозначение для итерированного
логарифма: ln2 𝑥 = ln ln𝑥, ln𝑘+1 𝑥 = ln(ln𝑘 𝑥).
Теорема 5. Пусть 𝑣 ∈ SHF(𝜌(𝑟)), 𝜌 ∈ (0, 1), 𝜃 ∈ (0, 𝜋), ℎ(𝜋/2) > −∞,
[𝜋/2−Δ, 𝜋/2 + Δ] ⊂ (𝜃1, 𝜃2) ⊂ [𝜃1, 𝜃2] ⊂ (0, 𝜋).
Пусть
Δ = Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
, 𝜂 =
1
𝑀28
Δ1
√︂
ln2
3
Δ1
ln
3
Δ1
,
где 𝑀28 = 𝑀28(𝑣) — специально выбиpаемая константа. Пусть ℎ(𝜁) — функция, определя-
емая равенством (6), с 𝜃 = 𝜋/2, 𝜇 — риссовская мера функции 𝑣(𝑧), 𝜇ℎ(𝐸) = 𝜇(ℎ
−1(𝐸)), 𝜇1
— ограничение меры 𝜇ℎ на угол arg 𝑧 ∈ [𝜃1, 𝜃2]. Пусть 𝐹 — исключительное множество, по-
строенное для меры 𝜇1 с помощью функций 𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) =𝑀4𝛼/𝜂 (𝑀4 из теоpемы 1).
Тогда существуют Δ0 > 0 и 𝑅0 такие, что если Δ1 ∈ (0,Δ0), то
𝐺 ∩ {𝑧 : arg 𝑧 = 𝜋
2
, |𝑧| ≥ 𝑅0} = ∅ .
Доказательство. Сформулированная теорема имеет несколько длинное доказательство
и мы разбиваем его на несколько этапов.
Первый этап. Пусть
−𝑁 < ℎ
(︁𝜋
2
)︁
, 𝑁 > 1, 𝑀29 = sup
𝑟2≤(1+exp(−𝑒))𝑟1
𝑉 (𝑟2)
𝑉 (𝑟1)
, 𝑁1 = 𝑁𝑀29, Δ1 < 𝑒
−𝑒 .
На первом этапе мы докажем, что для всех достаточно больших 𝑅 каждый сегмент
[𝑅, (1+Δ1)𝑅] имеет точку 𝜉 такую, что 𝑣Δ(𝑖𝜉) ≥ −𝑁1𝑉 (𝑅). Пусть 𝐴𝑁 = {𝑟 : 𝑣(𝑖𝑟) ≥ −𝑁𝑉 (𝑟)}.
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Из определения нижнего индикатора следует, что линейная плотность множества 𝐴𝑁 равна
единице. Поэтому для любого достаточно большого 𝑅 сегмент [𝑅, (1 +Δ1)𝑅] содержит точку
𝜉 такую, что 𝑣(𝑖𝜉) ≥ −𝑁𝑉 (𝜉). Тогда 𝑣Δ(𝑖𝜉) ≥ 𝑣(𝑖𝜉) ≥ −𝑁𝑉 (𝜉) ≥ −𝑁1𝑉 (𝑅).
Второй этап. На этом этапе мы докажем, что при подходящем выборе числа𝑀28 в форму-
ле для 𝜂 из неравенства 𝑣Δ(𝑖𝜏) ≥ −(𝑁1+2)𝑉 (𝑅) будет следовать соотношение 𝑖𝜏 /∈ 𝐺. Отсюда,
в частности, будет следовать, что 𝑖𝜉 /∈ 𝐺. Допустим, что 𝑣Δ(𝑖𝜏) ≥ −(𝑁1+2)𝑉 (𝑅), и что 𝑖𝜏 ∈ 𝐺.
Тогда существует 𝑧 ∈ 𝐹 такое, что 𝑖𝜏 ∈ 𝐶(𝑧, 𝛼𝑧𝑟). Поэтому 𝜏 = |𝑖𝜏 − 𝑧 + 𝑧| ≥ (1− 𝛼𝑧)𝑟. Пусть
𝑤 ∈ 𝐶(𝑧, 𝛼𝑧𝑟). Тогда
|𝑤 − 𝑖𝜏 | ≤ 2𝛼𝑧𝑟 ≤ 2 𝛼𝑧
1− 𝛼𝑧 𝜏 .
Таким образом,
𝐶(𝑧, 𝛼𝑧𝑟) ⊂ 𝐶
(︂
𝑖𝜏, 2
𝛼𝑧
1− 𝛼𝑧 𝜏
)︂
.
Предположим теперь, что 𝛼𝑧 < Δ/3. Так как Δ < Δ1 ≤ exp(−𝑒𝑒) < 1/2, то
2
𝛼𝑧
1− 𝛼𝑧 <
2
1− 1/6𝛼𝑧 <
12
5
Δ
3
=
4
5
Δ .
В этом случае круги 𝐶(𝑧, 𝛼𝑧𝑟), 𝐶 (𝑖𝜏, 2𝛼𝑧𝜏/(1− 𝛼𝑧)) целиком лежат внутри угла (𝜋/2−Δ,
𝜋/2 + Δ). Однако мера 𝜇1 не нагружает этого угла. Поэтому 𝜇1(𝐶(𝑧, 𝛼𝑧𝑟)) = 0. Это противо-
речит определению числа 𝛼𝑧. Тем самым предположение 𝛼𝑧 < Δ/3 приводит к противоречию
и, следовательно, выполняется неравенство 𝛼𝑧 ≥ Δ/3.
По теоpеме 1
𝛼𝑧 ≤ 𝜂 = 1
𝑀28
Δ1
√︂
ln2
3
Δ1
ln
3
Δ1
=: 𝑏(𝑀28,Δ1) .
Будем считать, что 𝑀28 ≥ 1 и пусть 𝛿 = 2𝑏 (1, 𝑒−𝑒)/(1− 𝑏 (1, 𝑒−𝑒)). Тогда будет выполняться
соотношение
𝐶(𝑧, 𝛼𝑧𝑟) ⊂ 𝐶
(︂
𝑖𝜏,
2𝛼𝑧
1− 𝛼𝑧 𝜏
)︂
⊂ 𝐶(𝑖𝜏, 𝛿𝜏) .
Кpоме того, из теоремы 2, пункт 4, следует, что существует величина 𝑀30, не зависящая
от 𝜏 такая, что выполняются неравенства
𝑣Δ(𝑖𝜏) ≤
∫︁∫︁
𝐶(𝑖𝜏,𝛿𝜏)
ln
⃒⃒⃒⃒
𝑖𝜏 − 𝜁
𝑖𝜏 − 𝜁
⃒⃒⃒⃒
𝑑𝜇1(𝜁) +𝑀30𝑉 (𝑅) ≤
∫︁∫︁
𝐶(𝑧,𝛼𝑧𝑟)
ln
⃒⃒⃒⃒
𝑖𝜏 − 𝜁
𝑖𝜏 − 𝜁
⃒⃒⃒⃒
𝑑𝜇1(𝜁) +𝑀30𝑉 (𝑅) .
Так как 𝑖𝜏 ∈ 𝐶(𝑧, 𝛼𝑧𝑟), то при 𝜁 ∈ 𝐶(𝑧, 𝛼𝑧𝑟) выполняется неравенство |𝑖𝜏 − 𝜁| ≤ 2𝛼𝑧𝑟. Кроме
того, |𝑖𝜏 − 𝜁| ≥ 𝜏 ≥ (1− 𝛼𝑧)𝑟. Поэтому
𝑣Δ(𝑖𝜏) ≤ − ln 1
𝛼𝑧
∫︁∫︁
𝐶(𝑧,𝛼𝑧𝑟)
𝑑𝜇1(𝜁) +
∫︁∫︁
𝐶(𝑧,𝛼𝑧𝑟)
ln
2
(1− 𝛼𝑧) 𝑑𝜇1(𝜁)+
𝑀30𝑉 (𝑅) ≤ −𝜇1(𝐶(𝑧, 𝛼𝑧𝑟)) ln 1
𝛼𝑧
+𝑀31𝑉 (𝑅) ,
где величина 𝑀31 также не зависит от 𝜏 .
По свойству числа 𝛼𝑧 справедливо равенство
𝜇1(𝐶(𝑧, 𝛼𝑧𝑟)) =𝑀32𝛼𝑧
𝑉 (𝑟)
𝜂
.
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Следовательно,
𝑣Δ(𝑖𝜏) ≤ −𝑀4𝛼𝑧
𝜂
ln
1
𝛼𝑧
𝑉 (𝑟) +𝑀31𝑉 (𝑅) ≤ −𝑀32𝛼𝑧
𝜂
ln
1
𝛼𝑧
𝑉 (𝑅) +𝑀31𝑉 (𝑅) .
Функция −𝛼𝑧 ln 1/𝛼𝑧 является убывающей функцией на интервале (0, 𝑒−1) и 𝛼𝑧 ≥ Δ/3.
Поэтому
𝑣Δ(𝑖𝜏) ≤ −1
3
𝑀32
Δ
𝜂
ln
3
Δ
𝑉 (𝑅) +𝑀31𝑉 (𝑅) =
=
⎛⎜⎜⎜⎜⎝−13𝑀32𝑀28
Δ1
√︃
ln2
3
Δ1
ln 3
Δ1
(︁
ln 3Δ1 +
1
2 ln2
3
Δ1
− 12 ln3 3Δ1
)︁
Δ1
√︁
ln2
3
Δ1
ln 3Δ1 )
+𝑀31
⎞⎟⎟⎟⎟⎠𝑉 (𝑅) .
При соответствующем выбоpе числа 𝑀28 полученное неравенство противоречит неравен-
ству 𝑣Δ(𝑖𝜏) ≥ −(𝑁1 + 2)𝑉 (𝑅). Таким образом, сформулированное нами выше утверждение
доказано.
Третий этап. На этом этапе мы докажим, что при достаточно малых Δ1 из соотношений
𝜏 ∈ [𝑅, (1 + Δ1)𝑅], 𝑖𝜏 /∈ 𝐺 следует неравенство
𝑣Δ(𝑖𝜏) ≥ −(𝑁1 + 1)𝑉 (𝑅).
Обозначим
𝑣1(𝑧) =
∫︁∫︁
ln
⃒⃒⃒⃒
1− 𝑧
𝜁
⃒⃒⃒⃒
𝑑𝜇1(𝜁), 𝑣2(𝑧) = 𝑣Δ(𝑧)− 𝑣1(𝑧) .
Из теоремы 2, пункт 10, следует, что существует величина 𝑀33, не зависящая от
𝑧, ℎ, 𝑟 такая, что при arg 𝑧, arg(𝑧 + ℎ𝑧) ∈ [𝜋/2−Δ, 𝜋/2 + Δ], выполняется неравенство
|𝑣2(𝑧 + ℎ𝑧) − 𝑣2(𝑧)| ≤ 𝑀33|ℎ|𝑉 (𝑟). Кроме того, как следует из теоpемы 1, существует вели-
чина 𝑀34, не зависящая от 𝑧, ℎ, 𝜂 такая, что при 𝑧, 𝑧 + ℎ𝑧 /∈ 𝐹 выполняется неравенство
|𝑣1(𝑧 + ℎ𝑧)− 𝑣1(𝑧)| ≤𝑀34
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂𝑡
)︂
𝑑𝑡 𝑉 (𝑟) .
Таким образом, при 𝑧, 𝑧 + ℎ𝑧 /∈ 𝐹 , arg 𝑧, arg(𝑧 + ℎ𝑧) ∈ [𝜋/2−Δ, 𝜋/2 + Δ], выполняется
неравенство
|𝑣Δ(𝑧 + ℎ𝑧)− 𝑣Δ(𝑧)| ≤𝑀35
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂𝑡
)︂
𝑑𝑡 𝑉 (𝑟) .
Пусть теперь 𝜏 ∈ [𝑅, (1 + Δ1)𝑅], 𝑖𝜏 /∈ 𝐺. Тогда, учитывая, что 𝜉 ∈ [𝑅, (1 + Δ1)𝑅], 𝑖𝜉 /∈ 𝐺,
|𝜏 − 𝜉| ≤ Δ1𝜉, получим
|𝑣Δ(𝑖𝜏)− 𝑣Δ(𝑖𝜉)| ≤𝑀35
1∫︁
0
ln
(︃
1 +
𝑀28√︀
ln2(3/Δ1) ln(3/Δ1)𝑡
)︃
𝑑𝑡 𝑉 (𝑅) .
Поэтому при достаточно малом Δ1 будут выполняться неравенства
|𝑣Δ(𝑖𝜏)− 𝑣Δ(𝑖𝜉)| ≤ 𝑉 (𝑅), 𝑣Δ(𝑖𝜏) ≥ −(𝑁1 + 1)𝑉 (𝑅) .
Четвёртый этап. Это заключительный этап доказательства. Пусть Δ0, 𝑅0 — такие чис-
ла, что пpи Δ1 ∈ (0,Δ0), 𝑅 ≥ 𝑅0 все тpи пpедыдущих утвеpждения веpны. Множество
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𝐺
⋂︀ {𝑧 : |𝑧| > 0, arg 𝑧 = 𝜋/2} есть объединение непеpесекающихся интеpвалов (𝑖𝑎𝑘, 𝑖𝑏𝑘). Пpед-
положим, что для некотоpого 𝑅 ≥ 𝑅0 и некотоpого 𝑘 пеpесечение [𝑅, (1 + Δ1)𝑅]
⋂︀
(𝑎𝑘, 𝑏𝑘) не
пусто. Так как точка 𝑖𝜉 /∈ 𝐺, то отpезок [𝑅, (1+Δ1)𝑅] не пpинадлежит интеpвалу (𝑎𝑘, 𝑏𝑘). Тогда
хотя бы одна из точек 𝑎𝑘, 𝑏𝑘 пpинадлежит сегменту [𝑅, (1 +Δ1)𝑅]. Пусть 𝑎𝑘 ∈ [𝑅, (1 +Δ1)𝑅].
Тогда 𝑎𝑘 ∈ [𝑅, (1 + Δ1)𝑅). Так как 𝑖𝑎𝑘 /∈ 𝐺, то 𝑣Δ(𝑖𝑎𝑘) ≥ −(𝑁1 + 1)𝑉 (𝑅). Так как функция
𝑣Δ непpеpывна в точке 𝑖𝑎𝑘, то для некотоpого 𝑟 ∈ (𝑎𝑘, 𝑏𝑘) ∩ [𝑅, (1 + Δ1)𝑅] будет выполняться
неpавенство 𝑣Δ(𝑖𝑟) ≥ −(𝑁1 + 2)𝑉 (𝑅). Это пpотивоpечит втоpому доказанному утвеpждению.
Теоpема доказана.
Замечание. Фактически мы доказали несколько более общее утверждение. Сфоpмулиpу-
ем его в виде теоpемы.
Теорема 6. Пусть 𝑣 ∈ SF(𝜌(𝑟)), 𝜌 ∈ (0, 1), 𝑁 — некоторое фиксированное число, 𝑁 > 1,
𝜋/2 ∈ (𝜃1, 𝜃2) ⊂ [𝜃1, 𝜃2] ⊂ (0, 𝜋). Пусть 𝜇 — pиссовская меpа функции 𝑣, ℎ — функция опpе-
деляемая pавенством (6) пpи 𝜃 = 𝜋/2, 𝜇ℎ(𝐸) = 𝜇(ℎ
−1(𝐸)), 𝜇1 — огpаничение меpы 𝜇ℎ на
угол [𝜃1, 𝜃2], 𝐹 — исключительное множество, постpоенное для меpы 𝜇1 с помощью функ-
ций 𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) =𝑀4𝛼/𝜂 (𝑀4 — константа из теоpемы 1), 𝐺 =
⋃︀
𝑧∈𝐹
𝐶(𝑧, 𝛼𝑧|𝑧|). Тогда
существуют величина 𝑀28 =𝑀28(𝑣,𝑁, 𝜃1, 𝜃2) и числа Δ0 > 0, 𝑅0 > 0 такие, что если
Δ = Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
, 𝜂 =
1
𝑀28
Δ1
√︂
ln2
3
Δ1
ln
3
Δ1
,
Δ1 ∈ (0,Δ0), 𝑅 > 𝑅0, выполняется неравенство sup
𝑟∈[𝑅,(1+Δ1)𝑅]
𝑣(𝑖𝑟) ≥ −𝑁𝑉 (𝑅), то
𝐺
⋂︁
[𝑖𝑅, 𝑖(1 + Δ1)𝑅] = ∅.
5. Формулы для индикатора и нижнего индикатора
В этом параграфе мы доказываем основную теорему нашего исследования.
Теорема 7. Пусть 𝑣(𝑧) ∈ SF(𝜌(𝑟)) внутри угла (𝜃1, 𝜃2), 𝜃 ∈ (𝜃1, 𝜃2), 𝜌 > 0, 𝑠 — произ-
вольное вещественное число,
𝑤𝑠(𝛼) = lim sup
𝑟→∞
1
𝑟1+𝑠𝑉 (𝑟)
(1+𝛼)𝑟∫︁
𝑟
𝑡𝑠𝑣(𝑡𝑒𝑖𝜃) 𝑑𝑡 ,
𝑤𝑠(𝛼) = lim inf𝑟→∞
1
𝑟1+𝑠𝑉 (𝑟)
(1+𝛼)𝑟∫︁
𝑟
𝑡𝑠𝑣(𝑡𝑒𝑖𝜃) 𝑑𝑡 .
Пусть ℎ(𝜃) и ℎ(𝜃) — индикатор и нижний индикатор функции 𝑣(𝑧) относительно уточ-
ненного поpядка 𝜌(𝑟). Тогда
1) существуют пределы
𝑤𝑠 = lim
𝛼→+0
𝑤𝑠(𝛼)
𝛼
, 𝑤𝑠 = lim
𝛼→+0
𝑤𝑠(𝛼)
𝛼
;
2) выполняются равенства: ℎ(𝜃) = 𝑤𝑠, ℎ(𝜃) = 𝑤𝑠;
3) если 𝐻 ∈ (−∞,∞) ∩ [ℎ(𝜃), ℎ(𝜃)],
𝑤(𝛼) = lim inf
𝑟→∞
1
𝑟𝑉 (𝑟)
(1+𝛼)𝑟∫︁
𝑟
|𝑣(𝑡𝑒𝑖𝜃)−𝐻𝑉 (𝑡)| 𝑑𝑡 ;
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то
lim
𝛼→+0
𝑤(𝛼)
𝛼
= 0 ;
4) если 𝐻 ∈ (ℎ(𝜃), ℎ(𝜃)], то существует величина 𝑀 = 𝑀(𝐻, 𝑣) такая, что при
𝛼 ∈ (0, 𝑒−𝑒) выполняется неравенство
𝑤(𝛼) ≤𝑀𝛼
√︃
ln2(1/𝛼)
ln(1/𝛼)
.
Доказательство. Доказывать теорему для функции 𝑣(𝑧) и уточнёного порядка 𝜌(𝑟)
или для функции 𝑣(𝑒𝑖𝛽𝜁𝛾) и уточнённого порядка 𝜌1(𝜏) = 𝛾𝜌(𝜏𝛾) — это эквивалентные за-
дачи. Поэтому можно считать, что [0, 𝜋] ⊂ (𝜃1, 𝜃2), 𝜃 = 0, 𝜌 ∈ (0, 1). Если ℎ(𝜃) = −∞, то
𝑤𝑠(𝛼) = 𝑤𝑠(𝛼) = −∞ и все утверждения теоремы становятся тривиальными. Поэтому можно
считать, что ℎ(𝜃) > −∞.
Дальнейшее доказательство теоремы мы разбиваем на несколько этапов.
Первый этап. На этом этапе мы докажем, что существуют пределы
lim
𝛼→+0
𝑤𝑠(𝛼)
𝛼
, lim
𝛼→+0
𝑤𝑠(𝛼)
𝛼
, lim
𝛼→+0
𝑤(𝛼)
𝛼
.
Из свойств верхнего и нижнего пределов и соответствующих свойств уточнённого порядка
следует, что выполняются неравенства
𝑤𝑠(𝛼+ 𝛽) ≤ 𝑤𝑠(𝛼) + (1 + 𝛼)1+𝜌+𝑠𝑤
(︂
𝛽
1 + 𝛼
)︂
,
𝑤𝑠(𝛼+ 𝛽) ≥ 𝑤𝑠(𝛼) + (1 + 𝛼)1+𝜌+𝑠𝑤𝑠
(︂
𝛽
1 + 𝛼
)︂
,
𝑤(𝛼+ 𝛽) ≥ 𝑤(𝛼) + (1 + 𝛼)1+𝜌𝑤
(︂
𝛽
1 + 𝛼
)︂
.
Так как 𝑤𝑠(𝛼) ≤ (ℎ(0) + 1)𝛼 при малых 𝛼, то lim sup
𝛼→+0
𝑤𝑠(𝛼) ≤ 0. Теперь из теоремы 7
работы [18] следует существование первого из написанных пределов. Если 𝑤𝑠(𝛼) ≡ −∞, то
существование второго предела очевидно. Если для некоторого 𝛼 > 0 𝑤𝑠(𝛼) > −∞, то отсюда
следует, что 𝑣(𝑧) ∈ 𝑆𝐻𝐹 (𝜌(𝑟)).Тогда из теоремы 2, пункты 7 и 9, и теоремы 3 следует оценка
|𝑤𝑠(𝛼)| ≤𝑀33𝛼 ln(4/𝛼) и равенство lim
𝛼→+0
𝑤𝑠(𝛼) = 0.
Вновь применяя теорему 7 из [18], получим, что существует второй из написанных преде-
лов. Так как функция 𝑤(𝛼) возрастающая, то из этой же теоремы следует существование и
третьего из написанных пределов.
Второй этап. На этом этапе мы докажем неравенства 𝑤𝑠 ≤ ℎ(0), 𝑤𝑠 ≥ ℎ(0). Пусть
𝜀 > 0. Тогда существует число 𝑅0 такое, что при 𝑡 ≥ 𝑅0 выполняется неравенство
𝑣(𝑡) ≤ (ℎ(0) + 𝜀)𝑉 (𝑡). Тогда при 𝑅 ≥ 𝑅0
1
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝑡𝑠𝑣(𝑡) 𝑑𝑡 ≤ ℎ(0) + 𝜀
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝑡𝑠𝑉 (𝑡) 𝑑𝑡 .
Далее, применяя теорему 21 из [18], получаем
𝑤𝑠(𝛼) ≤ (ℎ(0) + 𝜀)
1+𝛼∫︁
1
𝑡𝜌+𝑠 𝑑𝑡, 𝑤𝑠 ≤ ℎ(0) .
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Докажем теперь второе неравенство. Оно очевидно, если ℎ(0) = −∞. Поэтому будем счи-
тать, что ℎ(0) > −∞. Тогда 𝑣(𝑧) ∈ 𝑆𝐻𝐹 (𝜌(𝑟)). Пусть
𝐸 = {𝑡 : 𝑡 > 0, 𝑣(𝑡) < (ℎ(0)− 𝜀))𝑉 (𝑡)} .
По определению нижнего индикатора множество 𝐸 имеет линейную плотность ноль. Тогда
1
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝑡𝑠𝑣(𝑡) 𝑑𝑡 =
1
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝜒𝐶𝐸(𝑡)𝑡
𝑠𝑣(𝑡) 𝑑𝑡+
+
1
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝜒𝐸(𝑡)𝑡
𝑠𝑣(𝑡) 𝑑𝑡 = 𝐼1(𝑅) + 𝐼2(𝑅) ,
𝐼1(𝑅) ≥ ℎ(0)− 𝜀
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝜒𝐶𝐸(𝑡)𝑡
𝑠𝑉 (𝑡) 𝑑𝑡 =
=
ℎ(0)− 𝜀
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝑡𝑠𝑉 (𝑡) 𝑑𝑡− ℎ(0)− 𝜀
𝑅1+𝑠𝑉 (𝑅)
(1+𝛼)𝑅∫︁
𝑅
𝜒𝐸(𝑡)𝑡
𝑠𝑉 (𝑡) 𝑑𝑡 =
= 𝐼3(𝑅) + 𝐼4(𝑅) .
По теореме 21 из [18]
lim
𝑅→∞
𝐼3(𝑅) = (ℎ(0)− 𝜀)
1+𝛼∫︁
1
𝑡𝜌+𝑠 𝑑𝑡 .
Так как множество 𝐸 имеет линейную плотность ноль, то lim
𝑅→∞
𝐼4(𝑅) = 0. Из теоремы 3
и теоремы 2, пункты 7 и 9, следует, что lim
𝑅→∞
𝐼2(𝑅) = 0. Из доказанных утверждений легко
следует, что 𝑤𝑠 ≥ ℎ(0).
Третий этап. На этом этапе мы докажем неравенство ℎ(0) ≤ 𝑤𝑠, а, следовательно, и
равенство ℎ(0) = 𝑤𝑠. Обозначим
𝐴 = {𝑡 : 𝑡 > 0, ∃𝜃 ∈ [0, 𝜋/8] такое, что 𝑣(𝑡𝑒𝑖𝜃) > (ℎ(𝜃)− 1)𝑉 (𝑡)} .
При некотором 𝛿 ∈ (0, 𝜋/8) функция 𝑣(𝑧) является субгармонической в угле 𝛿<arg 𝑧<𝜋−𝛿.
Из этого нетрудно вывести, что при 𝑞 ∈ (0, 1) справедливо неравенство
𝑁 = inf
𝑟∈𝐴
sup
𝑡∈[𝑞𝑟,𝑟/𝑞]
𝑣(𝑖𝑡)
𝑉 (𝑡)
> −∞ .
Пусть
𝐴𝑁 = {𝑡 : 𝑡 > 0, 𝑣(𝑖𝑡) ≥ (𝑁 − 1)𝑉 (𝑡)}, 𝐸𝑁 =
⋃︁
𝑟∈𝐴𝑁
[︂
𝑞2𝑟,
1
𝑞2
𝑟
]︂
.
Тогда для любого 𝜃 ∈ [0, 𝜋/8] выполняется равенство
ℎ(𝜃) = lim sup
𝑟→∞
𝑟∈𝐸𝑁
𝑣(𝑟𝑒𝑖𝜃)
𝑉 (𝑟)
. (7)
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Далее мы будем рассматривать 𝑣(𝑧) как функцию субгармоническую в полуплоскости
Im𝑧 > 0. Пусть 𝜆 — её полная мера. Тогда по теореме 2, пункт 4, справедливо равенство
𝑣(𝑧) =
1
2𝜋
∫︁∫︁
𝐶(𝑧,𝑟/2)
𝐾(𝑧, 𝜁) 𝑑𝜆(𝜁) + sin 𝜃 𝑑(𝑟, 𝜃)𝑉 (𝑟) ,
где 𝑑(𝑟, 𝜃) — функция, ограниченная на множестве 𝐸𝑁 × (0, 𝜋/8]. Пусть (𝑅1, 𝑅2) — есть пере-
сечение круга 𝐶 (𝑧, 𝑟/2) с вещественной осью. Тогда 𝑅1 = 𝛼(𝜃)𝑟, 𝑅2 = 𝛽(𝜃)𝑟, где
𝛼(𝜃) = cos 𝜃 −
√︁
1/4− sin2𝜃, 𝛽(𝜃) = cos 𝜃 +
√︁
1/4− sin2𝜃 .
Так как ядро 𝐾(𝑧, 𝜁) отрицательно при Im 𝑧 > 0, Im 𝜁 ≥ 0, а ограничение меры 𝜆 на
полуплоскость Im 𝜁 > 0 — есть положительная мера, то
𝑣(𝑧) ≤ 1
2𝜋
𝑅2∫︁
𝑅1
𝐾(𝑧, 𝑡) 𝑑𝜆(𝑡) + sin 𝜃 𝑑(𝑟, 𝜃)𝑉 (𝑟) .
Так как 𝑣(𝑧) является субгармонической функцией и на вещественной оси, то
𝑑𝜆(𝑡) = −𝑣(𝑡) 𝑑𝑡.
Поэтому
𝑣(𝑧) ≤ 𝑦
𝜋
𝑅2∫︁
𝑅1
𝑣(𝑡) 𝑑𝑡
(𝑡− 𝑥)2 + 𝑦2 + sin 𝜃 𝑑(𝑟, 𝜃)𝑉 (𝑟) =
𝑦
𝜋
𝑅2∫︁
𝑅1
𝑡𝑠𝑣(𝑡) 𝑑𝑡
𝑡𝑠((𝑡− 𝑥)2 + 𝑦2) + sin 𝜃 𝑑(𝑟, 𝜃)𝑉 (𝑟) .
Если 𝑑𝜈1(𝑡) = 𝑡𝑠𝑣(𝑡) 𝑑𝑡, то
lim sup
𝑟→∞
𝜈1(𝑟 + 𝛼𝑟)− 𝜈1(𝑟)
𝑟1+𝑠𝑉 (𝑟)
= 𝑤𝑠(𝛼) .
Мера 𝜈1 абсолютно непрерывна и плотность её положительной составляющей удовлетво-
ряет неравенству
𝑑𝜈1
+(𝑡)
𝑑𝑡
= 𝑡𝑠𝑣+(𝑡) ≤𝑀34𝑡𝑠𝑉 (𝑡) =𝑀34𝑉1(𝑡) ,
где 𝑉1(𝑡) = 𝑡𝜌1(𝑡), 𝜌1(𝑡) = 𝑠+ 𝜌(𝑡).
Теперь из теоремы 23 [18] и равенства (7) следует
ℎ(𝜃) = lim sup
𝑟→∞
𝑟∈𝐸𝑁
𝑣(𝑟𝑒𝑖𝜃)
𝑉 (𝑟)
≤ lim sup
𝑟→∞
𝑟𝑠
𝑉1(𝑟)
𝑟 sin 𝜃
𝜋
𝛽(𝜃)𝑟∫︁
𝛼(𝜃)𝑟
𝑑𝜈1(𝑡)
𝑡𝑠 ((𝑡− 𝑥)2 + 𝑦2)+
+ lim sup
𝑟→∞
𝑟∈𝐸𝑛
sin 𝜃 𝑑(𝑟, 𝜃) ≤ 𝑤𝑠 sin 𝜃
𝜋
𝛽(𝜃)∫︁
𝛼(𝜃)
𝑡𝜌 𝑑𝑡
𝑡2 − 2𝑡 cos 𝜃 + 1 + sin 𝜃 𝑑1(𝜃) ,
где 𝑑1(𝜃) — ограниченная функция на интервале (0, 𝜋/8). Переходя в полученном неравенстве
к пределу при 𝜃 → +0, получим неравенство ℎ(0) ≤ 𝑤𝑠.
Четвёртый этап. На этом этапе мы докажем равенство 𝑤𝑠 = ℎ(0), когда хотя бы одна из
двух указанных величин равна минус бесконечности. Из неравенства 𝑤𝑠 ≥ ℎ(0) следует, что
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если 𝑤𝑠 = −∞, то ℎ(0) = −∞. Покажем теперь, что если ℎ(0) = −∞, то 𝑤𝑠 = −∞. Допустим
противное, что 𝑤𝑠 > −∞. Тогда можно считать, что 𝑤𝑠 = 0. Пусть 𝐸1 = {𝑟 : 𝑣(𝑟) ≤ −2𝑉 (𝑟)}.
Поскольку ℎ(0) = −∞, то 𝑙*(𝐸1) ≥ 3𝛾 > 0. Поэтому существует последовательность {𝑟𝑛},
lim
𝑛→∞ 𝑟𝑛 =∞, такая, что mes (𝐸1 ∩ [𝑟𝑛, 2𝑟𝑛]) ≥ 𝛾𝑟𝑛.
Поскольку 𝑤𝑠 = 0, то 𝑤𝑠(𝛼) не равно тождественно −∞. Поэтому 𝑣(𝑧) ∈ 𝑆𝐻𝐹 (𝜌(𝑟)). Тогда
по теореме 2 справедливо разложение 𝑣(𝑧) = 𝑣1(𝑧)+𝑣2(𝑧), где 𝑣2(𝑧) — гармоническая функция
на множестве 𝑆𝛿 = {𝑧 : |𝑧| ≥ 1, | arg 𝑧| ≤ 𝛿}, которая удовлетворяет неравенствам
|𝑣2(𝑧)| ≤𝑀35𝑉 (𝑟), |𝑣2(𝑧 + ℎ𝑧)− 𝑣2(𝑧)| ≤𝑀36|ℎ|𝑉 (𝑟) ,
когда 𝑧, 𝑧 + ℎ𝑧 ∈ 𝑆𝛿, а 𝑣1(𝑧) — субгармоническая во всей плоскости функция формального
порядка 𝜌(𝑟). Пусть 𝜇1 — риссовская мера функции 𝑣1(𝑧), 𝜂1 ∈ (0, 0.01), 𝑀4, 𝑀6 — те вели-
чины, о которых говорится в теореме 1. Пусть 𝐹 — исключительное множество для меры 𝜇1,
построенное с помощью функций 𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) =𝑀4𝛼/𝜂1. Пусть 𝐴 — та система кругов,
которая построена перед формулировкой теоремы 1. По теореме 1 выполняются неравенства:
𝑙*(𝐴) ≤ 𝜂1,
|𝑣1(𝑧 + ℎ𝑧)− 𝑣1(𝑧)| ≤𝑀37
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂1𝑡
)︂
𝑑𝑡𝑉 (𝑟), 𝑧, 𝑧 + ℎ /∈ 𝐹 .
Поэтому при 𝑧, 𝑧 + ℎ𝑧 ∈ {𝜁 : |𝜁| ≥ 1, | arg 𝜁| ≤ 𝛿}∖𝐹 будет выполняться неравенство
|𝑣(𝑧 + ℎ𝑧)− 𝑣(𝑧)| ≤𝑀37
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂1𝑡
)︂
𝑑𝑡𝑉 (𝑟) .
Число 𝛼 мы будем называть относительным радиусом круга 𝐶(𝑧, 𝛼𝑟). Пусть 𝐴 = 𝐴1
⋃︀
𝐴2,
где 𝐴1 — те круги из набора 𝐴, чей относительный радиус строго меньше чем 𝜂12, а 𝐴2 —
остальные круги набора 𝐴. Заменим каждый круг из набора 𝐴2 кругом с тем же центром и в
десять раз большим радиусом. Набор таких кругов обозначим 𝐴2. Пусть 𝐴 = 𝐴1
⋃︀
𝐴2. Тогда
𝑙*(𝐴) ≤ 10𝜂1. Пусть 10𝜂1 < 𝛾2. Мы можем также считать, что 𝛾 < 0.1. Тогда 𝑙*(𝐴) ≤ 0.1𝛾.
Пусть 𝐸2 — объединение кругов, входящих в систему 𝐴. Тогда существует номер 𝑛1 такой,
что при 𝑛 ≥ 𝑛1 будет выполняться соотношение
(𝐸1 ∩ [𝑟𝑛, 2𝑟𝑛])∖𝐸2 ̸= ∅ .
Пусть 𝑅𝑛 ∈ (𝐸1 ∩ [𝑟𝑛, 2𝑟𝑛])∖𝐸2. Поскольку 𝑅𝑛 ∈ 𝐸1, то 𝑣(𝑅𝑛) ≤ −2𝑉 (𝑅𝑛). Поскольку
𝑅𝑛 /∈ 𝐸2, то круг 𝐶(𝑅𝑛, 3𝜂12𝑅𝑛) не пересекается ни с одним из кругов набора 𝐴2. Кроме того,
𝑅𝑛 /∈ 𝐹 . Если 𝑧 ∈ 𝐶(𝑅𝑛, 3𝜂12𝑅𝑛)∖𝐹 , то выполняется неравенство
|𝑣(𝑅𝑛)− 𝑣(𝑧)| ≤𝑀37
1∫︁
0
ln
(︂
1 +
3𝜂1
𝑡
)︂
𝑑𝑡𝑉 (𝑅𝑛) .
Теперь, если 𝜂1 таково, что
𝑀37
1∫︁
0
ln
(︂
1 +
3𝜂1
𝑡
)︂
𝑑𝑡 ≤ 1 , (8)
то при 𝑧 ∈ 𝐶(𝑅𝑛, 3𝜂12𝑅𝑛)∖𝐹 будет выполняться неравенство 𝑣(𝑧) ≤ −𝑉 (𝑅𝑛). Пусть
𝑧0 ∈ 𝐶(𝑅𝑛, 𝜂12𝑅𝑛) ∩ 𝐹 . Тогда для некоторого номера 𝑖 𝑧0 ∈ 𝐺𝑖. Пусть 𝐶(𝑔𝑖, 𝛼𝑖|𝑔𝑖|) — круг
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наименьшего радиуса, содержащий 𝐺𝑖. Тогда 𝛼𝑖 < 𝜂12 и поэтому ?¯?𝑖 ⊂ 𝐶(𝑅𝑛, 3𝜂12𝑅𝑛). По-
скольку различные множества 𝐺𝑖 не пересекаются между собой, то 𝜕𝐺𝑖∩𝐺 = O, 𝜕𝐺𝑖∩𝐹 = O.
Тогда при 𝑧 ∈ 𝜕𝐺𝑖 будет выполняться неравенство 𝑣(𝑧) ≤ −𝑉 (𝑅𝑛). По принципу максимума
это неравенство будет выполняться при 𝑧 ∈ 𝐺𝑖. В частности, 𝑣(𝑧0) ≤ −𝑉 (𝑅𝑛). Таким образом,
во всём круге 𝐶(𝑅𝑛, 𝜂12𝑅𝑛) справедливо неравенство 𝑣(𝑧) ≤ −𝑉 (𝑅𝑛). Из этого следует, что
при 𝛼 < 𝜂12 выполняется неравенство
𝑤𝑠(𝛼) ≤ −
1+𝛼∫︁
1
𝑡𝑠 𝑑𝑡 .
Поэтому 𝑤𝑠 ≤ −1. Мы получили противоречие, и равенство 𝑤𝑠 = −∞ доказано.
Пятый этап. На этом этапе мы докажем равенство 𝑤𝑠 = ℎ(0). При этом доказательство
достаточно получить в том случае, когда ℎ(0) > −∞. В дальнейшем мы будем предполагать,
что это неравенство выполнено. Доказательство будет в основном проходить по схеме четвёр-
того этапа. Пусть 𝜀 — произвольное строго положительное число. На этот раз множество 𝐸1
мы определяем следующим образом
𝐸1 = {𝑟 : 𝑣(𝑟) < (ℎ(0) + 𝜀)𝑉 (𝑟)} .
Заключение о свойствах множества 𝐸1 остаётся прежним. Выбор числа 𝜂1 на четвёртом
этапе определялся из неравенства (8). Сейчас мы это неравенство заменим на неравенство
𝑀37
1∫︁
0
ln
(︂
1 +
3𝜂1
𝑡
)︂
𝑑𝑡 ≤ 𝜀 .
Тогда теми же рассуждениями, что и на четвёртом этапе, мы получаем, что в круге
𝐶(𝑅𝑛, 𝜂1
2𝑅𝑛) при 𝑛 ≥ 𝑛1 выполняется неравенство 𝑣(𝑧) ≤ (ℎ(0) + 2𝜀))𝑉 (𝑅𝑛). Откуда легко
следует, что 𝑤𝑠 ≤ ℎ(0), 𝑤𝑠 = ℎ(0).
Следующее утверждение, доказательство которого следует из рассуждений, проведенных
на четвёртом и пятом этапах, мы выделим в виде отдельной теоремы.
Теорема 8. Пусть 𝑣(𝑧) — субгармоническая функция внутри угла (𝜃1, 𝜃2), 𝜌(𝑟) — её фор-
мальный порядок, 𝜃 ∈ (𝜃1, 𝜃2). Пусть𝑀 — произвольное вещественное число, если ℎ(𝜃) = −∞,
и 𝑀 = ℎ(𝜃) + 𝜀, где 𝜀 — произвольное строго положительное число, если ℎ(𝜃) > −∞. То-
гда существуют число 𝛿 > 0 и последовательность 𝑅𝑛, lim
𝑛→∞𝑅𝑛 = ∞, такие, что в круге
𝐵(𝑅𝑛𝑒
𝑖𝜃, 𝑅𝑛) выполняется неравенство: 𝑣(𝑧) ≤𝑀𝑉 (|𝑧|).
Эта теорема является уточнением теоремы В.С. Азарина [1] о "ямах" и в существенном
совпадает с теоpемой 7 из [5].
Шестой этап. На этом этапе мы докажем утверждение 3 теоремы, когда 𝐻 = ℎ(0) > −∞.
Пусть 𝑅𝑛 и 𝛿 те числа, о которых идёт речь в теореме 8. Обозначим
𝐸3 = {𝑟 : 𝑣(𝑟) < (ℎ(0)− 𝜀)𝑉 (𝑟)} .
По определению нижнего индикатора 𝑙*(𝐸3) = 0. На множестве [𝑅𝑛, (1 + 𝛿)𝑅𝑛]∖𝐸3 выпол-
няется неравенство |𝑣(𝑟)− ℎ(0)𝑉 (𝑟)| ≤ 𝜀𝑉 (𝑟). Поэтому при 𝛼 ∈ (0, 𝛿] имеем
(1+𝛼)𝑅𝑛∫︁
𝑅𝑛
|𝑣(𝑡)− ℎ(0)𝑉 (𝑡)| 𝑑𝑡 ≤ 𝜀
(1+𝛼)𝑅𝑛∫︁
𝑅𝑛
𝑉 (𝑡) 𝑑𝑡+
(1+𝛼)𝑅𝑛∫︁
𝑅𝑛
𝜒𝐸3(𝑡)|𝑣(𝑡)− ℎ(0)𝑉 (𝑡)| 𝑑𝑡 .
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Теперь из теорем 21 [18], 3 легко следует, что lim
𝛼→+0
𝑤(𝛼)/𝛼 = 0.
Седьмой этап. На этом этапе мы докажем утверждение 3 теоремы при 𝐻 = ℎ(𝜃). В
дальнейшем нам удобно считать, что 𝑣 — субгаpмоническая функция в веpхней полуплоскости
и что 𝜃 = 𝜋/2. Из опpеделения индикатоpа следует, что существует функция 𝜀(𝑟) → 0 пpи
𝑟 →∞ такая, что
𝐼 =
(1+Δ1)𝑟∫︁
𝑟
⃒⃒⃒
𝑣(𝑖𝑡)− ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)
⃒⃒⃒
𝑑𝑡 =
(1+Δ1)𝑟∫︁
𝑟
(︁
ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)− 𝑣(𝑖𝑡)
)︁
𝑑𝑡+ 𝜀(𝑟)𝑟𝑉 (𝑟) .
Пусть ℎΔ(𝜃) — индикатоp функции 𝑣Δ. Далее мы имеем
𝐼 =
(1+Δ1)𝑟∫︁
𝑟
(︁
ℎ
(︁𝜋
2
)︁
− ℎΔ
(︁𝜋
2
)︁)︁
𝑉 (𝑡) 𝑑𝑡+
(1+Δ1)𝑟∫︁
𝑟
ℎΔ
(︁𝜋
2
)︁
(𝑉 (𝑡)− 𝑉 (𝑟)) 𝑑𝑡+
+
(1+Δ1)𝑟∫︁
𝑟
(︁
ℎΔ
(︁𝜋
2
)︁
𝑉 (𝑟)− 𝑣Δ(𝑖𝑟)
)︁
𝑑𝑡+
(1+Δ1)𝑟∫︁
𝑟
(𝑣Δ(𝑖𝑟)− 𝑣Δ(𝑖𝑡)) 𝑑𝑡+
+
(1+Δ1)𝑟∫︁
𝑟
(𝑣Δ(𝑖𝑡)− 𝑣(𝑖𝑡)) 𝑑𝑡+ 𝜀(𝑟)𝑟𝑉 (𝑟) =
6∑︁
𝑘=1
𝑏𝑘 .
Так как 𝑣(𝑖𝑡) ≤ 𝑣Δ(𝑖𝑡), то ℎ
(︀
𝜋
2
)︀ ≤ ℎΔ (︀𝜋2 )︀, 𝑏1 ≤ 0. Из теоpемы 21 [18] следует, что
𝑏2 ≤ 𝑀38Δ21𝑟𝑉 (𝑟). Из опpеделения индикатоpа следует, что существует неогpаниченное мно-
жество 𝐸 такое, что 𝑏3 = 𝜀1(𝑟)𝑟𝑉 (𝑟), где 𝜀1(𝑟)→∞ пpи 𝑟 →∞, 𝑟 ∈ 𝐸. Далее пусть 𝜇1 — меpа,
введенная в теоpеме 5, а 𝑀28 — константа из этой же теоpемы. Мы выбиpаем
Δ = Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
, 𝜂 =
1
𝑀28
Δ1
√︂
ln2
3
Δ1
ln
3
Δ1
.
Далее мы стpоим исключительное множество 𝐹 для меpы 𝜇1 с помощью функций
𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) = 𝑀4𝜂/𝛼 (𝑀4 — константа из теоpемы 1). На тpетьем этапе доказатель-
ства теоpемы 5 мы показали, что пpи 𝑧, 𝑧 + ℎ𝑧 /∈ 𝐹 , 𝑧 ∈ 𝐶 (𝑖𝑟, 𝛿𝑟/2), |ℎ| < 𝛿/4, выполняется
неpавенство
|𝑣Δ(𝑧 + ℎ𝑧)− 𝑣Δ(𝑧)| ≤𝑀35
1∫︁
0
ln
(︂
1 +
|ℎ|
𝑢𝜂
)︂
𝑑𝑢𝑉 (𝑟) .
Согласно теоpеме 6 пpи 𝑟 ∈ 𝐸 отpезок [𝑖𝑟, 𝑖(1 + Δ1)𝑟] не пеpесекается с множеством 𝐹 .
Поэтому
|𝑏4| ≤𝑀35
(1+Δ1)𝑟∫︁
𝑟
1∫︁
0
ln
(︃
1 +
𝑀28√︀
ln2(3/Δ1) ln(3/Δ1)𝑢
)︃
𝑑𝑢𝑑𝑡 𝑉 (𝑟) =
=𝑀35𝑀28𝑟𝑉 (𝑟)
Δ1√︀
ln2(3/Δ1) ln(3/Δ1)
√
ln2(3/Δ1) ln(3/Δ1)/𝑀28∫︁
0
ln
(︂
1 +
1
𝑠
)︂
𝑑𝑠 ≤
≤𝑀35𝑀28𝑟𝑉 (𝑟) Δ1√︀
ln2(3/Δ1) ln(3/Δ1)
⎛⎝ 1∫︁
0
ln
(︂
1 +
1
𝑠
)︂
𝑑𝑠+
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+
1
2
ln2
3
Δ1
+
1
2
ln3
3
Δ1
− ln𝑀28
)︂
≤𝑀39𝑟𝑉 (𝑟)Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
.
Согласно теоpеме 4 выполняется неpавенство
|𝑏5| ≤𝑀25𝑟𝑉 (𝑟)Δ =𝑀25𝑟𝑉 (𝑟)Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
.
Из полученных оценок следуют утвеpждения 3 и 4 теоpемы пpи 𝐻 = ℎ(𝜃).
Восьмой этап. Нам осталось доказать утверждение 4 теоремы при ℎ(𝜃) < 𝐻 < ℎ(𝜃). Мы
по-прежнему считаем, что 𝑣(𝑧) — есть субгармоническая функция в верхней полуплоскости,
𝜌(𝑟) — её формальный порядок, причём 𝜌 ∈ (0, 1), 𝜃 = 𝜋/2. На этом этапе мы докажем, что
если число 𝐻 удовлетворяет написанным выше условиям, то для любого достаточно малого
строго положительного числа Δ существует последовательность 𝑟𝑛, lim
𝑛→∞ 𝑟𝑛 = +∞, такая, что
𝑣Δ(𝑖𝑟𝑛) = 𝐻𝑉 (𝑟𝑛). Пусть 𝜀 > 0 и такое, что
ℎ
(︁𝜋
2
)︁
< 𝐻 − 8𝜀 < 𝐻 + 8𝜀 < ℎ
(︁𝜋
2
)︁
.
Пусть Δ1 ∈ (0, exp(−𝑒)), и по-пpежнему
Δ = Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
.
Тогда из теоремы 4 вытекает, что
(1+Δ1)𝑅∫︁
𝑅
|𝑣(𝑖𝑡)− 𝑣Δ(𝑖𝑡)| 𝑑𝑡 ≤𝑀25Δ𝑅𝑉 (𝑅), 𝑅 ∈ 𝐸1 . (9)
где 𝐸1 — множество, определенное в этой теореме.
Согласно уже доказанному утверждению 3 теоремы при 𝐻 = ℎ (𝜋/2) получаем, что для
любого достаточно малого Δ1 существует последовательность 𝑅𝑛, lim
𝑛→∞𝑅𝑛 =∞, такая, что
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑣(𝑖𝑡)− ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)| 𝑑𝑡 ≤ 𝜀Δ1𝑅𝑛𝑉 (𝑅𝑛) .
Причем, как следует из приведенного доказательства последовательность 𝑅𝑛 можно выбрать
из множества 𝐸1. Тогда
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑣Δ(𝑖𝑡)− ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)| 𝑑𝑡 ≤ Δ1
(︂
𝜀+𝑀25
Δ
Δ1
)︂
𝑅𝑛𝑉 (𝑅𝑛) ≤ 2𝜀Δ1𝑅𝑛𝑉 (𝑅𝑛) ,
если Δ1 достаточно малое число.
Пусть
𝐵 = {𝑡 : 𝑡 ∈ [𝑅𝑛, (1 + Δ1)𝑅𝑛],
⃒⃒⃒
𝑣Δ(𝑖𝑡)− ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)
⃒⃒⃒
> 4𝜀𝑉 (𝑅𝑛)} .
Тогда mes𝐵 < Δ1𝑅𝑛/2. Поэтому при некотором 𝑡 ∈ [𝑅𝑛, (1+Δ1)𝑅𝑛] выполняется неравенство⃒⃒⃒
𝑣Δ(𝑖𝑡)− ℎ
(︁𝜋
2
)︁
𝑉 (𝑡)
⃒⃒⃒
≤ 4𝜀𝑉 (𝑅𝑛) .
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Из этого следует, что существует последовательность 𝑅2,𝑛, lim
𝑛→∞𝑅2,𝑛 =∞, такая, что
𝑣Δ(𝑖𝑅2,𝑛) ≥ (𝐻 + 3𝜀)𝑉 (𝑅2,𝑛) . (10)
По теореме 8 существуют число 𝛿 > 0 и последовательность 𝑅3,𝑛, lim
𝑛→∞𝑅3,𝑛 =∞, такие, что
при 𝑧 ∈ 𝐶(𝑖𝑅3,𝑛, 𝛿𝑅3,𝑛) выполняется неравенство 𝑣(𝑧) < (𝐻 − 8𝜀)𝑉 (|𝑧|). Предположим допол-
нительно, что 𝑣(𝑧) ∈ SHF(𝜌(𝑟)). В этом случае множество 𝐸1, о котором идет речь в теореме
4, можно считать равным лучу [1,∞). Если теперь написать неравенство, аналогичное (9), с
𝑅 = 𝑅3,𝑛, то из него можно получить, что существует последовательность 𝑅1,𝑛, lim
𝑛→∞𝑅1,𝑛 =∞,
такая, что
𝑣Δ(𝑖𝑅1,𝑛) ≤ (𝐻 − 3𝜀)𝑉 (𝑅1,𝑛) . (11)
Как следует из теоремы 2, функции 𝑣(𝑧) и 𝑣Δ(𝑧) принадлежат или не принадлежат клас-
су SHF(𝜌(𝑟)) одновременно. Если 𝑣Δ(𝑧) /∈ SHF(𝜌(𝑟)), то нижний индикатор этой функции в
точке 𝜋/2 равен минус-бесконечности. В этом случае условие (11), очевидно, выполняется.
Функция 𝑣Δ(𝑖𝑡)/𝑉 (𝑡) является непрерывной на оси [1,∞). Теперь из условий (10), (11) и тео-
ремы о промежуточном значении для непрерывных функций следует, что существует такая
последовательность 𝑅𝑛, lim
𝑛→∞𝑅𝑛 =∞, что 𝑣Δ(𝑖𝑅𝑛) = 𝐻𝑉 (𝑅𝑛).
Девятый этап. На этом этапе мы закончим доказательство утверждения 4 теоремы.
Пусть 𝑅𝑛 — та последовательность, которая построена на предыдущем этапе,
𝐷 =
∞⋃︁
𝑛=1
{︂
𝑧 : 𝑞𝑅𝑛 ≤ |𝑧| ≤ 𝑅𝑛
𝑞
,
𝜋
4
≤ arg 𝑧 ≤ 3𝜋
4
}︂
,
𝐷1 =
∞⋃︁
𝑛=1
{︂
𝑧 :
𝑞𝑅𝑛
2
≤ |𝑧| ≤ 2𝑅𝑛
𝑞
,
𝜋
8
≤ arg 𝑧 ≤ 7𝜋
8
}︂
.
Пусть 𝜇1 — риссовская мера функции 𝑣Δ(𝑧), а 𝜇2 — ограничение меры 𝜇1 на множество
𝐷1. Тогда по теореме 2 𝜌(𝑟) будет формальным порядком меры 𝜇2 и функциии
𝑣1(𝑧) =
∫︁∫︁
ln
⃒⃒⃒⃒
1− 𝑧
𝜁
⃒⃒⃒⃒
𝑑𝜇2(𝜁) ,
причём функция 𝑣2(𝑧) = 𝑣Δ(𝑧)− 𝑣1(𝑧) при 𝑧, 𝑧 + ℎ𝑧 ∈ 𝐷 будет удовлетворять неравенству
|𝑣2(𝑧 + ℎ𝑧)− 𝑣2(𝑧)| ≤𝑀39|ℎ|𝑉 (𝑟) .
Пусть 𝑀4 и 𝑀6 — те величины, о которых идёт речь в теореме 1. Для меры 𝜇2 построим
исключительное множество 𝐹 с помощью функций 𝐴(𝑟) = 𝑉 (𝑟), 𝜙(𝛼) = 𝑀4𝛼/𝜂. Тогда по
теореме 1 выполняются соотношения 𝑙*(𝐴) ≤ 𝜂,
|𝑣1(𝑧 + ℎ𝑧)− 𝑣1(𝑧)| ≤𝑀6𝑉 (𝑟)
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂𝑡
)︂
𝑑𝑡, 𝑧, 𝑧 + ℎ𝑧 /∈ 𝐹 .
Таким образом, существует величина𝑀40, не зависящая от 𝜂, такая, что при 𝑧, 𝑧+ℎ𝑧 ∈ 𝐷∖𝐹
будет выполняться неравенство
|𝑣Δ(𝑧 + ℎ𝑧)− 𝑣Δ(𝑧)| ≤𝑀40𝑉 (𝑟)
1∫︁
0
ln
(︂
1 +
|ℎ|
𝜂𝑡
)︂
𝑑𝑡 .
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По-пpежнему считаем
Δ = Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
, 𝜂 =
1
𝑀28
Δ1
√︂
ln2
3
Δ1
ln
3
Δ1
.
Тогда из теоремы 6 следует, что существуют числа Δ0 и 𝑛0 такие, что при Δ1 ∈ (0,Δ0),
𝑛 > 𝑛0 сегменты [𝑖𝑅𝑛, 𝑖(1 + Δ1)𝑅𝑛] не будут пересекаться с множеством 𝐹 . Имеем
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑣(𝑖𝑡)−𝐻𝑉 (𝑡)| 𝑑𝑡 ≤
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑣(𝑖𝑡)− 𝑣Δ(𝑖𝑡)| 𝑑𝑡+
+
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑣Δ(𝑖𝑡)− 𝑣Δ(𝑖𝑅𝑛)| 𝑑𝑡+ |𝐻|
(1+Δ1)𝑅𝑛∫︁
𝑅𝑛
|𝑉 (𝑅𝑛)− 𝑉 (𝑡)| 𝑑𝑡 .
Тепеpь, повтоpяя некотоpые из pассуждений пункта 7 получим
𝑤(Δ1) ≤𝑀41Δ1
√︃
ln2(3/Δ1)
ln(3/Δ1)
.
Теорема полностью доказана.
Отметим, что пpи 𝐻 ∈ (ℎ(𝜃), ℎ(𝜃)] мы доказали, что величина 𝑤(𝛼) допускает оценку
𝑤(𝛼) ≤𝑀𝛼
√︃
ln2(1/𝛼)
ln(1/𝛼)
.
Для случая 𝐻 = ℎ(𝜃) мы получили только соотношение lim
𝛼→0
𝑤(𝛼)/𝛼 = 0. Отметим, что в
этом случае никакой иной оценки для 𝑤(𝛼) в классе всех субгаpмонических функций полу-
фоpмального поpядка 𝜌(𝑟) не существует. Соответствующий пpимеp будет постpоен.
6. Пример
Пусть 𝛼 ∈ (0, 1) и пусть 𝛾(𝑢) строго возрастающая функция на сегменте [0, 𝛼], дифферен-
цируемая на полуинтервале (0, 𝛼], 𝛾(0) = 0, 𝛾′(+0) = +∞ и такая, что сходится интеграл
𝛼∫︁
0
ln
(︂
1
𝑡
)︂
𝑑𝛾(𝑡) .
Сходимость последнего интеграла эквивалентна сходимости интеграла
𝛼∫︁
0
𝛾(𝑡)
𝑡
𝑑𝑡 .
Пусть 𝜌 ∈ (0, 1). Пусть 𝑟𝑛, 𝑟1 ≥ 1, — быстро возрастающая числовая последовательность,
удовлетворяющая условиям
𝑛−1∑︁
𝑘=1
𝑟𝜌𝑘 ≤ 𝑟𝜌/2𝑛 ,
∞∑︁
𝑘=𝑛+1
𝑟𝜌−1𝑘 ≤ 1/𝑟𝑛 .
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Пусть, наконец,
𝜙𝑛(𝑠) = 𝑟
𝜌
𝑛𝛾
(︂
𝑠
𝑟𝑛
)︂
.
Обозначим
𝑣𝑛(𝑧) =
𝛼𝑟𝑛∫︁
0
ln
⃒⃒⃒⃒
1− 𝑧
𝑟𝑛 + 𝑖𝑠
⃒⃒⃒⃒
𝑑𝜙𝑛(𝑠) = 𝑟
𝜌
𝑛
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑧
𝑟𝑛(1 + 𝑖𝑢)
⃒⃒⃒⃒
𝑑𝛾(𝑢) ,
𝑣(𝑧) =
∞∑︁
𝑛=1
𝑣𝑛(𝑧).
Исследуем некоторые свойства функции 𝑣(𝑧). Пусть 𝑞 — произвольное число из интервала
(0, 1) и пусть 𝑟 = |𝑧| ∈ [𝑞𝑟𝑛, 𝑟𝑛/𝑞]. Пусть 𝑚 < 𝑛. Тогда
𝑣𝑚(𝑧) = 𝑟
𝜌
𝑚
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑧
𝑟𝑚(1 + 𝑖𝑢)
⃒⃒⃒⃒
𝑑𝛾(𝑢) = (1 + 𝑜(1)) 𝑟𝜌𝑚𝛾(𝛼) ln 𝑟 (𝑛→∞),
⃒⃒⃒⃒
⃒
𝑛−1∑︁
𝑚=1
𝑣𝑚(𝑧)
⃒⃒⃒⃒
⃒ ≤ 𝐴1𝑟𝜌/2 ln 𝑟.
При 𝑚 > 𝑛 выполняется неравенство
|𝑣𝑚(𝑧)| ≤ 𝛾(𝛼)𝑟𝜌−1𝑚 𝑟,
⃒⃒⃒⃒
⃒
∞∑︁
𝑚=𝑛+1
𝑣𝑚(𝑧)
⃒⃒⃒⃒
⃒ ≤ 𝛾(𝛼) 𝑟𝑟𝑛 ≤ 𝐴2 .
Таким образом, при 𝑟 ∈ [𝑞𝑟𝑛, 𝑟𝑛/𝑞] справедливо представление
𝑣(𝑧) = 𝑣𝑛(𝑧) + 𝜓𝑛(𝑧), |𝜓𝑛(𝑧)| ≤ 𝐴1𝑟𝜌/2 ln 𝑟 +𝐴2 . (12)
Изучим динамическую систему Азарина: 𝑣𝑡(𝑧) = 𝑣(𝑡𝑧)/𝑡𝜌, 𝑡 ∈ (0,∞). Для этого зафикси-
руем 𝑡 и рассмотрим функцию
𝑣𝑛(𝑡𝑟𝑛𝑧)
𝑡𝜌𝑟𝜌𝑛
=
1
𝑡𝜌
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑡𝑧
1 + 𝑖𝑢
⃒⃒⃒⃒
𝑑𝛾(𝑢) = 𝑎𝑡(𝑧) .
Из соотношения (12) следует, что для любого 𝑡 ∈ (0,∞) функция 𝑎𝑡(𝑧) принадлежит пре-
дельному множеству Азарина 𝐹𝑟(𝑣) функции 𝑣. Мы используем определение Азарина [1] пре-
дельного множества Fr (𝑣) субгармонической функции 𝑣. Очевидно, что если 𝐾 — компакт,
не содержащий нуля, то 𝑎𝑡(𝑧) → 0, если 𝑡 → 0 или 𝑡 → ∞ равномерно на компакте 𝐾. Мож-
но также показать, что множество функций 𝑎𝑡(𝑧), 𝑡 ∈ (0,∞) и 0 совпадает с Fr 𝑣. Детали
рассуждения будут приведены позже по другому поводу.
Обозначим
𝜙(𝑡) = 𝑎𝑡(1) =
1
2𝑡𝜌
𝛼∫︁
0
ln
(𝑡− 1)2 + 𝑢2
1 + 𝑢2
𝑑𝛾(𝑢).
Теорема Азарина [1] утверждает, что если ℎ(𝜃) и ℎ(𝜃) — индикатор и нижний индикатор
субгармонической функции 𝑣, то выполняются равенства
ℎ(𝜃) = sup
𝑢∈Fr𝑣
𝑢(𝑒𝑖𝜃), ℎ(𝜃) = inf
𝑢∈Fr𝑣
𝑢(𝑒𝑖𝜃) .
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По теореме Азарина для индикаторов введенной нами функции 𝑣 выполняются равенства
ℎ(0) = sup
𝑡∈(0,∞)
𝜙(𝑡), ℎ(0) = inf
𝑡∈(0,∞)
𝜙(𝑡) .
В частности, 𝜙(1) ∈ [ℎ(0), ℎ(0)]. Легко видеть, что 𝜙(+0) = 𝜙(2) = 0 и что 𝜙(𝑡) < 0 при
𝑡 ∈ (0, 2), 𝜙(𝑡) > 0 при 𝑡 > 2. Имеем
𝜙′(𝑡) =
1
2
1
𝑡𝜌+1
𝛼∫︁
0
(︂
−𝜌 ln (𝑡− 1)
2 + 𝑢2
1 + 𝑢2
+
2𝑡(𝑡− 1)
(𝑡− 1)2 + 𝑢2
)︂
𝑑𝛾(𝑢) .
При 𝑡 ∈ (1, 2) оба слагаемых в скобках положительны, и поэтому функция 𝜙(𝑡) возрас-
тает на сегменте [1, 2]. Так как 𝛾′(+0) = +∞, то, применяя расуждения, связанные с дока-
зательством теоремы Фату [14, глава 1, пункт D3], можно доказать, что 𝜙′(1 + 0) = +∞,
𝜙′(1 − 0) = −∞. Таким образом, точка 1 есть, по крайней мере, точка локального миниму-
ма функции 𝜙(𝑡). Мы не нашли простого доказательства, что точка 1 есть точка минимума
функции 𝜙(𝑡) на оси (0,∞). В дальнейшем, применяя теорему 7, мы докажем это утверждение.
Всюду в дальнейшем предполагается, что 𝛽 ∈ (0, 𝛼].
Рассмотрим величины
𝑤(𝛽) = lim inf
𝑧→∞
1
𝑟1+𝜌
(1+𝛽)𝑟∫︁
𝑟
|𝑣(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 , 𝑤1(𝛽) = lim
𝑛→∞
1
𝑟1+𝜌𝑛
(1+𝛽)𝑟𝑛∫︁
𝑟𝑛
|𝑣(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 .
Из дальнейшего будет видно, что второй из написанных выше пределов существует. Из
соотношения (12) следует, что
𝑤1(𝛽) = lim
𝑛→∞
1
𝑟1+𝜌𝑛
𝑟𝑛(1+𝛽)∫︁
𝑟𝑛
|𝑣𝑛(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 =
= lim
𝑛→∞
1
𝑟1+𝜌𝑛
𝑟𝑛(1+𝛽)∫︁
𝑟𝑛
⃒⃒⃒⃒
⃒⃒𝑟𝜌𝑛
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑡
𝑟𝑛(1 + 𝑖𝑢)
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 1
2
𝑡𝜌
𝛼∫︁
0
ln
𝑢2
1 + 𝑢2
𝑑𝛾(𝑢)
⃒⃒⃒⃒
⃒⃒ 𝑑𝑡 .
Сделаем в интеграле замену 𝑡 = 𝑟𝑛 + 𝜏𝑟𝑛. Мы получим
𝑤1(𝛽) =
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 1 + 𝜏
1 + 𝑖𝑢
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 1
2
(1 + 𝜏)𝜌
𝛼∫︁
0
ln
𝑢2
𝑢2 + 1
𝑑𝛾(𝑢)
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 =
=
1
2
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒(1 + 𝜏)𝜌
𝛼∫︁
0
ln
1 + 𝑢2
𝑢2
𝑑𝛾(𝑢)−
𝛼∫︁
0
ln
1 + 𝑢2
𝜏2 + 𝑢2
𝑑𝛾(𝑢)
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 .
Выражение под знаком модуля имеет вид
((1 + 𝜏)𝜌 − 1)
𝛼∫︁
0
ln
1 + 𝑢2
𝑢2
𝑑𝛾(𝑢) +
𝛼∫︁
0
ln
𝜏2 + 𝑢2
𝑢2
𝑑𝛾(𝑢)
и поэтому положительно при 𝜏 > 0. Таким образом,
𝑤1(𝛽) =
1
2
𝛽∫︁
0
𝛼∫︁
0
[︂
(1 + 𝜏)𝜌 ln
1 + 𝑢2
𝑢2
− ln 1 + 𝑢
2
𝜏2 + 𝑢2
]︂
𝑑𝛾(𝑢) 𝑑𝜏 . (13)
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Из определений 𝑤(𝛽) и 𝑤1(𝛽) следует, что
𝑤(𝛽) ≤ 𝑤1(𝛽) . (14)
Пусть 𝑡𝑘, lim
𝑘→∞
𝑡𝑘 =∞, — такая последовательность, что
𝑤(𝛽) = lim
𝑘→∞
1
𝑡1+𝜌𝑘
(1+𝛽)𝑡𝑘∫︁
𝑡𝑘
|𝑣(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 .
Прореживая, если нужно эту последовательность можно добиться того, что на каждом из
полуинтервалов [𝑟𝑛, 𝑟𝑛+1) будет находится не более одной точки 𝑡𝑘. Прореживая, если нужно,
последовательность 𝑡𝑘 ещё раз можно добиться чтобы любая точка 𝑡𝑘 находилась бы только в
одном из множеств
[︂
𝑟𝑛,
√
𝑟𝑛𝑟𝑛+1
]︂
,
(︀√
𝑟𝑛𝑟𝑛+1, 𝑟𝑛+1
)︀
(разумеется, каждому 𝑘 отвечает свое 𝑛).
Так как оба случая изучаются одинаково, то можно дополнительно предположить, что для
каждого 𝑘 однозначно определяется номер 𝑛𝑘 такой, что 𝑡𝑘 ∈
[︂
𝑟𝑛(𝑘),
√
𝑟𝑛(𝑘)𝑟𝑛(𝑘)+1
]︂
, причём
разным 𝑘 отвечают различные 𝑛𝑘. Пусть
𝑠 = lim sup
𝑘→∞
𝑡𝑘
𝑟𝑛𝑘
.
Не ограничивая общности, можно считать, что
𝑠 = lim
𝑘→∞
𝑡𝑘
𝑟𝑛𝑘
.
Очевидно, что 𝑠 ∈ [1,∞]. Докажем, что 𝑠 <∞. Предположим, что 𝑠 =∞. Имеем⃒⃒⃒⃒
⃒
𝑛𝑘−1∑︁
𝑚=1
𝑣𝑚(𝑧)
⃒⃒⃒⃒
⃒ ≤ 𝐴1𝑟𝜌/2 ln 𝑟, 𝑟 ≥ 𝑟𝑛𝑘 ,
1
|𝑧|𝜌
⃒⃒⃒⃒
⃒⃒ ∞∑︁
𝑚=𝑛𝑘+1
𝑣𝑚(𝑧)
⃒⃒⃒⃒
⃒⃒ ≤ 𝛾(𝛼) 𝑟1−𝜌𝑟1−𝜌𝑛𝑘+1 + 𝑟
1−𝜌
𝑟𝑛𝑘+1
, 𝑟 ∈ [𝑟𝑛𝑘 ,
√
𝑟𝑛𝑘𝑟𝑛𝑘+1] .
Из полученных оценок следует, что
𝑤(𝛽) = lim
𝑘→∞
1
𝑡1+𝜌𝑘
(1+𝛽)𝑡𝑘∫︁
𝑡𝑘
|𝑣𝑛𝑘(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 =
= lim
𝑘→∞
1
𝑡1+𝜌𝑘
(1+𝛽)𝑡𝑘∫︁
𝑡𝑘
⃒⃒⃒⃒
⃒⃒𝑟𝜌𝑛𝑘
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑡
𝑟𝑛𝑘(1 + 𝑖𝑢)
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 𝜙(1)𝑡𝜌
⃒⃒⃒⃒
⃒⃒ 𝑑𝑡 =
= lim
𝑘→∞
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒
𝛼∫︁
0
(︂
𝑟𝑛𝑘
𝑡𝑘
)︂𝜌
ln
⃒⃒⃒⃒
1− 𝑡𝑘
𝑟𝑛𝑘
1 + 𝜏
1 + 𝑖𝑢
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 𝜙(1)(1 + 𝜏)𝜌
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 .
Учитывая равенство
lim
𝑘→∞
𝑟𝑛𝑘
𝑡𝑘
= 0 ,
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получим
𝑤(𝛽) =
𝛽∫︁
0
|𝜙(1)|(1 + 𝜏)𝜌 𝑑𝜏 = 1
2
𝛽∫︁
0
𝛼∫︁
0
(1 + 𝜏)𝜌 ln
1 + 𝑢2
𝑢2
𝑑𝛾(𝑢) 𝑑𝜏 .
Сравнивая с (13), получим 𝑤(𝛽) > 𝑤1(𝛽). Это противоречит (14). Таким образом случай,
𝑠 = ∞ невозможен. Покажем что случай 𝑠 ∈ (1,∞) также невозможен. В противном случае
из соотношения (12) следует, что
𝑤(𝛽) = lim
𝑘→∞
1
𝑡1+𝜌𝑘
𝑡𝑘(1+𝛽)∫︁
𝑡𝑘
|𝑣𝑛𝑘(𝑡)− 𝜙(1)𝑡𝜌| 𝑑𝑡 =
= lim
𝑘→∞
1
𝑡1+𝜌𝑘
𝑡𝑘(1+𝛽)∫︁
𝑡𝑘
⃒⃒⃒⃒
⃒⃒𝑟𝜌𝑛𝑘
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑡
𝑟𝑛𝑘(1 + 𝑖𝑢)
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 𝜙(1)𝑡𝜌
⃒⃒⃒⃒
⃒⃒ 𝑑𝑡 =
= lim
𝑘→∞
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒(︂𝑟𝑛𝑘𝑡𝑘
)︂𝜌 𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑡𝑘
𝑟𝑛𝑘
1 + 𝜏
1 + 𝑖𝑢
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 𝜙(1)(1 + 𝜏)𝜌
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 =
=
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒ 1𝑠𝜌
𝛼∫︁
0
ln
⃒⃒⃒⃒
1− 𝑠(1 + 𝜏)
1 + 𝑖𝑢
⃒⃒⃒⃒
𝑑𝛾(𝑢)− 𝜙(1)(1 + 𝜏)𝜌
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 =
=
1
2
𝛽∫︁
0
⃒⃒⃒⃒
⃒⃒
𝛼∫︁
0
[︂
(1 + 𝜏)𝜌 ln
1 + 𝑢2
𝑢2
− 1
𝑠𝜌
ln
1 + 𝑢2
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2
]︂
𝑑𝛾(𝑢)
⃒⃒⃒⃒
⃒⃒ 𝑑𝜏 .
Выражение в квадратных скобках совпадает по знаку с выражением
(1 + 𝜏)𝜌𝑠𝜌 ln
1 + 𝑢2
𝑢2
− ln 1 + 𝑢
2
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2 =
= (𝑠𝜌(1 + 𝜏)𝜌 − 1) ln 1 + 𝑢
2
𝑢2
+ ln
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2
𝑢2
и поэтому положительно. Таким образом, мы получаем
𝑤(𝛽) =
1
2
𝛽∫︁
0
𝛼∫︁
0
(︂
(1 + 𝜏)𝜌 ln
1 + 𝑢2
𝑢2
− 1
𝑠𝜌
ln
1 + 𝑢2
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2
)︂
𝑑𝛾(𝑢) 𝑑𝜏 .
Вместе с (13) это даёт
𝑤(𝛽)− 𝑤1(𝛽) = 1
2
𝛽∫︁
0
𝛼∫︁
0
(︂
ln
1 + 𝑢2
𝜏2 + 𝑢2
− 1
𝑠𝜌
ln
1 + 𝑢2
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2
)︂
𝑑𝛾(𝑢) 𝑑𝜏 .
Подинтегральная функция совпадает по знаку с функцией
𝑠𝜌 ln
1 + 𝑢2
𝜏2 + 𝑢2
− ln 1 + 𝑢
2
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2 = (𝑠
𝜌 − 1) ln 1 + 𝑢
2
𝜏2 + 𝑢2
+ ln
(𝑠− 1 + 𝑠𝜏)2 + 𝑢2
𝜏2 + 𝑢2
=
= (𝑠𝜌 − 1) ln 1 + 𝑢
2
𝜏2 + 𝑢2
+ ln
(︂
1 +
(𝑠− 1 + (𝑠+ 1)𝜏)(𝑠− 1)(1 + 𝜏)
𝜏2 + 𝑢2
)︂
.
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Так как 𝑠 > 1, 𝜏 ∈ [0, 𝛽] ⊂ [0, 1], то написанная выше функция строго положительна.
Это даёт 𝑤(𝛽) − 𝑤1(𝛽) > 0, что противоречит (14). Таким образом, осталась единственная
возможность 𝑠 = 1. Это даёт
𝑤(𝛽) =
1
2
𝛽∫︁
0
𝛼∫︁
0
[︂
(1 + 𝜏)𝜌 ln
1 + 𝑢2
𝑢2
− ln 1 + 𝑢
2
𝜏2 + 𝑢2
]︂
𝑑𝛾(𝑢) 𝑑𝜏 ,
𝑤(𝛽) = 𝑤1(𝛽) .
Таким образом, функция 𝑤(𝛽) вычислена. Далее имеем
𝑤(𝛽) ≥ 1
2
𝛽∫︁
0
𝛼∫︁
0
ln
𝜏2 + 𝑢2
𝑢2
𝑑𝛾(𝑢) 𝑑𝜏 =
1
2
𝛼∫︁
0
𝑢
𝛽/𝑢∫︁
0
ln(1 + 𝜏21 )𝑑𝜏1𝑑𝛾(𝑢) =
=
1
2
𝛼∫︁
0
𝑢
(︂
𝛽
𝑢
ln
(︂
1 +
𝛽2
𝑢2
)︂
− 2𝛽
𝑢
+ 2arctg
𝛽
𝑢
)︂
𝑑𝛾(𝑢) ≥
≥ 𝛽
2
𝛼∫︁
0
ln
(︂
1 +
𝛽2
𝑢2
)︂
𝑑𝛾(𝑢) ≥ 𝛽
2
𝛽∫︁
0
ln
(︂
1 +
𝛽2
𝑢2
)︂
𝑑𝛾(𝑢) ≥
≥ 𝛽
𝛽∫︁
0
ln
𝛽
𝑢
𝑑𝛾(𝑢) = 𝛽
𝛽∫︁
0
𝛾(𝑢)
𝑢
𝑑𝑢 . (15)
Пусть 𝜀(𝛽) произвольная положительная функция, сходящаяся к нулю при 𝛽 → 0. Огра-
ничения, наложенные на функцию 𝛾, не исключают возможность выполнения неравенства
𝛽∫︁
0
𝛾(𝑢)
𝑢
𝑑𝑢 ≥ 𝜀(𝛽) (16)
в некоторой правой окрестности нуля. В частности, если 𝜀(𝛽) = (𝑀 + 1)
√︁
ln2(1/𝛽)
ln(1/𝛽) , где 𝑀 —
константа из теоремы 7, то тогда неравенства (15), (16), соотношение 𝜙(1) ∈ (ℎ(0), ℎ(0)] и тео-
рема 7 вместе дают противоречие. Тем самым, если функция 𝛾 удовлетворяет неравенству (16)
с написанной выше функцией 𝜀(𝛽), то ℎ(0) = 𝜙(1) = min
𝑡∈(0,∞)
𝜙(𝑡). Кроме того, неравенства (15)
и (16) показывают, что при 𝐻 = ℎ(𝜃) в теореме 7 условие 𝑤(𝛼) ≤ 𝜀(𝛼)𝛼 не выполняется ни для
какой функции 𝜀(𝛼), сходящейся к нулю при 𝜀→ 0, в классе всех субгармонических функций,
удовлетворяющих условиям теоремы 7.
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