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Abstract
We report the experimental production of modes of light in which the polarization (spin) and
spatial (orbital) degrees of freedom are nonseparable. In addition, the spatial polarization
distribution of these modes can be controllably tuned by varying the input polarization state.
To achieve this, we input separable spin-orbit modes into an asymmetric Mach-Zehnder
interferometer with an extra mirror in one arm. We probed the spatially varying polariza-
tion modes by combining a polarization and Stokes-based analysis with CCD imaging. In
addition, we predict that two indistinguishable photons entering this device in separable
spin-orbit modes can exhibit Hong-Ou-Mandel interference in conjunction with conversion
to nonseparable modes. We further measure an additional family of tunable nonseparable
modes with spatial polarization distributions, independent of Hong-Ou-Mandel conditions,
that can be produced using this interferometer.
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Chapter 1
Introduction
The nonintuitive discovery that the fundamental building blocks of our universe exhibit
both wave and particle natures has generated an increased interest in the field of optics
and photonics. This dual nature is often demonstrated through the use of the interference
patterns of light in Thomas Young’s 1801 double-slit experiment [1].
Historically, physicists believed that light was a wave. While Newton had attempted to
prove this theory incorrect, he was unsuccessful in winning over the minds of the majority,
and in 1801, Young confirmed in the minds of the physics community, the wave nature of
light. The idea of the particle nature of light was not established until 1905 when Einstein
published his groundbreaking work, “On a Heuristic Point of View about the Creation and
Conversion of Light” [2]. Then, the physics community had to reconcile the idea of particle-
wave duality. Since interferometry is a way to investigate light from both particle and wave
perspectives, it has been the prevailing method of moving forward the general understanding
of the fundamental nature of light itself.
The particle-wave duality paradox becomes important in understanding the concept of
interference. Since two superimposed waves are described in a very different way from two
“particles”, we first must briefly describe the difference in language. When wave physics
is used as a tool to understand light, it is called “classical optics” and light is described
mathematically as a transverse traveling wave. When light is described as particles, it is
called “quantum theory”. Incredibly, an interferometer has the power to deal with both
scenarios. For this reason, we will follow two related stories: one of the classical theory and
one of the quantum.
Classical optics originates from Maxwell’s equations. Starting from this fundamental de-
scription of an electromagnetic wave, boundary conditions are placed on Maxwell’s equations
to describe the beam-like geometry of laser light propagating through an interferometric ap-
paratus. The quantum theory of the same apparatus can be developed using Dirac’s creation
and annihilation operator notation.
Classical light is often used in optical traps, where particles can be captured and manip-
ulated using laser light. Properties of classical light such as polarization and spatial degrees
of freedom can impose spin and orbital angular momentum respectively on the trapped
particles [3]. The effects of this transfer of angular momentum are used in a range of appli-
cation, including the study of ultra-cold atoms, condensed matter systems, and biological
particles [4, 5]. In this way, classical light is an important tool to probe and control small
systems.
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Since both polarization and spatial degrees of freedom of light are key to studying these
small systems, it is important to understand how they relate to each other. Polarization is
simply the direction in which the electric field points as it oscillates, and the spatial state
of light is the transverse electric field distribution, or simply a beam cross-section. It is
common to represent polarized light as a product mode of these two degrees of freedom,
in which the two pieces are independent from each other [6]. In other words, for a given
spatial state, the electric field could exhibit any uniform polarization state. Conversely, a
given uniform polarization state can be associated with any spatial state.
However, classical optics allows for the “nonseparable” modes in which the polarization is
spatially varying, leading to mutual dependence between the spatial and polarization states
[7]. Since the analogous quantum properties associated with polarization and spatial degrees
of freedom are photon spin and orbital angular momentum, we will call these “nonseparable
spin-orbit modes”. We find the nonseparable spin-orbit modes particularly interesting in
their application to optical traps and their interaction with cold atoms because developing
controlled interplay between spin and orbital angular momentum in an optical trap has
great potential.
Since we have noted some application of classical light, it is also important to understand
the application of quantum light. The prospect of controllable quantum interference has
been a tantalizing prospect for the past few decades, and many experiments are being done
around the globe to push the limits of our understanding [8, 9, 10, 11]. An example of an
application is using entangled, or correlated, photons to fundamentally secure information
transfer over long distances [12]. In this way, creating a quantum internet would allow for
the fundamental security needed for financial transactions, or military operations [13, 14].
This exchange of secure information, however, is limited by noise in the signal over
distance. In traditional electrical signals, this is solved by using an amplifier, but is not a
viable option for quantum information. Instead, photons in conjunction with cold atoms can
be used as a “quantum repeater” to clean the quantum signal as it moves over long distances
[14, 15]. In this regard, the interaction between photons and cold atoms is fundamental to
developing quantum information networks.
These quantum information carriers could also fundamentally change the capabilities
of modern computers. Quantum bits can be used in quantum gates, improving speed and
increasing the complexity of computations [14]. These three types of applications together:
fundamentally secure information, quantum networks, and computing, have the potential
to advance the field of information processing in dramatic ways.
We have seen that both classical and quantum interactions with atoms are important
in a variety of ways. Here we will investigate one specific type of quantum interference
discovered in 1987, Hong-Ou-Mandel (HOM) interference, which gives information about
the distinguishability of two photons [16]. In this experiment, we call a possible outcome
with two photons involved a joint outcome. Each of these outcomes has a probability of
occurring, and we can call that probability an amplitude for the joint outcome state. If
two joint outcome states are indistinguishable and the amplitudes equal and opposite then
HOM interference occurs. In this scenario the probabilities cancel and the joint outcomes will
never occur. This interference pattern was first used to measure the path length difference
between two coupled photons passing through an interferometer which gives information
about the joint two-photon wave packet [16]. Note that for classical interference, the two
waves can superpose and interfere directly, whereas in this type of quantum interference, it
is the probability amplitudes that interfere.
Previous studies have shown the possibility of an apparatus, an asymmetric Mach-
3Zehnder interferometer (MZI) with an extra mirror in one arm, in which controllably variable
nonseparable spin-orbit modes are produced in conjunction with HOM interference [17, 18].
We find that each phenomenon by itself has valuable application, opening the door to a
wider range of possibilities when the phenomenon occur simultaneously, including but not
limited to encoding two pieces of related information onto a single photon.
The goal of this project is twofold: to refine and condense the theoretical predictions
from these studies into a compact theoretical model for the asymmetric MZI under HOM
conditions, and to demonstrate the conversion from product to nonseparable spin orbit
modes using this theory. Both classical and quantum methods are utilized in presenting the
theory for the asymmetric MZI, while classical laser light is used to test the conversion from
product to nonseparable spin-orbit modes under the determined HOM conditions.
We also explore an additional family of controllable nonseparable spin-orbit modes that
can produced using the asymmetric Mach-Zehnder interferometer. These second exploration
does not satisfy the HOM conditions, but still has application in optical traps, and produces
another manner in which the spatially varying polarization structure can be controlled.
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Chapter 2
Theory
2.1 Light: The traveling wave
To begin the mathematical description of classical interference, we must first lay out the
basic description of light: a traveling electromagnetic wave. The starting point is Maxwell’s
Equations, as stated in [6],
∇ · ~E = 1
0
ρ,
∇ · ~B = 0,
∇× ~E = −∂
~B
∂t
,
∇× ~B = µ0~J + µ00 ∂
~E
∂t
.
(2.1)
Here, ~E is the electric field, ~B is the magnetic field, 0 is the permitivity of free space,
µ0 is the permeability of free space, ρ is the charge density, and ~J is the current density [6].
It is understood that an electromagnetic wave consists of two parts: the electric field
and the magnetic field, which are mutually perpendicular. It is common to define the entire
electromagnetic wave in terms of the electric field since the magnetic field can be derived
from their perpendicular nature. This thesis will follow that trend.
We can now impose two conditions to Maxwell’s equations: free space and a beam-
like geometry. Free space means that there is no current or charge within the region of
interest. The beam-like geometry means that there is very little change in the diameter of
the transverse field over large propagation distances. The transverse field is the electric field
that is perpendicular to the direction of propagation. If the transverse field changes little
over long distances, the beam is collimated and the beam width does not change.
From the free space condition, we find that the differential equation for the electric field
simplifies to three independent copies of the wave equation
∇2~E(x, y, z, t)− 1
c2
∂t~E(x, y, z, t) = 0, (2.2)
as demonstrated in Griffiths’ work [6].
Now, it is viable to break the electric field into two parts: the transverse function (ET )
which describes the electric field in the transverse plane, and the longitudinal function (EL)
5
6 CHAPTER 2. THEORY
which describes the electric field in the longitudinal plane. The total description of the
electric field is the product of these two functions
~E(x, y, z, t) = ET (x, y, z)EL(z, t)eˆ, (2.3)
with polarization eˆ [19].
It is established that a monochromatic electric field is a wave through time and space
that has some angular frequency ω and some wavenumber k and we will call the direction
of propagation zˆ. The wavenumber is defined to be 2pi/λ where λ is the wavelength. In
order to keep generality, we must also introduce the longitudinal envelope function, F (z, t),
which allows for other changes in the longitudinal plane over time. Given this information,
we can write the longitudinal electric field function as
EL(z, t) = F (z, t)e
i(kz−ωt). (2.4)
Substituting Eqns. 2.3 and 2.4 into Maxwell’s electric field equation, 2.2, we find the
exact free space electric field differential equation[∇2T + 2ik(∂z + 1c∂t) + (∂2z − 1c2 ∂2t )]ET (x, y, z)F (z, t) = 0, (2.5)
where ∇2T is the gradient of the transverse coordinates only (x, y), and we use the free-space
condition of ω = kc.
There is not an exact solution to this differential equation, so assuming the geometry of
the system can be used to simplify Eqn. 2.5 into an exactly solvable differential equation.
In this experiment we will be using a Helium Neon laser, which is characterized by high
collimation and precise wavelength. Collimated light means that over large distances there
is very little change in the width of the beam, giving a beam-like geometry. We can write
this relationship as
∂2zET (x, y, z) 2k∂zET (x, y, z), (2.6)
where k is the wave number [19, 20]. Using this approximation, Eqn. 2.5 simplifies to the
paraxial wave equation(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
+ 2ik
∂
∂z
)
ET (x, y, z) = 0, (2.7)
which is exactly solvable.
In the limiting case of a collimated beam, the solution to Eqn. 2.7 is a product of
Hermite Polynomials and the Gaussian Function. Again using the beam-like geometry to
our advantage, we can solve this differential equation for the case where z = 0, since we are
interested in the electric field transverse to the propagation direction. This then takes the
form
ET (x, y, 0) =
Amn
w0
Hm
(√
2x
w0
)
Hn
(√
2y
w0
)
e
−
(
x2+y2
w20
)
, (2.8)
where Amn is a normalization factor of
√
2−(m+n−1)
pi n! m! , Hn and Hm are the Hermite Polyno-
mials with the argument in parentheses, and w0 is the beam width parameter [19, 20].
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Then inserting Eqns. 2.4 and 2.8 into Eqn. 2.3 the solution to the electric field of a beam
propagating in free space is
~E(x, y, z, t) =
Amn
w0
[
Hm
(√
2x
w0
)
Hn
(√
2y
w0
)
e
−
(
x2+y2
w20
)]
ei(kz−ωt)eˆ. (2.9)
We then have a set of orthogonal solutions to the paraxial wave equation that are of
the form of traveling waves along the z-axis and are parameterized by the indices m and n
[17]. Here let us pause to consider the different components of this electric field equation
and determine the intrinsic degrees of freedom of light.
In Eqn. 2.9, the first term, Amn/w0, corresponds to an amplitude of the electric field.
This will be the function that determines the intensity of the beam when power measure-
ments are taken. The function in square brackets is the transverse spatial mode function
which is simply the distribution of the electric field function in a slice perpendicular to
the axis of propagation which determines the spatial intensity distribution of the light in
the transverse plane. This corresponds to two intrinsic degrees of freedom, one for the
x-distribution, one for the y-distribution.
The next piece of the Eqn. 2.9 is the oscillatory part, ei(kz−ωt). This piece states that
the wave propagates along the z-axis with the wave number k and angular frequency ω.
Wave number and angular frequency are intimately connected, and together determine the
next intrinsic degree of freedom: frequency. This degree of freedom also determines the
wavelength of the light since ω = 2piv/λ where v is the speed of propagation. In this
experiment, the frequency degree of freedom is fixed because we use a Helium Neon laser
that has a well-defined, unchanging wavelength at 632.8 nm.
The last piece of the equation is the vector component. The electric field traces out a
path in the transverse plane as the electromagntic wave oscillates. The eˆ component refers
to the polarization of the light, which is the last of the four intrinsic degrees of freedom.
2.1.1 Hermite Gaussian Modes and the Bloch Sphere
As shown in the previous section, the transverse spatial mode of the electric field is made
up of a product of two Hermite polynomials and a Gaussian function. In Eqn. 2.9 we have
written the Hermite Polynomials as
Hm
(√
2x
w0
)
, Hn
(√
2y
w0
)
(2.10)
to show that the argument of a each function is a constant multiple of x and y respectively.
The Hermite polynomials can be defined as [21]
Hn(x) = (−1)nex2 d
n
dxn
(e−x
2
), (2.11)
from which the first three polynomials are found to be
H0(x) = 1,
H1(x) = 2x,
H2(x) = 4x
2 − 2.
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Figure 2.1: Hermite polynomials n = 1, 2, 3, 4 with argument x are shown. This graphic
was found at [22].
The Hermite functions shown in Eqn. 2.12 are graphed in Fig. 2.1. Here we can see that
the order of the function (n) corresponds to the order of the polynomial and consequently
the number of roots of the function.
The product of these two Hermite functions, one in x and one in y, with the Gaussian
function are called Hermite-Gaussian modes and are ordered based on the value m + n.
As the order of the mode increases, the number of Hermite Polynomial roots increases,
consequently leading to more intricacy in the pattern.
Figure 2.2 shows plots of the scalar amplitude of Eqn. 2.9 where the first three orders
of Hermite Gaussian transverse electric field modes are shown as 3D plots. The transverse
electric field is plotted against the amplitude of the electric field. These plots are snapshots
of the oscillatory electric field in time. The notation for these modes is denoted by HGmn
where m and n are the order of the function in x and y respectively.
The intensity of the light is the complex modulus squared of the electric fields [6], denoted
I(x, y) =
∣∣∣ ~E(x, y, z, t)∣∣∣2 = ~E(x, y, z, t) · ~E∗(x, y, z, t). (2.12)
The intensity distribution is what can be measured in the lab with a camera. The intensity
of the first three orders of transverse spatial modes are plotted in Fig. 2.3. In these modes,
the roots of the Hermite functions appear as vertical or horizontal lines of zero intensity.
Any laser beam can output a superposition of many Hermite Gaussian modes. However,
in this experiment we want to focus on the two simplest non-Gaussian transverse spatial
modes. These are the two first order Hermite-Gaussian modes shown in Fig. 2.3.
These Hermite Gaussian modes have a radial symmetry, therefore changing to a polar
coordinate system will facilitate a concise and clear theory. We can define the coordinates
(ρ, Φ) where ρ is the radial coordinate and Φ is the angular coordinate measured from the
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Figure 2.2: A snapshot in time of the oscillating electric field. The x and y coordinates are
the transverse spatial coordinates of the electric field and shown by the mesh square, and
the third axis shows the amplitude of the field. The top row is zero order Hermite Gaussian
modes, the middle row shows the two first order modes, and the bottom row shows the three
second order modes. These plots are compiled from a script written by Yashasvi Lohia.
axis y = 0, x > 0. Using this coordinate system, the Hermite Gaussian modes can be written
as
HG01(ρ, Φ) =
Amn
w0
ρ sin(Φ)e
−
(
ρ
w0
)2
HG10(ρ, Φ) =
Amn
w0
ρ cos(Φ)e
−
(
ρ
w0
)2
. (2.13)
Since we are interested in the first order modes exclusively, we can use a tool called the
Bloch Sphere to represent any superposition of these two modes [1]. Here the two basis
modes are located at the poles of the sphere. The polar angle θ parameterizes the relative
magnitudes of the two basis modes, while the azimuthal angle φ parameterizes the relative
phase between the basis modes. A Bloch Sphere showing the intensity distributions of the
modes along with their coordinates is shown in Fig. 2.4.
Using the Bloch Sphere coordinates, we can write an arbitrary superposition of the two
first order Hermite Gaussian modes in Eqn. 2.13 as
ET (θ, φ; ρ, Φ) = cos
(
θ
2
)
HG01 + sin
(
θ
2
)
eiφHG10
=
Amn
w0
ρe
−
(
ρ
w0
)2 [
cos
(
θ
2
)
sin(Φ) + eiφ sin
(
θ
2
)
cos(Φ)
]
. (2.14)
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Figure 2.3: The intensity of the light in the transverse plane. The top row is zero order
Hermite Gaussian modes, the middle row shows the two first order modes, and the bottom
row shows the three second order modes. These plots are compiled from a script written by
Yashasvi Lohia.
In the argument of the electric field we separate the ρ, and Φ from the θ, and φ because they
play different roles. The parameters ρ and Φ show the fundamental dependence of the electric
field function, where θ and φ simply parameterize the superposition of first order Hermite-
Gaussian functions. In this way, we can compactly represent any arbitrary combination of
first order Hermite-Gaussian functions, and consequently the transverse spatial state.
2.1.2 The Polarization State
The polarization of the light can also be described using a sphere with two basis vectors.
Polarization is usually described as a vector that is an arbitrary superposition of xˆ and yˆ
vectors that can have any phase between them, which can be written as
eˆ = Ayˆ + eiBCxˆ. (2.15)
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Figure 2.4: The Bloch Sphere shown with the axes x, y, and z extended in each direction.
The north and south poles of the sphere represent the two basis modes, each a fundamental
first order Hermite Gaussian mode. The polar angle changes the relative magnitude of the
two basis modes, and the azimuthal angle shows the phase between them. Each image is
shown from the perspective of looking in the propagation direction.
This vector is traditionally written with the relative phase associated with the yˆ vector.
However, our experimental setup abides by a symmetry associated with the vertical direc-
tion. For simplicity, we then use the convention shown above to allow for the symmetries
in the mathematics to reflect the symmetries in the lab.
If we use the xˆ and yˆ polarization as the basis for another sphere in analogy with the
Bloch sphere described above, we can use the same theory as with the transverse spatial
mode to describe any polarization. This sphere is generally called the Poincare´ Sphere and
is shown in Fig. 2.5 [1].
Using the Poincare´ sphere to describe our arbitrary polarization state, we can rewrite
Eqn. 2.15 as
eˆ = cos
(α
2
)
yˆ + eiβ sin
(α
2
)
xˆ. (2.16)
For this sphere, the polar angle is named α and the azimuthal angle β. Analogous to
the Bloch Sphere, α parameterizes the relative amplitude of the two basis vectors and β
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Figure 2.5: The Poincare Sphere shown with the axes x, y, and z extended in each direction.
The north and south poles of the sphere represent the two basis modes, xˆ and yˆ polarization.
The polar angle changes the relative magnitude of the two basis modes, and the azimuthal
angle shows the phase between them. Each vector is shown from the perspective of looking
in the direction of beam propagation.
parameterizes the relative phase between them. When there is no relative phase between
the xˆ and yˆ vectors, the polarization is linear, but adding a relative phase between the two
produces elliptical polarization.
2.1.3 Composite traveling wave description
Now that we have a rigorous definition of the transverse Hermite Gaussian modes, and the
polarization, we can write our electric field in its final form,
~E(θ, φ, α, β; ρ, Φ, z, t) =
Amn
w0
ρe
−
(
ρ
w0
)2 [
cos
(
θ
2
)
sin(Φ) + eiφ sin
(
θ
2
)
cos(Φ)
]
×
[
cos
(α
2
)
yˆ + eiβ sin
(α
2
)
xˆ
]
ei(kz−ωt). (2.17)
Since there is a difference between the dependence of the electric field function on the
θ, φ, α, and β parameters and on the ρ, Φ, z, and t parameters, they are separated by a
semicolon. The first set of parameters define the state of the light, meaning any first-order
physical beam will have a defined θ, φ, α, and β. The second set of parameters describe the
fundamental spatio-temporal dependence of the electric field function. When we describe
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our physical system with this notation, we will choose the parameters θ, φ, α, β and describe
the electric field only as a function of ρ and Φ, temporarily leaving out the traveling wave
piece, since it is understood to always be present.
Equation 2.17 is the complete description of a general superposition of two states of
the form Eqn. 2.9; one with m = 1, n = 0 the other with m = 0, n = 1, and any uniform
polarization state. To express a completely general electric field we would need an infinite
sum over all Hermite Gaussian functions. To simplify, we are looking only at a small
subspace of the functions using only the first order Hermite Gaussian modes.
Figure 2.6: The overall set-up of the experiment including a tracer laser for alignment
purposes. The direction of propagation of the light is from the upper left corner of the
image to the lower right corner, denoted by the solid lines. The tracer laser path is denoted
by the dashed lines. The optical fiber, 2D Sagnac sorter and the rotator act as preparation
for the main experimental apparatus: the asymmetric Mach-Zehnder interferometer.
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Figure 2.7: A half-wave plate where the birefringent material is oriented with its optical axis
tilted at angle θ from the vertical. This has the intended effect of rotating linearly polarized
light through angle 2θ. This image is from [23].
2.1.4 A Six-mode Optical Fiber, 2D Sagnac Interferometer, and
Optical Rotator: Preparing the Polarization and Spatial State
Inputs for Experiment
We are specifically interested in employing an asymmetric Mach-Zehnder interferometer
(MZI) in this experiment. This type of interferometer is characterized by two beam-splitters
and separate paths between them. In this interferometer, a collimated beam of light is split
using the first beam splitter, and the two beams travel independent paths consisting of a
differing number of mirrors until they interfere together at the second beam-splitter. This
will be used to study mode transformations from product modes to nonseparable spin-orbit
modes simultaneously with HOM interference.
In order to prepare the desired inputs of the MZI, we use an optical fiber, a 2D Sagnac
sorter, and an optical rotator. The optical fiber excites the first six Hermite Gaussian modes
as the light propagates through it, the 2D Sagnac sorter selects the first order Hermite-
Gaussian modes and the rotator rotates these modes. This allows us the freedom to select a
specific mode to input into the MZI. The entire experimental set-up is shown in Fig. 2.6, and
we will briefly discuss the theory of the classical light as it passes through each component.
The point of our extensive set-up is twofold: we want to first prepare the light so that we
have a linear combination of HG01 and HG10 modes, then we want to study the interference
of these modes in an asymmetric Mach-Zehnder interferometer.
Another interesting aspect of the study of these modes in the asymmetric interferometer
is the transformation from polarization and spatial state product mode to nonseparable
spin-orbit states. If the amplitudes of the components of polarization and spatial modes
basis vectors are equal, the resulting MZI output polarization pattern varies spatially as a
controllable nonseparable spin-orbit mode. For this reason, we will focus on these “balanced”
input states.
Naturally we start our story with the light source, the Helium-Neon laser which produces
a collimated beam with wavelength 632.8 nm [24]. The beam produced consists primarily
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Figure 2.8: The 2D Sagnac sorter with the path of the light shown in red. Note that the
path of the light is directed out of the plane to produce the sorting effect. Here the thick
lines show the entering and exiting light, while the thin lines show the two directions that
the light travels through the device. The displacement of the two paths from each other
in the diagram is only for aesthetics. In reality, the two paths need to overlap exactly to
produce the 2D sorting effect.
of the Gaussian mode with linear polarization. This is done through a combination of an
iris and Brewster angle window on the interior of the laser cavity. The first piece of optical
equipment that this laser light encounters is a periscope. This is simply to change the height
of the beam propagation above the optical table so that we can have the experiment occur
at a different height than the laser.
We then have a microscope objective lens which works to focus the beam down to a
smaller width. This allows the beam to enter into the optical fiber. The specific optical
fiber used in this experiment is a six-mode fiber at wavelength 632.8 nm, which is used
to excite the laser light into higher order spatial modes. Having a six-mode fiber means
that there are six different fundamental modes of light that the fiber can excite (HG00,
HG01, HG10, HG02, HG20, HG11), which are shown in Fig. 2.3. In reality, each of the
six fundamental Hermite-Gaussian modes can have either xˆ or yˆ polarization, leading to a
resulting 12 output modes when polarization is taken into account. This means that the
output of the optical fiber is any superposition of these 12 modes.
As discussed in [24], the stresses on the fiber can change its output superposition. By
changing the stresses on the fiber, we can have some control about the type of output that
we get. Specifically, we want to be able to control the relative phase between the HG01 and
HG10 modes.
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Figure 2.9: The Sagnac sorts even from odd 2D parity in the manner shown. The plus and
minus refer to the direction of the electric field in a snapshot of time. As can be seen, the
first order Hermite-Gaussian modes are odd under a 2D flip because they are opposite after
the operation.
The second microscope objective lens collimates the output of the optical fiber, and
the following two mirrors simply redirect the beam. Next the light passes through a linear
polarizer and a half-wave plate. These two optical elements together are oriented to produce
yˆ-polarized light. The point of putting these two elements together is that the polarization of
the light out of the fiber can be any superposition of polarization states (including elliptical
polarization) and we need the light to be linear and yˆ for the 2D Sagnac sorter to work
as intended [19]. The polarizer is used to select the major axis of the polarization ellipse,
maximizing the intensity while creating linear polarization, and the half-wave plate is used
to rotate that linear polarization to yˆ.
The theory of the half-wave plate is well-known. It is made of a birefringent material,
where the refractive index is dependent on the polarization of light, such that linearly
polarized light will rotate through twice the rotation of the birefringent optical axis [25].
This is shown in Fig. 2.7
After the half-wave plate, the light encounters the first 50:50 beam-splitter, which reflects
50% of the light and transmits the other 50%. This is used to view and assess the beam
profile before the beam enters into the 2D Sagnac sorter. This sorter is shown in Fig. 2.8,
which is characterized by one beam-splitter which splits the light into two parts that travel
the same path in opposite directions. The reason we call this interferometer a 2D sorter is
because it sorts even from odd parity with respect to a two-dimensional rotation.
To clarify the meaning of this statement, let us briefly discuss these concepts. First, a
two dimensional flip is the same effect as a 180◦ rotation. Here a 2D vector or function
centered at the origin is flipped about the x-axis and the y-axis [24]. The parity comments
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Figure 2.10: Like a dove prism [26], this symmetric configuration of mirrors will rotate a
vertical image by 180◦. If the whole rotator apparatus is rotated by a degree γ, the image
will be rotated by a degree 2γ.
on whether or not the object is the same after the rotation. If the vector or function is
unchanged after the two dimensional flip, we call it a positive parity and if the object has
changed we say it has negative parity. Although parity can mean many things, we use
the term to denote whether or not a vector or function has changed after an operation is
performed.
As shown in Fig. 2.9, the two first-order Hermite-Gaussian modes have odd parity with
respect to a two-dimensional flip while the rest of the modes exiting the optical fiber have
even parity. This means, that the 2D Sagnac sorter effectively isolates out two modes of
interest from the rest.
There are two outputs to the Sagnac interferometer. One is in the direction shown:
perpendicular to the input. The other travels back against the direction of propagation of
the input and encounters again the beam-splitter that sits prior to the 2D Sagnac. Here,
the output beam splits so that we can observe the Sagnac even parity output on a screen
to get more information about the alignment of the interferometer.
In this way we can use both the output ports to continue to prepare the light that enters
into the MZI. The next optical element that is encountered is an optical rotator. This is
shown in Fig. 2.10 and consists of three mirrors, two at equal and opposite angles from the
third. This configuration of mirrors acts like a Dove prism, rotating the image [26]. We
use this device to rotate the modes that are selected by the 2D Sagnac sorter, changing the
θ-parameter on the Bloch Sphere. Rotating the apparatus by some angle, γ, will rotate the
final image by twice that angle, 2γ.
Next, the light encounters the third beam-splitter, the final stage of preparation for the
two inputs of the MZI. As shown in Fig. 2.6, the number of mirrors between this beam-
splitter and the MZI differ depending on the path chosen. Each path of the light from the
beam-splitter to the MZI encounters three mirror reflections. In this way, the two MZI
inputs will be identical unless other optical elements are introduced before the inputs.
Since for each mirror reflection, the xˆ and yˆ components of the polarization pick up a
relative phase between them, we introduce linear polarizers before the MZI inputs to remove
this phase, increasing out ability to control the polarization state of the inputs. To carefully
control the phase between these vector components we also include a Berek compensator
directly before the two inputs of the MZI. The linear polarizer only passes linear light, taking
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Figure 2.11: The birefringent crystal inside the Berek compensator shown from above where
the tilt angle from the optical axis determines the retardation of one polarization component
with respect to the other. The right image shows a graph of the retardation versus the crystal
tilt angle. Image from [28].
away any elliptical component, while the Berek has the flexibility to rotate the polarization
(like the half-wave plate) or to create elliptical or circular polarized light in a controllable
manner.
A Berek compensator is made of a birefringent crystal with rotation and tilt degrees of
freedom from the beam axis, as shown in Fig. 2.11. The combination of crystal tilt angle and
wavelength of light determines the amount by which one polarization component is lagged
behind the other. This is called optical retardation, and is determined by the thickness of
the crystal in relation to the wavelength [27]. As the tilt angle is varied, the distance that
the light will travel through the material changes, so the relationship between the thickness
and wavelength changes. The rotation angle allows the slow axis to rotate, changing the
polarization component that will be lagged behind the other.
2.1.5 An Asymmetric Mach-Zehnder Interferometer: The Experi-
mental Apparatus
Since the combination of the previously mentioned optical elements allow us to prepare the
state of the light as described by Eqn. 2.17, it is now time to delve into the theory of the
MZI itself, shown in Fig. 2.12. The first step of this process is to use the tools of linear
algebra to model each optical element in the MZI as a matrix. This is helpful because we are
using all linear optical tools and we can develop a single matrix to describe the relationship
between the inputs and outputs of the MZI.
The interferometer can have two electric field inputs, let’s call them a and b, each con-
sisting of a spatial mode component and a polarization component as shown in Eqn. 2.17.
Here we can represent either input port as p = a, b and we can re-write Eqn. 2.17 for an
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Figure 2.12: The asymmetric Mach-Zehnder interferometer. The key features of this inter-
ferometer are the differing number of mirrors in each of the two arms and a phase shifter in
the lower arm. It uses the same elements as shown in the key of Fig. 2.6 and an additional
yellow phase shifter element. Added to input A and the upper arm of the interferometer are
two sets of phase shifter (yellow) and wave-plate (green) combinations. These are simply to
compensate for minor phase shifts in the polarization as the light encounters each optical
element.
arbitrary product mode input as
~Ep(θp, φp, αp, βp; ρ, Φ, z, t) = Sp(θp, φp; ρ, Φ)Pˆp(αp, βp)e
i(kz−ωt), (2.18)
where S is the spatial function and Pˆ is the polarization function. We can call this a product
mode because the spatial and polarization components are multiplied together. From this
point forward we can neglect the traveling wave parts of Eqns. 2.17 and 2.18 because it is
a common piece to all of the electric fields involved. We can then write the spatial function
as
S(θp, φp; ρ, Φ) =
N
w0
ρe
−
(
ρ
w0
)2 [
cos
(
θp
2
)
sinΦ+ eiφp sin
(
θp
2
)
cosΦ
]
(2.19)
where N is the normalization factor which includes the factor Amn.
Equation 2.19 can be written in a more compact way if we consider two functions
E0 ≡ N
w0
ρe
−
(
ρ
w0
)2
sinΦ ≡ G(ρ) sinΦ (2.20)
E1 ≡ N
w0
ρe
−
(
ρ
w0
)2
cosΦ ≡ G(ρ) cosΦ, (2.21)
where the normalization factor N is determined such that∫ ∞
0
∫ pi
0
E20 r drdΦ =
∫ ∞
0
∫ pi
0
E21 r drdΦ = 1. (2.22)
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Using this notation we find that the spatial function in Eqn. 2.19 can be written as
S(θp, φp; ρ, Φ) = A
[
cos
(
θp
2
)
E0 + eiφp sin
(
θp
2
)
E1
]
, (2.23)
where A denotes the spatial amplitude.
The polarization can be written as
~Pp(αp, βp) = cos
(αp
2
)
vˆ0 + e
iβp sin
(αp
2
)
vˆ1 (2.24)
where vˆ0 = yˆ and vˆ1 = xˆ denote the vector components of the polarization.
We can then insert Eqn. 2.23 and 2.24 into Eqn. 2.18 and expand to get the input electric
field in the form
~Ep(θp, φp, αp, βp; ρ, Φ) = e
p
00
~E00 + ep11~E11 + ep10~E10 + ep01~E01, (2.25)
where
ep00 ≡ A cos
(
θp
2
)
cos
(αp
2
)
, ~E00 ≡ E0vˆ0 = G(ρ) sin(Φ)yˆ,
ep11 ≡ A sin
(
θp
2
)
sin
(αp
2
)
ei(φp+βp), ~E11 ≡ E1vˆ1 = G(ρ) cos(Φ)xˆ,
ep01 ≡ A cos
(
θp
2
)
sin
(αp
2
)
ei(βp), ~E01 ≡ E0vˆ1 = G(ρ) sin(Φ)xˆ,
ep10 ≡ A sin
(
θp
2
)
cos
(αp
2
)
ei(φp), ~E10 ≡ E1vˆ0 = G(ρ) cos(Φ)yˆ.
(2.26)
This notation is designed to be consistent with [29], and the following theory is adapted
from the same work. Each vector, ~Ejk, denotes the vector modes of the electric field, while
other pieces of the equation epjk denote the complex mode amplitudes where we have replaced
each choice of subscript indices 00, 11, 01, and 10 with indices jk where j and k can be zero
or one accordingly. The amplitudes of each vector modes are then completely determined
with choice of parameter θp, φp, αp, βp, with the total electric field a superposition of these
four weighted vector modes.
Each optical element in the MZI can then be represented as a matrix acting on the input
vector mode amplitudes eajk and e
b
jk. The first element of the MZI is a beam-splitter, for
which case a new notation of parity must be introduced. While the fundamental idea of
parity still applies, in this case we are interested in 1D parity change, or in other words a
flip about the y-axis only. We name an operator to describe this parity change, Πˆ, which
acts on the vector modes depending on their parity.
The effect of the Πˆ operator acting on the mode ~Ejk is to multiply the mode by either
one or negative one such that Πˆ~Ejk = (−1)j+k~Ejk. This operator acts on every reflection
of the light through the interferometer.
With this Πˆ operator we can adequately describe the actions of both the beam-splitter
and the mirrors. The beam-splitter transmits half of the light, and reflects the other half.
The reflected light picks up a phase with respect to the transmitted light that in the case
of the 50:50 beam-splitter is equal to i [30]. Putting the phase and the mirror reflection
together, we obtain a 2× 2 matrix representation of a beam-splitter as
UˆBS =
1√
2
[
1 iΠˆ
iΠˆ 1
]
, (2.27)
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where 1/
√
2 is a normalization factor [30].
The mirror matrix is
UˆM =
[
Πˆn 0
0 Πˆm
]
, (2.28)
because each of the input states is acted on by the Πˆ operator. In the mirror matrix, the
powers n and m denote the number of mirror reflections in each arm of the interferometer.
Finally, the phase shifter inside the MZI changes the phase of the light in one arm with
respect to the other. The matrix representation of this is simply
Uˆδ =
[
ei
δ
2 0
0 e−i
δ
2
]
, (2.29)
where δ is the phase between the two arms.
Then these three matrices together make the full matrix equation for the MZI,[
ecjk
~Ejk
edjk
~Ejk
]
=
1√
2
[
1 iΠˆ
iΠˆ 1
] [
Πˆ2 0
0 Πˆ3
]
×
[
ei
δ
2 0
0 e−i
δ
2
]
1√
2
[
1 iΠˆ
iΠˆ 1
][
eajk
~Ejk
ebjk
~Ejk
]
. (2.30)
In our MZI we have two mirrors in one arm and three mirrors in the other, so we can replace
variables n and m for the integers two and three. This constitutes a change in the mirror
matrix that will impart three mirror reflections for one arm of the MZI and two mirror
reflections for the other, which has the same effect as operating with Πˆ multiple times.
The next step is to do the matrix multiplication, which results in[
ecjk
~Ejk
edjk
~Ejk
]
=
1
2
 ei δ2 − Πˆe−i δ2 iΠˆ(ei δ2 + Πˆe−i δ2)
iΠˆ
(
ei
δ
2 + Πˆe−i
δ
2
)
−
(
ei
δ
2 − Πˆe−i δ2
) [ eajk~Ejk
ebjk
~Ejk
]
. (2.31)
This matrix shows the relationship between the inputs and outputs of the MZI, which we
call Uˆjk(Πˆ).
There are four options for the subscripts jk, 00, 01, 10, 11, leading to the Uˆjk(Πˆ) matrix
being an 8×8 block diagonal matrix in the expanded form. Instead of writing the expanded
matrix in its entirety we can use the Πˆ operator to our advantage to write down the two
solutions of Uˆjk(Πˆ).
We know that the Πˆ operator works such that ~Ejk = (−1)j+k~Ejk is true, which allows
us to solve for Uˆjk(Πˆ) when j + k is even and when j + k is odd, leading to
Uˆeven =
1
2
 ei δ2 − e−i δ2 i(ei δ2 + e−i δ2)
i
(
ei
δ
2 + e−i
δ
2
)
−
(
ei
δ
2 − e−i δ2
)  = i
 sin ( δ2) cos ( δ2)
cos
(
δ
2
) − sin ( δ2)
 , (2.32)
when j + k is even and
Uˆodd =
1
2
 ei δ2 + e−i δ2 −i(ei δ2 − e−i δ2)
−i
(
ei
δ
2 − e−i δ2
)
−
(
ei
δ
2 + e−i
δ
2
)  =
 cos ( δ2) sin ( δ2)
sin
(
δ
2
) − cos ( δ2)
 , (2.33)
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when j + k is odd. These matrices together give the full description of our asymmetric
Mach-Zehnder interferometer for the range of inputs defined.
2.1.6 One Input
Let’s first explore the rich output modes when there is only one input to the asymmetric
Mach-Zehnder interferometer. This will not have analogy to the quantum biphoton inter-
ference case because biphoton interference involves two photons, however the output modes
created can have spatially varying polarization, or nonseparable spin-orbit modes. These
types of modes are interesting in their own right. The structure of these states can be
mapped onto cold atoms, or used to propagate information, as explored in the introduction.
The only modification that is necessary is to remove input b from Eqn. 2.31 giving
[
ecjk
~Ejk
edjk
~Ejk
]
=
1
2
 ei δ2 − Πˆe−i δ2 iΠˆ(ei δ2 + Πˆe−i δ2)
iΠˆ
(
ei
δ
2 + Πˆe−i
δ
2
)
−
(
ei
δ
2 − Πˆe−i δ2
) [ eajk~Ejk
0
]
. (2.34)
We can then solve this matrix equation four times, once for each combination of indices
00, 11, 01, 10 using Eqns. 2.32 and 2.33, which can still be applied to the new input column
vector. After the amplitude of each vector mode is fully determined by the matrix equation,
we refer to Eqn. 2.25 to superpose the four vector modes together with their respective
amplitudes. The resulting superposition leads to the two output electric fields, written in
column vector form for clarity as
[
~Ec
~Ed
]
=
 i sin ( δ2) (ea00~E00 + ea11~E11)+ cos ( δ2) (ea01~E01 + ea10~E10)
i cos
(
δ
2
) (
ea00
~E00 + ea11~E11
)
+ sin
(
δ
2
) (
ea01
~E01 + ea10~E10
)  . (2.35)
This matrix equation can be expanded into two separate electric field equations
~Ec = G(ρ)
[
i sin
(
δ
2
)(
cos
(
θ
2
)
cos
(
α
2
)
sinΦ yˆ + ei(φ+β) sin
(
θ
2
)
sin
(
α
2
)
cosΦ xˆ
)
+
cos
(
δ
2
)(
eiφ
(
sin θ2
)
cos
(
α
2
)
cosΦ yˆ + eiβ cos
(
θ
2
)
sin
(
α
2
)
sinΦ xˆ
)]
, (2.36)
and
~Ed = G(ρ)
[
i cos
(
δ
2
)(
cos
(
θ
2
)
cos
(
α
2
)
sinΦ yˆ + ei(φ+β) sin
(
θ
2
)
sin
(
α
2
)
cosΦ xˆ
)
+
sin
(
δ
2
)(
eiφ sin
(
θ
2
)
cos
(
α
2
)
cosΦ yˆ + eiβ cos
(
θ
2
)
sin
(
α
2
)
sinΦ xˆ
)]
. (2.37)
Note here that the function dependence on δ does not factor out of the spatial and
polarization state of the electric field. This means that this parameter has a significant role
in both the spatial and polarization mode outputs for the one-input case.
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Two special cases to investigate for one-input is when δ = ±pi2 . For this case where
δ = +pi2 , Eqn. 2.35 reduces to[
~Ec
~Ed
]
= i√
2
 (e00~E00 + e11~E11)− i(e01~E01 + e10~E10)(
e00~E00 + e11~E11
)
− i
(
e01~E01 + e10~E10
)  , (2.38)
in which case the two outputs are identical. For the case where δ = −pi2 , Eqn. 2.35 reduces
to [
~Ec
~Ed
]
= i√
2
 −(ea00~E00 + ea11~E11)− i(ea01~E01 + ea10~E10)(
ea00
~E00 + ea11~E11
)
+ i
(
ea01
~E01 + ea10~E10
)  , (2.39)
in which case the two outputs are identical up to an overall phase factor of −1, which does
not change any measurable quantity.
Here we take the chance to define a useful quantity,
Ψ∓(θ, φ, α, β; δ; ρ, Φ) ≡
(
ea00
~E00 + ea11~E11
)
∓ i
(
ea01
~E01 + ea10~E10
)
, (2.40)
so that when δ = ±pi2 both output electric fields are identical, up the the factor of negative
one, and are Ψ∓ respectively.
2.1.7 Two Identical Inputs
Let’s make a simplifying assumption in the spirit of HOM interference, which requires two
identical inputs for this interferometer, allowing us to continue forward and investigate a
two-input theory. This means θa = θb ≡ θ, φa = φb ≡ φ, αa = αb ≡ α, and βa = βb ≡ β or
in other words we have eajk = e
b
jk ≡ ejk.
From Eqns. 2.31-2.33, and using the assumption of identical inputs, we can solve for
the amplitudes of the four vector modes in Eqn. 2.25, as we did in the one-input case, and
superpose them together to find the complete output electric fields
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
[Ψ∓(θ, φ, α, β; ρ, Φ)] , (2.41)
where the choice ∓ denotes the choice of output ports c, d respectively and the function
Ψ∓ is defined in Eqn. 2.40. Notice here that the overall amplitude of the electric field is
dependent on the parameter δ, which has factored out of the function Ψ∓ completely. This
parameter, then, will only effect the amplitude of each electric field without effecting the
type of mode.
The function Ψ∓(θ, φ, α, β; ρ, Φ) can also be written as
Ψ∓(θ, φ, α, β; ρ, Φ) ≡ cos(α2 )S˜∓yˆ ∓ i sin(α2 )eiβ S˜±xˆ, (2.42)
where S˜∓ and S˜± are of the same form as the spatial function modes and are defined to be
S˜± ≡ G(ρ)
[
cos( θ2 ) sinΦ± i sin( θ2 ) cosΦeiφ
]
,
S˜∓ ≡ G(ρ)
[
cos( θ2 ) sinΦ∓ i sin( θ2 ) cosΦeiφ
]
. (2.43)
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Equation 2.42 can be expanded using Eqns. 2.43 while still keeping the form Ayˆ+eiBCxˆ,
and inserted into the electric field equation 2.41 to get
~E(θ, φ, α, β; δ; ρ, Φ) = G(ρ)e
[
i tan−1
(
M∓
R∓
)] (
cos( δ2 )± sin( δ2 )
)[
cos(α2 )
√
A+ ±B sinφ yˆ ∓ i sin(α2 )
√
A+ ∓B sinφ e
i
[
β±tan−1
(
B cosφ
A−
)]
xˆ
]
, (2.44)
as detailed in Appendix A. Here we have introduced a couple of new functions defined to
be
A± ≡ cos2( θ2 ) sin2 Φ± sin2( θ2 ) cos2 Φ
B ≡ 12 sin θ sin(2Φ)
M∓ ≡ Im{S˜∓} = ∓ sin( θ2 ) cosΦ cosφ
R∓ ≡ Re{S˜∓} = cos( θ2 ) sinΦ± sin( θ2 ) cosΦ sinφ. (2.45)
To reiterate, Eqn. 2.44 is the general electric field output of the MZI with identical
inputs. Here the amplitude of the electric field for each output port is dependent on the
phase shifter δ. Since the phase shifter parameter factors completely out of the modes of the
electric field, it has no effect on the electric field other than on amplitude. This means that
there is an internal interferometer element that allows us to completely extinguish either
output leading to complete constructive interference out one port and complete destructive
interference out the other. This is a key element that is important for the quantum HOM
interference case given that for quantum inputs we hope to see complete extinction of one
output. In this way, the case of δ = ±pi2 where this extinction occurs is a classical case
comparable to the quantum HOM interference effect.
There is a nuanced difference between the two-input theory and the single input theory.
For the classical two-input complete interference cases, δ = ±pi2 determines the output port
at which the light exits the interferometer in addition to determining the output state of the
light, Ψ∓. However, the light exiting port c in will always be in state Ψ−, as determined
by Eqn. 2.41 and the light exiting port d in the two-input case will always be in state Ψ+.
The internal interferometer parameter, δ, when oriented at other values simply changes the
relative magnitude of the electric field out each port.
Another important aspect of Eqn. 2.44 is that there is the phase between the xˆ and yˆ
polarization that is dependent on Φ, the azimuthal cylindrical coordinate describing angular
location on the transverse spatial mode. This means that there is not necessarily a uniform
polarization over the entire mode, but instead one that can vary with transverse mode
polar angle. Here we see the appearance of nonseparable spin-orbit modes in which the
polarization is spatially varying, the manner in which depends on the input parameters,
and will be discussed later for a couple specific cases.
The role of β, the phase between the input vertical and horizontal polarization com-
ponents, is also a critical concept. This parameter contributes to the output polarization
structure, which we have already determines varies with polar angle Φ. As β increases,
the phase between the two polarization components at any given polar angle Φ increases.
Another way to interpret this is that as β changes, the overall polarization structure rotates
about the beam axis. Here we see that the direction of rotation is opposite for choice of ∓.
A nuanced comparison of the single and two-input cases is then that the direction of
rotation about the beam axis is the same for each output mode for the single input case,
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because the output modes are identical. Here the direction of rotation would be determined
by the choice of δ = ±pi2 . However, for the two-input case, the mode output is completely
determined by the port. For this case, the two output polarization structures would rotate
in opposite directions as β is varied.
Since it is directly measurable, another useful piece of information to know is the intensity
of light at each output port. In the experiment, we do not measure the electric field directly,
we can only see the intensity distribution and measure the power, which is the intensity over
a given area. The intensity of the electric field is simply the vector dot product of electric
field with its complex conjugate, which results in an expression that is considerably simpler
than Eqn. 2.44. The intensity calculation can then be written in multiple steps as
I(θ, φ, α, β; δ; ρ, Φ) = ~E · ~E∗ = ExE∗x + EyE∗y
= G(ρ)2 (1± sin δ) [A+ ±B sinφ cosα]
= G(ρ)2 (1± sin δ) [cos2( θ2 ) sin2 Φ+ sin2( θ2 ) cos2 Φ
± 12 sin θ sin(2Φ) sinφ cosα]. (2.46)
The most important piece of information to be gleaned from Eqn. 2.46 is that no matter
the input parameters, as long as the inputs are identical, the magnitude of the intensity is
governed by the internal phase shifter angle δ. As a reminder, the upper and lower signs
denote the output port c, and d respectively. This phenomenon is completely independent
of the choice of input parameters, given that they are identical.
The last piece of theory necessary to understand the classical experiment is the theory of
a linear polarizer after the output of the MZI. We can understand this using Jones Calculus,
which breaks apart the polarization components into a vector with entries xˆ and yˆ [31]. Like
before, we can use a matrix to perform transformations, this time on the Jones polarization
vector.
The matrix representation of a linear polarizer is[
Epx(Γ )
Epy(Γ )
]
=
[
sin2 Γ − sinΓ cosΓ
− sinΓ cosΓ cos2 Γ
] [
Epx
Epy
]
, (2.47)
where Γ is measured clockwise from the vertical looking against the direction of propagation
[32]. Here Epx and Epy are the xˆ and yˆ polarization components of the electric field out
port p = c, d, and Epx,py(Γ ) are the polarization components after going through the linear
polarizer.
Using Eqn. 2.44, we can re-write the Jones vector in Eqn. 2.47 as,[
Epx(Γ )
Epy(Γ )
]
=
[
sin2 Γ − sinΓ cosΓ
− sinΓ cosΓ cos2 Γ
]
× ∓i sin(α2 )√A+ ∓B sinφ ei
[
β±tan−1
(
B cosφ
A−
)]
cos(α2 )
√
A+ ±B sinφ
 , (2.48)
where the overall factor G(ρ)(cos( δ2 ) ± sin( δ2 ))exp[i tan−1
(
M∓
R∓
)
] has been temporarily left
out.
While the electric field after a polarizer is a useful quantity, the measurable piece is the
intensity of the light after it passes through the linear polarizer. This is one way that we can
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take measurements which reveal information about the polarization pattern of the outputs
of the MZI. Since the polarization is spatially varying, the intensity distribution of the light
after it passes through the linear polarizer changes based on the angle of the polarizer axis.
Therefore the intensity distribution of the light gives information about the polarization
pattern of the mode.
To find the intensity of the mode after the linear polarizer, again we find the vector dot
product of the electric field through the polarizer with its complex conjugate, leading to
I(Γ ) = ~Ep(Γ ) · ~E∗p(Γ ) = Epx(Γ )E∗px(Γ ) + Epy(Γ )E∗py(Γ ), (2.49)
which expands to
I(Γ ) = G2(ρ) [1± sin δ][
sin4 Γ sin2(α2 )(A+ ∓B sinφ) + cos4 Γ cos2(α2 )(A+ ±B sinφ)
+ 14 sin
2(2Γ )(A+ ±B sinφ cosα)
∓ 12 sinα sin(2Γ )
√
A2+ −B2 sin2 φ sin
(
β ± tan−1
(
B cosφ
A−
))]
. (2.50)
Now we have developed a general theory of the outcome of two identical inputs into the
asymmetric MZI, including the electric field equation and the intensity distribution. Because
this output polarization can depend on the angle Φ, which is a coordinate describing a radial
line on the transverse spatial mode, we introduce a linear polarizer and analyze the intensity
distribution. Thus Eqn. 2.50 gives us information about the general case of the intensity
distribution using the linear polarizer as a measurement device.
2.2 Light as Quanta
So far, we have restricted the picture of light to a traveling transverse wave. As briefly dis-
cussed the introduction, the outcome of our experiment changes when the inputs are single
photons. This is done in practice with a number of methods including single molecules,
quantum dots, and spontaneous parametric down conversion [33]. Since we have a com-
prehensive picture of light as a wave, we can find what occurs when we consider light as
a particle. In the classical wave story we found an electric field and intensity function
that describes how the waves interfere with each other when going through the asymmetric
Mach-Zehnder interferometer. In the quantum story, the particles cannot interfere with
each other. Instead we can figure out the probabilities of each possible outcome occurring.
We will see that it is possible for the probabilities of different outcomes to cancel with each
other, leading to interference of the outcome probability amplitudes. In the classical wave
story, the somewhat analogous effect would be complete constructive or destructive inter-
ference between fields at the output. We will focus on a specific instance of the interference
of probability amplitudes, Hong-Ou-Mandel interference.
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2.2.1 Developing a Quantum Conversion Factor
The starting point to translating the classical wave theory into the quantum theory is to
quantize Eqn. 2.25, re-written here for convenience,
~Ep(θp, φp, αp, βp; ρ, Φ) = e
p
00
~E00 + ep11~E11 + ep10~E10 + ep01~E01, (2.51)
where we can write epjk and
~Ejk using the indices j, k to be either zero or one accordingly.
We accept that there is an equality between the total energy of the classical wave and the
quantum Hamiltonian operator representing the total energy of a quantum simple harmonic
oscillator [30, 34]. The process of quantization uses this principle to form a quantization
rule. This rule takes the classical field coefficients as inputs, and outputs a creation or
annihilation operator. These operators act on the vacuum state to produce or remove
photons with analogous states to the classical light [35].
The two defining qualities of a particle is its energy and its momentum. Einstein showed
the relationship E = hf in his discovery of the photoelectric effect, showing that the energy
of a photon is proportional to its frequency [2]. The next year, De Broglie found a relation-
ship between momentum and wavelength, p = h/λ [36]. Although these two concepts extend
beyond photons, it shows, using the relation c = fλ, that both the energy and momentum
are completely determined if either the wavelength or frequency of the light is known. Since
this experiment is being restricted to one color of light, we can completely determine the
energy of the photons.
We can then look at the total energy of the classical field in a volume. The reason to
define this volume is to isolate a finite amount of energy. This volume is defined as a cylinder
with infinite cross-sectional area, and finite length L, so that the volume is V0.
The total energy of the enclosed wave associated with a given field mode ejk, described
in Eqn. 2.26 is then [6, 34]
Hp = 2 0V0 |epjk|2
= 0V0
[
epjke
p∗
jk + e
p∗
jke
p
jk
]
, (2.52)
where 0 is the permitivity of free space, V0 is the volume of the cylinder, and |epjk|2 is the
complex modulus squared of the classical field coefficient.
The quantum Hamiltonian operator representing the total energy of a quantum simple
harmonic oscillator is written as [35]
Hˆp = ~ω
[
pˆ†jkpˆjk +
1
2
]
, (2.53)
and we can use the commutation relationship [35]
pˆjkpˆ
†
jk = pˆ
†
jkpˆjk + 1, (2.54)
to re-write Eqn. 2.53 as
Hˆp =
~ω
2
[
pˆjkpˆ
†
jk + pˆ
†
jkpˆjk
]
. (2.55)
To better understand the quantization process, we must unpack this compact notation.
Each pˆ is a quantum operator associated with the port p = c, d of the asymmetric Mach-
Zehnder interferometer. The indices are the notation for the field mode of the photon.
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The operator with the “dagger” notion, †, designates a creation operator, and the operator
without the “dagger” is an annihilation operator. Thus, pˆ†jk creates a photon in the mode
associated with the indices (jk) in port p and pˆjk removes a photon in the mode associated
with the indices (jk) from port p.
The quantum claim from which all else is derived in that the classical energy in the
volume and the quantum Hamiltonian operator representing the total energy of a quantum
simple harmonic oscillator are equal [30, 34]. This claim lets us define a quantum conversion
factor [34]
epjk = eH pˆjk
ep∗jk = e
∗
H pˆ
†
jk, (2.56)
where
eH ≡ i
√
~ω
20V0
e∗H ≡ −i
√
~ω
20V0
. (2.57)
2.2.2 The Mach-Zehnder interferometer with quantized inputs
We can then relate the quantum inputs and outputs of the asymmetric Mach-Zehnder
interferometer by performing the quantum conversion Eqn. 2.56 on Eqn. 2.31.
Replacing the classical field coefficients in these equations with the quantum conversion
factor, we see that[
eH cˆjk~Ejk
eH dˆjk~Ejk
]
=
1
2
 ei δ2 − Πˆe−i δ2 iΠˆ(ei δ2 + Πˆe−i δ2)
iΠˆ
(
ei
δ
2 + Πˆe−i
δ
2
)
−
(
ei
δ
2 − Πˆe−i δ2
) [ eH aˆjk~Ejk
eH bˆjk~Ejk
]
. (2.58)
The Πˆ operator then acts on the vector modes of light, ~Ejk, to give two different matrices:
Eqn. 2.32, and Eqn. 2.33. Introducing a new notation for this matrix we can write both
matrices in a compact notation as Uˆ(even/odd), so that we can refer to both matrices in the
same equation.
This new notation allows us to write the quantized asymmetric Mach-Zehnder interfer-
ometer as [
cˆjk
dˆjk
]
= Uˆ(even/odd)
[
aˆjk
bˆjk
]
, (2.59)
where the quantum conversion coefficient eH and the vector modes ~Ejk cancel out.
First, it is useful to invert this equation so that we can write inputs on the left and outputs
on the right. To do this, we can call upon the fact that for unitary matrices, Uˆ−1 = Uˆ†,
where the † notation here means the conjugate transpose of the matrix. Since the Mach-
Zehnder interferometer matrix is unitary, we can apply this rule to re-write Eqn. 2.59 as[
aˆjk
bˆjk
]
= Uˆ†(even/odd)
[
cˆjk
dˆjk
]
. (2.60)
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The next step is to note that here we have exclusively annihilation operators for the
inputs and outputs. However, it will be useful to think in terms of creation operators
instead, since in experiment we add photons to the system. To do this, we simply conjugate
both sides of the equation to get[
aˆ†jk
bˆ†jk
]
= UˆT(even/odd)
[
cˆ†jk
dˆ†jk
]
, (2.61)
where the T means the transpose of the matrix. For these Uˆ(even/odd) matrices given in
Eqns. 2.32 and 2.33, the transpose is equal to the original matrix.
Since we have determined the relationship between the quantum inputs and outputs
of the interferometer, the next step is to write a wave equation for the input and output
photons. It is generally accepted that we can superpose the four possible states in each port
using photon state amplitudes determined by the Bloch and Poincare´ coordinate systems
[34]. Since a single photon can be created in state pˆjk when the vacuum is acted upon
by the creation operator pˆ†jk, a photon in a superposition of states can be created by a
superposition of creation operators acting on the vacuum state. Then we can say that
|ψin〉 = (e00aˆ†00 + e11aˆ†11 + e10aˆ†10 + e01aˆ†01)(e00bˆ†00 + e11bˆ†11 + e10bˆ†10 + e01bˆ†01) |vac〉 , (2.62)
represents one photon in port a and one in port b, each in an arbitrary superposition of
states pˆ†jk and each acting on the vacuum state. Each operator amplitude is defined as
e00 ≡ cos
(
θ
2
)
cos
(
α
2
)
,
e11 ≡ sin
(
θ
2
)
sin
(
α
2
)
ei(φ+β),
e01 ≡ cos
(
θ
2
)
sin
(
α
2
)
eiβ ,
e10 ≡ sin
(
θ
2
)
cos
(
α
2
)
eiφ,
in analogy with classical amplitudes in Eqns. 2.26.
Using the matrix in Eqn. 2.61, we can find the relationship between the interferometer
inputs and outputs. Using this relationship, Eqn. 2.62 gives the interferometer output which
can be written as [18]
|ψout〉 = (Φˆ†c + Φˆ†d)(χˆ†c + χˆ†d) |vac〉
= (Φˆ†cχˆ
†
c − Φˆ†dχˆ†d − Φˆ†cχˆ†d + Φˆ†dχˆ†c) |vac〉 , (2.63)
where
Φˆ†c ≡ i
[
sin( δ2 )(e00cˆ
†
00 + e11cˆ
†
11)− i cos( δ2 )(e10cˆ†10 + e01cˆ†01)
]
,
χˆ†c ≡ i
[
cos( δ2 )(e00cˆ
†
00 + e11cˆ
†
11)− i sin( δ2 )(e10cˆ†10 + e01cˆ†01)
]
,
Φˆ†d ≡ i
[
cos( δ2 )(e00dˆ
†
00 + e11dˆ
†
11)− i sin( δ2 )(e10dˆ†10 + e01dˆ†01)
]
,
χˆ†d ≡ i
[
sin( δ2 )(e00dˆ
†
00 + e11dˆ
†
11)− i cos( δ2 )(e10dˆ†10 + e01dˆ†01)
]
.
(2.64)
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Studying Eqn. 2.63, we find that the first term of the four presented in the second line is
dependent only on the output port c and the second term is dependent only on the output
port d. The last two terms are dependent on both of the output ports. Hong-Ou-Mandel
interference occurs when the two photons must exit the same interferometer port together.
In other words, Hong-Ou-Mandel interference occurs when Φˆ†cχˆ
†
d = Φˆ
†
dχˆ
†
c. Referencing the
definitions of these operators, Eqn. 2.64, this equality occurs only when δ = ±pi2 so that the
cosine and sine functions are balanced.
Implementing this condition, Eqn. 2.63 is reduced to
|ψout〉 = (Φˆ†cχˆ†c − Φˆ†dχˆ†d) |vac〉 . (2.65)
Both operators Φˆ†c and χˆ
†
c when evaluated at δ = ±pi2 are equal to a factor of ±1, and
similarly both operators Φˆ†d and χˆ
†
d are equal to a factor of ±1. We can then re-write the
product of the two as the square of operators
Φˆ†cχˆ
†
c ≡ ψˆ†2c ≡
[
(e00cˆ
†
00 + e11cˆ
†
11)∓ i(e10cˆ†10 + e01cˆ†01)
]2
Φˆ†dχˆ
†
d ≡ ψˆ†2d ≡
[
(e00dˆ
†
00 + e11dˆ
†
11)∓ i(e10dˆ†10 + e01dˆ†01)
]2
, (2.66)
where the square of an operator creates two identical photons in the same port. Here, the
choice of ∓ denotes a choice of δ = ±pi2 , and results in a quantum state analogous to Ψ∓
implying that the resulting biphoton is in the same nonseparable spin-orbit state as demon-
strated in Eqn. 2.41. This is the situation where HOM interference occurs, necessitating
identical outputs, and the total output field function can be written as
|ψout〉 = ∓ 12
(
ψˆ†2c − ψˆ†2d
)
|vac〉 . (2.67)
We find that for the quantum two-input case, the output port cannot be predetermined.
Instead, the choice of δ = ±pi2 determines the output state of the biphoton as it exits the
interferometer. The choice δ = +pi2 ensures HOM interference will occur with state Ψ−,
and the choice δ = −pi2 ensures HOM interference will occur with state Ψ+.
Chapter 3
Experiment
3.1 Experimental Procedure
In Section 2.1.4 we explored each piece of the experimental set-up and its contribution to
the preparation of the experimental input modes for the asymmetric Mach-Zehnder inter-
ferometer. Here we look at a brief procedure for the mode preparation and Mach-Zehnder
alignment.
Using Fig. 2.6 as a guide for the procedure, we start with the preparation of the optical
fiber. Here we have interlaced the fiber between a set of three posts, as shown in Fig. 3.1.
The outer two posts are on movable stands so that sliding them forwards and backwards
adjusts the curvature of the fiber, changing the output mode. Since we have set up the fiber
so that it lies about six inches above the optical table, we set up stands on either side of
the posts in order to support the fiber. To gain even more control over the curvature in
the fiber, vertical height blockers were added so that the vertical movement of the fiber was
restricted from both above and below. With this restriction, the vertical pitch of the fiber
becomes increasingly important. Using the combination of fiber-bending with the posts
and fiber-torsion by changing the pitch, the phase between the two basis first order spatial
modes can be manipulated. The combination of the stands and these height blockers also
provided a safety to restrict the motion of the fiber were it to slip out of place, decreasing
the chance of the fiber coming out of the fiber chuck and mounts.
The next major piece of alignment is the 2D Sagnac Sorter. To make initial alignment
easier, a second Helium Neon laser with a Gaussian spatial profile was used as a “tracer”
laser. This means that the path of the original laser light is traced out by this new laser, as
shown in Fig. 3.2. Using the tracer laser Gaussian beam, the Sagnac could be aligned using
power measurements instead of being aligned using spatial intensity distributions as done
with higher order modes. Since the Gaussian is even under 180◦ rotation, all of the light
will exit the even port of the Sagnac interferometer. Using a power meter, the intensity out
the odd port of the Sagnac can be minimized using techniques detailed in [17], to indicate
the best alignment of the interferometer.
The last significant piece of alignment is the asymmetric Mach-Zehnder interferometer.
Again, the Gaussian tracer laser was needed for this alignment process. Using the single
input of the Gaussian tracer laser, the internal workings of the Mach-Zehnder interferometer
could be aligned using the techniques described in [17]. The theoretical predictions of the
outputs for this case are given in [37], where varying the glass plate angle δ changes the
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Figure 3.1: The optical fiber arrangement. The movement of the two black posts, shown by
the black arrows control the curvature of the fiber, while the position of the fiber around
the center post can be changed to manipulate the fiber pitch. The combination of these
change the phase between the two first order Hermite Gaussian spatial modes.
relative intensity of the two output ports.
Interferometric visibility is a measure of complete interference and can be written in two
ways
Visibility =
Icmax − Idmin
Icmax + Id min
=
Idmax − Icmin
Idmax + Icmin
, (3.1)
where Icmax, and Idmax are the maximum power out the ports c, and d respectively, and
Icmin and Idmin are the minimum power out the two ports.
Since the visibilities defined in these different ways are only equal for ideal systems, an
average of the two is used to measure the visibility. Using the technique mentioned above
with the tracer laser, the asymmetric Mach-Zehnder interferometer exhibited a visibility of
0.849 when the spatial mode interference was best. In the future, work should be done to
model the best expected visibility using imperfect beam splitters.
It is also necessary to understand that each reflective piece in the Mach-Zehnder interfer-
ometer is not ideal. Upon each reflection, the xˆ and yˆ components of the polarization have
different phases imparted on them. The phase difference imparted between the two must
be corrected in order for the interference to occur as theorized. To fix this, a glass plate
and half wave plate was inserted into one arm of the interferometer and tilted to impose a
phase difference between the two polarization components, correcting for the imperfections
of the reflective surfaces of our apparatus.
Finally, the data collection was taken with a CCD camera, which was protected by a
number of neutral density filters that uniformly attenuate the intensity of the outputs. In
order to get the best information about the output states, we adjusted the filters so that very
few pixels of the camera were saturated. This gives us a better idea of the relative intensities
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Figure 3.2: The Gaussian profile tracer laser simplifies the process of precision alignment of
both the 2D Sagnac and asymmetric Mach-Zehnder interferometers. Although the original
laser is off during the alignment process, the path it would take is still denoted by the dashed
lines. The symbol key for this image is identical to the key in Fig. 2.6.
of the mode at various points. However, the amount of attenuation was not altered between
measurements of individual experiments. Because the resulting images from the attenuated
light were often very dim, most of the data images were enhanced by changing the color
contrast after the fact. This does not alter the mode observed by the CCD, but simply
makes it easier for the reader to see the difference between the bright and dim pixels.
3.2 HOM Interference Case of Interest
As we have seen in Section 2.2.2, HOM interference occurs in the asymmetric Mach-Zehnder
interferometer only when the internal phase shifter is set at δ = ±pi2 . For this reason, the
we pay special attention to these cases in both theory and experiment.
3.2.1 Two-input theory
In the previous chapter, we discussed the general output of the asymmetric MZI given the
condition that the inputs are identical. Here, let us discuss a specific dual-input case of
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Figure 3.3: The intensity and polarization state of the theoretical inputs, satisfying the
conditions θ = pi2 , φ = 0, α =
pi
2 , and the output mode for port c is in the mode Ψ−, which
is shown. As the parameter β varies, the polarization state of the input changes from linear
to circular to linear. However as β changes, the output spatially dependent polarization
state rotates counterclockwise about the beam axis for the Ψ− state.
interest: θ = pi2 , φ = 0, α =
pi
2 , which is illustrated in Fig. 3.3. This input is interesting to
us because there occurs the previously mentioned complete destructive interference effect in
conjunction with the production of controllably varying nonseparable spin-orbit modes.
These nonseparable modes are particularly interesting for a couple of reasons. First, if
these modes were used as quantum information carriers, they would carry two inseparable
pieces of information: one from the spatial mode and one from polarization. Inseparable
means that the modes produced are not product states, and therefore the polarization is
dependent on the transverse polar angle of the spatial mode. This feature has the potential
to add to qubit processing. Secondly, nonseparable spin-orbit modes have the potential to be
used in optical tweezing. Here it might be useful to be able to easily change the polarization
structure of the mode using only one parameter, as states in Section 2.1.7. We find that β
can play that role in our interferometer. This parameter is simple to control, by tilting a
wave plate or other birefringent crystal with respect to the beam axis, and has the ability
to change the polarization structure of the output modes. For this purpose, we allow β to
remain a variable.
Let’s investigate this special case starting from the general output electric field function,
Eqns. 2.44 and 2.45. First, we can see that the functions A±, B,M±, R± simplify giving
A± = 12
(
sin2 Φ± cos2 Φ)
B = 12 sin(2Φ)
M± = ± 1√2 cosΦ
R± = ± 1√2 sinΦ. (3.2)
Using these values in Eqn. 2.44, we find that the output electric field function simplifies to
~E(pi2 , 0,
pi
2 , β; δ; ρ, Φ) =
1
2G(ρ)e
±iΦ (cos( δ2 )± sin( δ2 )) [yˆ ∓ iei[β∓2Φ]xˆ] . (3.3)
3.2. HOM INTERFERENCE CASE OF INTEREST 35
Figure 3.4: The outputs of the asymmetric MZI, Ψ∓, for θ = pi2 , φ = 0, and α =
pi
2 . Here
a select number of polarization states are superimposed onto the intensity graphs. Shown
in dotted lines are the coordinate axes used throughout, where the perspective is looking
along the +z axis, in the direction of propagation. The effect of the parameter β is to rotate
the polarization positions about the beam axis. Note that the circularity of the polarization
and rotation effect of the parameter β between the two output functions is opposite.
Note that the δ parameter only changes the magnitude of the electric field function. As with
the general case, the magnitude of the electric field is variable with δ, where the magnitude
can be completely extinguished for each port with the choice of δ = ±pi2 .
The function G(ρ) is such that the electric field’s magnitude is zero at ρ = 0, peaks, and
then dies out exponentially as ρ→∞. The eiΦ term can also be written as cosΦ+i sinΦ and
indicates that the electric field spirals through space. This circular symmetry is significant
because it is fundamentally different from the input mode which oscillates about the line
x = y. This can be called a mode transformation because the transverse electric field
distribution has changed from the input to the output.
The polarization state of the mode is perhaps the most intriguing. Here we see that the
polarization of the electric field in Eqn. 3.3 varies with both β and Φ. The Φ dependence
means that the polarization changes with the transverse polar angle. In other words, the
polarization of the mode is non-uniform and has radial symmetry. For each angle Φ of
the mode, we encounter a different phase between the xˆ and yˆ components, making the
polarization vary from linear through elliptical through circular and back again as the angle
Φ changes.
The role of β in the polarization state is simple. This will change the relative phase
between vertical and horizontal polarization for each polar angle Φ, effectively rotating the
polarization structure about the beam axis. It is important to note that the direction of
rotation is dependent on the function Ψ∓, which can be changed with port in the two-input
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case or by choice of δ in the one-input case, represented by the choice of ± in Eqn. 3.3. The
output modes are shown in Fig. 3.4. The underlying polarization structure of the output
mode, and the role of β in changing the structure is explored in the following experiments.
3.2.2 One-input Theory
While the two-input experiment holds interest in its correlation to the quantum biphoton
HOM interference, the creation of nonseparable spin-orbit modes occurs for the one-input
case as well, and is a simpler experiment.
Using the one-input theory from Section 2.1.6, we can set the internal phase shifter
to δ = ±pi2 , as is required to obtain the same functions as the two-input theory HOM
interference requirements. Making this choice for Eqns. 2.36, and 2.37, we find that the
two output electric fields are identical to each other, up to an overall phase that does not
change measurable quantities, with the form
~Ec = ~Ed ∝ G(ρ)Ψ∓(θ, φ, α, β; ρ, Φ), (3.4)
where Ψ∓ is defined in Eqn. 2.40 as the output mode function for the Mach-Zehnder inter-
ferometer. In this case, however, the ± index indicates whether the internal phase shifter,
δ, is oriented at +pi2 or −pi2 . It then becomes evident that the output modes of the Mach-
Zehnder have identical forms with one input and two identical inputs. However, one-input
experiments will never have the constructive and destructive interference patterns that show
a classical analogy to HOM interference.
Since the single input demonstrates the electric field mode complexity using a simpler
form of the experiment, the following data presented investigates the mode functions by
collecting data for the single input case.
3.2.3 Testing the Spatially Varying Polarization Structure
This experiment is designed to investigate the underlying polarization structure of the output
modes shown in Fig. 3.4. The polarization structure is not visible and does not manifest
itself in the intensity distribution, but can be probed though the use of a linear polarizer
placed after the output.
In this case, we will use our specific case of interest outlined in Section 3.2.1, where our
input modes have the properties θ = α = pi2 , φ = 0, and fix β = 0 as shown in Fig. 3.5.
We then use a linear polarizer to learn about the polarization structure detailed in
Fig. 3.4. The important piece, then, is to determine the output intensity distribution as a
function of the linear polarizer angle. Using our special case input parameters and Eqn. 2.46,
the general form of the output intensity for these identical inputs, we find that the output
intensity is
I(pi2 , 0,
pi
2 , β; δ; ρ, Φ) =
1√
2
N
w0
ρe−(
ρ
w0
)2 (1± sin δ) , (3.5)
which is not be dependent on either β, or Φ. This suggests that the intensity has circular
symmetry, and indeed, the intensity of the mode is shown in Fig. 3.4.
The polarization of the mode shown in Fig. 3.4 can be measured in the lab using the
technique described in the theory section. Here we found the change in intensity distribution
of the output of the MZI when a linear polarizer is inserted before the detector and rotated
through an angle Γ from the vertical. In our case of θ = pi2 , φ = 0, α =
pi
2 , the intensity after
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Figure 3.5: A schematic of the asymmetric Mach-Zehnder interferometer set-up for an
experiment creating and testing a nonseparable spin-orbit mode using only one input. Note
that the arrows on the input modes represent the polarization structure of the light, which is
not visible. The output polarization structures can be investigated using the linear polarizer
set after the output. The key is shown in Fig. 2.6.
the linear polarizer, Eqn. 2.50, simplifies to
I(pi2 , 0,
pi
2 , β; δ; ρ, Φ;Γ ) =
1
4G
2(ρ) [1± sin δ] (1∓ sin(2Γ ) sin(β ∓ 2Φ)) . (3.6)
Let’s analyze the intensity patterns after the linear polarizer, as shown in Table 3.1.
Here if the orientation of the linear polarizer is vertical, the argument of the second square
brackets is one and Eqn. 3.6 simplifies to Eqn. 3.5, which has circular symmetry and zero
intensity in the center. This same intensity distribution should also appear at the linear
polarizer angle Γ = 90◦, Γ = 180◦, and Γ = 270◦.
At polarizer angles Γ = 45◦, Γ = 135◦, Γ = 225◦, and Γ = 315◦ the intensity distribution
will be dependent on Φ in such a way that it will be a rotated first order Hermite Gaussian
mode.
When this experiment is aligned with one input, θ = α = pi2 , and β = φ = 0, in the
manner described above, we produce results shown in Table 3.1. Here they are shown below
the associated theoretical values, as viewed in the direction of propagation. It is evident here
that the interference pattern theorized in Fig. 3.4 is underlying the output spatial modes
from the interferometer.
However, there is some difference between the theorized values and experimental results
for this first experiment. The most noticeable difference would be the asymmetries in the
modes for polarizer angles Γ = 0◦, and Γ = 90◦. These asymmetries occur when the
interference in the MZI is not ideal. The most effected piece of interference occurs in the
underlying polarization patterns. Since the intensity of the mode after it passes through
a linear polarizer is directly correlated to the polarization structure, asymmetries in the
intensity distribution will occur when the interference is not ideal.
Another difference to notice is that the experimental results for polarizer angle Γ = 45◦
and Γ = 135◦ have a difference in intensity between the two lobes of the mode. This might
indicate that the polarization is not exactly 45◦, but could be oriented at a slightly different
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Theory
Input Γ = 0◦ Γ = 45◦ Γ = 90◦ Γ = 135◦
Experiment
Input Γ = 0◦ Γ = 45◦ Γ = 90◦ Γ = 135◦
Table 3.1: The results of the experiment designed to create and test nonseparable spin-orbit
modes, θ = α = pi2 , and φ = β = 0. After the output port of the interferometer, a linear
polarizer is placed and oriented at angle Γ . The upper row shows the theoretical predictions
for the transverse intensity distribution of the light after passing through the linear polarizer.
The bottom row shows the experimental outcome taken with a CCD camera.
angle or be elliptical.
These discrepancies are slight, but should be eliminated as much as possible in the future.
The non-ideal interference is in part due to the quality of the beam-splitters. Each beam-
splitter should reflect 50% of the light and transmit 50%. However, the products that we
use for our experiment have an 8% tolerance, meaning that the reflected and transmitted
percentages can vary by the tolerance amount [38]. Since there are two beam-splitters in
our experiment, this has the potential to create substantial error. It would be useful to
create a model of the interferometer with 42-58 beam-splitters, where 42% is reflected and
58% is transmitted and vice versa, to quantify the amount of error that we can expect with
this apparatus.
A second contributer to the difference between experiment and theory comes from the
misalignment of both the Sagnac interferometer and the Mach-Zehnder. While tracer lasers
were used in order to align the internal components of each interferometer, the input angle
of the light into each interferometer is critical for ideal alignment, the quality of which is
largely up to the visible discretion of the experimenter for higher order input modes.
3.2.4 Observing Controllable Polarization Structure Changes
This second experiment is designed to test to role of β in the output polarization structure.
To test this, the polarizer at the output is set to Γ = 45◦, and the input β parameter is
varied. This experiment is shown pictorially in Fig. 3.6.
Because of the spacing of the optical elements in the experiment, we chose to place
the Berek compensator that changes the β parameter after the outputs of our experiment.
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Figure 3.6: An experimental set-up to demonstrate the effect of β on the polarization state
of the output modes. For experimental simplicity, the Berek compensator that changes β
is placed at the output. As this parameter is changed, the polarization state of the output
mode rotates around the beam axis. Note that the rotation direction is clockwise for the
phase shifter angle δ = +pi2 . The key is shown in Fig. 2.6.
Since the β parameter is a phase between the xˆ and yˆ polarization components, it makes no
difference in the theory whether it occurs at the input or the output, as long as it is applied
before measurements are taken.
As shown in Table 3.2, when the linear polarizer at the output is oriented at Γ = 45◦
and β = pi, the intensity distribution is a first order rotated Hermite Gaussian. As shown,
at the cross-sectional mode angles Φ = pi4 and Φ =
−3pi
4 , the linear polarizer completely
extinguishes the light, meaning at these values of Φ, the polarization is orthogonal to the
linear polarizer. As β is changed, the polar angles at which the extinguished line lies
changes, indicating that the polarization oriented against the linear polarizer, changes its
polar position on the mode. This effect is shown both theoretically and experimentally in
Table 3.2, as predicted in Section 3.2.1.
It is evident from this table that our experimental results support our predictions. The
mode rotating clockwise as the β parameter is changed indicates that the polarization struc-
ture underlying these modes is rotated clockwise around the beam axis.
This is strong evidence in support of controllable polarization structures occurring as
predicted. However, there can always be improvement in these measurements. The line
of completely extinguished light that runs through the modes shown in the theory are not
completely extinguished in the experiment. This is especially apparent in the β = 3pi2
measurement, where the black line does not pass completely through the upper region of
the mode. This effect would occur when the polarization at this point is not exactly linear
and oriented against the polarizer. As detailed in Section 3.2.3, this is most likely due to
the imperfections in the beam-splitters or in misalignment of our apparatus.
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Theory
Input β = pi β = 5pi4 β =
3pi
2 β =
7pi
4 β = 2pi
Experiment
Input β = pi β = 5pi4 β =
3pi
2 β =
7pi
4 β = 2pi
Table 3.2: The comparison of theoretical predictions and experimental data representing an
experiment that investigates the role of the parameter β in the structure of the polarization
state, θ = α = pi2 , φ = 0, and δ = +
pi
2 . Here, a linear polarizer is set to 45
◦ and the parameter
β is changed. Shown is the transverse intensity distribution after passing through the linear
polarizer for each case.
3.2.5 Investigating a Tunable Spatial Mode
The motivation behind this next experiment is to demonstrate output spatial mode variance
by changing an input parameter instead of using a linear polarizer. This is worth consid-
eration because these experiments will be performed in the future with single photons, and
linear polarizers can cause significant photon loss.
Here we look at input first order Hermite Gaussian mode in state θ = φ = pi/2, and
polarization state β = 0 allowing α to vary. We have already shown that for the case
where δ = ±pi2 , the HOM interference condition, that both the one and two-input theory
output the same wave function (Section 3.2.2). Thus, the following experiment will present
the two-input theory as it is the most comprehensive and relevant, while testing the wave
function by using the simpler one-input experiment. The set-up for the experiment is shown
in Fig. 3.7.
Starting from Eqns. 2.44 and 2.45, where the assumption is identical dual inputs, we
substitute our input parameters θ = φ = pi/2 and β = 0 to get
~E(pi2 ,
pi
2 , α, 0; δ; ρ, Φ) = G(ρ)
(
cos( δ2 )± sin( δ2 )
)[± cos α2 sin (pi4 ± Φ) yˆ + i sin α2 sin (pi4 ∓ Φ) xˆ] , (3.7)
where the ± refers to the output ports c, d respectively.
Next, the intensity function will vary with α, so that taking the dot product of the
electric field with its complex modulus, we find the intensity is
I(pi2 ,
pi
2 , α, 0; δ; ρ, Φ) ∝ G(ρ)2(1± sin δ) [1± cos(α) sin(2Φ)] . (3.8)
Using Eqns. 3.7 and 3.8 we can determine both the intensity distribution and polarization
structure of these modes as α is varied. At α = 0, the intensity is zero at polar mode angles
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Figure 3.7: The set-up for an experiment where the interferometer output intensities can be
controllably varied by changing the angle of the input linear polarization. This polarization
angle, α, is controlled using a half-wave plate at the input of the interferometer. The key is
shown in Fig. 2.6.
Φ = ±pi4 depending on the output port. This means that the intensity distribution is the
same as a first order Hermite Gaussian mode oriented at ±45◦ depending on the port.
At α = 0, the output polarization is uniform yˆ according to Eqn. 3.7. This is shown in
Table 3.3.
For input α = pi2 , the Φ dependence in Eqn. 3.8 is removed, leading to cylindrically
symmetric intensity distribution. However, the function G(ρ) has the value zero at ρ = 0,
and ρ =∞. This intensity distribution is identical to the input intensity distribution and is
shown in Fig. 3.3. The polarization structure for this output, however is non-uniform, and
is shown also in Fig. 3.3.
For input α = pi, the output mode is again a rotated Hermite Gaussian spatial mode,
but is rotated in the opposite direction from α = 0. However, for this value of α, the electric
field equation tells us that the polarization is uniform xˆ, as shown in Table 3.3.
The experiment in Fig. 3.7 uses a half wave plate to change the polarization of the
inputs (α), in place of a linear polarizer, in order to observe the change in spatial intensity
distribution. However, in our physical set-up, we found it necessary to add a linear polarizer
before the half wave plate in order to remove any phases that the light picks up from the
mirror reflections in the Sagnac interferometer, rotator, and input alignment mirrors. The
addition of this single linear polarizer resolves this issue.
The results of this experiment are shown in Table 3.4 alongside the theoretical predictions
outlined above. For this experiment, the output modes are significantly more cylindrically
symmetric than in the first experiment. This could potentially be due to the lack of lin-
ear polarizer before the detector, which often brings to light imperfect interference in the
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Input Ψ+ Ψ−
Table 3.3: The theoretical predictions of the input-output relations for the experiment
designed to control the output intensity distribution using only the parameter α. Notice
that the inputs must have a circularly symmetric intensity distribution, and the polarization
state remains unchanged for linear vertical and horizontal input polarizations.
polarization state.
A couple of differences between theory and experiment that are worth noting is the angle
and shape of the line of zero intensity across the first and third measurements in Table 3.4.
The dark line through the first measurement appears to be be at a slightly different angle
than theoretically predicted. This is effected by the angle of the glass plate in the one-
input case. Recall that the output wave functions are only identical for the case where
the glass plate is set to δ = ±pi2 . For our experimental purposes, we cannot measure the
precise angle at which to set the glass plate in order to produce an internal phase shift of
pi
2 . Instead we use drawings in the CCD camera program that show vertical, horizontal, and
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Theory
Input α = 0 α = pi2 α = pi
Experiment
Input α = 0 α = pi2 α = pi
Table 3.4: The intensity distributions of the outputs of the MZI with input parameters
θ = φ = pi2 , β = 0. The upper set of figures show the theoretical predictions and the
lower set show the experimental data. The similarity between the two demonstrates that
the spatial mode can be varied by changing only the input polarization, demonstrating the
interdependence of the two degrees of freedom.
45◦ angles, as shown in Fig. 3.8, and we rotate the glass plate until the output mode aligns
with the expected orientation, with viewer discretion. For this reason, there is error in the
measurement of the angle of the zero intensity line. This could be improved using a simple
computer program that would analyze the intensity of each pixel from the CCD in real time
and measure the angle at which the pixel intensity is zero compared to its surroundings.
Another issue that has arisen in setting the glass plate to δ = pi2 has been its stability. At
the moment, this glass plate stands about a centimeter tall over its fixed point on a rotation
stage, making the glass plate susceptible to vibrational fluctuations in the table, and to air
currents in the room. This means that if an experiment is not performed quickly, the glass
plate will move slightly, contributing to imperfections in the data, possibly contributing to
the bend in the dark line of zero intensity through the third measurement in Table 3.4.
A final experiment that could be done in the future would be to verify the polarization
structure of the modes presented in Table. 3.3. This could be done by adding a linear
polarizer at the output of the MZI set-up shown in Fig. 3.7, and rotating it to see if the
intensity distribution or power changes at different polarizer angles.
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Figure 3.8: The CCD camera interface program that is used to take data. Here the blue
lines show the drawing that can be loaded into the viewer as the camera is playing in real
time to indicate vertical, horizontal, and 45◦ angles.
3.3 Additional Spatially Varying Polarization Structures
The intricate polarization states that we have found for the HOM interference case of in-
terest, δ = ±pi2 , could be useful for a couple of different applications. There has been some
work done in the past couple of years where information from the spatial mode of light is
encoded onto cold atoms and used as quantum repeaters and used to investigate the degree
of entanglement of those cold atoms [12, 39, 40].
Another possible application for these types of modes would be to use them in an opti-
cal trap, such as optical tweezing, where the intricate polarization state would effect each
trapped particle in a different way, depending on the polar mode angle at which it was
trapped. The polarization of the light in an optical trap effects the spin angular momentum
of the trapped particles [3]. In the previous cases investigated, the polarization structure
would change when one of the input parameters, β or α, was varied, which in practice is
very simple. If these modes were used in an optical trap, varying this one parameter would
change the spin angular momentum of the particles trapped.
Since these kinds of structures are something that could be of use in a broader context,
we investigate if there exist other exotic modes output from this asymmetric MZI in which
the polarization and spatial degrees of freedom are nonseparable. We also investigate if any
of these cases where changing the parameter β affects the polarization state in a controllable
way.
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Figure 3.9: The change in the output polarization structure as β is varied for the condition
θ = α = pi2 , φ =
pi
2 , and δ = 0. It can be seen that the change in this single parameter varies
the polarization structure in such a way that polarization is constant at Φ = 0, Φ = pi2 ,
Φ = pi, and Φ = 3pi2 , while the other points vary from circular to linear polarization.
Since the input parameter space that allows HOM interference to occur has been suffi-
ciently explored, the next logical step is to investigate the output modes of the asymmetric
MZI when the HOM condition is not met. We have discovered that the critical factor for
HOM interference is that the internal phase shifter must be set to δ = ±pi2 . However, in the
following section, we will investigate an asymmetric MZI with one input and internal phase
shifter angle δ = 0, or δ = pi.
It is possible to design a case where the output polarization structure varies with trans-
verse polar angle Φ, similar to the output modes that occur in conjunction with HOM
interference. It is also possible that there will be a similar case in which the parameter β
plays an important role in changing the polarization state of the output modes. However,
in the case where δ = 0, we will not have rotation of the overall polarization state about
the beam axis. Here, the role of β will be to change the polarization state at some trans-
verse polar angles while leaving others unchanged. The proposed experiment will see the
polarization change in the manner shown in Fig. 3.9, where polarization states at key angles
of Φ = 0, Φ = pi2 , Φ = pi, and Φ =
3pi
2 remain unchanged as all other angles experience a
transformed polarization.
Starting from the general one-input theory, concluded in Eqns. 2.36 and 2.37, we can
find the cases where spatially varying polarization would occur. First we can choose δ = 0
to show our new condition. This will simplify the two equations into
 ~Ec
~Ed
 ∝ G(ρ)
 sin( θ2 ) cos(α2 ) cosΦ yˆ + eiβ−φ cos( θ2 ) sin(α2 ) sinΦ xˆ
cos( θ2 ) cos(
α
2 ) sinΦ yˆ + e
iβ+φ sin( θ2 ) sin(
α
2 ) cosΦ xˆ
 , (3.9)
where the two outputs are represented as a column vector, and an overall phase of ±e−φ
factors out of the ~Ec term, and an overall phase of ±i factors out of the ~Ed term. Here the
choice of sign for the overall factors represent the choice of δ = 0 or δ = pi.
The most interesting cases of output modes involve an interdependence of the polariza-
tion state and the spatial mode. This can occur in the above equation when α = ±pi/2
and θ = ±pi/2. We will look at these specifically because these values produce output
nonseparable spin-orbit modes.
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This further simplifies our case of interest to simply ~Ec
~Ed
 ∝ G(ρ)
 ± cosΦ yˆ + eiβ−φ sinΦ xˆ
± sinΦ yˆ + eiβ+φ cosΦ xˆ
 , (3.10)
where the sign choice indicates +1 if α = θ = pi/2 and −1 if α = −θ = pi/2. In our
experiment, we choose the case where α = θ, which simply eliminates the ± choice in the
above equation.
Depending on the choice of β and φ, the polarization state will be in various combinations
of linear and elliptical, all varying with transverse polar angle Φ. In the previous experi-
ments, we used a linear polarizer to determine the structure of the underlying polarization
state. However, the linear polarizer does not distinguish between linear 45◦ polarization and
circular polarization. In this experiment, we will see that by changing one input parameter,
we can change circular polarization into linear 45◦ and back, as shown in Fig. 3.9. Therefore
to be able to measure the difference in polarization state we must use something other than
a linear polarizer.
Stokes parameters are often used to describe the polarization of light, in which values
are measured that describe the intensity of the light, its degree of polarization, and the
orientation and circularity of the polarization [41]. Inspired by these parameters, we found
that we could take a measurement involving the circularity of the polarization to distinguish
between clockwise and counter-clockwise circular polarization. This measurement involves
using a combination of quarter wave plate oriented at 45◦ and a polarizing beam splitter.
The quarter wave plate would transform circular polarization into linear, and the polarizing
beam splitter would sort the two linear components. This set-up is shown in Fig. 3.10.
The idea of this stokes measurement is that we determine the circularity of the polarization
through the use of a quarter wave plate. If the fast axis is oriented at 45◦ clockwise from
vertical when looking in the direction of propagation, clockwise circular polarization will be
transformed into xˆ while counterclockwise circular polarization will be transformed into yˆ.
Finally, as the 45◦ linear polarization is aligned completely along the fast axis of the crystal,
it sees no change. In this way we can distinguish between linear 45◦, clockwise circular and
counterclockwise circular.
The most common way to transform a mathematical polarization vector is through
the use of Jones matrices [41]. Here we construct a matrix that acts on the polarization
components in a vector with the xˆ polarization in the first entry. First we find a matrix that
will retard the xˆ polarization by a quarter wave with respect to the yˆ polarization. This
matrix could be written as
WˆP =
[
eipi/2 0
0 1
]
=
[
i 0
0 1
]
. (3.11)
A rotation matrix can be found in the coordinate axes described above to be
Rˆ(θ) =
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
]
, (3.12)
where θ is the rotation of the optical element.
With these two matrices, we can build our Jones matrix for a quarter wave plate oriented
at angle θ as follows [41],
Rˆ(θ)× WˆP× Rˆ(θ)−1 =
[
sin2(θ) + i cos2(θ) (1− i) sin(θ) cos(θ)
(1− i) sin(θ) cos(θ) cos2(θ) + i sin2(θ)
]
, (3.13)
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Figure 3.10: The set-up for an experiment testing the role of β for a case where δ = 0. The
notation describing the electric field as it passes through each element beyond the MZI is
shown here for port D. Since a linear polarizer cannot distinguish between circular and linear
45◦, a combination of quarter wave plate and polarizing beam splitter is used to measure
the polarization state of the output.
which reduces to √
2 eipi/4
[
1 −i
−i 1
]
(3.14)
for a rotation angle of 45◦ as we use in our experiment [32].
Next we need to apply this Jones matrix to the electric field outputs of the Mach-Zehnder
interferometer. Previously we have written the outputs in a column vector which represents
each of the two output ports. Here, however, we must use the Jones vector convention of
breaking apart each electric field into two polarization components,
Eˆc ∝ G(ρ)
[
ei(β−φ) sinΦ
cosΦ
]
,
Eˆd ∝ G(ρ)
[
ei(β+φ) cosΦ
sinΦ
]
. (3.15)
Here the subscripts c and d refer to the electric field from output port c and d respectively.
Since the next optical element that the light encounters (see Fig. 3.10) is the half wave plate,
we multiply the polarization Jones vectors on the left by the quarter wave plate Jones matrix,
as described in Eqn. 3.14. This leads to
Eˆc[λ/4] ∝
[
1 −i
−i 1
] [
ei(β−φ) sinΦ
cosΦ
]
=
[
ei(β−φ) sinΦ− i cosΦ
−iei(β−φ) sinΦ+ cosΦ
]
,
Eˆd[λ/4] ∝
[
1 −i
−i 1
] [
ei(β−φ) cosΦ
sinΦ
]
=
[
ei(β+φ) cosΦ− i sinΦ
−iei(β+φ) cosΦ+ sinΦ
]
,
(3.16)
where the notation [λ/4] denotes that the light has passed through the quarter wave plate,
as shown in Fig. 3.10.
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Table 3.5: The output of the MZI port d with δ = 0. Each column shows a step in the
process of determining if the φ = +pi2 or φ = −pi2 . The second and third columns show the
output of the MZI directly when the parameter α = 0, and α = pi2 respectively. The fourth
column shows the output when α = pi2 and the light has passed through a quarter wave
plate oriented at 45◦. The final column shows the two possible outputs of the polarizing
beam splitter for α = pi2 after the light has passed through both the quarter wave plate
and the polarizing beam splitter. It is shown through this set of measurements that the
experimental input parameter is φ = −pi2 .
The next optical element that the light encounters in the experimental setup is a polar-
izing beam splitter. This is simply a beam splitter that allows light with polarization xˆ to
transmit directly through and reflects light that has yˆ polarization. Since the yˆ polarized
light is reflected, it will pick up an overall phase of i with respect to the transmitted light.
The outputs of the polarizing beam splitter can then be written as
Ecx[λ/4, PBS] ∝ G(ρ)
[
ei(β−φ) sinΦ− i cosΦ
]
xˆ
Ecy[λ/4, PBS] ∝ iG(ρ)
[
cosΦ− iei(β−φ) sinΦ
]
yˆ
Edx[λ/4, PBS] ∝ G(ρ)
[
ei(β+φ) cosΦ− i sinΦ
]
xˆ
Edy[λ/4, PBS] ∝ iG(ρ)
[
sinΦ− iei(β+φ) cosΦ
]
yˆ, (3.17)
where the notation Ecx[λ/4, PBS] means that the light exited port c of the Mach-Zehnder
interferometer, passed through the quarter wave plate and exited the xˆ side of the polarizing
beam splitter. For pictorial representation of this notation see Fig. 3.10.
The last piece of the puzzle is to analyze the intensity distribution of each of these
functions because that is is measurable. As before, the intensity of the light is defined to be
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the complex modulus squared of the electric field function. This means that we can write
the intensity functions as
Icx[λ/4, PBS] = EcxE
∗
cx ∝ G2(ρ) [1− sin(β − φ) sin(2Φ)] ,
Icy[λ/4, PBS] = EcyE
∗
cy ∝ G2(ρ) [1 + sin(β − φ) sin(2Φ)] ,
Idx[λ/4, PBS] = EdxE
∗
dx ∝ G2(ρ) [1− sin(β + φ) sin(2Φ)] ,
Idy[λ/4, PBS] = EdyE
∗
dy ∝ G2(ρ) [1 + sin(β + φ) sin(2Φ)] . (3.18)
Now that we have all the pieces to analyze our experiment, we must determine the input
parameter φ. In practice, the method of changing the parameter φ is to put stresses and
torsion on the optical fiber, and analyze the odd output of the Sagnac sorter (which shows
us the modes that are odd with respect to 180◦ rotation). This is done visually, and is up to
the discretion of the experimenter. In Fig. 2.4, we can see the difference in modes as we move
across the Bloch Sphere, and we find that if we move around the equator, we cannot tell
the difference in intensity distribution between points θ = pi2 , φ =
+pi
2 and θ =
pi
2 , φ =
−pi
2 .
Therefore, after we have visually established that the input mode is one of the two, we have
designed a quick test to determine which of the two inputs is being used.
This test consists of setting the input parameter α to zero, and rotating the glass plate
until we find the output mode orientation that is associated with the glass plate angle δ = 0,
as shown in Table 3.5. We then quickly change the input linear polarization to α = pi2 , and
insert both the quarter wave plate oriented at 45◦ and polarizing beam splitter after the
Mach-Zehnder output and before the camera. Using Eqn. 3.9, we can see that the electric
fields, and consequently the intensity distributions would be changed by a mirror image flip
if the sign of φ is changed. Using this to our favor, we can solve for each case as described,
and determine the value for φ. Each step of this process is shown pictorially in Table 3.5,
and from this we can determine that φ = −pi2 .
Now that we have determined the value of φ for our experiment, we can simplify
Eqns. 3.10, and 3.18 so that they are only functions of varying input parameter β, and
transverse mode coordinates ρ and Φ.
The original output electric field is then ~Ec
~Ed
 ∝ G(ρ)
 cosΦ yˆ + ieiβ sinΦ xˆ
sinΦ yˆ − ieiβ cosΦ xˆ
 , (3.19)
and the final output intensity after the quarter wave plate and the polarizing beam splitter
is then
Icx[λ/4, PBS] ∝ G2(ρ) [1− cos(β) sin(2Φ)] ,
Icy[λ/4, PBS] ∝ G2(ρ) [1 + cos(β) sin(2Φ)] ,
Idx[λ/4, PBS] ∝ G2(ρ) [1 + cos(β) sin(2Φ)] ,
Idy[λ/4, PBS] ∝ G2(ρ) [1− cos(β) sin(2Φ)] . (3.20)
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Using these two equations, we can put together case studies for the electric field and
intensity after each optical device. These cases are shown in Fig. 3.6. In this way we can
measure the polarization structure of each mode by using the CCD to image the intensity
distribution after the polarizing beam splitter.
The data taken to give experimental support of this theory is shown in Table. 3.7. Here
we chose to look at Mach-Zehnder output d and the xˆ output port of the polarizing beam
splitter. Even though this is a small fraction of the data available to show the effect, it is a
comprehensive set of data that supports our findings. Taking the experimental predictions
for this set of data, shown in Fig. 3.6, we can compile a table that shows both the theoretical
predictions and the experimental results of this case.
This table shows experimental evidence that changing the input parameter β will change
the polarization structure of the Mach-Zehnder output modes in the way shown in Fig. 3.9.
There is, of course, some error in these measurements. The small circular interference
fringes in the top left corner of each image come from a piece of dust on the glass plate.
In this case, the majority of the difference between theory and experiment comes from
the parameter φ. Since we have not set up an experiment to precisely measure the Bloch
Sphere angle φ, we are using the visual discretion of the experimenter. It is possible to write
a program that would compare the pixel intensity from the camera and compare with any
linear combination of first order Hermite Gaussian modes to find more precise values of φ at
the output of the Sagnac interferometer. Being able to measure and fine-tune the parameter
φ would be a good next step to improve the apparatus. However, we show experimental
evidence of another type of controllable spatially varying polarization state, which has a
variety of application.
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Table 3.6: The theoretical outputs of the MZI for θ = α = −φ = pi2 . The first column shows
the original output spatial and polarization structure. The second column shows the change
in polarization structure after the light has passed through a quarter wave plate oriented
at 45◦, and the last two columns show the change in spatial mode as the light travels from
quarter wave plate out through the polarizing beam splitter. The experimental setup is
shown in detail in Fig. 3.10.
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Theory
Input β = 0 β = pi2 β = pi
Experiment
Input β = 0 β = pi2 β = pi
Table 3.7: The comparison between the theory and experiment for the case where θ = α =
−φ = pi2 , and δ = 0 for out MZI port d, and polarizing beam splitter port xˆ. This change
in output intensity distribution is evidence that the underlying polarization structure of the
outputs for this case change as predicted and shown in Fig. 3.9.
Chapter 4
Conclusions
We have shown that an asymmetric Mach-Zehnder interferometer with an extra mirror in
one arm can exhibit HOM interference given that the two inputs are identical. In addi-
tion, we demonstrate that for a given choice of inputs, the interferometer transforms light
from a product mode, to a nonseparable spin-orbit mode. Since these two phenomena
are independently valuable to multiple fields of study, we postulate that the two occurring
simultaneously poses greater potential for application with a larger scope.
Application for nonseparable spin-orbit modes extend into the fields of chemistry and
biology. In optical traps, polarization is used to transfer angular momentum to particles
[3]. Therefore, controllable polarization that varies across a spatial mode could be useful for
more elaborate systems. With spatially varying polarization, particles trapped in different
areas of the optical trap would have different angular momentums imposed on them. We
have shown that there is one global variable that will change the polarization structure of the
interferometer output in a smooth, controllable manner. This global variable would then be
able to control and change the angular momentum imposed on each trapped particle. This
has applications in fields from condensed matter to molecular biology [5], and optical traps
have been a way to study biological matter from human blood cells to E. coli viruses without
significant damage to the cell structure [4]. Application for HOM interference ranges from
studies in quantum entanglement to quantum computation and encryption. Given the value
of each phenomena, the application of the two together opens the door to future discovery.
As with any scientific study, there is room to push beyond this work and create more
experiments, and exploration. The next step in the investigation of these effects includes
investigating the two-input case experimentally. We have shown that the output classical
electric field functions are identical for one and two-input cases, however, we have not
shown experimental evidence for the complete destructive interference effect that occurs in
conjunction with mode conversion. Some experimental evidence to support the classical
interference effect related to HOM interference is shown in [17], however, a more in depth
exploration is needed to demonstrate the effect.
Another improvement to the experiment would be to design a computational program
that would analyze the intensity of each CCD pixel and compare the pixel image to the
theoretical prediction. This would be useful in quantifying how ideal the interference is,
and could lead to improved analysis of our experimental results. A polarimeter could also
be utilized in order to obtain more precise measurements of the polarization states at each
point on the modes.
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In general, the methods described in alignment and mode preparation were successful
in demonstrating the mode conversion concept. We have shown, both in theory and ex-
periment, an apparatus that has dual application: simultaneous nonseparable spin-orbit
mode production, including controllable interdependence of polarization and spatial degrees
of freedom, and HOM interference. Additionally we have made the two-input theory for
the asymmetric Mach-Zehnder interferometer more concise and accessible and begun an
investigation with the one-input case.
Overall, this study shows the ability to create a variety of controllable nonseparable
spin-orbit modes of light from product modes while keeping open the possibility of HOM
interference, using a simple asymmetric Mach Zehnder interferometer, and puts forward
possibilities for their application.
Appendix A
Derivation of Identical Input
Electric Field
The following describes the derivation of Eqn. 2.44: the electric field output function for
an asymmetric Mach-Zehnder interferometer given two identical inputs. As stated in Sec-
tion 2.1.7, the electric field is shown to be
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
[Ψ∓(θ, φ, α, β; ρ, Φ)] , (A-1)
where
Ψ∓(θ, φ, α, β; ρ, Φ) ≡ cos(α2 )S˜∓yˆ ∓ i sin(α2 )eiβ S˜±xˆ, (A-2)
and
S˜± ≡ G(ρ)
[
cos( θ2 ) sinΦ± i sin( θ2 ) cosΦeiφ
]
,
S˜∓ ≡ G(ρ)
[
cos( θ2 ) sinΦ∓ i sin( θ2 ) cosΦeiφ
]
. (A-3)
Then we can put all three parts together to find that
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
G(ρ)×[
cos(α2 )
(
cos( θ2 ) sinΦ∓ i sin( θ2 ) cosΦeiφ
)
yˆ
∓ i sin α2 eiβ
(
cos( θ2 ) sinΦ± i sin( θ2 ) cosΦeiφ
)
xˆ
]
. (A-4)
To make this equation compact, we can instead define the electric field as
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
G(ρ)×[
cos(α2 ) (R∓ + iM∓) yˆ ∓ i sin α2 eiβ (R± + iM±) xˆ
]
, (A-5)
where
R± ≡ Re{S˜±} = cos
(
θ
2
)
sinΦ∓ sin ( θ2) cosΦ sinφ,
M± ≡ Im{S˜±} = ± sin
(
θ
2
)
cosΦ cosφ,
R∓ ≡ Re{S˜∓} = cos
(
θ
2
)
sinΦ± sin ( θ2) cosΦ sinφ,
M∓ ≡ Im{S˜∓} = ∓ sin
(
θ
2
)
cosΦ cosφ.
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The next step of the process is changing the format of each polarization coefficient from
the current R + iM form to a more intuitive reiγ form, which lends itself more easily to
interpretation because both the amplitude and phase are stated plainly. The electric field
can then be stated as
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
G(ρ)×[
cos(α2 )
√
R2∓ +M2∓ exp
[
i tan−1
(
M∓
R∓
)]
yˆ
∓ i sin(α2 )eiβ
√
R2± +M2± exp
[
i tan−1
(
M±
R±
)]
xˆ
]
. (A-6)
Next we remove the phase from the yˆ component, making it a global phase that will not
effect the pattern of the output modes, and lumping together all phase factors that effect
the pattern of the modes into the xˆ component. This leads to
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
G(ρ)exp
[
i tan−1
(
M∓
R∓
)]
×[
cos(α2 )
√
R2∓ +M2∓ yˆ
∓ i sin(α2 )eiβ
√
R2± +M2± exp
[
i
(
tan−1
(
M±
R±
)
− tan−1
(
M∓
R∓
))]
xˆ
]
. (A-7)
Using the arctangent identity tan−1(u) + tan−1(v) = tan−1( u+v1−uv ) and the property of
arctangent, tan−1(−x) = − tan−1(x), the electric field can be condensed into
~E(θ, φ, α, β; δ; ρ, Φ) =
(
cos( δ2 )± sin( δ2 )
)
G(ρ)exp
[
i tan−1
(
M∓
R∓
)]
×[
cos(α2 )
√
R2∓ +M2∓ yˆ ∓ i sin(α2 )
√
R2± +M2± exp
[
i
(
β − tan−1
(
R±M∓−R∓M±
R±R∓+M±M∓
))]
xˆ
]
.
(A-8)
The final step in the process is to call on the definitions of R±,M±, R∓, and M∓ to solve for
the arguments of the square roots in the vector amplitudes and the arctangent argument.
This reduces the electric field function to
~E(θ, φ, α, β; δ; ρ, Φ) = G(ρ)e
[
i tan−1
(
M∓
R∓
)] (
cos( δ2 )± sin( δ2 )
)[
cos(α2 )
√
A+ ±B sinφ yˆ ∓ i sin(α2 )
√
A+ ∓B sinφ e
i
[
β∓tan−1
(
B cosφ
A−
)]
xˆ
]
, (A-9)
where
A± ≡ cos2( θ2 ) sin2 Φ± sin2( θ2 ) cos2 Φ,
B ≡ 12 sin θ sin(2Φ), (A-10)
as defined in Section 2.1.7.
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