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RESUMO 
O volume de dados armazenado pelos sistemas de gestão atuais tem aumentado 
gradativamente. A obtenção de informação por meios tradicionais não mostra de forma clara 
novas tendências ou padrões de comportamento que os consumidores vêm apresentando. O 
processo de mineração de dados aparece como aliado para obter informações valiosas em 
grandes quantidades de dados. Este trabalho descreve os fundamentos do processo de 
“descoberta de conhecimento em base de dados” e as principais técnicas da mineração de 
dados. É avaliada a estrutura do banco de dados de um sistema gerencial de duas empresas 
do ramo de materiais de construção e são utilizadas as ferramentas WEKA e Microsoft 
Analisys Services para a aplicação de algoritmos nos dados selecionados. Foi possível 
comparar as duas ferramentas, identificar qual empresa teve maior ganho no processo, 
pontos que podem ser melhorados no sistema de gestão e na manutenção dos dados 
armazenados por este.  
Palavras-chave: Mineração de Dados, Sistemas Integrados de Gestão Empresarial, Banco 
de Dados, Clientes, Algoritmos, Gestão de Relacionamento com Clientes. 
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ABSTRACT 
The volume of data stored by the current management systems has gradually 
increased. Obtaining information through traditional media does not show a clear new trends 
or patterns of behavior that consumers are showing. The data mining process appears as an 
ally to get valuable information in large amounts of data. This paper describes the 
fundamentals of the process of " knowledge discovery in databases" and the main techniques 
of data mining. It evaluated the structure of the database a management system of two 
companies producing building materials and used the WEKA and Microsoft Analisys Services 
tools for applying algorithms to selected data. It was possible to compare the two tools, 
identify which company had the highest gain in the process, points that could be improved in 
the management system and maintenance of the stored data.  
Keywords: Data Mining, Enterprise Resource Planning, Database, Customers, Algorithms, 
Costumer Relationship Management. 
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1. INTRODUÇÃO 
Atualmente a maioria dos estabelecimentos ou entidades mantem alguma relação com 
seus clientes, podendo ser em virtude de uma aquisição ou prestação de serviço, onde esta 
grava algum registro desta interação, seja em um simples caderno, em documentos, 
planilhas ou sistemas de gestão específicos. 
O sistema de gestão, ou ERP (Enterprise Resourcing Planing), é o responsável por 
gravar as atividades dos processos administrativos internos do estabelecimento. Como 
complemento deste, visando às novas necessidades do marketing para conhecer melhor o 
cliente para conquistá-lo, surgem os sistemas de gestão de relacionamento com os clientes.  
Obter conhecimento sobre clientes, em relação às suas características pode ser 
importante para que a organização seja capaz de traçar estratégias, desenvolver campanhas 
ou mesmo aperfeiçoar e adaptar os seus produtos. Considerando esta necessidade, a 
mineração de dados voltada a CRM (Costumer Relationship Management) é uma alternativa 
importante para auxiliar gestores no relacionamento da sua equipe com clientes. 
Para melhorar os resultados das estatísticas tradicionais, surge um novo aliado: o 
processo de “descoberta de conhecimento em base dados”. Este tem como etapa a 
mineração de dados, que faz uso de algoritmos e técnicas para descobrir novos padrões e 
gerar maior conhecimento útil, sobre os dados armazenados. 
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1.1 Justificativa 
Geralmente as organizações possuem de um sistema de gestão para armazenar os 
dados coletados durante anos de interação com seus clientes. Mas de nada adianta um 
enorme volume de informação se quando houver necessidade de consulta, os dados 
estiverem incorretos, incompletos ou forneçam informações distorcidas.  
As técnicas tradicionais muitas vezes não mostram claramente tendências ou padrões 
de comportamento, deixando de fornecer informações valiosas.  
Obter a informação de forma confiável e de fácil acesso é um fator que destaca o 
estabelecimento em relação à concorrência. Para isto é importante identificar quais os dados 
que são valiosos em relação ao processo de tomada de decisão. Transformar o cadastro de 
um cliente ou o registro de uma venda em informação que traga conhecimento em relação ao 
comportamento, perfil e novas ações de seus clientes, permite estreitar relações fidelizando o 
cliente. 
 
1.2 Objetivo 
Este trabalho tem como objetivo obter conhecimento a partir da aplicação de técnicas 
de mineração de dados em empresas do varejo no ramo de materiais de construção, 
aplicável à gestão de relacionamento com o cliente. O objetivo principal é composto por 
demais específicos: 
a) Compreender o processo de “descoberta de conhecimento na base de dados”, 
metodologias que podem ser utilizadas em relação do conhecimento, técnicas 
de mineração de dados, algoritmos e ferramentas que atualmente estão 
disponíveis no mercado.  
b) Analisar a estrutura de dados armazenados de um sistema ERP, mais 
especificamente os voltados à gestão de relacionamento com o cliente e que 
alimentam uma aplicação ou módulo de CRM. 
c) Mostrar que é possível conhecer melhor o cliente, por uma visão além das que 
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os relatórios normais apresentam, gerando conhecimento útil, pertinentes à 
tomada de decisão. 
d) Identificar quais os itens principais das vendas, quais os secundários, qual o 
perfil dos clientes dos estabelecimentos e como classificá-los de acordo com 
seu comportamento. 
 
1.3 Delimitação 
O trabalho propõe a análise da estrutura de dados um sistema ERP e como as 
informações pertinentes ao gerenciamento de relacionamento com clientes para módulos de 
CRM são armazenadas. 
Serão aplicadas técnicas de mineração de dados em estabelecimentos do varejo do 
ramo de material de construção que utilizam o mesmo sistema ERP e fluxo de atendimento 
ao cliente semelhante.  
Não será desenvolvido um sistema para mineração e extração de dados e sim, serão 
utilizadas ferramentas disponíveis atualmente, que permitam obter conhecimento, aplicar e 
validar as técnicas de mineração de dados. 
 
1.4 Estrutura 
O segundo capítulo, define os fundamentos de um sistema de gestão e como 
funcionam os bancos de dados que gravam as informações para consulta posterior. Em 
seguida, o que se entende por mineração de dados, quais são as principais bibliotecas de 
algoritmos utilizadas neste cenário de compras de comportamentos de e clientes. 
O capítulo três descreve funcionalidades de algumas ferramentas disponíveis 
atualmente para a execução do processo de mineração de dados e suas principais 
características. 
O quarto capítulo descreve trabalhos relacionados, realizados em outras instituições, 
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que utilizam a mesmas ferramentas e técnicas ou aplicados no mesmo ramo dos 
estabelecimentos apresentados neste.   
O capítulo de número cinco demonstra a aplicação das técnicas e algoritmos de 
mineração de dados em empresas do varejo do ramo de materiais de construção. São 
executados algoritmos de classificação, associação e clusterização para obter conhecimento 
útil das bases de dados de duas empresas. 
No sexto capítulo é apresentada a conclusão deste trabalho, relatando os resultados 
obtidos e as dificuldades encontradas durante a execução deste. 
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2. REVISÃO DE LITERATURA 
Este capítulo apresenta os fundamentos sobre os principais pontos abordados neste 
trabalho. Inicialmente é feita uma abordagem sobre sistemas de gestão, também conhecidos 
como ERP, e como as informações registradas nestes são armazenadas e ficam disponíveis 
para outros módulos e aplicações, como o de relacionamento com o cliente. Também são 
apresentadas características de CRM e sua ligação com o marketing de relacionamento. 
Após a contextualização inicial, é apresentado o processo de descoberta de 
conhecimento em base de dados e uma de suas tarefas como destaque, a mineração de 
dados, e como ela pode auxiliar na descoberta de novos padrões. Dando ênfase à 
mineração, são detalhadas tarefas e técnicas aplicadas nesta área, relacionados os 
principais algoritmos utilizados e ferramentas atualmente disponíveis. 
 
2.1 Sistemas de Gestão: ERP 
 Conforme Saccol e Souza (2012), sistemas ERP são pacotes comerciais de software 
que não são desenvolvidos para um cliente específico, mas visam atender o maior número 
de processos comuns dentre os estabelecimentos de seu foco principal, possibilitando assim 
o desenvolvimento e comercialização em larga escala. 
Segundo Madruga (2010), os ERP foram criados para a gestão interna das 
organizações gerenciando principalmente custos e receitas. Assim na década de 80 e início 
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dos anos 90, as empresas estavam preocupadas em gerenciar estrutura de custos para 
análise de lucratividade. Em seguida foi aprimorado o controle de inventários, auxílio para 
compras e demais informações. 
O sistema de gestão deve auxiliar a empresa nas tarefas a serem executadas e 
fornecer informação mais precisa para avaliação futura, principalmente na geração de 
indicadores de desempenho. Em sua maioria, os ERP são divididos em partes de acordo 
com cada setor ou departamento da empresa, denominadas de módulos, visando à 
execução de processos específicos destes, porém integrando toda informação (SACCOL e 
SOUZA, 2012). A relação entre estes é ilustrada na Figura 1. 
Figura 1 - Principais módulos de um sistema ERP e suas ligações 
 
Fonte: SACCOL e SOUZA (2012, p.67) 
 
Segundo Harberkorn (2009), o ERP evoluiu e está compreendendo novas 
funcionalidades para suporte à decisão, gerando uma integração de aplicações da empresa, 
compreendendo BI (Bussines Intelligence) e CRM, por exemplo. Esta relação é apresentada 
na Figura 2. 
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Figura 2 – Novas funcionalidades do ERP 
 
Fonte: HARBERKORN (2009), adaptada pelo autor deste trabalho. 
Harberkorn (2009) identifica o CRM como um braço que conecta a empresa ao cliente, 
onde este atualmente é tratado como um número, onde não há distinção. E sem conhecer 
mais o cliente, a empresa acaba oferecendo produtos que não são interesse do mesmo. 
 
2.2 Costumer Relationship Manegement: CRM 
Madruga (2010) acredita que atualmente o CRM é uma integração entre estratégias, 
processos de negócios e tecnologia. É conhecido pelas centrais de atendimento ao cliente 
como uma integração de todas as éreas da empresa afim de administrar a carteira de cliente 
para mantê-lo fiel, tornando-a mais lucrativa. 
O CRM é um complemento do sistema ERP, pois precisa acessar dados de retaguarda 
deste ou outro sistema com função semelhante. O ERP é voltado para o ambiente interno da 
empresa enquanto o CRM atua na linha de frente, atendendo principalmente as 
necessidades do marketing de relacionamento (MADRUGA, 2010). 
Haberkorn (2009) afirma que o CRM é uma extensão do ERP que faz a conexão entre 
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a empresa e o cliente, com o objetivo de retomar o relacionamento dos pequenos 
estabelecimentos onde o dono sabia qual a preferência do cliente seja no produto ou forma 
de pagamento preferencial. 
Desde a década de 70 foram criados softwares para gerenciar o relacionamento entre 
empresas e clientes, e com o aperfeiçoamento das funcionalidades neste ramo, nos anos 90 
começaram a surgir os primeiros específicos para esta área, conhecidos como CRM. Na 
Figura 3 é possível identificar a evolução do CRM ao longo dos últimos anos. 
Figura 3 - Evolução das tecnologias de relacionamento 
 
Fonte: MADRUGA (2010, p.93) 
Esta nova tecnologia também foi uma aliada para a implantação do marketing de 
relacionamento, que já havia surgido na década de 80. Atualmente, como ilustrado na Figura 
4 o marketing de relacionamento e CRM estão aliados (MADRUGA, 2010).  
Figura 4 - Sinergia entre Marketing de Relacionamento e CRM 
 
Fonte: MADRUGA (2010, p.12) 
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Ao serem bem atendidos, clientes retornam ao estabelecimento proporcionando maior 
receita e lucratividade, da mesma forma com que fornecedores mais envolvidos fornecem 
produtos à um custo mais baixo (LAUDON e LAUDON, 2011). 
Laudon e Laudon (2011) afirmam que alguns hotéis americanos de alto luxo aplicam 
os conhecimentos adquiridos nos questionários solicitados aos seus clientes no próximo 
check-in, adequando a temperatura do quarto, e selecionando programas de televisão 
favoritos, por exemplo. Também exemplifica o caso de uma loja de vestuário deste mesmo 
país que integra duas vendas com o fornecedor de Hong Kong, na China, onde este já prevê 
demanda da loja reduzindo o estoque praticamente a zero, minimizando o custo de 
estocagem. 
Outro exemplo é o caso da empresa Tesco, de supermercados da Inglaterra que 
buscou conhecer os seus clientes que efetuam pedidos pela internet, utilizando uma 
combinação de interação pessoal com uso de dados (MADRUGA, 2010). 
 
2.3 Data Warehouses, Bancos de Dados e DBM 
Para Carvalho (2001), Data Warehouse é a memória de uma empresa. Em uma 
empresa pequena, com um número relativamente pequeno de clientes, o proprietário 
aprende diariamente sobre estes, pois a relação é mais pessoal, e armazena este 
conhecimento em sua memória.  
Já Herberkorn (2009) relaciona o Data Warehouse ao Bussines Intelligence (BI), que 
deve fornecer o que há de mais evoluído em consulta ao sistema ERP, podendo, em muitos 
casos ser um banco de dados separado do operacional. 
Madruga (2010) cita os benefícios de ter um BD (banco de dados): evitar que as pilhas 
de papeis sejam destruídas pelo tempo ou incêndio; melhorar o tempo de resposta para 
consultas, mais segurança na informação controlando permissões de acesso, evita 
redundância na informação, permite o compartilhamento de dados; mantem a informação 
atualizada.  
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Em uma empresa de maior porte, o cliente é abordado pelo vendedor ou atendente, e 
até mesmo por um acesso ao computador, como em uma empresa de comércio eletrônico. 
Nestes casos as informações são gravadas em bancos de dados, e a capacidade humana de 
aprendizado, pode ser substituída por inteligência artificial e Data Mining (CARVALHO, 
2001). 
Ainda sim existe uma diferenciação entre os bancos de dados operacionais, para 
sistemas ERP, por exemplo, e mercadológico. O DBM (data base marketing) é o conjunto de 
informações geradas pela consolidação das vendas de produtos, prazos de entrega, ligações 
recebidas. E somente quando são necessárias ações de marketing mais ágeis fica visível a 
necessidade de organizar a classificar os dados existentes (MADRUGA, 2010). 
Madruga (2010) cita quatro fases para se chegar ao DBM em uma empresa: 
a) Dados acidentais: identificar transações realizadas no estabelecimento que não 
estejam corretamente registradas 
b) Bando de dados: fase de organização e conhecimento das informações 
armazenadas 
c) Abundância de dados: dados internos ou externos são armazenados e estão à 
disposição para consulta ou tomada de decisão. 
d) Construção do DBM: dados que correspondem ao comportamento do 
consumidor, permitindo identificar através de registros passados futuros riscos 
relacionados à perda de clientes. Na Figura 5 identificamos os estágios para a 
evolução dos dados até o DBM. 
Figura 5 - Estágios para chegar ao DBM 
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Fonte: MADRUGA (2010, p.73) 
 
Segundo Berry (2004) o histórico do cliente contém muitas informações valiosas que 
podem servir para o processo de mineração de dados ligar o passado a um futuro 
comportamento deste cliente. 
Com a aplicação destas técnicas de mineração nestes dados, empresas melhoram a 
relação com o cliente, aumentam vendas e auxiliam estratégias de marketing. É mais fácil 
manter aquele que já é cliente do que conseguir um novo (CARVALHO 2001).  
 
2.4 Descoberta de Conhecimento em Bases de Dados 
O processo de “descoberta do conhecimento em base de dados” ou KDD (Knowledge 
Discovery in Databases), tem como finalidade a descoberta de padrões a partir de um 
conjunto de dados transformados (COELHO, 2005). Este processo requer conhecimento em 
três áreas: estatística; banco de dados; e inteligência artificial. Para estatística, o esperado é 
obter novos relacionamentos que sejam compreensíveis ao dono dos dados. Para a área de 
banco e dados, o conhecimento representativo em data warehouses. Já para inteligência 
artificial é o conhecimento útil, implícito nos dados, que antes era desconhecido 
(MAGALHÃES E SPÍNOLA, 2014).  
Para Carvalho (2001), através do KDD em um estabelecimento, é possível descobrir 
informações pertinentes de clientes que possuam cadastro como hábitos de consumo e até 
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organização de prateleiras das mercadorias do estabelecimento aumentando a venda de 
produtos relacionados ou itens em promoção.  
O KDD “consiste em um processo não trivial de identificação de padrões válidos, 
novos, potencialmente úteis e compreensíveis, em conjunto de dados” (FAYYAD, 1996). 
Segundo Carvalho (2001), o KDD processo composto por quatro etapas: pré-
processamento (seleção dos dados), transformação (tratamento dos dados), mineração de 
dados (processamento por algoritmos especialistas), pós-processamento (avaliação dos 
resultados). Já Magalhães e Spínola (2014) separam o pré-processamento e seleção como 
tarefas distintas. Estas etapas serão detalhadas ainda neste capitulo e podem ser 
identificadas na Figura 6. 
Figura 6 – As fases do KDD 
 
Fonte: MAGALHÃES, SPÍNOLA (2014, p.62) 
 
Porém Berry (2004) defende que o processo de mineração de dados é melhor 
representado em forma de um ciclo, apresentado na Figura 7, não linear, pois em algumas 
etapas e necessário voltar à anterior, complementar para então seguir para a próxima. 
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Figura 7 – Ciclo do processo de mineração de dados 
 
Fonte: BERRY (2004, p. 55). Tradução feita pelo autor. 
Conforme Berry (2004) o primeiro passo é identificar o problema de negócio. Os 
objetivos devem ser bem específicos e não muito amplos para que o processo de mineração 
tenha sucesso. A seleção dos dados ocorre em seguida exige ligação com o conhecimento 
dos dados. À cada alteração na seleção é necessário ter domínio sobre os dados. Após ter 
as duas etapas iniciais definidas, pode se criar um modelo inicial de mineração, etapa quatro.  
Em seguida, as etapas cinco e seis visam resolver problemas nos dados como 
campos incompletos ou nulos, informações não padronizadas. Problemas com dados podem 
exigir uma revisão na etapa dois, alterando a seleção de dados. Então o modelo precisa ser 
redefinido e avaliado: etapas sete e oito. As etapas nove e dez são de avaliação do modelo e 
os resultados que o mesmo gerou. Se não satisfatório, deve-se voltar a etapa sete, 
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redefinindo o modelo (BERRY, 2004). 
Nas próximas subseções são listadas e explicadas as etapas tradicionalmente 
apresentadas de forma linear no processo KDD. 
 
2.4.1 Seleção 
A etapa de seleção é a análise dos dados, as fontes de informação e qual a relevância 
destes para a tomada de decisão. A escolha ou geração incorreta prejudica o resultado final 
(MAGALHAES E SPINOLA, 2014). 
Cunico (2005) destaca que neste momento é feita a seleção e segmentação dos 
dados conforme objetivos definidos para executar a análise de dados. O conjunto deve ser 
definido de acordo com o resultado esperado. 
Segundo Berry (2004), é nesta etapa deve-se ter atenção para as organizações que 
não possuem dados centralizados: as informações podem vir de formatos e sistemas 
distintos. Neste ambiente, uma das bases de dados pode conter registros desatualizados. E 
ainda, deve-se manter um controle de alterações ou histórico das informações antigas de 
cadastros para melhores resultados. 
 
2.4.2 Pré-processamento e Transformação 
Magalhães e Spínola (2014) afirmam o pré-processamento é composto por atividades 
como tratamento dos dados, verificação semântica, enriquecimento, unificação e 
discretização. Neste momento que os valores incoerentes ou nulos devem ser tratados e 
removidos as informações desnecessárias (CUNICO, 2005).  
Em qualquer volume de dados é comum termos falhas de digitação, registros 
incompletos ou dados faltantes por naquele momento não ser avaliado. Assim para aplicar o 
datamining é necessário ter todos os campos preenchidos, não admitindo campos nulos 
(CARVALHO, 2001). 
 27 
Para Gonçalves (2014), as ferramentas atuais de mineração de dados utilizam 
determinados arquivos de entrada, com formatos CSV ou ARFF. A preparação destes 
arquivos, com relação à organização dos dados, faz parte da fase denominada 
transformação. 
 
2.4.3 Mineração de Dados 
Segundo Carvalho (2001), a mineração de dados ou datamining caracteriza-se pelo 
uso de técnicas de exploração com o objetivo de descobrir novas relações e padrões, que 
não seriam facilmente identificadas em grande volume de dados.  
Segundo Magalhães e Spínola (2014), a mineração de dados é o principal item do 
processo conhecido KDD, que visa transformar dados em informação útil. Nesta etapa que 
são aplicados os algoritmos ou técnicas de mineração, que serão detalhadas no item 2.6, 
deste documento. 
O minerador deve ter conhecimento sobre a lógica do negócio e estrutura do BD do 
sistema que será selecionado para executar as tarefas, a fim de ter condições para avaliar e 
descartar resultados inválidos (BERRY 2004). 
Berry (2004) explica que mineração de dados é diferente dos sistemas tradicionais: é 
um processo criativo que oferece feedback para processos que devem ser ajustados de 
acordo com o negócio, auxiliando assim a tomada de decisões. Esta comparação é 
representada na tabela Tabela 1. 
Tabela 1 - Comparação entre sistema tradicional e mineração 
Sistema Tradicional Mineração de dados 
Operações e relatórios sobre dados históricos Análise de dados históricos, muitas vezes 
aplicado para a maioria dos dados atuais, a fim 
de determinar ações futuras 
Fluxo previsível e periódico de trabalho, 
normalmente ligados ao calendário 
Fluxo imprevisível do trabalho em função das 
necessidades de negócios e marketing 
O uso limitado de dados em toda a empresa Quanto mais dados, melhor os resultados 
(geralmente) 
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Concentre-se em linha de negócio (como conta, 
região, código do produto, registros recentes... 
Concentram-se entidades como produto, cliente, 
região de vendas... 
Os tempos de resposta medidos em segundos / 
milissegundos (para sistemas interativos) 
enquanto espera semanas / meses por relatórios 
Processos iterativos com tempos de resposta 
medido muitas vezes em questão de minutos ou 
horas 
Descritivo e repetitivo Criativo 
Sistema de registro de dados Copia dos dados 
 
Fonte: BERRY (2014, p. 33). Tradução feita pelo autor 
 
2.4.4 Pós-processamento 
Segundo Cunico (2005), a interpretação e avaliação dos resultados é a última etapa. 
Caso for identificada alguma divergência, pode se retornar às etapas anteriores para revisar 
os dados e então, aplicar novamente os processos.  
As novas relações e descobertas através da análise de dados devem ser trabalhadas 
para que retornem informação pertinente à empresa e para que possam fazer parte dos 
demais processos como controle de estoque, propagandas e relacionamento com o cliente 
(CARVALHO, 2001). 
 
2.5 Metodologia de Mineração dos Dados 
Carvalho (2001) indica que após a definição da técnica/algoritmo a ser utilizado na 
mineração, pode-se aplicar a metodologia de três formas, em relação ao conhecimento que 
se deseja obter, conforme Tabela 2: 
Tabela 2 - Metodologia de Data Mining 
Metodologia Conhecimento 
Descoberta não Supervisionada Pequeno 
Teste de Hipóteses Razoável 
Modelagem de Dados Grande 
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Fonte: CARVALHO (2001) 
Conforme Magalhães e Spínola (2014) para a execução de tarefas de mineração 
devem ser utilizadas técnicas conforme o algoritmo e ferramenta de mineração que serão 
utilizados. O trabalho de identificar qual a melhor combinação entre as metodologias é do 
minerador, através de seus testes, com foco no problema em questão. 
Segundo Norving e Russel (2013), a aprendizagem pode ser supervisionada ou não 
supervisionada. Teste de hipóteses e modelagem matemática enquadram-se como 
supervisionadas.  
Em seguida, são descritas as duas situações:  
 
2.5.1 Descoberta não Supervisionada 
Também chamada de aprendizagem não supervisionada, nesta o agende aprende os 
padrões de entrada, sem aprendizado anterior, ou sem professor. A tarefa mais comum para 
este caso é o agrupamento. Como exemplo podemos relacionar uma agente de taxi que 
classifica o trânsito em “tráfego bom” ou “tráfego ruim”, sem ter um rótulo pré-definido 
(NORVING E RUSSEL, 2013). 
Segundo Carvalho (2001), a descoberta não supervisionada caracteriza-se por uma 
livre análise no banco de dados, se nenhum compromisso com alguma relação pré-
determinada ou resultado efetivo. 
 
2.5.2 Descoberta Supervisionada 
Também chamada de aprendizagem supervisionada são observados valores de 
entrada e saídas, gerando uma função que faz este mapeamento: para tal entrada temos tal 
saída (NORVING E RUSSEL, 2013). 
Carvalho (2001) define como Testes de Hipóteses uma metodologia supervisionada 
utilizada quando já existe o conhecimento sobre uma nova relação a ser identificada no 
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conjunto de dados analisado, confirmando ou não a hipótese criada. 
Para Norving e Russel (2013) as funções geradas pela aprendizagem supervisionada 
são as hipóteses. E para medir a precisão destas, devem ser comparadas a conjuntos de 
funções que não participaram do treinamento. 
Conforme Carvalho (2001) a modelagem matemática dos dados deve ser utilizada 
quando já se tem um conhecimento das relações existentes nos dados selecionados Então a 
partir de uma afirmação, analisa-se o comportamento numérico do agrupamento em relação 
a um item específico. 
 
2.6 Técnicas de Mineração de Dados 
Segundo Magalhães e Spínola (2014), as técnicas são relacionadas à cada algoritmo 
especialista e não existe um método universal a ser seguido. O minerador deve identificar 
conforme a sua experiência qual o algoritmo a ser utilizado conforme o resultado esperado. 
Exemplos de algoritmos serão citados e detalhados no item 2.7 deste documento. 
Carvalho (2001) indica cinco técnicas que contemplam as demais. Estas são: 
afinidade, agrupamento, classificação, estimativa e previsão. 
 
2.6.1 Agrupamentos 
Também conhecidas como técnicas de clustering são caracterizadas por gerar 
agrupamento de dados com característica semelhantes, sem classificação prévia, que são 
utilizadas no algoritmo (MAGALHÃES e SPÍNOLA, 2014).  
A Figura 8 ilustra qual o tipo de seguro a ser oferecido conforme a faixa etária do 
cliente. 
Figura 8 - Clusters gerados por agrupamentos 
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Fonte: GAGO (2014) 
2.6.2 Afinidade 
Conforme Carvalho (2001), a análise de afinidade visa descobrir quais elementos de 
cada evento tem relação temporal. Cita o exemplo do carrinho de supermercado como um 
item a ser avaliado para oferecer kits promocionais de acordo com a compra de itens em 
comum entre os clientes. 
 
2.6.3 Classificação 
Para Carvalho (2001) a classificação é uma das técnicas mais utilizadas. O ser 
humano está classificando, mesmo sem perceber, o que acontece à sua volta como: separar 
colegas de trabalho de amigos e familiares, protocolos de comportamento dependente do 
ambiente, e definindo classes sociais, por exemplo.  
Os algoritmos de classificação, por sua vez, visam gerar regras a partir de 
relacionamentos entre atributos de dados e classes pré-estabelecidas. O resultado 
apresentado são dois valores: o número de casos que satisfazem a classe estabelecida e, o 
número que não se enquadra (MAGALHÃES e SPÍNOLA, 2014).  
Carvalho (2001) exemplifica que ao ver um objeto determinado, classificamos este 
como uma “cadeira”, por exemplo, ainda que existam vários tipos e tamanhos distintos. Pois 
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em um momento anterior já tivemos esta definição e agora fica mais fácil de classificar. 
 
2.6.4 Estimativa 
Também conhecida como regressão, busca através da análise de dados numéricos, 
utilizando estatística e redes neurais, atribuir um valor para um novo elemento. Um exemplo 
é o cálculo do valor de um imóvel com base em outros de mesma característica, criando uma 
regra para novos registros (MAGALHÃES e SPÍNOLA, 2014). 
 
2.6.5 Previsão 
É a avaliação futura de algum índice, baseando-se no comportamento anterior. É uma 
das técnicas mais difíceis de ser aplicada, é similar à classificação, porém voltada a 
identificar acontecimentos futuros (CARVALHO, 2001). 
Carvalho (2008) exemplifica a estimativa de gasto de famílias de um determinado 
estado com atividades de lazer em função da faixa etária. Mesmo sem ter dados do estado 
do Rio de Janeiro, poderia ser utilizado São Paulo como uma estimativa e então chegar a um 
valor determinado. Porém, devido a alterações geográficas e opções disponíveis, esta 
estimativa possui margem de erro. 
 
2.7 Algoritmos de Mineração de Dados 
O uso de técnicas de mineração é suportado por algoritmos especialistas para realizar 
cada tarefa (MAGALHÃES e SPÍNOLA, 2014). A Figura 9 faz alusão ao resultado valioso 
após aplicar o algoritmo na base de dados, simbolizando com um diamante. 
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Figura 9 - Aplicação de Algoritmos em Bases de Dados 
 
Fonte: GONÇALVES (2013) 
A seguir são detalhados os principais algoritmos: 
 
2.7.1 Algoritmos de Agrupamento 
 
Como exemplo, podemos citar a identificação de clientes em ouro, prata e bronze de 
acordo com seu histórico de compras: quantidade de pedido relacionada ao total gasto.  
Analisando a Figura 10, é possível identificar visualmente os três clientes ouro, porém a 
classificação prata e bronze ficam mais complexas (PICHILIANI, 2014). 
Figura 10 - Quantidade de Pedidos x Total Gasto 
 
Fonte: PICHILIANI (2014) 
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O algoritmo K-means tem o objetivo de fornecer informações dos próprios dados 
analisados, baseado na comparação entre valores numéricos. Com a aplicação deste é 
possível ver os centroides gerados pela clusterização na Figura 11. Clientes ouro em 
triângulos amarelos, prata em quadrados da mesma cor e bronze nos losangos de cor clara 
(PICHILIANI, 2014). 
Figura 11 – Centroides gerados para cada classificação 
 
Fonte: PICHILIANI (2014) 
Porém, existe uma derivação do algoritmo K-Means, denominado X-Means. No 
primeiro, letra K significa que deve ser repassado pelo usuário um número máximo de grupos 
como parâmetro de entrada para execução. Já o X de X-Means busca descobrir o número de 
grupos dentro de um intervalo. Porém devido à esta característica, o trabalho matemático do 
algoritmo X-Means é maior devido à complexidade (AFONSO 2013). 
 
2.7.2 Algoritmos de Associação 
Segundo Gonçalves (2014) as regras de associação são importantes na tomada de 
decisão nas empresas. Ao reconhecer o padrão de compras dos consumidores, o gerente do 
estabelecimento pode maximizar as vendas e lucro de determinados produtos, em relação 
aos seus concorrentes. Para Berry (2014), as regras de associação foram originadas pelos 
pontos de vendas e identificam os produtos comprados em conjunto. São regras fáceis de 
entender, porém o resultado precisa bem ser avaliado. 
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No geral, algoritmos deste tipo enquadram-se num processo chamado market basket 
analysis (análise de cesta de compras), que tem como objetivo listar combinações de itens 
que aparecem com frequência acima do padrão, no ponto de vista estatístico (GONÇALVES, 
2014). Na Figura 12, são exemplificadas perguntas que este processo pode responder. 
Figura 12 – Análise de compras para tomada de decisão 
 
Fonte: GONÇALVES (2014) 
Segundo Microsoft (2015) as regras geradas e exemplificadas na Figura 13 podem ser 
utilizadas para prever compras futuras com base nos relacionamentos apresentados. 
Figura 13 – Regras de Associação 
 
Fonte: MICROSOFT (2015) 
Segundo Magalhaes e Spínola (2014), os algoritmos de associação utilizam 
parâmetros de confiança e suporte para indicar a relação em que dois itens aparecem no 
volume de dados minerados.  
O parâmetro de suporte é um índice percentual de ocorrências do item a ser avaliado 
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(PICHIALINI, 2014) ou o número de casos no conjunto de dados que contém a informação 
(MICROSOFT, 2015). Já o segundo parâmetro, confiança, indica o percentual de ocorrência 
da própria regra de associação. Os dois são fundamentais para gerar resultados 
significativos. Um exemplo de algoritmo deste tipo é o A Priori (PICHIALINI, 2014). 
 
2.7.3 Algoritmos de Classificação 
Para Gonçalves (2013) a classificação é uma das tarefas mais úteis no processo de 
mineração de dados. Com ela é possível, por exemplo, classificar o sexo de uma pessoa de 
acordo com sua foto, detectar fraudes em transações financeiras, filtrar mensagem de 
spams, aprovar crédito de um cliente, atribuição de categorias para textos. 
Segundo Gonçalves (2013) o algoritmo Naïve Bayes é simples, popular e eficiente 
para a tarefa de classificação: ele deve atribuir automaticamente uma classe para um objeto 
que até então era desconhecida. Além das qualidades, e de executar sua principal tarefa, o 
algoritmo gera índices probabilísticos. 
Na Tabela 3 temos um exemplo de classificação para a classe de acordo com valores 
sexo, idade e o fato de possuir filhos ou não: 
Tabela 3 – Exemplo de dados de vendas de uma loja 
Id Sexo Idade Filhos Gasta_Muito (classe) 
1 F >= 40 Não Não 
2 F 20-39 Sim Sim 
3 F >= 40 Não Sim 
4 M 20-39 Não Sim 
5 F >= 40 Sim Sim 
6 M 20-39 Sim Não 
7 F >= 40 Não Não 
8 F >= 40 Não Sim 
9 M >= 40 Sim Não 
10 M 20-39 Não Sim 
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Fonte: GONÇALVES (2013) 
Para esta técnica também são utilizadas Máquinas de Vetores de Suporte (SVMs), 
fundamentadas no aprendizado estatístico e definidos inicialmente para classificação de 
padrões separáveis linearmente (SOARES, 2008).  
Figura 14 – Separação de classes através de vetores de suporte 
 
Fonte: Soares (2008, p. 74). 
Soares (2008) explica que na Figura 14 é possível observar as linhas de separação 
das classes, denominadas H1 e H2, onde ó SVM encontra a distância entre as duas linhas. 
Os três objetos assinalados na linha H2 e os dois na linha H1 são denominados de vetores 
de suporte e são fundamentais para determinar o hiperplano de separação com distância 
máxima entre classes, característica do SVM. 
Para Magalhaes e Spínola (2014), algoritmos de árvore de decisão apresentam, a 
partir dos dados de entrada, uma árvore em que cada nó apresenta uma decisão, que pode 
seguir para outro nó ou folha da árvore. Funciona como um fluxograma em que os testes 
sobre valores ocorrem em cada nó, bastando seguir o fluxo da raiz até as folhas. 
Segundo Gonçalves (2014), existem vários algoritmos para o método de árvores de 
decisão, por exemplo: ID3, C4.5 e CHAID. Estes algoritmos são recursivos e tem como meta 
gerar uma árvore de menor tamanho possível. Na Figura 15 é demonstrada uma árvore em 
que o classificador utilizou a classe escolaridade como principal. 
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Figura 15 – Exemplo de árvore de decisão 
 
Fonte: GONÇALVES (2014) 
Segundo Luger (2013), em uma árvore de decisão, cada nó interno representa um 
teste sobre a propriedade, e cada valor possível da propriedade é um ramo. Nas folhas são 
representadas as classificações. A classificação ocorre ao percorrer a árvore até encontrar 
um nó folha. 
O algoritmos ID3 constrói árvores do topo para baixo. Este algoritmo seleciona uma 
propriedade para testar no nó atual e utiliza o teste para gerar exemplos. Então constrói 
recursivamente uma subárvore para cada partição, até que todos os mesmos estejam na 
mesma classe, que se torna um nó folha da árvore. 
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3. FERRAMENTAS DE MINERAÇÃO DE DADOS 
Segundo Gonçalves (2013), o crescente emprego de mineração de dados motivou o 
desenvolvimento de diversas ferramentas de mineração de dados, tanto de código livre, 
assim como comerciais. Na sequencia descrevo resumidamente características do WEKA 
(Weikato Environment for Knowledge Analysis), Apache Mahout, Rapid Miner e Microsoft 
Analysis Services. 
 
3.1 WEKA 
O sistema que ganhou destaque nos últimos anos dentre os demais que surgiram para 
mineração de dados, se chama WEKA1. Caracteriza-se por um software livre de código 
aberto, desenvolvido em Java pela “The University of Waikato” de Nova Zelândia.  É utilizada 
para fins de pesquisa e didática, tornando-se assim a mais popular no meio acadêmico. 
(GONÇALVES, 2013). 
Segundo Gonçalves (2013), o WEKA possui uma interface gráfica, conforme Figura 
16, para pequenas bases de dados possibilitando a execução de pré-processamento de 
dados. Além disto, é disponibilizada uma API com suas classes para que possam ser 
utilizadas dentro de programas Java, criando possibilidade de resolver problemas práticos.  
Existem duas formas distintas de trabalhar com esta API: anexar a biblioteca 
                                                 
1
 Disponível em http://www.cs.waikato.ac.nz/ml/weka/ 
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“weka.jar” no projeto ou configurar o código fonte. A Figura 16 exemplifica a interface gráfica 
do WEKA. 
Figura 16 – Interface gráfica do WEKA 
 
Fonte: GONÇALVES (2014) 
A ferramenta trabalha preferencialmente com bases de dados em arquivo texto, no 
formato ARFF exemplificado na Figura 17, ou até mesmo CSV. Porém existe a opção de 
conectar o Weka diretamente à alguns bancos de dados relacionais, como Mysql, Oracle, 
Postgree ou Sql Server. Desta forma não há a necessidade de exportar dados do banco, 
converter em arquivo ARFF, por exemplo, poupando um bom tempo de quem irá realizar o 
processo de separação de dados (GONÇALVES, 2013).  
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Figura 17 – Conteúdo do arquivo ARFF 
 
Fonte: GONÇALVES (2014) 
 
3.2 Apache Mahout 
O Apache Mahout2 se caracteriza por uma biblioteca de algoritmos de mineração de 
dados distribuída, desenvolvida na linguagem de programação Java. Os algoritmos foram 
criados fazendo uso da técnica de  MapReduce3, com infraestrutura da ferramenta Apache 
Hadoop4 (APACHE MAHOUT, 2010). Apache Hadoop é um conjunto de programas para a 
computação distribuída e escalável.  
MapReduce é um modelo de programação cujo funcionamento baseia se em dividis os 
dados de entrada em conjuntos independentes a aplicar a operação map, gerando um 
conjunto de pares de chave e valor. Em seguida, é aplicado o método reduce para reagrupar 
valores dos pares com a mesma chave. 
Apache Mahout suporta quatro operações da mineração de dados APACHE MAHOUT, 
2010): 
                                                 
2
 Disponível em http://mahout.apache.org. 
3
 MapReduce é o algoritmo principal para o Apache Hadoop. Disponível em http://hadoop.apache.org/. 
4
 Disponível em http://hadoop.apache.org/. 
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a) Recomendação: analisa itens à partir do comportamento do usuário. 
b) Agrupamento: divisão em classes (clusters) de acordo com semelhanças. 
c) Classificação: classificação com base em categorização já existente. 
d) Mineração por frequência de grupos: identificação de padrões em grupos. 
A Figura 18 mostra um projeto de exemplo em Java do Apache Mahout. 
Figura 18 – Exemplo de projetos Apache Mahout 
 
Fonte: autor do trabalho, 2015. 
 
3.3 Rapid Miner 
Rapid Miner5 é definida como “um ambiente integrado para a aprendizagem de 
máquina, mineração de dados, mineração de texto, análise preditiva e análise de negócios".  
Possui uma versão gratuita para minerar dados à partir de arquivos no formato CSV 
                                                 
5
 Disponível em https://rapidminer.com/ 
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ou Excel. Já para configuração de conexão direta com o BD existe uma anuidade a ser paga, 
que varia de acordo com o plano escolhido. Porém oferece integração com a biblioteca do 
WEKA para aprendizagem supervisionada. 
A Figura 19 demonstra a interface do Rapid Miner. 
Figura 19 – Interface do Rapid Miner 
 
Fonte: autor do trabalho, 2015. 
 
3.4 Microsoft Analysis Services  
O Microsoft SQL Server6 é um sistema de gerenciador de banco de dados para linha 
de negócios, comércio eletrônico e data warehouse (Microsoft, 2015). Segundo DB-Engines 
o SQL Server é o terceiro colocado em popularidade dentre os sistemas gerenciadores de 
bancos de dados, conforme dados de Abril de 2015, perdendo apenas para Oracle e muito 
próximo do MySQL. A Figura 20 mostra este ranking. 
                                                 
6
 Disponível em https://www.microsoft.com/pt-br/server-cloud/products/sql-server-editions 
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Figura 20 – Ranking de Sistemas de Bancos de Dados 
 
Fonte: BD-ENGINES (2015) 
O Analysis Services é um serviço disponível em determinadas versões do Microsoft 
SQL Server, e oferece algoritmos para as mais populares técnicas de mineração, e que 
podem ser personalizados e programáveis conforme API’s disponíveis. Dentre os tipos de 
algoritmos fornecidos pela ferramenta estão os de classificação, associação, regressão, 
segmentação e análise de sequencia. Para um mesmo conjunto de dados podem ser 
utilizados algoritmos distintos, dependendo do objetivo final (Microsoft, 2015).  
Para trabalhar os dados em nível de usuário final, existe uma extensão7 do SQL 
Server Data Mining para SQL Server 2005, compatível com Excel 2007 e 2010. Na Figura 21 
é possível identificar a nova guia disponível no aplicativo com seus recursos. 
                                                 
7 Disponível em http://www.microsoft.com/en-us/download/details.aspx?id=8569 
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Figura 21 – Extensão do SQL Data Mining para Excel 
 
Fonte: autor do trabalho, 2015. 
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4. TRABALHOS RELACIONADOS 
Serão descritos neste capítulo trabalhos pesquisados e que tem relação com o tipo de 
estabelecimento ou ferramenta em que as técnicas de mineração de dados serão 
executadas. 
Segundo Rygielski, Wang e Yen (2002) o uso de mineração de dados permite a 
captura e analise de quantidades massivas de dados. A aplicação dos resultados pode 
melhorar a retenção de clientes atuais, identificar as vendas cruzadas e ainda atrair novos 
clientes com o perfil esperado.  
O uso de classificação por algoritmos de árvores de decisão, por exemplo, permite 
pontuar clientes atuais e identificar futuros, de acordo os dados de comportamento e perfis 
armazenados. Já a clusterização em dados de vendas e demográficos como o bairro, 
permitem identificar comportamentos sazonais ao nível de localização de loja e 
disponibilidade de item. (RYGIELSKI, WANG e YEN, 2002). 
Já Shaeffer (2003) realizou um estudo de caso de mineração de dados em uma loja 
de móveis e materiais de construção utilizando as ferramentas Weka e Intelligent Miner. O 
foco principal das análises foi o conhecimento do perfil de clientes, possíveis compradores de 
produtos mais rentáveis, análise de cesta de compras e quem é o cliente que compra pela 
primeira vez. 
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Foi empregada a metodologia conhecida como CRISP, surgida em 1996, por 
pesquisadores das empresas Daimler Crysler, SPSS e NCR, hoje conhecida como ciclo do 
processo de mineração de dados, e foram utilizadas as ferramentas WEKA e Intelligent 
Miner. Destaque para as bibliotecas e documentações das duas ferramentas e pontos 
negativos para o WEKA, em relação ao tratamento de arquivos texto que é muito exigente, e 
Intelligent Miner, que embora tenha gráficos a representação de árvores de decisão não é 
clara (SHAEFFER, 2003). 
Batista (2009) executou o processo de mineração de dados com a ferramenta Analysis 
Services do SQL Server em um banco de dados de empresa de refrigerantes, fazendo uso 
do “SQL Server Data Mining Add-ins for Office 2007” para Microsoft Excel. 
A utilização do Microsoft Excel em conjunto com o SQL Server facilita a apresentação 
dos resultados e aplicação dos conceitos de mineração de dados para os profissionais de 
vendas, financeiro e marketing (BATISTA, 2009). 
Batista (2009) destaca bem as etapas de cada fase de pré-processamento como 
limpeza, codificação e enriquecimento dos dados, enfatizando a importância de cada uma, 
para obter um resultado mais efetivo.  
A utilização de algoritmos de clusterização sobre atributos de venda como o produto, 
segmento, volume de vendas e tipo de cliente, permite identificar e direcionar propagadas 
publicitárias, conforme distribuição avaliada em cada cluster (BATISTA, 2009). A Figura 22 
mostra o resultado. 
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Figura 22 – Clusterização em empresa de refrigerantes 
 
Fonte: BATISTA (2015) 
As regras de associação permitiram identificar o tipo de produto mais vendido e qual o 
outro item que pode ser sugerido, tornando-o mais conhecido e aumentando o volume de 
venda deste. Já algoritmos de classificação foram utilizados para identificar qual o tamanho 
do produto que será solicitado por uma determinada classe de cliente e segmento (BATISTA, 
2015).  
Segundo Shaeffer (2003) a utilização de mineração de dados gerou informações de 
valor para os proprietários criando um novo conceito de relacionamento com o cliente, com o 
objetivo de fidelização, aumentando os lucros mesmo no mercado de pequenas e médias 
empresas.
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5. APLICAÇÃO DE TÉCNICAS DE MINERAÇÃO DE DADOS 
Inicialmente serão descritas características dos dois estabelecimentos que foram 
escolhidos para aplicar técnicas de mineração de dados, assim como os motivos para a 
seleção das duas ferramentas.  
Também detalhada a estrutura do BD, a montagem das três seleções de registros e 
etapas de enriquecimento e transformação. Os resultados estão organizados por empresa, 
seguido da execução de cada algoritmo. 
 
5.1 Características dos estabelecimentos 
 
As duas empresas escolhidas utilizam o mesmo sistema ERP e versão do BD, de 
forma que as análises não tivessem divergência de informações ou resultados em 
algoritmos. As características dos dois estabelecimentos são apresentadas na Tabela 4: 
Tabela 4 – Características dos Estabelecimentos 
Item Empresa A Empresa B 
Terminais 16 25 
Servidor 01 01 
Banco de Dados SQL Server 2005 SQL Server 2005 
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Tamanho BD 4,823 GB 5,262 GB 
Produtos em Lista de Preços 6303 23409 
Produtos com Estoque 4731 14441 
Clientes que compraram em 2013 2762 727 
 
Fonte: autor do trabalho, 2015. 
 
As duas empresas tem como padrão o mesmo fluxo de atendimento ao cliente, 
apresentado no Apêndice A, por notação BPMN (Business Process Model and Notation), 
utilizando o Bizagi Studio Free8.  
 
5.2 Ferramentas utilizadas 
 
Dentre as ferramentas citadas no capítulo 3, uma das escolhidas foi o próprio serviço 
de mineração de dados oferecido pelo Microsoft SQL Server 2005, mesma versão dos 
bancos de dados das empresas, chamado de Analisys Services. Neste caso a conexão com 
o BD é nativa, sem a necessidade de preparação de arquivos. 
Para análise e exibição dos resultados foi instalado o Microsoft Excel 2007, software 
compatível com o Add-in do SQL Server Data Mining para SQL Server 2005. Esta ferramenta 
tem uma interface mais amigável para os usuários finais dos estabelecimentos, que já 
utilizam a suite Microsoft Office para tarefas corriqueiras do seu dia a dia. 
Porém como o WEKA vem ganhando destaque principalmente no meio acadêmico, as 
mesmas análises foram feitas com este aplicativo, possibilitando assim comparar resultados. 
Neste caso foram gerados arquivos específicos para processamento dos dados, no formato 
ARFF.  
Um comparativo entre as principais características das ferramentas são apontadas na 
Tabela 5. 
 
                                                 
8
 Disponível em http://www.bizagi.com/ 
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Tabela 5 – Comparativo entre Ferramentas 
WEKA Analisys Services 
Variedade de algoritmos Facilidade de uso dos algoritmos 
Código aberto e uso em 
ambiente acadêmico 
Serviço disponível à partir 
da versão Standart 
Modelo de arquivos para 
processamento de dados 
Processa dados em planilha 
Conexão nativa para SQL 
Poder de classificação Resultados gráficos 
 
Fonte: autor do trabalho, 2015. 
 
Como sistema gerenciador de banco de dados, foi mantido o Microsoft SQL Server 
2005. Uma cópia de cada BD de cada empresa foi restaurada no computador de teste, 
renomeados para “empresaA” e “empresaB”, conforme estabelecimentos já apresentados na 
Tabela 4. 
 
 
5.3 Seleção dos dados  
Inicialmente é preciso ter um conhecimento geral do relacionamento das tabelas do 
BD do sistema ERP analisado. O Apêndice B exibe as principais tabelas assim como o 
relacionamento entre elas. 
O cadastro de clientes é armazenado na tabela Pessoas. Os produtos disponíveis em 
Produtos, cujas categorias ficam em Estrutura de Estoque. Dados principais das vendas 
como número da transação, data, hora, código do cliente, código do meio de pagamento e 
condição são armazenados na tabela Documentos Fiscais. Dados dos produtos adquiridos e 
seu código são gravados na tabela Itens dos Documentos Fiscais. O meio de pagamento 
está em Locais de Pagamento. E a tabela de Títulos do Contas a Receber armazena os 
vencimentos das compras a prazo dos clientes. 
Para a aplicação dos algoritmos de mineração foram criadas três principais consultas 
utilizando a linguagem de consulta estruturada ou SQL (Structured Query Language), para 
bancos de dados relacionais, que são detalhadas em seguida. 
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5.3.1 Clientes e Produtos Adquiridos 
A primeira seleção de conjunto de dados pertinentes à mineração leva em conta o 
relacionamento entre produtos que o cliente adquire em cada compra. São envolvidas as 
tabelas de documentos fiscais, itens destas vendas, produtos, grupos de produtos e 
condições de faturamento. A consulta SQL foi criada diretamente na ferramenta Microsoft 
SQL Server Management Studio 2005. 
No Apêndice C é listado o comando SQL executado para obter somente notas de 
venda do último trimestre do ano de 2013, limitados pela cláusula condicional “where”. 
 
 
5.3.2 Características das Vendas 
A segunda seleção de dados visa conhecer grupos de clientes conforme 
características de suas compras. São retornados campos: dia da semana, hora, valor gasto, 
numero de pagamentos, prazo para primeira parcela, se levou cimento e se este foi o item 
principal (caso da empresa A), a descrição da forma de pagamento, estado civil, idade, renda 
e sexo. 
No Apêndice D é listado o comando SQL utilizado para a obtenção destes dados.  
 
 
5.3.3 Avaliação de Clientes 
Para a terceira seleção de dados, a tabela de origem base é o cadastro de clientes 
ativos. Para cada registro de cliente é avaliados o número de compras em 2013, o valor total, 
o número de títulos pagos com atraso, número de títulos em aberto, somatório do valor em 
aberto, estado civil, idade, renda e sexo. 
O Apêndice E mostra o comando de seleção de dados. É utilizada uma “sub consulta“ 
de número de compras do ano, listando apenas os clientes que compraram em 2013, 
ordenando do menor para o maior. 
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5.4 Pré-processamento 
Cada uma das consultas precisou passar pelas etapas de enriquecimento, 
normalização, identificação de discrepâncias e transformação, principalmente para criar o 
arquivo específico ARFF do WEKA. 
 
5.4.1 Transformação 
Para os atributos sexo apenas foi utilizada a primeira posição do campo retornado. Por 
exemplo “M” para masculino e “F” para feminino. O mesmo foi feito para o campo estado civil 
e número de pagamentos. Este último tem um caso especial tratado pelo ERP: quando o 
cliente para com mais de um cartão ou meio de pagamento, retornando o termo “Múltiplas 
formas de pagamento”. 
 
 
5.4.2 Enriquecimento 
Atributo sexo: Muitos registros estavam em brancos, o que precisou ser tratado, 
colocando a letra “D” de “desconhecido” no lugar.  
Estado Civil: como a letra D já estava presente para os divorciados, então foi colocada 
letra “N” de não informado no lugar dos dados em branco. 
Na empresa B foram identificados 42 registros de vendas sem bairro, 21 sem cidades 
e dois registros sem hora. Todos estes tiveram que tem conteúdo preenchido manualmente: 
para a cidade o valor foi informado TRAMANDAÍ; para o bairro CENTRO; para a hora o valor 
8. A Figura 23 mostra os registros problemáticos e que foram ajustados. 
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Figura 23 – Tratando registros inválidos 
 
 
Fonte: autor do trabalho, 2015. 
 
5.4.3 Discrepâncias 
Para a etapa de clusterização avaliando as vendas, foi criado o campo prazo, que 
retorna. Porém a multiplicação dos números de pagamentos pelo dia de vencimento gerou 
um erro quando o número de pagamentos era “múltiplas formas”: multiplicar a letra M por um 
número. Como não é possível determinar o prazo, para estas vendas o campo foi alterado 
para zero, sempre que o valor inválido, conforme Figura 24. 
Figura 24 – Tratando o campo prazo 
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Fonte: autor do trabalho, 2015. 
Outra situação identificada foi o número de bairros repetidos na empresa A. O mesmo 
bairro foi cadastrado muitas vezes e algumas com erros de digitação. Na Figura 25 é 
possível identificar o bairro “ABERTA DOS MORROS” e suas variações. 
Figura 25 – Normalizando cadastro de bairros 
 
Fonte: autor do trabalho, 2015. 
 
Para isso, foi preciso ajustar o cadastro manualmente. Do total de 169 bairros os 
registros com nomes distintos caíram para 86. Estes poderiam gerar discrepâncias nos 
clusters, uma vez que o bairro é um dos atributos a ser utilizado na mineração. 
 
5.5 Transformação 
Para a mineração de dados com a ferramenta WEKA foi necessária conversão de 
arquivos para o formato ARFF, conforme já exemplificado no item 3.1. Para todos os casos, 
os dados foram importados utilizando uma conexão do SQL Server 2005 configurada na 
ferramenta Excel conforme seleção definida para cada caso.  
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A Figura 26 exemplifica o caso de geração do arquivo para regras de associação onde 
para cada registro de venda, as colunas retornavam se houve compra com produto que 
tenha o referido código de grupo. Em caso positivo, a coluna é preenchida com “y,” e em 
caso negativo, com “?,”. 
Figura 26 – Conversão de dados para ARFF 
 
Fonte: autor do trabalho, 2015. 
Na Figura 27 é possível observar como fica a estrutura do arquivo ARFF gerado. 
Figura 27 – Exemplo de estrutura do arquivo ARFF para associação 
 
 
Fonte: autor do trabalho, 2015. 
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5.6 Mineração dos Dados 
Após o processo de definição dos dados a serem avaliados e preparação das 
informações para a mineração propriamente dita, serão aplicados os algoritmos nos arquivos 
gerados, para cada caso. 
A seleção de dados do item 5.3.1 serviu como base para a geração dos dados com 
aplicação de algoritmos de associação. As regras geradas visam responder o 
questionamento de qual produto adicional oferecer ao cliente, aumentando assim o ticket 
médio de cada venda. A sugestão também evita o retorno esporádico ao estabelecimento por 
esquecimento de um item complementar, otimizando até mesmo o setor de entregas. 
Já a seleção de dados de 5.3.2, foi utilizada para identificar grupos de clientes com 
características em comum, em algoritmos de clusterização. Este conhecimento permite 
direcionar e qualificar o atendimento ao cliente, além da utilização correta de recursos, como 
o número de vendedores ou caixas em um determinado horário. 
Por último, a seleção do item 5.3.3 serviu de base de dados para criar uma 
classificação de clientes utilizando aprendizagem supervisionada. Ou seja, foi criado um 
modelo para treinar o algoritmo. O objetivo é classificar cada cadastro em ouro, prata, bronze 
e chumbo, na ordem de maior para menor valor agregado. 
Todas as técnicas foram executadas tanto no WEKA quanto no SQL Server, podendo 
identificar caso a caso qual solução foi mais clara e efetiva para a obtenção de 
conhecimento. 
 
5.6.1 Associação Empresa A 
Para utilizar a ferramenta WEKA foi necessário criar um arquivo ARFF conforme 
estrutura requerida pela ferramenta. Para o caso de 4731 produtos da empresa A, ficaria 
inviável gerar um arquivo com tantos atributos, onde cada venda deve corresponder a uma 
linha. 
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Então foi gerado um arquivo retornando os grupos dos produtos, que são 36, para 
identificar quais as sessões da loja que aparecem em conjunto nas compras. O campo de 
descrição dos grupos já está previsto na seleção inicial dos dados. 
 O resultado das regras de associação no Weka pode ser observado na Figura 28. 
 
Figura 28 – Regras de associação pelo WEKA da empresa A 
 
 
Fonte: autor do trabalho, 2015. 
 
Utilizando o algoritmo de associação “Aprior”i, a ferramenta WEKA retorna as 
melhores regras encontradas, pela métrica de confiança. Sendo o primeiro relacionamento 
de “ferroprego” com madeira e telhas, seguido de primário e “telasgaiolas”. 
A mineração de dados pela ferramenta do SQL Server foi executada diretamente na 
planilha de Excel, com os parâmetros Suporte = 10 e Probabilidade mínima = 0,40. O 
identificador de transação escolhido foi a coluna “venda” e o item, a coluna “descgrupo” que 
faz referência ao grupo de estoque, conforme Figura 29. As regras geradas podem ser 
observadas na Figura 30. 
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Figura 29 – Parâmetros de associação empresa A 
 
Fonte: autor do trabalho, 2015. 
Figura 30 – Regras de associação empresa A 
 
Fonte: autor do trabalho, 2015. 
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Segundo as regras em cem por cento dos casos os clientes que levam produtos do 
grupo telha, também levam pisos e material primário. Na segunda regra a telha é substituída 
por madeiras beneficiadas. Nas demais regras são associados os fios, as aberturas de 
madeira e materiais hidráulicos. 
 Aliada à geração de regras a ferramenta de mineração de dados mostra também uma 
rede de dependência dos atributos, levando em consideração a importância das regras de 
associação. Esta rede pode ser observada na Figura 31. 
Figura 31 – Rede de dependências empresa A 
 
Fonte: autor do trabalho, 2015. 
A exibição da rede permite uma análise visual de como poderiam estar dispostos os 
setores de produtos nesta loja: telhas devem estar próximas de ferros/pregos; balcões/pias 
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próximas a tigre; e entre estes itens o grupo de loucas. Em outra ponta da loja podemos 
colocar mangueiras junto com itens do grupo fogão, atlas com tintas, fios com material 
elétrico, e pisos acompanhados de material primário e abertura de ferro.  
O objetivo é maximizar a venda de produtos relacionados, pois o cliente ao passar por 
um produto que não estava na lista por ter esquecido de relacionar, por exemplo, pode 
acabar levando um item a mais para casa.  
Ao executar o mesmo teste com o campo de descrição do produto, que é um campo 
texto que pode ter até 50 caracteres, a ferramenta terminou a execução sem resultados e 
com a conexão perdida. Mas a ferramenta permitiu uma análise pelo código do produto, 
identificador de 6 caracteres. A Figura 32, que exibe as regras de associação geradas, 
mostra a relação de produtos na mesma compra por ordem de probabilidade de ocorrência. 
Figura 32 – Regras de associação pelo código do produto na empresa A 
 
Fonte: autor do trabalho, 2015. 
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As regras geradas pelos algoritmos de associação apresentam o produto 050171, que 
é “CIMENTO 50 Kg”, em praticamente todas onde a probabilidade de acontecer é cem por 
cento. Junto com este item aparece o 110314 - “TELHA 5mm 244 X 110” e 050178 - “tijolo 6 
furos”. Na sequencia temos o 055202 - “AREIA MEDIA” e 321061 – “JOELHO 25X90”. 
Seria interessante disponibilizar no sistema ERP um cadastro de produtos 
complementares, onde produtos apontados pelo algoritmo poderiam ser sugeridos para uma 
venda casada, aumentando o ticket médio para cada venda, maximizando o lucro. 
 A rede de relacionamentos pelo código do produto, campo texto de 6 caracteres 
sempre, é apresentada na Figura 33, com destaque para o nó principal dos relacionamentos. 
Figura 33 – Rede de relacionamento de itens na empresa A 
 
Fonte: autor do trabalho, 2015. 
A Figura 33 exibe o código de produto 050171 como o centro da rede de 
relacionamento. O administrador da empresa A, afirma que este é produto “carro chefe” da 
sua empresa, e do ramo de materiais de construção, em geral. Porém ressalta que é um 
produto que exige espaço para armazenamento e controle de umidade. Mas mesmo com a 
margem de lucro é baixíssima, atrai clientes para o estabelecimento por ser matéria prima do 
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ramo de materiais de construção. 
 Este resultado, tão direcionado ao item 050171, ou cimento, provocou um novo 
questionamento: qual o comportamento dos clientes caso o cimento não estivesse 
disponível. Para isto foi realizada uma nova análise onde a venda onde este produto estava 
contido é removida inteiramente dos registros, assim como os produtos que acompanhavam 
este.  
Para criar este ambiente foi adicionado um filtro na seleção de dados, para remover 
toda a venda que contenha cimento, simulando o fato do cliente nem ter entrado na loja, pois 
o estabelecimento não trabalha com o produto desejado.  Assim, número de registros caiu de 
24955 para 19248 itens vendidos, caracterizando uma queda de aproximadamente de 23% 
das transações. A nova rede de relacionamentos pode ser vista na Figura 34. 
Figura 34 – Rede de relacionamentos sem venda de cimento 
 
Fonte: autor do trabalho, 2015. 
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A Figura 35 compara as primeiras regras de associação geradas com as novas, sem 
toda a venda de cimento. 
Figura 35 – Comparativo entre regras com e sem a venda de cimento 
 
Fonte: autor do trabalho, 2015. 
É possível identificar uma mudança nos produtos principais, surgindo 321061 - joelho 
25X90. Este item agora é acompanhado pelo 321110 - tee 25 e 505769  - “cano soldável 25”, 
que são materiais hidráulicos.  
Assim, as regras de associação para a empresa A mostraram claramente o destaque 
para o produto cimento e utilizando a mesma técnica, sem os registros desta venda é 
possível identificar uma mudança de comportamento dos clientes, tendenciando para o 
material hidráulico. 
 
5.6.2 Agrupamento Empresa A 
Algoritmos de agrupamentos, também conhecidos como de clusterização, são 
utilizados para definir grupos de registros com características em comum. Para a execução 
de algoritmos de clusterização do WEKA, foi necessário montar a estrutura do arquivo ARFF 
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conforme Figura 36. 
Figura 36 – Estrutura do arquivo ARFF para agrupamento na empresa A 
 
Fonte: autor do trabalho, 2015. 
O algoritmo utilizado na ferramenta WEKA foi o “SimpleKMeans”, por solicitar como 
parâmetro o número de clusters. Após testes com dez e oito clusters, o melhor resultado em 
relação à distribuição foi obtido foi com cinco. A Figura 37 apresenta o resultado final. 
: 
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Figura 37 – Resultado do agrupamento pelo WEKA na empresa A 
 
Fonte: autor do trabalho, 2015. 
Com a geração dos clusters é possível observar diferença no meio de pagamento, 
onde no cluster zero, temos o único com maioria em crediário e um prazo de pagamento de 
30 dias, com um valor médio de compra maior que 288 reais. Este é o maior ticket médio de 
compra. Este é o cliente praticamente fidelizado, que deve ser tratado com atenção para que 
seja mantido. Uma política de marketing e fidelização deve ser aplicada nos clientes dos 
demais clusters. 
Também na ferramenta de data mining do SQL Server, foi executada a opção de 
“Cluster”. Esta possui opção de detecção automática de clusters e a possibilidade de 
informar manualmente. Utilizando a opção automática foram gerados oito clusters, mas 
optou-se por definir o valor de cinco e atributos conforme Figura 38. Com este último número, 
a representação das populações ficou mais clara. 
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Figura 38 – Definição de atributos e números de clusters 
 
Fonte: autor do trabalho, 2015. 
A Figura 39 mostra os atributos por ordem de probabilidade, o que permite obter 
algumas conclusões iniciais sobre os clientes da loja. 
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Figura 39 – Distribuição dos atributos 
 
Fonte: autor do trabalho, 2015. 
É possível identificar que praticamente todos os clientes são da cidade de Porto 
Alegre. Os cinquenta e seis por cento que aparecem com o bairro de mesmo nome da cidade 
estão vinculados ao cadastro do cliente “consumidor final”: representam as vendas destes. 
Isto também reflete no atributo sexo, que é desconhecido em noventa e cinco por cento dos 
cadastros, índice que pode comprometer análises de características de clientes, tornando-se 
irrelevante. 
Embora as análises de associação mostrem o cimento como produto de movimento 
relacionado com outros itens, oitenta e seis por cento dos clientes que entram na loja não 
levam cimento. 
É possível identificar o horário de maior movimento: cerca de metade das vendas é 
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das dez às duas horas da tarde, com intervalo ao meio dia.  E dia mais representativo com 
18 por cento de movimento é sétimo, ou seja, o sábado. Logo nestes casos a demanda de 
atendimento e funcionários é maior. 
O prazo de zero dias e a condição de pagamento à vista representam a compra de 
balcão, onde o cliente leva a mercadoria em mãos, que vai de encontro com o perfil de 
“consumidor final”. Porém o valor de compra é relativamente alto, com um quarto de clientes 
comprando entre 135 e 361 reais, seguido de um segundo grupo dos 361 aos 1141, 
aproximadamente.  
As Figura 40 e Figura 41 mostram a distribuição dos valores de cada atributo pelos 
cinco clusters gerados conforme parâmetros informados. 
Figura 40 – Atributos dos clusters da empresa A - parte 1 
 
Fonte: autor do trabalho, 2015. 
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Figura 41 - Atributos dos clusters da empresa A - parte 2 
 
Fonte: autor do trabalho, 2015. 
O cluster cinco apresenta destaque dentre os demais nos atributos de formas e prazo 
de pagamento, identificando o grupo de clientes que compra a prazo. O valor médio de cada 
compra é o segundo mais alto, ficando em 227 reais, mas podendo ter uma alta variação de 
684 reais. E este cliente praticamente não compra cimento, ou seja, não seria afetado com a 
falta do produto. 
 
5.6.3 Classificação Empresa A 
Para a execução de algoritmos de classificação supervisionada com a ferramenta 
WEKA, foi necessário criar dois arquivos: um para treinamento e outro a relação de registros 
a serem classificados.  
O arquivo gerado para treinamento tem os mesmos atributos que o arquivos a ser 
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classificado, porém, neste caso a classe é preenchida manualmente por um usuário. Desta 
forma quanto melhor distribuído for o arquivo de treinamento, melhor será o resultado.  
Os valores possíveis para o atributo “class” são limitados conforme arquivo “clientes 
treino.arff” exemplificado no quadro à esquerda na Figura 42. Nesta mesma figura, à direita é 
demonstrada a estrutura do arquivo de registros a serem classificados pelo WEKA onde o 
símbolo “?” é adicionado a cada registro no lugar do valor para o atributo “class”.  
Figura 42 – Arquivos ARFF de treino e com registros a serem classificados 
 
Fonte: autor do trabalho, 2015. 
Primeiro é selecionado o arquivo de treino e o algoritmo j48 para treinamento. Depois 
desta execução, o arquivo a ser classificado é selecionado na opção “suplied set test”. Os 
resultados podem ser vistos conforme opção  “visualize tree” na Figura 43. 
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Figura 43 – Treinamento no WEKA 
 
Fonte: autor do trabalho, 2015. 
A árvore de decisão mostra os que para um cliente ser considerado chumbo, deve ter 
títulos em aberto, conforme primeiro nó da árvore. O segundo nó classifica clientes ouro com 
valor médio de compra superior a 752 reais. Em prata clientes que compram entre 752 e 104 
reais. Para valor inferior, a classificação atribuída é bronze. 
O resultado gerado é um arquivo, também no formato ARFF, porém são adicionados 
dois novos atributos: prediction margin e predicted class. Ou seja, o valor para o atributo 
“class” propriamente dito e a margem de acerto. A classificação de cada registro pode ser 
identificada na Figura 44. 
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Figura 44 – Resultado da classificação com WEKA 
 
Fonte: autor do trabalho, 2015. 
 A mesma classificação executada no arquivo “clientes treino.arff” foi executada nos 
registros na planilha de Excel para a execução do algoritmo de classificação do SQL Server. 
Esta classificação foi inserida na coluna H, conforme Figura 45: 
Figura 45 – Classificação manual 
 
Fonte: autor do trabalho, 2015. 
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Para a execução do algoritmo, é informada a coluna a analisar inicialmente, e após as 
colunas com os valores de entradas. Na Figura 46, é exibida a tela de parâmetros: 
Figura 46 – Parâmetros de classificação 
 
Fonte: autor do trabalho, 2015. 
A ferramenta Analisys Services, diferente do WEKA, não classifica automaticamente a 
coluna informada, apenas apresenta a árvore de decisão, que pode ser observada na Figura 
47: 
Figura 47 – Árvore de classificação do SQL Server 
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Fonte: autor do trabalho, 2015. 
A árvore de classificação do SQL ficou mais simplificada, apresentando o ticket médio 
de 691 como um divisor de classificação seguido de número de títulos em aberto. Porém não 
ficou claro tão em qual classe o cliente estaria enquadrado: o registro não é classificado 
automaticamente com no caso do WEKA. 
 
5.6.4 Associação Empresa B 
Foi criado um arquivo com o mesmo padrão ARFF de associação da empresa A, 
porém com os dados da empresa B. A Figura 48 mostra as regras de associação geradas. 
Figura 48 – Regras pelo WEKA da empresa B 
 
Fonte: autor do trabalho, 2015. 
Utilizando o algoritmo Apriori, com métrica de confiança, o WEKA retornou como regra 
principal produtos dos grupos de “abrasivos e polimento”, relacionados com “iluminação” e 
“ferramentas”. 
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A aplicação dos algoritmos de associação da Microsoft, nos grupos de produtos 
geraram 169 registros. As vinte primeiras são exibidas na Figura 49. 
Figura 49 – Regras de associação SQL dos grupos na empresa B 
 
Fonte: autor do trabalho, 2015. 
Há maior probabilidade de ocorrer vendas de “abrasivos e polimentos” com “metais 
sanitários” e “instalação água/gás”. Seguido por “bazar” com itens de “fixação” e “ferragens”. 
Ambas as regras com probabilidade superior a 80%.  
Já a rede de relacionamentos, que leva em consideração a importância das regras, 
destaca outros grupos de materiais: fixação e ferragens devem ficar próximas, assim como 
eletrônicos, som e imagem com instalação elétrica. Esta rede pode ser visualizada na Figura 
50. 
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Figura 50 – Rede de relacionamento entre grupos na empresa B 
 
Fonte: autor do trabalho, 2015. 
  
Para análise de código, utilizando o mesmo período da empresa A, o terceiro trimestre 
de 2013, a primeira execução do algoritmo extrapolou o número de atributos máximo da 
versão Standart 2005: cinco mil registros. Ou seja, nestes três meses a empresa vendeu pelo 
menos cinco mil produtos diferentes para seus clientes. 
Então, optou-se por limitar a análise à produtos de maior valor agregado. Para isto, 
foram avaliadas apenas as vendas com valor total maior que quarenta reais. Foi adicionada a 
restrição na seleção de dados. O resultado pode ser observado na Figura 51: 
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Figura 51 – Regras de associação de itens na empresa B 
 
Fonte: autor do trabalho, 2015. 
Conforme regras de relacionamento os produto 000342 - ARRUELA ALUMINIO 1 
aparece relacionado com a 000352 - BUCHA DE ALUMINIO 1 no primeiro caso, e em 
terceiro o contrário. A segunda regra destaca os itens 001512 - TUBO PVC TIGRE 25 MM X 
6  com 001416 - JOELHO PVC 90 25. 
A rede de relacionamentos, exibida na Figura 52, que leva em consideração a 
importância, assim como a de grupos, mostra os produtos bem distribuídos. Fato oposto ao 
caso da empresa A, em que foi possível identificar um produto como o mais importante. 
Podemos citar o produto 001416 na rede à direita, 012799 - ABRACADEIRA ROSCA S/ FIM 
na rede central, e o 000342 com 000352 já citados, aparecendo no canto inferior esquerdo. 
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Figura 52 – Rede de relacionamento de itens na empresa B 
 
Fonte: autor do trabalho, 2015. 
 
 
5.6.5 Agrupamento Empresa B 
 
O arquivo foi gerado conforme mesmo modelo ARFF da empresa A, porém com dados 
desta, e número de clusters fixado em cinco. O resultado do arquivo processado no WEKA é 
apresentado na Figura 53: 
 80 
Figura 53 – Clusters gerados pelo WEKA empresa B 
 
Fonte: autor do trabalho, 2015. 
O resultado do WEKA mostra que o cliente que compra à vista, paga em dinheiro, ver 
geralmente em terças (diasemana = 3) e sextas (diasemana = 6), e com um valor médio de 
compra entre 33 e 35 reais. Nos demais dias o pagamento é preferencialmente à prazo em 
30 dias, e os valores ficam na casa dos 110 reais. 
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Figura 54 – Probabilidade dos atributos empresa B 
 
 
Fonte: autor do trabalho, 2015. 
Na Figura 54 é possível identificar que praticamente todos os clientes são do bairro 
Centro, da cidade de Tramandaí. Em sua maioria, homens. Oitenta e dois por cento dos 
pagamentos são à vista em dinheiro, fato que podemos observar pelos atributos local, 
condpagto e prazo. 
O valor médio das vendas é separado em duas faixas principais: a primeira que fica de 
57 reais até 223,4 e a outra, deste último valor até 797,2. As duas juntas são responsáveis 
por 50% das vendas. 
Podemos dizer que não há um pico de movimento na loja, mas é possível identificar 
um menor movimento das 7 até próximo das 11 horas. O sábado (valor 7) se destaca como 
dia da semana mais movimentado, mas os demais seguem com intensidade muito parecida. 
As Figura 55 e Figura 56 mostram a distribuição da população pelos cinco clusters 
gerados. 
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Figura 55 – Atributos dos clusters empresa B – parte 1 
 
 
Fonte: autor do trabalho, 2015. 
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Figura 56 - Atributos dos clusters empresa B – parte 2 
 
 
Fonte: autor do trabalho, 2015. 
O destaque aqui fica para o cluster quatro e cinco. O cliente do quarto é o comprador 
que pede prazo mínimo de 30 dias. Já no quinto, é possível identificar o comportamento do 
cliente que possivelmente é um profissional da construção por no local de pagamento 
carteira (crediário da loja) e ter um alto índice de devolução, porém seu valor médio de 
compra é o maior dentre os demais clusters. 
 
 
5.6.6 Classificação Empresa B 
Ao aplicar a seleção de registros para a classificação de clientes na empresa B, nos 
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deparamos com uma situação, já percebida nos clusters, em que a empresa não costuma 
fazer o pedido nominal. 
Mesmo aumentando o período de avaliação de 01/01/2010 até 01/07/2014 na cláusula 
condicional da consulta, conforme mostra a Figura 57, o resultado foram poucos registros. 
Figura 57 – Registros para classificar empresa B 
 
Fonte: autor do trabalho, 2015. 
É possível observar que este estabelecimento faz uso, na grande maioria das vendas, 
da opção “cliente diversos”. As vendas para consumidores ou empresas cadastradas, em 
números de transações correspondem a 1,7 por cento do total de 97353 vendas no período 
avaliado. Já falando em valores, o percentual de participação de clientes cadastrados sobe 
para aproximadamente 5 por cento do total.  
Pode-se concluir então que este estabelecimento tem um comportamento próximo à 
de um mercado, onde o cliente não é identificado. E, para este caso, a execução da 
classificação não gerou resultados significativos. 
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6. CONCLUSÃO 
As técnicas de mineração de dados, se corretamente aplicadas, apresentam padrões 
contidos nos dados armazenados. Porém é necessário ter um amplo conhecimento da 
estrutura do banco de dados e de como as informações são gravadas pelo sistema ERP. A 
seleção dos dados é tão fundamental quanto a transformação e enriquecimento destes. O 
ciclo do processo de mineração de dados precisa ser executado inúmeras vezes para refinar 
o resultado apresentado pelos algoritmos. 
Em relação à estrutura do sistema ERP analisada, apresentaria ganho a criação um 
cadastro de “Produtos Sugeridos”, relacionada à tabela atual de “Produtos”. Esta teria a 
função de apresentar ao vendedor quais produtos poderiam ser sugeridos dependendo do 
item que o cliente está levando no momento do pedido de venda, visando aumentar o valor 
de compra. Também poderia ter a opção de criar obrigatoriedade de preenchimento em 
alguns campos, como sexo e idade, mesmo que fossem colocados valores genéricos para o 
caso de cadastro de empresas.  
Quanto às ferramentas utilizadas, pode-se afirmar que o WEKA tem vantagem no 
número de algoritmos implementados em sua biblioteca e o fato de ser gratuito. Ao 
comparar com a ferramenta da Microsoft, estes algoritmos são mais restritos e a opção do 
Analisys Services só é disponibilizada à partir da versão Standard. 
Porém a geração dos arquivos no formato ARFF para o WEKA é um tanto trabalhosa 
e qualquer caractere que não estiver correto já impossibilita o uso do mesmo com a 
ferramenta. Já o Analysis Services apresenta vantagem em relação à facilidade de conexão 
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e manipulação dos dados, quando usado com o plugin próprio e gratuito para o Excel.  
A facilidade de importar os dados para a planilha em Excel, agiliza o trabalho de 
preparação para processamento dos arquivos. A forma gráfica com que os resultados são 
apresentados, em especial a rede de relacionamentos, facilita muito o entendimento e 
obtenção de resultados das análises. 
Quanto aos estabelecimentos, foi possível identificar uma vantagem em relação às 
descobertas relacionadas a comportamento de clientes para a empresa A: geralmente o 
pedido é feito no nome do cliente cadastrado. Ainda sim este cadastro poderia passar por 
uma atualização, para aperfeiçoar ainda mais os resultados aumentando o poder de 
descoberta na mineração de dados. 
É perceptível também, a confiança que a empresa A tem em seu cliente, pois um bom 
número de suas vendas utiliza a condição “cobrar a entrega” e os clientes com maior ticket 
médio de venda, compram no crediário. 
Já a empresa B, utiliza com frequência o recurso do “consumidor final”, 
disponibilizado pelo sistema, que é um cadastro genérico e não permite conhecer melhor o 
cliente. Este comportamento é parecido com o de supermercados, onde o volume de vendas 
é maior e o marketing está direcionado aos produtos ou à cesta de compras. 
Ainda sim na empresa B, o número de vendas e aquisições de produtos é maior. Isso 
não significa um maior valor de compra, mas mais interações entre clientes, vendedores e 
caixa. Ações pontuais como cadastrar estes clientes corretamente elevaria muito o potencial 
de descoberta com data mining e o marketing poderia ser mais efetivo. Só a informação 
correta do bairro e cidade do cliente em clusterização, já apresentaria um ganho elevado. 
A mineração de dados apresentou resultados positivos em relação aos clientes, como 
os itens mais procurados, padrões de formas de pagamento, bairros e cidades. Também 
ficou explicita que a empresa A estava mais preparada para utilizar conceitos de CRM e que 
o cadastro de clientes deve ser mais explorado pela empresa B. 
Futuros trabalhos ou pesquisas relacionadas poderiam aplicar outras técnicas de 
mineração de dados aqui não apresentadas. Como por exemplo, a utilização de dados 
relacionados a compras dos clientes com aplicação de técnicas de predição de perda 
 87 
destes, teria grande retorno para os administradores dos estabelecimentos. Também a 
diferença entre os resultados dos algoritmos nas duas ferramentas, mesmo utilizando 
parâmetros teoricamente iguais em um mesmo tipo de técnica, pode ser investigada e os 
motivos para tal, apontados. 
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Apêndice A – Fluxo de Atendimento Padrão no ERP 
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Apêndice B – Relacionamento entre Tabelas do Banco de Dados do ERP 
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Apêndice C – Seleção de Dados de Clientes e Produtos Adquiridos 
 
SELECT  
df.[Codigo do tipo de documen]+cast(df.[Numero do documento] as varchar) as venda  
,idf.[sequencia] 
,df.[Cliente] 
,df.[Data de Emissao] 
,idf.[codigo do produto] 
,left(pr.[descricao],10) as descricao --produto 
,idf.[preco] 
,idf.[quantidade] 
,idf.[preco final] 
,pr.[grupo] 
,ee.[descricao] as descgrupo 
,df.[Codigo do tipo de documen]+cast(df.[Numero do documento] as varchar)+pr.[grupo] as vendagrupo  
 
FROM [itens dos documentos fisc] idf 
 
inner join [Documentos Fiscais] df 
on df.[Codigo do tipo de documen] = idf.[Codigo do tipo de documen] 
and df.[Numero do documento] = idf.[Numero do documento] 
and df.[filial] = idf.[filial] 
 
inner join [produtos] pr 
on pr.[codigo do produto] = idf.[codigo do produto] 
 
inner join [Estrutura de estoque] ee 
on pr.[grupo] = ee.[grupo] 
 
inner join [pessoas] cli 
on df.[cliente] = cli.[Codigo da Pessoa] 
 
inner join [condicoes de faturamento] cond 
on df.[condicao] = cond.[condicao] 
and df.[filial] = cond.[filial] 
and df.[Numero da Lista] = cond.[Numero da Lista] 
 
where df.[Situacao] <> 'C'-- remove cancelados 
and (df.[Codigo do tipo de documen] = 'E' 
or df.[Codigo do tipo de documen] = 'C' 
or df.[Codigo do tipo de documen] = 'Y') 
and cond.[filial] = 1 
and cond.[numero da lista] = 1 
and df.[Filial] = 1 
and idf.[Filial] = 1 
and cond.[nao considera faturamento] = 0 -- apenas notas de vendas 
and df.[Data de Emissao] >= '10-01-2013' 
and df.[Data de Emissao] <= '12-31-2013' 
 
order by df.[Codigo do tipo de documen],df.[Numero do documento],idf.[sequencia],df.[Cliente],df.[Data de 
Emissao] 
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Apêndice D – Seleção de Dados de Características das Vendas 
 
SELECT  df.[Codigo do tipo de documen]+cast(df.[Numero do documento] as varchar) as venda  
,df.[Cliente] 
,df.[Data de Emissao] 
,DATEPART(dw,df.[Data de Emissao]) as diasemana 
,DATEPART(hh,df.[hora]) as hora 
,df.[Valor Mercadoria] 
,cond.[numero de pagamentos]    
,cond.[d1]    
,replace(cond.[descricao],' ','') as condpagto 
,loc.[codigo do local] 
,replace(loc.[descricao do local],' ','') as local 
,left(cli.[Estado Civil],1) as estadocivil 
,year(getdate())-year(cli.[Data Nascimento]) as idade 
,cli.[Renda] 
,left(cli.[sexo],1) as sexo 
,cli.[codigo do bairro] 
,replace(bai.[descricao do bairro],' ','') as bairro --remover espacos para WEKA 
,cli.[cidade do endereco] 
,replace(cid.[descricao da cidade],' ','') as cidade --remover espacos para WEKA 
,cid.uf 
 
,case when (select [codigo do produto] from [itens dos documentos fisc] 
where df.[Codigo do tipo de documen] = [Codigo do tipo de documen] 
and df.[Numero do documento] = [Numero do documento] 
and df.[filial] = [filial] and [codigo do produto] = 050171) = 050171 
then 'SIM' else 'NAO' end as compracimento 
 
,case when (select [codigo do produto] from [itens dos documentos fisc]  
where df.[Codigo do tipo de documen] = [Codigo do tipo de documen] 
and df.[Numero do documento] = [Numero do documento] 
and df.[filial] = [filial] and [codigo do produto] = 050171 
and [sequencia] = 1) = 050171 --primeiro item da venda: cimento e... 
then 'SIM' else 'NAO' end as cimentoprincipal 
 
FROM [Documentos Fiscais] df 
 
Left join [pessoas] cli 
on df.[cliente] = cli.[Codigo da Pessoa] 
 
left join [condicoes de faturamento] cond 
on df.[condicao] = cond.[condicao] 
and df.[numero da lista] = cond.[numero da lista] 
and df.[filial] = cond.[filial] 
 
left join [locais de pagamento] loc 
on df.[codigo do local] = loc.[codigo do local] 
 
left join [cidades] cid 
on cid.[codigo da cidade] = cli.[cidade do endereco] 
 
left join [bairros] bai 
on bai.[codigo do bairro] = cli.[codigo do bairro] 
 
where df.[Situacao] <> 'C'-- remove cancelados 
and (df.[Codigo do tipo de documen] = 'E' 
or df.[Codigo do tipo de documen] = 'C' 
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or df.[Codigo do tipo de documen] = 'Y') 
and cond.[filial] = 1 
and cond.[numero da lista] = 1 
and df.[Filial] = 1 
and cond.[nao considera faturamento] = 0 --somente notas de venda 
and df.[Data de Emissao] >= '10-01-2013' 
and df.[Data de Emissao] <= '12-31-2013' --4o trimsemestre de 2013 
order by df.[Data de Emissao] 
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Apêndice E – Seleção de Dados para Avaliação de Clientes 
 
SELECT cli.[Codigo da Pessoa] 
 
--contagem de compras em 2013 
,(SELECT  COUNT(df.[Codigo do tipo de documen]+cast(df.[Numero do documento] as varchar)) 
from [Documentos Fiscais] df 
left join [condicoes de faturamento] cond 
on df.[condicao] = cond.[condicao] 
and df.[numero da lista] = cond.[numero da lista] 
and df.[filial] = cond.[filial] 
where df.[cliente] = cli.[Codigo da Pessoa] 
and df.[Situacao] <> 'C' 
and (df.[Codigo do tipo de documen] = 'E' 
or df.[Codigo do tipo de documen] = 'C' 
or df.[Codigo do tipo de documen] = 'Y') 
and cond.[filial] = 1 
and cond.[numero da lista] = 1 
and df.[Filial] = 1 
and cond.[nao considera faturamento] = 0 
and df.[Data de Emissao] >= '01-01-2013' 
and df.[Data de Emissao] <= '12-31-2013') as 'compras no ano' 
 
--valor total de compras em 2013 
,(SELECT  sum([valor total]) 
from [Documentos Fiscais] df 
left join [condicoes de faturamento] cond 
on df.[condicao] = cond.[condicao] 
and df.[numero da lista] = cond.[numero da lista] 
and df.[filial] = cond.[filial] 
where df.[cliente] = cli.[Codigo da Pessoa] 
and df.[Situacao] <> 'C' 
and (df.[Codigo do tipo de documen] = 'E' 
or df.[Codigo do tipo de documen] = 'C' 
or df.[Codigo do tipo de documen] = 'Y') 
and cond.[filial] = 1 
and cond.[numero da lista] = 1 
and df.[Filial] = 1 
and cond.[nao considera faturamento] = 0 
and df.[Data de Emissao] >= '01-01-2013' 
and df.[Data de Emissao] <= '12-31-2013') as 'valor de compras no ano' 
 
--contagem de títulos pagos 
,(SELECT count(cr.[titulo]+cr.[letra])  
FROM [Titulos do Contas a Receb] cr 
where cr.[cliente]  = cli.[Codigo da Pessoa] 
and cr.[saldo titulo] = 0 
and cr.[Data de Emissao] >= '01-01-2013' 
and cr.[Data de Emissao] <= '12-31-2013') as 'titulos pagos' 
 
--contagem de títulos pago com atraso 
,(SELECT count(cr.[titulo]+cr.[letra])  
FROM [Titulos do Contas a Receb] cr 
where cr.[cliente]  = cli.[Codigo da Pessoa] 
and cr.[saldo titulo] = 0 
and cr.[Data de vencimento] < cr.[ultimo movimento] -- somente atrasado 
and cr.[Data de Emissao] >= '01-01-2013' 
and cr.[Data de Emissao] <= '12-31-2013') as 'pagos com atraso' 
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--contagem de titulos em aberto 
,(SELECT  count(cr.[titulo]+cr.[letra])  
FROM [Titulos do Contas a Receb] cr 
where cr.[cliente] = cli.[Codigo da Pessoa] 
and cr.[saldo titulo] > 0 
and cr.[Data de Emissao] >= '01-01-2013' 
and cr.[Data de Emissao] <= '12-31-2013') as 'titulos em aberto' 
 
--somatorio dos titulos em aberto 
,(SELECT  sum([saldo titulo])  
FROM [Titulos do Contas a Receb] cr 
where cr.[cliente] = cli.[Codigo da Pessoa] 
and cr.[saldo titulo] > 0 
and cr.[Data de Emissao] >= '01-01-2013' 
and cr.[Data de Emissao] <= '12-31-2013') as 'valor em aberto' 
 
--dados do cadastro do cliente 
,left(cli.[Estado Civil],1) as estadocivil 
,year(getdate())-year(cli.[Data Nascimento]) as idade -- calcula idade atual 
,cli.[Renda] 
,left(cli.[sexo],1) as sexo 
 
from [pessoas] cli --tabela base é o cadastro de clientes 
 
--restrição para mostrar somente quem comrou em 2013 
where (SELECT  COUNT(df.[Codigo do tipo de documen]+cast(df.[Numero do documento] as varchar)) 
from [Documentos Fiscais] df 
 
left join [condicoes de faturamento] cond 
on df.[condicao] = cond.[condicao] 
and df.[numero da lista] = cond.[numero da lista] 
and df.[filial] = cond.[filial] 
 
where df.[cliente] = cli.[Codigo da Pessoa] 
and df.[Situacao] <> 'C' 
and (df.[Codigo do tipo de documen] = 'E' 
or df.[Codigo do tipo de documen] = 'C' 
or df.[Codigo do tipo de documen] = 'Y') 
and cond.[filial] = 1 
and cond.[numero da lista] = 1 
and df.[Filial] = 1 
and cond.[nao considera faturamento] = 0 
and df.[Data de Emissao] >= '01-01-2013' 
and df.[Data de Emissao] <= '12-31-2013') > 0 
order by 'compras no ano' 
 
