Abstract-Network mobility has attracted large attention to provide vehicles such as trains with Internet connectivity. NEMO Basic Support Protocol (NEMO-BS) supports network mobility. However, through our experiment using a train in service, NEMO-BS shows that the handover latency becomes very large if the signaling messages are lost due to instability of the wireless link during handover. This paper proposes PNEMO, a network-based localized mobility management protocol for mobile networks. In PNEMO, mobility management is basically handled in the wired network so that the signaling messages are not transmitted on the wireless link when handover occurs. This makes handover stable even if the wireless link is unstable during handover. PNEMO is implemented in Linux. The measured performance shows that the handover latency is almost constant even if the wireless link is unstable when handover occurs, and that the overhead of PNEMO is negligible in comparison with NEMO-BS.
(Binding Update) are lost on the infrared link between the mobile router and the access router due to instability of the infrared link during handover. Loss of the signaling messages causes retransmission after timeout. This makes the handover latency larger.
On the other hand, the IETF standardized Proxy Mobile IPv6 [5] . It provides host mobility in an area called the PMIPv6 domain. PMIPv6 is a network-based localized mobility management protocol in which the location of the mobile node (MN) is managed by the network and the MN is not involved in the mobility signaling. Therefore, stable handover is expected because the signaling messages are not traverse the wireless link between the mobile node and the access router. However, PMIPv6 is a host mobility protocol and does not provide network mobility. This paper proposes Proxy Network Mobility Protocol (PNEMO), a network mobility protocol based on networkbased localized mobility management. Since the mobile router is not involved in handover signaling and the signaling messages are not transmitted on the wireless link, stable handover is expected even if the wireless link is unstable during handover. PNEMO is implemented in Linux. The basic performance of PNEMO is also shown.
II. BASIC TECHNOLOGIES: NEMO-BS AND PMIPV6
This section explains two basic technologies: NEMO-BS and PMIPv6 on which PNEMO and related work are based.
A. NEMO-BS
NEMO-BS extends Mobile IPv6 [6] to support network mobility. Figure 1 shows the basic mechanism of NEMO-BS. There are two types of mobile nodes: the Local Fixed Node (LFN) and the Visited Mobile Node (VMN). The LFN is always connected to the same mobile network and does not have capability to move to another network. The VMN has capability to move to another network. B. PMIPv6 Figure 2 shows the basic mechanism of PMIPv6. It introduces the Local Mobility Anchor (LMA) as a local home agent. The LMA manages the current location of mobile nodes (MNs) in the PMIPv6 domain. The access router is called the Mobile Access Gateway (MAG). When the MAG detects attachment of a MN, it registers the identifier of the MN (MN-ID) with the LMA by the Proxy Binding Update (PBU). The LMA assigns the MN the home network prefix (HNP) and creates the BCE of the MN. The HNP is the prefix of an IPv6 address belonging to the address block the LMA has. Next, the LMA returns the Proxy Binding Acknowledgement (PBA) containing the HNP to the MAG. The MAG creates the binding update list entry (BULE) of the MN. Thus, the MN is not involved in the signaling procedure in PMIPv6 while the MR is involved in the signaling procedure in NEMO-BS.
The data packet destined to the MN first reaches the LMA. The LMA forwards the packet to the MAG by tunneling. The MAG retrieves the original packet and forwards it to the MN.
III. RELATED WORK
This section surveys two proposals of network mobility protocols based on network-based localized mobility management.
A. NEMO-Enabled PMIPv6
NEMO-enabled PMIPv6 (NPMIPv6) [7] extends PMIPv6 to support network mobility. Figure 3 shows the basic mechanism The data packet destined to the MNN first reaches the LMA. The LMA finds MNN's BCE. Since the M flag is on in MNN's BCE, the LMA searches for mMAG's BCE. Next, the LMA encapsulates the packet for tunneling to the mMAG and encapsulates it again for tunneling to the fixed MAG. The LMA forwards the packet to the fixed MAG. The fixed MAG decapsulates the packet and forwards it to the mMAG. The mMAG retrieves the original packet and forwards it to the MNN.
As described above, NPMIPv6 has large tunneling overhead because it uses mulitple encapsulations. In addition, the local communication has very large tunneling overhead because the path passes through the LMA. The local communication is the communication between two MNNs when the two MNNs are connected to different two mobile networks under the same MAG.
B. Network Mobility Support in PMIPv6 Network
Network Mobility Support in PMIPv6 Network (N-NEMO) [8] improves NPMIPv6 to reduce tunneling overhead. Figure 4 shows the basic mechanism of N-NEMO. It is composed of the LMA, the MAG, the MR, and the MNN. The data packet destined to the MNN first reaches the LMA. The LMA finds MNN's BCE. It encapsulate the data packet and forwards it to the MAG registered with the BCE. Upon receiving the encapsulated data packet, the MAG decapsulates it. The MAG finds MNN's BULE. It encapsulate the packet and forwards it to the MR. Upon receiving the encapsulated data packet, the MR decapsulates it and forwards the original data packet to the MNN.
As described above, N-NEMO avoids multiple encapsulations if the mobile network is not nested. However, if the mobile network is nested, N-NEMO also uses multiple encapsulations. N-NEMO has tunneling overhead in the local communication because the path passes through the MAG.
IV. DESIGN AND IMPLEMENTATION OF PNEMO
A. Basic Mechanism of PNEMO Figure 5 shows the basic mechanism of PNEMO. PNEMO uses tunneling only between the LMA and the MAG. PNEMO is composed of the LMA, the MAG, the MR, and the MN. In case of the mobile network is nested, the MR in the lower level mobile network is called the subMR. The MN is categorized into the LFN (Local Fixed Node) and the VMN (Visited Mobile Node) as defined in NEMO-BS. PNEMO extends the LMA and the MAG so that the BC (binding cache) in the LMA and the BUL (binding update list) in the MAG can manage the location of the MR to which the MN is connected. The LMA assigns the VMN the Home Network Prefix (HNP), the prefix of VMN's IPv6 address. Since the LMA assigns the VMN the same HNP when the VMN moves to anther MR or MAG, VMN's IPv6 address remains unchanged after VMN's handover. The LMA assigns the MR the HNP and the the Mobile Network Prefix (MNP). The HNP is used as the prefix of MR's IPv6 address while the MNP is used as the address prefix of the link provided to the LFN. The MR announces the MNP to the LFN by the RA. The LFN generates its IPv6 address based on the MNP. Since the LMA assigns the MR the same HNP and MNP when the MR moves to anther MAG, the IPv6 addresses of the MR and the LFN remain unchanged after MR's handover.
The BCE (binding cache entry) in PNEMO is composed of the prefix field, the proxy CoA field, and the upper router ID field. The prefix field contains the HNP or the MNP assigned to the MR or the VMN. The proxy CoA field contains the address of the MAG to which the MR or the VMN is connected. The upper router ID field contains the identifier of the upper level router to which the lower level router is connected.
Similar to PMIPv6, it is assumed that the MAG can detect attachment and detachment of the MR or the VMN. The MAG exchanges the PBU and the PBA with the LMA on behalf of the MR or the VMN and requests assignment of the HNP and the NMP. Upon receiving the PBA, the MAG creates the BULE (binding update list entry) and establishes a tunnel to the LMA. For data packet forwarding, the MAG also configures the routing information to the MR or the VMN.
PNEMO introduces four signaling messages: the Nested Binding Update (NBU), the Nested Binding Acknowledgment (NBA), the Proxy Nested Binding Update (PNBU), and the Proxy Nested Binding Acknowledgment (PNBA). The NBU and the NBA are exchanged between the MR (or the subMR) and the upper level node (the MAG or the MR) to inform the upper level node of the information about the VMN connected to the MR (or the subMR). The PNBU and the PBNA are exchanged between the MR and the MAG to inform the MAG of the information about the subMR. The MR (including the subMR) holds a table called the NEMO State Table (NST) that manages the subMR and the VMN connected to it.
In PNEMO, the information about the mobile network is exchanged between the MR and the MAG with the NBU and the NBA so that the MAG and the MR can configure the routing information to the MN in the mobile network. Therefore, it is unnecessary to establish a tunnel for data packet forwarding.
B. Registration Procedures
There are three cases in attachment of the VMN or the MR as follows:
• case-1: the VMN (or the MR) attaches to the MAG.
• case-2: the VMN (or the MR) attaches to the MR.
• case-3: the VMN (or the MR) attaches to the subMR. Since the registration procedures of the VMN and those of the MR are the same, only the registration procedures of the VMN are described below. The difference between VMN's attachment and MR's attachment is that the HNP is assigned in case of VMN's attachment while the HNP and the MNP are assigned in case of MR's attachment. Figure 6 shows the registration procedures. 
1) Case-1:
The signaling sequence is the same as that of PMIPv6. When the MAG detects attachment of the VMN (Fig.6-(1-1) ), the MAG obtains VMN's MN-ID and sends the PBU containing the MN-ID to the LMA (Fig.6-(1-2) ). Upon receiving the PBU, the LMA creates VMN's BCE and assigns the VMN the HNP. Next, the LMA returns the PBA to the MAG (Fig.6-(1-3) ). At this point, the tunnel between the LMA and the MAG is established. Upon receiving the PBA, the MAG sends the RA to inform the VMN of the HNP (Fig.6-(1-4) ).
2) Case-2: This procedure uses the NBU and the NBA defined in PNEMO to inform the PMIPv6 domain of the information about the VMN. When the MR detects attachment of the VMN (Fig.6-(2-1) ), the MR obtains VMN's MN-ID and generates the NBU containing VMN's MN-ID with the Upper Router Identifier (UR-ID) option containing MR's MN-ID. Next, the MR sends the NBU to the MAG (Fig.6-(2-2) ). Upon receiving the NBU, the MAG creates VMN's BULE. MR's MN-ID is registered with the UR-ID field of the BULE. Next, the MAG sends the PBU to the LMA (Fig.6-(2-3) ). Upon receiving the PBU, the LMA creates VMN's BCE. MR's MN-ID is registered with the UR-ID field of the BCE. The LMA assigns the VMN the HNP and returns the PBA to the MAG (Fig.6-(2-4) ). At this point, the tunnel between the LMA and the MAG is established. Upon receiving the PBA, the MAG configures the routing information to the VMN. Next, the MAG returns the NBA to the MR (Fig.6-(2-5) ). Upon receiving the NBA, the MR registers the VMN with the NST. Finally, the MR sends the RA to inform the VMN of the HNP (Fig.6-(2-6) ).
3) Case-3: In this procedure, the subMR sends the NBU to inform the MR of the information about the VMN. When the subMR detects attachment of the VMN (Fig.6-(3-1) ), the subMR obtains VMN's MN-ID and generates the NBU containing VMN's MN-ID with the Upper Router Identifier (UR-ID) option containing subMR's MN-ID. Next, the subMR sends the NBU to the MR (Fig.6-(3-2) ). Upon receiving the NBU, the MR registers the VMN with the NST. Next, the MR sends the PNBU containing MR's MN-ID, subMR's MN-ID, and VMN's MN-ID to the MAG (Fig.6-(3-3) ). Upon receiving the PNBU, the MAG creates two VMN's BULEs. MR's MN-ID and subMR's MN-ID are registered with the UR-ID field of each BULE. Next, the MAG sends the PBU to the LMA (Fig.6-(3-4) ). Upon receiving the PBU, the LMA creates VMN's BCE. SubMR's MN-ID is registered with the UR-ID field of the BCE. The LMA assigns the VMN the HNP. Next, the LMA returns the PBA to the MAG (Fig.6-(3-5) ). Upon receiving the PBA, the MAG configures the routing information to the VMN. Next, the MAG returns the PNBA to the MR (Fig.6-(3-6) ). Upon receiving the NPBA, the MR configures the routing information to the VMN. Next, the MR returns the NBA to the subMR (Fig.6-(3-7) ). Upon receiving the NBA, the subMR registers the VMN with the NST. Finally, the subMR sends the RA to inform the VMN of the HNP (Fig.6-(3-8) ).
C. Handover Procedures
There are a lot of handover cases in terms of whether the mobile network is nested or not, whether the mobile node is the LFN or the VMN, and whether the VMN moves alone or the VMN moves with the MR. This paper describes the following typical three cases. Figure 7 shows these handover procedures.
• case-1: the VMN moves from the pMAG (previous MAG) to the nMAG (new MAG).
• case-2: the MR with the LFN moves from the pMAG to the nMAG.
• case-3: the MR with the VMN moves from the pMAG to the nMAG. 1) Case-1: This handover procedure is the same as that of PMIPv6. First, the pMAG detects detachment of the VMN (Fig.7-(1-1) ). The nMAG detects attachment of the VMN (Fig.7-(1-2) ) and the nMAG sends the PBU to LMA (Fig.7-(1-3) ). Upon receiving the PBU, the LMA modifies VMN's BCE. Next, the LMA returns the PBA (Fig.7-(1-4) ) and establishes a tunnel to the nMAG. Upon receiving the PBA, the nMAG sends the RA to the VMN (Fig.7-(1-5) ). Note that the transmission of the RA is not mandatory for the VMN because the HNP remains unchanged after the handover. 2) Case-2: First, the pMAG detects detachment of the MR (Fig.7-(2-1) ). The nMAG detects attachment of the MR and obtains MR's MN-ID ( Fig.7-(2-2) ). Next, the nMAG sends the PBU to the LMA (Fig.7-(2-3) ). Upon receiving the PBU, the LMA updates MR's BCE and establishes a tunnel to nMAG. Next, the LMA returns the PBA to the MR (Fig.7-(2-4) ). Upon receiving the PBA, the nMAG creates VMN's BULE and configures the routing information to the VMN. Next, the nMAG sends the RA containing the HNP and the MNP (Fig.7-(2-5) ). Note that the transmission of RA is not mandatory because the HNP and the MNP remain unchanged.
3) Case-3: First, pMAG detects detachment of the MR (Fig.7-(3-1) ). The nMAG detects attachment of the MR and obtains MR's MN-ID (Fig.7-(3-2) ). Next, the nMAG sends the PBU containing MR's MN-ID to the LMA (Fig.7-(3-3) ). Upon receiving the PBU, the LMA searches for a BCE whose UR-ID field has MR's MN-ID. As a result, VMN's BCE is found. Next, the LMA returns the PBA with the Nested Entity Information (NE-Info) option containing the information about the VMN to the nMAG (Fig.7-(3-4) ). Upon receiving the PBA, the nMAG creates the BULEs of the MR and the VMN, and configures the routing information to the MR and the VMN. Next, the nMAG sends the RA containing the HNP and the MNP to the MR (Fig.7-(3-5) ). Note that the transmission of RA is not mandatory because the HNP and the MNP remain unchanged.
D. Implementation
Our laboratory has an implementation of PMIPv6 on Linux. PNEMO was implemented based on this PMIPv6 implementation on Linux 2.6.29.5. The daemon program mip6d was modified as shown in Figure 8 .
V. EVALUATION OF PNEMO
Regarding tunneling overhead, PNEMO is supeiro to NPMIPv6 and N-NEMO in the following two points. PNEMO uses tunneling only between the LMA and the MAG, i.e., tunneling is not used on the wireless link. In local communication, the path is optimal and there is no tunneling overhead.
A. Basic Performance
The basic performance of PNEMO was measured in a test network composed of one LMA, two MAGs, one MR, one subMR, one VMN or LFN, and one CN. All machines except for the CN have a Celeron 1.86 GHz CPU and 2 GB memory. The CN has a Core2 1.86 GHz CPU and 2 GB memory. All machines except for the VMN/LFN and the CN are running Linux 2.6.29.5. The VMN/LFN and the CN are running Linux 2.6.24.16. The Wireless Environment Emulator (WEE) was used to emulate the wireless link of the test network. The WEE was developed in our laboratory. It is software running on a PC with multiple network interfaces and emulates the behavior of a wireless link such as delay, jitter, bandwidth, and packet loss rate based on probability functions. It can also emulate handover based on the script.
The registration time and the handover time were measured 10 times and the average was calculated. The registration time is the total of the processing time on each node from the time at which the attachment event is detected by the MAG or the MR to the time at which the RA is transmitted by the MAG or the MR. The handover time is the total of the processing time on each node from the time at which the attachment event is detected by the nMAG to the time at which the nMAG receives the PBA. Table I shows the registration time in each case described in Sec.IV-B and the handover time in each case described in Sec.IV-C. Note that the registration time and the handover time do not include the communication delay. In an actual environment, the RTT between the MAG and the LMA and the RTT between the MAG and the VMN or the MR must be added. The sum of these RTTs would be less than 10 msec.
The registration time of case-2 is longer than that of case-1 and the registration time of case-3 is longer than that of case-2 because the number of message exchanges increases as the nested level becomes deeper. Similar to NEMO-BS and NEMO-FHO, PNEMO supports network mobility. Table III 
C. Handover Time over Unstable Wireless Link
The handover time over a wireless link with 10% frame loss rate was measured 100 times for PNEMO and NEMO-FHO, respectively. Figure 9 plots all values. The x-axis is the received signaling message type in PNEMO and NEMO-FHO, respectively. The y-axis is the time at which a signaling message was received. The time 0 is the time at which attachment of the MR is detected.
In case of NEMO-FHO, the times of RS reception, BU transmission, and BA reception by the access router are plotted. The completion of handover is defined as the time at which the BA is received. As Fig.9 shows, the shortest handover time is in order of msec but the longest one is in order of second.
In case of PNEMO, the time of PBU transmission and PBA reception by the MAG is plotted. The completion of handover is defined as the time at which the PBA is received. As Fig.9 shows, all measurement values are in order of msec. Thus, PNEMO can achieve stable handover even if the wireless link is unstable during the handover procedure.
VI. SUMMARY This paper proposed PNEMO (Proxy Network Mobility Protocol), a network mobility protocol based on network-based localized mobility management. PNEMO uses tunneling only between the LMA and the MAG even if the mobile network is nested to reduce tunneling overhead. Upon handover, the signaling messages are exchanged between the MAG and the LMA, i.e., they are not transmitted on the wireless link, it makes handover stable even if the wireless link is unstable during handover. PNEMO was implemented on Linux. The measurement results show that the registration processing time is 2.5-4.2 msec and the handover processing time is 2.4-2.8 msec. The handover time over unstable wireless link is in msec order. PNEMO is proposed in the IETF as an internet draft [9] .
