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Most of the traditional attosecond pulse retrieval algorithms are based on a so-called attosecond streak camera
technique, in which the momentum of the electron is shifted by an amount depending on the relative time delay
between the attosecond pulse and the streaking infrared pulse. Thus, temporal information of the attosecond
pulse is encoded in the amount of momentum shift in the streaked photoelectron momentum spectrogram S(p, τ ),
where p is the momentum of the electron along the polarization direction and τ is the time delay. An iterative
algorithm is then employed to reconstruct the attosecond pulse from the streaking spectrogram. This method,
however, cannot be applied to attosecond pulses generated from free-electron x-ray lasers where each single
shot is different and stochastic in time. However, using a circularly polarized infrared laser as the streaking
field, a two (or three)-dimensional angular streaking electron spectrum can be used to retrieve attosecond pulses
for each shot, as well as the time delay with respect to the circularly polarized IR field. Here we show that a
retrieval algorithm previously developed for the traditional streaking spectrogram can be modified to efficiently
characterize single-shot attosecond pulses. The methods have been applied to retrieve 188 single shots from
recent experiments. We analyze the statistical behavior of these 188 pulses in terms of pulse duration, bandwidth,
pulse peak energy, and time delay with respect to the IR field. The retrieval algorithm is efficient and can be easily
used to characterize a large number of shots in future experiments for attosecond pulses at free-electron x-ray
laser facilities.
DOI: 10.1103/PhysRevA.105.013111

I. INTRODUCTION

The motion of electrons in molecules and solids occurs
on the subfemtosecond timescale [1]. To probe these dynamics with atomic-site specificity requires light pulses from the
soft x-ray (SXR) spectral region and beyond [2–10]. Consequently, to study or control ultrafast electronic phenomena
requires attosecond x rays that can interact with the core
levels of the target [11]. Two approaches for the generation of
x-ray attosecond pulses have been developed in recent years.
One is based on high-order-harmonic generation (HHG) using midinfrared lasers, with wavelengths of 2 μm and longer
[12–17]. The other is x-ray free-electron laser (XFEL) facilities, such as the Linac Coherent Light Sources (LCLS) [15].
The working principle of HHG is the rescattering process,
where an intense infrared laser field is used to drive electrons
coherently in an atom or molecule. Within an optical cycle, as
the accelerated electrons return to recombine with the parent
ion, up-conversion with emitted light reaching soft x rays is
achieved if the returning electrons gain kinetic energies up to
hundreds of electron volts (eV) [12–14]. To reach such high
energies, midinfrared driving lasers are used as the returning
kinetic energy is proportional to the square of the wavelength
of the fundamental laser. In the case of XFELs, soft x-ray
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pulses are generated through the interaction of a relativistic
electron beam with an x-ray electric field in a long undulator
which consists of a periodic array of magnetic dipoles. As the
electrons pass through the magnetic device, they oscillate and
emit radiation. The emitted radiation feedbacks on the electron bunch, inducing a microbunching. This microbunching
structure leads to coherent emission of x rays with very high
peak power [15].
For time-resolved pump-probe experiments, single isolated
attosecond pulses (IAPs) are preferred. For such a pulse with
duration of approximately 100 as, the spectral full width at
half maximum (FWHM) bandwidth is about 20 eV. For a
duration down to 10 as, the bandwidth would be 200 eV.
However, knowledge of the bandwidth alone cannot tell the
pulse duration. To know the electric field in the time domain, the spectral phase must also be determined. Historically,
high-order-harmonic spectra have been generated since the
late 1980s, but the phases of harmonics were not determined
until 2001 [18]. The success of spectral phase determination
in 2001 thus marked the beginning of attosecond physics at
the dawn of the 21st century, for attosecond pulses in the
extreme ultraviolet (XUV) spectral region [18]. Most recently,
harmonics in the soft x-ray (SXR) region have been reported
at a number of laboratories, but very few have been able to
characterize the spectral phase [12–14]. Without the spectral
phases, the temporal character of the pulse is unknown and
any claim of an attosecond pulse is just a guess [19,20].
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While attosecond pulses in the SXR regime were first
reported in the HHG process, the conversion efficiency is
quite small. Typically, it is less than 10−6 for HHG, but for
XFELs, the efficiency is 10−3 of the input energy. While
future laser technology might be found to significantly enhance the pulse energy, today it appears that XFELs are
more promising for generating intense attosecond x-ray pulses
for pump-probe applications [15]. Already, attosecond pulses
with central energies near 900 and 540 eV have been reported
[15], with pulse energy of the order of 10 μJ, with pulse
durations around 250 and 450 as, respectively. To reach such
conclusions, the phase of the pulses (or the electric field
in the time domain) have been characterized by the method
reported in [16].
The temporal profiles of isolated attosecond pulses (IAPs)
are commonly determined using the “attosecond streaking
camera” technique [21–26]. In this method, photoelectron
momentum spectra are obtained by the combined field of the
IAP and an infrared (IR) laser. At time t, the IAP releases
an electron to the continuum that will gain an additional
momentum −eA(t ) from the IR field, where A(t ) is the vector
potential of the IR at the time of ionization. By changing the
time delay between the IAP and the IR, the photoelectron
momentum spectra would modulate with the optical period
of the IR. For IAPs from the HHG processes, typically linear
streaking is employed, where both the IAP and the IR are
linearly polarized along the same direction and photoelectron
momentum spectra are analyzed only along the the polarization x direction. By varying the time delay between the two
pulses, the resulting two-dimensional streaking spectra (or
spectrogram) S(px , τ ) are used to retrieve the temporal electric field of the IAP. Experimentally, at each time delay, the
streaking spectra are collected from many shots to obtain good
statistics. Good streaking spectra rely on a stable laser system
during the time interval where the spectrogram is taken. Different retrieval algorithms have been employed to obtain the
temporal dependence of the IAPs from the streaking spectra.
The same “streaking camera” idea was also used for the
characterization of IAPs generated at XFEL facilities, with
one major difference [16,17] that a spectrogram is not available. In XFELs, each x-ray burst is generated based on
the principle of self-amplification of spontaneous emission
(SASE). The stochastic nature of SASE results in strong
shot-to-shot variations in the temporal profile. Fortunately, the
IAPs from the XFELs have sufficient pulse energy to allow
single-shot measurements of streaked photoelectron distributions. Earlier efforts for retrieving attosecond pulses from
XFELs using linear streaking have been reported in [27–29].
To characterize the IAP in the time domain for each single
shot, it has been proposed to modify the “streaking” IR field
from linear to a circularly polarized IR field [17]. The simplest
geometry is to choose the circularly polarized plane of the IR
to be perpendicular to the propagation direction (z axis) of the
IAP. In such a geometry, the photoelectron momentum distribution can be expressed as S(px , py , pz ). A two-dimensional
(2D) cut of the momentum spectra S(px , py ) at pz = 0 or
the two-dimensional spectra obtained by integrating over pz
[as used in velocity mapping imaging (VMI) spectrometers
where the distributions are projected onto a 2D plane] can be
analyzed to retrieve the temporal character E (t ) of the IAP.

Depending on the relative phase between the IAP and the
circularly polarized IR fields, the 2D spectra S(px , py ) would
rotate on the x-y plane where the x axis is the polarization
direction of the IAP. Such momentum spectra are called angular streaking spectra. In Li et al. [16], using the so-called
von Neumann basis, an algorithm has been developed to reconstruct the time-domain IAP and this method was used to
obtain the first attosecond pulses from XFELs, reported in
Duris et al. [15].
The basic idea of the retrieval of E(t) of the IAP from
S(px , py ) for each single shot is similar to the retrieval of E (t )
from S(pz , τ ) used for attosecond pulses from high-orderharmonic generation, where τ is the time delay between the
attosecond pulse and the streaking IR field. In both cases,
the data are two-dimensional functions, while the unknown
E (t ) is one dimensional. While the formal structure of the
mathematics is similar, the accuracy and the convergence of
the retrieved results are not necessarily the same since the
accuracy would depend on the degree of linear independency
of the two-dimensional data function.
In this work, we modified the phase retrieval of broadband
pulses (PROBP) algorithm [20] used previously for retrieving E (t ) from S(pz , τ ) to retrieve E (t ) from S(px , py ) for
each single shot. Since this method is applied to angular
streaking, we will call the method PROBP-AS. We compare our retrieved results with the ones from Li et al. [16]
to show the relative accuracy. Note that the basic idea is
very similar in the two methods, except in the computational
parametric fitting. Since a typical XFEL experiment will collect a large number of shots, the computing time for each
single shot is an important factor for the usefulness of the
method, especially when high-repetition MHz rate sources
become available.
The theoretical method for our retrieval method is briefly
discussed in Sec. II, where we also define how the IAP and IR
fields are specified. The results are presented and discussed in
Sec. III. A short summary and future applications are given in
Sec. IV. Atomic units are used in this article, unless otherwise
stated.
II. STREAKING THEORY AND RETRIEVAL METHOD

To retrieve attosecond pulses from the experimental streaking spectra, a theoretical model to calculate the photoelectron
momentum spectra by a given external electromagnetic field
is needed. So far, the common method is the so-called strong
field approximation (SFA) [19–21]. In SFA, the probability
or spectrum S(p) of an electron ionized from an atom by
an external field E(t) and that emerges with momentum p is
given by



2
S(p) = |η(p)| =  − i dt{E(t ) · d[p + A(t )]}
 
× exp −i
t

+∞

2

dt1 {[p + A(t1 )] /2 + Ip }  . (1)
2

Here, η(p) is the complex probability amplitude for finding
an electron with momentum p, E(t) is the soft x-ray (SXR)
field, A is the vector potential of the infrared (IR) field, τ
is the time delay between the two, and Ip is the ionization
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energy of the target. In this model, the SXR is responsible
for the ejection of the electron from the atom, with transition
dipole d between the ground state and a continuum state with
momentum p. In this article, the target atom is Ne. Using an
SXR pulse with photon energy close to 900 eV, ionization will
occur primarily from the K-shell 1s orbital. In this case, one
p
can approximate d(p) = (p2 −2I
3 , which has been checked
p)
to agree well with more advanced calculation as long as the
continuum electron is not very close to the K-shell threshold.
Since the SXR ionizes the atom in the presence of the IR laser,
the photoelectron acquires a phase (or action)
 t as given by the
exponential term in Eq. (1). Here, A = − −∞ EIR (t1 )dt1 is
the vector potential of the streaking IR laser. We chose the
polarization direction of the SXR to be along the x axis and
propagating along the z axis. The IR is circularly polarized on
the x-y plane, which can be expressed as
EIR = ex f (t ) cos [ω(t − τ )] + ey f (t ) sin [ω(t − τ )],

(2)

where τ is the time delay between the two fields, and f (t ) is
the envelope of IR.
For a given set of E, EIR (or A) and time delay τ , Eq. (1)
can be used to calculate photoelectron spectra with momentum components (px , py , pz ). Note that Eq. (1) is based on the
SFA model, which is an approximate theory for calculating
the 3D electron spectra. In each single-shot experiment, in
general, we do not know E, EIR and time delay τ . Thus, the
goal is to extract these parameters from the measured 3D (or
2D) electron momentum distributions.
In principle, in any streaking experiment, one can measure
the photoelectron spectra by the SXR pulse alone. Since photoionization cross sections from the K shell are quite easy to
calculate, such measurement is often carried out from which
the amplitude of the attosecond pulse in the spectral domain
U () is easily obtained. If this is the case, then one only needs
to retrieve the spectral domain phase (), from which the
electric field of the SXR is obtained by a Fourier transformation. In Duris et al. [15], however, the spectral amplitudes
were measured in separate experiments. Since we are to apply
the retrieval method to this experiment, in this article, the
U () will be treated as unknown. We remark that if U () is
known, the retrieval will be faster and the result will be more
accurate since there are fewer parameters to fit.
Thus, to retrieve attosecond pulses for the single shots
in Duris et al. [15], we need to retrieve the three unknown
functions: U (), (), and f (t ), together with the time delay
τ . For the three functions, we expand each in terms of the
B-spline basis,
U () =

N1


ci Biki (),

i

() =

N2


k

c j B j j (),

(3)

j

f (t ) =

N3


cl Blkl ().

l

For each set of input parameters, we used Eq. (1) to calculate the electron spectra S(px , py , 0), i.e., we set pz = 0. This

2D electron momentum distribution at each iteration step,
Soutput (px , py ), is then compared to the experimental input
data, Sinput (px , py ). The fitness function E f is defined by

Ef =
min [Sinput (i, j), Soutput (i, j)].
(4)
i, j

Note that the theoretical and experimental data are both
renormalized to one such that they have the same total yields.
The fitness is defined as the overlap of the simulated and
experimental data. Here, min(a, b) is defined as the smaller
value of a and b. If the input and the reconstructed functions
are exactly the same, the fitness function is equal to 1. With
some guessed parameters of these unknown functions, the
constructed attosecond and IR are used in Eq. (1) to obtain
the electron momentum spectrum S(p). By comparing the
resulting spectrum with the experiment, a genetic algorithm
(GA) is used to select the new guesses for the next iteration
(also called generation in GA). The iterative process is terminated after some preselected merit is reached or after a few
thousands of iterations.
The efficiency of the GA depends sensitively on the choice
of B-spline function parameters, the order k, and the number
of B-spline functions n. Experimenting on the choice of the input parameters for the GA is necessary. Our strategy is first to
run over different combinations of (n, k) for a few generations
(about 200 in this work) and pick the basis set with the fastest
change in the fitness function. Based on our observations,
running k from 4 to 8 and n from 5 to 8 would often guide
us to select the best n and k for our cases. In the optimization,
once we get the best B-spline parameters for IR in the first
retrieval calculation, we use these sets of parameters and do
not scan them in the remaining retrieval calculations to save
time. Details of the GA and B-spline functions can be found
in our previous publications [19,20,30,31].
III. RESULTS AND DISCUSSION
A. Retrieved results for 188 shots

Using the methods in the previous section, we first took
25 shots of experimental streaking spectra from the LCLS
experiments and analyzed each shot individually. The experimental data are taken with a velocity mapping imaging (VMI)
spectrometer; thus it is a 2D projection S(px , py ) of the 3D
momentum spectra integrated over pz . In our retrieval, we
compare such data to the 2D momentum spectra from Eq. (1)
at pz = 0, i.e., S(px , py , pz = 0). We show, in Appendix C,
that this approximation makes only a minor difference to the
retrieved results, but saves the computing time.
For each single shot, the unknown functions are the
spectral amplitude U (), the spectral phase () of the
attosecond pulse, the envelope f (t ) of the circularly polarized
IR laser, plus the time delay τ between the attosecond pulse
and the IR pulse. The wavelength of the IR is 1300 nm.
Each of the three unknown functions is expanded in terms
of B-spline functions. By setting the carrier envelope phase
(CEP) of the IR equal to zero at t = 0, the circularly polarized
light has a maximum electric field in the x direction. If the
retrieved SXR turns out to be transform limited, then τ is
the true time delay between the two pulses. Zero time delay
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TABLE I. The retrieved parameters of single attosecond pulses
for 25 single shots from LCLS experiment.
Shot
No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

FWHM
(as)

Bandwidth
(eV)

Peak
position (eV)

Ratio
to TL

157
184
220
225
225
236
237
241
244
244
245
248
249
249
250
251
252
253
260
263
271
271
331
382
398

13.1
12.9
8.1
9.1
10.2
7.4
8.1
7.4
7.4
7.5
7.2
7.5
7.4
7.6
7.2
7.4
7.4
7.5
7.6
7.5
7.6
7.5
7.9
7.8
7.1

904
904
907
905
903
905
908
904
903
902
904
905
906
905
905
904
906
904
903
906
905
904
906
905
902

1.29
1.48
1.12
1.28
1.43
1.09
1.19
1.11
1.13
1.15
1.20
1.16
1.15
1.19
1.13
1.16
1.17
1.19
1.24
1.23
1.29
1.27
1.63
1.86
1.77

would then mean that the SXR and the x component of the
circularly polarized IR pulse both peak at the same time. If
the SXR has significant spectral phase (), then a Taylor
series expansion of the spectral phase around the center 0 of
the spectrum would yield an extra time delay from the linear
term of the expansion series. This term is added to τ in Eq. (2)
when we speak about the time delay between the SXR and the
IR.
One interesting question about attosecond pulses generated
by XFELs is how each shot differs. Since each pulse is generated stochastically, one may expect that each shot differs from
the other without any recognizable pattern. To demonstrate
this behavior, in Table I we list the pulse duration (FWHM),
the bandwidth, and the peak energy position, as well as the
deviation of the pulse duration from a transform-limited one,
for a set of 25 shots. One can see that a fair fraction of the
shots has duration near 250 as, bandwidth near 7.5 eV, and
peak position around 905 eV. The pulse duration typically is
only, at most, about 20% from being transform limited. On the
other hand, in a few cases, the pulse duration can be as short as
160 as or as long as 400 as. The bandwidth could be as broad
as 13 eV, although the peak position is always within a few
eV from the most probable one at 905 eV. We have not found
pulse duration more than twice the transform-limited one. For
further comments on this statement, see Sec. III C.
It is well understood that a complete characterization of
a pulse requires knowing both the amplitude and phase in
the time domain or in the energy domain, respectively. Al-

ternately, one can show the intensity in the time domain and
spectral domain together. In Table I, we order these shots
according to the FWHM duration, starting with No. 1 being
the shortest. In Fig. 1, we show the time-domain intensities,
while the intensities in the energy domain are shown in Fig. 2.
From Fig. 1, as the FWHM duration increases (increasing
shot number), the pedestals away from the peaks tend to show
larger substructures. Such substructures do not appear in the
spectral intensity, as shown in Fig. 2. These two sets of figures
follow the general trend that a shorter pulse in the time domain
is accompanied by a broader bandwidth in the energy domain.
From Table I, the retrieved pulses follow this prediction, but
small deviations do occur owing to the presence of chirps in
the spectral phase. In the meanwhile, while the center of the
spectral intensity is clustered around 905 eV, deviations of
2–3 eV are observed. Table I also shows that the bandwidth
of these 25 shots is about 7.5 eV, but there are shots where
the bandwidth is near 13.0 eV. The last column of Table I
shows that the typical deviation of each shot from being a
transform-limited pulse is within about 20%, but larger deviation also occurs. These results for the 25 pulses are expected to
represent typical variations of different single-shot attosecond
pulses generated at XFEL facilities. It also means that an
efficient pulse characterization algorithm is needed in order
to use such attosecond pulses for applications.
We next examine if the pulse duration and bandwidth distributions show some pattern. First, Figs. 3(a)–3(d) compare
the pulse duration and bandwidth distributions of two different
sets of 25 shots. While the most probable pulse durations
and bandwidths are about the same for the two sets, the distributions outside of the most probable region are different.
Figures 3(e) and 3(f) show the results for the 188 shots that
we have analyzed. The number of pulses that have durations
longer than 250 as drops monotonically, but the bandwidth
distribution tends to cluster around the most probable value
of 7.5 eV. While it is fair to say that more than half of the
188 shots have pulse durations within 250 ± 50 as, each shot
has to be reconstructed individually. Thus, an efficient reconstruction algorithm for each shot from the measured streaking
spectra is highly desirable.
Similarly, in Fig. 4, we compare the distribution of the peak
energy positions and the time delays between the SXR and IR
pulses for two sets of 25 shots each [Figs. 4(a)–4(d)] and for
the total 188 shots [Figs. 4(e) and 4(f)]. The half width of the
peak position is about 2 eV centered at 905 eV. Interestingly,
the retrieved time delays are always quite small, mostly within
only about 20–40 as. This result seems surprising. It turns
out that these 188 shots were not selected randomly, but were
prefiltered. We will come back to address this observation in
Sec. III B.
In Fig. 5(a), we display the degree of deviation of each retrieved pulse duration from a transform-limited (TL) one. The
majority of the shots have durations less than 50% longer than
the TL one. Figure 5(b) shows the overlap integral between
the experimental 2D streaking spectra and the one generated
using the SFA model with the optimized pulse for each shot.
The typical overlap is from 0.942 to 0.945. Ideally, this overlap is 1.0, but it should not be since the streaking spectra
were calculated based on the SFA; see Eq. (1). The SFA is
not an exact theory for describing the ionization spectra by a
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FIG. 1. Reconstructed temporal intensities I (t ) for 25 experimental attosecond pulse shots, ordered by FWHM duration from the shortest
to the longest. The pulse energy at the peak has been normalized to 1. Pulses that have longer durations are those that exhibit more pronounced
substructures away from the main peak.

two-color pulse. Additionally, experimental data always have
intrinsic errors. In our optimization, if the overlap is less than
0.940, we would run GA another thousand steps to check if
convergence has been achieved.
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The IR laser is stabilized with respect to the rf which
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fluctuations in the arrival time of the x-ray pulse relative to
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FIG. 2. Reconstructed spectra intensity |E ()|2 for the same 25 experimental shots shown in Fig. 1. Each pulse is labeled by its shot
number as in Table I. The intensity at the peak for each shot has been normalized to 1. The color scheme is the same as that in Fig. 1.
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FIG. 3. FWHM pulse duration and bandwidth distributions for three sets of pulses. (a),(b) and (c),(d): two sets of 25 different shots; (e),(f)
one set of 188 shots. On the left column, each bar has width of 10 as, while on the right column, each bar has width of 0.1 eV.

this rf signal. As the result, the relative time delay between the
x-ray and IR laser field for each shot is to be extracted from
the measured 2D electron spectra as well. In the experiment
of [15], the duration of each SXR shot is of the order of a few
hundred attoseconds, which is much shorter than the about

10

100 fs multicycle 1300 nm streaking laser; the time delay τ
between the two pulses can be determined only up to the 4.4
fs optical period of the 1300 nm laser. (For shorter few-cycle
IR fields, the amplitude of each cycle is different; then the true
time delay can be retrieved using our method [20].)
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FIG. 4. Peak position and time delay distributions from (a),(b) and (c),(d) the same two sets of 25 shots, and (e),(f) one set of 188 shots.
The data are the same as those in Fig. 3. On the left column, each bar has width of 1 eV, while on the right column, each bar has width of
20 as.
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FIG. 5. (a) The distribution of pulse durations τ /τ0 for the 105 shots retrieved. (b) The overlap integral of the experimental 2D electron
spectra with the one calculated using the retrieved pulse. Here, τ0 is the duration of a transform-limited pulse.

Before presenting the retrieved time delays, let us first examine how the SFA model predicts the 2D S(px , py ) electron
spectra versus the time delay. For this purpose, we consider a
transform-limited attosecond pulse which has central energy
at 905 eV, bandwidth of 7.5 eV, and the target is Ne. In the
absence of the IR laser, the photoelectron spectra are shown

in Fig. 6(f). The 2D electron spectra has reflection symmetry
with respect to the px and py axis. Clearly, the center of
the electron spectra is located at (px , py ) = (0.0, 0.0). In the
presence of the IR laser, the symmetry is modified since the
photoelectron, once lifted from the K shell, will receive an
additional momentum −eA(τ ) from the IR field. For τ = 0,

FIG. 6. SFA calculations showing how the center of the streaking spectra shifts with the time delay within one optical cycle of the IR. The
electron spectra S(px , py ) are generated with a transform-limited attosecond pulse with central energy at 905 eV, bandwidth of 7.5 eV, and
pulse duration of 210 fs (FWHM). The IR is 1300 nm with FWHM duration of 80 fs, the intensity is 1012 W cm−2 , and the target is the Ne 1s
orbital. Without the IR, the center of the spectra is located at (px , py ) = (0.0, 0.0); see (f). In the presence of the IR, the centers for (a)–(e) at
τ = 0.0, 1.1, 2.2, 3.3, and 4.4 fs are shifted to (0, −0.19), (0.19, 0.0), (0.0, 0.19), (−0.19, 0.0), and (0.0, −0.19), respectively.
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FIG. 7. (a) The coordinates of the center of each momentum distribution vs the time delay for fixed SXR and IR pulses, calculated using
the SFA. The red circles are for py , and the black squares are for px . (b) Parametric plot of the position of the center of the streaked electron
spectra on the (px , py ) plane vs the time delay between the SXR and IR. The center (0,0) is for the case in the absence of the IR. Parameters
for the SXR and the IR are the same as in Fig. 6.

with the IR used, this vector potential is −0.19 a.u. along the
y axis, such that the center of the 2D spectra will be shifted to
(px , py ) = (0, −0.19). If τ = 1.1 fs, i.e., at a quarter optical
cycle later, the center will be located at (px , py ) = (0.19, 0.0).
Likewise, at τ = 2.2 fs, the center is at (0.0, 0.19), and at
τ = 3.3 fs, the center is at (−0.19, 0.0). As the time delay
reaches one full optical cycle, the center returns to (px , py ) =
(0, −0.19), which is the same as for τ = 0. These streaking
spectra are shown in Figs. 6(a)–6(e). In fact, based on the
SFA theory, we can calculate the peak position of the streaking
spectra on the left (negative px ) and on the right (positive px ),
respectively, from which the center of the streaked 2D electron
spectra can be calculated. In Fig. 7(a), we show the px and py
points of these centers for each time delay, and in Fig. 7(b),
the (px , py ) points trace a symmetric loop which is close to,
but not, a circle. Deviation from a perfect circle occurs since
electrons are emitted over the pulse duration (about 250 as) of
the SXR.
It is interesting to point out that at the symmetry points
of Fig. 7(b), for time delays at 0.0, 1.1, 2.2, and 3.3 fs, the
2D electron spectra are essentially the replica of the spectra
at τ = 0. By shifting each of the streaking spectra such that
the center coincides with the one for τ = 0, we found that the
shifted spectra have very good overlap with the spectra from
τ = 0, with a deviation from 1.0 by less than 0.2%.
In a typical pump-probe experiment, to claim temporal
resolution of an attosecond pulse, the uncertainty of the time
delay in a single-shot experiment should be added to the
duration of the attosecond pulse as well. In Fig. 4, we have
reported time delays from the 188 shots that lie mostly under
60 as, with a few closer to 100 as. To check how accurately
the time delay can be retrieved from our algorithm, we use
SFA to generate the streaking spectra with known SXR and
IR lasers, and known time delays. We then use our algorithm to retrieve the input parameters from the calculated 2D
momentum spectra, but now only focusing on the retrieved
time delay. The results are displayed in Table II. Clearly, the
retrieved time delay shown in the second column for each shot
differs from the input time delay by typically only a few tens

of attoseconds. These results show that the present retrieval
method is capable of retrieving a time delay of the order of
about 100 as using the 1300 nm IR laser as the streaking field.
In this respect, the time delays reported in Fig. 4(f) for the
188 shots from the experimental data [15] are not taken to be
significant since they all fall within 100 as. This has to do with
the fact that these 188 shots have been prefiltered. It shows that
the filtering method used by the experimentalists is capable of
differentiating time delays within about 100 as.
C. Comparison with other retrieval method

Single-shot attosecond pulses from the LCLS experiment
reported in Duris et al. [15] have been reconstructed using the
retrieval method given in the paper by Li et al. [16]. Comparing their method with ours, the starting point is the same.
Both methods use the strong field approximation to obtain
the angular streaking spectra. The main difference between
our PROBP-AS and theirs is the retrieval algorithm. In the
approach of Li et al. [16], they expand

cn αn .
(5)
E (t ) · d(t ) =
n

TABLE II. Investigation of the accuracy of the retrieved time
delays. The SFA model is used to calculate S(px , py ) with different
input time delays. The retrieved time delays from the calculated
S(px , py ) are then compared to the input ones. The results show that
error from the retrieval method is a few tens of attoseconds.
Input time delay (fs)
180
360
550
730
1650
2880
4200
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For each initial guess, the fitness parameter is calculated as
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FIG. 8. Comparison of the retrieved temporal intensity distributions from 10 different initial conditions obtained in Ref. [16],
with the optimized one using the present PROBP-AS method. Many
“good” pulses from Ref. [16] can be found to be very close to each
other and agree with the one retrieved using the present method,
including the magnitude of the overlap between the experimental
streaking spectra and the one generated (using SFA) with the retrieved pulse.

Here, αn (t ) is the von Neumann function which is a joint
time-frequency basis,

αi j (t ) =

1
2απ

 14


exp −

(t − t j )2
− itωi ,
4

(6)

where α is a constant specified by the range and size of the
von Neumann lattice, and the lattice points (ti , ω j ) are grid
points in time and frequency. For each shot, a set of cn is
first guessed to construct the streaking spectra. The calculated
streaking spectra are then compared to experiments until the
difference squared is smallest. In our PROBP-AS approach,
we use B-spline functions to expand the unknown functions
instead. The circularly polarized IR field in the experiment of
Duris et al. has a pulse duration of ∼100 fs, and thus the IR
field is taken as a plane wave. They also set the SXR pulse
and the IR to arrive at the same time which is set to t = 0,
or τ = 0, but the IR has a relative phase φ with respect to
the SXR. As described in Sec. II, we parametrize the SXR
in the energy domain for both the amplitude and phase. The
envelope function of the IR as well as time delay τ are also
determined from the retrieval.
In [16], the reconstruction starts with 100 random Monte
Carlo initial guesses and each guess is run for 100 iterations.

σx =

N
j


xj −

N
i I (xi )xi
N
i I (xi )

N
j

I (x j )

2
I (x j )
,

(7)

where I is the laser intensity and x is the anchored points of
time. It is found that the best reconstructed pulse lies close to
pulses that have the largest occurrence of fitness.
Figure 8 shows the temporal profiles of 10 SXR pulses
retrieved for a single shot that have the higher occurrence of
the same fitness. They all lie close to the single optimized
pulse retrieved using the present method. One way to measure
the “goodness” is to compare the overlap of the experimental
spectra with the one calculated from the retrieved one. As
shown in Table III, the highest overlap is 0.95 (S9), which
gives a FWHM duration of 248 as. The overlap from our
method is 0.945, which has FWHM duration of 250 as. In fact,
the 10 pulses shown in Table III have pulse duration within
10% of the optimized one.
In comparing the difference between the two methods, we
point out that in [16], the electric field of the SXR pulse in
the time domain is directly retrieved using discrete points of
von Neumann basis and the results are quite “spiky” versus
time if a small number of points is used. To obtain the pulse
in the energy domain, the Fourier transformation of the timedomain field was smoothed with a Gaussian filter. This would
introduce errors in the spectral domain properties. In [16], the
IR field is taken as a plane wave and the time delay was set at
zero. Such assumptions would have to be removed if accurate
time delays are to be retrieved with the use of a few-cycle
IR field. In our PROBP method we used B-spline functions
to represent the amplitude and phase of the SXR pulse in the
energy domain. The time-domain pulse is obtained directly by
Fourier transform. The present method can also retrieve the IR
field and the time delay without any modification when such
experiments are carried out using few-cycle IR pulses. In addition, if experiments do measure the single-photon ionization
spectra by the SXR pulse alone, the spectral amplitude can be
determined directly. Such information can be used to check
the accuracy of the retrieval method or to remove the need to
fit U () in Eq. (3).
While direct comparison of computer running time for
each shot has not been done, to obtain the result reported
in this article, it normally takes about 20 minutes to get the
converged result by running our code on an Intel Xeon E52609 CPU single core computer. For shots that have larger
chirp, more iterations will be carried out for twice the number
of iterations. If the convergence is not good, the overlap tends
to be less than 0.93.

TABLE III. Comparison of the 10 retrieved results from Li et al. [16] with the one from the present method. Shown are the FWHM pulse
durations and the overlap of the electron momentum distribution for each pulse with the experimental streaking spectra.

FWHM (as)
Overlap

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

Present

245
0.946

232
0.940

225
0.939

247
0.946

243
0.943

232
0.941

242
0.942

232
0.941

248
0.951

244
0.943

250
0.945
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IV. DISCUSSION AND SUMMARY

In this article, we have extended the PROBP [20,31–
34] phase retrieval method for reconstructing the temporal character of attosecond pulses from high-order-harmonic
generation to attosecond pulses generated using x-ray freeelectron lasers. The latter is unique in that single attosecond
pulses are generated stochastically, and thus the traditional
streaking method cannot be applied. Instead, using a circularly
polarized IR laser as the “streaking” field, two-dimensional
(or three-dimensional) photoelectron spectra for each single
shot can be used to retrieve the one-dimensional information
on the amplitude and phase of each attosecond pulse, either in
the time domain or in the energy domain. We used PROBP-AS
to denote this modified method for phase retrieval, where AS
stands for angular streaking.
We have applied the PROBP-AS method to retrieve 188
single shots from the experimental data reported in Duris
et al. [15]. Previously, an alternative retrieval method [16]
was used. As shown in Sec. III C, we have compared the
retrieved results from the two methods and they agree well,
except that the PROBP-AS method is able to retrieve the IR
pulse as well as the time delay between SXR and IR pulses.
We have shown in detail how the attosecond pulse from each
shot is different, in the time domain or in the energy domain,
for 25 shots. We then demonstrated that the distributions of
pulse durations of the 188 shots are clustered around 250 as,
with a tail reaching to about 500 as. In the meanwhile, in the
energy domain, the most probable peak position is 905 eV and
the bandwidth is 7.5 eV. Most of the shots are close to transform limited, with pulse durations within 20% of a TL pulse.
This is also in agreement with simulations of the FEL which
predict nearly transform-limited pulses. We comment that this
is significantly different from the SXR attosecond pulses generated by high-order-harmonic generation in a gas where the
bandwidth is several hundreds of electron volts. The spectral
phase over this large energy range can become quite large,
making accurate phase retrieval more difficult; see Ref. [19].
We also have retrieved the time delay for each shot. Since
the streaking IR field is about 100 fs, one can obtain the
time delay within one optical cycle, which is 4.4 fs. We have
demonstrated that the time delay can be retrieved accurately to
a few tens of attoseconds. So we are comfortable in claiming
that the time delay accuracy of about one-hundred attoseconds
is reasonable. To obtain the actual time delay between the
SXR and the IR, a few-cycle IR pulse must be used. The
PROBP-AS algorithm can retrieve the IR field as well, and
thus the real time delay between the SXR and the IR can also
be determined for each shot.
Before closing, it is pertinent to comment that we have
tested other factors that can contribute errors to the present
retrieval method. They include the use of the strong field
approximation in calculating the photoelectron momentum
spectra, and the validity of approximating the pz integrated
2D electron momentum spectrum with the one at fixed
pz = 0. These issues are documented in the Appendix. We
also have checked the possible error in the retrieved SXR if
the IR field is not pure circularly polarized. We found that the
effect is small, so it is not presented. Generally speaking, we
expect that 10% accuracy of the retrieved pulse duration is
reasonable.

In conclusion, we have developed a PROBP-AS retrieval
algorithm that allows us to retrieve accurate isolated attosecond pulses generated stochastically from x-ray free-electron
lasers. The method is accurate and fast. In the future, if photoelectron spectra by the SXR alone are also measured in the
experiment for each shot, the retrieval will be even quicker
and the result will be more accurate.
Looking ahead, it is possible to extend the present retrieval
method to a double pulse made of two single IAPs that is to be
used for attosecond pump-probe experiments. The stochastic
nature of each shot would make it essential to characterize
each single shot in such experiment, and a very fast algorithm
for characterizing each shot is essential for interpreting the
experimental data [35].
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APPENDIX
1. Validity of the SFA model

Our method for calculating the electron spectra is based
on the SFA, which does not contain Coulomb interaction between the photoelectron and the ionic core. While the electron
spectra are more accurately calculated by solving the timedependent Schrodinger equation (TDSE), the latter cannot be
used for the retrieval since each calculation would take a much
longer time. To examine the error introduced from the SFA,
we solve the TDSE to obtain the photoelectron spectra and
use it as an “experimental” result with known XUV and IR
parameters. We then use the PROBP-AS algorithm to see how
well the XUV attosecond pulse is retrieved. Figure 9 shows
the result for the case where the IAP is a TL pulse. In Fig. 9(a),
the retrieved temporal intensity profile shows a longer pulse
duration (90 as for the retrieved one compared to 82 as for the
input). In Fig. 9(b), the retrieved spectral phase acquires a few
subradians instead of the zero phase in the input. In Fig. 9(c),
the retrieved spectral bandwidth is a bit narrower than the
input one. In Fig. 9(d), the 2D electron spectra S(px , py ) have
been integrated over px or py to get the 1D electron spectra
D(px ) and D(py ). The resulting D(px ) and D(py ) from the
two calculations are compared. It shows that the photoelectron
spectra calculated using SFA with the retrieved pulse is in
good agreement with the spectra obtained from TDSE calculations. A similar comparison has been made for the case
where the input IAP is chirped. As shown in Fig. 10, the
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FIG. 9. This figure illustrates the degree of errors for using the SFA to retrieve attosecond pulses. The spectra calculated from solving the
TDSE are taken as experimental data, while the SFA is used to retrieve the pulse duration. The input pulse is a TL with zero phase over 11 eV
spectral range. (a) The retrieved and the input temporal intensities are compared. The FWHM differs by about 10% (90 as compared to the input
one at 82 as.) (b) Comparing the input spectral intensity and phase with the retrieved ones showing errors of subradians away from the center
of the spectra. (c) The streaking spectra integrated over py or px from the TDSE and from the retrieved pulse using the SFA are compared.
The 2D streaking spectra from TDSE have a 0.955 overlap with the one obtained from the retrieved pulse using the SFA. The calculation was
carried out with parameters that are used for laser experiments. The overlap will increase with higher photoelectron peak energy since the SFA
becomes a better approximation at higher energy. The two-peak lines are for D(px ), and the one-peak lines are for D(py ).

relative accuracy is not significantly different. Based on these
results, we can say that retrieval methods based on SFA do not
cause significant errors when the electron has energy at and
above 30 eV. Clearly, the Coulomb effect becomes stronger as
the electron energy is reduced. Thus, for pulse retrieval, one
should avoid using low-energy photoelectrons.
2. Comparing details between the two retrieval methods

In Fig. 8, we compare the temporal intensity of the retrieved IAP from the experimental data using our method and
compared it to 10 retrieved pulses obtained using the method

of [16]. In Fig. 11, we show that even for the worst retrieved
pulse (S3) among the 10 (see Table II), the discrepancy is
not that large. On the other hand, it is clear that the best
retrieved pulse (S9) does agree well with the one retrieved
using the PROBP-AS method. This can be seen clearly in
Figs. 11(b) and 11(c), where we compare D(px ) and D(py )
which is obtained by integrating over py or px for the cases:
three pulses S3 and S9 from using the method of [16], and
from PROBP-AS. One can see, indeed, that the discrepancy
from S3 has a larger error, while the S9 and the one from
PROBP-AS both agree with each other.
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FIG. 10. Same simulation as in Fig. 9, but the input IAP is a chirped pulse. The two-peak lines are for D(px ), and the one-peak lines are
for D(py ).
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we evaluate the integral over t using a saddle-point approximation, as Lewenstein et al. and many other works did in
Refs. [36–41]. Let
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For the electron ionized from the 1s orbital of the atom, the
transition dipole moment can be approximated by a Gaussian
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1 3/4 p
) α exp(− 2α
), with α = 0.8Ip . Then we
form, d (p) = i( πα
have
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FIG. 11. Consistency check between the present result and those
from [16]. (a) Retrieved intensity profile from the present method
as compared to the best retrieved one (determined by the overlap
of the experimental streaking spectra with the one generated from
the retrieved pulse). It shows that even for the “worst” overlap case
(S3), the discrepancy is small. (b),(c) Comparing the 1D py and px
integrated spectra respectively. On the graphs, even for the one from
S3, the discrepancy to experiment is small. These results demonstrate
that the pulse retrieved from the present method agrees better with
the best retrieved one from [16], but even the results from the worst
one from [16] are not bad.

Recall that the IR is on the XY plane, and SXR is polarized
along the x axis. Integration over pz gives


In the experiment of Duris et al. [15], the 2D electron
momentum spectra are obtained from the 3D spectra integrated over pz . Rigorously speaking, to retrieve the attosecond
pulses, at each iteration, the 3D electron spectra have to be
calculated from the SFA and then integrated over pz such that
same parameters are compared in the retrieval process. We
have tested that this integration step can be omitted by just
setting pz = 0.
Here we provide a mathematical derivation to prove the
validity of the pz = 0 approximation. Starting with Eq. (1),

η(p) = −i dt{E(t ) · d[p + A(t )]}

t

+∞


dt1 {[p + A(t1 )]2 /2 + Ip } , (A1)

|η(p)|2 d pz



1 3/2 (px + Ax )2
E2 (ts )
≈
α2
[p + A(ts )] · EIR (ts ) π α

(px + Ax )2 + (py + Ay )2
× exp −
α
 2

p
×
exp − z d pz
α


1 3/2 (px + Ax )2
E2 (ts )
=
α2
[p + A(ts )] · EIR (ts ) π α

(px + Ax )2 + (py + Ay )2 √
× exp −
απ
α
√
= απ S(px , py , pz = 0).
(A5)

3. Validity of comparing pz -integrated S(px , py ) with
S(px , py , pz = 0) spectra

 
× exp −i


S(p)d pz =

This shows that integration over pz gives an overall normalization, and we can save computing time significantly without
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FIG. 13. Retrieved IR fields from three experimental single shots.

0.6

incurring much error. Figures 12(a) and 12(b) show, respectively, the spectral and temporal intensities of SXR retrieval
using the two different spectra, and the difference is small.
The 2D momentum spectra integrated over py and pz , as
shown in Fig. 12(c), also show little difference. In terms of the
FWHM pulse duration, the full calculation obtained a duration
of 255 as, compared to 250 as, if only pz = 0 was used in the
retrieval. Thus, we conclude that the pz = 0 approximation
makes a minor difference to the retrieved results, but saves
much computing time.
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FIG. 12. Dependence of the retrieved quantities using S(px , py )
spectra with pz = 0 and by integrating over pz as in the experimental
data.

Our method has a capability of retrieving IR from the input
spectra. Figure 13 shows three retrieved IR laser fields from
three different single-shot experiments; we can see from the
figure that the retrieved IR is close to a plane wave. Therefore,
it is safe to treat the IR as a plane wave in this calculation,
as done in Refs. [15,16]. However, if the IR used in the
experiment is not a long-duration pulse, then we cannot set
the IR to be directly plane wave. In this case, we need to treat
the IR laser field as an unknown function.
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