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On the formation of shocks of electromagnetic plane waves in non–linear
crystals
Demetrios Christodoulou and Daniel Raoul Perez
Abstract. An influential result of F. John states that no genuinely non–linear
strictly hyperbolic quasi–linear first order system of partial differential equations
in two variables has a global C2–solution for small enough initial data. Inspired by
recent work of D. Christodoulou, we revisit John’s original proof and extract a more
precise description of the behaviour of solutions at the time of shock. We show that
John’s singular first order quantity, when expressed in characteristic coordinates,
remains bounded until the final time, which is then characterised by an inverse
density of characteristics tending to zero in one point. Moreover, we study the
derivatives of second order, showing again their boundedness when expressed in
appropriate coordinates. We also recover John’s upper bound for the time of shock
formation and complement it with a lower bound. Finally, we apply these results
to electromagnetic plane waves in a crystal with no magnetic properties and cubic
electric non–linearity in the energy density, assuming no dispersion.
1. Introduction
Electromagnetic plane waves of a single polarisation can form shocks in non–linear
media [LL84, §111]. If both polarisations are present, one may appeal to [Joh74] in the
anisotropic case. A solution to the general three–dimensional problem of electromagnetic
waves in non–linear media, even in the homogeneous and isotropic setting, is still out of
reach. A model case, however, was recently dealt with by Miao and Yu [MY14].
In this paper, we focus on electromagnetic plane waves in non–linear crystals. These
are solutions of certain quasi–linear hyperbolic systems of first order partial differential
equations, which fall in the framework of Fritz John’s treatment [Joh74]. However, the
description in [Joh74] is somewhat incomplete, since only the non–existence of smooth
global solutions is shown. The purpose of the present work is to overcome this limitation.
Its key feature is a more precise description of the behaviour of smooth solutions at
their final time of existence. It turns out that their singular behaviour, as mentioned
by John, is a consequence of the singular relationship between the physical space–time
coordinates and coordinates adapted to the characteristics. Indeed, all relevant quantities
remain bounded when expressed in appropriate coordinates adapted to the characteristics,
and a shock is characterised by an inverse density of characteristics decreasing to zero
somewhere. This is then similar to the situation in [Chr07], where the formation of shocks
in relativistic compressible fluids is considered (but see also the more recent and self–
contained exposition of the non–relativistic case [CM14]). Those shocks are characterised
by the foliation into outgoing characteristic null–hypersurfaces becoming infinitely dense
somewhere. At the same time, the solution can be smoothly extended to the time of shock
when expressed in acoustical coordinates. This description served as an inspiration for
the work at hand.
Our results are not limited to the four–by–four system obtained when considering both
polarisations of electromagnetic plane waves in non–linear crystals, but they apply to the
general framework set up in [Joh74], i.e., genuinely non–linear strictly hyperbolic quasi–
linear first order systems of partial differential equations in one space variable and one time
variable. One calls a system strictly hyperbolic when the characteristic speeds are distinct,
whereas such a system is said to be genuinely non–linear, if certain directional derivatives
of the characteristic speeds do not vanish. As in [Joh74], a key ingredient is the assumption
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of smooth, compactly supported and small non–zero initial data, leading to the long–time
behaviour of solutions as essentially simple waves, i.e., maps with one–dimensional range.
This is expressed by the fact that the problem reduces to a system of non–linear ordinary
differential equations along each characteristic, obtained by an appropriate decomposition
of the spatial derivatives of the solution vector. Calling characteristic strip the collection
of characteristics of a certain speed emanating from the support of the initial data, John’s
result states that solutions have to remain C1–bounded outside those strips. On the other
hand, John shows a blow–up in finite time of a component of the first spatial derivative of a
solution inside at least one of those strips (although solutions themselves remain bounded).
His argument can be modified slightly to get a deeper insight into the failure of regularity.
By expressing the solution in characteristic coordinates rather than the Euclidean ones,
the same component of the first spatial derivative remains bounded in every strip. This
is due to the fact that, in those coordinates, the spatial derivative corresponds to the
partial derivative with respect to Euclidean space multiplied by the inverse density of
characteristics of the strip at hand. This inverse density acts as a regularising factor. The
final time is then characterised by this quantity going to zero somewhere, which, therefore,
implies John’s result.
The first part of our work can, in fact, be extracted directly from John’s proof. John
introduces the inverse density of characteristics, as well as the regularised component of the
first order spatial derivative of the solution. However, he uses both those quantities only
in an integral sense, thereby hiding their actual behaviour at the final time. This is why
we choose to re–expose completely his proof. We also use slightly different assumptions on
the initial data. While he requires continuous second derivative, we only need Lipschitz–
continuity of the first derivative. Even if this is not an important modification, we feel
that it is more natural, as the initial system is only of first order.
In a second step, we extend the above result by considering the derivatives of second
order of solutions. It is not hard to see that, again, outside every characteristic strip, all
quantities of interest remain bounded. Inside such a strip, however, the situation becomes
more complicated, as the quantities relating to the strip at hand depend too strongly on
quantities related to other strips. The problem is that we cannot bound certain quant-
ities when integrating along the appropriate characteristics, while inside a characteristic
strip of a different speed. This is overcome by expressing the relevant quantities in bi–
characteristic coordinates, where time as a parameter for a characteristic is replaced by the
spatial characteristic coordinate of a transversally intersecting characteristic of a different
speed.
We end this paper with an application of the theory to electromagnetic plane waves
inside crystals with no magnetic properties and cubic electric non–linearity in the energy
density, neglecting effects of dispersion. One should point out here, though, that physical
experiments would always exhibit dispersion which will have the tendency to counteract
shock formation. Accepting that a description of the full three–dimensional problem in
crystals is still far away, solving the present problem seems like a good complement to a
potential three–dimensional theory for isotropic media. Indeed, one would probably have
to focus the beam in the latter case in order to counteract dispersion, as the non–linearity
is only of fourth order in the Lagrangian.
The present work is organised as follows. In Section 2, we introduce the necessary
notation in order to state our result. We explain characteristics and the coordinates
related to them. We also expose some first order variations and formulate the technical
assumption for hyperbolic systems to be genuinely non–linear. Section 3 is devoted to
a re–exposition of John’s proof. We begin by obtaining the evolution equations along
characteristics of first order quantities. After presenting some a–priori assumptions on the
initial data, we recover John’s bounds on those quantities using his method. We end the
section by analysing more in depth the behaviour near the final time of the inverse density
of characteristics. In doing so, we establish upper and lower bounds on the final time (but
see also [Hör97] for existence, uniqueness and lifespan of solutions). Moreover, we show a
lower bound on the inverse density of characteristics in certain regions, including parts of
its relative strip. In Section 4, we prove boundedness of the second order quantities. Using
characteristic coordinates for a particular characteristic strip, the respective quantities also
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depend on second order quantities related to other characteristic speeds. We deal with
the latter by expressing them in bi–characteristic coordinates. It turns out that they form
a complete regular system that can thus be bounded. The bounds on the second order
quantities related to the strip at hand are then obtained by a Gronwall–type argument
for systems. We end this paper with Section 5, in which we consider electromagnetic
plane waves inside crystals with no magnetic properties and cubic electric non–linearity
in the energy density, assuming absence of dispersion. After quickly recalling the relevant
equations, we start by exposing under what conditions the theory can actually be applied.
We then point out that the simplest two–polarisation case actually decouples and can be
dealt with using Riemann invariants. In contrast, as we subsequently show, no Riemann
invariants exist for generic cubic non–linear energy densities. As an actual experimental
setup would require to deal with a material boundary, we end this section with giving a
sketch of that situation.
2. Preliminaries
2.1. The Cauchy problem. Let N ∈ N \ {0} and U ⊂ RN be open with 0 ∈ U . Let
K ∈ N\{0} and a ∈ Cmax{2,K}(U ;RN×N ) be such that the eigenvalues λi (i ∈ {1, . . . , N})
of a fulfil λN < . . . < λ1 in U , i.e., we assume that the first order quasi–linear system
(1)
∂
∂t
u+ a(u)
∂
∂x
u = 0
is strictly hyperbolic around the trivial solution u ≡ 0. Take δ > 0 small enough so that
the open N–ball BN2δ(0) of radius 2δ around 0 ∈ RN is completely contained in U , i.e.,
(2) BN2δ(0) ⊂ U.
For each i ∈ {1, . . . , N}, define
λi = sup
v∈BN
2δ
(0)
λi(v), λi = inf
v∈BN
2δ
(0)
λi(v),(3)
and
(4) σ = min
k,l
k<l
(λk − λl).
We will assume δ to be small enough so that
(5) σ > 0,
which is possible, since a is continuous. This means that the system (1) is uniformly
strictly hyperbolic in BN2δ(0).
For a general N–dimensional vector space V endowed with a basis {Ei}i∈{1,...,N}, we de-
note by {E⋆i}i∈{1,...,N} the basis of the dual space V⋆ of V which is dual to {Ei}i∈{1,...,N},
i.e., we have
E⋆iEj = δ
i
j , ∀i, j ∈ {1, . . . , N}.
We can then expand any vector V ∈ V and any covector η ∈ V⋆ in the bases {Ei}i∈{1,...,N}
and {E⋆i}i∈{1,...,N}, respectively, as follows:
V =
∑
i
(
E⋆iV
)
Ei, η =
∑
i
(
ηEi
)
E⋆i.
We define the scalar product 〈 · , · 〉E on V by
〈V,W 〉E =
∑
k
(
E⋆kV
)(
E⋆kW
)
, V,W ∈ V.
Then
〈Ei, Ej〉E =
∑
k
δkiδ
k
j = δij , i, j ∈ {1, . . . , N},
so that {Ei}i∈{1,...,N} is an orthonormal basis of V with respect to 〈 · , · 〉E. Let ιE denote
the canonical isomorphism of V⋆ onto V induced by 〈 · , · 〉E . It is defined as follows. Given
a covector η ∈ V⋆, the element ιE(η) ∈ V is the unique vector which fulfils〈
ιE(η), V
〉
E
= ηV, ∀V ∈ V.
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It follows that ιE maps E
⋆i to Ei, i ∈ {1, . . . , N}. Also, the isomorphism ιE induces a
scalar product 〈 · , · 〉E⋆ on V⋆, defined by
〈η, ξ〉E⋆ =
〈
ιE(η), ιE(ξ)
〉
E
, η, ξ ∈ V⋆,
relative to which the basis {E⋆i}i∈{1,...,N} is orthonormal:
〈E⋆i, E⋆j〉E⋆ =
〈
ιE(E
⋆i), ιE(E
⋆j)
〉
E
= 〈Ei, Ej〉E = δij , i, j ∈ {1, . . . , N}.
Returning to the system (1), let e0i = ei(0) denote an eigenvector of a(0) correspond-
ing to the eigenvalue λi(0), i ∈ {1, . . . , N}. Since all the eigenvalues of a are distinct,
{e0i}i∈{1,...,N} forms a basis of RN . Denoting by {e0⋆i}i∈{1,...,N} its dual basis, we define
the scalar product 〈 · , · 〉0 by
(6) 〈v, w〉0 =
∑
k
(
e0
⋆kv
)(
e0
⋆kw
)
, v, w ∈ RN .
With ι0 the isomorphism of R
N⋆ onto RN induced by 〈 · , · 〉0, the inner product 〈 · , · 〉0⋆
induced by ι0 on R
N⋆ is given by
〈η, ξ〉0⋆ =
〈
ι0(η), ι0(ξ)
〉
0
, η, ξ ∈ RN⋆.
We then obtain the induced norms ‖ · ‖0 and ‖ · ‖0⋆ on RN and RN⋆, respectively, from
(7) ‖v‖0 =
√
〈v, v〉0, v ∈ RN , and ‖η‖0⋆ =
√
〈η, η〉0⋆ , η ∈ RN⋆.
Now, for i ∈ {1, . . . , N} and u ∈ Bn2δ(0), let ei = ei(u) be the eigenvector of a(u)
corresponding to the eigenvalue λi(u) and fulfilling the normalisation condition
(8a) ‖ei‖0 = 1, i ∈ {1, . . . , N}.
By the strict hyperbolicity of (1), the ei form a basis of R
N . Let {e⋆i}i∈{1,...,N} denote
the basis dual to {ei}i∈{1,...,N}, so that
(8b) e⋆iej = δ
i
j , i, j ∈ {1, . . . , N}.
Observe that ei, and thus e
⋆i, are determined uniquely up to sign by (8a). Moreover,
viewing a as a linear map acting on the dual RN
⋆
of RN , we have
(9) e⋆ia = λie
⋆i, i ∈ {1, . . . , N}.
Notice, as well, that with the matrix a, also ei, e
⋆i and λi are C
max{2,K}.
Remark. Defining the (N ×N)–matrices G and G0 by Gij = ei · ej and G0ij = 〈ei, ej〉0,
i, j ∈ {1, . . . , N}, respectively, e⋆i, i ∈ {1, . . . , N} acts on vectors v ∈ RN by
e⋆iv =
∑
j
(G−1)ijej · v =
∑
j
(G0
−1)ij〈ej , v〉0.
Here, “·” denotes the Euclidean inner product in RN . The normalisation condition (8a)
states that G0ii = 1, i ∈ {1, . . . , N}. This is different from [Joh74], where John sets
(G−1)ii = 1, i ∈ {1, . . . , N}.
Remark 1. For a better geometric understanding, consider the following. Think of u as
a mapping u : M → N , where M = R × [0, T ] is (a strip in) the (x, t)–plane and N is
an N–dimensional manifold. Then, given (x0, t0) ∈ M and writing y0 = u(x0, t0) ∈ N ,
the vectors ∂
∂x
u(x0, t0) and
∂
∂t
u(x0, t0) in Ty0N are tangent to the images under u of the
coordinate lines {t = t0} and {x = x0}, respectively, in the (x, t)–plane. Moreover, a(y0)
is a map of Ty0N into itself, and the equation (1) at (x0, t0) gives a relation between the
tangent vectors ∂
∂x
u(x0, t0) and
∂
∂t
u(x0, t0):(
∂
∂t
u(x0, t0)
)
+ a
(
u(x0, t0)
)( ∂
∂x
u(x0, t0)
)
= 0.
A smooth vectorfield v on N is an eigen–vectorfield of a, if v(y) is an eigenvector of a(y)
at each y ∈ N . So there is a smooth function λ on N such that
av = λv.
Note that the condition that the eigenvalues λ of a be real and distinct implies that the
manifold N is parallelisable.
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At any arbitrary y ∈ N , we can also consider a(y) as a linear map from T ⋆yN into
itself by:
ζ 7→ ζa(y), ∀ζ ∈ T ⋆yN ,
where (
ζa(y)
)
w = ζ
(
a(y)w
)
, ∀w ∈ TyN .
A smooth 1–form ξ on N is an eigen–1–form of a, if ξ(y) is an eigen–covector of a(y) at
each y ∈ N . So there is a smooth function λ′ on N such that
ξa = λ′ξ.
Assuming all the eigenvalues λi, i ∈ {1, . . . , N}, of a are distinct, and given a basis
{ei}i∈{1,...,N} of eigen–vectorfields, the dual basis {e⋆i}i∈{1,...,N} of 1–forms fulfils
e⋆i(y)ej(y) = δ
i
j , ∀i, j ∈ {1, . . . , N}, ∀y ∈ N .
It follows that e⋆i is an eigen–1–form of a with the same eigenvalue function λi as ei.
Now consider a non–zero “seed” function f0 ∈ CK,1c
(
R;BNδ (0)
)
with support in the
interval I0 = [−1, 1]. Here, CK,1c is the space of compactly supportedK times differentiable
functions with Lipschitz continuous Kth derivative. For ϑ > 0, let
(10) f = ϑf0.
In what follows, we want to study solutions u ∈ CK
(
R × [0, t⋆);BNδ (0)
)
of the Cauchy
problem
(11)

∂
∂t
u(x, t) + a
(
u(x, t)
) ∂
∂x
u(x, t) = 0, (x, t) ∈ R × [0, t⋆),
u(z, 0) = f(z), z ∈ R,
on their maximal time–slab of existence R × [0, t⋆). Our focus will lie on their behaviour
at the final time t⋆.
2.2. Characteristics (cf. [Joh74]). Consider a solution u ∈ CK
(
R × [0, T ];BNδ (0)
)
of
(11) for some T > 0. For z ∈ R and i ∈ {1, . . . , N}, let Ci(z) denote the ith characteristic
starting at z, i.e., the set of points
(12) Ci(z) =
{(
Xi(z, t), t
)
∈ R × [0, T ]
∣∣∣ t ∈ [0, T ]},
where Xi(z, t) is a solution of
(13)

∂
∂t
Xi(z, t) = λi
(
u
(
Xi(z, t), t
))
,
Xi(z, 0) = z.
Note that, since λi, u ∈ CK , the theory of ordinary differential equations tells us that Xi
is unique and itself CK . Therefore,
(14) Xi(z1, t) < Xi(z2, t), for all t ∈ [0, T ], whenever z1 < z2,
so that
(15) Xi(−1, t) ≤ Xi(z, t) ≤ Xi(1, t), for all z ∈ I0 = [−1, 1], t ∈ [0, T ].
Notice that u is supported in the region delimited by t = 0, t = T , and the extreme
characteristics CN (−1) and C1(1), which are actually straight lines:
(16) XN (−1, t) = −1 + λN (0)t, X1(1, t) = 1 + λ1(0)t.
We now show that our assumption (5) ensures that the sets Ri = Ci(I0) =
⋃
z∈I0 Ci(z),
which we shall call characteristic strips, are “separated” after a short time. Indeed, from
(13), (3), we have, for all i ∈ {0, . . . , N}, z ∈ I0, t ∈ [0, T ],
(17) z + λit ≤ Xi(z, t) ≤ z + λit.
But then, using (4), we have for k < l,
Xk(−1, t)−Xl(1, t) ≥
(
−1 + λkt
)
−
(
1 + λlt
)
≥ −2 + (λk − λl)t ≥ −2 + σt,
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which, by (5), is strictly positive as soon as t exceeds
(18) t0 =
2
σ
.
As a result,
(19)
(
Rk
⋂
Rl
)⋂{
(x, t)
∣∣ t ∈ [t0, T ]} = ∅, ∀k 6= l.
Next, we observe that (14) implies that we can introduce a new set of coordinates on
R × [0, T ].
2.3. Characteristic coordinates. Let i ∈ {1, . . . , N} be given. Since, by (14),Xi(z1, t) <
Xi(z2, t), whenever z1 < z2, and since Xi ∈ CK , we can introduce the following coordin-
ates (zi, si) on R × [0, T ]: Given (x, t) ∈ R × [0, T ], there is a unique (zi, si) ∈ R × [0, T ]
such that
(x, t) =
(
Xi(zi, si), si
)
.
Introducing the function (cf. [Joh74])
(20) ρi(zi, si) =
∂
∂zi
Xi(zi, si)
on R × [0, T ], and recalling from (13) that
λi(zi, si) =
∂
∂si
Xi(zi, si),
we obtain
(21)

∂
∂zi
= ρi
∂
∂x
,
∂
∂si
= λi
∂
∂x
+
∂
∂t
,
and
{
dx = ρidzi + λidsi,
dt = dsi.
Note that ρi represents the inverse density of the i
th characteristics, whereas λi rep-
resents their speed. It will turn out that ρi acts as a regularising factor for
∂
∂x
u inside the
characteristic strip Ri. The formation of “shock” will then be characterised by ρi tending
to zero.
2.4. Bi–characteristic coordinates. Observe that, by our assumption (5), the inter-
section between an ith and a jth characteristic (i 6= j) has to be transversal. Fixing then
i, j ∈ {1, . . . , N}, i 6= j, we can eliminate si in favour of zj as a coordinate, zj acting as
a parameter along the characteristic Ci(zi) (and likewise for sj). The coordinates thus
obtained on R× [0, T ] are described as follows: Given (x, t) ∈ R× [0, T ], there is a unique
(yi, yj) ∈ R2 such that
(x, t) =
(
Xi
(
yi, t
′(yi, yj)
)
, t′(yi, yj)
)
=
(
Xj
(
yj , t
′(yi, yj)
)
, t′(yi, yj)
)
,
for some CK–function t′ of yi and yj . We compute
∂
∂yi
=
(
ρi + λi
∂
∂yi
t′
)
∂
∂x
+
(
∂
∂yi
t′
)
∂
∂t
= λj
(
∂
∂yi
t′
)
∂
∂x
+
(
∂
∂yi
t′
)
∂
∂t
,
∂
∂yj
= λi
(
∂
∂yj
t′
)
∂
∂x
+
(
∂
∂yj
t′
)
∂
∂t
=
(
ρj + λj
∂
∂yj
t′
)
∂
∂x
+
(
∂
∂yj
t′
)
∂
∂t
.
It follows that
∂
∂yi
t′ =
ρi
λj − λi ,
∂
∂yj
t′ =
ρj
λi − λj ,
where the denominators are non–zero by (5). Hence, using also (21),
(22a)

∂
∂yi
=
ρiλj
λj − λi
∂
∂x
+
ρi
λj − λi
∂
∂t
=
ρi
λj − λi
∂
∂sj
=
∂
∂zi
+
ρi
λj − λi
∂
∂si
,
∂
∂yj
=
ρjλi
λi − λj
∂
∂x
+
ρj
λi − λj
∂
∂t
=
ρj
λi − λj
∂
∂si
=
∂
∂zj
+
ρj
λi − λj
∂
∂sj
,
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and
(22b)

dx =
ρiλj
λj − λi dyi +
ρjλi
λi − λj dyj ,
dt = dsi = dsj =
ρi
λj − λi dyi +
ρj
λi − λj dyj ,
dzi = dyi,
dzj = dyj .
Before stating our results, we introduce the technical assumption ultimately responsible
for the formation of shocks.
2.5. The first variation of a and genuine non–linearity (cf. [Joh74]). So far, we
only required our Cauchy problem (11) to fulfil (5), i.e., we assumed the matrix function
a of u to be strictly hyperbolic around the trivial solution in such a way that the different
characteristic speeds are uniformly bounded away from each other. In order to ensure the
formation of shock, we require, in addition, that the system (1) be genuinely non–linear
around the trivial solution, i.e., for each i, we assume that the change of λi(0) in the
direction ei(0) is non–zero.
Before giving the precise definition at the end of this subsection, we introduce the
following coefficients to describe the first variation of a:
(23) cjkl = c
j
kl(u) = e
⋆j(u)
(
Del(u)a(u)
)
ek(u), j, k, l ∈ {1, . . . , N},
where
(24) Del(u)ϕ(u) = dϕ(u)el(u) = lim
ǫ→0
1
ǫ
(
ϕ
(
u+ ǫel(u)
)
− ϕ(u)
)
denotes the directional derivative of a (scalar–, vector– or matrix–valued) function ϕ of u
in the direction el. Note that, since
{
ei(u)
}
i∈{1,...,N} forms a basis of the tangent space
TuR
N at u, the coefficients defined above are sufficient to completely describe the first
variation of a.
Now, since ek is an eigenvector of a, so that (a− λk id)ek = 0, we have
(a− λk id)(Delek) = −(Dela−Delλk id)ek.
Thus, using (9), (8b) and (23), we get
(λm − λk)e⋆m(Delek) = e⋆m(a− λk id)(Delek)
= −e⋆m(Dela−Delλk id)ek = −cmkl + δmk(Delλk).
Setting m = k, this yields
(25) Delλk = c
k
kl,
while for m 6= k we get,
e⋆m(Delek) =
1
λk − λm c
m
kl.
Thus, expanding Delek in the basis {e1, . . . , eN}, we have
Delek =
∑
m
(
e⋆m(Delek)
)
em =
(
e⋆k(Delek)
)
ek +
∑
m
m 6=k
1
λk − λm c
m
klem.
But, since ‖ek‖0 = 1, whence
〈
(Delek), ek
〉
0
= 1
2
Del
(
‖ek‖20
)
= 0, we obtain
e⋆k(Delek) = −
∑
m
m 6=k
1
λk − λm c
m
kl〈em, ek〉0,
from which we infer
(26) Delek =
∑
m
m 6=k
1
λm − λk c
m
kl
(
〈em, ek〉0ek − em
)
.
From the duality condition (8b), we get
(Dele
⋆j)ek = −e⋆j(Delek),
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and compute
(Dele
⋆j)ek = −
∑
m
m 6=k
1
λm − λk c
m
kl
(
〈em, ek〉0δjk − δjm
)
.
Thus, expanding Dele
⋆j in the basis {e⋆1, . . . , e⋆N}, it follows that
Dele
⋆j =
∑
k
(
(Dele
⋆j)ek
)
e⋆k =
∑
k,m
m 6=k
1
λk − λm c
m
kl
(
〈em, ek〉0δjk − δjm
)
e⋆k
=
∑
m
m 6=j
1
λj − λm c
m
jl 〈em, ej〉0e⋆j −
∑
k
k 6=j
1
λk − λj c
j
kle
⋆k
=
∑
k
k 6=j
1
λj − λk
(
ckjl〈ek, ej〉0e⋆j + cjkle⋆k
)
.(27)
We are now ready to give the definition of genuine non–linearity for the system (1):
we simply require ciii(0) = Deiλi(0) 6= 0 (cf. (23) and (25)).
By an appropriate choice of sign for each ei (and hence for e
⋆i), we can without loss
of generality assume that
(28) ciii(0) < 0, ∀i ∈ {1, . . . , N}.
Choosing then δ > 0 small enough, we can ensure by continuity that
(29) ciii(v) < 0, ∀v ∈ BN2δ(0), ∀i ∈ {1, . . . , N}.
2.6. Statement of results. Before we can state our results, we need to introduce the
following first and second order quantities related to a solution u ∈ CK
(
R×[0, t⋆);BNδ (0)
)
of the Cauchy–problem (11) subject to the additional assumption (28) on its maximal
time–slab R × [0, t⋆) of existence.
Fix i ∈ {1, . . . , N}. For k ∈ {1, . . . , N}, let
(30) wk(x, t) = e⋆k
(
u(x, t)
) ∂
∂x
u(x, t),
and, for the given i, let
(31) vi(zi, si) = e
⋆i
(
u(zi, si)
) ∂
∂zi
u(zi, si) = ρi(zi, si)w
i(zi, si).
Here, and in the following, we abuse notation and write
u(zi, si) for u
(
Xi(zi, si), si
)
, etc. . .
Further, define
(32) µi(zi, si) =
∂
∂zi
ρi(zi, si) and ν
i(zi, si) =
∂
∂zi
vi(zi, si).
Finally, fix j ∈ {1, . . . , N}, j 6= i, and define
(33) (i)τj(yi, yj) =
∂
∂yj
ρj(yi, yj) and
(i)ωj(yi, yj) =
∂
∂yj
vj(yi, yj).
Theorem 2. Let N,K ∈ N \ {0}, let U ⊂ RN be an open neighbourhood of 0, and let
a ∈ Cmax{2,K}(U ;RN×N ) be such that the system
(1)
∂
∂t
u+ a(u)
∂
∂x
u = 0
is strictly hyperbolic and genuinely non–linear. Let δ > 0 be sufficiently small, so that
conditions
(2) BN2δ(0) ⊂ U,
(5) σ > 0
and
(29) ciii(v) < 0, ∀v ∈ BN2δ(0), i ∈ {1, . . . , N}.
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hold. Let f0 ∈ CK,1c
(
R;BNδ (0)
)
have support in I0 = [−1, 1]. Finally, let ε ∈
(
0, 1
100
)
be
a parameter.
Then there is a constant ϑ0 > 0, depending solely on a, δ, ε and the C
K,1–norm of f0,
such that the following statements hold for any solution u ∈ CK
(
R × [0, t⋆);BNδ (0)
)
of
(11)

∂
∂t
u(x, t) + a
(
u(x, t)
) ∂
∂x
u(x, t) = 0, (x, t) ∈ R × [0, t⋆),
u(z, 0) = f(z), z ∈ R,
with initial data f = ϑf0 and given on its maximal time–slab of existence R × [0, t⋆),
whenever 0 < ϑ < ϑ0.
(i) (cf. [Joh74]) For every i ∈ {1, . . . , N}, we have: ρi and vi are bounded everywhere.
Moreover, ρi(zi, t) > 0 for all zi ∈ R, t < t⋆. Also, wi is bounded outside the strip
Ri.
(ii) Let W+0 = sup
k∈{1,...,N}
z∈R
wk(z, 0). Then
min
i
1
(1 + ε)3|ciii(0)|W+0
≤ t⋆ ≤ max
i
1
(1− ε)4|ciii(0)|W+0
.
Moreover, there is an index i+ ∈ {1, . . . , N} and an initial location z+ ∈ R such
that limtրt⋆ ρi+(z
+, t) = 0.
(iii) If K ≥ 2, we have for every i ∈ {1, . . . , N}: µi and νi remain bounded inside Ri.
Moreover, for every j ∈ {1, . . . , N}\{i}, (i)τj and (i)ωj remain bounded inside Ri.
Also, ∂
∂x
wi is bounded outside all the strips, i.e., in
(
R× [0, t⋆)
)
\⋃
k∈{1,...,N}Rk.
2.7. Some notation. In the following and similarly to [Joh74], we shall write A = O(B)
for two quantities A and B depending on the initial data f = ϑf0, whenever there exists
a constant C, depending only on the matrix function v 7→ a(v), on the size δ > 0 of the
N–ball on which our system (1) is uniformly strictly hyperbolic, in the sense that (5)
holds, as well as genuinely non–linear, in the sense that (29) holds, and on the CK,1–norm
of the seed f0, such that ∥∥A(f)∥∥ ≤ C∥∥B(f)∥∥,
for all f with ϑ > 0 small enough. Here, the meaning of ‖ · ‖ depends on the quantity under
consideration. It is the usual absolute value when applied to scalars. If the quantities are
vectors, we use the Euclidean norm | · |, the norm ‖ · ‖0 or the norm ‖ · ‖0⋆ (cf. (7)), in
dependence of whether the quantity lives in BNδ (0) ⊂ RN , in the tangent space TuRN or
in the co–tangent space T ⋆uR
N , respectively.
Also, for the rest of the paper, let ε ∈
(
0, 1
100
)
be fixed. We will use it as a parameter
to tweak our estimates so as not to get too big deviations, the idea being that ε is very
close to zero (assuming ε < 1/100 is enough, but we can obtain better approximations if
we choose it even smaller).
2.8. A reminder on the Gronwall lemma. For the sake of completeness, we recall the
precise statement of the Gronwall lemma in the form in which we are going to apply it.
We do this to avoid stronger regularity conditions or additional assumptions on the signs
sometimes encountered in the literature. Note also that the lemma remains valid with
reversed inequalities.
Lemma 3. Let T > 0 and let η be an absolutely continuous, real–valued function on
[0, T ). Also, let ψ and ϕ be two locally integrable, real–valued functions on [0, T ). Assume
that
(34)
d
dt
η(t) ≤ ψ(t)η(t) + ϕ(t)
is satisfied for almost every t ∈ [0, T ). Then the following inequality holds for all t ∈ [0, T )
(35) η(t) ≤ e
∫
t
0
ψ(r)dr
(
η(0) +
∫ t
0
e
−
∫
s
0
ψ(r)dr
ϕ(s)ds
)
.
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Proof. By the fundamental theorem of calculus, we have d
ds
∫ s
0
ψ(r)dr = ψ(s) for almost
every s ∈ [0, T ), since ψ is locally integrable. Therefore, for almost every s ∈ [0, T ),
d
ds
(
η(s)e
−
∫
s
0
ψ(r)dr
)
= e
−
∫
s
0
ψ(r)dr
(
d
ds
η(s) + ψ(s)η(s)
) (34)
≤ e−
∫
s
0
ψ(r)dr
ϕ(s).
Integrating this from 0 to t ∈ [0, T ), we obtain for every t ∈ [0, T ) that
η(t)e
−
∫
t
0
ψ(r)dr − η(0) ≤
∫ t
0
e
−
∫
s
0
ψ(r)dr
ϕ(s)ds,
from which (35) is immediate. 
We deduce the following result for a special case of two coupled integral inequalities.
Lemma 4. Let T > 0 and let η0, η1 be two non–negative, locally integrable functions on
[0, T ). Assume further that there exist non–negative constants A0, A1, B0, B1, as well as
two real–valued, locally integrable functions ϕ0, ϕ1 on [0, T ), such that
(36) ηi(t) ≤ Ai
∫ t
0
ηi(s)ds+Bi
∫ t
0
η1−i(s)ds+ ϕi(t), i ∈ {0, 1},
is satisfied for almost every t ∈ [0, T ). Then there are constants cji , d, f j , gi (i, j ∈ {0, 1}),
depending only on A0, A1, B0, B1 and T , such that the following inequalities hold for every
t ∈ [0, T ) and every i ∈ {0, 1}
(37) ηi(t) ≤
1∑
j=0
cji
(
d
∫ t
0
ed(t−s)
∫ s
0
ef
j(s−r)ϕj(r)dr ds+
∫ t
0
egi(t−s)ϕj(s)ds
)
+ ϕi(t).
In particular, if ϕ0 and ϕ1 are bounded on [0, T ), then so are η0 and η1.
Proof. For t ∈ [0, T ) and i ∈ {0, 1}, let
η˜i(t) =
∫ t
0
ηi(s)ds.
Then η˜i is absolutely continuous, hence almost everywhere differentiable, as well as locally
integrable. Moreover, η˜i is non–negative, non–decreasing, and we have η˜i(0) = 0. From
(36), we see that for almost every t ∈ [0, T ),
d
dt
η˜i(t) ≤ Aiη˜i(t) +Biη˜1−i(t) + ϕi(t).
Then we obtain from Lemma 3 that, for every t ∈ [0, T ) and i ∈ {0, 1},
η˜i(t) ≤
∫ t
0
eAi(t−s)
(
Biη˜1−i(s) + ϕi(s)
)
ds ≤ eAiTBi
∫ t
0
η˜1−i(s)ds+
∫ t
0
eAi(t−s)ϕi(s)ds.
Letting
B̂i = e
AiTBi, ϕ̂i(t) =
∫ t
0
eAi(t−s)ϕi(s)ds,
we can write this as
(38) η˜i(t) ≤ B̂i
∫ t
0
η˜1−i(s)ds+ ϕ̂i(t), i ∈ {0, 1}.
By monotonicity of η˜1−i, ∫ t
0
η˜1−i(s)ds ≤ T η˜1−i(t),
whence
η˜i(t) ≤ B̂iT η˜1−i(t) + ϕ̂i(t).
Inserting (38) for η˜1−i(t) into this, we obtain the following inequalities that hold for every
t ∈ [0, T ) and i ∈ {0, 1}
η˜i(t) ≤ B̂iB̂1−iT
∫ t
0
η˜i(s)ds+ ϕ̂i(t) + B̂iT ϕ̂1−i(t).
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Setting
A˜ = B̂0B̂1T, ϕ˜i(t) = ϕ̂i(t) + B̂iT ϕ̂1−i(t),
this reads
(39) η˜i(t) ≤ A˜
∫ t
0
η˜i(s)ds+ ϕ˜i(t), i ∈ {0, 1}.
Defining for i ∈ {0, 1} the absolutely continuous, non–negative, non–decreasing functions
Hi(t) =
∫ t
0
η˜i(s)ds,
we obtain for almost every t ∈ [0, T )
d
dt
Hi(t) ≤ A˜Hi(t) + ϕ˜i(t).
Since Hi(0) = 0, we obtain from Lemma 3 for every t ∈ [0, T ) and i ∈ {0, 1} that
Hi(t) ≤
∫ t
0
eA˜(t−s)ϕ˜i(s)ds.
Since, by (36), (39), we have for i ∈ {0, 1},
ηi(t) ≤ Ai
(
A˜Hi(t) + ϕ˜i(t)
)
+Bi
(
A˜H1−i(t) + ϕ˜1−i(t)
)
+ ϕi(t),
we obtain the desired result with the constants
cii = Ai +B0B1Te
A1−iT ,
c1−ii = Bi + AiBiTe
AiT ,
d = e(A0+A1)TB0B1T,
f i = Ai,
gi = Ai,
where i ∈ {0, 1}. 
3. John’s bounds on the first order quantities and the inverse density of
characteristics
3.1. The evolution equations for the first order quantities (cf. [Joh74]). In this
subsection, we compute the evolution equations of some first order quantities along an ith
characteristic.
So fix i ∈ {1, . . . , N}. For k ∈ {1, . . . , N}, let (see (30), (31))
wk = e⋆k
∂
∂x
u,(40)
and, for the given i, let
vi = e⋆i
∂
∂zi
u = ρiw
i.(41)
Then, by (40),
∂
∂x
u =
∑
k
(
e⋆k
∂
∂x
u
)
ek =
∑
k
wkek,(42)
and so, by (21), (41),
∂
∂zi
u = ρi
∑
k
wkek = v
iei + ρi
∑
k
k 6=i
wkek.(43)
From (1) and (21) we have
(44)
∂
∂si
u = λi
∂
∂x
u+
∂
∂t
u =
(
λi id−a
) ∂
∂x
u,
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whence, by (42),
(45)
∂
∂si
u =
∑
k
(
λi − λk
)
wkek.
It then follows from (23) that
e⋆j
(
∂
∂si
a
)
ek =
∑
l
e⋆j(Dela)
(
e⋆l
∂
∂si
u
)
ek =
∑
l
(λi − λl)cjklwl,(46)
while, using (42),
e⋆j
(
∂
∂x
a
)
ek =
∑
l
e⋆j(Dela)
(
e⋆l
∂
∂x
u
)
ek =
∑
l
cjklw
l.(47)
Similarly, from (25), we get, using (45), respectively (42), (43),
∂
∂si
λj =
∑
k
(λi − λk)cjjkwk,(48)
∂
∂x
λj =
∑
k
cjjkw
k,(49)
∂
∂zi
λj = ρi
∑
k
cjjkw
k = cjjiv
i + ρi
∑
k
k 6=i
cjjkw
k.(50)
In the same way, we recover with (45) from (27) that
(51)
∂
∂si
e⋆j =
∑
k,l
k 6=j
λi − λl
λj − λkw
l
(
ckjl〈ek, ej〉0e⋆j + cjkle⋆k
)
.
Finally, we get, using (20), (13), (50),
(52)
∂
∂si
ρi =
∂
∂si
(
∂
∂zi
Xi
)
=
∂
∂zi
(
∂
∂si
Xi
)
=
∂
∂zi
λi = ρi
∑
k
ciikw
k = ciiiv
i+
(∑
m
m 6=i
ciimw
m
)
ρi.
These are actually not all the first order quantities. As we shall promptly see, ∂
∂si
wi
and ∂
∂si
vi are as well of order one in the derivatives of u.
We assume in the following that K ≥ 2, although equations (55), (57), (58) below
remain valid for K = 1. We start by considering ∂
∂si
wi. We have from (40)
∂
∂si
wi =
(
∂
∂si
e⋆i
)
∂
∂x
u+ e⋆i
(
∂
∂si
(
∂
∂x
u
))
.
But, from (21), and using (1), we have
∂
∂si
(
∂
∂x
u
)
= λi
∂2
∂x2
u+
∂2
∂x∂t
u = λi
∂2
∂x2
u− ∂
∂x
(
a
∂
∂x
u
)
=
(
λi id−a
) ∂2
∂x2
u−
(
∂
∂x
a
)
∂
∂x
u,
whence
e⋆i
(
∂
∂si
(
∂
∂x
u
))
= −e⋆i
((
∂
∂x
a
)
∂
∂x
u
)
.
Therefore, by (51), as well as (23) and (42),
∂
∂si
wi =
∑
k,l
k 6=i
λi − λl
λi − λkw
l
(
ckil〈ek, ei〉0wi + ciklwk
)
−
∑
k,l
ciklw
kwl
= −ciii(wi)2 −
(∑
l
l 6=i
(
ciil + c
i
li −
∑
k
k 6=i
λi − λl
λi − λk c
k
il〈ek, ei〉0
)
wl
)
wi
+
∑
k,l
k 6=i,l 6=i
(
λi − λl
λi − λk − 1︸ ︷︷ ︸
=
λk−λl
λi−λk
)
ciklw
kwl.
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Thus, defining the coefficients
(53) γilm = γ
i
lm(u) = γ
i
ml
as in [Joh74] (notice, however, the difference in the last term in (54b) stemming from the
fact that we used the normalisation condition ‖ei‖0 = 1, whereas John uses |e⋆i| = 1),
γiii = −ciii,(54a)
γiim =
1
2
(
−cimi − ciim +
∑
l
l 6=i
λi − λm
λi − λl c
l
im〈el, ei〉0
)
, m 6= i,(54b)
γilm =
1
2
(
λl − λm
λi − λl c
i
lm +
λm − λl
λi − λm c
i
ml
)
, l 6= i,m 6= i,(54c)
we can write
(55)
∂
∂si
wi =
∑
l,m
γilmw
lwm.
Noticing that, by (54c),
(56) γill = 0, if l 6= i,
and using (53), (54a), we can write this as
∂
∂si
wi = −ciii(wi)2 +
∑
l,m
l 6=m
γilmw
lwm
= −ciii(wi)2 +
(∑
m
m 6=i
2γiimw
m
)
wi +
∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm.(57)
We take note that the right–hand side is indeed of first order in derivatives of u, as
announced.
It is now easy to compute ∂
∂si
vi. We obtain from (41), (52) and (57)
∂
∂si
vi =
∂
∂si
(
ρiw
i
)
=
(
∂
∂si
ρi
)
wi + ρi
(
∂
∂si
wi
)
= ciiiv
iwi +
(∑
m
m 6=i
ciimw
m
)
ρiw
i
− ρi
(
ciii(w
i)2
)
+ ρi
(∑
m
m 6=i
2γiimw
m
)
wi + ρi
( ∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
,
which, by (41), immediately simplifies to
(58)
∂
∂si
vi =
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)
vi +
( ∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
ρi.
Again, we take note that the right–hand side is of first order.
3.2. Some a–priori assumptions on the initial data. Seeking CK–solutions u of the
Cauchy problem (11) with initial condition (cf. (10))
(59) u( · , 0) = f = ϑf0,
where f0 ∈ CK,1c
(
R;BNδ (0)
)
has support in I0 = [−1, 1], we first have to restrict ourselves
to ϑ ∈ (0, 1) so that f has range in BNδ (0). Then, since we assumed that a ∈ Cmax{2,K},
the quantities a, λi, e
⋆i, ei, c
i
kl are defined and at least C
1 composed with f . We have
(cf. [Joh74])
(60) f = O(ϑ), f ′ = d
dz
f = O(ϑ),
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and thus
(61) λi(f)− λi(0) = O(ϑ), e⋆i(f)− e⋆i(0) = O(ϑ), ei(f)− ei(0) = O(ϑ),
while
(62) λi = O(1), e⋆i = O(1), ei = O(1).
We wish to stress here that we compute lengths of tangent (co–)vectors not with respect
to the Euclidean norm, but with respect to the appropriate norm induced by the scalar
product 〈 · , · 〉0 with respect to which the basis {ei(0)}i∈{1,...,N} is orthonormal (cf. (6)).
We further obtain that
ciii(f) − ciii(0) = O(f) = O(ϑ),
so that, by (29), it suffices to choose ϑ small enough so that
(63) (1 + ε)ciii(0) < c
i
ii(f) < (1− ε)ciii(0) < 0.
Finally, by (40), (60) and (62), we have for every z ∈ R,
(64) wi(z, 0) = e⋆if ′(z) = O(f ′) = O(ϑ).
Let us introduce now the following quantities:
W0 = max
i
sup
z
∣∣wi(z, 0)∣∣ , W+0 = max
i
sup
z
wi(z, 0),(65)
W0,0 = max
i
sup
z
∣∣e⋆i(0)f ′0(z)∣∣ , W+0,0 = max
i
sup
z
(
e⋆i(0)f ′0(z)
)
.(66)
We trivially have 0 ≤W+0 ≤W0 and 0 ≤W+0,0 ≤W0,0. Moreover, (64) implies that
(67) W0 = O(ϑ).
Also, we immediately infer from (62) (using in the first line also (42)) that
f ′ =
∑
i
wi( · , 0)ei(f) = O(W0)(68)
and
f ′0 =
∑
i
(
e⋆i(0)f ′0
)
ei(0) = O(W0,0).(69)
Now, since f0 is C
K and has support in I0 = [−1, 1], we must have, for all i ∈
{1, . . . , N},
(70) 0 = e⋆i(0)
(∫ 1
−1
f ′0(z)dz︸ ︷︷ ︸
=0
)
=
∫ 1
−1
(
e⋆i(0)f ′0(z)
)
dz.
Therefore, if f0 is non–constant (i.e., if f0 is non–zero, since, by continuity, any other
constant would contradict f0 being supported in I0), there must be an index i ∈ {1, . . . , N}
and a point in I0 where e
⋆i(0)f ′0 is strictly positive. We conclude
(71) 0 < W+0,0 ≤W0,0.
We now establish an explicit lower bound for W+0,0. By (66), there is an i0 and a z0 such
that
∣∣e⋆i0(0)f ′0(z0)∣∣ = W0,0. If e⋆i0(0)f ′0(z0) ≥ 0, we obtain from (66) that
(72) W+0,0 ≥ e⋆i0(0)f ′0(z0) =W0,0.
So let us assume that e⋆i0(0)f ′0(z0) < 0, and set
(73) ǫ0 =
W0,0
L
,
where
(74) L = sup
z′,z′′∈I0
z′6=z′′
∥∥f ′0(z′)− f ′0(z′′)∥∥0
|z′ − z′′|
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is the Lipschitz constant of f ′0. We then have, following [Joh74],
W0,0 = −e⋆i0(0)f ′0(z0) = − 1
2ǫ0
∫
|z−z0|<ǫ0
e⋆i0(0)f ′0(z0)dz
=
1
2ǫ0
∫
|z−z0|<ǫ0
e⋆i0(0)
(
f ′0(z)− f ′0(z0)
)
dz +
1
2ǫ0
∫
|z−z0|≥ǫ0
e⋆i0(0)f ′0(z)dz
− 1
2ǫ0
∫
I0
e⋆i0(0)f ′0(z)dz︸ ︷︷ ︸
(70)
= 0
(74),(66)
≤ 2L
2ǫ0
∥∥e⋆i0(0)∥∥
0︸ ︷︷ ︸
=1
∫ ǫ0
0
ydy +
1
2ǫ0
∫
I0
W+0,0dz
(73)
≤ 1
2
W0,0 +
L
W0,0
W+0,0.
We conclude that
(75) W+0,0 ≥
W 20,0
2L
.
SinceW0,0 ≤ L, for f ′0(±1) = 0, the right–hand side of (75) is smaller than the right–hand
side of (72), so that (75) is valid for either sign of e⋆i0(0)f ′0(z0).
We next show that (75) entails that we can estimate W0 in terms of W
+
0 . By (61) and
(69), we have for all i
(76)
(
e⋆i(f)− e⋆i(0)
)
f ′0 =
(
e⋆i(ϑf0)− e⋆i(0)
)
f ′0 = O(ϑW0,0).
Consequently, choosing ϑ small enough, we can ensure that∣∣∣(e⋆i(ϑf0)− e⋆i(0))f ′0∣∣∣ ≤ 12W+0,0, ∀i ∈ {0, . . . , N},
so that, if we pick i+ ∈ {1, . . . , N} and z+ ∈ I0 such that e⋆i+(0)f ′0(z+) =W+0,0 (cf. (66)),
we get
e⋆i
+(
ϑf0(z
+)
)
f ′0(z
+) =W+0,0+
(
e⋆i
+(
ϑf0(z
+)
)
−e⋆i+(0)
)
f ′0(z
+) ≥W+0,0−12W
+
0,0 =
1
2
W+0,0.
But then, since we have W+0 ≥ e⋆i
+
(f)f ′ on all I0 (cf. (65)), we infer that
(77) W+0 ≥ e⋆i
+(
ϑf0(z
+)
)(
ϑf ′0(z
+)
)
≥ ϑ
2
W+0,0 > 0.
On the other hand, if i and z are such that
∣∣∣e⋆i(f(z))f ′(z)∣∣∣ = W0, we recover from (59),
(66), (76), that
W0 =
∣∣∣e⋆i(ϑf0(z))(ϑf ′0(z))∣∣∣ ≤ ϑ ∣∣∣e⋆i(0)f ′0(z)∣∣∣+ ϑ ∣∣∣(e⋆i(ϑf0(z))− e⋆i(0))f ′0(z)∣∣∣
= O(ϑW0,0 + ϑ2W0,0) = O(ϑW0,0).
We conclude, using (77), (75), that
W0
W+0
= O
(
ϑW0,0
ϑW+0,0
)
= O(1),
i.e.,
(78) W0 = O(W+0 ).
3.3. John’s Theorem — the bounds. In this subsection, we recover the bounds ap-
pearing in the proof of the main theorem of F. John ([Joh74, Section 2]) following closely
his argumentation. We assume that, for some T > 0, u ∈ CK
(
R × [0, T ];BNδ (0)
)
is a
solution of (11), where a and δ are as in Theorem 2, and ϑ is small enough so that the
estimates of Subsection 3.2 hold.
We start by considering
(79) W (t) = max
i
sup
(x′,t′)
0≤t′≤t
∣∣wi(x′, t′)∣∣
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on [0, T ], where wi(x, t) = wi
(
u(x, t)
)
is defined by (40). Notice that W is non–decreasing
in t (it is actually also continuous, since the wi’s are CK−1 and have bounded support in
x), and that W (0) =W0. From (55), we have for all i ∈ {1, . . . , N} and every x ∈ R that
(80)
∂
∂si
∣∣wi(x, t)∣∣ ≤ ∣∣∣ ∂
∂si
wi(x, t)
∣∣∣ = ∣∣∣∣∣∑
l,m
γilmw
lwm
∣∣∣∣∣ ≤ ΓW (t)2, for almost every t ∈ [0, T ],
where
Γ = sup
v∈BN
δ
(0)
∑
i,l,m
∣∣γilm(v)∣∣ .
We then apply the following standard Gronwall–type argument (cf., e.g., [MPF91, § XI.13])
to obtain that
(81)
∣∣wi(x, t)∣∣ ≤ Y (t)
for all t ∈ [0, T ] for which the solution Y (t) of the initial value problem
(82)
{
d
dt
Y = ΓY 2,
Y (0) =W0,
is defined. Indeed, let Z be a solution of the initial value problem{
d
dt
Z = Γ
(
max{W,Z}
)2
,
Z(0) =W0,
and assume that there is a time t1 for which W (t1) > Z(t1). Then there is an i1 ∈
{1, . . . , N} and a z1 ∈ R, such that
(83)
∣∣wi1(Xi1(z1, t1), t1)∣∣ =W (t1) > Z(t1).
Let t = inf
{
t
∣∣W (s) > Z(s),∀s ∈ [t, t1]}. Then, necessarily,
(84) W (t) = Z(t).
Moreover, on [t, t1], we have max{W,Z} =W , so that
Z(t1)− Z(t) =
∫ t1
t
ΓW (s)2ds,
or
(85) Z(t) +
∫ t1
t
ΓW (s)2ds = Z(t1).
On the other hand, by integrating (80) for i1 along the i
th
1 characteristic Ci1(z1) passing
through
(
Xi1(z1, t1), t1
)
, we have∣∣∣wi1(Xi1(z1, t1), t1)∣∣∣− ∣∣∣wi1(Xi1(z1, t), t)∣∣∣ ≤ ∫ t1
t
ΓW (s)2ds.
This means that, using (79), (84) and (85), we get∣∣wi1(Xi1(z1, t1), t1)∣∣ ≤ ∣∣wi1(Xi1(z1, t), t)∣∣+ ∫ t1
t
ΓW (s)2ds
≤W (t) +
∫ t1
t
ΓW (s)2ds = Z(t) +
∫ t1
t
ΓW (s)2ds = Z(t1).
But this contradicts (83), and we must have W (t) ≤ Z(t) for all t ∈ [0, T ] for which Z is
defined. But then Z is actually a solution of (82), which establishes (81).
Now, (82) has the solution
(86) Y (t) =
W0
1− ΓW0t , t ∈
[
0,
1
ΓW0
)
.
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Recalling from (18) that the time t0 after which the characteristic strips Ri are separated
is O(1), so that, by (67),
ΓW0t0 = O(W0) = O(ϑ),
we see that (81) implies
(87)
∣∣wi(x, t)∣∣ ≤ (1 + ε)W0, ∀x ∈ R, ∀t ∈ [0, t0],
provided that ϑ is small enough. In other words, using (67),
(88) W (t) = O(W0) = O(ϑ), ∀t ∈ [0, t0].
Let us now introduce the following time–dependent bounds defined on [0, T ]:
V (t) = max
i
sup
(x′,t′)6∈Ri
0≤t′≤t
∣∣wi(x′, t′)∣∣ ,(89a)
S(t) = max
i
sup
(z′
i
,s′
i
)
z′
i
∈I0
0≤s′
i
≤t
ρi(z
′
i, s
′
i),(89b)
J(t) = max
i
sup
(z′
i
,s′
i
)
z′
i
∈I0
0≤s′
i
≤t
∣∣vi(z′i, s′i)∣∣ ,(89c)
U(t) = sup
(x′,t′)
0≤t′≤t
∣∣u(x′, t′)∣∣ .(89d)
Like W (t) (see (79)), these quantities are non–decreasing in t (and, actually, also continu-
ous). By (20), (13), we see that, initially,
(90) ρi(zi, 0) = 1,
and thus, by (41), that
(91) vi(zi, 0) = w
i(zi, 0),
so that we obtain, using that u( · , 0) = f( · ) ∈ BNδ (0) is supported in I0,
V (0) = 0,(92a)
S(0) = 1,(92b)
J(0) =W0,(92c)
U(0) ≤ δ, and, by (60), U(0) = O(ϑ).(92d)
Next, we want to estimate these quantities on [0, t0]. For V , we make use of (80) and
the fact that, for any (x′, t′) 6∈ Ri the corresponding characteristic coordinates (z′i, s′i) =(
z′i(x
′, t′), s′i(x
′, t′)
)
fulfil z′i 6∈ I0 so that wi(z′i, 0) = 0. Then we have, using (18), (88),
(93) V (t) = O(W 20 ), ∀t ∈ [0, t0].
We then consider ρi. By the second to last equality in (52), we see that
(94)
∂
∂si
ρi(zi, si) = O
(
W (si)ρi(zi, si)
)
,
from which we immediately conclude that, for as long as u is defined and CK (i.e., for
t ∈ [0, T ] according to our assumption), so thatW is bounded, we have, using the standard
Gronwall–inequality (Lemma 3),
ρi(zi, t) ≥ ρi(zi, 0)︸ ︷︷ ︸
=1
exp
(
−O
(
tW (t)
))
,
and hence
(95) ρi( · , t) > 0, ∀i ∈ {1, . . . , N}, ∀t ∈ [0, T ].
In particular, we have for t ∈ [0, t0], using (18), (88),
ρi(zi, t) ≥ exp
(
−O(ϑ)
)
,
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so that we get for small enough ϑ,
(96) ρi( · , t) ≥ 1− ε > 0, ∀t ∈ [0, t0].
Similarly, (94) implies that ρi(zi, t) ≤ exp
(
O
(
tW (t)
))
, so that, by (88), (89b),
(97) S(t) ≤ (1 + ε), ∀t ∈ [0, t0],
for sufficiently small ϑ. In other words,
(98) S(t) = O(1), ∀t ∈ [0, t0].
Regarding vi, we obtain from (58), using (41), (79), (89b), that
∂
∂si
vi(zi, si) = O(ρiW (t)2) = O
(
S(t)W (t)2
)
,
which, by (18), (98), (88), (92c), (67), implies after integrating and taking supremums
that
(99) J(t) = J(0) +O(W 20 ) =W0 +O(ϑW0) = O(W0), ∀t ∈ [0, t0].
Finally, since
u(x, t) =
∫ x
XN (−1,t)
∂
∂x
u(x′, t)dx′,
we obtain from (42),
(100)
∣∣u(x, t)∣∣ = O(∑
i
∫ X1(1,t)
XN (−1,t)
∣∣wi(x′, t)∣∣ dx′).
Then, by (89d), (16), (79), (18),
(101) U(t) = O
((
2 +
(
λ1(0)− λN(0)
)
t
)
W (t)
)
= O(W0) = O(ϑ), ∀t ∈ [0, t0],
so that
(102) U(t) ≤ δ, ∀t ∈ [0, t0],
for sufficiently small ϑ.
Using (67), we conclude from (93), (96) and (97), and (99), respectively, that V , S,
and J stay close to their initial values (92), as long as t ∈ [0, t0] and ϑ is suitably small.
Also, under those assumptions, the solution u remains in the N–ball BNδ (0) where it lay
initially.
We next consider times t ∈ [t0, T ]. Let (x, t) ∈ Ri for some i be given. Then the last
equality in (52) gives along the ith characteristic Ci(zi) through (x, t) that
(103)
∂
∂si
ρi(zi, si) = O
(
J(si) + V (si)S(si)
)
, ∀si ∈ [t0, T ],
where we have used that, by (19),
(
Rm
⋂Ri)⋂{(x′, t′) ∣∣ t′ ∈ [t0, T ]} = ∅, ∀m 6= i.
Integrating, and using (98), we obtain
ρi(zi, t) = O
(
1 + tJ(t) + tV (t)S(t)
)
,
so that, by varying i and x such that (x, t) ∈ Ri
⋂{
(x′, t′)
∣∣ t′ ∈ [t0, T ]}, we have
(104) S(t) = O
(
1 + tJ(t) + tV (t)S(t)
)
, ∀t ∈ [0, T ],
which is compatible with (98). Next, we argue in the same way for vi. Fixing again
(x, t) ∈ Ri for some i and using (58), we get
(105)
∂
∂si
vi(zi, si) = O
(
V (si)J(si) + V (si)
2S(si)
)
, ∀si ∈ [t0, t].
Integrating, using (99), and varying i and x, we arrive at
(106) J(t) = O
(
W0 + tV (t)J(t) + tV (t)
2S(t)
)
, ∀t ∈ [0, T ].
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From (104) and (106), we see that it will be fundamental to estimate V (t). So fix i ∈
{1, . . . , N} and assume that (x, t) 6∈ Ri with t ∈ [t0, T ]. (55) then gives along the ith
characteristic Ci(zi) passing through (x, t),
(107)
∂
∂si
wi
(
Xi(zi, si), si
)
=
∑
l,m
(γilmw
lwm)
(
Xi(zi, si), si
)
.
For the given zi, let
(108) Πzik (t) =
{
t′ ∈ [0, t]
∣∣∣ (Xi(zi, t′), t′) ∈ Rk}, k ∈ {1, . . . , N}.
Clearly, Πzii (t) = ∅, since zi 6∈ I0. Also, by definition (18) of t0, so that (19) holds,(
Πzil (t)
⋂
Πzim(t)
)⋂
[t0, T ] = ∅. Therefore, using zi 6∈ I0, whence wi(zi, 0) = 0, as well as
(56), (89a), (93), we obtain after integration along Ci(zi)
(109)
∣∣wi(zi, t)∣∣ = O(W 20 + tV (t)2 + V (t)∑
k
k 6=i
∫
Π
zi
k
(t)
∣∣wk(Xi(zi, t′), t′)∣∣ dt′).
Observe that
(56) γill = 0, if l 6= i,
was crucial for this estimate. Now, for each t′ ∈ Πzik (t), we have
(
Xi(zi, t
′), t′
)
∈ Rk.
Parametrising Ci(zi)
⋂Rk by yk ∈ Izik (t) for some Izik (t) ⊂ I0 (recall Subsection 2.4), we
get from (22b), using that yi = zi is constant along Ci(zi),∫
Π
zi
k
(t)
∣∣wk(Xi(zi, t′), t′)∣∣ dt′ = ∫
I
zi
k
(t)
ρk
(
yk, t
′(yi, yk)
)
|λi − λk|
∣∣∣wk(yk, t′(yi, yk))∣∣∣dyk(110)
=
∫
I
zi
k
(t)
∣∣vk(yk, t′(yi, yk))∣∣
|λi − λk| dyk = O
(
J(t)
)
.
Consequently, we get from (109), (89a) after varying i and x such that (x, t) 6∈ Ri,
(111) V (t) = O
(
W 20 + tV (t)
2 + V (t)J(t)
)
, t ∈ [0, T ].
Finally, going back to (100) and sub–dividing the x–interval
[
XN (−1, t),X1(1, t)
]
for
t ∈ [t0, T ] into regions where (x, t) ∈ Ri for some i and regions where (x, t) 6∈
⋃
k
Rk, we
obtain with (16)∣∣u(x, t)∣∣ = O((X1(1, t)−XN (−1, t))V (t)+J(t)) = O((2+(λ1(0)−λN(0))t)V (t)+J(t)),
where we have used that, by (21), changing variables from (x′, t) to (z′i, t) yields for
constant t∫ Xi(1,t)
Xi(−1,t)
∣∣wi(x′, t)∣∣ dx′ = ∫ 1
−1
∣∣wi(Xi(z′i, t), t)∣∣ ρi(z′i, t)dz′i = ∫
I0
∣∣vi(z′i, t)∣∣ dz′i = O(J(t)).
Consequently, we obtain taking supremums
(112) U(t) = O
(
V (t) + tV (t) + J(t)
)
, t ∈ [0, T ],
where we have used that, for t ∈ [0, t0], (101), (79), (41), (96) and (89c) allow us to
estimate U(t) by J(t).
Summarising, we have from (111), (104), (106) and (112), omitting the explicit t–de-
pendence,
V = O(W 20 + tV · V + V J),(113a)
S = O(1 + tJ + tV · S),(113b)
J = O(W0 + tV · J + tV · V S),(113c)
U = O(V + tV + J),(113d)
which are valid for all CK–solutions u of (11) for which u ∈ BNδ (0) for all t ∈ [0, T ],
provided ϑ is small enough.
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We now perform a bootstrap argument. We let t increase from zero so as to keep the
following inequalities satisfied:
tW+0 ≤ max
i
1
(1− ε)4|ciii(0)|
,(114a)
tV ≤
√
ϑ, J ≤
√
ϑ, V ≤ ϑ, U ≤
√
ϑ.(114b)
When t = 0, the estimates (114b) hold by (92), (67), for all sufficiently small ϑ. Notice also
that the right–hand side of (114a) is a constant (depending only on a and ε) which is finite,
since we assumed the system to be genuinely non–linear. We then get, for sufficiently small
ϑ,
V = O(W 20 +
√
ϑV +
√
ϑV ) =⇒ V = O(W 20 ),
S = O(1 + tJ +
√
ϑS) =⇒ S = O(1 + tJ),
J = O(W0 +
√
ϑJ +
√
ϑV S) =⇒ J = O(W0 +
√
ϑV S),
so that
tV = O(tW 20 ),
V S = O(V + tV · J) = O(V +
√
ϑJ).
Then, using (114a), (78), (67), we obtain
V = O(W 20 ) = O(ϑ2),
tV = O(tW+0 ·W0) = O(W0) = O(ϑ),
J = O(W0 +
√
ϑV + ϑJ) =⇒ J = O(W0 +
√
ϑW 20 ) = O(W0) = O(ϑ).
Finally, this gives
U = O(W 20 +W0 +W0) = O(W0) = O(ϑ),
so that, indeed, u stays in BNδ (0), provided ϑ is small enough. So we have established
that, as long as t is so small as to keep the conditions (114) fulfilled, we have the stronger
estimates
tV = O(W0) J = O(W0) V = O(W 20 ) U = O(W0)(115)
= O(ϑ), = O(ϑ), = O(ϑ2), = O(ϑ),
which, therefore, hold as long as (114a) does, the assumptions (114b) being unnecessary.
For later reference, we also list the following additional estimates that thus hold (using,
as well, (78) and (67)):
S = O(1 + tJ) = O(1 + tW0) = O(1 + tW+0 ) = O(1),
V S = O(V + tV · J) = O(W 20 + ϑW0) = O(ϑW0) = O(ϑ2).
(116)
(115) and (116), together with (95), establish statement (i) of Theorem 2 (with the excep-
tion of the bounds on ρi and v
i outside Ri, which are obtained in the next subsection).
We now focus our attention on the inverse density ρi of the i
th characteristics, thereby
also establishing the second part of F. John’s theorem ([Joh74, Section 2]).
3.4. The inverse density of characteristics. In this subsection, we analyse more in
detail the behaviour of the inverse density of characteristics ρi. We assume that u ∈
CK
(
R × [0, t⋆);BNδ (0)
)
is a solution of the strictly hyperbolic and genuinely non–linear
system (1) with initial condition (59) satisfying the additional assumptions set out in
Subsection 3.2, where t⋆ is the maximal time of existence of u. Among other things, we
will give an explicit estimate for the size of t⋆, as well as establish that ρi has to vanish
somewhere at that time. This then recovers the second part of F. John’s main theorem
([Joh74, Section 2]), since (41), the bound on J in (115) and the lower bound on vi in
(126) below imply that wi has to blow up as t approaches t⋆.
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Our starting point is the evolution equation (52) of the inverse density ρi along an i
th
characteristic,
(52)
∂
∂si
ρi = c
i
iiv
i +
(∑
m
m 6=i
ciimw
m
)
ρi,
which, given our sign convention (29) (ciii < 0), we rewrite as
(117)
∂
∂si
ρi = −|ciii|vi +
(∑
m
m 6=i
ciimw
m
)
ρi.
We want to show, in order to obtain Theorem 2 (ii), that there is an index i+ ∈ {1, . . . , N}
and a point z+ ∈ I0 = [−1, 1] such that ρi+
(
z+, t
)
tends to zero as tր t⋆, and that
(118) t⋆ ∈
[
T0, T0
]
,
where
(119) T0 = min
i
1
(1 + ε)3|ciii(0)|W+0
and T0 = max
i
1
(1− ε)4|ciii(0)|W+0
.
Notice that tW+0 then fulfils (114a) for all t ∈ [0, T0], so that the estimates (115), (116)
hold for any t ∈ [0, T ], T ≤ T0, for which we have a CK solution u on R × [0, T ].
First, let us define
(120) α(t) = max
i
sup
(z′,s′)
z′∈I0
0≤s′≤t
∣∣∣∣∑
m
m 6=i
ciim
(
u
(
Xi(z
′, s′), s′
))
wm
(
Xi(z
′, s′), s′
)∣∣∣∣,
so that, by (117),
−|ciii|vi − αρi ≤ ∂
∂si
ρi ≤ −|ciii|vi + αρi.
Then, if vi ≥ 0, we have by (63) for small enough ϑ,
(121) − (1 + ε)|ciii(0)|vi − αρi ≤ ∂
∂si
ρi ≤ −(1− ε)|ciii(0)|vi + αρi.
Now, by (88), (89a), (115), (67), we have for all t ∈
[
0,min{t⋆, T0}
)
,∫ t
0
α(s)ds = O(W0 + tV ) = O(ϑ),
so that, for sufficiently small ϑ,
exp
(∫ t
0
α(s)ds
)
≤ (1 + ε), implying exp
(
−
∫ t
0
α(s)ds
)
≥ (1− ε).
Consequently, by the standard Gronwall–inequality (Lemma 3), (90) and (121) imply for
sufficiently small ϑ, and for as long as vi ≥ 0 along the ith characteristic starting at zi,
that
(122) (1− ε)
(
1− (1 + ε)2|ciii(0)|
∫ t
0
vi(zi, s)ds
)
≤ ρi(zi, t)
≤ (1 + ε)
(
1− (1− ε)2|ciii(0)|
∫ t
0
vi(zi, s)ds
)
.
In particular,
(123) ρi ≤ (1 + ε)
as long as vi ≥ 0, provided ϑ is small enough.
Now recall (58),
(58)
∂
∂si
vi =
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)
vi +
( ∑
l,m
l 6=i,m 6=i
l 6=m
wlwm
)
ρi.
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Letting
β1(t) = max
i
sup
(z′,s′)
z′∈I0
0≤s′≤t
∣∣∣∣∑
m
m 6=i
(
2γiim + c
i
im
)(
u
(
Xi(z
′, s′), s′
))
wm
(
Xi(z
′, s′), s′
)∣∣∣∣,
β2(t) = max
i
sup
(z′,s′)
z′∈I0
0≤s′≤t
∣∣∣∣ ∑
l,m
l 6=i,m 6=i
l 6=m
γilm
(
u
(
Xi(z
′, s′), s′
))
wl
(
Xi(z
′, s′), s′
)
wm
(
Xi(z
′, s′), s′
)∣∣∣∣,
(124)
we have, whenever vi ≥ 0, and using (123),
(125)
∂
∂si
vi ≥ −β1vi − β2ρi ≥ −β1vi − (1 + ε)β2.
So, again by Gronwall and arguing as before, taking into account (87), (115), (67), we get
for sufficiently small ϑ that
vi(zi, t) ≥ (1− ε)
(
wi(zi, 0) − (1 + ε)2
∫ t
0
β2(s)ds
)
,
provided that vi(zi, s) ≥ 0, ∀s ∈ [0, t]. In particular, taking i+ ∈ {1, . . . , N} and z+ ∈ I0
such that vi
+
(z+, 0) = wi
+
(z+, 0) = W+0 > 0 (recall (28), (91), (65)), we obtain
vi
+
(z+, t) ≥ (1− ε)
(
W+0 − (1 + ε)2
∫ t
0
β2(s)ds
)
.
Observing that, by (87), (115), (67), (78),∫ t
0
β2(s)ds = O(W 20 + tV 2) = O(W 20 + ϑW 20 ) = O(ϑW+0 ),
we obtain, for sufficiently small ϑ,
(126) vi
+
(z+, t) ≥ (1− ε)
(
W+0 − εW+0
)
≥ (1− ε)2W+0 .
In particular, vi
+
(z+, t) > 0 for all t ∈
[
0,min{t⋆, T0}
)
, and we did not need to assume
vi
+ ≥ 0 along Ci+(z+). Also, going back to (122), we have
(127) ρi+(z
+, t) ≤ (1 + ε)
(
1− (1− ε)4
∣∣ci+i+i+(0)∣∣tW+0 ), ∀t ∈ [0,min{t⋆, T0}),
from which it is immediate that limtրT
i+
ρi+(z
+, t) = 0 for some
(128) Ti+ ≤ 1
(1− ε)4
∣∣ci+
i+i+
(0)
∣∣W+0 ≤ T0.
Since we already argued at the beginning of this subsection that u cannot exist after the
time Ti+ when ρi+ becomes zero, this establishes the upper bound for t⋆ in (118), which
is similar to the one obtained by John.
To obtain the lower bound on t⋆, we first consider again (58), from which we immedi-
ately obtain by (41), (88), (98), (18), (89), (115), (116), (67)
vi(zi, t)−wi(zi, 0) ≤ O(W 20 + tV J + tV 2S) = O(ϑW0 + ϑW0 + ϑ2W0) = O(ϑW0),
i.e.,
(129) vi(zi, t) ≤ wi(zi, 0) +O(ϑW0).
Similarly, and for later reference, we obtain
(130) vi(zi, t) ≥ wi(zi, 0)−O(ϑW0).
Consequently, we can assume by (65), (78), that, for suitably small ϑ,
(131) vi ≤ (1 + ε)W+0 , ∀i ∈ {1, . . . , N}.
Now, going back to (117), we have with (120)
∂
∂si
ρi ≥ −|ciii|(vi)+ − αρi,
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for vi ≤ (vi)+, whence −vi ≥ −(vi)+, where (vi)+ denotes the positive part of vi. Thus,
by (63) and for ϑ small enough,
(132)
∂
∂si
ρi ≥ −(1 + ε)|ciii(0)|(vi)+ − αρi.
Then, by Gronwall (Lemma 3), using (88), (89a), (115), (90), we get for sufficiently small
ϑ and all t ∈ [0, t⋆) (we already showed that t⋆ ≤ T0)
(133) ρi(zi, t) ≥ (1− ε)
(
1− (1 + ε)2|ciii(0)|
∫ t
0
(
vi(zi, s)
)
+
ds
)
.
Thus, (131) implies that
ρi( · , t) ≥ (1− ε)
(
1− (1 + ε)3|ciii(0)|tW+0
)
.
Therefore,
ρi( · , t) > 0 as long as t < 1
(1 + ε)3|ciii(0)|W+0
.
We conclude that the inverse density of characteristics in each characteristic strip remains
bounded away from zero as long as t < T0 (cf. (119)). Thus, from (42), (41), (115), we
see that u ∈ BNδ (0) and ∂∂xu remains bounded, for all times in
[
0,min{t⋆, T0}
)
. Thus, if
t⋆ < T0, we should be able to extend u across t = t⋆, which would contradict the definition
of t⋆ as the maximal time of existence of the solution u. Therefore, also the lower bound
in (118) must hold. This finishes the proof of Theorem 2 (ii).
We next wish to show that ρi remains bounded away from zero along every j
th char-
acteristic ending (that is, for t approaching t⋆) in a point outside Ri. Before doing so,
however, we quickly analyse the behaviour of ρi outside Ri. From (52), we have for every
zi 6∈ I0
−α˜(zi, t)ρi(zi, t) ≤ ∂
∂si
ρi(zi, t) ≤ α˜(zi, t)ρi(zi, t),
where
α˜(zi, t) = sup
0≤s′≤t
∣∣∣∣∑
m
ciim
(
u
(
Xi(zi, s
′), s′
))
wm
(
Xi(zi, s
′), s′
)∣∣∣∣,
which is non–decreasing in t. Then, by (79), (88), (89), (108), (110), (67), (115), we get
for all zi 6∈ I0, t ∈ [0, t⋆),∫ t
0
α˜(zi, s)ds = O
(
W0 + tV +
∑
k
∫
Π
zi
k
(t)
∣∣wk(Xi(zi, t′), t′)∣∣ dt′)
= O(W0 + tV + J) = O(ϑ+ ϑ+ ϑ) = O(ϑ).
Thus, using Gronwall with (90), we can ensure that, if ϑ is chosen suitably small, we have
(134) 1− ε ≤ ρi(zi, t) ≤ 1 + ε, ∀zi 6∈ I0,∀t ∈ [0, t⋆).
We observe that this then also implies that, using (41), (115),
(135) vi(zi, t) = O(W 20 ), ∀zi 6∈ I0,∀t ∈ [0, t⋆).
This thus establishes the remaining part of Theorem 2 (i).
Let now (x, t) ∈
(
R× [0, t⋆)
)
\⋃
k
Rk and consider the jth characteristic Cj(zj), zj 6∈ I0,
passing through (x, t). Assume further that i ∈ {1, . . . , N} is such that Cj(zj)
⋂Ri 6= ∅.
Fixing κ ∈
(
0, (1−3ε)
(1+ε)
)
(for the sake of definiteness, let κ = (1−ε)
3
), we face two possibilities.
Either ρi ≥ κ all along Cj(zj)
⋂Ri, or there is a point on Cj(zj)⋂Ri where ρi < κ.
Having nothing to prove in the first case, we focus our attention on the second case and
show that ρi cannot become too small along Cj(zj)
⋂Ri. Recalling Subsection 2.4, let us
parametrise Cj(zj)
⋂Ri by yi ∈ I0 ((zj , 0) and (x, t) both lie outside Ri), so that
Cj(zj)
⋂
Ri =
{(
Xi
(
yi, t
′(yi, yj)
)
, t′(yi, yj)
) ∣∣∣∣ yj = zj , yi ∈ I0}.
By our assumption, there must be a ŷi ∈ I0 such that ρi
(
ŷi, t
′(ŷi, zj)
)
< κ, so let us study
ρi along the i
th characteristic Ci(ŷi) starting at ŷi. Our first claim is that ρi must be
strictly decreasing whenever it is smaller than κ, at least when ϑ is sufficiently small. To
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see this, we first establish that vi needs to enjoy a positive initial lower bound in this case.
For assume that, for any zi ∈ I0,
(136) wi(zi, 0) ≤ (1− ε)
3mink|ckkk(0)|
(1 + ε)2maxl|clll(0)|
(1−2ε−κ)W+0
(119)
=
T0
T0
· (1 + ε)
(1− ε) (1−2ε−κ)W
+
0 .
Then, by (129), (78),
vi(zi, si) ≤ wi(zi, 0) +O(ϑW0) ≤ T0
T0
· (1 + ε)
(1− ε) (1− ε− κ)W
+
0 , ∀si ∈ [0, t⋆),
if ϑ is chosen to be suitably small (but independently of κ). Since this bound holds also
for the positive part (vi)+ of v
i, (133) then implies that
ρi(zi, si) ≥ (1− ε)
(
1− (1 + ε)2|ciii(0)|
T0
T0
· (1 + ε)
(1− ε) (1− ε− κ)siW
+
0
)
,
which, since si < t⋆ ≤ T0, gives by (119)
ρi(zi, si) ≥ (1− ε)
(
1− (1 + ε)
3|ciii(0)|(1− ε− κ)W+0
(1 + ε)3
(
maxl|clll(0)|
)
W+0 (1− ε)
)
≥ (1− ε)
(
1− ε− (1− ε− κ)
1− ε
)
= κ, ∀si ∈ [0, t⋆).
We conclude that
wi(ŷi, 0) >
T0
T0
· (1 + ε)
(1− ε) (1− 2ε − κ)W
+
0 ,
so that ρi < κ is possible along Ci(ŷi). But then, (130) and (78) imply that, for sufficiently
(but independently of κ) small ϑ,
vi(ŷi, si) ≥ T0
T0
(1 + ε)
(1− ε) (1− 3ε− κ)W
+
0 , ∀si ∈ [0, t⋆).
We thus see that, by (117) and using (63), (89a), we have
− ∂
∂si
ρi(ŷi, si) ≥ (1 + ε)|ciii(0)|
T0
T0
(1− 3ε− κ)W+0 − κO(V ),
whenever ρi < κ. By (115), V = O(W 20 ), hence, using (67), (78), we can estimate the
second term on the right–hand side for suitably small ϑ (again, independently of κ) by a
small fraction of the first term, say by
−(1 + ε)|ciii(0)|
T0
T0
εκW+0 ,
so that we obtain
(137) − ∂
∂si
ρi(ŷi, si) ≥ (1 + ε)|ciii(0)|
T0
T0
(
1− 3ε− (1 + ε)κ
)
W+0 ,
which is valid for all si ∈ [0, t⋆) for which ρi(ŷi, si) < κ. This means that, once on an ith
characteristic ρi drops below κ, it thereafter steadily decreases. It follows that
ρi(ŷi, si) < κ and (137) holds, for all si ∈
[
t′(ŷi, yj), t⋆
)
.
As a consequence, letting ∆T = t− t′(ŷi, zj) > 0, we have
ρi(ŷi, t−∆T ) ≥ ρi(ŷi, t)︸ ︷︷ ︸
≥0
+(1 + ε)|ciii(0)|
T0
T0
(
1− 3ε− (1 + ε)κ
)
W+0 ∆T
≥ (1 + ε)|ciii(0)|
T0
T0
(
1− 3ε− (1 + ε)κ
)
W+0 ∆T.(138)
Therefore, if we can find a lower bound on ∆T , we will have established that ρi remains
bounded away from zero along Cj(zj)
⋂Ri. To do so, we will make use of the fact that
the seed f0 for the initial data f is C
1,1 and compactly supported in I0 = [−1, 1], so that
f0 and f
′
0 vanish at the boundary ∂I0 = {±1} of I0. For simplicity, we restrict ourselves
to the case i > j, the case i < j being shown in an entirely similar manner, requiring
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only a few obvious modifications. Under this additional assumption, we must have for our
initially picked point (x, t) that x > Xi(1, t), i.e., (x, t) lies on the right of Ri. We then
denote by
(139) dri (zi, si) = Xi(1, si)−Xi(zi, si), zi ∈ I0, si ∈ [0, t⋆),
the x–distance at time si of the i
th characteristic Ci(zi) emanating from zi ∈ I0 to the
right boundary Xi(1, t) of the i
th strip Ri. Noticing that (61) implies for sufficiently small
ϑ that
1− ε = (1− ε)
∥∥e⋆i(0)∥∥
0
≤
∥∥e⋆i(f)∥∥
0
≤ (1 + ε)
∥∥e⋆i(0)∥∥
0
= 1 + ε,
we see from (40), (59), the fact that f0 is supported in I0, and (74), that∣∣wi(zi, 0)∣∣ = ∣∣∣e⋆i(f(zi))f ′(zi)∣∣∣ ≤ (1 + ε)∥∥f ′(zi)∥∥
0
≤ (1 + ε)ϑ
∥∥f ′0(zi)∥∥0 = (1 + ε)ϑ∥∥f ′0(zi)− f ′0(1)︸︷︷︸
=0
∥∥
0
≤ (1 + ε)ϑL |zi − 1| = (1 + ε)ϑLdri (zi, 0).
As a consequence, since (136) implies that ρi ≥ κ, we have:
if dri (zi, 0) ≤
T0
T0
· (1− 2ε− κ)
(1− ε)
W+0
ϑL
, then ρi(zi, si) ≥ κ, ∀si ∈ [0, t⋆).
We note that, in particular, we must have
dri (ŷi, 0) >
T0
T0
· (1− 2ε− κ)
(1− ε)
W+0
ϑL
.
Moreover, applying the mean value theorem to the definition (20) of ρi, we infer that:
if dri (zi, 0) ≤
T0
T0
· (1− 2ε− κ)
(1− ε)
W+0
ϑL
, then dri (zi, si) ≥ κdri (zi, 0), ∀si ∈ [0, t⋆).
Since characteristics of the same family never cross (cf. (14)), we conclude that
(140) dri (ŷi, si) ≥
T0
T0
· (1− 2ε− κ)
(1− ε)
W+0
ϑL
κ, ∀si ∈ [0, t⋆).
By (13), (3), we have
x−Xi
(
ŷi, t
′(ŷi, zj)
)
≤ λj∆T
and
Xi(ŷi, t)−Xi
(
ŷi, t
′(ŷi, zj)
)
≥ λi∆T,
so that (recall i > j, so that, by (5), λi ≤ λi < λj ≤ λj)
∆T ≥ x−Xi(ŷi, t)
λj − λi
≥ d
r
i (ŷi, t)
λj − λi
.
Setting then
(141) Σ = λ1 − λN ,
we recover from (140) that
∆T ≥ T0
T0
· (1− 2ε− κ)
(1− ε)
W+0
ϑΣL
κ.
Inserting this into (138), we get
ρi(ŷi, t−∆T ) ≥ (1 + ε)
(1− ε) |c
i
ii(0)|
(
T0
T0
W+0
)2 ((1− 3ε)− (1 + ε)κ)(1− 2ε− κ)κ
ϑΣL
≥ 1
27
(1 + ε)(1− ε)2 |c
i
ii(0)|
Σ
(
T0
T0
)2
(W+0 )
2
ϑL
,
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where the last inequality follows from our choice of κ = (1−ε)
3
(recall also that ε was
supposed to be very small — here, ε < 1/10 would have been enough). Since ŷi ∈ I0 was
arbitrary (but such that ρi
(
ŷi, t
′(ŷi, zj)
)
< κ), we finally obtain using (77), (75), (119)
(142) ρi ≥ min
{
(1− ε)
3
, ϑCi,ε
}
along Cj(zj)
⋂
Ri, if ϑ is small enough,
where
Ci,ε =
1
432
· (1− ε)
10
(1 + ε)5
· |c
i
ii(0)|
Σ
(
mink|ckkk(0)|
maxl|clll(0)|
)2
(W0,0)
4
L3
is a constant depending only on i, ε, a, δ and the C1,1–norm of f0.
4. The bounds on the second order quantities
4.1. The evolution equations for the second order quantities. We use (57), (52)
and (58) to obtain the evolution equations along ith characteristics for ∂
∂x
wi, µi =
∂
∂zi
ρi
and νi = ∂
∂zi
vi, respectively, obtaining second order quantities on the right–hand side.
However, for µi and ν
i, these will depend on (i)τj =
∂
∂yj
ρj and
(i)ωj = ∂
∂yj
vj (j ∈
{1, . . . , N} \ {i}). Recall from Subsection 2.4 that yi is held fixed when taking ∂∂yj in the
definitions (33) of (i)τj and
(i)ωj , so that the latter are the derivatives along ith charac-
teristics of ρj and v
j , respectively, in bi–characteristic coordinates. As we will need to
bound (i)τj and
(i)ωj inside Ri, we compute their evolution equations in bi–characteristic
coordinates along jth characteristics. Using those, we will be able to obtain bounds inside
Ri that depend on bounds at the boundary of Ri.
First, remark that, using (21), (49), we have
(143)
[
∂
∂si
,
∂
∂x
]
=
∂
∂si
∂
∂x
− ∂
∂x
∂
∂si
= −
(
∂
∂x
λi
)
∂
∂x
= −
(∑
k
ciikw
k
)
∂
∂x
.
Therefore, (57) gives, taking into account (42) and (53) (recall also the notation (24) from
2.5),
∂
∂si
(
∂
∂x
wi
)
= −
(
∂
∂x
λi
)(
∂
∂x
wi
)
+
∂
∂x
(
∂
∂si
wi
)
= −ciiiwi
(
∂
∂x
wi
)
−
(∑
m
m 6=i
ciimw
m
)(
∂
∂x
wi
)
+
∂
∂x
(
−ciii(wi)2 +
(∑
m
m 6=i
2γiimw
m
)
wi +
∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
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= −ciiiwi
(
∂
∂x
wi
)
−
(∑
m
m 6=i
ciimw
m
)(
∂
∂x
wi
)
−
(
Deic
i
ii
)
(wi)3 −
(∑
p
p 6=i
(
Depc
i
ii
)
wp
)
(wi)2 − 2ciiiwi
(
∂
∂x
wi
)
+
(∑
m
m 6=i
(
2Deiγ
i
im
)
wm
)
(wi)2 +
( ∑
m,p
m 6=i,p 6=i
(
2Depγ
i
im
)
wmwp
)
wi
+
(∑
m
m 6=i
2γiim
(
∂
∂x
wm
))
wi +
(∑
m
m 6=i
2γiimw
m
)(
∂
∂x
wi
)
+
(∑
l,m
l 6=i,m 6=i
l 6=m
(
Deiγ
i
lm
)
wlwm
)
wi + 2
∑
l,m
l 6=i,m 6=i
l 6=m
(
Demγ
i
lm
)
wl(wm)2
+
∑
l,m,p
l 6=i,m 6=i,p 6=i
l 6=m,p 6=l,p 6=m
(
Depγ
i
lm
)
wlwmwp + 2
∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
l
(
∂
∂x
wm
)
,
i.e.,
∂
∂si
(
∂
∂x
wi
)
= −3ciiiwi
(
∂
∂x
wi
)
−
(∑
m
m 6=i
ciimw
m
)(
∂
∂x
wi
)
+
(∑
m
m 6=i
2γiimw
m
)(
∂
∂x
wi
)(144)
+
(∑
m
m 6=i
2γiim
(
∂
∂x
wm
))
wi + 2
∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
l
(
∂
∂x
wm
)
−
(
Deic
i
ii
)
(wi)3 −
(∑
p
p 6=i
(
Depc
i
ii
)
wp
)
(wi)2 +
(∑
m
m 6=i
(
2Deiγ
i
im
)
wm
)
(wi)2
+
(∑
m,p
m 6=i,p 6=i
(
2Depγ
i
im
)
wmwp
)
wi +
(∑
l,m
l 6=i,m 6=i
l 6=m
(
Deiγ
i
lm
)
wlwm
)
wi
+
∑
l,m,p
l 6=i,m 6=i,p 6=i
l 6=m,p 6=l,p 6=m
(
Depγ
i
lm
)
wlwmwp + 2
∑
l,m
l 6=i,m 6=i
l 6=m
(
Demγ
i
lm
)
wl(wm)2.
We will make use of this equation to show the boundedness of ∂
∂x
wi (i ∈ {1, . . . , N}) in
the region
(
R × [0, t⋆)
)
\⋃
k
Rk, i.e., outside all the characteristic strips, using (142). As
will become apparent in the next subsection, we should also control ∂
∂x
ρi (i ∈ {1, . . . , N})
outside all the characteristic strips. But this will follow from the bounds on ∂
∂x
wi and the
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following evolution equation of ∂
∂x
ρi along an i
th characteristic.
∂
∂si
(
∂
∂x
ρi
)
(143)
= −
(
∂
∂x
λi
)(
∂
∂x
ρi
)
+
∂
∂x
(
∂
∂si
ρi
)
(20),(13)
= −
(
∂
∂x
ρi
)(
∂
∂x
λi
)
+
∂
∂x
(
∂
∂zi
λi
)
(21)
=
∂
∂zi
(
∂
∂x
λi
)
= ρi
∂2
∂x2
λi
(49)
= ρi
∂
∂x
(∑
m
ciimw
m
)
(42)
= ρi
∑
l,m
(
Delc
i
im
)
wm + ρi
∑
m
ciim
(
∂
∂x
wm
)
= ciii
(
∂
∂x
wi
)
ρi +
(∑
m
m 6=i
ciim
(
∂
∂x
wm
))
ρi(145)
+
(
Deic
i
ii
)
(wi)2ρi+
(∑
m
m 6=i
(
Demc
i
ii +Deic
i
im
)
wm
)
wiρi
+
(∑
m
m 6=i
(
Demc
i
im
)
(wm)2
)
ρi +
( ∑
l,m
l 6=i,m 6=i
l 6=m
(
Delc
i
im
)
wlwm
)
ρi.
Before computing the evolution equations for µi and ν
i, we want to point out the
following useful consequence of eqs. (22a):
(146)
∂
∂zj
=
∂
∂yj
− ρj
λi − λj
∂
∂sj
, j ∈ {1, . . . , N} \ {i}.
We can use this to express µj and ν
j in terms of quantities we will be able to control. We
have along an ith characteristic and for all j 6= i,
µj =
∂
∂zj
ρj =
∂
∂yj
ρj +
ρj
λj − λi
(
∂
∂sj
ρj
)
= (i)τ j +
ρj
λj − λi
(
∂
∂sj
ρj
)
,(147a)
νj =
∂
∂zj
vj =
∂
∂yj
vj +
ρj
λj − λi
(
∂
∂sj
vj
)
= (i)ωj +
ρj
λj − λi
(
∂
∂sj
vj
)
.(147b)
Also, note that we can write for every j ∈ {1, . . . , N} \ {i},
∂
∂zi
wj = ρi
∂
∂x
wj =
ρi
ρj
(
∂
∂zj
(
ρ−1j v
j
))
= − ρi
ρ3j
(
∂
∂zj
ρj
)
vj +
ρi
ρ2j
(
∂
∂zj
vj
)
=
ρi
ρ2j
(
−wjµj + νj
)
.(148)
Using then (147), and taking into account (41), (55), (56), (53), we obtain
∂
∂zi
wj = −w
j
ρ2j
ρi
(i)τj +
1
ρ2j
ρi
(i)ωj +
ρi
ρj(λj − λi)
(
−wj
(
∂
∂sj
ρj
)
+
(
∂
∂sj
(ρjw
j)
))
= −w
j
ρ2j
ρi
(i)τj +
1
ρ2j
ρi
(i)ωj +
ρi
λj − λi
(
∂
∂sj
wj
)
= −w
j
ρ2j
ρi
(i)τj +
1
ρ2j
ρi
(i)ωj +
ρi
λj − λi
∑
p,q
γjpqw
pwq
= −w
j
ρ2j
ρi
(i)τj +
1
ρ2j
ρi
(i)ωj +
ρi
λj − λi
(
γjii︸︷︷︸
=0
(wi)2 +
(∑
p
p 6=i
2γjipw
p
)
wi +
∑
p,q
p 6=i,q 6=i
γjpqw
pwq
)
= −w
j
ρ2j
ρi
(i)τj +
1
ρ2j
ρi
(i)ωj +
1
λj − λi
(∑
p
p 6=i
2γjipw
p
)
vi +
1
λj − λi
(∑
p,q
p 6=i,q 6=i
γjpqw
pwq
)
ρi.
(149)
Now, regarding the evolution equation of µi, we get from (52), taking into account
(43),
∂
∂si
µi =
∂
∂si
(
∂
∂zi
ρi
)
=
∂
∂zi
(
∂
∂si
ρi
)
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=
∂
∂zi
(
ciiiv
i +
(∑
m
m 6=i
ciimw
m
)
ρi
)
=
(
Deic
i
ii
)
(vi)2 +
(∑
p
p 6=i
(
Depc
i
ii
)
wp
)
ρiv
i + ciii
(
∂
∂zi
vi
)
+
(∑
m
m 6=i
(
Deic
i
im
)
wm
)
ρiv
i +
( ∑
m,p
m 6=i,p 6=i
(
Depc
i
im
)
wmwp
)
ρ2i
+
(∑
m
m 6=i
ciim
(
∂
∂zi
wm
))
ρi +
(∑
m
m 6=i
ciimw
m
)(
∂
∂zi
ρi
)
=
(∑
m
m 6=i
ciimw
m
)
µi + c
i
iiν
i +
(
Deic
i
ii
)
(vi)2 +
( ∑
m,p
m 6=i,p 6=i
(
Depc
i
im
)
wmwp
)
ρ2i
+
(∑
m
m 6=i
((
Demc
i
ii
)
+
(
Deic
i
im
))
wm
)
ρiv
i +
(∑
m
m 6=i
ciim
(
∂
∂zi
wm
))
ρi.
Using (149) to re–express the last term, we obtain
∂
∂si
µi =
(∑
m
m 6=i
ciimw
m
)
µi + c
i
iiν
i −
(∑
m
m 6=i
ciimw
m
ρ2m
(i)τm
)
ρ2i +
(∑
m
m 6=i
ciim
ρ2m
(i)ωm
)
ρ2i
(150)
+
(
Deic
i
ii
)
(vi)2 +
(∑
m,p
m 6=i,p 6=i
(
Depc
i
im
)
wmwp
)
ρ2i +
(∑
m
m 6=i
ciim
λm − λi
(∑
p,q
p 6=i,q 6=i
γmpqw
pwq
))
ρ2i
+
(∑
m
m 6=i
((
Demc
i
ii
)
+
(
Deic
i
im
))
wm
)
ρiv
i +
(∑
m
m 6=i
ciim
λm − λi
(∑
p
p 6=i
2γmipw
p
))
ρiv
i.
Similarly, we get from (58), taking into account (43), (56),
∂
∂si
νi =
∂
∂si
(
∂
∂zi
vi
)
=
∂
∂zi
(
∂
∂si
vi
)
=
∂
∂zi
((∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)
vi +
( ∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
ρi
)
=
(∑
m
m 6=i
(
2Deiγ
i
im +Deic
i
im
)
wm
)
(vi)2 +
(∑
m,p
m 6=i,p 6=i
(
2Depγ
i
im +Depc
i
im
)
wmwp
)
ρiv
i
+
(∑
m
m 6=i
(
2γiim + c
i
im
)( ∂
∂zi
wm
))
vi +
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)(
∂
∂zi
vi
)
+
(∑
l,m
l 6=i,m 6=i
l 6=m
(
Deiγ
i
lm
)
wlwm
)
ρiv
i +
(∑
l,m,p
l 6=i,m 6=i,p 6=i
l 6=m
(
Depγ
i
lm
)
wlwmwp
)
ρ2i
+ 2
(∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
l
(
∂
∂zi
wm
))
ρi +
(∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)(
∂
∂zi
ρi
)
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=
(∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
µi +
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)
νi
+
(∑
m
m 6=i
(
2Deiγ
i
im +Deic
i
im
)
wm
)
(vi)2 +
(∑
l,m,p
l 6=i,m 6=i,p 6=i
l 6=m
(
Depγ
i
lm
)
wlwmwp
)
ρ2i
+
(∑
m,p
m 6=i,p 6=i
(
Deiγ
i
mp + 2Depγ
i
im +Depc
i
im
)
wmwp
)
ρiv
i
+
(∑
l,m
l 6=i,m 6=i
l 6=m
2γilmw
l
(
∂
∂zi
wm
))
ρi +
(∑
m
m 6=i
(
2γiim + c
i
im
)( ∂
∂zi
wm
))
vi.
Using (149) to re–express the last two terms, we obtain
∂
∂si
νi =
(∑
l,m
l 6=i,m 6=i
l 6=m
γilmw
lwm
)
µi +
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
)
νi
(151)
−
(∑
l,m
l 6=i,m 6=i
l 6=m
2γilmw
lwm
ρ2m
(i)τm
)
ρ2i +
(∑
l,m
l 6=i,m 6=i
l 6=m
2γilmw
l
ρ2m
(i)ωm
)
ρ2i
−
(∑
m
m 6=i
(
2γiim + c
i
im
)
wm
ρ2m
(i)τm
)
ρiv
i +
(∑
m
m 6=i
2γiim + c
i
im
ρ2m
(i)ωm
)
ρiv
i
+
(∑
m
m 6=i
(
2Deiγ
i
im +Deic
i
im
)
wm
)
(vi)2 +
(∑
m
m 6=i
2γiim + c
i
im
λm − λi
(∑
p
p 6=i
2γmipw
p
))
(vi)2
+
(∑
l,m,p
l 6=i,m 6=i,p 6=i
l 6=m
(
Depγ
i
lm
)
wlwmwp
)
ρ2i +
(∑
l,m
l 6=i,m 6=i
l 6=m
2γilmw
l
λm − λi
(∑
p,q
p 6=i,q 6=i
γmpqw
pwq
))
ρ2i
+
(∑
m,p
m 6=i,p 6=i
(
Deiγ
i
mp + 2Depγ
i
im +Depc
i
im
)
wmwp
)
ρiv
i
+
(∑
l,m
l 6=i,m 6=i
l 6=m
2γilmw
l
λm − λi
(∑
p
p 6=i
2γmipw
p
))
ρiv
i +
(∑
m
m 6=i
2γiim + c
i
im
λm − λi
(∑
p,q
p 6=i,q 6=i
γmpqw
pwq
))
ρiv
i.
We have thus obtained a inhomogeneous system for (µi, νi) whose coefficients depend
only on first order quantities, except for some terms in the inhomogeneous part, which
also depend on the second order quantities ((i)τj ,
(i)ωj) (j ∈ {1, . . . , N} \ {i}). The first
order quantities being already dealt with in the last section, we need to bound those second
order quantities in order to obtain bounds on (µi, ν
i). For this, we compute their evolution
equations along jth characteristics inside Ri (j 6= i) using bi–characteristic coordinates
(recall that yi is a parameter along Cj(zj)).
First, notice that from (22a), we have for every j, k ∈ {1, . . . , N} \ {i},
(152)
∂
∂yj
=
ρj
λi − λj
∂
∂si
=
λi − λk
λi − λj
ρj
ρk
ρk
λi − λk
∂
∂si
=
λk − λi
λj − λi
ρj
ρk
∂
∂yk
.
We will use this identity to pass from (yi, yj)–coordinates to (yi, yk)–coordinates. Also,
(22a) and (45) imply
(153)
∂
∂yj
u =
ρj
λi − λj
(
∂
∂si
u
)
=
ρj
λj − λi
∑
k
k 6=i
(λk − λi)wkek,
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which we will use to compute the partial derivatives with respect to yj of functions of u.
Finally, for any j 6= i, we compute using (22a), (52), (41), (55),
∂
∂yi
ρj =
ρi
λj − λi
∂
∂sj
ρj =
ρiρj
λj − λi
(∑
p
cjjpw
p
)
,(154)
∂
∂yi
vj =
ρi
λj − λi
∂
∂sj
vj =
ρi
λj − λi
∂
∂sj
(ρjw
j)
=
ρiρj
λj − λi
((∑
p
cjjpw
p
)
wj +
∑
p,q
γjpqw
pwq
)
.(155)
We are now ready to compute the evolution equations for (i)τj and
(i)ωj along a jth
characteristic inside Ri (j 6= i).
From (33), (154), (41), we have
∂
∂yi
(i)τj =
∂
∂yi
(
∂
∂yj
ρj
)
=
∂
∂yj
(
∂
∂yi
ρj
)
=
∂
∂yj
(
ρiρj
λj − λi
(∑
p
cjjpw
p
))
= −
∂
∂yj
(λj − λi)
(λj − λi)2
(
ρiρj
∑
p
cjjpw
p
)
+
ρj
λj − λi
(
ρi
∑
m
(
∂
∂yj
cjjp
)
wp +
(∑
m
m 6=i
cjjpw
p
)(
∂
∂yj
ρi
)
+ cjji
(
∂
∂yj
vi
))
+
ρi
λj − λi
((∑
p
p 6=j
cjjpw
p
)(
∂
∂yj
ρj
)
+ cjjj
(
∂
∂yj
vj
))
+
ρiρj
λj − λi
( ∑
p
p 6=i,p 6=j
cjjp
ρp
(
−wp
(
∂
∂yj
ρp
)
+
(
∂
∂yj
vp
)))
Using then (33), (152), (41), we can write this as
∂
∂yi
(i)τj =
1
λj − λi
((∑
p
p 6=i,p 6=j
cjjpw
p
)
(i)τjρi + c
j
ji
(i)τjv
i + cjjj
(i)ωjρi
)
(156)
+
ρiρ
2
j
(λj − λi)2
(∑
p
p 6=i,p 6=j
cjjp
ρ2p
(λp − λi)
(
−(i)τpwp + (i)ωp
))
+
ρ2j
(λj − λi)2
(i)Mj ,
where the inhomogeneous term
ρ2
j
(λj−λi)2
(i)Mj , with
(i)Mj = −
∂
∂yj
(λj − λi)
ρj
(
ρi
∑
p
cjjpw
p
)
+
λj − λi
ρj
(
ρi
∑
p
(
∂
∂yj
cjjp
)
wp +
(∑
p
p 6=i
cjjpw
p
)(
∂
∂yj
ρi
)
+ cjji
(
∂
∂yj
vi
))
,
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depends only on first order quantities which are bounded (cf. (115), (116)) inside Ri. This
is immediate from (153), (25), (154), (155), for
(i)Mj = −
(∑
q
q 6=i
λq − λi
λj − λiw
q
(
cjjq − ciiq
))((∑
p
p 6=i
cjjpw
p
)
ρi + c
j
jiv
i
)
(157)
+
(∑
p,q
p 6=i,q 6=i
(
Deq c
j
jp
)
(λq − λi)wpwq
)
ρi +
(∑
q
q 6=i
(
Deq c
j
ji
)
(λq − λi)wq
)
vi
−
(∑
p
p 6=i
cjjpw
p
)((∑
q
q 6=i
ciiqw
q
)
ρi + c
i
iiv
i
)
− cjji
((∑
p,q
p 6=i,q 6=i
p 6=q
γipqw
pwq
)
ρi +
(∑
p
p 6=i
(2γiip + c
i
ip)w
p
)
vi
)
,
where we have used (54a), (56), (53).
Similarly, from (33), (155), (41), and using (54a), (56), (53), we have
∂
∂yi
(i)ωj =
∂
∂yi
(
∂
∂yj
vj
)
=
∂
∂yj
(
∂
∂yi
vj
)
=
∂
∂yj
(
ρiρj
λj − λi
((∑
p
p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=q
γjpqw
pwq
))
= −
∂
∂yj
(λj − λi)
(λj − λi)2
(
ρiρj
((∑
p
p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=q
γjpqw
pwq
)))
+
ρiρj
λj − λi
((∑
p
p 6=j
(
∂
∂yj
cjjp
)
wp
)
wj +
(∑
p,q
p 6=q
(
∂
∂yj
γjpq
)
wpwq
))
+
ρj
λj − λi
((( ∑
p
p 6=i,p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=i,q 6=i
p 6=q
γjpqw
pwq
)(
∂
∂yj
ρi
))
+
ρj
λj − λi
((
cjjiw
j +
∑
p
p 6=i
2γjipw
p
)(
∂
∂yj
vi
))
+
ρi
λj − λi
(( ∑
p,q
p 6=j,q 6=j
p 6=q
γjpqw
pwq
)(
∂
∂yj
ρj
))
+
ρi
λj − λi
((∑
p
p 6=j
cjjpw
p +
∑
p
p 6=j
2γjjpw
p
)(
∂
∂yj
vj
))
+
ρiρj
λj − λi
( ∑
p
p 6=i,p 6=j
cjjp
ρp
(
−wp
(
∂
∂yj
ρp
)
+
(
∂
∂yj
vp
)))
wj

+
ρiρj
λj − λi
( ∑
p,q
p 6=q
p 6=i,p 6=j
2γjpq
ρp
wq
(
−wp
(
∂
∂yj
ρp
)
+
(
∂
∂yj
vp
)))
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With (33), (152), (41), we write this as
∂
∂yi
(i)ωj =
1
λj − λi
((∑
p,q
p 6=q
p 6=i,q 6=i
p 6=j,q 6=j
γjpqw
pwq
)
(i)τjρi +
(∑
p
p 6=i,p 6=j
2γjipw
p
)
(i)τjv
i
)
(158)
+
1
λj − λi
((∑
p
p 6=i,p 6=j
(
cjjp + 2γ
j
jp
)
wp
)
(i)ωjρi +
(
cjji + 2γ
j
ji
)
(i)ωjvi
)
+
ρiρ
2
j
(λj − λi)2
((∑
p
p 6=i,p 6=j
cjjp + 2γ
j
jp
ρ2p
(λp − λi)
(
−(i)τpwp + (i)ωp
))
wj
)
+
ρiρ
2
j
(λj − λi)2
(∑
p,q
p 6=q
p 6=i,q 6=i
p 6=j,q 6=j
2γjpq
ρ2p
wq(λp − λi)
(
−(i)τpwp + (i)ωp
))
+
ρ2j
(λj − λi)2
((∑
p
p 6=i,p 6=j
2γjip
ρ2p
(λp − λi)
(
−(i)τpwp + (i)ωp
))
vi
)
+
ρ2j
(λj − λi)2
(i)Nj ,
where
(i)Nj = −
∂
∂yj
(λj − λi)
ρj
(
ρi
((∑
p
p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=q
γjpqw
pwq
))
+
λj − λi
ρj
(
ρi
(∑
p
p 6=j
(
∂
∂yj
cjjp
)
wp
)
wj + ρi
(∑
p,q
p 6=q
(
∂
∂yj
γjpq
)
wpwq
))
+
λj − λi
ρj
((( ∑
p
p 6=i,p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=i,q 6=i
p 6=q
γjpqw
pwq
)(
∂
∂yj
ρi
))
+
λj − λi
ρj
((
cjjiw
j +
∑
p
p 6=i
2γjipw
p
)(
∂
∂yj
vi
))
.
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Again, the inhomogeneous term
ρ2
j
(λj−λi)2
(i)Nj in (158) depends only on first order quant-
ities which are bounded in Ri, since (153), (25), (154), (155), (54a), (56), (53) imply
(i)Nj = −
(∑
r
r 6=i
λr − λi
λj − λiw
r
(
cjjr − ciir
))(((∑
p
p 6=i,p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=i,q 6=i
p 6=q
γjpqw
pwq
)
ρi
)(159)
−
(∑
r
r 6=i
λr − λi
λj − λiw
r
(
cjjr − ciir
))((
cjjiw
j +
∑
p
p 6=i
2γjipw
p
)
vi
)
+
((∑
p,r
p 6=i,r 6=i
p 6=j
(
Der c
j
jp
)
(λr − λi)wpwr
)
wj +
∑
p,q,r
p 6=i,q 6=i
r 6=i,p 6=q
(
Derγ
j
pq
)
(λr − λi)wpwqwr
)
ρi
+
((∑
r
r 6=i
(
Der c
j
ji
)
(λr − λi)wr
)
wj +
∑
p,r
p 6=i,r 6=i
(
2Derγ
j
ip
)
(λr − λi)wpwr
)
vi
−
((∑
p
p 6=i,p 6=j
cjjpw
p
)
wj +
∑
p,q
p 6=i,q 6=i
p 6=q
γjpqw
pwq
)((∑
r
r 6=i
ciirw
r
)
ρi + c
i
iiv
i
)
−
(
cjjiw
j +
∑
r
r 6=i
2γjirw
r
)((∑
p,q
p 6=i,q 6=i
p 6=q
γipqw
pwq
)
ρi +
(∑
p
p 6=i
(2γiip + c
i
ip)w
p
)
vi
)
.
We are now ready to show statement (iii) of Theorem 2.
4.2. The bounds on the second order quantities. We first establish the boundedness
of ∂
∂x
wi in R × [0, t⋆) \
⋃
k
Rk. This, together with a bound on ∂∂xρi in the same region,
will yield bounded initial conditions at the boundary of Ri for (i)τj and (i)ωj , which are
necessary to show the boundedness of the latter. This will then finally yield bounded
inhomogeneous terms in the evolution equations along ith characteristics for µi and νi
inside Ri, making it possible to show bounds on those quantities, too.
Our starting point is the evolution equation (144) for ∂
∂x
wi along an ith characteristic.
For i ∈ {1, . . . , N}, let Si denote the region in Ri where every jth characteristic (j 6= i)
stays inside Ri for increasing times, i.e.,
(160) Si =
{
(x, t) ∈ Ri
∣∣∣ ∀j ∈ {1, . . . , N} \ {i} we have:
if zj is such that Xj(zj , t) = x, then
(
Xj(zj , s), s
)
∈ Ri, ∀s ∈ [t, t⋆)
}
.
Now define
(161) qRi = Ri \ Si.
Then, for every point in qRi, there is a j ∈ {1, . . . , N} \ {i} such that the jth characteristic
that passes through that point has to leave Ri before t⋆. As a consequence, we obtain
from (142), that
(162)
1
ρi
= O
(
1
ϑ
)
in qRi.
By (41), (115) and (67), this implies that
(163) wi = O
(
W0
ϑ
)
= O(1) in qRi.
Moreover, by (115), recall that wi = O(ϑ2) outside Ri. We conclude that, for all i ∈
{1, . . . , N},
(164) wi = O(1) in R × [0, t⋆) \ Si.
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Now fix (x, t) ∈ R × [0, t⋆) \
⋃
k
Sk =
(
R × [0, t⋆) \
⋃
k
Rk
)⋃(⋃
l
qRl
)
, and assume i and
zi are such that Xi(zi, t) = x (i.e., Ci(zi) passes through (x, t)). Then{(
Xi(zi, s), s
) ∣∣∣ s ∈ [0, t]}⋂(⋃
k
Sk
)
= ∅.
This means that we can integrate (144) along Ci(zi) enjoying bounds on all the coefficients.
Indeed, similarly to (89a), consider
(165) V ′(t) = max
i
sup
(x′,t′)6∈
⋃
k
Sk
0≤t′≤t
∣∣∣ ∂
∂x
wi(x′, t′)
∣∣∣.
Notice that V ′ is non–decreasing (and, actually, even continuous) in t. By (144) and the
preceding argumentation, we have for all i ∈ {1, . . . , N}, as well as for every x and almost
every t such that (x, t) ∈ R × [0, t⋆) \
⋃
k
Sk,
∂
∂si
∣∣∣ ∂
∂x
wi(x, t)
∣∣∣ ≤ ∣∣∣∣ ∂∂si( ∂∂xwi(x, t))
∣∣∣∣ ≤ CV ′(t) +D,
where C and D are constants, depending only on a, δ and the CK,1–norm of f0. We can
thus argue entirely analogously to how we obtained (81) to conclude that
(166) V ′(t) ≤ eCt
(
V ′(0) +
D
C
)
− D
C
,
where V ′(0) is bounded by the fact that f0 is CK and has compact support in I0 = [−1, 1].
Since t is finite by (118), (119), we thus established that, indeed, ∂
∂x
wi is bounded for all
i in the region R × [0, t⋆) \
⋃
k
Sk. In particular, ∂∂xwi remains also bounded outside all
the strips, as claimed in Theorem 2 (iii).
Notice that, since ρi = O(1) by (116) and (134), the foregoing observations and (145)
immediately entail the boundedness of ∂
∂x
ρi in R× [0, t⋆) \
⋃
k
Sk and thus in R× [0, t⋆) \⋃
k
Rk (∀i ∈ {1, . . . , N}). Note, however, that the bounds on ∂∂xwi and ∂∂xρi get worse,
the smaller we pick ϑ. Indeed, they blow up exponentially as ϑ goes to zero (see (166),
(119) and (77)).
We now focus our attention on
{
(i)τj
}
j 6=i and
{
(i)ωj
}
j 6=i insideRi. So fix i ∈ {1, . . . , N}.
If we want to integrate (156) and (158) along a jth characteristic, we will need the initial
values of (i)τj and
(i)τ j at the boundary of Ri (recall that yi serves as a parameter for Cj),
i.e., along Ci(−1) and Ci(1). But, by (22a), (21)
∂
∂yj
= ρj
∂
∂x
+
ρj
λi − λj
∂
∂sj
.
As a consequence, the bounds on ∂
∂x
ρj and
∂
∂x
wj just established, as well as (52), (55),
(134), (163) and (5) imply by continuity that (i)τj and
(i)ωj are bounded on Ci(−1)
⋃ Ci(1),
for all j ∈ {1, . . . , N} \ {i}. For later reference, let us write
(i)G0 = max
j 6=i
sup
(x′,t′)∈Ci(−1)
⋃
Ci(1)
∣∣(i)τj(x′, t′)∣∣,
(i)H0 = max
j 6=i
sup
(x′,t′)∈Ci(−1)
⋃
Ci(1)
∣∣(i)ωj(x′, t′)∣∣,(167)
which are thus both finite. Similarly, define
(i)G = max
j 6=i
sup
(x′,t′)∈Ri
∣∣(i)τj(x′, t′)∣∣,
(i)H = max
j 6=i
sup
(x′,t′)∈Ri
∣∣(i)ωj(x′, t′)∣∣.(168)
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Our aim is to show that both these quantities are finite. Fixing j ∈ {1, . . . , N} \ {i}, we
have from (156) and (158), respectively, that, along any jth characteristic inside Ri,
∂
∂yi
(i)τj =
∑
p
p 6=i
(i)Apj
(i)τp +
∑
p
p 6=i
(i)Bjp
(i)ωp + (i)Mj ,
∂
∂yi
(i)ωj =
∑
p
p 6=i
(i)Epj
(i)τp +
∑
p
p 6=i
(i)F jp
(i)ωp + (i)Nj ,
(169)
where the coefficients are, by (115), (116) and (134), at least O(ϑ2), except for (i)Bjp and
(i)F jp (p ∈ {1, . . . , N} \ {i}), which are O(1) and O(ϑ), respectively. Set
(i)A = 2 max
j,p
j 6=i,p 6=i
sup
(x′,t′)∈Ri
∣∣(i)Apj (x′, t′)∣∣,
(i)B = 2 max
j,p
j 6=i,p 6=i
sup
(x′,t′)∈Ri
∣∣(i)Bjp(x′, t′)∣∣,
(i)M = 2max
j
j 6=i
sup
(x′,t′)∈Ri
∣∣(i)Mj(x′, t′)∣∣,
(i)E = 2 max
j,p
j 6=i,p 6=i
sup
(x′,t′)∈Ri
∣∣(i)Epj (x′, t′)∣∣,
(i)F = 2 max
j,p
j 6=i,p 6=i
sup
(x′,t′)∈Ri
∣∣(i)F jp (x′, t′)∣∣,
(i)N = 2max
j
j 6=i
sup
(x′,t′)∈Ri
∣∣(i)Nj(x′, t′)∣∣,
(170)
which are all O(ϑ2), except for (i)B and (i)F , which are O(1) and O(ϑ), respectively. Then
integrating along Cj yields
(i)τj ≤ (i)G0 + (i)A(i)G+ (i)B(i)H + (i)M,
(i)ωj ≤ (i)H0 + (i)E(i)G+ (i)F (i)H + (i)N,
where we have used that, along Cj
⋂Ri, we have yi ∈ [−1, 1]. Taking supremums over
Ri, we obtain
(i)G ≤ (i)G0 + (i)A(i)G+ (i)B(i)H + (i)M,
(i)H ≤ (i)H0 + (i)E(i)G+ (i)F (i)H + (i)N.
But since (i)A, (i)M, (i)E, (i)N = O(ϑ2), while (i)B = O(1) and (i)F = O(ϑ), and since (i)G0,
(i)H0 are bounded, we can re–write this as
(i)G = O
(
(i)G0 + ϑ
2(i)G+ (i)H
)
,
(i)H = O
(
(i)H0 + ϑ
2(i)G+ ϑ(i)H
)
,
which, for sufficiently small ϑ, reads
(i)G = O
(
(i)G0 +
(i)H
)
,
(i)H = O
(
(i)H0 + ϑ
2(i)G
)
.
Inserting the first line into the second yields
(i)G = O
(
(i)G0 +
(i)H
)
,
(i)H = O
(
(i)H0 + ϑ
2(i)G0 + ϑ
2(i)H
)
= O
(
(i)G0 +
(i)H0
)
,
for sufficiently small ϑ. As a result, we obtain
(171) (i)G = O
(
(i)G0 +
(i)H0
)
and (i)H = O
(
(i)G0 +
(i)H0
)
,
so that (i)τj and
(i)ωj are bounded, as stated in Theorem 2 (iii).
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At last, we are ready to show the boundedness of µi, ν
i inside Ri. In order to do this,
we wish to integrate (150) and (151) along an ith characteristic inside Ri. We can re–write
the evolution equations as
∂
∂si
µi = Aµiµi +Bµiν
i + Cµi ,
∂
∂si
νi = Aνiµi +Bνiν
i + Cνi ,
(172)
with bounded (see (115), (116), (134), (171)) coefficients. Setting
(173) Mi(t) = sup
(z′
i
,s′
i
)
z′
i
∈I0
0≤s′
i
≤t
∣∣µi(z′i, s′i)∣∣ and N i(t) = sup
(z′
i
,s′
i
)
z′
i
∈I0
0≤s′
i
≤t
∣∣νi(z′i, s′i)∣∣,
which are non–decreasing in t, as well as
Aµi = sup
(x′,t′)∈Ri
∣∣Aµi(x′, t′)∣∣,
Aνi = sup
(x′,t′)∈Ri
∣∣Aνi(x′, t′)∣∣,
Bµi = sup
(x′,t′)∈Ri
∣∣Bµi(x′, t′)∣∣,
Bνi = sup
(x′,t′)∈Ri
∣∣Bνi(x′, t′)∣∣,
Cµi = sup
(x′,t′)∈Ri
∣∣Cµi(x′, t′)∣∣,
Cνi = sup
(x′,t′)∈Ri
∣∣Cνi(x′, t′)∣∣,
(174)
we obtain, for almost every t,
∂
∂si
∣∣µi(zi, t)∣∣ ≤ ∣∣∣ ∂
∂si
µi(zi, t)
∣∣∣ ≤ AµiMi(t) +BµiN i(t) + Cµi ,
∂
∂si
∣∣νi(zi, t)∣∣ ≤ ∣∣∣ ∂
∂si
νi(zi, t)
∣∣∣ ≤ AνiMi(t) +BνiN i(t) + Cνi .
Integrating along Ci and subsequently varying zi ∈ I0, we arrive at
Mi(t) ≤ Aµi
∫ t
0
Mi(s)ds+Bµi
∫ t
0
N i(s)ds+ Cµi t,
N i(t) ≤ Aνi
∫ t
0
Mi(s)ds+Bνi
∫ t
0
N i(s)ds+ Cνi t+N
i(0),
(175)
where we have used that ∂
∂zi
ρi(zi, 0) =
∂
∂x
ρi(zi, 0) = 0, since ρi(zi, 0) = 1. Note also that
N i(0) ≤ V ′(0) (cf. (165)). To show that Mi, N i are bounded on [0, t⋆), we make use of
the second statement in Lemma 4, for t < t⋆ ≤ T 0 is finite (cf. (118),(119)).
This, therefore, establishes the rest of Theorem 2 (iii).
5. Application to electromagnetic plane waves in non–linear crystals
This section is devoted to the application of the theory established so far to the case
of plane waves in a non–linear crystal. We assume the material to be birefringent, non–
dispersive, non–magnetic and exhibiting electric third order non–linearities in the energy
density. We begin by recalling quickly the relation between the Lagrangian and the energy
density in the electromagnetic theory, from which one can recover the Maxwell equations.
After restricting to the aforementioned type of material and plane waves, we proceed to
exposing under what assumptions our theory is applicable. Subsequently, we show the
existence of Riemann invariants in a special case, showing thereafter their non–existence
for generic third order non–linearities. As an experimental setup would require to deal
with a material boundary, we end the section with a quick description of that situation.
We then solve in full (albeit only implicitly) the special case above, and comment briefly
on the problem under generic conditions.
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5.1. The relevant equations. Inside matter, the Maxwell equations are
(176)
divB = 0, divD = ρ,
∂
∂t
B + curlE = 0,
∂
∂t
D − curlH = −J,
where E, B, D, H , ρ and J denote the electric and the magnetic field, the electric and
the magnetic displacement, the density of free charges and the density of free currents,
respectively. These equations can be obtained from a variational formalism as follows (see,
e.g., [Chr00]). Let A = (A0, A1, A2, A3) denote the electromagnetic vector potential such
that, for i ∈ {1, 2, 3}, Ei = ∂
∂xi
A0 − ∂∂tAi and Bi =
∑3
k,l=1
∂
∂xk
Alǫ
ikl, where ǫikl denotes
the fully antisymmetric symbol (here, and in the following, indices are raised and lowered
using the Minkowski metric diag(−1, 1, 1, 1)). The field tensor F = dA, a two–form, is
given by F =
∑3
µ,ν=0
1
2
Fµνdx
µ ∧ dxν , with Fµν = ∂∂xµAν − ∂∂xν Aµ, µ, ν ∈ {0, 1, 2, 3},
x0 = t. We have
(Fµν) =
 0 −E1 −E2 −E3E1 0 B3 −B2E2 −B3 0 B1
E3 B2 −B1 0
 ,
and we obtain the two equations on the left in (176) from dF = d2A = 0. Given
a (dual) Lagrangian density L⋆ = L⋆(x, α,Φ), where α and Φ denote one– and two–
forms, respectively, we define the dual canonical momentum Ψ⋆ and the dual electro-
magnetic displacement G⋆, both bivectors, by Ψ⋆ =
∑3
µ,ν=0
1
2
Ψ⋆µν ∂
∂xµ
∧ ∂
∂xν
and G⋆ =∑3
µ,ν=0
1
2
G⋆µν ∂
∂xµ
∧ ∂
∂xν
, respectively, where
Ψ⋆µν =
∂
∂Φµν
L⋆, G⋆µν(x) = Ψ⋆µν
(
x,A(x), F (x)
)
, µ, ν ∈ {0, 1, 2, 3}, µ 6= ν.
Setting
Di = − ∂
∂Ei
(
L⋆( · , A, F )
)
and Hi =
∂
∂Bi
(
L⋆( · , A, F )
)
, i ∈ {1, 2, 3},
we get
(G⋆µν) =
 0 D
1 D2 D3
−D1 0 H3 −H2
−D2 −H3 0 H1
−D3 H2 −H1 0
 .
The canonical momentum Ψ and the electromagnetic displacement G are then given
by Ψ =
∑3
µ,ν=0
1
2
Ψµνdx
µ ∧ dxν and G = ∑3
µ,ν=0
1
2
Gµνdx
µ ∧ dxν , respectively, with
Ψµν =
∑3
κ,λ=0
1
2
Ψ⋆κλǫκλµν and Gµν =
∑3
κ,λ=0
1
2
G⋆κλǫκλµν , where ǫκλµν is the totally
antisymmetric symbol. We obtain
(Gµν) =
 0 H
1 H2 H3
−H1 0 D3 −D2
−H2 −D3 0 D1
−H3 D2 −D1 0
 .
Setting
ρ(x) =
(
− ∂
∂α0
L⋆
)(
x,A(x), F (x)
)
,
J i(x) =
(
− ∂
∂αi
L⋆
)(
x,A(x), F (x)
)
, i ∈ {1, 2, 3},
and defining the dual four–current I⋆ by I⋆0 = ρ and I⋆i = J i, i ∈ {1, 2, 3}, the current
three–form I is given by I =
∑3
λ,µ,ν=0
1
6
Iλµνdx
λ∧dxµ∧dxν , where Iλµν =
∑3
κ=0
I⋆κǫκλµν .
The equations on the right in (176) are then obtained from the Euler–Lagrange equations
dG = I ⇔ (dG)⋆ = I⋆,
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which arise from varying A in the electromagnetic action S [A;D] =
∫
D L( · , A, F ) of A in
the space–time domain D (cf. [Chr00, eq. (6.1.32)]). The current I being the canonical
force ι along a solution, I = ι( · , A, F ), we write
ι =
3∑
λ,µ,ν=0
1
6
ιλµνdx
λ ∧ dxµ ∧ dxν , ιλµν =
3∑
κ=0
ι⋆κǫκλµν , ι
⋆κ = − ∂
∂ακ
L⋆.
From the requirement that the action S[A;D] be invariant under gauge transformations
A 7→ A + df compactly supported in the space–time domain D, one shows (cf. [Chr00,
p.265]) that ι has to be a conserved null current, in the sense that dJ = 0 and that
∂
∂αν
ι⋆µ+ ∂
∂αµ
ι⋆ν = 0 (see [Chr00, §6.3&Ch.3]). Theorem 6.1 in [Chr00] then implies that
ι is, in general, of the form
ι = ι(x,Φ) =
(0)
C (x) + Φ(x)∧
(1)
C (x),
where
(i)
C , i ∈ {0, 1}, are closed exterior differential forms on space–time of degree 3− 2i.
One concludes that the Lagrangian is of the form:
L(x, α,Φ) =
(0)
L (x,Φ) + α(x) ∧ ι(x,Φ).
The canonical electromagnetic stress tensor T ⋆ is defined through its components by
(cf. [Chr00, §6.3])
T ⋆µν =
3∑
λ=0
G⋆µλFνλ−
(0)
L⋆ ( · , F )δµν , µ, ν ∈ {0, 1, 2, 3}.
Corresponding to a time translation field X, we have the energy–momentum density vec-
torfield
P ⋆µ = −
3∑
ν=0
T ⋆µνX
ν .
Taking X = ∂
∂x0
, we get
P ⋆µ = −T ⋆µ0.
Then P ⋆0 = E is the field energy density and P ⋆i = Pi is the field energy flux (Poynting
flux). From the above, we find in terms of E, B, D, H and slightly abusing notation that,
along a solution,
E( · ,D,B) = E ·D+
(0)
L⋆ ( · , E,B) and P( · , E,H) = E ×H,
where, now,
E =
∂
∂D
E , H = ∂
∂B
E .
If we assume
(0)
L⋆ not to depend explicitly on x0 = t, the Maxwell equations imply
3∑
µ=0
∇µP ⋆µ = −
3∑
µ=0
Fµ0I
⋆µ,
or,
∂
∂t
E +∇ · P = −E · J,
which expresses the differential energy law.
We now focus our attention on electromagnetic plane waves inside a non–dispersive
homogeneous dielectric material with no magnetic properties. Dealing with a perfect
insulator, there is no free current, i.e., J ≡ 0. For simplicity, we shall also assume the
absence of extraneous charges, i.e., ρ ≡ 0, so that we have I ≡ 0. Note also that we assume
to be well below the electrical breakdown of the material, i.e., we assume the fields to be
weak enough so that the material actually behaves as an insulator. This is in accordance
with our mathematical treatment, where we also showed that the smallness assumption
on the initial data is preserved in evolution, even though infinite field gradients develop
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in finite time. The Lagrangian density L⋆ for a homogeneous material with only time–
independent properties (hence our requirement of no dispersion) is invariant under both
time and space translations. We can thus write, for some function L,
L⋆(t, x,A,E,B) = L(E,B),
and D, H are defined by
D = − ∂
∂E
L, H =
∂
∂B
L,
respectively. If the material has no magnetic properties, there is a function F such that
L = F(E) +
1
2
|B|2,
whence H = B and D = − ∂F
∂E
, i.e., D depends on E alone. Since the Maxwell equations
(176) are left unchanged by addition of a constant to L, we may assume that F(0) = 0.
In addition, we shall assume that −dF is invertible around zero. In terms of the energy
density (viewed as a function of (D,B))
E(D,B) = E ·D + L(E,B),
we obtain, for i ∈ {1, 2, 3},
∂
∂Di
E =
∑
j
(
∂
∂Di
Ej
)
Dj +Ei +
∑
j
(
∂
∂Ej
L︸ ︷︷ ︸
=−Dj
)
∂
∂Di
Ej = Ei,
and
∂
∂Bi
E =
∑
j
(
∂
∂Bi
Ej
)
Dj +
∑
j
(
∂
∂Ej
L︸ ︷︷ ︸
=−Dj
)
∂
∂Bi
Ej +
∂
∂Bi
L︸ ︷︷ ︸
=Hi
= Hi,
as expected. Since D depends only on E, we can write
E(D,B) = G(D) + 1
2
|B|2,
where
G(D) = E ·D + F(E).
Note that F(0) = 0 entails G(0) = 0.
The aim of what follows is to study plane wave solutions of the Maxwell equations for G
given by its third order Taylor expansion around zero. For emphasis, we shall henceforth
write x = x1, y = x2, z = x3, and, correspondingly,
Dx = D
1, Dy = D
2, Dz = D
3, Ex = E
1, Ey = E
2, Ez = E
3,
Bx = B
1, By = B
2, Bz = B
3.
An electromagnetic plane wave travelling in the x–direction is characterised by the fact
that the field variables depend only on x and t. From the constraint equations divB = 0
and divD = 0, we obtain that Dx and Bx are constant in space. Their constancy in
time is a consequence of the two other equations in (176). We may therefore assume
that Dx and Bx vanish throughout. The remaining equations governing the evolution of
(Dy ,Dz, By , Bz) reduce to
(177)

∂
∂t
Dy +
∂
∂x
Bz = 0,
∂
∂t
Dz − ∂
∂x
By = 0,
∂
∂t
By − ∂
∂x
Ez = 0,
∂
∂t
Bz +
∂
∂x
Ey = 0,
where E = ∂E
∂D
= ∂G
∂D
. In the type of material under consideration, modulo the correct
alignment of the rectangular coordinate axes, we can assume that, up to terms of fourth
order,
G(D) =
1
2
K1D
2
y +
1
2
K2D
2
z + C111D
3
y + C112D
2
yDz + C122DyD
2
z + C222D
3
z ,
where K1,K2, C111, C112, C122, C222 ∈ R are constants (note that there is no need to con-
sider terms linear in the components of D, as they would not alter the Maxwell equations
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(177)). In order to obtain a strictly hyperbolic system, we restrict ourselves to birefringent
materials, i.e., media where the refractive index depends on the polarisation of the light.
This situation occurs in certain crystals and translates into the condition
(178) 0 < K2 < K1 < 1.
The energy density is
(179) E = 1
2
B2y+
1
2
B2z+
1
2
K1D
2
y+
1
2
K2D
2
z+C111D
3
y+C112D
2
yDz+C122DyD
2
z+C222D
3
z .
We then obtain from E = ∂E
∂D
= ∂G
∂D
,
(180)
{
Ey = K1Dy + 3C111D
2
y + 2C112DyDz + C122D
2
z ,
Ez = K2Dz +C112D
2
y + 2C122DyDz + 3C222D
2
z .
We now show that (177), taking into account (180), falls in the framework of our theory.
More precisely, we prove
Lemma 5. Let u =
(
Dy ,Dz, By, Bz
)
. Then there is a matrix function a = a(u) such
that (177) for E given by (180) is equivalent to
(181)
∂
∂t
u+ a(u)
∂
∂x
u = 0.
Moreover, under the assumption (178), there is a δ > 0 such that the system (181) is
uniformly strictly hyperbolic on B4δ (0). Finally, (181) is genuinely non–linear, whenever
C111 and C222 are non–zero.
5.2. Proof of Lemma 5. Let u =
(
Dy, Dz, By, Bz
)T
. Then the first row of (177) is
∂
∂t
u1 +
∂
∂x
u4 = 0,
∂
∂t
u2 − ∂
∂x
u3 = 0.
Using (180), the second row of (177) translates to
∂
∂t
u3 −K2 ∂
∂x
u2 − 2C112u1 ∂
∂x
u1 − 2C122u1 ∂
∂x
u2 − 2C122u2 ∂
∂x
u1 − 6C222u2 ∂
∂x
u2 = 0,
and
∂
∂t
u4 +K1
∂
∂x
u1 + 6C111u
1 ∂
∂x
u1 + 2C112u
1 ∂
∂x
u2 + 2C112u
2 ∂
∂x
u1 + 2C122u
2 ∂
∂x
u2 = 0.
Thus, setting
d1 = d1(u) = K1 + 6C111u
1 + 2C112u
2,(182a)
d2 = d2(u) = K2 + 2C122u
1 + 6C222u
2,(182b)
and
c = c(u) = 2C112u
1 + 2C122u
2,(182c)
we see that the Maxwell equations (177) are equivalent to
∂
∂t
u+ a
∂
∂x
u = 0,
with
(183) a = a(u) =
 0 0 0 10 0 −1 0−c(u) −d2(u) 0 0
d1(u) c(u) 0 0
 .
We have thus proved the first statement in Lemma 5.
Now set
(184) m = m(u) =
d1 + d2
2
and r = r(u) =
d1 − d2
2
,
so that m+ r = d1 and m− r = d2. Notice that
(185) d1(0) = K1, d2(0) = K2 and c(0) = 0,
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whence, setting m0 = m(0), r0 = r(0),
(186) m0 =
K1 +K2
2
and r0 =
K1 −K2
2
.
Pick then any h > 0 such that
(187) h <
min
{
r0 ,
K2︷ ︸︸ ︷
m0 − r0 , 1−
( K1︷ ︸︸ ︷
m0 + r0
)}
2m0
,
so that
(1− h) > max
{
1− r0
2m0
,
K1
2m0
}
,
(1 + h) < min
{
1 +
r0
2m0
,
1 +K2
2m0
}
.
Then it is easy to check that, by (178),
0 < (1− h)K2 < (1 + h)K2 < (1− h)K1 < (1 + h)K1 < 1,
for
(1− h)K2 > K1K2
K1 +K2
> 0,
(1 + h)K1 <
K1(1 +K2)
K1 +K2
= 1− K2(1−K1)
K1 +K2
< 1,
(1− h)K1 − (1 + h)K2 > K1 −K2 − K1r0 +K2r0
2m0
= 2r0 − r0 = r0 > 0.
Let now δ > 0 be so small that∣∣K1 − d1(v)∣∣ < hK1, ∣∣K2 − d2(v)∣∣ < hK2,
and
c(v)2 < min
{
K1
(
K2 − h(K1 +K2)
)
, (1−K2)
(
1−K1 − h(K1 +K2)
)}
,
(188)
for all v ∈ B42δ(0) =
{
v′ ∈ R4
∣∣ |v′| < 2δ}, and let u ∈ B42δ(0). Then, by (184), (186),
m =
d1 + d2
2
=
K1 +K2
2
+
d1 −K1
2
+
d2 −K2
2
∈
(
K1 +K2
2
− hK1
2
− hK2
2
,
K1 +K2
2
+
hK1
2
+
hK2
2
)
=
(
(1− h)m0, (1 + h)m0
)
,
so that
m > (1− h)m0 and 1−m > 1− (1 + h)m0.
Since (187) implies h < r0
2m0
, we have by (178),
(1− h)m0 > m0 − r0
2
=
K1 +K2
2
− K1 −K2
4
=
1
4
K1 +
3
4
K2 > 0
and
(1 + h)m0 < m0 +
r0
2
=
K1 +K2
2
+
K1 −K2
4
=
3
4
K1 +
1
4
K2 < 1,
i.e.,
(1− h)m0 > 0 and 1− (1 + h)m0 > 0.
As a result,
0 < m < 1.
Define
(189) R = R(u) =
√
r2 + c2,
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and observe that, by (184), (188), (186),
R2 = r2 + c2 <
(
K1 −K2
2
+ h
K1 +K2
2
)2
+K1
(
K2 − h(K1 +K2)
)
= r20 + 2hr0m0 + h
2m20 + (m0 + r0)(m0 − r0 − 2hm0)
=
(
(1− h)m0
)2
< m2.
Similarly, (184), (188), (186) yield
R2 = r2 + c2 <
(
K1 −K2
2
+ h
K1 +K2
2
)2
+ (1−K2)
(
1−K1 − h(K1 +K2)
)
= r20 + 2hr0m0 + h
2m20 + (1−m0 + r0)(1−m0 − r0 − 2hm0)
=
(
1− (1 + h)m0
)2
< (1−m)2.
Finally, (184), (188), (186) tell us
R =
√
r2 + c2 > r >
K1 −K2
2
− hK1 +K2
2
= r0 − hm0,
whence, by (187),
m−R < (1 + h)K1 +K2
2
−R < m0 − r0 + 2hm0 < m0
and
m+R > (1− h)K1 +K2
2
+R > m0 + r0 − 2hm0 > m0.
We have thus showed that
(190) 0 < m−R < m0 < m+R < 1.
We are then ready to compute the eigenvalues of a. Writing (cf. (183), (184))
a =
 0 0 0 10 0 −1 0−c −m+ r 0 0
m+ r c 0 0
 ,
we calculate
det(λ id−a) = λ4 − λ2(m− r)− λ2(m+ r) + (m2 − r2 − c2)
= (λ2)2 − 2mλ2 + (m2 −R2)
= (λ2)2 −
(
(m+R) + (m−R)
)
λ2 + (m+R)(m−R)
=
(
λ2 − (m+R)
)(
λ2 − (m−R)
)
,
and obtain the eigenvalues λ of a:
(191) λ = λ(u) = ±√m±R.
Notice that these are, by (190), real and of modulus strictly smaller than one. Moreover,
the four values are distinct, uniformly on B4δ (0). Indeed, by (190), we have on B
4
2δ(0),
(192) − 1 < −√m+R < −√m0 < −
√
m−R < 0 < √m−R < √m0 <
√
m+R < 1,
which, therefore, holds uniformly on B4δ (0). As a result, the second statement in Lemma 5
is proved. For the rest of this subsection, we shall assume that u ∈ B4δ (0). Notice that,
for u = 0, we obtain by (184), (189), (185),
(193) λ(0) =
{
±√K1
±√K2
.
Also, it is easy to see that (see (183) and (185))
(194) e01 =
 100√
K1
 , e02 =
 01−√K2
0
 , e03 =
 01√K2
0
 and e04 =
 100
−√K1

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are eigenvectors of a(0) corresponding to the eigenvalues λ1(0) =
√
K1, λ2(0) =
√
K2,
λ3(0) = −
√
K2 and λ4(0) = −
√
K1, respectively. Now note that the basis {e0i}i∈{1,...,4}
is orthonormal with respect to the scalar product
(195) 〈v, w〉0 =
∑
i,j
gijv
iwj , v, w ∈ R4,
where gij , i, j ∈ {1, . . . , 4}, are the components of the matrix
(196) g = diag
(
1
2
,
1
2
,
1
2K2
,
1
2K1
)
.
We will use the norms ‖ · ‖0 and ‖ · ‖0⋆ induced by this scalar product on R4 and R4⋆,
respectively, to normalise the eigenvectors of a(u) and measure their duals (cf. Subsec-
tion 2.1).
For c 6= 0, let
(197) µ =
λ2 − d2
c
=
1
c
(
r ±R
)
and µ̂ = −λ
2 − d1
c
=
1
c
(
r ∓R
)
.
We have
(198) µµ̂ =
1
c2
(r2 −R2) = −1 and µ+ µ̂ = 2r
c
.
One easily checks that
(199a) e˜λ = σµ
 µ1−λ
λµ
 ,
where
(199b) σµ = sign(µ)δλ,±√m+R + δλ,±√m−R ∈ {−1, 1},
is an eigenvector of a for the eigenvalue λ with dual
(199c) e˜⋆λ =
σµ
2λ(1 + µ2)
(
λµ, λ,−1, µ
)
.
Having
‖e˜λ‖20 = 〈e˜λ, e˜λ〉0 = 12
(
1 + µ2 +
λ2
K2
+
λ2µ2
K1
)
and
‖e˜⋆λ‖20⋆ = 〈e˜⋆λ, e˜⋆λ〉0⋆ = 18λ2(1 + µ2)2
(
(2λµ)2 + (2λ)2 +
(−2K2)2
K2
+
(2K1µ)
2
K1
)
=
1
2λ2(1 + µ2)2
(
λ2 + λ2µ2 +K2 +K1µ
2
)
,
we normalise
eλ =
σµ√
1+µ2
2
+ λ
2
2
(
1
K2
+ µ
2
K1
)
 µ1−λ
λµ
 ,
e⋆λ =
σµ
√
1+µ2
2
+ λ
2
2
(
1
K2
+ µ
2
K1
)
2λ(1 + µ2)
(
λµ, λ,−1, µ
)
,
(200)
so that
(201) ‖eλ‖0 = 1, e⋆λeλ′ = δλλ′
and ‖e⋆λ‖0⋆ =
√(
1 + µ2 + λ2
(
1
K2
+ µ
2
K1
))(
λ2(1 + µ2) +K2 +K1µ2
)
2|λ|(1 + µ2) ,
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for
e˜⋆λe˜λ′ =
σµσµ′
2λ(1 + µ2)
(
λµµ′ + λ+ λ′ + λ′µµ′
)
=
σµσµ′(λ+ λ
′)(1 + µµ′)
2λ(1 + µ2)
and, in case λ 6= λ′, we have either µ = µ′, whence λ = −λ′, or µ = µ̂′, whence µµ′ = −1
by (198).
On the other hand, for c = 0 (which occurs, e.g., when u = 0, or when C112 = C122 = 0;
cf. (182c)), a becomes
a =
 0 0 0 10 0 −1 00 −d2 0 0
d1 0 0 0
 ,
and, since R = r in this case, we obtain
λ =
{
±
√
d1
±
√
d2
.
Now the problem decouples into a pair of two–dimensional equations for (u1, u4) and
(u2, u3), respectively (i.e., for (Dy, Bz) and (Dz, By), respectively). The (normalised)
eigenvectors of a are easily seen to be given by
e±
√
d1
=
1√
1
2
+ d1
2K1
 100
±√d1
 , e⋆±√d1 =
√
1
2
+ d1
2K1
±2√d1
(
±
√
d1, 0, 0, 1
)
,
e±
√
d2
=
1√
1
2
+ d2
2K2
 01∓√d2
0
 , e⋆±√d2 =
√
1
2
+ d2
2K2
±2√d2
(
0,±
√
d2,−1, 0
)
.
We show that our eigenvectors (200) for c 6= 0 can be extended by continuity to c = 0
and coincide there with the appropriate eigenvector from above. Let
(202) µ± =
1
c
(
r ±R
)
=
1
c
(
r ±
√
r2 + c2
)
.
For 0 < |c| ≪ r, we have
R = r +
c2
2r
+O
( |c|4
r3
)
.
Thus
µ± =
r ± r
c
± c
2r
+O
(( |c|
r
)3)
,
so that
(203) µ+ =
2r
c
+O
( |c|
r
)
and µ− = − c
2r
+O
(( |c|
r
)3)
,
and sign(µ±) = sign(c) for |c| small enough. A short computation then gives
µ+√
1 + µ2+
= sign(µ+) +O
( |c|
r
)
,
1√
1 + µ2+
= O
( |c|
r
)
,
µ−√
1 + µ2−
= O
( |c|
r
)
,
1√
1 + µ2−
= 1 +O
( |c|2
r2
)
.
As a consequence,
e±√m+R
c→0−→ e±√d1 , e
⋆±√m+R c→0−→ e⋆±
√
d1 ,
e±√m−R
c→0−→ e±√d2 , e
⋆±√m−R c→0−→ e⋆±
√
d2 ,
which proves the claim.
46 D. Christodoulou and D. R. Perez
Let us now compute the “gradient” of the matrix a. Let u˙ =
(
u˙1, u˙2, u˙3, u˙4
)T
be a
variation of u. Since the coefficients of a are affine functions of the components of u, we
obtain simply
(204)
1
s
(
a(u+ su˙)− a(u)
)
=
 0 0 0 00 0 0 0−c˙ −d˙2 0 0
d˙1 c˙ 0 0
 , ∀s ∈ R,
where
d˙1 = 6C111u˙
1 + 2C112u˙
2 = 2
(
3C111u˙
1 + C112u˙
2
)
,(205a)
d˙2 = 2C122u˙
1 + 6C222u˙
2 = 2
(
C122u˙
1 + 3C222u˙
2
)
,(205b)
c˙ = 2C112u˙
1 + 2C122u˙
2 = 2
(
C112u˙
1 + C122u˙
2
)
.(205c)
It follows
e⋆λ
(
Du˙a
)
eλ′ =
σµσµ′
2λ(1 + µ2)
√√√√ 1 + µ2 + λ2( 1K2 + µ2K1 )
1 + µ′2 + λ′2
(
1
K2
+ µ
′2
K1
)(λµ, λ,−1, µ)
 00−µ′c˙− d˙2
µ′d˙1 + c˙

= σµσµ′
√√√√ 1 + µ2 + λ2( 1K2 + µ2K1 )
1 + µ′2 + λ′2
(
1
K2
+ µ
′2
K1
) µµ′d˙1 + d˙2 + (µ+ µ′)c˙
2λ(1 + µ2)
.
As a result, we obtain for u˙ = eλ′′ ,
cλλ′λ′′ = c
λ
λ′λ′′(u) = e
⋆λ(u)
(
Deλ′′ (u)a(u)
)
eλ′(u)
= σµσµ′σµ′′
√√√√2 1 + µ2 + λ2( 1K2 + µ2K1 )(
1 + µ′2 + λ′2
(
1
K2
+ µ
′2
K1
))(
1 + µ′′2 + λ′′2
(
1
K2
+ µ
′′2
K1
))
· µµ
′(3C111µ′′ +C112) + (C122µ′′ + 3C222) + (µ+ µ′)(C112µ′′ + C122)
λ(1 + µ2)
= σµσµ′σµ′′
√√√√2 1 + µ2 + λ2( 1K2 + µ2K1 )(
1 + µ′2 + λ′2
(
1
K2
+ µ
′2
K1
))(
1 + µ′′2 + λ′′2
(
1
K2
+ µ
′′2
K1
))(206)
· 3C111µµ
′µ′′ + C112(µµ′ + µµ′′ + µ′µ′′) + C122(µ+ µ′ + µ′′) + 3C222
λ(1 + µ2)
.
Notice that cλλ′′λ′ = c
λ
λ′λ′′ . Notice also that at least two of the µ, µ
′, µ′′ are identical. In
particular, we have
(207) cλλλ =
3σ3µ
λ(1 + µ2)
√
1+µ2
2
+ λ
2
2
(
1
K2
+ µ
2
K1
)(C111µ3 + C112µ2 + C122µ+ C222).
As a consequence, we have for
λ = ±√m+R : cλλλ c→0−→ 3
±√d1
√
1
2
+ d1
2K1
C111,
and for
λ = ±√m−R : cλλλ c→0−→ 3
±√d2
√
1
2
+ d2
2K2
C222,
which shows that the system ∂
∂t
u + a ∂
∂x
u = 0 is genuinely non–linear around u = 0, as
soon as C111, C222 6= 0. This establishes the last statement in Lemma 5, completing the
proof.
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Remark. If we want to ensure that cλλλ < 0 for all sufficiently small |u|, we replace e⋆λ
and eλ by σλe
⋆λ and σλeλ, respectively, where
(208) σλ = − sign(C111) sign(λ)δλ,±√m+R − sign(C222) sign(λ)δλ,±√m−R ∈ {−1, 1}.
(Note that, by definition, σ−λ = −σλ.) We then have
cλλ′λ′′ =
σµσµ′σµ′′σλσλ′σλ′′
λ(1 + µ2)
√√√√2 1 + µ2 + λ2( 1K2 + µ2K1 )(
1 + µ′2 + λ′2
(
1
K2
+ µ
′2
K1
))(
1 + µ′′2 + λ′′2
(
1
K2
+ µ
′′2
K1
))
(209)
·
(
3C111µµ
′µ′′ + C112(µµ
′ + µµ′′ + µ′µ′′) + C122(µ+ µ
′ + µ′′) + 3C222
)
and
(210) cλλλ =
3σ3µσ
3
λ
λ(1 + µ2)
√
1+µ2
2
+ λ
2
2
(
1
K2
+ µ
2
K1
)(C111µ3 + C112µ2 + C122µ+ C222).
Remark. Observe that, for u = 0, we have
min
λ
∣∣cλλλ(0)∣∣ = min{ 3√
K1
|C111| , 3√
K2
|C222|
}
,
max
λ
∣∣cλλλ(0)∣∣ = max{ 3√
K1
|C111| , 3√
K2
|C222|
}
.
(211)
In particular, we have minλ
∣∣cλλλ(0)∣∣ = maxλ ∣∣cλλλ(0)∣∣ if and only if
|C111|
|C222| =
√
K1
K2
,
which, by (178), is strictly larger than one.
This finishes the discussion that our theory is applicable to plane electromagnetic waves
in a birefringent crystal with no magnetic properties and cubic non–linearity in the energy
density, assuming no dispersion. Except for a smallness condition on the field we note
that we only need to require C111, C222 6= 0. We proceed by observing in the next two sub-
sections that there exist Riemann invariants in the decoupled case c ≡ 0, thus simplifying
the problem considerably, whereas no such simplification occurs in the case c 6≡ 0.
5.3. On the existence of Riemann invariants in the case c ≡ 0. Let us assume that
c ≡ 0 (i.e., we assume that C112 = C122 = 0; cf. (182c)). We already observed that this
implies the decoupling of the two polarisations. Now we show that this actually implies
the existence of Riemann invariants.
First, notice that C112 = C122 = 0 implies that d1(u) = d1(u
1) and d2(u) = d2(u
2)
(cf. (182a) and (182b)). So, indeed, the two decoupled systems do not depend on one
another. We can then define
(212)
m1 = m1(u1, u4) = u4 +
∫ u1
0
√
d1(s)ds, m
2 = m2(u2, u3) = −u3 +
∫ u2
0
√
d2(s)ds,
m3 = m3(u2, u3) = −u3 −
∫ u2
0
√
d2(s)ds, m
4 = m4(u1, u4) = u4 −
∫ u1
0
√
d1(s)ds.
It is easy to see that a becomes diagonal in these coordinates. Indeed, we have
dm(u) =

√
d1(u1) 0 0 1
0
√
d2(u2) −1 0
0 −
√
d2(u2) −1 0
−
√
d1(u1) 0 0 1
 ,
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so that
(
dm(u)
)−1
=
1
2

1√
d1(u1)
0 0 − 1√
d1(u1)
0 1√
d2(u2)
− 1√
d2(u2)
0
0 −1 −1 0
1 0 0 1
 ,
and therefore
dm(u)a(u)
(
dm(u)
)−1
=

√
d1(u1) 0 0 0
0
√
d2(u2) 0 0
0 0 −
√
d2(u2) 0
0 0 0 −
√
d1(u1)
 .
We thus obtain that ∂
∂t
u+ a(u) ∂
∂x
u = 0 is equivalent to the system
∂
∂t
m1 +
√
d1(u1)
∂
∂x
m1 = 0,
∂
∂t
m2 +
√
d2(u2)
∂
∂x
m2 = 0,
∂
∂t
m3 −
√
d2(u2)
∂
∂x
m3 = 0,
∂
∂t
m4 −
√
d1(u1)
∂
∂x
m4 = 0,
which we write more compactly as
(213)
∂
∂t
mi(1−j)+(5−i)j + (−1)j
√
di(ui)
∂
∂x
mi(1−j)+(5−i)j = 0, i ∈ {1, 2}, j ∈ {0, 1}.
We still need to express u1 and u2 in terms of m1, m2, m3 and m4. From (182a),
(182b) we have √
di(ui) =
√
Ki + 6Ciiiui, i ∈ {1, 2},
whence
(214)
∫ ui
0
√
di(s)ds =

(Ki + 6Ciiiu
i)
3
2 − (Ki) 32
9Ciii
, if Ciii 6= 0,
√
Kiu
i, if Ciii = 0,
i ∈ {1, 2}.
But from (212), we see that this also equals 1
2
(mi − m5−i). As a result, we obtain for
i ∈ {1, 2}
(215) ui = ui(mi,m5−i) =

(
(Ki)
3
2 + 9Ciii
2
(mi −m5−i)
) 2
3 −Ki
6Ciii
, if Ciii 6= 0,
1
2
√
Ki
(mi −m5−i), if Ciii = 0.
Inserting this back into (182a), (182b) and then into (213), we obtain for i ∈ {1, 2}, j ∈
{0, 1}
∂
∂t
mi−2ij+5j + (−1)j
(
(Ki)
3
2 +
9Ciii
2
(mi −m5−i)
) 1
3 ∂
∂x
mi−2ij+5j = 0, if Ciii 6= 0,
∂
∂t
mi−2ij+5j + (−1)j√Ki ∂
∂x
mi−2ij+5j = 0, if Ciii = 0.
The first equation being compatible with the second, we have for every Ciii ∈ R,
(216)
∂
∂t
mi−2ij+5j + (−1)j
(
(Ki)
3
2 +
9Ciii
2
(mi −m5−i)
) 1
3 ∂
∂x
mi−2ij+5j = 0,
i ∈ {1, 2}, j ∈ {0, 1}.
We conclude that mi−2ij+5j is constant along the (i−2ij+5j)th characteristic with speed
(217) λi−2ij+5j = (−1)j
(
(Ki)
3
2 +
9Ciii
2
(mi −m5−i)
) 1
3
.
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As a result, the characteristics must be straight lines as soon as we are outside a region
where characteristic strips overlap.
Next, we want to investigate whether or not a similar argument can be performed in
the case c 6≡ 0. It turns out that the answer is negative.
5.4. On the non–existence of Riemann invariants in the case c 6≡ 0. Notice that,
in general, the existence of Riemann invariants for an N–dimensional (N ∈ N \ {0})
quasi–linear system
∂
∂t
u+ a(u)
∂
∂x
u = 0
depends on the existence of coordinates m = m(u) in RN such that the rows of dm are
(each separately) proportional to the elements of a basis {e⋆i}Ni=1 of eigen–1–forms of a
(cf. Remark 1 on page 4), i.e., there must exist functions µi such that
µidm
i = e⋆i, i ∈ {1, . . . , N}.
We have the necessary integrability condition
de⋆i ∧ e⋆i = (dµi ∧ dmi + µid2mi) ∧ (µidmi) = µidµi ∧ (dmi ∧ dmi) = 0.
In order to check this for the case at hand (i.e., N = 4, a given by (183) and c 6≡ 0),
we compute
dê⋆λ =
(
∂u1λ− ∂u2(λµ)
)
du1 ∧ du2 +
(
−∂u3(λµ)
)
du1 ∧ du3 +
(
∂u1µ− ∂u4(λµ)
)
du1 ∧ du4
+ (−∂u3λ)du2 ∧ du3 + (∂u2µ− ∂u4λ)du2 ∧ du4 + (∂u3µ)du3 ∧ du4,
where we take
ê⋆λ = λµdu1 + λdu2 − du3 + µdu4
for the dual eigenvectors of a (compare with (199c)). Since, by (197), (191), (189), (184),
(182a), (182b), (182c), the quantities λ and µ are independent of u3 and u4, this reduces
to
dê⋆λ =
(
∂u1λ− ∂u2(λµ)
)
du1 ∧ du2 + (∂u1µ)du1 ∧ du4 + (∂u2µ)du2 ∧ du4.
Therefore,
dê⋆λ ∧ ê⋆λ =
(
−∂u1λ+ ∂u2(λµ)
)
du1 ∧ du2 ∧ du3
+
(
µ∂u1λ− µ∂u2(λµ)− λ∂u1µ+ λµ∂u2µ
)
du1 ∧ du2 ∧ du4
+ (∂u1µ)du
1 ∧ du3 ∧ du4 + (∂u2µ)du2 ∧ du3 ∧ du4,
which has to vanish. Comparing coefficients, we obtain that µ needs to be constant and
that λ has to fulfil
(218) ∂u1λ = µ∂u2λ.
Since, by the first equation in (198), µ being independent of u implies that µ̂ is independent
of u, we obtain from the second equation in (198) that r
c
has to be a constant as well. On
the other hand, considering points closer and closer to the trivial state, (203) implies that
µ− ≡ 0 and 1µ+ ≡ 0. Hence, again by (203),
c
r
≡ 0, implying that c ≡ 0. But this is a
contradiction to our assumption that c 6≡ 0. As a result, no Riemann invariants exist in
the case c 6≡ 0.
In the remaining part of this section, we want to comment on a more realistic setting
one might encounter in experiments.
5.5. A sketch of an actual experimental setup. If one were to set up an experiment
for comparison with the theoretical study conducted thus far, one would need to take into
account at least a material boundary. In what follows, we shall assume that our crystal
extends infinitely in the half–space
{
(x, y, z) ∈ R3
∣∣ x ≥ 0} and that a suitable plane wave
source is located in the plane {x = x0} for some x0 < 0. For simplicity, we shall assume
that the half–space
{
(x, y, z) ∈ R3
∣∣ x < 0} is vacuum, although it should be easy to adapt
what follows to the case of, say, air. The initial conditions for the electromagnetic field are
obtained from a smooth light profile emanating from x0 and compactly supported in time.
We will later choose the time origin so that the light first hits the crystal at (x, t) = (0, 0).
In order to deal with the material boundary, we obviously have to set up jump condi-
tions at x = 0. Those are, as usual, obtained from integrating the Maxwell equations over
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suitable regions (infinitesimally flat pill boxes, respectively loops, based on arbitrary sub-
domains, respectively curves, on the boundary) and using Gauss’ and Stokes’ theorems.
In general, one obtains for insulators (at rest) without extraneous charges and currents
that the normal components of B and D, as well as the tangential components of E and
H , have to be continuous across the boundary. We denote this as
(219)
[B⊥] = 0, [D⊥] = 0,
[E‖] = 0, [H‖] = 0.
For plane waves travelling in the x–direction, the boundary being {x = 0} here, the top
line has no effect other than ensuring that if we assumed Bx = 0, Dx = 0 initially, the same
holds on the other side of the boundary. The bottom line, on the other hand, translates
into
(220) [Ey ] = 0, [Ez] = 0, [Hy ] = 0, [Hz] = 0.
These conditions, of course, have to be converted into jump conditions for D and B, using
H = B on both sides, as well as E = D if x < 0 and (180) if x ≥ 0. We observe that
∂(Ey, Ez)
∂(Dy,Dz)
=
(
d1 c
c d2
)
,
so that (Dy ,Dz) can indeed be expressed in terms of (Ey, Ez) in a neighbourhood of the
solution (Dy ,Dz)
∣∣
(Ey,Ez)=(0,0)
= (0, 0).
We now give the complete solution of this situation in the decoupled case c ≡ 0, i.e.,
when C112 = C122 = 0.
5.6. The decoupled case c ≡ 0. Both inside and outside the crystal, we take (179) as
an ansatz for the energy density. In the region outside the crystal, i.e., when x < 0, the
constants C111, C112, C122 and C222 all vanish, and K1 = K2. For simplicity, we shall
assume that we are in vacuum, so that K1 = K2 = 1. Inside the crystal, we assume
(178), C112 = C122 = 0 and, for simplicity, we only consider the genuinely non–linear case
C111 6= 0, C222 6= 0. Let u = (Dy ,Dz, By , Bz) be a solution of ∂∂tu + a ∂∂xu = 0, where
a is given by (183) with the aforementioned values of the constants in accordance as to
whether x is positive or negative, and such that the jump conditions (220) are fulfilled.
In what follows, we describe this solution in terms of Riemann invariants. We can use
Subsection 5.3 to do this in both the vacuum and the crystal regions. To avoid additional
sub- or superscripts, we shall denote the Riemann invariants inside the crystal by m, but
those outside the crystal by n. Let us start with the vacuum region (x < 0). Here,
since the equations are linear, we expect the solution u to be the sum of an incident
wave u(i) travelling in the positive x–direction, and a reflected wave u(r) travelling in the
negative x–direction, so that u = u(i) + u(r). Given an initial two–dimensional profile
f ∈ CKc
(
R;B2δ
2
(0)
)
for (Dy ,Dz) = (u
1, u2) with compact support in (x0 − 1, x0), we can
parametrise the incident wave u(i) by
(221) u(i)(x, t) =
 f
1(x0 + x− t)
f2(x0 + x− t)
−f2(x0 + x− t)
f1(x0 + x− t)
 , x ∈ (x0, 0),
as can be easily checked using (177). Here, δ is chosen small enough according to Subsec-
tion 5.2 for the crystal region. Notice that we chose the time origin in such a way that
t 7→ lim
xր0
u(i)(x, t) is compactly supported in (0, 1). The Riemann invariants n(i) related
to this wave are (cf. (212))
(222) n(i)(x, t) =
 u(i)
1 + u(i)
4
u(i)
2 − u(i)3
−u(i)2 − u(i)3
−u(i)1 + u(i)4
 =
2f
1(x0 + x− t)
2f2(x0 + x− t)
0
0
 , x ∈ (x0, 0),
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which is consistent with u(i) travelling in the positive x–direction. Similarly, we can make
the following ansatz for the Riemann invariants n(r) representing the reflected wave u(r),
(223) n(r)(x, t) =
 002g2(x, t)
2g1(x, t)
 , x < 0,
for two unknown functions g1 and g2 (notice that, by linearity, n = n(i) +n(r)). Since the
latter are constant along the characteristics with speed −1, they must depend solely on
x+ t. Slightly absuing notation, we then get for the reflected wave u(r) using (212), (215),
(224) u(r)(x, t) =
−g
1(x+ t)
−g2(x+ t)
−g2(x+ t)
g1(x+ t)
 , x < 0,
which is consistent with the Maxwell equations (177). We shall promptly see that the two
unknown functions g1 and g2 are obtained from the jump conditions (220). We are going
to need the following expressions for Ey, Ez, Hy, Hz in terms of n
1, n2, n3 and n4, which
are readily obtained from (212), (215), using that, in vacuum, E = D and H = B. We
have, for x < 0,
(225)
Ey = Dy = u
1 =
1
2
(n1 − n4), Ez = Dz = u2 = 1
2
(n2 − n3),
Hy = By = u
3 = −1
2
(n2 + n3), Hz = Bz = u
4 =
1
2
(n1 + n4).
Regarding the region inside the crystal, we consider the Riemann invariants m =
m(x, t) (x > 0) representing the transmitted wave. Since m3 and m4 are constant along
characteristics with negative speed (see (217)), and assuming that the incident wave from
above is the only source, it is clear that they must vanish, as every characteristic C3 or C4
intersects points in the trivial region. We thus have
m(x, t) =
m
1(x, t)
m2(x, t)
0
0
 , x > 0,
and observe that, by (216), (217), the characteristics in the crystal region are all straight
lines. We are going to use (220) to obtain m1 and m2. Before doing so, however, we need
to express m1, m2, m3 and m4 in terms of Ey, Ez, Hy and Hz, inside the crystal region
x > 0. We have that
u1 = Dy =
√
K21 + 12C111Ey −K1
6C111
and u2 = Dz =
√
K22 + 12C222Ez −K2
6C222
are the unique solutions of (180) that vanish when Ey, respectively Ez, vanish. We then
obtain from (212), (214), and using H = B, that, for x > 0,
(226)
m1 = u4 +
(K1 + 6C111u
1)
3
2 −K
3
2
1
9C111
= Hz +
(K21 + 12C111Ey)
3
4 −K
3
2
1
9C111
,
m2 = −u3 + (K2 + 6C222u
2)
3
2 −K
3
2
2
9C222
= −Hy + (K
2
2 + 12C222Ez)
3
4 −K
3
2
2
9C222
,
m3 = −u3 − (K2 + 6C222u
2)
3
2 −K
3
2
2
9C222
= −Hy − (K
2
2 + 12C222Ez)
3
4 −K
3
2
2
9C222
,
m4 = u4 − (K1 + 6C111u
1)
3
2 −K
3
2
1
9C111
= Hz − (K
2
1 + 12C111Ey)
3
4 −K
3
2
1
9C111
.
We are now ready to use (220) to solve for m1 and m2, as well as for n3 = n(r)
3 = 2g2
and n4 = n(r)
4 = 2g1 from above.
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For i ∈ {1, . . . , 4}, let
n0(t) = lim
xր0
n(x, t) =
2f
1(x0 − t)
2f2(x0 − t)
2g2(t)
2g1(t)
 , m0(t) = lim
xց0
m(x, t) =

lim
xց0
m1(x, t)
lim
xց0
m2(x, t)
0
0
 .
Using (225), (226) and (220), we obtain
m10 =
n10 + n
4
0
2
+
(
K21 + 12C111
n10−n40
2
) 3
4 −K
3
2
1
9C111
,
m20 =
n20 + n
3
0
2
+
(
K22 + 12C222
n20−n30
2
) 3
4 −K
3
2
2
9C222
,
m30 =
n20 + n
3
0
2
−
(
K22 + 12C222
n20−n30
2
) 3
4 −K
3
2
2
9C222
,
m40 =
n10 + n
4
0
2
−
(
K21 + 12C111
n10−n40
2
) 3
4 −K
3
2
1
9C111
.
Using (222), (223), together with m3 ≡ 0 and m4 ≡ 0, this reads
m10(t) = f˜
1(t) + g1(t) +
(
K21 + 12C111
(˜
f1(t)− g1(t)
)) 34 −K 321
9C111
,
m20(t) = f˜
2(t) + g2(t) +
(
K22 + 12C222
(˜
f2(t)− g2(t)
)) 34 −K 322
9C222
,
0 = f˜2(t) + g2(t)−
(
K22 + 12C222
(˜
f2(t)− g2(t)
)) 34 −K 322
9C222
,
0 = f˜1(t) + g1(t)−
(
K21 + 12C111
(˜
f1(t)− g1(t)
)) 34 −K 321
9C111
,
where
(227) f˜(t) = f(x0 − t).
Inserting the last two lines into the first two, we obtain the following system for m10, m
2
0,
g1 and g2,
(228)
mi0 = 2˜f
i + 2gi,
K
3
2
i + 9Ciii (˜f
i + gi) =
(
K2i + 12Ciii (˜f
i − gi)
) 3
4 ,
i ∈ {1, 2}.
In order to solve, for each i ∈ {1, 2}, the second equation, we set
Zi =
(
K2i + 12Ciii (˜f
i − gi)
) 1
4 ,
and notice that Zi solves
3Z4i + 4Z
3
i = 3
(
K2i + 12Ciii (˜f
i − gi)
)
+ 4
(
K
3
2
i + 9Ciii (˜f
i + gi)
)
= 3K2i + 4K
3
2
i + 72Ciii˜f
i,
which is independent of gi. Denoting the right–hand side by ci, i.e.,
(229) ci = 3K
2
i + 4K
3
2
i + 72Ciii˜f
i,
we see from the second equation in (228) that
(230) gi =
Z3i,0 −K
3
2
i
9Ciii
− f˜i,
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where Zi,0 is the unique positive solution of 3Z
4 + 4Z3 = ci, which exists for any given
ci > 0 (i.e., for small enough |˜fi|), since 3Z4+4Z3 is an increasing function of Z for positive
Z. Notice that we have Zi,0 =
√
Ki when f˜
i = 0. Using u = u(i)+u(r) when x < 0, where
u(i) and u(r) are given by (221) and (224), respectively, we have thus obtained an explicit
solution in the vacuum region in terms of the initial profile f. Regarding then the crystal
region, we obtain mi(x, t), i ∈ {1, 2}, x > 0, from mi(x, t) = mi0(t0), where mi0 is given
by the first line of (228), inserting the solution (230), and t0 is given implicitly, owing to
(217), by the equation
(231) x =
(
K
3
2
i +
9Ciii
2
mi0(t0)
) 1
3
(t− t0).
This concludes the discussion of the decoupled case.
5.7. A few words about the general case c 6≡ 0. We conclude this section with a
few remarks on the generic case, where c 6= 0 and no Riemann invariants can be found.
Obviously, the vacuum region can be treated in a similar way as in the decoupled case,
the incident wave being represented by (221), and the ansatz (223) for the reflected wave
remaining valid, and leading to (224). Also, (225) are to be used when applying the jump
conditions (220). However, the crystal region cannot be dealt with as easily. Having no
Riemann invariants at our disposal, we have to appeal to the evolution equations along
the characteristics of the components wi = e⋆i ∂
∂x
u, i ∈ {1, 2, 3, 4}, of the spatial derivative
of the solution u, as in the main body of the paper. Note from (191) that
λ1 =
√
m+R, λ2 =
√
m−R, λ3 = −
√
m−R, λ4 = −
√
m+R,
so λ1, λ2 are positive and bounded away from zero, while λ3, λ4 are negative and, again,
bounded away from zero. The solution is trivial for x > K1t, the line x = K1t being a
C1 characteristic in the crystal. A C1 or a C2 characteristic originating at a point in the
non–trivial region x < K1t in the crystal intersects in the past the material boundary
{x = 0}. Consequently, w1 and w2 must be given boundary conditions on {x = 0}. On
the other hand, a C3 or a C4 characteristic originating at a point in the non–trivial region
intersects in the past the line x = K1t which constitutes the boundary of the trivial region
in the crystal. As a consequence, w3 and w4 satisfy trivial initial conditions on x = K1t.
To deduce the boundary conditions for w1 and w2 on the material boundary, we impose
the jump conditions (220), which, since the vectorfield ∂
∂t
is tangential to {x = 0}, imply
similar conditions for the time derivatives:[
∂
∂t
Ey
]
= 0,
[
∂
∂t
Ez
]
= 0,
[
∂
∂t
Hy
]
= 0,
[
∂
∂t
Hz
]
= 0.
In applying the first two of these, not only must we solve the system (180) around the
solution
(Dy, Dz)
∣∣
(Ey,Ez)=(0,0)
= (0, 0),
but also its derivative with respect to t, namely the linear system
∂
∂t
Ey = K1
∂
∂t
Dy + 6C111Dy
∂
∂t
Dy + 2C112
(
Dz
∂
∂t
Dy +Dy
∂
∂t
Dz
)
+ 2C122Dz
∂
∂t
Dz,
∂
∂t
Ez = K2
∂
∂t
Dz + 6C222Dz
∂
∂t
Dz + 2C122
(
Dy
∂
∂t
Dz +Dz
∂
∂t
Dy
)
+ 2C112Dy
∂
∂t
Dy .
As in the decoupled case, the jump conditions not only provide the boundary conditions
for w1 and w2, but also give the boundary conditions for the two components (g1 and
g2) of the reflected wave. Here, we use the fact that, by virtue of the equation (181), the
components e⋆i ∂
∂t
u of the time derivative of the solution u are given by:
e⋆i
∂
∂t
u = −λiwi.
A key difference from the decoupled situation, aside from the characteristics inside the
crystal not being necessarily straight lines, is that we expect the reflected wave to extend
to all t > 0 at the crystal boundary (hence to all t > −x in the vacuum region). This is due
to the fact that, inside the crystal, w3 and w4 will be non–zero throughout the non–trivial
region x < K1t, generating non–zero boundary conditions at the material boundary for
the reflected wave for all t > 0. This is because (see equations (57) of Subsection 3.1) the
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equations for ∂
∂s3
w3 and ∂
∂s4
w4 contain, respectively, the terms 2γ312w
1w2 and 2γ412w
1w2
which are inhomogeneous from the perspective of the variables (w3, w4).
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