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RÉSUMÉ
Nous nous intéressons ici au problème de
l’identification aveugle de la nature des dégradations
affectant une image. Dans un contexte de
prétraitement aveugle, alors qu’aucune connaissance
a priori sur la nature de la dégradation n’est connue,
on est amené à l’identifier à partir de l’image
observée, afin d’appliquer l’algorithme de
prétraitement le mieux approprié. Dans les cas de
combinaison de dégradations impliquant bruits et
flou, le choix des traitements et de leur ordre
d’application est délicat, et la question de
l’identification de l’aspect prépondérant parmi les
différents types de dégradations possibles trouve tout
son sens. Un bruit multiplicatif, un flou ou une
combinaison des deux sont les sources de
dégradation considérées dans cet article. La
procédure d’identification aveugle présentée
implique le calcul de statistiques globales et locales
extraites de l’image ou du laplacien de celle-ci, ainsi
que la mise en œuvre d’un algorithme de
classification hierarchique non paramétrique.
1. INTRODUCTION
La multiplication des dispositifs d’acquisition tels
que l’exploitation de capteurs satellitaires ou
aéroportés ou encore les systèmes d’imagerie
médicale génèrent de grandes quantités d’images à
analyser. L’automatisation des procédures de
traitement des images est donc un domaine de
recherche suscitant un intérêt croissant.
Inévitablement des dégradations apparaissent lors de
la génération, du codage ou de la transmission des
images. De façon générale la qualité d’une image
contribue fortement à la qualité de son analyse, c’est
pourquoi il est important de préparer les images à
leur interprétation en atténuant les défauts liés à
l’acquisition par des prétraitements : filtrage ou
restauration. La plupart de ces algorithmes reposent
sur la connaissance d’informations concernant la
nature de la dégradation affectant l’image. En
pratique ces informations ne sont pas toujours
disponibles [1]. Lorsqu’on ne dispose pas
d’informations a priori sur la nature des dégradations
présentes dans l’image, on est amené à les identifier à
partir de l’image observée afin d’appliquer
l’algorithme de prétraitement le mieux approprié.
Dans cet article nous nous plaçons dans le cadre des
traitements aveugles et nous nous intéressons au
problème de l’identification de la nature des
dégradations.
Une image peut être affectée par plusieurs sources de
dégradation, aboutissant à différents modèles
d’observation, dont l’écriture dépend des hypothèses
retenues sur la nature formelle du bruit. Des premiers
travaux [2, 3] ont porté sur une hypothèse additive de
bruit blanc gaussien. Nous nous intéressons ici à
l’hypothèse d’un bruit multiplicatif. Les modèles
retenus sont les suivants :
g(x, y) = f(x, y) × bp(x, y), (1)
g(x, y) = (f * h)(x, y), (2)
g(x, y) = (f × ba) *  h(x, y), (3)
g(x, y) = (f * h)(x, y) × bp(x, y), (4)
g(x, y) = ((f × ba) *  h(x, y)) × bp(x, y). (5)
où g(x, y) est l’image observée, f(x, y) est l’image
originale, h(x, y) est la réponse impulsionnelle du
flou et ba(x, y) et bp(x, y) des bruits multiplicatifs
indépendants appliqués avant ou après le flou.
Chacun de ces modèles d’observation correspond à
une hypothèse qu’il est nécessaire de vérifier afin de
sélectionner le type de traitement à appliquer à
l’image. Par exemple un filtrage [4, 5] pour les
images détectées majoritairement bruitées, une
restauration myope [6, 7, 8] pour les images
détectées majoritairement flouées. Ce travail s’inscrit
dans une démarche de conception d’une chaîne
automatique de prétraitement. L’identification des
dégradations venant compléter une chaîne de filtrage
et de restauration en la dotant en amont de la capacité
à orienter le traitement vers l’algorithme
correspondant à la dégradation prépondérante dans
l’image.
2. MÉTHODE DEVELOPPÉE
Dans un contexte de prétraitement aveugle et dans le
cas de combinaison de dégradations correspondant
aux modèles (3), (4) et (5), la question du choix des
traitements et de leur ordre d’application est délicate.
Il est en effet difficile de trouver le juste équilibre
entre annulation des effets de l’acquisition et la
sauvegarde des détails fins de l’image. Dans ce
contexte la question de l’identification de l’aspect
prépondérant, parmi les multiples dégradations
possibles lors de la formation de l’image, trouve tout
son sens.
La méthode que nous proposons se décompose en
deux étapes. La première a pour objet de calculer sur
les images des statistiques capables de discriminer les
différents types de dégradation. La deuxième phase
est chargée d’identifier sur chaque image l’effet
prédominant, en terme de dégradation. Nous
détaillons maintenant chacune de ces étapes.
L’objectif général de notre démarche étant
l’identification de la dégradation prédominante dans
l’image, nous avons cherché à caractériser les types
de dégradation par des statistiques susceptibles de les
discriminer. Ces attributs sont des statistiques
globales ou locales extraites de l’image observée g(x,
y) ou du Laplacien de l’image glap(x, y). En effet
l’image obtenue par convolution entre l’image
observée g(x, y) et le masque de l’opérateur
Laplacien H contient des informations sur le flou [9].
Une image floue est caractérisée par des transitions
faibles des valeurs des pentes du Laplacien, ce qui est
révélateur de la présence ou non d’un flou. Les
attributs retenus pour caractériser les différentes
dégradations sont :
• Attributs globaux
- mg : la moyenne des niveaux de gris de l’image,
- σg l’écart type des niveaux de gris de l’image,
- γ : le contraste de l’image.
• Attributs locaux
- m1 : la moyenne des pentes maximales du
Laplacien,
- σ : l’écart type des pentes maximales du Laplacian.
La recherche des pentes maximales est effectuée le
long des lignes et des colonnes de glap(x, y). On
obtient ainsi Maxslope(x) et Maxslope(y). Par
exemple sur chaque ligne :
Maxslope(x) = Max||glap(x, y + 1)| − |glap(x, y − 1)||.
(6)
Ensuite on calcule la moyenne des pentes maximales
le long des lignes et des colonnes. La plus grande des
deux valeurs obtenues est définie comme la moyenne
des pentes maximales du Laplacien et notée m1. Si m1
est obtenue sur les lignes (respectivement colonnes)
alors les autres statistiques des pentes maximales du
Laplacien seront calculées uniquement sur les lignes
(respectivement colonnes).























où mi est la statistique d’ordre i de Maxslope(x):
∑= x ii xMaxslopeNm )(
1
, (9)
où N est le nombre de pixel par ligne (respectivement
colonne) de l’image.
- σbruit : l’écart type du bruit calculé sur des régions
homogènes de l’image observée g(x, y).
La principale limitation des méthodes d’estimation
des paramètres d’un bruit se produit dans les cas de
bruits faibles, pour lesquels les estimées d’écart type
sont parfois erronées. Cette difficulté trouve son
origine dans l’utilisation de masques définis a priori.
Dans le but d’augmenter les performances de ces
procédures, nous adoptons une méthode dont la
particularité est de construire les estimées à partir de
pixels appartenant à des zones homogènes de l’image
de formes quelconques. Les régions homogènes sont
obtenues à partir d’une opération de segmentation et
labelisation capable de définir des régions
homogènes de toutes formes. Enfin l’estimation de
l’écart type est réalisée par l’analyse de
l’histogramme des écart types locaux obtenus sur
chaque région homogène [10].
A l’issue de la première étape de notre démarche,
consacrée au calcul des attributs de caractérisation
des images, on obtient pour chaque image un vecteur
de paramètres. Ces vecteurs sont ensuite regroupés
dans des tableaux qui seront analysés, dans la
deuxième étape de la procédure, par l’algorithme de
classification hiérarchique ascendante CHAVL
(Classification Hiérarchique Ascendante selon le
critère de la Vraisemblance des Liens). L’originalité
de cet algorithme repose sur la définition d’indices
probabilistes de similarité d’objets élémentaires. La
notion de vraisemblance des liens entre les classes
intervient dans la définition de l’indice d’agrégation,
aboutissant à un critère d’agrégation indépendant
d’une métrique. Ainsi CHAVL est un algorithme de
classification non paramétrique [11].
3. RÉSULTATS EXPÉRIMENTAUX
Pour valider la méthode présentée ci-dessus nous
avons utilisé 12 images de la banque d’image du
CNRS-GDR-PRC-ISIS. Ces images issues de modes
d’acquisition différents (radar, satellite, aérienne, ...)
présentent des caractéristiques différentes (détails fin,
régions homogènes texturées ou non). Chacune de
ces images a été dégradée selon les modèles
correspondant aux équations (1) – (5). Le flou est un
flou de défocalisation de support 5×5. Tous les bruits
sont multiplicatifs, gaussiens, de moyenne unité avec
différents écarts type compris dans l’intervalle [0.1,
0.4]. Au total la méthode a été testée sur une
population de 2382 réalisations.
Le calcul des paramètres de caractérisation est
d’abord effectué pour l’ensemble des images. Un
tableau d’attributs de classification est ensuite
constitué pour chaque image originale. Il regroupe
les attributs des versions dégradées issues d’une
même image originale. L’algorithme CHAVL est
ensuite appliqué à chacun de ces tableaux, afin de
distinguer les images en fonction de leur dégradation
prédominante.
On observe à l’issue du traitement que les ensembles
soumis à la classification se divisent en deux classes.
La première, notées A, regroupe les images affectées
par une dégradation dont l’aspect prédominant est un
bruit fort, les autres images étant regroupées dans la
classe B. Les images de la classe A correspondent
aux modèles de dégradation suivants :
 
 Bruit seul fort : modèle (1) d’écart type > 0.2

 Bruit fort après le flou : modèle (4) d’écart
type > 0.2

 Bruit avant et après le flou avec un bruit
après fort : modèle (5) avec un bruit après le
flou d’écart type > 0.2
La séparation selon le mode décrit ci-dessus, s’est
reproduit pour les 12 images test, aboutissant aux
résultats présentés dans la table 1. Ce tableau










(1048) 1040 8 99,23%
Classe B
(1334) 71 1263 94,68%
96,68%
Table 1: Résultats de classification
Il n’est pas étonnant de constater que la distinction se
fait en fonction de la dégradation appliquée en
dernier lieu. En effet lorsqu’un bruit est appliqué
après un flou, il affecte bien entendu les zones de
transition dont la douceur est caractéristique de la
présence du flou. Ainsi, l’effet du flou est-il modifié
par le bruit appliqué à sa suite, et ceci d’autant plus
que le bruit est puissant.
Replacé dans la perspective de conception d’une
chaîne automatique de prétraitement, dont il constitue
une étape, ce travail présente l’intérêt d’orienter la
procédure automatique vers un filtrage avant la
restauration, pour des images pour lesquelles le
niveau de bruit est tel qu’une restauration seule ne
pourrait donner un résultat optimal.
4. CONCLUSION
Nous avons présenté un système aveugle
d’identification de la dégradation prépondérante dans
une image. L’identification est réalisée à partir de
l’image observée. Les dégradations considérées sont
le flou de défocalisation et le bruit multiplicatif
gaussien. La méthode a été testée sur 2382 images et
a permis d’isoler les images affectées par un bruit
fort appliqué seul ou après un flou, c’est à dire les
images pour lesquelles l’effet du bruit prédomine sur
celui du flou. Ce résultat est important pour la
définition de la stratégie de prétraitement d’une
chaîne automatique de filtrage et restauration. Il
permet d’orienter le traitement vers l’algorithme le
mieux approprié à chaque image. Nous travaillons
actuellement sur des simulations croisées associant
des bruits multiplicatifs et additifs.
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Figure 1 : Jeu d’images test
Figure 2 : Résultat sur une image
a) image dégradée : modèle (4)
b) image (a) filtrée
c) image (a) filtrée puis restaurée
