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SCUOLA DI INGEGNERIA E ARCHITETTURA
DIPARTIMENTO DELL’ENERGIA ELETTRICA E DELL’INFORMAZIONE
“Guglielmo Marconi”
DEI
Corso di Laurea Magistrale in Ingegneria Elettronica
Tesi di laurea
in







Chiar.ma Prof.ssa Cecilia Metra
Correlatori:
Prof. Martin Omaña
Dott. Ing. Stefano Petrucci
Dott. Ing. Giuseppe Froio





Desidero partire dalla fine e riavvolgere il nastro di questo percor-
so per ringraziare tutte quelle persone che hanno contribuito non solo
alla mia formazione professionale, ma anche alla mia crescita personale
durante la mia esperienza accademica.
Innanzitutto, il primo immenso e doveroso ringraziamento va alla
Prof.ssa Cecilia Metra, che mi ha dato la possibilità di mettermi al-
la prova su un tanto complesso quanto interessante progetto di tesi, in
collaborazione con un’azienda tra le grandi protagoniste dell’evoluzio-
ne tecnologica cui continuiamo ad assistere. La ringrazio, inoltre, per
avermi sempre coinvolto nei vari seminari da Lei organizzati esponendo-
mi a tematiche interessanti, nonché di avermi permesso di collaborare
all’organizzazione dei due eventi IEEE in dicembre. In secondo luogo,
un altrettanto grande ringraziamento va al Prof. Martin Omaña per la
continua disponibilità ed il costante supporto nei miei confronti. Gli
sono grato per avere sempre ascoltato le mie idee, indipendentemente
dal fatto che potessero essere valide o meno, dimostrandosi aperto ad un
confronto costruttivo, da cui raccogliere preziosi suggerimenti.
Passo ora a ringraziare i miei compagni di avventura a Bologna, non-
ché coinquilini, Luca e Thomas, che hanno saputo rendere la vita diver-
tente in quell’appartamento gelido (o forse era solo la mia camera) ed
eccessivamente vetusto nel quale passavamo la settimana. Li ringrazio
per i viaggi in macchina, le pulizie, l’amatriciana, il tiramisù e l’Oki di
Thomas, ed i lampi di genio delle undici di sera di Luca, . . . e per aver
sopportato il mio carattere, talvolta difficile.
Voglio ringraziare gli “zii di Bologna” per le prime due settimane
a Bologna, che ho trascorso a casa loro sentendomi come a casa mia.
Durante quel periodo ho avuto modo di conoscerli meglio, molto più di
quanto li conoscessi fino ad allora per le poche occasioni che avevamo di
vederci data la distanza. Li ringrazio non solo per avermi ospitato nel
primo periodo, ma anche per avermi introdotto a questa (per me) nuova
città, nonché per le sempre ottime cene.
Un ringraziamento speciale va a Giacomo, sicuramente la persona che
più mi è mancata dalla mia precedente esperienza triennale a Trento. In
quei tre anni abbiamo avuto modo di instaurare un legame che va oltre
la parentela. Lo ringrazio per le lunghe chiamate e chiacchierate, in cui
è sempre disponibile ad ascoltare e soprattutto capire.
Nel mio cambio di percorso ho dovuto lasciare a Trento un amico
con cui ho condiviso tanti momenti durante la triennale: lezioni, partite
a carte nelle pause, qualche corsa al Gocciadoro, nonché le cene a casa
mia quando Giacomo non c’era ed io non avevo voglia di farmi da man-
giare. Nonostante la distanza, siamo comunque riusciti a fare in modo
di vederci. Lo ringrazio per la solida amicizia che abbiamo costruito e
per il cibo altoatesino che porta quando mi viene a trovare.
L’ultima persona che ringrazio di Trento è Roberto, che da tutor
della tesi triennale è diventato per me una sorta di mentore.
Un ringraziamento particolare per una persona veramente tanto spe-
ciale: Laura. Le sono grato per essermi stata sempre vicina durante
le scelte, il cui peso diventa sempre maggiore, e per sapermi ascoltare.
La ringrazio per le sue tante idee e per la sua spensieratezza, che senza
dubbio sortiscono continuamente un effetto positivo sulla mia persona.
Spero che possa continuare ad essere al mio fianco.
Ringrazio le vere amicizie che ho conservato dal liceo: Sebastiano,
Matteo e Serena, pochi, ma buoni, come si è soliti dire. Nonostante
ciascuno di noi abbia intrapreso strade diverse e le occasioni per vedersi
siano sempre più rare (ad eccezione di Sebastiano per ovvie ragioni),
ogni volta che ci ritroviamo sembra che il tempo non sia passato.
Prima di terminare, probabilmente devo ringraziare il primo inge-
gnere che ho conosciuto: lo zio Federico. Ancora oggi non ho ben capito
cosa abbia fatto nascere in me la passione e l’interesse per l’elettronica
e l’informatica, ma sicuramente parte del merito spetta a lui.
Infine, voglio ringraziare i miei genitori, che mi hanno sempre suppor-
tato nel mio percorso. Li ringrazio per avermi incoraggiato nei momenti
di difficoltà e per avere la pazienza di ascoltare le mie preoccupazioni,
sapendomi sempre consigliare nel modo giusto nelle mie scelte. Devo
a loro in primis la persona che sono oggi, sia negli aspetti positivi sia




Motivazioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Lavoro svolto . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1 Concetti preliminari 5
1.1 Fully Integrated Voltage Regulator . . . . . . . . . . . . 5
1.2 Guasti probabili nel FIVR . . . . . . . . . . . . . . . . . 9
1.2.1 Bridging resistivo . . . . . . . . . . . . . . . . . . 9
1.2.2 Transistor Stuck-On . . . . . . . . . . . . . . . . 10
1.2.3 Transistor Stuck-Open . . . . . . . . . . . . . . . 11
1.3 Effetti dei guasti più probabili sul FIVR . . . . . . . . . 11
1.4 Modelli di aging . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Hot Carrier Injection . . . . . . . . . . . . . . . . 14
1.4.2 Bias Temperature Instability . . . . . . . . . . . . 14
1.5 Effetti dell’aging sul FIVR . . . . . . . . . . . . . . . . . 16
1.6 Rivelatore proposto dallo standard ISO 26262 . . . . . . 17
2 Strategia di rivelazione dei guasti del FIVR proposta 19
2.1 Idea di base . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Schema a blocchi . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Strategia di calibrazione del monitor . . . . . . . . . . . 23
3 Possibile implementazione a livello elettrico del monitor 25
3.1 DAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Voltage Controlled Delay Lines . . . . . . . . . . . . . . 26
3.3 Error Indicator . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Circuito di calibrazione dell’EI . . . . . . . . . . . 32
3.4 Timer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.1 Implementazione alternativa del monostabile . . . 36
4 Efficacia della soluzione proposta 43
4.1 Rivelazione di tensione di uscita errata . . . . . . . . . . 43
4.2 Rivelazione di ripple sulla tensione di uscita . . . . . . . 45
4.3 Rivelazione dell’aging . . . . . . . . . . . . . . . . . . . . 45
4.4 Calibrazione dell’EI . . . . . . . . . . . . . . . . . . . . . 47
5 Costi e self-checking ability 51
5.1 Valutazione dei costi e confronto con lo stato dell’arte . . 51
5.1.1 Occupazione d’area del monitor . . . . . . . . . . 51
5.1.2 Confronto con soluzione dello standard . . . . . . 53
5.2 Analisi della self-checking ability . . . . . . . . . . . . . . 54
5.2.1 Transistor Stuck-on . . . . . . . . . . . . . . . . . 55
5.2.2 Transistor Stuck-open . . . . . . . . . . . . . . . 56





Con il progredire della tecnologia microelettronica, sempre più il limite
alle prestazioni computazionali dei moderni SoCs è costituito dal consu-
mo di potenza, in modo particolare per quei sistemi alimentati a batteria
[1–3]. Per aumentare l’efficienza energetica e ridurre i consumi sono sta-
te messe a punto diverse strategie di power management, ad esempio
la Dynamic Voltage and Frequency Scaling (DVFS) [3], con lo scopo di
aumentare la performance-per-watt nei SoCs complessi. Queste tecniche
fanno tipicamente uso di una Power Control Unit (PCU) che monitora
in real-time l’attività dei blocchi che compongono il SoC (ad esempio,
i cores, le caches, la parte di I/O). L’introduzione della PCU ha per-
messo di controllare i power gates di ciascun power domain, in modo da
ridurre drasticamente il consumo di potenza dovuto al leakage in quei
domini in stato idle [1]. Tuttavia, ogni dominio attivo era costretto ad
operare con la tensione più alta fra tutte quelle richieste. Fornire a cia-
scun dominio la tensione ottimale, sulla base del monitoraggio effettuato
dalla PCU, avrebbe richiesto l’implementazione di più Voltage Regula-
tors (VRs) sulla motherboard. Questa soluzione risultava inappropriata
a causa dell’aumento di costi ed area, oltre alla necessità di avere pin
extra sul package.
La recente integrazione dei VRs direttamente nel die ha dato la pos-
sibilità di fornire la tensione ottimale a ciascun dominio sulla base della
propria attività, monitorata dalla PCU. In questo caso si parla di Fully
Integrated Voltage Regulators (FIVRs). Infatti, i FIVRs non richiedono
pin di I/O supplementari sul die (al contrario di VRs implementati sulla
motherboard), possono essere posizionati in prossimità dei corrispettivi
carichi, in modo da minimizzare la potenza dissipata a causa delle inter-
connessioni, e consentono transizioni più rapide nel variare la tensione
fornita al dominio (denominata power state) [1–3]. Questo non solo ha
permesso di migliorare l’efficienza energetica in termini di riduzione della
tensione per quei domini con un carico di lavoro moderato, ma ha an-
che consentito di aumentare la potenza disponibile per un temporaneo
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aumento delle prestazioni. Si consideri, ad esempio, il tipico caso di un
processore multi-core in cui solo un core è soggetto ad un elevato carico
computazionale: la diminuzione della potenza assorbita dagli altri core
può essere sfruttata per fornire un boost prestazionale al core attivo.
L’introduzione del FIVR ha permesso di implementare una tecnica di
power management nota come per-core p-state (PCPS), che ha sostitui-
to la precedente per-socket p-state (PSPS), la quale forzava tutti i cores
all’interno del medesimo socket allo stesso power state, determinato dal
core richiedente il p-state più alto [2].
Nei moderni SoCs, i FIVRs sono implementati come convertitori
switching DC/DC di tipo Buck [1–3]. Il principio di funzionamento del
convertitore Buck prevede che vi siano due interruttori (di cui almeno
uno controllato) che si chiudono ed aprono per generare una forma d’on-
da rettangolare con un valore medio pari a quello desiderato. Un filtro
passa-basso LC elimina tutte le armoniche del segnale rettangolare ad
eccezione della continua. Nel FIVR è presente, inoltre, il FIVR Control
Module (FCM), che comprende un circuito di Pulse Width Modulation
(PWM), il quale confronta la tensione di uscita del FIVR con il riferimen-
to desiderato, un convertitore digitale-analogico (DAC), che converte la
parola di riferimento fornita dalla PCU in una tensione “analogica”, ed
un blocco di compensazione, che permette di ridurre il tempo di risposta
del FCM in presenza di variazioni nell’assorbimento di corrente da parte
del carico.
Un problema rilevante che affligge i FIVRs è legato alla loro affidabi-
lità. Infatti, poiché la maggior parte dei componenti che costituiscono il
FIVR sono realizzati sul die (ad eccezione degli induttori e dei conden-
satori sul package), essi sono affetti da guasti e fenomeni di aging, la cui
entita è sempre più accentuata al progredire dello scaling tecnologico.
Questi problemi possono compromettere il corretto funzionamento del
FIVR.
L’uscita di anche solo uno dei parametri significativi del FIVR da
un range di tolleranza determinato a priori risulta assolutamente non
accettabile in contesti critici. Un esempio importante è costituito dal
settore dell’automotive, che negli ultimi anni, in virtù del crescente in-
teresse, sta conoscendo un rapido sviluppo. In questo campo, in cui
sempre più le tecnologie di assistenza alla guida, guidate dall’intelligen-
za artificiale, assumono il controllo del veicolo (autonomous drive), vi è
esigenza di elevata reliability, cioè avere la garanzia che il sistema con-
tinui a funzionare correttamente. Infatti, un eventuale fault del sistema
risulterebbe catastrofico. Si consideri, ad esempio, un guasto del FI-
VR tale da abbassare la tensione rispetto a quella richiesta da un core
che sta svolgendo operazioni atte a prendere una decisione sul compor-
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tamento del veicolo in una specifica situazione. L’abbassamento della
tensione causerebbe un rallentamento del core tale da far sì che vengano
generati errori logici portando al malfunzionamento del sistema con un
conseguente potenziale rischio per le persone all’interno dell’abitacolo.
Per verificare le prestazioni dei FIVRs, alcuni SoCs implementano
tecniche di design for testability (DFT). Tuttavia, la caratterizzazione
dei parametri chiave del FIVR non può essere effettuata per ogni chip
fabbricato, a causa dell’elevato costo in termini di tempo impiegato,
bensì viene performata solo su alcuni esemplari. In ogni caso, anche se
tale verifica venisse effettuata su ogni chip, questa non garantirebbe il
corretto funzionamento del FIVR sul campo (e delle tecniche di power
management annesse), per il quale sono, invece, richieste delle specifiche
tecniche di on-line testing.
Per ottenere la safety del sistema, è necessario che il monitor sia in
grado di rivelare anche i guasti al proprio interno o che sia in grado
di continuare a funzionare correttamente nonostante il verificarsi di un
guasto al proprio interno. Nell’ambito dell’autonomous drive, il docu-
mento che illustra tutti i requisiti di safety è lo standard ISO 26262, che
costituisce il riferimento nel settore.
Lavoro svolto
Questa tesi si svolge nell’ambito di un progetto di ricerca in collabora-
zione con Intel Corporation.
Il lavoro è partito dai risultati ottenuti in [4, 5] e propone un nuovo
schema a basso costo per la rivelazione di guasti che possono verificarsi
durante il normale funzionamento sul campo del FIVR. Il monitor si dif-
ferenzia da quello in [5] e da quello suggerito nello standard ISO 26262
per l’utilizzo di un approccio completamente diverso, basato su un con-
fronto di ritardi di propagazione, anziché su un confronto direttamente
effettuato tra tensioni. Lo schema di rivelazione è stato progettato in
modo da essere self-checking, cioè è in grado di auto-collaudarsi per ri-
velare guasti al proprio interno o continuare a funzionare correttamente
nonostante la presenza di guasti interni.
La tesi è suddivisa in cinque capitoli, così suddivisi:
• il capitolo 1 presenta le nozioni di base inerenti il FIVR, i guasti
più probabili che possono verificarsi al suo interno ed i fenome-
ni di aging, mostrando inoltre lo schema di rivelazione dei guasti
proposto dallo standard ISO 26262
• il capitolo 2 propone una nuova strategia di rivelazione dei guasti,
discutendone il funzionamento ad alto livello
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• il capitolo 3 illustra una possibile implementazione del monitor a
livello elettrico
• il capitolo 4 mostra i risultati di alcune simulazioni per dimostrare
il funzionamento del monitor
• il capitolo 5 riporta i costi del monitor in termini di area occupata,




Obiettivo di questo capitolo è presentare il funzionamento e riportare
le prestazioni del FIVR in [1]. In seguito vengono illustrati i modelli
di guasto più probabili che possono affliggere il FIVR, che includono
quelli di transistor stuck-open, transistor stuck-on e bridging resistivo,
quindi vengono riportati sinteticamente i risultati dell’analisi dei guasti
condotta sul FIVR contenuta in [5]. Successivamente viene trattato il
fenomeno dell’aging, mostrando quanto evidenziato in [5] circa l’effetto
dell’invecchiamento sui transitori del FIVR. Infine, viene illustrata la
soluzione proposta dallo standard ISO 26262 per rivelare i guasti che
possono affliggere il FIVR.
1.1 Fully Integrated Voltage Regulator
La quarta generazione dei processori Intel Core, denominata Haswell
ed introdotta nel 2014, è alimentata da FIVRs [1]. Questi dispositivi
sono integrati direttamente nel die del microprocessore, realizzato in
tecnologia a 22nm, e sono implementati come regolatori Buck multifase
(fino sedici fasi) a 140MHz, aventi frequenza a guadagno unitario pari
a 80MHz. I FIVRs sono altamente configurabili e sono impiegati per
potenze dai 3W dei tablets fino ai 300W dei servers. L’introduzione del
FIVR ha permesso di incrementare la durata della batteria anche più del
50% e di aumentare anche più del doppio la potenza di picco disponibile
per carichi di lavoro onerosi.
In figura 1.1a viene riportato lo schema a blocchi dei domini alimen-
tati dai FIVRs. Il primo stadio è costituito da un VR sulla scheda madre
che abbassa la tensione fornita dall’alimentatore o dalla batteria (in un
range da 12 a 20V ) a circa 1.8V , che viene distribuita nel die. Il secondo
stadio di conversione è composto di un certo numero di FIVRs (da otto a
trentuno a seconda del prodotto), utilizzati per alimentare i vari domini.
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example of the multi-chip approach is demonstrated. This work, 
which used a 90nm process and inductors integrated onto the 
die, achieved a higher current density (8A/mm2) but reported a 
relatively low efficiency of 76% (compared to 85% for 3.3V to 
1.0V conversion in [2]). Instead of the multi-chip approach, the 
authors of [4] integrated the regulator directly into the die on a 
45nm process, but still suffered from relatively low current 
density (1.7A/mm2). The authors also report an efficiency of 
83% for 1.5V to 1.0V conversion due in part to the quality of 
the discrete inductors that were used. 
FIVR builds on the VR designs presented in [2], while the 
implementation strategy that makes FIVR affordable, is an 
extension of the bump “borrowing” scheme developed for the 
high current power gates [1].  
B. Motivation 
This paper will show that FIVR addresses the issues in prior 
work that prevented broad deployment of integrated switching 
regulators in high volume products. Extending the earlier bump 
borrowing scheme yields the same current density increase, and 
corresponding cost decrease, that first made power gates 
affordable. Improvements in the inductors and transistors yield 
efficiency in the 90% range for typical high power workloads. 
The high unity gain frequency (up to 80MHz) allows FIVR to 
work with just on die MIM for output capacitance.  
While these advancements are necessary, they’re 
insufficient to make a reasonable business case for FIVR. To 
pay the costs of developing and fabricating FIVR, it’s important 
to quantify the actual customer-visible benefits provided in a 
real implementation. At the start of the design FIVR’s expected 
benefits fell into half a dozen categories. FIVR delivered 
material benefits in every category, and some benefits were far 
larger than expected. The benefit categories were: battery life 
increase, increased available power (for increased burst 
performance), decreased power required for a given level of 
performance (or almost equivalently, increased performance 
for a given power consumed), decreased platform cost and size, 
improved product flexibility and scalability. See section V for 
the detailed FIVR impact.   
II. IMPLEMENTATION, DESIGN, AND SIMULATION 
A. Circuitry 
A block diagram representing the circuitry for a single 
FIVR domain is shown in Fig. 2. The buck regulator bridges are 
formed by replacing the power gates in previous products with 
NMOS and PMOS cascode power switches. The cascode 
configuration allows the power switches to be implemented 
with standard 22nm logic devices while still handling an input 
voltage of up to 1.8VDC [2]. This avoids the cost of extra 
processing steps for high voltage devices, while achieving 
excellent switching characteristics. The bridge drivers are 
controlled thru high-voltage level-shifters and support ZVS 
(zero-voltage switching) and ZCS (zero-current-switching) 
soft-switching operation. The gates of the cascode devices are 
connected to the “half-rail”, Vccdrvn, regulated to Vin/2. This is 
also the negative supply of the PMOS bridge driver as well as 
the positive supply of the NMOS bridge driver. 
The area occupied by the power switches and drivers is 
small, so they are distributed across the die, immediately above 
the connection to their associated package inductor which 
minimizes routing losses. This is illustrated in Fig. 3(a), which 
shows the location of the package inductors under the die for a 
four core LGA part. The driver circuitry is interleaved with the 
power switches in an array which minimizes parasitics to allow 
for very high switching frequencies. This also allows the size of 
the bridge to be easily scaled based on the current requirement 
and optimization points for each power domain. 
Each FIVR domain is controlled by a FIVR Control Module 
(FCM). The FCM contains the circuitry for generating the 
PWM signals using double-edge modulation, as indicated in 
 
Figure 1. (a) Representative partitioning of the separate high current power domains on a 4th generation Core™ Microprocessor. (b) Simplified schematic of 
a single FIVR domain, showing the partitioning of the components between the die and the package. 
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Figure 1. (a) Representative partitioning of the separate high current power domains on a 4th g neration Core™ Microprocessor. (b) Simplified schematic of 
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(b) Schema di un FIVR a due fasi.
Figura 1.1: [1] 
 
Fig. 2 by the dashed box. Separate circuitry not shown in Fig. 2 
manages phase curr t balancing, and the resulting digital 
PWM signals are distributed from the FCM to individual 
bridges. The PWM frequency, PWM gain, phase activation, 
and the angle of each phase are all programmable in fine 
increments to enable optimal efficiency and minimum voltage 
ripple across a span of different operating points. Spread-
spectrum is used for EMI and RFI (Radio Frequency 
Interference) control. 
The FCM module also contains the feedback control 
circuitry (compensator). A high-precision 9-bit DAC generates 
a reference voltage for a programmable, high bandwidth analog 
fully differential type-3 compensator. Sense lines feed the 
output voltage back to the compensator. The endpoint of these 
sense lines is strategically placed to achieve minimum DC error 
and optimal transient response at an important circuit location 
in the domain. The compensator is programmed individually 
for each voltage domain based on its output filter, and can be 
reprogrammed while the domain is active to maintain optimal 
transient response as phase shedding occurs. 
The key to making FIVR affordable was integrating the 
power devices directly into the microprocessor die. As with the 
power gate circuitry discussed in the introduction, the power 
switching circuitry for FIVR can be placed in small areas 
between major circuit blocks. The lower current handling of the 
die bumps makes the die bump area requirements for FIVR 
much larger than the actual die area required. Since FIVR is 
integrated into the microprocessor die, routing on the thick 
metal die layer allows extra bumps to be ‘borrowed’ from areas 
over other circuits, which avoids wasting any excess die area 
due to bump current limits. This makes the effective current 
density of FIVR 31A/mm2, a 24x increase over the bump-
limited 1.3A/mm2 reported in [2]. 
 
B. Passives 
In order to keep the buck output filter small enough to fit on 
the die and package it is necessary for FIVR to switch at a high 
frequency – 140 MHz in most cases. This allows the buck 
output filter inductors to be implemented using only the bottom 
metal layers of a standard flip-chip package. Power routing is 
constrained to the top layers of the package as a result, but the 
proximity of the inductors to the load ensures that minimal 
power is dissipated on these layers. The inductors are non-
magnetic, i.e. Air Core Inductors (ACI). A representative ACI 
from an 8-phase domain of a product with an LGA package is 
shown in Fig. 3(b), including the connection points to the power 
switches, the DC current path through the inductor, and the 
connection of the inductor to the output plane. Package design 
rules allow the ACIs to be placed in to close proximity with one 
another. On a representative LGA package with four CPU 
cores, this allowed 59 inductors on 10 different voltage rails to 
be implemented in a 20mm x 8mm area. The package 
implementation also allows inductor designs to be customized 
on a per rail basis to meet efficiency, ripple, and transient 
response requirements. 
Decoupling for the input rail is provided by a combination 
of ceramic package capacitors and on-die MIM capacitors [6]. 
The on package ceramic capacitors keep the output impedance 
of the input rail low from approximately 1 MHz to their self-
resonance around 20 MHz. The MIM capacitors are on the die 
along with the power circuitry and provide high frequency 
decoupling, including at the switching frequency and its 
harmonics. Decoupling for the output rails is provided 
primarily by the MIM capacitors, which are sufficient to 
provide good transient response if wide bandwidth feedback 
control is used (see the results section). In some cases the MIM 
capacitors are supplemented with extra package ceramic 
capacitors. The comparatively low self-resonant frequency of 
the ceramic capacitors complicates the control loop design and 
 
Figure 2.  Simplified block diagram of the circuitry for a sin l  representative FIVR domain 
 
Figura 1.2: Schema a blocchi del singolo FIVR. [1]
Ciascun FIVR vie e programm to indipendente ente dalla PCU, che
stabilisce una rie di para etri per inimizzare il consumo di potenza
totale del die.
Una rappresentazione schematica di un singolo FIVR (a due fasi)
viene rip rtato in figura 1.1b. Come si può notare, i transistor di po-
tenza, il circuito di controllo e i condensatori di disaccoppiamento ad
alt frequenza sono sul die, mentre gli induttori ed i condensatori di
disaccoppiamento a media frequenza di ingresso sta no sul p ckage.
Il funzionamento del FIVR è illustrato più nel dettaglio in figura 1.2.
I transistori di potenza del convertitore Buck sono sostituiti dalla con-
figurazione a cascode di transistori nMOS e pMOS. La configurazione
a ca code permette di implementare gli switches di potenza con nor-
6
CAPITOLO 1. Concetti preliminari
mali transistori a 22nm pur avendo una tensione di alimentazione di
1.8V . Due trasistori sono pilotati da bridge drivers che supportano zero-
voltage-switching (ZVS) e zero-current-switching (ZCS), mentre gli altri
due sono connessi a Vccdrvn, regolata a Vin/2. Tale tensione è anche la
alimentazione positiva del nMOS bridge driver e l’alimentazione negati-
va del pMOS bridge driver. I segnali phases sono generati da un PWM.
Il segnale di feedback fornito al comparatore del PWM viene generato
comparando la tensione di uscita del FIVR (attraverso una rete com-
pensatrice) con la tensione di riferimento, ottenuta dalla conversione in
analogico di una parola di nove bits fornita dalla PCU.
Ciascun FIVR è controllato da un proprio FCM, che include il cir-
cuito che genera i segnali di PWM ed il compensatore programmabile.
La frequenza del PWM, il guadagno, l’attivazione della fase e l’angolo di
ogni fase sono programmabili al fine di raggiungere un’elevata efficienza
ed un ripple minimo. Il compensatore programmabile fornisce un’elevata
larghezza di banda, che si traduce in un’elevata velocità di risposta alle
variazioni di assorbimento di corrente da parte del carico. Il compensa-
tore di ogni dominio è programmabile individualmente in funzione del
proprio filtro di uscita e può essere riprogrammato mentre il dominio è
attivo, al fine di mantenere una risposta ottimale.
Per minimizzare le perdite del FIVR, la PCU configura dinamicamen-
te ciascun FCM in base all’attività, specificando la tensione di uscita per
raggiungere la frequenza desiderata. Inoltre, determina il numero di fasi
attive e programma la rete compensatrice. Queste operazioni permetto-
no ad ogni FIVR di operare con un’efficienza prossima a quella massima
in un vasto range di condizioni di carico.
Per quanto concerne le prestazioni del convertitore dichiarate, vengo-
no di seguito riportate alcune significative figure di merito. In figura 1.3a
viene confrontato il ripple di tensione di un dominio alimentato a due
fasi rispetto a una sola: si può osservare come, nel caso di due fasi,
il ripple sia inferiore a 4mV , quindi inferiore all’1% del set point. In
figura 1.3b viene, invece, mostrata l’efficienza misurata per un singolo
dominio al variare della corrente richiesta dal carico: si può notare co-
me si riesce sempre a mantenere un’efficienza intorno al 90% variando il
numero di fasi attive. In particolare, all’aumentare della corrente richie-
sta dal carico, si rende necessaria l’attivazione di un numero crescente
di fasi. Un’altra figura di merito rilevante è riportata in figura 1.3c. Il
grafico rappresenta l’andamento della tensione nel tempo al verificarsi di
uno step di corrente richiesta dal carico pari a 8.5A: la combinazione di
un anello di retroazione a banda larga e di condensatori di disaccoppia-
mento direttamente sul die consentono di limitare la caduta di tensione
a meno di 50mV , nonostante lo step di corrente inferiore a 1ns, e di
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measurements of the voltage and the current at the output of the 
first stage regulator.  
IV. RESULTS 
Due to the high switching frequency used, the performance 
of FIVR is sensitive to the layout of the die and the package 
which includes the inductors. Each combination of die and 
package is individually optimized and validated. The following 
section contains some key validation results from an Intel® 4th 
generation Core™ microprocessor with four microprocessor 
cores on an LGA package.  
A. Measurements 
Fig. 4(a) shows the voltage ripple for a low noise domain 
measured under the die near the connection of the ACI to the 
power plane. The measurement was averaged 128 times against 
the PWM clock (with spread spectrum clocking turned off). To 
achieve an accurate measurement, a controlled impedance 
differential sense line was routed on the package from the 
measurement location to a probe connection point with a 
matched termination. An active differential oscilloscope probe 
was then connected to the probe point. This ensures an accurate, 
wide bandwidth measurement is achieved, as opposed to 
probing the package power planes directly or using a single 
ended sense line, which can substantially attenuate the 
measurement over a distance as short as a few millimeters. In 
two phase operation less than 4mV (less than 1% of the voltage 
set point) of ripple is achieved with a rail driven by air core 
inductors well under 2mm2 in area.  
Fig. 4(b) shows the efficiency as measured using the 
procedure in section III.C for 1.70V to 1.05V conversion with 
the bridges configured for hard switching. The efficiency 
measurement has been repeated for varying numbers of phases, 
in each case showing a peak efficiency of approximately 90% 
at 0.75A/phase. By employing a phase shedding scheme it is 
possible to keep the efficiency of the domain within a few 
percent of the peak efficiency of the domain from 1A to 15A. 
This is managed by the PCU which can phase shed when the 
efficiency can be improved, but also has the intelligence to 
avoid phase shedding when it could be problematic, for 
example when a large load transient is possible.  
The measured output voltage (averaged 128 times) during 
an 8.5A load step generated by the IFDIM feature on the 
graphics voltage rail is shown in Fig 5(a). The measurement 
Figure 4.  (a) Measured voltage ripple for a low noise domain for single 
phase and two phase operation (128 averages) (b) Measured efficiency for a 
voltage domain as a function of the number of active phases 
 
Figure 5.  (a) Measured voltage droop on a graphics domain in response to 
an 8.5A step load (b) Comparison of the effective impedance profile for the 
graphics voltage domain on a 3rd generation Core™ microprocessor versus a 
4th generation Core™ microprocessor 
 
(a) Ripple al variare del numero di fasi.
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percent of the peak efficiency of the domain from 1A to 15A. 
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graphics voltage domain on a 3rd generation Core™ microprocessor versus a 
4th generation Core™ microprocessor 
 
(b) Efficienza al variare della corrente di
carico. 
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example when a large load transient is possible.  
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was performed with a similar probing configuration to that used 
for the voltage ripple measurement. The combination of a high 
bandwidth feedback loop and on die decoupling keep the 
voltage droop under 50mV despite a rise time for current step 
of under 1ns (orders of magnitude faster than normal graphics 
circuit behavior). The main droop event lasts under 30ns, and 
the DC voltage is restored within 100ns. A nonlinear control 
feature saturates the duty cycle when a large transient is 
detected (not active in Fig. 5(a)). The feature was found to 
provide up to a 25% reduction in voltage droop for step loads, 
but the benefit is significantly reduced for certain aperiodic load 
patterns. The effective output impedance profile for the same 
rail is shown in Fig. 5(b). The peak impedance demonstrates the 
fast bandwidth of the compensator. Because the inductors are 
located immediately below the actual area of the die that 
consumes current, the DC and low frequency load line is 
virtually zero. The figure also shows the impedance profile for 
an Intel® 3rd generation Core™ microprocessor graphics rail, 
which is p wered by a pl tform VR. For this rail, a DC load 
line is required due to the distance between the VR and th  die. 
Several resonant peaks occur from the various stages of 
decoupling capacitors on the motherboard and package, and the 
parasitic inductance between them and the actual point of 
current consumption on the die. 
Fig. 6 shows the open loop transfer function for a FIVR 
domain, measured using the signal generator DFT. This rail 
demonstrates a unity gain bandwidth of 78 MHz while still 
maintaining 40° phase margin. Robust compensator circuit 
design and very small propagation delays were necessary to 
achieve this bandwidth, which, in turn, was required to maintain 
good transient response on rails with limited output 
capacitance. The high bandwidth also enables fast voltage 
transitions. A FIVR rail turning on and turning off are shown in 
Fig. 7. Both transitions are programmed to about half a 
microsecond for a full range transition – two orders of 
magnitude faster than a typical platform-based solution. The 
fast ramp rate translates into power savings for the system, as 
the voltage rails can be turned on, used, and turned off again 
almost instantly.  
A large number of additional measurements are taken for 
validation purposes that are not shown here due to space 
constraints. These include the output impedance of the Vin rail, 
audio susceptibility measurements, and the coupling noise due 
to load transients from one rail to another (particularly from 
very high current domains such as core and graphics to low 
current system agent domains). EMI/RFI characterization is 
also performed. 
B. Comparison to Previous Work 
Table I contains a comparison to previous works discussed 
in the introduction. FIVR operates at a higher switching 
frequency than previous works, which is enabled in part by very 
good gate charge characteristics for the MOSFETs. This allows 
up to 90% efficiency at a common conversion ratio.  
V. FIVR IMPACT TO PRODUCTS 
Battery life improvement: Sufficient battery life for a 
complete work day has long been desired from mobile products. 
FIVR, combined with power management architecture 
improvements, has enabled this for Intel® 4th generation 
Core™ products. Increases of well over 50% have been widely 
reported (for example, [8] and [9]). FIVR’s battery life benefit 
comes by several means: 
  
Figure 6. The measured open loop gain and phase of  a FIVR showing 
78MHz band idth with 40° phase magrin 
 
 
Figure 7. A FIVR rail ramping to its voltage set point from fully off, and  
then turning off again. Voltage transition times are programmable, but 
typically set for half a microsecond for a 1V transition. 
(d) Diagr mma di Bode.
Figura 1.3: Figure di mer to del FIVR. [1]
riportar la tensione al valore nomi ale in meno di 100ns. Infine, in
figura 1.3d viene mostrata la funzione di trasferimento ad anello aperto
del FIVR, evidenziando, in particolare, la frequenza a guadagno unitario
pari a 78MHz, in corrispondenza della qu le si ha un margine di fase di
40◦.
In tabell 1.4 s riporta il confronto on alcuni lavori prec de ti. I
particolare, si osserva che il FIVR opera ad una frequ nza i commu-
tazione più alta, in parte anc e in virtù della bontà della caratteristica
della carica di gate dei transistori, che permette di ottener u ’efficienza
fino al 90%. Questo si traduce in un aumento della durata della batte-
ria nei dispositivi mobili superiore al 50% e in un increm nto del picco
di potenza dis onibile di oltre il doppio. Inoltre, non dovendo utilizza-
re molteplici VRs sulla scheda madre, è possibile ridurre le dimensioni
della stessa oppure sfruttare lo spazio disponibile per introdurre nuove
funzionalità.
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x Standby current historically consumes a large fraction of 
the battery’s stored energy. FIVR’s fast bandwidth allows 
low frequency supply noise to be rejected, resulting in up 
to a 90% reduction in decoupling requirements. This 
allows both the first and second stages of regulation to be 
power cycled much faster than on previous products, 
enabling new deep sleep states with up to 20x lower 
standby power. With the lowered capacitance, power 
expended, and time wasted entering and exiting the states 
is similarly reduced. Reduced sleep-state entry/exit time 
also saves power by increasing sleep-state usage. 
x FIVR’s fast control loop and integration into the package 
result in one tenth the peak impedance of prior solutions 
(see Fig. 5(b)) in the sub-MHz stimulus range most 
relevant to the graphics architecture. The resulting low 
frequency supply noise reduction improves power at a 
given performance by up to 30%. 
x FIVR increases the number of voltage rails, allowing each 
domain to be set at the minimum possible voltage that 
supports error-free operation, reducing both leakage and 
dynamic power. 
x Replacing multiple high current voltage regulators on the 
motherboard with a single first stage regulator reduces the 
PCB footprint of the power delivery solution. This extra 
space can be used for a larger battery, with some examples 
demonstrating up to 10% growth. 
x Trimming FIVR together with the microprocessor removes 
manufacturing guard-bands normally required to ensure 
that every VR will work with every CPU. 
Increased available peak power: An illustrative example 
shows how FIVR can increase the peak power available to the 
microprocessor. A typical mobile processor platform using the 
prior generation power delivery scheme had two 30A, 1.1V 
VRs providing 33W for cores and 33W for graphics. Using the 
same power FETs and inductors for the FIVR’s 1.8V input VR, 
the part has 108W power rail (30A/phase * 2 phases * 1.8V), 
which can be dynamically allocated to a combination of FIVRs 
by the PCU. For core-only workloads, nearly the entire 108W 
can be allocated for the cores, increasing the available power 
ceiling by 3x. For graphics workloads, 36W can be partitioned 
to the cores with the remaining 72W going to graphics – more 
than double the power available from the 33W platform VR. 
Because power consumption scales as CV2F and frequency 
scales with voltage, the increase in available power could be 
used to operate the graphics at up to 26% higher frequency than 
possible with the platform VR.  A similar calculation yields a 
44% higher core frequency in the core-only scenario. The 
duration of these scenarios is limited by the thermal capabilities 
of the platform, but translates into improved speed in many real 
scenarios.  
Decreased power at a given performance: Intel’s® Iris™ 
Pro graphics uses FIVR’s higher available power to deliver 
high end graphics. FIVR’s high unity gain bandwidth presents 
less than a tenth the peak output impedance provided by the 
prior generation’s platform VR in the sub-MHz range important 
to the graphics load (see fig. 5b). Because FIVR has doubled 
the graphics power ceiling, few (if any) of our shipping parts 
would fit within the bounds of the older generation’s platform. 
The higher currents typically imply hundreds of millivolt 
droops on the older platforms. The combination of high currents 
with high impedance peaks yields a hypothetical power tax in 
the 20-30% range (assuming one could, and actually would, 
ship these high current levels into the old platforms). FIVR 
avoids that tax. 
Improved product flexibility and scalability: FIVR’s ability 
to add voltage rails onto a common shared input rail without 
package growth or even platform changes brings significant 
flexibility and modularity into the design space that was not 
available before. New voltage rails can be added as needed, 
without any platform change. This ability allowed us to 
introduce the Iris™ Pro graphics into standard platforms even 
though new rails were needed for the EDRAM and its high 
speed OPIO link. 
TABLE I.  COMPARISON OF FIVR TO PREVIOUSLY REPORTED INTEGRATED VOLTAGE REGULATORS 
Parameter G. Schrom et al., 2010 [2] T. DiBene et al., 2010 [3] N. Sturcken et al., 2012 [4] This Work 
Process node 130 nm 90 nm 45 nm 22 nm 
Switching Frequency 60 MHz 100 MHz 80 MHz 140 MHz 
Unity Gain Freq 5 MHz Not Published Not Published 80MHz 
Efficiency 85-88%, 3.3V:1.0V 76% 83%, 1.5V:1.0V 90%, 1.7V:1.05V 
Total Output Imax 
capability 50 A 
Limited by first stage and 
thermals (Up to 400 A) 1.2 A 
Limited by first stage and 
thermals (Up to 700 A) 
Imax/VR die area 1.3 A/mm2 8 A/mm2 1.7 A/mm2 31 A/mm2 
Voltage rail count 4 20 1 8 to 31 
Phase count 16 320 4 49 to 360 
Integration level MCMa MCMa  Integrated into network die Integrated into CPU die 
Inductor technology Package trace, & magnetic discrete 
Magnetic thin-film on VR 
die Discrete wire-wound air core 2D array of package trace 
Capacitor type Ceramic package caps Ceramic package caps Die Cap Die Cap - MIM 
Cout per Max Amp 2000 nF/A not published 15 nF/A 7 nF/A 
 a MCM – Multi Chip Module – the active circuitry is on a separate die assembled on the same package 
Figura 1.4: Co front con lavori precedenti. [1]
1.2 Gua ti probabi i n l FIVR
Come ogni dispositivo che viene fabbricato, anche il FIVR è soggetto
ad una fase di collaudo. Poiché il numero di difetti fisici (ad esem-
pio piste rotte o cortocircuitate) che potrebbero occorrere su un chip è
molto elevato, il collaudo è basato su alcuni modelli di guasto che de-
scrivo o l’effetto che più difetti fisici hanno sul comportamento (statico
e/o dinamico) del circuito, riducendo così la molteplicità i guasti da
considerare.
Il processo di collaudo deve essere il più rapido possibil , dato che
contribuisce al time-to-market, e deve essere il più accurato p ssibil ,
onde evitare di scartare chip correttamente funzionanti (perdita di resa)
o di immettere sul mercato chip malfunzionanti.
Vengono di seguito rapidamente illustrati i modelli di guasto più
probabili per quanto riguarda il FIVR o getto di questa tesi.
1.2.1 Bridging resistivo
I guasti di tipo bridging resistivo (BF) descrivono quei difetti fisici il cui
effetto sul comportamento logico del circuito è far sì che il circuito si
comporti come se due nodi o due linee fossero collegati da un cammino
resistivo di resistenza pari a quella di bridging. Il valore di resistenza
di bridging è diverso a seconda del difetto fisico, per avere adeguata
aderenza del modello con la realtà fisica.
La presenza di un guasto di questo tipo fa sì che per particolari
configurazioni degli ingressi possa esserci un cammino conduttivo dall’a-
limentazione alla massa. Questo porta, innanzitutto, ad avere l’uscita
indeterminata (il cui livello dipende dall’entità della resistenza di brid-
ging rispetto alla conducibilità dei transistor), oltre ad avere un impatto
sulle prestazioni dato sia dalla dissipazione di potenza statica sia da
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un rallentamento dei transitori per il gate logico a valle, i cui transi-
stori pilotati dal circuito in esame si ritrovano una minore tensione di
overdrive.
Se un guasto di tipo BF determini un errore logico dipende dalla
soglia logica del gate a valle. Si ha errore logico se il valore di resistenza
di bridging è sufficientemente piccolo. Tale valore può essere individuato
effettuando una simulazione DC parametrica al variare della resistenza
e visualizzando l’uscita del gate logico a valle.
È possibile rivelare il guasto mediante confronto tra il valore logico
prodotto dall’uscita ed il valore atteso, se il valore di tensione interme-
dio prodotto sta, rispetto alla soglia logica del gate a valle, dalla parte
opposta rispetto al valore atteso. Tramite IDDQ testing si può misurare
la corrente statica che attraversa il circuito, tuttavia questo limita la
frequenza massima a cui si può effettuare il collaudo (si deve assicura-
re che i transitori siano esauriti) e risulta inefficace con lo scaling della
tecnologia. L’inefficacia è dettata dal fatto che, con l’avanzare dello sca-
ling tecnologico, da un lato la diminuzione della tensione di soglia fa sì
che aumenti la corrente di leakage, dall’altro il numero di dispositivi per
unità di area aumenta, per cui aumenta complessivamente la corrente
statica che attraversa il circuito, rendendo difficile l’individuazione di
una soglia che consenta di distinguere tra chip guasti e correttamente
funzionanti. Può essere altrimenti rivelato durante il testing at-speed,
date le minori prestazioni dinamiche del gate a valle.
Per determinare il range di valori assunti dalla resistenza di bridging
da considerare nell’analisi del FIVR, in [5] è stato implementato un in-
vertitore simmetrico a 22nm con l’uscita collegata all’alimentazione VDD
tramite una resistenza RB. Ponendo in ingresso un valore logico alto
(vettore di attivazione del guasto), si è osservato che per RB ∈ [0, 18k]Ω
si ottiene in uscita un valore logico errato, mentre per RB ∈ (18k, 300k]Ω
in uscita si ha il valore logico corretto. Questi ultimi risultano essere
i guasti più pericolosi, perché non rivelabili tramite semplici tecniche
di collaudo nei confronti di guasti di tipo stuck-at (SA). Si è ritenuto,
quindi, sufficiente considerare valori RB ∈ [0, 100k]Ω, poiché per valori
di resistenza superiori, la tensione di uscita decresce molto lentamente
tendendo ad un valore costante.
1.2.2 Transistor Stuck-On
I guasti di tipo stuck-on (SON) descrivono quei difetti fisici il cui effetto
sul comportamento del circuito è di far sì che il circuito si comporti
come se un transistor fosse sempre in conduzione (indipendentemente dal
valore della tensione applicata al gate). Può essere visto come un guasto
di tipo BF di resistenza pari alla resistenza equivalente che esibisce il
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transistor in conduzione, quindi le considerazioni sono del tutto analoghe
a quelle fatte alla sezione 1.2.1.
1.2.3 Transistor Stuck-Open
I guasti di tipo stuck-open (SOP) descrivono quei difetti fisici il cui
effetto sul comportamento del circuito è di far sì che il circuito si comporti
come se un transistor fosse sempre spento (indipendentemente dal valore
della tensione applicata al gate).
Se viene applicata in ingresso una configurazione in grado di attivare
il guasto, l’uscita si ritrova in alta impedenza, in quanto non collegata né
all’alimentazione né alla massa. In questo caso rimane in uscita il valore
precedentemente caricato ed il circuito si comporta come sequenziale
anziché combinatorio. Per rivelare il guasto sono allora necessari due
vettori di test: il primo di inizializzazione serve per portare l’uscita
al valore opposto rispetto a quello dato dalla rete in cui è presente il
transistor guasto, il secondo di attivazione per cercare di commutare
l’uscita attraverso un percorso che includa il transistor guasto. Il guasto
viene rivelato attraverso la non commutazione dell’uscita.
1.3 Effetti dei guasti più probabili sul FIVR
Si riporta di seguito una panoramica degli effetti dei guasti più critici
e delle loro probabilità, come presentate in [5]. La criticità dei blocchi
viene valutata in funzione dei seguenti indicatori:
• P blocco: probabilità del failure mode in analisi rispetto al numero
di guasti considerati nel blocco in esame
• PFIVR: probabilità del failure mode in analisi rispetto al numero
di guasti considerati in tutto il FIVR
Come si evince dalla tabella 1.1, tra tutti i blocchi che costituiscono
il FIVR, il più critico risulta essere il DAC, poiché i suoi guasti hanno
un’alta probabilità di verificarsi (PFIVR).
Per riassumere:
• il 40.9% dei guasti considerati non causa alcun effetto sull’uscita
del FIVR
• il 55% dei guasti considerati fa sì che l’uscita si discosti dal valore
di riferimento per più del 5%
• il 3.4% dei guasti causa un effetto catastrofico sull’uscita del FIVR,
tuttavia questi guasti sono facilmente rivelabili dalla PCU, poiché
il core alimentato dal FIVR guasto non funziona
11
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Tabella 1.1: Possibili guasti del FIVR. [5]
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1.4 Modelli di aging
La degradazione delle caratteristiche del transistore MOS a causa del-
l’aging è diventato critico per le tecnologie scalate a partire dai 45nm
[6, 7]. L’aging degrada le prestazioni del circuito nel tempo, accorciando
il tempo di vita del circuito stesso, ed introduce potenziali guasti sul
campo.
L’aging è dovuto principalmente alla degradazione nel tempo del
dielettrico di gate e dell’interfaccia tra il dielettrico ed il Silicio. Due
importanti meccanismi che concorrono in tale degradazione prendono
il nome di Hot Carrier Injection (HCI) e Bias Temperature Instability
(BTI) [6–8]. Questi meccanismi sono particolarmente rilevanti nei no-
di tecnologici in cui il dielettrico di gate ha uno spessore equivalente
di poche molecole e con l’utilizzo di transistori high-K metal-gate. Per
quantificare la degradazione delle performances del circuito nel tempo è
richiesta una fase di testing estremamente lunga e costosa, che aumenta
complessivamente i costi di produzione. In alternativa, i designers so-
vradimensionano i circuiti critici, ma questo determina un aumento del
costo del chip. Si rende, dunque, essenziale un metodo conveniente per
stimare il tempo di vita di un circuito, specialmente per le applicazioni
caratterizzate da un’esigenza di elevata reliability, come ad esempio il
settore dell’automotive.
Il simulatore commerciale HSPICE include un tool denominato MOS
Reliability Analysis (MOSRA) che permette di predire l’effetto dell’aging
sulle prestazioni del circuito con i modelli forniti o con modelli caricati
dall’utente.
L’aging del dispositivo è il risultato di una continua degradazione
delle sue caratteristiche, a causa dello stress elettrico cui è sottoposto. Il
tool MOSRA sfrutta un modello di aging per tradurre un certo ammon-
tare di stress elettrico in una determinata degradazione del dispositi-
vo. Tipicamente questi modelli dipendono dalle condizioni operative del
dispositivo (cioè tensioni, correnti e temperature) nonché dalle sue di-
mensioni. La degradazione risultante può essere applicata in due diversi
modi:
• l’ammontare di stress viene convertito nella degradazione di pa-
rametri chiave del MOSFET (cioè tensione di soglia, mobilità,
. . . )
• lo stress viene direttamente convertito in una degradazione delle
caratteristiche del dispositivo (cioè una degradazione percentuale
della corrente di drain e della sua conduttanza)
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Il secondo approccio possiede l’innegabile vantaggio di essere semplice,
tuttavia il primo permette di separare i differenti effetti che contribuisco-
no alla degradazione del dispositivo. Ciò comporta una migliore accu-
ratezza nel calcolo della degradazione della corrente e della conduttanza
su un vasto range di tensioni di polarizzazione.
1.4.1 Hot Carrier Injection
In presenza di campi elettrici intensi, parte della carica mobile nel ca-
nale dalla parte del drain (elettroni per i transistori nMOS, lacune per
i pMOS) viene intrappolata nel dielettrico di gate, cambiandone le pro-
prietà elettriche nel tempo [8]. Il fatto che un portatore, anziché contri-
buire alla conduzione muovendosi normalmente nel canale o ricombinarsi
nel substrato, si sposti nel dielettrico per effetto tunnel, determina un
aumento della corrente di leakage di gate ed un possibile danneggiamen-
to alla struttura atomica del dielettrico. Il fenomeno di HCI provoca
un innalzamento della tensione di soglia, quindi la commutazione del
transistor viene rallentata.
L’aggettivo “hot” non si riferisce alla temperatura fisica del substrato,
bensì al termine di temperatura efficace utilizzato nel modellare la den-
sità dei portatori secondo la distribuzione di Fermi-Dirac. Il termine era
stato inizialmente introdotto per descrivere i portatori non in equilibrio
nei semiconduttori.
Il modello HCI di MOSRA tiene in considerazione le dipendenze dalla
polarizzazione del dispositivo, nonché la temperatura cui è operativo,
risultando accurato in un vasto range di lunghezze di canale e per diversi
spessori del dielettrico di gate.
1.4.2 Bias Temperature Instability
Il fenomeno di BTI si distingue in negative BTI (NBTI) per i transistori
pMOS e positive BTI (PBTI) per i transistori nMOS. In entrambi i casi,
non è necessario che scorra della corrente tra source e drain [8].
Di seguito viene trattato il fenomeno del NBTI, ma considerazioni
analoghe valgono per il PBTI. Il NBTI è il risultato della combinazio-
ne di cariche positive intrappolate nel dielettrico e cariche intrappolate
all’interfaccia tra dielettrico e Silicio in presenza di una tensione di gate-
source negativa, soprattutto in caso di temperatura elevata [9]. L’am-
montare delle cariche positive intrappolate nel dielettrico è circa uguale
alla quantità di cariche intrappolate all’interfaccia. L’effetto del NBTI
è quello di aumentare la tensione di soglia, quindi di ridurre la con-
ducibilità del transistor. L’entità del fenomeno di NBTI è sicuramente
maggiore per i transistori pMOS per due motivi principali: innanzitut-
to, nelle tipiche condizioni di funzionamento di un circuito CMOS, solo
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i transistori pMOS sono sottoposti a tensioni di gate-source negative;
inoltre, nel caso di transistori pMOS, le cariche attirate all’interfaccia
sono positive, quindi l’effetto si somma alle cariche positive intrappolate
nel dielettrico.
Il fenomeno di NBTI richiede sempre maggiore considerazione nel
progettare un circuito per diversi motivi. Innanzitutto, le tensioni di
alimentazione non assistono ad uno scaling così veloce come quello cui è
soggetto lo spessore del dielettrico di gate, risultando in campi elettrici
più intensi, quindi un’accentuazione del fenomeno. In secondo luogo, in
presenza di minori tensioni di alimentazione, a parità di aumento della
tensione di soglia a causa dell’NBTI, la degradazione della conducibilità
del transistor è maggiore. Infine, l’introduzione di Azoto nel dielettrico
di gate con lo scopo di ridurre la corrente di leakage che attraversa il
gate per effetto tunnel ha l’effetto collaterale di aumentare il fenomeno
di NBTI. Inoltre, con l’aumentare dello scaling tecnologico, aumenta la
variabilità del fenomeno da transistor a transistor, in quanto l’effetto
risulta mediato su un’area di gate progressivamente inferiore.
A differenza dell’HCI, il fenomeno di BTI è parzialmente reversibile,
poiché parte della carica viene liberata in seguito alla rimozione della
tensione di gate. Infatti, in regime di funzionamento AC (cioè di tensio-
ne di gate variabile) l’aumento della tensione di soglia nel lungo periodo
è inferiore rispetto a quello osservabile in regime di funzionamento DC
(cioè di tensione di gate fissa, tale da mantenere il transistore pMOS
acceso). Durante gli intervalli di tempo in cui il transistor è spento,
si assiste ad un consistente ripristino della tensione di soglia, mentre,
quando il transistor viene acceso, inizialmente la degradazione si ripre-
senta rapidamente, ma poi continua più lentamente. Complessivamente
ciò risulta in un minore spostamento della tensione di soglia rispetto al
caso in cui il transistor è continuamente sottoposto ad una tensione di
gate-source negativa. Per questo motivo, in alcuni progetti low-power,
la tradizionale tecnica di power saving nota come clock gating viene
sostituita da un semplice abbassamento di frequenza, in modo da non
spegnere completamente il clock e mitigare così gli effetti dell’NBTI.
Il modello fornito dal tool MOSRA per il BTI considera entrambi i
fenomeni fisici, separandone i contributi in due diversi termini: uno de-
terminato dalle trappole all’interfaccia e l’altro legato alle trappole che
si formano all’interno del dielettrico [6, 7]. L’effetto di parziale ripristino
delle condizioni del dispositivo in seguito ad una degradazione presta-
zionale è modellato considerando il duty cycle dello stress (regime di
funzionamento AC) cui è sottoposto il dispostivo durante il suo normale
funzionamento.
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Figura 1.5: Simulazione in condizioni nominali. [5]
1.5 Effetti dell’aging sul FIVR
Vengono di seguito sinteticamente riportati alcuni risultati ottenuti dal-
l’analisi presente in [5]. Per l’analisi è stato utilizzato il tool MOSRA
sull’implementazione elettrica del FIVR in [4]. Il tool fornisce le tensio-
ni di soglia dei transistori dopo un determinato tempo di lavoro per un
particolare duty cycle richiesto. In tale analisi sono state effettuate le
simulazioni per dieci anni di lavoro con duty cycle del 40%, 50%, 70%
e 90%. Le quaranta tensioni di soglia ottenute sono state utilizzate da
HSpice per valutare le prestazioni del FIVR, in termini di deterioramento
delle forme d’onda.
In figura 1.5 vengono riportate le forme d’onda della tensione di ri-
ferimento Vref e della corrente di carico Iload con il corrispondente an-
damento della tensione di uscita Vout fornita dal FIVR. Il riferimento
è stato fatto variare tra i due estremi del possibile range di tensioni,
cioè da 0.6 a 1.1V e viceversa. Si osserva come il FIVR impieghi del
tempo per assestare l’uscita al valore di regime fornitogli dalla PCU.
Successivamente viene simulato un cambiamento della corrente richiesta
dal carico, passando da 50mA a 500mA e viceversa, per poter osservare
come questo non influenzi la tensione di uscita del FIVR.
La parola di riferimento fornita dalla PCU è stata fatta variare in mo-
do da ottenere le transizioni di caso peggiore, cioè quelle di salita e disce-
sa della tensione di uscita ai due estremi del range possibile [0.6, 1.1]V ,
per valutare il degrado delle prestazioni determinato dall’aging. L’invec-
chiamento influisce in maniera evidente sul tempo impiegato dal nodo di
uscita per assestarsi al valore di tensione corretto. In particolare, la mag-
gior parte della degradazione si verifica nei primi due anni di attività,
come si può osservare dalle figure 1.6.
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(a) Transitorio di salita di Vout da 0.6 a 1.1V .

















(b) Transitorio di discesa di Vout da 1.1 a 0.6V .
Figura 1.6: Simulazioni in presenza di aging con duty cycle medio del
50%. [5]
I dati presenti ricavati in [5] mostrano come l’aging deteriori notevol-
mente le durate dei transitori. Nonostante i valori di regime rimangano
corretti, il calo delle prestazioni è evidente anche dopo pochi anni di
utilizzo. In applicazioni caratterizzate da esigenze di elevata reliabili-
ty, un rallentamento del circuito potrebbe non essere tollerabile, dunque
si rende necessaria una strategia per rivelare gli effetti dell’aging sulle
prestazioni del circuito.
1.6 Rivelatore proposto dallo standard ISO
26262
Lo standard ISO 26262 suggerisce una possibile implementazione del ri-
velatore per monitorare l’uscita del FIVR. Tale soluzione, schematizzata
in figura 1.7, ricorre ad un convertitore analogico-digitale (ADC) per
convertire in digitale (nove bits) la tensione fornita dal FIVR in modo
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ISO 26262 standard
Figura 1.7: Schema della soluzione proposta dallo standard. [5, 11]
da poterla confrontare con la parola di riferimento (anch’essa di nove
bits). Il comparatore ad alta affidabilità può essere ottenuto da un two-
rail checker a nove bits (TRC9), realizzato con otto TRC2. Come ADC
si è ipotizzato di utilizzare quello trovato in [10].
Pur essendo il funzionamento molto semplice in linea di principio,
lo schema suggerito dallo standard non risulta adatto per la rivelazione
degli eventuali guasti che possono verificarsi nel FIVR a causa dell’e-
levato costo. In particolare, affinché il monitor sia in grado di rivelare
un’eventuale ripple con ampiezza eccessiva rispetto al margine di tolle-
ranza, è necessario un ADC molto veloce, determinando così una grande
occupazione d’area. Inoltre, non è a priori garantito che lo schema sia
self-checking. Per queste ragioni, nel capitolo successivo viene proposto
un rivelatore differente, caratterizzato da migliori prestazioni e da un
costo nettamente inferiore, compatibile con l’applicazione cui è rivolto,
come verrà mostrato nell’ultimo capitolo.
18
Capitolo 2
Strategia di rivelazione dei
guasti del FIVR proposta
In questo capitolo viene presentata la nuova strategia per la rivelazione
degli eventuali guasti che possono affliggere il FIVR. Sono stati definiti
critici tutti quei guasti tali da portare la tensione di uscita del FIVR fuori
da un margine di tolleranza prestabilito (in seguito definito). Lo schema
di rivelazione proposto, che si basa su un’idea completamente differente
rispetto a quella suggerita dallo standard ISO 26262, consente di rivelare
guasti nel circuito durante il normale funzionamento sul campo.
L’approccio che era stato inizialmente proposto in [5] si basava sul
confronto della tensione fornita dal FIVR con il riferimento rigenerato
da un DAC ausiliario, analogo a quello già presente nel FIVR. In real-
tà, a partire dal riferimento digitale di nove bits fornito dalla PCU, si
generavano due tensioni “analogiche” che costituivano il margine di tolle-
ranza al di fuori del quale veniva segnalato il guasto. Tuttavia, risultava
problematica la compensazione dell’offset dei due comparatori utilizzati
per il confronto di Vout con le due soglie, nonché la precisione con cui
venivano generate queste soglie.
2.1 Idea di base
La nuova strategia proposta valuta la differenza di tensione tra il rife-
rimento prescritto dalla PCU e l’uscita del FIVR come differenza fra
ritardi di propagazione. Come mostrato in figura 2.1, il FIVR riceve in
ingresso la parola di nove bits che corrisponde al riferimento di tensione
dato dalla PCU sulla base del monitoraggio dell’attività del power do-
main. La medesima parola di riferimento viene fornita anche al monitor
per essere confrontata con la tensione di uscita del FIVR Vout secondo
la strategia illustrata alla sezione successiva. Il monitor presenta due
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Figura 2.1: Schema ad alto livello della strategia proposta.
uscite (ERR1,ERR2) che forniscono un’indicazione circa il corretto fun-
zionamento del circuito, comprensivo non solo del FIVR, ma anche del
monitor stesso, visto che anche quest’ultimo può essere affetto da un
guasto interno (per quanto questo sia un evento meno probabile rispetto
ad un guasto al FIVR, in virtù delle minori complessità e area). La ne-
cessità che il monitor abbia due uscite, anziché una sola, deriva dal fatto
che un banale SA della singola uscita potrebbe stare ad indicare sempre
il corretto funzionamento del circuito, aspetto particolarmente critico in
contesti di alta affidabilità.
La strategia di rivelazione proposta permette non solo di ottenere
un’indicazione d’errore qualora la tensione di uscita del FIVR esca dal
margine di tolleranza (pari a 1 LSB della parola digitale di riferimento
a nove bits data dalla PCU) per un guasto interno al FIVR, ma con-
sente anche di rivelare il rallentamento dei transitori del FIVR dovuto
a fenomeni di invecchiamento dei dispositivi. Tale schema è in grado di
rivelare anche del ripple con ampiezza eccedente il margine di tolleranza
sulla tensione di uscita, nonostante il valore medio possa essere corretto.
Una possibile implementazione a livello elettrico verrà illustrata nel
capitolo seguente.
2.2 Schema a blocchi
In figura 2.2 viene mostrato lo schema a blocchi del monitor progettato
in questa tesi. Il riferimento digitale di nove bits proveniente dalla PCU,
che viene fornito al FIVR per generare la tensione Vout, viene dato an-
che ad un DAC ausiliario (analogo a quello presente nel FIVR) interno
al monitor per rigenerare il riferimento come tensione “analogica” Vref .
Ciascuna delle due voltage-controlled delay lines (VCDLs), costituite da
una cascata di celle di ritardo elementari, viene controllata dalla corri-
spondente tensione di controllo, che ne regola il ritardo. Alle due linee
di ritardo viene dato in ingresso il medesimo segnale di clock, che si pro-
paga lungo ciascuna delle due VCDLs con un ritardo dipendente dalla
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Figura 2.2: Schema a blocchi del monitor proposto.
corrispondente tensione di controllo. In questo modo la differenza (asso-
luta) di tensione |Vref − Vout| viene tradotta in una differenza (assoluta)
di ritardi |d1 − d2|. Le uscite delle VCDLs vengono date in ingresso ad
un error indicator (EI), che genera e memorizza un’indicazione d’errore
qualora la differenza di ritardi |d1− d2| sia superiore ad una certa soglia
temporale, corrispondente ad una differenza di tensioni |Vref −Vout| pari
a 1 LSB, di ampiezza pari a Vin/29 ' 3.5mV .
Le celle di ritardo della linea VCDL1 (VCDL2) sono state implementate
in modo tale che il loro ritardo sia proporzionale alla tensione di con-
trollo Vout (Vref ). In questo modo il ritardo di propagazione d1 (d2) dei
fronti di salita e discesa del segnale di clock attraverso la linea VCDL1
(VCDL2) dall’ingresso CK all’uscita IN1 (IN2) è proporzionale alla ten-
sione Vout (Vref ). Da questa implementazione segue la proporzionalità
|Vref − Vout| ∝ |d1 − d2|, alla base del funzionamento del monitor.
In presenza di ingressi (IN1,IN2) con valori logici complementari
(cioè di segnali non allineati per il diverso ritardo dovuto ad una certa
differenza di tensione), l’EI memorizza alle proprie uscite (ERR1,ERR2)
un’indicazione d’errore, che viene mantenuta finché non viene applicato
un segnale di reset (RS). La memorizzazione dell’indicazione d’errore
risulta fondamentale, dato che la sua durata sarebbe solo temporanea
altrimenti.
In caso di tensione di uscita del FIVR Vout corretta (cioè valori di Vout
all’interno del margine di tolleranza di 1 LSB rispetto al riferimento), la
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Tabella 2.1: Codifica dell’EI.
differenza tra i ritardi dei segnali in uscita dalle due VCDLs è minore
della sensibilità dell’EI (by design). In questo caso l’EI interpreta gli
ingressi (IN1,IN2) come allo stesso valore logico (che si alterna alla
frequenza del clock). L’EI è progettato in modo che anche le proprie
uscite (ERR1,ERR2) assumano lo stesso valore logico (complementato)
che si alterna alla frequenza del clock.
Il fatto che, nel caso fault-free, vi siano due possibili configurazioni
che si alternano alle uscite dell’EI è particolarmente importante nella
progettazione di circuiti self-checking (SCCs), cioè circuiti in grado di
fornire un’indicazione circa la correttezza dell’uscita durante il normale
funzionamento sul campo tramite una sorta di continuo autocollaudo.
Infatti, facendo le convenzionali ipotesi di guasto singolo (cioè i gua-
sti si verificano uno alla volta) e di tempo sufficientemente lungo tra la
comparsa di due guasti, se una delle due uscite dell’EI dovesse bloccar-
si ad un determinato valore logico (SA), l’altra uscita continuerebbe a
funzionare normalmente, portando alla segnalazione dell’errore al primo
cambio di valore.
In caso di tensione di uscita del FIVR Vout errata (cioè valori di Vout
al di fuori del margine di tolleranza di 1 LSB rispetto al riferimento),
la differenza tra i ritardi dei segnali in uscita dalle due VCDLs è mag-
giore della sensibilità dell’EI. In questo caso l’EI rileva che per un certo
intervallo di tempo gli ingressi (IN1,IN2) assumono valori logici com-
plementari. L’EI è progettato in modo da memorizzare un’indicazione
d’errore alle proprie uscite finché non viene applicato un segnale di reset
(RS=1). La codifica delle parole di codice e delle indicazioni d’errore è
mostrata in tabella 2.1.
Il segnale di reset RS viene generato da un blocco denominato “timer”
in modo da evitare i falsi positivi, cioè le indicazioni d’errore errate du-
rante il transitorio di risposta del FIVR (tR) a seguito di un cambio
del riferimento, in cui la tensione Vout potrebbe essere al di fuori del
margine di tolleranza. La durata del reset è determinata dal massimo
tempo consentito per il transitorio del FIVR (tRmax), che è stato calco-
lato come il tempo che impiega il FIVR per portarsi entro il margine di
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Figura 2.3: Schema a blocchi completo del monitor proposto.
tolleranza nella transizione di caso peggiore. La transizione di caso peg-
giore è stata individuata essere quella di discesa dalla tensione massima
di 1.1V a quella minima di 0.6V . Dalle simulazioni effettuate sull’im-
plementazione del FIVR fatta in [4] risulta che tale transizione dura
tRmax ' 502ns. Quando RS=1, l’EI viene inibito, per cui le sue uscite si
portano a (ERR1,ERR2)=(0,0). Mentre, negli intervalli di tempo in cui
la tensione Vout dovrebbe essere stabile, cioè dopo il massimo intervallo
di tempo consentito per concludere il transitorio tRmax , in presenza di
una tensione di uscita corretta, si ha (ERR1,ERR2)=(IN1,IN2).
2.3 Strategia di calibrazione del monitor
Per rendere lo schema di rivelazione robusto alle process parameters va-
riations (PPVs), è necessario fornire la possibilità di calibrare la sensibi-
lità dell’EI. Infatti, le PPVs che affliggono sia l’EI sia le VCDLs incidono
profondamente sull’efficacia dello schema di rivelazione, perché la soglia
che permette di discriminare fra circuito guasto o correttamente funzio-
nante viene alterata. Dunque, è possibile che tale soglia non consenta
di segnalare un errore in presenza di un guasto. Questa costituisce una
situazione potenzialmente critica, perché in alta affidabilità non è tol-
lerabile avere una falsa indicazione di corretto funzionamento del siste-
ma. Risulta, quindi, fondamentale calibrare la sensibilità dell’EI dopo
la fabbricazione in modo da garantire il margine di tolleranza imposto
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durante la fase di progettazione (in questo caso pari a 1 LSB) per ogni
chip fabbricato. In questo modo l’efficacia del monitor non viene com-
promessa dalle PPVs. Quindi, allo schema precedentemente mostrato in
figura 2.2, è necessario aggiungere un blocco che si occupa di effettuare
la calibrazione. Lo schema completo viene riportato in figura 2.3.
Come verrà spiegato più nel dettaglio alla sezione 3.3.1 del capitolo
successivo, si può pensare di effettuare la calibrazione non solo a se-
guito della fabbricazione, ma anche ad ogni accensione del sistema, in
modo da compensare pure eventuali variazioni indotte dall’aging e dalla
temperatura cui opera il circuito.
Per la calibrazione si assume di poter avere a disposizione un appo-
sito segnale di un bit fornito dalla PCU ad ogni accensione del sistema.
Questo segnale, denominato calib, viene fornito sia al DAC interno al
monitor sia ad un blocco che si occupa di generare i sei bits di calibra-
zione dati all’EI per effettuare il tuning. Occorre fornire tale segnale
anche al DAC in quanto, per ottenere il margine di tolleranza desidera-





livello elettrico del monitor
In questo capitolo, facendo riferimento alla figura 2.2, viene mostrata
una possibile implementazione a livello elettrico del monitor basato sulla
strategia di rivelazione proposta nel capitolo precedente. Le simulazioni
sono state effettuate con LTSpice, utilizzando il modello predittivo di
tecnologia a 22nm fornito dall’Arizona State University [12].
L’intero monitor è alimentato dalla tensione Vin/2 = 0.9V , disponi-
bile all’interno del FIVR come riferimento stabile, ottenuto da un rego-
latore low-dropout (LDO) a partire dalla tensione Vin. I vantaggi di un
regolatore LDO rispetto ad un tradizionale convertitore DC/DC sono
dati dall’assenza di fenomeni di switching e da una minore occupazione
d’area, poiché non sono necessari elementi per il filtraggio della tensione
di uscita.
Per l’implementazione a livello elettrico delle varie porte logiche sono
stati tenuti in considerazione (laddove possibile) alcuni accorgimenti per
risparmiare potenza assorbita dall’alimentazione e ridurre i tempi di pro-
pagazione [13]. In particolare, collegare i segnali con minore probabilità
di transizione ai transistori con source a potenziale costante implica che
le capacità parassite dei nodi interni vengono caricate e scaricate meno
frequentemente, determinando un minore consumo di potenza dinami-
ca. Incidentalmente, questo risulta più vantaggioso anche in termini di
tempi di propagazione della porta logica, poiché la commutazione del
segnale collegato al gate di un transistore con source a potenziale co-
stante richiede di caricare/scaricare non solo la capacità di uscita, ma
anche quella del nodo interno. Inoltre, per velocizzare i tempi di propa-
gazione delle porte logiche è possibile collegare i segnali più lenti (cioè
quelli le cui commutazioni sono ritardate rispetto agli altri segnali in
ingresso alla medesima porta logica) ai transistori più prossimi al no-
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Figura 3.1: Schema del DAC interno al monitor.
do di uscita in modo che, quando tali segnali commutano, deve essere
caricata/scaricata solo la capacità di uscita, poiché le capacità nei nodi
interni sono già state caricate/scaricate dagli altri segnali, che hanno
commutato prima, essendo più veloci.
3.1 DAC
Come implementazione del DAC si è mantenuta quella utilizzata in [4],
che riprende quella proposta in [14], e viene mostrata in figura 3.1. Il
DAC è dello stesso tipo di quello già presente nel FIVR per convertire il
riferimento digitale di nove bits nella tensione “analogica” Vref . Il prin-
cipio di funzionamento è molto semplice: ogni ramo genera una corrente
proporzionale a quanto è significativo il bit che lo pilota, cioè ciascun
ramo eroga una corrente doppia rispetto a quello alla propria destra. Le
correnti di tutti i rami si sommano nel nodo di ingresso di un converti-
tore I/V, costituito da un OpAmp con la resistenza R1 in retroazione.
L’uscita di tale convertitore è la tensione −Vref , che viene cambiata di
segno da un amplificatore invertente a guadagno unitario.
3.2 Voltage Controlled Delay Lines
Le VCDLs sono costituite da una cascata di celle di ritardo elementari,
ciascuna delle quali viene controllata da una tensione analogica (Vout nel
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(a) Implementazione della cella di ritardo.














(b) Caratteristica della cella di ritardo.
Figura 3.2
caso della VCDL1 o Vref nel caso della VCDL2). Per scegliere la topologia
circuitale della singola cella, sono state esaminate e simulate diverse im-
plementazioni, riportate in [15–18]. In generale, gli elementi di ritardo
controllati da una tensione “analogica” (cioè una tensione che può as-
sumere un determinato valore all’interno di un range prestabilito) sono
basati sull’utilizzo di specchi di corrente, in cui è presente un transistore
saturo la cui tensione di gate regola la corrente di drain con una dipen-
denza approssimativamente lineare (per le tecnologie scalate, il modello
quadratico del MOSFET in saturazione fornisce una forte sovrastima
della corrente). Tuttavia, le topologie analizzate godevano di una di-
screta linearità tra tensione di controllo e ritardo solo in un range molto
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Tabella 3.1: Risultato delle simulazioni Monte Carlo sulle VCDLs.
ristretto di tensioni, soprattutto limitato superiormente dalla tensione
di alimentazione pari a Vin/2 = 0.9V .
L’unica implementazione che garantisse una buona linearità in tutto
il range di possibile variazione della tensione di uscita del FIVR (da 0.6
a 1.1V ) è quella mostrata in figura 3.2a, costituta da un inverter, seguito
dal condensatore M2 (realizzato con un nMOS con i terminali di source
e drain corto-circuitati) che viene caricato dalla corrente che fluisce nel
transistore M1, la cui conducibilità viene controllata dalla tensione Vc.
Da un punto di vista qualitativo, all’aumentare della tensione Vc aumen-
ta la corrente che scorre in M1, che va a sottrarsi alla corrente erogata
dall’inverter, riducendo quella disponibile per la carica della capacità
di gate della porta logica a valle (cioè l’inverter della cella di memoria
successiva). Questo fa sì che il ritardo aumenti.
La risoluzione del monitor è proporzionale alla lunghezza delle linee
di ritardo (cioè al numero di celle connesse in cascata) e alla pendenza
della caratteristica ritardo-vs-Vc della singola cella di ritardo. Il dimen-
sionamento degli elementi di ritardo è stato ottenuto effettuando alcune
simulazioni con l’obiettivo di ottimizzare il compromesso tra la penden-
za della caratteristica e l’area occupata. Come si può notare dalla figu-
ra 3.2b, la caratteristica presenta una buona linearità in tutto il range di
tensioni di uscita Vout. Il ritardo è stato misurato al 50% dell’escursione
del segnale tra fronti omologhi distanti due celle di ritardo, in modo da
compensare il diverso ritardo tra un fronte di salita ed uno di discesa.
Per valutare la robustezza dello schema rispetto alle PPVs, sono sta-
te effettuate delle simulazioni Monte Carlo in modo da individuare le
possibili variazioni nella differenza dei ritardi tra le due linee. Per le si-
mulazioni sono stati variati in maniera indipendente spessore dell’ossido,
mobilità e tensione di soglia secondo distribuzioni uniformi con variazio-
ni fino al 20% rispetto al valore nominale. I risultati sono riportati in
tabella 3.1.
3.3 Error Indicator
L’EI si basa sull’implementazione presente in [19] con alcune modifiche
dovute all’inversione tra la codifica delle parole di codice ed indicazioni
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Figura 3.3: Rappresentazione schematica dell’EI.
d’errore e l’introduzione della possibilità di tuning per regolare la sensi-
bilità dell’EI, in modo tale da rendere il monitor robusto alle PPVs. Lo
schema a blocchi è mostrato in figura 3.3.
Durante il normale funzionamento del circuito RS=0, quindi i buf-
fers tri-state denominati come NOT1 sono conduttivi. Nel caso fault-free
IN1=IN2 (cioè la differenza tra i ritardi è nulla), dunque agli ingressi
dell’EI appaiono le configurazioni (0,0) o (1,1) che si alternano alla
frequenza del clock. In caso di guasto, i segnali IN1 e IN2 non sono
allineati (cioè la differenza tra i ritardi è maggiore di zero), dunque la
configurazione (0,1) o (1,0) (la cui durata è proporzionale alla dif-
ferenza di tensioni |Vref − Vout|) appare temporaneamente agli ingressi
dell’EI. Se la durata di tale configurazione è sufficientemente lunga, allo-
ra il cammino di feedback (invertente) diventa conduttivo e memorizza
l’indicazione d’errore, essendo dimensionato per essere dominante rispet-
to ai buffers tri-state NOT1. L’indicazione d’errore rimane memorizzata
fino all’applicazione del segnale di reset (RS=1). Il funzionamento dell’EI
è riassunto in tabella 3.2.
Durante la fase di reset i buffers tri-state NOT1 vengono interdetti,
quindi le corrispettive uscite out1 e out2 si portano in uno stato di al-
ta impedenza. I transistori nMOS pilotati dal segnale RS forzano uno
zero sui nodi out1 e out2, mentre i pMOS pilotati dal segnale RS for-
zano un valore logico alto sui nodi e1 e e2. In questo modo le uscite
dell’EI si portano a (ERR1,ERR2)=(0,0). Teoricamente, una volta che
i buffers tri-state sono passati nello stato di alta impedenza, sarebbero
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e1 e2 Feedback paths out1 out2
0 0 Alta impedenza IN1 IN2
0 1 Conduttivi e1 e2
1 0 Conduttivi e1 e2
1 1 Alta impedenza IN1 IN2
Tabella 3.2: Funzionamento dell’EI.
sufficienti gli nMOS per effettuare il reset dell’EI. Tuttavia, per rendere
gli nMOS dominanti rispetto ai cammini di feedback, sarebbe necessa-
ria una larghezza di canale eccessivamente grande, che introdurrebbe un
elevato carico capacitivo sui nodi out1 e out2, rallentando i transitori
dei buffers NOT1 durante il normale funzionamento dell’EI.
Per ovviare al problema delle PPVs, che agiscono sia sull’EI sia sulle
VCDLs, è stata introdotta la possibilità di effettuare il tuning dell’EI in
maniera tale da mantenere inalterato il margine di tolleranza di 1 LSB.
Il tuning avviene controllando, in maniera digitale, la conducibilità dei
cammini di feedback, grazie alla presenza di un ulteriore ramo di pull-
down e del suo complementare pull-up, come mostrato in figura 3.4.
Cinque bits ti (ed i relativi complementi ti) permettono di accendere
o spegnere tali transistori secondo una codifica binaria che permette di
variare la conducibilità in una scala da 0 (in realtà almeno un transistore
deve essere acceso affinché il cammino di feedback sia conduttivo) a
25− 1 = 31. Anziché aumentare progressivamente la larghezza di canale
dal LSB al MSB (cioè da t1 a t5), si è deciso di aumentare il numero
di fingers che costituiscono il transistore tramite il parametro m. Per il
tuning è presente un bit addizionale, denominato ENfb, necessario per
aumentare la conducibilità dei transistori pilotati dai nodi out1 e out2
in casi particolari. Tale bit viene trattato come se fosse più significativo
rispetto a t5.
Il dimensionamento del circuito è stato effettuato grazie a varie si-
mulazioni parametriche. In particolare si è dimensionato il circuito in
modo tale che, in condizioni nominali sia dell’EI sia delle VCDLs, l’EI
fosse in grado di segnalare l’errore per una differenza di tensione pari a
1 LSB con la metà dei bits accesi, cioè ti = 1 i = 1, . . . , 4. Successiva-
mente sono state effettuate delle simulazioni Monte Carlo, i cui risultati
sono stati elaborati con uno script Matlab creato ad-hoc, per individuare
i casi opposti di massima e minima sensibilità, cioè rispettivamente di
minima e massima tolleranza. Questi due casi estremi di PPVs dell’EI
sono stati confrontati con i casi opposti di massima e minima differenze
di ritardi tra i segnali in uscita dalle due linee di ritardo. In particolare:
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Figura 3.4: Schema elettrico dell’EI.
• il caso di minima sensibilità (cioè di massima tolleranza) dell’EI è
stato confrontato con il caso di minima differenza tra i ritardi delle
VCDLs: questa è la situazione più critica per la safety, perché un
possibile guasto viene rivelato solo per un’elevata differenza tra
Vout e Vref , dunque si è agito sui bits di tuning dell’EI in modo da
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Ritardo
VCDLs [ps]




0.80 Minima t5,ENfb 0.90 0.90p/0.80p = 1.125
2.00 Massima t1,t2 2.90 2.90p/2.00p = 1.45
Tabella 3.3: Risultati del confronto tra VCDLs e EI in caso di PPVs.
aumentarne la sensibilità
• il caso di massima sensibilità (cioè di minima tolleranza) dell’EI
è stato confrontato con il caso di massima differenza tra i ritardi
delle VCDLs: in realtà, questa non costituisce una criticità per la
safety, dato che il sistema risulta molto meno tollerante rispetto
al caso nominale, tuttavia, allo scopo di evitare la segnalazione di
falsi positivi, si è agito sui bits di tuning dell’EI in modo da ridurne
la sensibilità
Anche in questo caso, per le simulazioni Monte Carlo si è assunto che
i parametri variassero con distribuzioni uniformi con variazioni fino al
20% rispetto ai rispettivi valori nominali. Inoltre, si è assunto che le
PPVs cui è soggetto l’EI siano indipendenti da quelle che affliggono le
linee di ritardo. I risultati del confronto di cui sopra sono riportati in
tabella 3.3. Si può osservare come, nel caso peggiore tra le due situazioni
estreme considerate, si riesca ad ottenere un margine di tolleranza di soli
1.45LSB, corrispondenti a circa 1.45× 3.5m = 5.075mV .
3.3.1 Circuito di calibrazione dell’EI
Per calibrare l’EI mostrato in figura 3.4 in modo da compensare le PPVs
e garantire un margine di tolleranza di 1 LSB, è necessario introdurre
dell’hardware aggiuntivo che opera la calibrazione ad ogni accensione
del sistema. La scelta di effettuare tale calibrazione ad ogni accensione
del sistema deriva da due motivi: innanzitutto, diventa così possibile
la compensazione rispetto a fenomeni di aging che possono affliggere
anche l’EI e variazioni di temperatura, garantendo in qualsiasi caso il
margine di tolleranza desiderato, inoltre, se la calibrazione venisse fatta
solo una tantum dopo la fabbricazione, sarebbe necessario aggiungere
una memoria in modo da conservare il valore dei bits ti (i = 1, . . . , 5) e
ENfb.
L’hardware aggiunto è mostrato in figura 3.5. Il circuito si basa su
un contatore binario a sei bits (ti con l’aggiunta di ENfb, cioè dal LSB
al MSB), come mostrato in figura 3.5b, che comincia a contare da 0 e
può (eventualmente) arrivare a 26 − 1 = 63. Ogni bit del contatore è
ottenuto a partire da un semplice divisore di frequenza per due, imple-
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Calibration Circuit for EI
❑ As seen before, the 9-bits reference word coming from the PCU is given to both the FIVR and 
the auxiliay DAC inside the monitor
❑ During the calibration process, calib=1 so that LSBDAC = LSBPCU→ 𝑉𝑜𝑢𝑡 and 𝑉𝑟𝑒𝑓 differ by 1 
LSB
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Calibration Circuit for EI
❑ The calib signal should remain high for the maximum time required for the calibration: the 
worst case is when the counter has to reach the final configuration, i.e. 26 − 1 = 63
❑ During the normal operation of the monitor, calib=0 so that the AND gate is inhibited and no 
clock signal is fed to the first FF → the counter keeps the configuration that allows the EI to 
have a sensibility of 1 LSB
❑ The circuit is self-checking since, in case of an internal fault, the counter continues to work 
correctly or the fault is detected by a missing error indication from the EI after the maximum 
time allowed for the calibration
(b) Contatore binario.
Figura 3.5: Circuito di calibrazione dell’EI.
mentato come un D-flip-flop (FF) in cui l’uscita negata Q è retroazionata
sull’ingresso di dato D: in questo modo il segnale Q (e di conseguenza an-
che Q) possiede una frequenza dimezzata rispetto a quella del segnale
dato all’ingresso di clock CK. Ogni FF può essere resettato grazie alla
presenza di un NAND gate interno a ciascun latch che costituisce il FF:
con cRS=0 tutti i FFs portano la rispettiva uscita a Q=1. Un ulteriore FF
viene inserito a monte del contatore in modo da rallentare ulteriormente
il LSB t1 (e di conseguenza i bits più significativi seguenti) rispetto alla
frequenza dei segnali ERR1 ed ERR2, in modo che l’EI abbia tempo a
sufficienza per poter eventualmente rivelare l’errore. Il contatore è asin-
crono, perché la commutazione dei bits non è data da un unico segnale
di clock condiviso tra i FFs.
Come visto precedentemente, la parola di riferimento di nove bits
fornita dalla PCU al FIVR viene data anche al DAC ausiliario interno
al monitor per rigenerare il riferimento Vref . Durante il processo di
calibrazione si ha calib=1, quindi l’EXOR gate in figura 3.5a inverte
il LSB della parola generata dalla PCU e lo dà in ingresso al DAC,
cioè LSBDAC=LSBPCU. In questo modo, durante la calibrazione, Vout e Vref
differiscono di 1 LSB, mentre, nel normale funzionamento del monitor,
si ha calib=0, dunque il LSB non viene alterato.
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Da notare che, sotto l’ipotesi che la parola fornita dalla PCU durante
la fase di calibrazione sia fissata a priori, è possibile scegliere una parola
con LSBPCU=0 in modo che, sostituendo l’EXOR gate con una porta OR,
questo dia LSBDAC=1, semplificando ulteriormente il circuito. La sempli-
ficazione deriva dal fatto che per implementare una porta EXOR sono
richiesti due NOT aggiuntivi, poiché l’EXOR richiede di avere gli ingres-
si sia in foma vera sia in forma negata, mentre per implementare una
porta OR sono sufficienti un NOR ed un NOT. Questa semplificazione
permette di ottenere un lieve risparmio in termini di area e potenza dis-
sipata sul piano teorico (seppure abbondantemente trascurabili rispetto
al totale del monitor dal punto di vista pratico).
Dopo l’accensione del sistema, calib=1 per iniziare il processo di
calibrazione, quindi il NAND gate in figura 3.5b ha un breve impulso
negativo sulla propria uscita: cRS=0 forza Q=1 su tutti i FFs in modo che
tutti i bits di tuning siano spenti, quindi i cammini di feedback interni
all’EI non sono conduttivi. Poiché l’EI non è in grado di rivelare alcun
guasto (dato che i cammini di feedback sono inibiti), le uscite dell’EI
(ERR1,ERR2) assumono valori logici uguali che si alternano alla frequen-
za del segnale di clock dato in ingresso alle due VCDLs. Mentre calib=1
l’AND gate è abilitato e fornisce un segnale di clock al primo FF, quindi
il circuito comincia a contare. Quando l’EI fornisce l’indicazione d’errore
(che nel caso fault-free è garantita esserci, poiché volutamente durante
la calibrazione si ha che Vref e Vout differiscono di 1 LSB come visto
precedentemente), ERR1 e ERR2 assumono valori logici complementari e
l’EI memorizza l’indicazione d’errore (1, 0) o (0, 1), dunque l’AND gate
dà uno 0 in uscita e il contatore viene arrestato.
È necessario che il segnale di calibrazione calib rimanga attivo per
il tempo massimo richiesto dal processo di calibrazione, che corrisponde
al caso in cui il contatore deve contare fino alla configurazione finale
corrispondente a 26 − 1 = 63. Trascorso questo tempo, il segnale di
calibrazione può essere disattivato (calib=0), quindi l’AND gate rimane
inibito e nessun segnale di clock viene fornito al primo FF (una sorta
di clock gating). In questo modo il contatore mantiene memorizzata
la configurazione dei bits di tuning che permette all’EI di avere una
sensibilità corrispondente ad 1 LSB. Dunque, il segnale di calibrazione
rimane attivo per TCK · 27, poiché sette sono i FFs connessi in cascata
per dividere progressivamente la frequenza per due.
Il circuito risulta self-checking in quanto, in caso di guasto interno, il
contatore continua a funzionare correttamente, oppure il guasto interno
viene rivelato dalla mancata indicazione d’errore dopo che è trascorso il
tempo massimo consentito al processo di calibrazione, cioè dopo che il
segnale calib ha commutato da 1 a 0.
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3.4 Timer
Il timer è stato implementato come un tradizionale multivibratore mono-
stabile basato su porte logiche, come mostrato in figura 3.6. Tale circuito
viene utilizzato per effettuare il reset dell’EI sia nel caso di cambio della
tensione di riferimento, in cui è necessario inibire l’EI onde evitare la
segnalazione di falsi positivi, sia nel caso di reset di sistema per rimuo-
vere un’indicazione d’errore a seguito dell’attivazione di un’opportuna
procedura di recovery. L’aggiunta di due inverters prima dell’uscita è
necessaria per ottenere una forma d’onda rigenerata.
Per quanto riguarda la generazione del segnale di reset nel caso di
transitorio del FIVR, si è ipotizzato di avere a disposizione un segnale
di 1 bit generato dalla PCU per campionare i nove bits della parola
di riferimento in un registro all’ingresso del FIVR. In caso il segnale
sample_ref presenti un impulso (che segnala il cambio della tensione di
riferimento), il monostabile genera un impulso RS=1 di durata pari a T =
RC ln 2 (nel caso ideale di porte logiche simmetriche) che viene imposto
uguale a tRmax . Per la generazione del segnale complementare RS si
utilizza una replica del monostabile (aggiungendo un inverter all’uscita)
in modo da evitare che guasti che possono affliggere il monostabile (ad
esempio, un banale SA1 sull’uscita RS) vadano ad impattare l’efficienza
nella rivelazione dei guasti nel FIVR da parte del monitor proposto in
questa tesi.
Per determinare la durata dell’impulso generato dal monostabile, pari
a tRmax , è stata simulata la transizione di caso peggiore (cioè quella di
discesa da Vout = 0.6V a 1.1V ) sull’implementazione del FIVR fatta in
[4]. Misurando il tempo che intercorre tra il cambio di riferimento e
l’istante in cui Vout si porta entro un margine di tolleranza di 1 LSB
dalla tensione di riferimento, si è trovato che tRmax ' 502ns. Posto













Figura 3.6: Schema del timer.
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502n/(ln 2·1p) ' 724kΩ. Poiché il monostabile è implementato con porte
logiche reali (seppur dimensionate in modo da essere simmetriche), da
simulazione si è trovato un valore di resistenza pari a 735kΩ.
3.4.1 Implementazione alternativa del monostabile
L’implementazione del timer come un tradizionale monostabile basato su
porte logiche, seppure perfettamente funzionante da un punto di vista
teorico, soffre di alcune problematiche che lo rendono inadatto ad un
reale utilizzo.
Il problema maggiore è sicuramente costituito dalle PPVs che han-
no una maggiore incidenza sui valori di capacità e resistenza fabbricati,
oltre che sui transistori che compongono le porte logiche. Valori errati
di resistenza e capacità modificano la costante di tempo del circuito va-
riando la durata dell’impulso generato dal monostabile. In particolare,
se le PPVs sono tali da aumentare tale durata, allora il monitor perde
di efficacia nella rivelazione di eventuali rallentamenti nei transitori del
FIVR dovuti a fenomeni di aging. Invece, il caso opposto di PPVs tali da
ridurre la durata dell’impulso non rappresenterebbe un problema, perché
il monitor risulterebbe più severo. Dunque, sarebbe di fondamentale im-
portanza poter effettuare il tuning dopo la fabbricazione per compensare
le PPVs, ma la tradizionale implementazione del monostabile non for-
nisce tale possibilità. Si potrebbe pensare di sostituire la resistenza con
un amplificatore operazionale a transconduttanza (OTA) con una carat-
teristica lineare (Gm = cost), la cui transconduttanza viene controllata
variando la corrente di polarizzazione dell’OTA stesso. Tuttavia, non si
riescono ad ottenere facilmente degli OTA con una bassa transcondut-
tanza (a parità di costante di tempo, è necessaria un elevato valore di
resistenza per poter tenere ridotto il valore di capacità) che godano di
una buona linearità in un range di tensione esteso.
Il secondo problema dell’implementazione standard del monostabile,
basata su porte logiche, è costituito dall’occupazione d’area. Infatti,
valori di capacità e resistenza elevati sono difficilmente realizzabili in un
circuito integrato. Oltre al fatto che, se il timer occupa molta area, allora
il monitor diventa costoso e l’overhead di area rispetto al FIVR diviene
meno giustificabile. Inoltre, quanto più grande l’area del monitor, tanto
più aumenta la sua probabilità di guasto.
Una possibile soluzione per ovviare a questi problemi consiste nel
sostituire il tradizionale monostabile con l’implementazione mostrata in
figura 3.7, basata sull’idea esposta in [20]. Il circuito è composto di
uno switch (che può essere implementato come un transistore nMOS)
abilitato dal segnale di trigger di ingresso, un condensatore (che può
essere implementato come un transistore nMOS con i terminali di source
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Figura 3.7: Implementazione alternativa del monostabile.
e drain cortocircuitati), un OTA ad alto guadagno e un inverter. La
condizione di riposo del circuito prevede che il segnale di trigger sia a 0
(quindi, che lo switch sia aperto), la capacità sia carica alla tensione di
riferimento Vref 1 (in questo caso dato da Vin/2) e la tensione di uscita
fornita dall’inverter sia nulla.
Quando all’ingresso di trigger si presenta un impulso, lo switch si
chiude e scarica la capacità (idealmente in un tempo nullo). La tensione
Vc passa istantaneamente da Vref a 0, quindi l’uscita out si porta ad un
valore logico alto. Dopo la commutazione della tensione Vc, la capaci-
tà comincia ad essere caricata dalla corrente di uscita dell’OTA. Poiché
l’amplificatore è ad alto guadagno e la tensione differenziale di ingresso
è positiva, la sua corrente di uscita è saturata al valore della corrente di
bias (Io = IB = cost). In questo modo, la tensione ai capi del condensa-
tore Vc aumenta linearmente verso la tensione di riferimento Vref , poiché
l’OTA è connesso ad inseguitore. Quando la tensione Vc supera la soglia
logica VLT dell’inverter, l’uscita commuta nuovamente a 0. Una volta
che il condensatore è stato caricato, il circuito è ritornato alla condizio-
ne di riposo. L’inverter sarà dimensionato con la soglia logica più alta
possibile, in modo da sfruttare la maggior parte possibile della durata
della rampa generata dall’OTA. Nella realizzazione del circuito conviene
aggiungere due inverters a valle di quello già presente in uscita in modo
da rigenerare la forma d’onda, di cui il primo a soglia logica bassa ed il
secondo a soglia logica alta.





1Da non confondere con il riferimento dato dalla PCU.
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si ottiene facilmente






da cui si evince che la tensione ai capi del condensatore cresce linear-
mente (dato che la capacità integra una corrente costante) e da cui segue





















Dunque, la durata dell’impulso generato dal monostabile dipende dalla
soglia logica dell’inverter (che però non è controllabile con precisione),
dal valore di capacità (che non può essere troppo grande, come discusso
sopra) e dalla corrente di bias dell’OTA, mentre è indipendente dalla
tensione di riferimento. In particolare, la proporzionalità inversa rispet-
to alla corrente di bias sembrerebbe un punto a favore, perché maggiore
la durata dell’impulso desiderata, minore la corrente assorbita dall’ali-
mentazione. Tuttavia, si deve considerare che al diminuire della corrente
di bias, si riduce anche il guadagno dell’OTA, per cui vi è il rischio che
la corrente di uscita non sia più saturata per tensioni differenziali di
ingresso sempre più prossime a zero. Questo farebbe sì che la corrente
di uscita si riduca progressivamente deformando la rampa di Vc, la cui
pendenza diminuirebbe.
In figura 3.8 è riportata la simulazione del monostabile effettuata
con modelli ideali allo scopo di meglio dimostrarne il funzionamento. Si
vede che in corrispondenza dell’impulso di trigger a circa 10ns, la ten-
sione Vc commuta immediatamente da Vref a 0 e di conseguenza l’uscita
dell’inverter si porta al valore logico alto. L’OTA comincia a caricare
la capacità, la cui tensione sale linearmente. Superata la soglia logica
VLT dell’inverter, questo commuta nuovamente a 0, in corrispondenza
dei 512ns di simulazione. Una volta caricato il condensatore, il circuito
rimane nella condizione di riposo fino a quando non viene riapplicato un
nuovo impulso di trigger in ingresso.
Nel caso in cui l’OTA presentasse un offset VOS, la tensione Vc avreb-
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Figura 3.8: Simulazione dell’implementazione ideale del monostabile.
be un valore diverso nella condizione di riposo. Infatti, in tale situazione
la tensione differenziale ai capi dell’OTA è nulla, quindi
Vd = V
+
in − V −in + VOS = 0 (3.6)
da cui Vc = Vref + VOS. In realtà, questa non idealità dell’OTA non ri-
chiede nemmeno di essere compensata variando opportunamente la cor-
rente di bias, perché la pendenza della rampa non viene modificata. Per
avere un errore sulla durata Tout dell’impulso, la tensione di offset do-
vrebbe essere negativa e con un’ampiezza tale che la tensione Vc a riposo
sia prossima alla soglia logica VLT dell’inverter, ma questa situazione è
decisamente inverosimile.
Incidentalmente, questa versione del monostabile è anche retrigge-
rabile, cioè se dopo un iniziale impulso di trigger se ne presentasse un
secondo, il circuito inizierebbe nuovamente il transitorio per generare
l’impulso di durata prescritta, indipendentemente da quanto è durato
l’impulso precedente.
Per la realizzazione del timer interno al monitor, analogamente a
quanto fatto con la tradizionale implementazione, sarà necessario du-
plicare il monostabile (aggiungendo un ulteriore inverter alla replica) in
modo tale da generare separatamente i segnali RS e RS. Assumendo la
39








































*.tran 0 510n 0 0.5n
*.ic V(IN-)=0








.step param C list 0 10f








Figura 3.9: OTA di Miller (senza ramo di polarizzazione).
convenzionale ipotesi di guasti singoli, se la durata dell’impulso generata
da un monostabile dovesse essere diversa da quella dell’impulso contrario
generato dalla replica, allora l’errore verrebbe segnalato dall’EI.
Possibile implementazione dell’OTA
Di seguito si accenna ad una possibile implementazione dell’OTA sulla
base di alcune considerazioni inerenti al circuito.
Dato il ridotto range di alimentazione (al massimo pari a Vin = 1.8V ),
si potrebbe scegliere di adottare l’OTA di Miller, mostrato in figura 3.9,
costituito da una coppia differenziale cui segue uno stadio a source co-
mune. Con questa topologia è possibile ottenere guadagni elevati senza
compromettere eccessivamente lo swing dei segnali di ingresso e di uscita
(infatti non è presente un transistore a gate comune in configurazione a
cascode come nel caso dell’amplificatore Folded Cascode). Poiché il rife-
rimento al terminale positivo è pari a metà del range di alimentazione e
la tensione al morsetto negativo (che coincide con l’uscita) assume valori
tra l’alimentazione negativa (ground) e il riferimento, si è utilizzata la
coppia differenziale con gli ingressi sui transistori pMOS.
Il guadagno differenziale statico è dato da
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Poiché gm ∝
√
ID e gd ∝ ID, complessivamente si ottiene che Av0 ∝ 1/I,
come anticipato alla sezione precedente. Quindi, dato che per ottene-
re un impulso di lunga durata è necessario ridurre la corrente erogata
dall’OTA al condensatore, si può diminuire la corrente erogata dal gene-
ratoreM7 aumentando indipendentemente la corrente erogata daM5 in
modo da raggiungere il guadagno desiderato. Le tensioni di gate dei due
generatori di corrente saranno ottenute da un opportuno ramo di pola-
rizzazione. I transistori condivideranno il medesimo dimensionamento,
ma, per ottenere diversi valori di corrente, avranno un diverso numero
di fingers, in modo da migliorare il matching.
I poli dell’OTA di Miller sono ai nodi di uscita dei due stati, quindi








Tipicamente il polo dominante è ωpdiff , perché la capacità di carico dello
stadio differenziale è più elevata di quella dello stadio a source comu-
ne. Infatti, a causa dell’effetto Miller, la capacità CgdSC viene mol-
tiplicata circa per il guadagno dello stadio a source comune, per cui
CLdiff = CgdSC (1 + AvSC ). Tuttavia, in questo caso il polo dominante è
dato dal nodo di uscita dell’amplificatore a source comune dato che la
sua capacità di carico è quella connessa al morsetto invertente dell’OTA.
Tale capacità, per quanto abbia un valore contenuto per le motivazioni
di cui sopra, avrà un valore sicuramente più elevato delle capacità pa-
rassite su quel nodo, in modo tale che sia dominante rispetto ad esse.
Oltre al fatto che il guadagno statico dell’amplificatore a source comune
in questo caso non è troppo elevato, dato che la corrente di bias deve
essere sufficientemente piccola per garantire la durata dell’impulso de-
siderata. Quindi, in questo caso non è nemmeno necessario aggiungere
la capacità di compensazione tra i due stadi, perché la compensazione







In questo capitolo viene dimostrato il funzionamento del monitor propo-
sto attraverso i risultati di alcune simulazioni esemplificative, in modo
da valutarne l’efficacia nel rivelare i guasti che possono affliggere il FIVR
durante il suo funzionamento sul campo. Tutte le simulazioni di segui-
to riportate sono state effettuate in condizioni nominali, eccetto dove
espressamente indicato.
4.1 Rivelazione di tensione di uscita errata
In figura 4.1 viene riportata una simulazione effettuata che parte da una
situazione fault-free, in cui improvvisamente si assiste alla comparsa di
un guasto che porta la tensione di uscita del FIVR fuori dal margine
di tolleranza di 1 LSB. Il periodo di clock del segnale che viene dato in
ingresso alle due VCDLs è pari a 100ns per una migliore lettura dell’im-
magine, data la durata complessiva della simulazione di 5.4µs. All’inizio
della simulazione, la tensione di uscita del FIVR coincide con il riferi-
mento prescritto dalla PCU ed è pari al minimo del range erogabile, cioè
Vout = Vref = 0.6V . Durante questa condizione, che permane fino ai
200ns, si può osservare come le uscite dell’EI (ERR1,ERR2) siano sem-
pre uguali e si alternino alla frequenza del clock, segnalando il corretto
funzionamento del circuito. A 200ns sul segnale sample_ref si osser-
va un impulso di breve durata, ad indicare il cambio di riferimento da
parte della PCU. Effettivamente, in corrispondenza di tale impulso, la
tensione di riferimento rigenerata dal DAC commuta alla tensione mas-
sima del range, cioè Vref = 1.1V . Contemporaneamente il timer genera
un impulso di reset di durata pari 502ns (nella figura è mostrato solo il
segnale in forma vera). Come spiegato nel capitolo precedente, tale se-
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Figura 4.1: Simulazione del monitor per verificare la rivelazione di un
guasto sul FIVR.
gnale di reset ha lo scopo di inibire l’EI durante il cambio di riferimento.
Infatti, a seguito del cambio di riferimento da parte della PCU, l’uscita
del FIVR va incontro ad un transitorio di una certa durata prima che
la tensione si assesti al valore corretto. In questo lasso di tempo, l’EI
deve essere obbligatoriamente inibito onde evitare che dia false indica-
zioni d’errore. Mentre RS=1, entrambe le uscite dell’EI sono forzate a
(ERR1,ERR2)=(0,0). Poiché i transistori operano in condizioni nomi-
nali, quindi sono esenti da fenomeni di aging, il transitorio del FIVR
termina prima della fase di reset. Quando termina il reset (RS=0), le
uscite dell’EI riprendono ad alternarsi alla frequenza del segnale di clock
dato in ingresso alle due VCDLs con valori logici concordi, ad indicare il
corretto funzionamento del circuito. Viene così dimostrato anche il sod-
disfacimento del requisito per cui deve esistere almeno una configurazio-
ne d’ingresso, corrispondente ad una parola di codice, per ciascuna delle
due indicazioni di uscita corretta, cioè (0, 0) e (1, 1). In corrispondenza
dei 4.4µs la PCU cambia nuovamente il riferimento, come si può notare
dall’impulso sul segnale sample_ref, e la tensione rigenerata dal DAC
commuta a Vref = 0.6035V . Il comportamento del circuito è analogo
a quanto visto alla commutazione precedente: il segnale di sample_ref
abilita il monostabile e l’EI viene temporaneamente inibito. Tuttavia,
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al termine del transitorio, l’uscita del FIVR si assesta a Vout = 0.6000V .
La differenza fra le due tensioni è uguale all’ampiezza di 1 LSB, cioè
|Vref − Vout| = 3.5mV , quindi l’EI fornisce correttamente un’indicazio-
ne d’errore, poiché la sua sensibilità è tale da apprezzare la differenza
|d1−d2| tra i ritardi dei segnali IN1 e IN2 in uscita dalle VCDLs. Si può
notare come l’EI memorizzi l’indicazione d’errore (ERR1,ERR2)=(0,1)
indipendentemente dal fatto che i suoi ingressi continuino a commutare.
4.2 Rivelazione di ripple sulla tensione di
uscita
In figura 4.2a viene mostrata una simulazione che dimostra l’abilità da
parte del monitor di rivelare ripple eccessivo sulla tensione fornita dal
FIVR. Il periodo di clock del segnale dato in ingresso alle VCDLs è pari a
2ns, poiché per la rivelazione del ripple è necessario avere una frequenza
di clock sufficientemente alta, a scapito della leggibilità della figura, di
cui tuttavia viene proposto uno zoom in figura 4.2b.
All’inizio della simulazione, la tensione di uscita del FIVR coincide
con il riferimento rigenerato dal DAC nel valore medio (〈Vout〉 = Vref =
0.6V ), ma presenta un ripple di 3mV alla frequenza di 140MHz, cioè la
frequenza del segnale periodico triangolare usato nel modulatore PWM.
Poiché l’ampiezza di tale ripple è tale che Vout non esca dal margine di
tolleranza, l’EI fornisce un’indicazione di corretto funzionamento. Ana-
logamente al caso precedente, ai 100ns il segnale sample_ref presenta
un impulso di breve durata, ad indicare il cambio della tensione di rife-
rimento da parte della PCU, che prescrive una tensione di 1.1V . Tale
segnale abilita il monostabile che genera il segnale di reset per inibire l’EI
durante tutto il transitorio del FIVR in modo da evitare segnalazioni di
errore errate. Al termine del transitorio, quando il segnale di reset si è
abbassato, il valore medio della tensione di uscita del FIVR è ancora pari
alla tensione fornita dal DAC, quindi l’EI fornisce un’indicazione di usci-
ta corretta. Tuttavia, in corrispondenza dei 700ns un guasto sul FIVR
fa sì che quest’ultimo presenti un ripple sull’uscita pari a 3.5mV , cioè
all’ampiezza di 1 LSB, come meglio mostrato in figura 4.2b. Poiché lo
schema di rivelazione è stato progettato e dimensionato in modo da forni-
re un’indicazione d’errore per una differenza di tensioni pari o superiore
a 1 LSB, l’EI segnala il guasto e memorizza l’indicazione d’errore.
4.3 Rivelazione dell’aging
In figura 4.3 viene mostrato il risultato di una simulazione effettuata per
verificare l’abilità da parte del monitor di rivelare il rallentamento dei
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(a) Simulazione del monitor per verificare la rivelazione di eccessivo ripple.
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(b) Zoom della figura 4.2a.
Figura 4.2
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Figura 4.3: Simulazione del monitor per verificare la rivelazione del
rallentamento dei transitori causato dall’aging.
transitori del FIVR causato da fenomeni di aging. Il periodo di clock del
segnale dato in ingresso alle due VCDLs è pari a 20ns per una migliore
lettura dell’immagine.
La simulazione mostra un cambio di riferimento da parte della PCU
in corrispondenza dei 200ns, come mostrato dall’impulso sul segnale
sample_ref, che porta il FIVR a compiere la transizione di caso peggio-
re (di maggior durata), cioè da Vout = 1.1V a Vout = 0.6V . In presenza
di fenomeni di aging, si assiste ad un rallentamento dei transitori del
FIVR. In questa simulazione è mostrato come, terminata la fase di reset
allo scopo di inibire l’EI, la tensione di uscita del FIVR si debba an-
cora portare entro il margine di tolleranza di 1 LSB. Questo fa sì che,
alla prima transizione utile dei segnali di ingresso (IN1,IN2) dell’EI (in
questo caso una transizione di discesa), l’EI riveli l’errore e mantenga
memorizzata la configurazione (ERR1,ERR2)=(0,1).
4.4 Calibrazione dell’EI
Per dimostrare il corretto funzionamento del contatore, vengono riporta-
te in figura 4.4a alcune forme d’onda di una delle simulazioni effettuate.
La condizione iniziale della simulazione è meglio mostrata nello zoom
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(a) Simulazione per verificare il funzionamento del contatore.
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(b) Zoom della figura 4.4a.
Figura 4.4
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Figura 4.5: Simulazione per verificare il funzionamento del circuito di
calibrazione.
mostrato in figura 4.4b. Si è supposto che all’accensione tutti i bits di
tuning (che sono mostrati solo in forma vera) fossero pari a 1 per dimo-
strare il funzionamento del reset. All’accensione del sistema il segnale di
calibrazione calib viene portato a 1 ed il segnale di reset cRS generato
dal NAND gate ha un breve impulso negativo che consente di resettare
tutti i FFs che costituiscono il contatore portando a spegnere tutti i bits
di tuning. Il conteggio parte, dunque, da 0 e raggiunge la configurazione
finale corrispondente a 63, dopo la quale il contatore riparte da 0. A
quel punto il segnale di calibrazione viene disattivato. Nel caso specifico
di questa simulazione, poiché il periodo del segnale di clock dato in in-
gresso alle due VCDLs è pari a 4ns, si ha che il segnale di calibrazione
rimane attivo per 4n · 27 = 512ns.
Il funzionamento del circuito di calibrazione e del relativo processo è
mostrato in figura 4.5. Le condizioni iniziali sono esattamente quelle del
caso precedente (meglio visibili in figura 4.4b). Quando il segnale calib
commuta a 1, il LSB della parola di riferimento fornita dalla PCU viene
complementato e fornito al DAC in modo che Vout e Vref differiscano di
1 LSB. Partendo dalla configurazione corrispondente a 0, tutti i bits di
tuning dell’EI sono spenti, quindi l’EI non è in grado di segnalare alcun
errore, per cui (ERR1,ERR2) sono complementari e si alternano alla fre-
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quenza del clock. L’AND gate fornisce il segnale di clock al primo FF
dando inizio al conteggio. Una volta iniziato il conteggio, la conducibili-
tà dei cammini di feedback dell’EI viene progressivamente incrementata.
Tale processo dura fino a quando l’EI non riesce effettivamente a rivelare
l’errore. Per la simulazione considerata, questo avviene poco prima dei
120ns. L’indicazione d’errore fornita dall’EI inibisce il contatore, che
memorizza la configurazione di bits di tuning che garantisce una sen-
sibilità dell’EI pari a 1 LSB. Una volta che il segnale di calibrazione
commuta a 0, il processo di calibrazione termina ed è possibile effettua-
re il reset dell’EI per passare al normale funzionamento del monitor. In
questo modo, durante il normale funzionamento del monitor (quindi al di
fuori della fase di calibrazione), nel caso fault-free in cui le uscite dell’EI
sono uguali e si alternano alla frequenza del clock, calib=0 garantisce




Costi e self-checking ability
In questo capitolo verranno stimati i costi in termini di area del monitor
proposto rispetto al FIVR e verrà discussa la self-checking ability dello
schema di rivelazione stesso.
5.1 Valutazione dei costi e confronto con lo
stato dell’arte
Un aspetto rilevante nella progettazione di circuiti integrati risulta essere
l’occupazione d’area, a causa dei costi ad essa associati. Tuttavia, in
ambito di alta affidabilità, vi è un motivo in più per minimizzare l’area
occupata, che deriva dalla proporzionalità tra probabilità di guasto e
l’area stessa. Di conseguenza, il monitor deve essere il più compatto
possibile sia per minimizzare l’overhead di area rispetto al circuito da
monitorare sia per minimizzare la probabilità di guasto rispetto al FIVR.
La stima dell’occupazione d’area viene effettuata in termini di squa-
res, cioè il numero di transistori ad area minima necessari per l’imple-
mentazione dello schema di rivelazione. Nel caso di questo lavoro, in
cui è stata utilizzata una tecnologia a 22nm, l’area minima corrisponde
chiaramente a 22nm×22nm. Utilizzare gli squares come unità di misura
consente di confrontare le aree indipendentemente dal nodo tecnologi-
co, poiché non si considera la dimensione fisica del transistor, bensì il
numero di transistori ad area minima.
Viene, infine, riportato il confronto tra l’area occupata dal monitor
proposto in questa tesi rispetto all’occupazione d’area dello schema di
rivelazione suggerito nello standard ISO 26262.
5.1.1 Occupazione d’area del monitor
Per fare un conteggio dei transistori presenti all’interno di ciascun blocco
funzionale dello schema di rivelazione proposto, è utile calcolare innan-
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AND 8 + 3 = 11
OR 10 + 3 = 13
XOR1 12
latch2 C2MOS with NAND reset 20
Tabella 5.1: Occupazione d’area delle singole porte logiche.
zitutto l’area occupata dalle singole porte logiche (tabella 5.1), che sono
state dimensionate per essere simmetriche. Per la tecnologia considerata
la mobilità degli elettroni è circa doppia rispetto a quella delle lacune
(µn ≈ 2µp), quindi la larghezza di canale dei transistori pMOS Wp sarà
doppia rispetto a quella dei transistori nMOSWn. Tutte le porte logiche
sono implementate in topologia FCMOS.
Per quanto riguarda gli amplificatori operazionali (presenti solamente
nel DAC), dato lo swing di alimentazione ridotto, si è ipotizzata un’im-
plementazione secondo la topologia di Miller, anche denominata a due
stadi, cui viene aggiunto uno stadio a drain comune per abbattere la
resistenza di uscita in modo da poter pilotare carichi resistivi. La stima
dell’area è stata effettuata in [5] a partire da [21].
Risulta impossibile una stima dell’area occupata da resistori e con-
densatori. Nei circuiti integrati, i resistori sono tipicamente implemen-
tati come transistori polarizzati in regione lineare, ma la resistenza così
ottenuta non gode di una grande linearità, oppure tramite piste realiz-
zate con materiali aventi un’elevata resistività. In questo caso, il valore










dove ρ è la resistività del materiale, T è lo spessore della pista, L è la sua
lunghezza e W la larghezza. A partire dalla resistività e dallo spessore,
si definisce la resistenza quadro R (anche denominata Rsq), che è una
grandezza dipendente dal processo. Poiché per la tecnologia utilizzata
non è noto tale parametro, non è possibile effettuare una stima dell’area
1Da notare che l’implementazione a livello elettrico richiede i segnali di ingresso
in forma vera e negata, quindi potrebbe essere necessario aggiungere fino a due NOT
gates.
2Qui impropriamente annoverato fra le porte logiche.
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Tabella 5.2: Stima dell’occupazione d’area del monitor.
occupata dai resistori.
I condensatori vengono implementati nei circuiti integrati come tran-
sistori MOS con i terminali di source e drain cortocircuitati. La capacità
ottenuta dipende dallo spessore e dal materiale usato per il dielettrico
di gate dei transistori. La tecnologia utilizzata per le simulazioni usa
il diossido di Silicio, quindi non è possibile effettuare una stima vero-
simile dell’area occupata dai condensatori. Infatti, le attuali tecnologie
scalate hanno sostituito il diossido di Silicio con altri materiali, aventi
costante dielettrica relativa maggiore in modo da ridurre ulteriormente
le dimensioni dei dispositivi.
In tabella 5.2 viene riportata la stima dell’area occupata dal monitor,
suddivisa per blocchi.
5.1.2 Confronto con soluzione dello standard
Lo schema di rivelazione proposto in questa tesi viene ora confronta-
to con la soluzione suggerita dallo standard ISO 26262, esaminata alla
sezione 1.6. Seppure sul piano teorico lo schema suggerito dallo stan-
dard goda di un funzionamento molto semplice, dal punto di vista del-
la implementazione pratica questo risulta in difetto rispetto al monitor
progettato in questa tesi.
Innanzitutto, per quanto concerne le prestazioni, il rivelatore sugge-
rito dallo standard, essendo basato su un ADC, risulta in grado di rive-
lare tutti i guasti critici, analogamente al monitor oggetto di questa tesi,
tuttavia non è possibile rivelare il rallentamento dei transitori del FIVR
dovuto ai fenomeni di aging. Inoltre, non è a priori garantita l’abilità
self-checking nello schema di rivelazione suggerito dallo standard.
In seconda istanza, il monitor sviluppato in questa tesi risulta molto
più vantaggioso in termini di area occupata, quindi di costi e di affida-
bilità del monitor stesso. In particolare, utilizzare un ADC (anziché un
DAC) comporta un’occupazione d’area estremamente maggiore a causa
3Escluso il contributo di resistenze e condensatori.
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Circuito Area [sq] Area overhead [%]
FIVR4 ∼ 4.5× 104 -
Monitor proposto
dallo standard




Tabella 5.3: Confronto tra il monitor proposto e quello suggerito dallo
standard.
dell’elevata frequenza di funzionamento (per poter rivelare il ripple) con
una precisione di nove bits.
Il risultato del confronto è riassunto in tabella 5.3. Il monitor pro-
gettato in questa tesi si dimostra più efficace nella rivelazione dei guasti
e assai meno costoso rispetto a quello suggerito dallo standard. L’ove-
rhead di area rispetto al circuito da monitorare, cioè il FIVR, risulta
pressoché trascurabile.
Aggiungere il monitor di guasti rende il FIVR self-checking con un
minimo overhead di area, conformandolo allo standard di safety ISO
26262. Il circuito risulta applicabile a tutte quelle applicazioni caratte-
rizzate da esigenze di elevata reliability, cosiddette safety critical, come
discusso nell’introduzione.
5.2 Analisi della self-checking ability
L’analisi dei guasti che possono affliggere il monitor e dei relativi effetti
risulta particolarmente importante in ambito di alta affidabilità, poiché
anche il monitor preposto alla rivelazione degli (eventuali) guasti che
possono affliggere il blocco funzionale può guastarsi, seppure general-
mente la probabilità che occorra un guasto nel monitor sia inferiore alla
probabilità che il guasto si verifichi nel circuito da monitorare, data la
minore complessità ed occupazione d’area. I guasti che possono (even-
tualmente) verificarsi all’interno del monitor potrebbero banalmente far
sì che il monitor fornisca sempre un’indicazione di tensione di uscita del
FIVR corretta, anche se questa sta al di fuori del margine di tolleranza.
Si rende, dunque, necessaria un’analisi completa dei possibili guasti che
possono affliggere il monitor, poiché quest’ultimo costituisce il blocco
critico.
4Include l’area necessaria per realizzare i condensatori nei vari blocchi, ma non
Cout.
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Sono stati considerati gli stessi modelli di guasto utilizzati per l’a-
nalisi effettuata sul FIVR in [5]. Le ipotesi sono le stesse generalmente
assunte per il funzionamento dei SCCs.
5.2.1 Transistor Stuck-on
Il modello di guasto di tipo SON è descritto in dettaglio alla sezione 1.2.2.
Di seguito verrano brevemente valutati gli effetti che questo guasto può
provocare nel funzionamento del monitor proposto. I transistori che
possono essere soggetti a questo tipo di guasto si possono trovare in ogni
blocco all’interno del rivelatore:
• nel DAC, sono i transistori che vengono pilotati dai bits per gene-
rare una corrente proporzionale alla significatività del bit stesso
• nelle VCDLs, sono i transistori che costituiscono l’inverter nella
singola cella di ritardo
• nel timer, sono i transistori che costituiscono le porte NOR3 e NOT
• nell’EI, sono i transistori che costituiscono i vari gates (inverters,
buffers tri-state, reti di feedback)
• nel circuito di calibrazione, sono i transistori che costituiscono le
porte logiche e i FFs
Il guasto è stato simulato imponendo una tensione di gate tale da forzare
l’accensione del transistor in esame.
Date le ipotesi circa il funzionamento dei SCCs, è facilmente intui-
bile come, vista la “simmetria differenziale” del circuito, il guasto venga
sempre immediatamente rivelato. Si consideri, a titolo esemplificativo,
che si verifichi un guasto di tipo SON al transistor nMOS di un inver-
ter all’interno di una VCDL, come mostrato in figura 5.1. In tal caso,
durante la fase alta del clock in ingresso all’inverter in esame, l’uscita si
porta correttamente a zero, mentre, durante la fase bassa del clock, si
accende anche il pMOS portando l’uscita ad un valore intermedio, che si
traduce in un rallentamento per i transitori del gate logico a valle (cioè
l’inverter della cella di ritardo seguente). In questo caso, indipenden-
temente dalla posizione della cella all’interno della linea di ritardo, l’EI
rivela immediatamente il guasto, poiché i suoi ingressi avranno un diver-
so ritardo. Nell’esempio riportato, il guasto si verifica in corrispondenza
degli 8ns. La tensione di uscita dell’inverter si porta ad una tensione
intermedia circa pari a 230mV , cioè ben al di sotto della soglia logica.
Questo fa sì che, indipendentemente che la fase del clock in ingresso
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1 Tensione di gate del transistore pMOS appartenente all’inverter
guasto.
2 Tensione di gate del transistore nMOS affetto dal guasto.
3 Tensione di uscita dell’inverter guasto.
Figura 5.1: Esempio di guasto SON ad un transistore nMOS di un
inverter appartenente ad una VCDL.
all’inverter sia alta o bassa, il valore logico venga rigenerato già all’in-
verter successivo, che avrà sempre una tensione alta in uscita. Infatti,
l’ingresso dell’EI IN1 non commuta più dopo che si è verificato il gua-
sto e l’EI rivela immediatamente il guasto, bloccando le proprie uscite a
(ERR1,ERR2)=(0,1).
5.2.2 Transistor Stuck-open
Il modello di guasto di tipo SOP è descritto in dettaglio alla sezione 1.2.3.
Valgono le medesime considerazioni preliminari fatte alla sezione 5.2.2.
Il guasto è stato simulato imponendo una tensione di gate tale da for-
zare lo spegnimento del transistor in esame. Ad esempio, si consideri
un guasto SOP al transistore pMOS dell’inverter NOT2 appartenente al
ramo superiore dell’EI (quello che riceve l’ingresso IN1), come mostrato
in figura 5.2. Nell’esempio, il guasto si verifica in corrispondenza dei
7ns, cioè proprio mentre il transistore dovrebbe essere acceso, dunque
l’uscita e1 si porta in alta impedenza. Successivamente, quando IN1
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<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
out2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
e1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
e2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
ERR1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
ERR2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1 Tensione di gate del transistore pMOS affetto dal guasto.
2 Tensione di gate del transistore nMOS appartenente all’inverter
guasto.
Figura 5.2: Esempio di guasto SOP ad un transistore pMOS di un
inverter NOT2 interno all’EI.
commuta verso 0, si osserva che out1 ha la transizione opposta e anche
l’inverter guasto NOT2 commuta correttamente portando l’uscita e1 a 0.
Questo corrisponde al vettore di inizializzazione necessario per portare
l’uscita al valore logico opposto rispetto a quello dato dalla rete in cui
è presente il transistore guasto (la rete in cui è presente il transistore
guasto è quella di pull-up, che porterebbe l’uscita al valore logico alto
in assenza di guasto), come era stato descritto alla sezione 1.2.3. L’EI
non ha ancora rivelato il guasto, ma il monitor nel frattempo continua
a funzionare correttamente, quindi viene preservata la data integrity. Il
vettore di attivazione del guasto viene dato in corrispondenza della suc-
cessiva transizione di salita del segnale IN1. L’uscita out1 dell’inverter
NOT1 dovrebbe, infatti, portarsi a 0, tuttavia il cammino di feedback
si attiva, poiché l’inverter NOT2 non riesce ad iniziare la commutazio-
ne verso il valore logico alto, dato che il transistore pMOS è affetto
da un guasto di tipo SOP. Quindi l’EI rivela il guasto, memorizzando
(ERR1,ERR2)=(1,0).
Per la rivelazione dei guasti di tipo SOP risulta particolarmente im-
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portante il fatto che, nel caso fault-free, vi siano due indicazioni di corret-
tezza dell’uscita che si alternano. In questo modo è sempre possibile ave-
re un vettore di inizializzazione cui segue quello di attivazione per poter
correttamente rivelare il guasto ed averne l’immediata segnalazione.
5.2.3 Bridging resistivo
Il modello di guasto di tipo BF è descritto in dettaglio alla sezione 1.2.1.
Come riportato in tale sezione, sono stati considerati i valori di resisten-
za RB ∈ [0, 100k]Ω. In particolare, sono state effettuate simulazioni con
i seguenti valori [1k, 10k, 25k, 100k]Ω. Le considerazioni circa la rivela-
zione dei guasti sono analoghe a quelle fatte alla sezione 5.2.1, dato che
il guasto di tipo SON può essere interpretato come un caso particolare
del guasto di tipo BF.
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Conclusione
Questo lavoro di tesi, svolto nell’ambito di un progetto di ricerca in
collaborazione con Intel Corporation, è iniziato dall’analisi dello stato
dell’arte riguardante il FIVR ed i fenomeni di aging e considerando i
risultati conseguiti precedentemente in [4, 5].
L’attività principale è stata la progettazione di un nuovo schema di
rivelazione dei guasti che non fosse affetto dalle problematiche di quello
precedentemente ideato in [5]. Questo ha richiesto di cambiare com-
pletamente l’approccio al problema della rivelazione dei guasti, basando
il principio di funzionamento del nuovo monitor non su un confronto
diretto fra tensioni, bensì traducendo la differenza di tensione in una
differenza di ritardo con una nuova strategia di on-line testing. Il mo-
nitor così progettato è in grado di rivelare i guasti critici del FIVR, tali
da far sì che la sua uscita si porti al di fuori del margine di tolleranza,
imposto uguale all’ampiezza di 1 LSB della parola di riferimento di nove
bits fornita dalla PCU, cioè alla risoluzione del DAC presente nel FIVR.
Il monitor è anche in grado di fornire un’indicazione d’errore qualora
il ripple sulla tensione di uscita del FIVR abbia un’ampiezza eccessiva,
tale da fuoriuscire dal margine di tolleranza, nonostante il valore medio
possa essere corretto, nonché è in grado di rivelare il rallentamento dei
transitori del FIVR dovuto a fenomeni di invecchiamento dei transisto-
ri, a seguito del cambio di riferimento da parte della PCU. Inoltre, lo
schema di rivelazione risulta self-checking, cioè è in grado di autocol-
laudarsi rispetto ai possibili guasti interni. Questo risulta fondamentale
in ambito di alta affidabilità per evitare di compromettere l’efficacia del
monitor nel rivelare i guasti che possono verificarsi nel FIVR.
Concepito lo schema ad alto livello del monitor, si è passati all’imple-
mentazione a livello circuitale tramite LTSpice. Diverse simulazioni sono
state effettuate per dimensionare correttamente il circuito e valutarne,
infine, le prestazioni in termini di capacità di rivelare i guasti durante il
normale funzionamento sul campo del FIVR. In particolare, per quanto
riguarda il rallentamento dei transitori a causa di fenomeni di aging, si
è considerato il transitorio di caso peggiore, cioè quello di una commu-
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tazione in discesa pari alla massima escursione possibile per l’uscita del
FIVR, cioè da 1.1 a 0.6V . Trascorso il tempo necessario in condizioni
nominali per effettuare questo transitorio, se la tensione di uscita del
FIVR si trova al di fuori del margine di tolleranza, il monitor fornisce
un’indicazione d’errore.
Dopo un’approfondita analisi preliminare tramite simulazioni Monte
Carlo per capire l’incidenza e l’effetto delle PPVs sulle linee di ritardo (in
termini di variazioni del ritardo reciproco fra i due segnali in uscita dalle
VCDLs) e sull’EI (in termini di sensibilità) in maniera indipendente,
si è modificato l’EI in modo da introdurre la possibilità di tuning. In
questo modo, il monitor risulta robusto alle PPVs, poiché, qualsiasi siano
le condizioni dello stesso, ad ogni accensione del sistema un opportuno
circuito di calibrazione effettua in maniera automatica il tuning dell’EI
in modo da garantire in ogni caso un margine di tolleranza pari a 1 LSB,
come previsto in fase di progettazione. Questo consente di compensare
anche gli effetti dei fenomeni di invecchiamento dei dispositivi (sia delle
VCDLs sia dell’EI) e variazioni della temperatura d’esercizio, quindi
delle condizioni operative.
Lo schema di rivelazione proposto in questa tesi costituisce una so-
luzione a basso costo per monitorare il funzionamento del FIVR. L’ove-
rhead di area risulta trascurabile, rendendolo una soluzione di gran lunga
più economica rispetto a quanto suggerito dallo standard ISO 26262, ri-
spetto al quale risulta anche più performante. L’aggiunta del monitor
consente di rispettare i requisiti di safety come richiesto dallo standard,
rendendolo idoneo all’utilizzo in applicazioni caratterizzate da esigenze
di elevata reliability, come ad esempio l’autonomous drive.
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