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INTRODUCTION
The purpose of this presentation is to describe and demon-
strate a large-scale, systematic procedure for identifying
and.evaluating measures that meaningfully characterize one
or more elements of software development. The background of
this research, the nature of the data involved, and the
steps of the analytic procedure are discussed. The presen-
tation concludes with an example of the application of this
procedure to data from real software development projects.
As the
 tterm is used here, a measure is a count or numerical
rating of the occurrence of some property. Examples of
measures include lines of code, number of computer -runs,
person-hours expended, and degree of use of top-down design
methodology. Measures appeal to the researcher and the man-
ager as a potential means of defining, explaining, and pre-
dicting software development qualities, especially
productivity and reliability.
Measures may be classified into four groups as illustrated
by the software development model presented in Figure 1. It
shows these components: a problem, a solution-generating
process, the environment in which that process takes place,
and the solution (or software product). Measures can be
employed to characterize the components of this model and to
show their interrelationships. Some examples of appropriate
measures for each component are also shown in the figure.
The Goddard Space Flight Center (GSFC) Software Engineering
Laboratory (SEL) is engaged in an effort, part of which this
presentation describes, to develop a concise set of such
characteristic measures. The SEL and its activities are
discussed in more detail in Reference 1.
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The approach to software measurement adopted in this presen-
tation is different from that generally followed. The usual
procedure is to select high-level "qualities" and then to
seek numerical criteria or measures of these qualities.
McCall (Reference 2) has developed a comprehensive system of
such qualities and appropriate measures. However, the goal
of the approach followed here is to identify the qualities
being measured by the data collected rather than to attempt
to associate measures with previously specified qualities.
The measures considered in this analysis are described in
the next section.
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DATA DESCRIPTION
Clearly, the number of potentially useful measures is large;
the SEL has selected more than 200 for study. These meas-
ures cover the entire range of software development activity
as experienced by the SEL. However, the analysis described
here will focus on the relationships among measures of the
process and product components of the software development
model (see Figure 1).
Therefore, a data subset containing only the 60 measures
relevant to those two components was used. The measures (or
variables) used are listed in Table 1 (see Appendix A).
This list does not necessarily exhaust the possibilities for
measures in those areas; however, this group of measures is
believed to form a comprehensive set. The process measures
class is represented by three subclasses: methodology
(Table la) , tools (Table Ib), and documentation (Table Ic).
Note that the methodology class is further subdivided by
development phase into design, code, and test measures. The
product class (Table Id) includes size and resource measures,
The data used in this analysis were collected by the SEL
from 22 actual medium-scale, scientific software development
projects. Values for all these measures were determined for
each project. The values are ratings of the degree of use,
counts, or rates per line of code, as indicated in Table 1.
Degree-of-use process measures are expressed as relative
scores on a scale from zero to five. The exact derivation
of these scores will be explained in a forthcoming SEL docu-
ment (Reference 3).
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ANALYTIC PROCEDURE
The 60 measures just described are not unique or inde-
pendent. Some may, in fact, measure the same or related
qualities. The object of the analytic procedure is to
identify the most basic set of qualities (or properties)
being measured by the group of 60. A "basic" quality is
defined to be one that is independent of all other such
qualities. This subset, then, defines the basic quality
characteristics describing the projects from which the data
were obtained.
The procedure to be proposed is "large scale." That is, it
is appropriate when a large number of measures (or vari-
ables) are to be evaluated. The researcher interested in
studying the relationships of only a few specific measures
can probably get better results from regression and hypoth-
esis testing techniques. Nevertheless, this procedure can
be useful as a screening tool for detecting confounding ef-
fects in the data before selecting other statistical tech-
niques.
The analytic procedure followed in this experiment has two
steps, as indicated in Figure 2. These are the application
-of a, test of normality to the candidate measures (data.) ,
followed by a factor analysis of those not rejected by the
test. The result of this procedure is a descriptive, rather
than a predictive, model of the data. The procedure iden-
tifies the descriptive factors common to the set of meas-
ures. Thus, the original measures are organized into a
number of groups (or factors) smaller than the number of
measures input to the procedure. These factors correspond
to the basic qualities sought for in the data. The steps of
this procedure are discussed in more detail in the following
sections.
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60 MEASURES FOR
EACH OF 22
SOFTWARE PROJECTS
TEST OF
NORMALITY
1
I
ACCEPTED
REJECTED
MEASURES
FACTOR
ANALYSIS
FACTORS (n < 60)
Figure 2. Analytic Procedure
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TEST OF NORMALITY
The test of normality analyzes the probability distribution.
of a measure. The observed values of each measure are dis-
tributed over some range. The normal distribution is
readily identifiable in Figure 3. The test of normality
will detect measures whose values are distributed in a pat-
tern significantly different from the normal. For example,
it would reject a measure with values clustered at one end
of the range (skewed) rather than distributed symmetrically
across it.
This is not a very powerful test. It will accept any ap-
proximately symmetrical distribution even' if that distribu-
tion is not truly normal. However, the test is important
because approximate normality of the data is an assumption
of step two, the factor analysis.
Six measures from the set of 60 rwere rejected by the test of
normality using the 0.05 level of significance. These are
measures of techniques for which insufficient examples of
use were available. Consequently, most projects had scores
of zero for these degree-of-use measures, a result that pro-
duced dramatically skewed distributions. They are
• HIPO Design Technique
• Verification and Validation Team (two measures)
• Requirements Language Tool
• Configuration Management Tool
• unit Development Folders
These measures could, however, be used in some other types
of analyses not considered here.
D. Card
CSC/GSFC
7 of 28
P(x)
Figure 3. Test of Normality
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FACTOR ANALYSIS
The 54 remaining measures were included in the factor anal-
ysis. The goal of the factor analysis is to "discover" the
underlying structure of the data. Factor analysis hypoth-
esizes the existence of a set of statistically independent
"factors" that are not directly measurable by the experi-
menter. Measures (or variables) are the quantities that are
observed in practice. However, the apparent correlations
among measures can be interpreted to be due to their joint
correlation with common factors (see Figure 4). That is,
two or more measures correlated with the same factor will be
correlated with each other. The desirable result of a
factor analysis is the extraction of a smaller set of fac-
tors whose relationships are known (they are independent)
from the larger set of meas.ures whose relationships are more
complex.
Consider this example of the factor concept. The number of
errors in a piece of software and its mean time to failure
are measures related to reliability and are correlated with
each other. However, neither measure by itself is a full
description of reliability. Such things as the location of
the error and the severity of the failure must also be con-
sidered. Therefore, the reliability quality factor is not
directly measurable although a number of measurable vari-
ables are correlated with it.
A successful factor analysis will explain such groups of
related measures. Thus, each factor defined will correspond
to a distinct basic quality being measured by the original
set of variables. These qualities are the sources of varia-
tion (or differentiation) among the projects studied.
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The principles of factor analysis are explained in detail in
the text by Harman (Reference 4). A number of software im-
plementations of factor analysis are available. The spe-
cific software used in this analysis was the principal
components factor procedure of the Statistical Analysis Sys-
tem (Reference 5).
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SUMMARY OF RESULTS
Further analysis of the 54 process and product measures that
passed the test of normality produced a factor model con-
taining 5 factors that explained 77 percent of the variance
of the original measures. The meaning of each factor is
determined by examining the measures that are closely cor-
related with it. These factors and the amount of variance
accounted for by each are as follows:
• Methodology intensity (31%)
• Project Size (25%)
• Computer Usage (9%)
• Quality Assurance (8%)
• Change Rate (5%)
The variance associated with a factor is a measure of the
degree to which that factor differentiates among the pro-
jects (or cases) studied. Thus, it is a measure of informa-
tion content. A larger portion of the total variance could
have been accounted for by using a larger number of fac-
tors. The relationship of the number of factors to the var-
iance explained by the factor model is illustrated in
Table 2 of Appendix A. The interpretation of additional
factors is difficult because none of the original measures
are highly correlated with them. Therefore, they are not
included in this preliminary definition of the factor model.
The correlations of the original measures with the five fac-
tors are listed in Table 3 of Appendix A. Only correlations
greater than 0.526 (the 0.01 level of significance) are re-
produced. The measure showing the highest correlation with
a factor can be taken as the best estimator of that quality
factor from among the original measures included in the
analysis. These "best" estimators are indicated by as-
terisks in the tables.
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Remember that, although the factors are mutually inde-
pendent, any given measure may be correlated with more than
one factor and/or with other measures. The factor model
does, however, identify the strongest relationships in the
data. Some specific observations are made below about each
of the factors defined by the analysis.
Factor 1 - The first and most powerful factor (Table 3a in
Appendix A) is highly correlated with degree-of-use process
measures; thus, this factor may be interpreted to represent
the degree to which formal methodology was applied during
development. The most strongly correlated measure, method-
ology reinforcement (the extent to which adherence to speci-
fied methodologies was enforced by management), supports
this interpretation. The strong correlation of so many
methodology, tool, and documentation measures with a common
factor suggests that simple regression and hypothesis test-
ing techniques are inappropriate for analyzing such effects
because of their inability to isolate the action of a single
technique from among the actions of other techniques.
Factor 2 - The second factor (Table 3b in Appendix A) is
clearly related to the size of the development effort and
product. its "best" estimator is person-hours. The corre-
lation of top-down coding with this factor illustrates the
descriptive, rather than predictive, nature of factor anal-
ysis. The proper conclusion based on this observation is
that more top-down coding tends to be used in small projects
than in large ones, not that top-down coding necessarily
reduces the size of a development effort.
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Factor 3 - The third factor (Table 3c in Appendix A) con-
tains a number of measures related to the pattern of com-
puter usage. This factor indicates that the manner and
degree of computer usage reflect the use of certain develop-
ment tools and techniques. The "best" estimator of this
factor is top-down design.
Factor 4 - The fourth factor (Table 3d in Appendix A) has
only one measure, semiformal quality assurance, signifi-
cantly correlated with it. Thus, its meaning is difficult
to establish. However, a substantial amount of variance
(8 percent) is associated with this factor. The preceding
factor contained five variable.s but explained only slightly
more variance (9 percent). Thus, this factor and measure
deserve closer examination in future analyses.
Factor 5 - The last factor (Table 3e in Appendix A) clearly
describes the change rate. The interpretation of this fac-
tor is important since, as a consequence of the mutual inde-
pendence of factors, it is independent of the four factors
previously defined. Hence, methodology intensity, project
size, and computer usage do not appear to be related to each
other or to code stability (reliability), as measured by the
change rate.
Another feature of this model should be noted. Although
productivity was most strongly correlated with factor 4, it
was not significantly correlated with any factor. Produc-
tivity may still be related to specific methodologies but
not to the general factors just defined. Thus, the informa-
tion provided by this procedure about productivity and re-
liability is negative in this example because unrelated
qualities and measures were identified rather than related
ones.
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CONCLUSION
The results presented here are preliminary. Conclusions
based on the factor model just developed may change as more
data become available and as the procedure is refined. How-
ever, the analysis has demonstrated its capacity to resolve
some important questions about the data. The conclusions
are as follows: the basic qualities being quantified by the
original measures can be identified and enumerated; their
relative importance or strength (in terms of percentage of
variance accounted for) can be established; and a "best"
estimator can be selected for each quality.
Therefore, we can define a concise set of quality measures
that meaningfully characterizes the process and product com-
ponents of the software development model and that can serve
as a framework for further research. These qualities and
associated measures can be studied in greater detail with
other techniques to determine their relationships to produc-
tivity and reliability more exactly. Hence, these results
are a first step toward defining, explaining, and predicting
software reliability and productivity in the SEL environment.
D.Caid
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APPENDIX A - SUMMARY OF FACTOR ANALYSIS
This appendix consists of a series of three tables that sum-
marize the factor analysis procedure described in the pre-
ceding discussion. Table 1 describes the measures evaluated
in this analysis. Table 2 identifies the variances asso-
ciated with factors. Table 3 lists the significant correla-
tions (at the 0.01 level of significance) of measures with
factors.
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