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CHAPTER I. INTRODUCTION 
Statement of the Problem 
During the last two decades the educational experiences of collegiate 
student athletes in the revenue-producing sports of football and 
basketball have become a major concern. Faculty and administrators are 
concerned about the academic integrity of the student athlete's 
educational program. Coaches are being evaluated by the public on both 
their win/loss record and the percentage of athletes from their programs 
who graduate. Indeed, the graduation rate of student athletes has come 
under the scrutiny of Congress as a means for prospective student athletes 
to evaluate a university via the "Student Athlete Right to Know Act." If 
passed, this act would have required all colleges and universities to 
provide their graduation rates by sport to potential student athletes. 
Sports sociologists, college student personnel officials, and 
athletic academic advisers have been examining variables related to 
student athlete graduation for the last three decades. In general, the 
results of their work have been inconsistent and have failed to predict 
whether or not student athletes will succeed academically. This author 
believes that some of the confusion could have been caused by: 1) samples 
assumed to be homogeneous when, in fact, they were not; 2) failure to use 
appropriate statistical methods; or 3) repeated use of measures previously 
shown to be weakly correlated and/or not predictive as dependent 
variables. 
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The major question of this study is: Are we able to identify the 
components of a model which are common to student athletes who are 
considered academically successful? This study will analyze the variables 
of gender, ethnic background, and sport. In addition, this study will 
explore three groups of variables of athletic success; fixed pre-college 
variables, e.g., race, gender, high school grade point average (CPA); and 
collegiate academic performance in an attempt to provide greater 
prediction of a student athlete's academic success. In order to 
accomplish this goal, a model based upon an analysis of the variables with 
predictive ability will be presented and tested by path analysis. 
Subgroups of student athletes will include grouping by race, sport, and 
gender. 
Because a large percentage of the student athletes who fail to 
graduate are of minority descent, many individuals feel that current 
athletic department and university policies work to the detriment of the 
minority student athlete. This concern has been documented over the last 
three decades. Stuart (1983) reported the graduation rates of minority 
student athletes in 1960-1964 were approximately one-half the rate of 
their white counterparts. 
Responding to public pressure to increase the number of student 
athletes who graduate from college, the National Collegiate Athletic 
Association (NCAA) established restrictive eligibility requirements for 
incoming freshman student athletes at Division lA institutions. 
"Proposition 48," as it was initially known (it is now known as Bylaw 
14.3), requires incoming freshmen to score at least 700 on the SAT or 18 
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on the ACT. In addition, the college bound student athlete is required to 
have earned a grade point average (CPA) of 2.0 on a 4.0 scale in a core 
curriculum of 11 high school courses. The required courses for the core 
are: 1) three units of English, 2) two units from math and science and 
social science, and 3) two additional units from the previous categories 
or computer science, philosophy, or nondoctrinal religion (Renfro, 1991). 
If the student athlete is able to meet the dual requirements of 
sufficient high school core CPA and college entrance examination scores, 
he or she is considered a "qualifier" and may receive grant-in-aid for 
athletic ability, practice, and compete for four years for an NCAA 
Division lA or II institution. If the student athlete graduates from high 
school with an overall CPA of greater than 2.00, but is unsuccessful in 
meeting the minimum entrance examination score or the required core CPA, 
he or she is considered a "partial qualifier," and can only be granted aid 
not based upon athletic ability and is excluded from competition or 
practice for the first year. If this student athlete meets the school's 
academic requirements for eligibility at the beginning of the second year, 
he or she may receive athletic grant-in-aid related to academic ability 
and be allowed to practice and compete for the university until his/her 
three years of eligibility have been exhausted. 
Student athlete applicants unable to meet these criteria are either 
told to attend lower division schools or, as an alternative, community 
(junior) colleges for two years, in order to develop the academic skills 
and the CPA necessary to gain eligibility in Division lA level programs. 
If they decide to enter a Division lA program, they are not allowed to 
compete, thus losing eligibility (Sellers, 1992). 
Bylaw 14.3 was designed to increase graduation rates by utilizing 
three differing approaches. First, the rules intended to motivate college 
coaches and athletic directors to put pressure on high schools to provide 
a more thorough academic preparation for the athletes desiring to compete 
at the collegiate level. Failure to do so would result in future players 
not being offered scholarships at Division lA universities. A second 
purpose was to encourage university coaches and athletic directors to 
select student athletes with a higher probability of graduating. Student 
athletes not meeting the NCAA mandates would have only three years of 
eligibility and practice, thus reducing the attractiveness of the student 
athlete to the athletic program. The remaining approach was to influence 
potential student athletes with substandard skills to develop the academic 
and coping skills necessary for both academic and athletic success prior 
to attending a Division lA university. 
Even though passed by a two-to-one majority, the adoption of these 
eligibility requirements generated a great deal of controversy (Baumann & 
Henschen, 1986). The President's Commission which made the 
recommendations to the entire NCAA did not include a president from a 
predominately black institution. This resulted in a concern that there 
would be a disproportionate impact on black colleges' current and 
potential student athletes who were the least prepared academically to 
accept the simultaneous challenge of Division lA sport participation and 
the rigorous requirements of an undergraduate education (Cook, 1984). 
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Ervin, Saunders, Gillis, and Hogrege (1985) tested the proposed level 
of the combination score of 700 on the SAT as a cutting score for athletes 
currently at a large university in the Southeast which had a nonathlete 
student SAT average of 1,000. They found that if an athlete was admitted 
with an SAT score of less than 700, remediation was impossible in less 
than one year. If the student athlete's SAT was greater than or equal to 
700, the student athlete responded to and completed all remediation 
requirements. 
Cramer (1986) reported 70% of the black student athletes who 
ultimately graduated from college would have been disqualified for 
athletic competition upon admission to college had the new requirements 
been in place when they enrolled. He also reported that the average 
combined score for minority students on the SAT is 722. The average score 
for students attending traditionally black colleges is even lower. Cramer 
speculated that the NCAA would be in the position of requiring a higher 
SAT/ACT score for student athletes at the traditional black colleges than 
for the student body as a whole--clearly not the intended purpose of the 
mandate. For a two-year period (1987 and 1988), the NCAA modified Bylaw 
14.3 to allow an indexing of core CPA and ACT or SAT scores. In effect, 
this allowed individuals with higher core CPA to compensate for lower 
ACT/SAT scores and concomitantly, allowed individuals with higher ACT/SAT 
scores to compensate for a lower core CPA. 
In April 1992 the NCAA published new academic requirements for 
student athletes (Bollig, 1992). Whereas "Proposition 48" requirements 
stressed academic preparation for student athletes prior to entry into an 
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NCAA Division lA school, these new requirements dealt with the problem of 
a high percentage of student athletes failing to graduate. According to 
these new requirements, student athletes may fulfill general university 
requirements for athletic eligibility, i.e., sufficient GPA and earning of 
a prerequisite number of credits, yet may not be progressing 
satisfactorily toward a degree. 
In a ruling effective for student athletes first entering a Division 
lA institution after August 1, 1992, the 1992 NCAA Convention adopted 
additional rules designed to pressure student athletes to work toward 
completion of degree requirements (Bollig, 1992). The requirements become 
more stringent as the student athlete progresses from freshman to senior. 
By the time the student athlete is a junior (beginning the fifth semester 
of enrollment), the student athlete must have declared a major, completed 
25% of the course work requirement for that major, and have a cumulative 
GPA which is greater than or equal to a value of 90% of the minimum GPA 
required for graduation from that institution. In most cases the required 
GPA of the student athlete with junior standing would be 1.80 (2.00 x 
90%). As a senior, the student athlete must have completed 50% of the 
course work requirements of the selected major and have a GPA greater than 
or equal to 95% of that required from graduation. If the student athlete 
is competing as a fifth year senior, he or she must have completed 75% of 
the selected major course work requirement and achieved 95% of the GPA 
required for graduation (Bollig, 1992). 
Concurrent with the publication of "Proposition 48," a large number 
of studies investigating the relationship between student athletes and 
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factors influencing academic success were undertaken. Researchers also 
attempted to determine predictors for academic success and graduation 
rates based upon high school performance, sport of participation, and 
unalterable factors such as race, gender, family socioeconomic status, 
father's (or mother's if she was considered the primary breadwinner for 
the family) occupation, hometown population, and high school size 
(Brigham, 1981; Sellers, 1992; Stuart, 1983; Thompson & Fritz, 1991; 
Tidwell, 1989). The results of these studies have not been conclusive. 
Ryan (1989) and Pascarella and Smart (1991) both found that student 
athletes, as a whole, were more likely to graduate than nonathletes. 
Gurney and Stuart (1987) found that football players were more likely than 
basketball players to remain eligible at the end of their freshman year. 
Traits of personality have been investigated as possible predictors 
of academic success. Blann (1985) found that freshman and sophomore 
athletes in revenue-producing sports tend to have lower levels of career 
maturity and less clarity in educational and occupational plans than do 
nonathletes. He speculated that the junior and senior student athletes 
have a more accurate perception of the likelihood of playing professional 
sports than student athletes in the earlier years. 
Although most student athlete prediction studies generally restrict 
the population to student athletes receiving scholarships, such a group 
includes a wide diversity of subgroups. This lack of homogeneity may mask 
significant results. For example, although the population may be student 
athletes on scholarships, the studies often did not separate individuals 
who are considered academically prepared from those not as well prepared. 
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or athletes from revenue-producing sports (football and basketball) from 
those in nonrevenue-producing sports. Another possibility for differing 
results is the increased use of variables highly correlated with race, 
e.g., family income (Brigham, 1981), school grade point average (Bauman & 
Henschen, 1986), high school core (as defined by the NCAA) grade point 
average (Benson, 1991a), and college entrance examination scores 
(Evangelauf & Jacobson, 1986). Gender differences may also be confounding 
the results. 
The majority of student athlete studies examine the effects of 
independent variables such as high school core CPA and SAT/ACT scores 
against the dependent variable of graduation within an established time 
period, often five years. In these studies, student athletes are often 
compared to their nonathlete student counterparts (Harney, Brigham, & 
Sanders, 1986; Ryan, 1989). Prior to the mid 1980s, most studies 
indicated that the graduation rate of student athletes was equal to or 
exceeded the rate of the general student body. During the mid to late 
1980s, research demonstrated that subgroups of student athletes graduated 
at differing rates. This was often masked by the graduation rate of the 
majority of student athletes who were white and not involved in revenue-
producing sports (Benson, 1991a; Eitzen & Purdy, 1986; Ervin et al., 1985; 
Henschen & Fry, 1984; Sellers, 1992). 
More descriptive work has been undertaken recently by the NCAA 
(Benson, 1991a, 1991b; Summers, 1991). In his study of college graduation 
rates for the class of 1984-85 student athletes, Benson (1991b) analyzed 
gender, racial grouping, and whether the student athlete participated in a 
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revenue-producing sport (i.e., football or basketball) or a nonrevenue-
producing sport. Both Benson and Summers examined student athletes' 
graduation and/or eligibility status as a function of academic performance 
during high school. These studies also examined other variables selected 
as predictors of college academic performance, e.g., knowledge of the 
school which the student athlete will attend, gender, and race. Benson 
(1991a) found that equally weighted factors of core CPA and SAT or ACT 
scores provided the best predictor of graduation. Benson also studied 
other variables such as gender, race, and school and reported with tongue 
in cheek that the variables "increase the prediction's accuracy, but not 
significantly" (p. 6). 
Another shortcoming of previous predictive studies involves the 
assumption that a variable determined to be significantly related to 
academic success by correlation can be used as a predictor. Tinto (1975) 
argued that research into the question of student persistence up to that 
time had only described, not predicted. Voicing a similar complaint. 
Sellers (1992) stated that many of the current studies relied on bivariate 
techniques and failed to use multivariate methods which would provide more 
predictive ability. A notable exception to the majority of studies was 
undertaken by Bean (1979), in which he developed a path analysis model to 
help explain student attrition. 
Predictive factors have been examined for the nonathlete college 
student in greater detail than for student athletes. Mallinckrodt (1988) 
and Johnson (1987) have looked for the presence of antecedents of 
persistence or non-persistence in baccalaureate programs of black and 
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transfer students. Both studies investigated self-reported variables such 
as perception of social and family support (Mallinckrodt, 1988) or 
academic satisfaction and intent (Johnson, 1987). Mallinckrodt (1988) 
utilized a discriminant analysis procedure to identify items related to 
persistence and non-persistence. Johnson (1987), in studying the 
persistence of transfer students, modified a model originally proposed by 
Bean (1980) and utilized path analysis to support the model. The factors 
utilized as antecedents of attrition in both of these studies are based 
upon student athlete performance and perceptions developed while enrolled 
in the university. 
If it is true, as Tinto (1975) has suggested, that student attrition 
is a process, then it would follow that the attrition of the student 
athlete is also a process, a process which may be affected by the 
interaction of: a) traits of the student athlete developed prior to 
admission to college, such as personal traits and high school academic 
success; b) personal and team success in collegiate athletics; and 
c) academic achievements in college level work. As a process, it can be 
viewed as a series of steps, each leading to another until the student 
athlete either graduates or drops out. Presumably, attrition can be 
interrupted at a number of points during the process, the intervention 
more effective at some points than others. 
This study will investigate components of that process of attrition. 
Identifying the pattern of steps in the process will allow student 
personnel workers to gauge more accurately the student athlete's continued 
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eligibility, monitor progress toward graduation, and plan needed 
interventions more effectively. 
Significance of the Study 
Research findings concerning predictors of academic success by 
collegiate student athletes are contradictory. Early research focused on 
bivariate comparisons of pre-college variables and college graduation 
rates. A few studies considered multivariate approaches to prediction; 
however, these studies were oriented to the college student body at large, 
ignoring the special conditions of the collegiate student athlete. The 
evaluation of more variables has not increased the prediction of academic 
success. Obviously, a different approach to prediction of academic 
success is needed; either currently unconsidered variables need to be 
identified and studied or the method of study must be modified. 
The recent standards promulgated by the 1992 NCAA Committee, which 
became effective August 1, 1992, establish as requirements for athletic 
eligibility a sufficient CPA and completion of a minimum percentage of 
course work required by the chosen major (Bollig, 1992). Eligibility 
requirements for student athletes who enrolled prior to August 1992 
mandate an average of 12 credits per semester. This study will use as the 
dependent variable academic progress, defined as the student athlete's CPA 
and total number of credits earned by the student athlete. 
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Purpose 
The purpose of this study is to identify and describe variables that 
will predict academic progress of student athletes at Iowa State 
University. In addition, this study will attempt to develop from these 
variables a model, tested by path analysis, that will more completely 
describe an attrition process of the student athlete. Such a model would 
facilitate the development of a scenario of events pinpointing the early 
stages of academic difficulty for the student athlete and promote 
intervention strategies at a more optimal time. This would reduce the 
current practice of a "shotgun" approach of remedial efforts for the 
student athlete in academic difficulty. These measures are often too 
general and too late. 
This study will consider three groups of variables; those variables 
fixed prior to entry into college, including high school experiences, 
racial and family data; variables describing the success of collegiate 
athletic endeavors, such as personal and team success; and finally, the 
student's academic performance since entry into the university. 
Research Questions 
The first concern to be addressed is which, if any, of the variable 
groupings selected for study are significant additions to the prediction 
equation describing student athletes who are making satisfactory academic 
progress and those who are not. The population of student athletes will 
be analyzed according to subpopulations based upon race, gender, and 
sport. The effects of partitioning the population into subgroupings on 
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the variables will be investigated. A model describing conditions which 
support maintaining academic progress based upon information developed 
within this study will be proposed by path analysis. 
Some of the variables studied reflect academic achievements in high 
school. The remainder reflect academic and athletic efforts in college 
and are based upon information available from the offices of the Academic 
Advisor for the Athletic Department, University Registrar, and 
Institutional Research. The descriptor variables of gender and ethnic 
background will be used as classification variables only. The variables 
and their associated mnemonic labels are listed in Appendix A. 
The variables used in this study are; 
1. Personal/pre-college 
a. Gender (classification variable) 
b. Race (classification variable) 
c. High school class ranking 
d. Units of high school math 
e. Units of high school science 
f. College entrance examination scores 
(1) ACT composite 
(2) SAT (converted to ACT composite) 
2. Collegiate academic endeavors 
a. Current college of enrollment 
b. More than 12 semester hours of credit transferred into Iowa 
State University 
3. Collegiate athletic endeavors 
a. Sport(s) played by the student athlete 
b. Athletic scholarship status (full, partial, or none) 
c. Number of athletic letters earned 
d. Conference standing of the team last season 
e. Percentage of team who graduated within the last six years. 
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Research Hypotheses 
The previously listed variables will be examined for significant 
ability to predict the dependent variable, academic progress, in student 
athletes at Iowa State University. The academic progress consists of two 
variables, the cumulative CPA and the total number of hours earned by the 
student athlete. The research hypotheses guiding this study are as 
follows; 
Research Hypothesis 1: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
the prediction of academic progress. 
Research Hypothesis 2: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
the prediction of academic progress when the student athletes are 
classified by gender. 
Research Hypothesis 3: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
the prediction of academic progress when the student athletes are 
classified by sport of participation. 
Research Hypothesis 4: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
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the prediction of academic progress when the student athletes are 
classified based upon gender and participation in the sport of basketball. 
Research Hypothesis 5: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
the prediction of academic progress of male student athletes when 
classified by the participation in revenue versus nonrevenue sports. 
Research Hypothesis 6: 
Each of the three variable groups, personal/pre-college, athletic 
success, and collegiate academics, will contribute significantly toward 
the prediction of academic progress when classified by the ethnic 
background of the student athlete. 
The previous hypotheses will be tested utilizing the procedure of 
canonical analysis. This methodology is required since there are two 
dependent variables. 
Upon determination of significant and meaningful variables which 
explain the variation observed within the dependent variables outlined in 
Research Hypotheses 1 through 6, a causal model explaining the dependent 
variables will be developed, presented, and tested. The rationale for 
this model will be presented in Chapter IV. 
Definitions 
1. A student athlete is an individual enrolled as a full-time 
student at Iowa State University who indicated that he or she was 
participating in a sport during registration for fall semester 1992. For 
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purposes of this study, first semester freshman student athletes will be 
excluded from the sample. 
2. Satisfactory academic progress, for purposes of this study, is 
considered to be a function of collegiate CPA and the number of credits 
earned per semester. 
3. Minority student is a student classified by the Admissions Office 
of Iowa State University as being of African descent as defined by the 
U.S. Department of Education. 
4. Majority students are all students not classified as African 
American by the Admissions Office at Iowa State University as defined by 
the U.S. Department of Education. 
5. Canonical correlation is a statistical procedure which allows the 
analysis of relationships between multiple dependent and multiple 
independent variables. 
6. Classifications of intercollegiate sports used in this study are 
based upon the NCAA mandated reporting format for reporting student 
athlete graduation rates. Those categories for men are baseball, 
basketball, football, track (including cross country), and the category of 
"all other men's sports." The categories for women are basketball, track 
(including cross country), and the category of "all other women's sports." 
7. Revenue sports are considered as the following: male, football 
and basketball; female, basketball. 
8. Variable list and mnemonic labels are listed in Appendix A. 
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Limitations 
One limitation common to many studies of student attrition is the 
concern of external validity. This study will utilize self-identified 
student athletes currently enrolled at a Big Eight athletic conference, 
land grant institution with an established academic and athletic 
reputation. New NCAA rules outlining requirements for the academic 
preparation of student athletes at Division lA institutions became 
effective August 1992. Consequently, future population of student 
athletes will not be equivalent to the population used for this study. 
Generalizations to other populations of students or student athletes 
should be made carefully. 
A second limitation of this study is that first-term freshmen will 
not have had an opportunity to demonstrate collegiate academic or athletic 
skills and thus will be excluded from the sample. A third potential 
limitation concerns the accuracy of data. Although data will be retrieved 
from official records, completed and held by the university or athletic 
department, it is possible that an entry or transferral error could have 
been made. 
Summary 
Research into the area of student athlete academic performance has 
been rife with investigation lacking methodological rigor and the repeated 
use of independent variables with a demonstrated history of weak 
correlations with the dependent variables selected. In this study, the 
author will attempt to overcome these problems with the use of 
multivariate techniques and a dependent variable more reflective of the 
needs of student athletes. Chapter II will review pertinent literature to 
highlight problems of previous research and will examine investigations 
using, as a theoretical basis, other paradigms of persistence, such as 
occupational persistence and factors influencing general student body 
persistence. Chapter III will present the synthesis of the literature 
review as the methodology of this research. The methods described in this 
chapter were selected and overcome weaknesses noted in previous studies. 
Chapter IV will present a description of the sample and the results of the 
study. In addition, it will describe the proposed model of causation of 
academic progress and its evaluation. This model will be based upon 
understandings developed during the analysis of the data. Chapter V will 
evaluate the results of this research and integrate those results into the 
body of knowledge of academic performance of student athletes. It will 
also indicate areas for future study and make recommendations for 
different methods or techniques of data collection and analysis. 
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CHAPTER II. REVIEW OF THE LITERATURE 
The persistence of students in obtaining a bachelor's degree in the 
United States has been examined since at least the beginning of this 
century. Summerskill (cited in Bean, 1980) reported that 35 studies 
between 1913 and 1962 had studied the problem of student attrition. 
Interest in this area has not abated (Altback & Cohen, 1990; Blanchfield, 
1971; Cope & Hannah, 1975; Johnson, 1987). Recently, public interest in 
the graduation rate of students in general has shifted to the graduation 
rate of student athletes, especially the highly visible male participants 
in revenue sports, football and basketball (Bruner, 1992). This 
literature review will explore three areas: factors affecting progress 
toward graduation in the general student population, variables unique to 
the student athlete, and theories that have been proposed to explain 
persistence and non-persistence. 
General Student Body Factors 
The dropout rate of college students has not changed appreciably 
during most of this century. In his review of persistence studies. Bean 
(1980) found that over a 50-year span, the mean student attrition within 
four years of initial enrollment was 50%. More recent studies, both at an 
institutional and national level, have indicated that after four years the 
percentage of non-persisters remains high (Bean, 1980). Cope and Hannah 
(1975) confirmed this in their review of student completion studies in the 
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decades of the fifties, sixties, and seventies; they found that 
consistently about 40% of entering freshmen never graduate. 
At Iowa State University, the overall student graduation rate for the 
1984 freshman class was; after four years, 23.9%, with 41.8% continuing 
to work toward a degree; after five years, 54.6%, with 10.3% still working 
toward a degree; and after six years, 60.9%, with 3.9% still working 
toward a degree (L. Zwagerman, personal communication, August 21, 1992). 
Most attrition studies undertaken prior to 1975 used zero-order 
bivariate correlation(s) of descriptive variables exhibited prior to 
entering college such as high school CPA, college entrance exam scores, 
and high school rank (Sellers, 1992). The dependent variable was 
generally student failure to graduate from the school in which they 
entered as freshmen. A weakness of these studies was the failure to 
account for students who graduated more than four years later or students 
who transferred and graduated from another institution. Cope and Hannah 
(1975) recognized this and divided students who drop out into two groups : 
1) "dropout" students, who quit or transfer to enroll at another 
institution, and 2) "stopout" students, who return at a later time to 
complete their studies at the same institution. Bean (1980) was also 
concerned about the definition of the dependent variable, dropout, which 
he claims has often been "hazy,...combining dropouts, stopouts, transfers, 
and voluntary and involuntary leavers into a single category" (p. 2). 
Numerous studies have been attempted to develop a set of variables 
which will assist admissions officers of colleges and universities in the 
selection of students with the most likelihood of success in college. 
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Because the records of students entering as freshmen contain their high 
school transcript, college entrance exam scores and demographic data such 
as gender, race, family income, education level of parents, etc., these 
were the variables initially chosen to study indicators of persistence. 
As Brigham (1981), Cope and Hannah (1975), and Thompson (1991) have 
pointed out, our ability to predict based upon these factors is poor. In 
his doctoral dissertation investigating prediction of student athlete 
graduation at Southern Illinois University, Brigham (1981) found that high 
school grade point average (CPA) was the most effective single predictor 
for the athletes as a group. The best combination was high school CPA, 
college entrance exam scores, and high school rank. These variables have 
been confirmed as statistically significant by other investigators 
(Sellers, 1992; Blanchfield, 1971; Hicks, 1991). While these variables 
are statistically significant, the total amount of prediction of the 
dependent variable has usually been minimal. In their book. The Revolving 
College Door. Cope and Hannah (1975) pointed out that even the best 
predictors, i.e., high school CPA, high school rank (generally highly 
correlated with high school CPA), entrance exam scores, etc., do not 
generate high levels of confidence. The review of the previous literature 
indicated that high school originated variables provided an R of 
approximately 0.34. He cited work of Ivey, Peterson, and Tremble (1966), 
who found the best predictors to be high school rank. Scholastic Aptitude 
Test (SAT) scores, and personality information. These variables only 
provided an R of 0.539. Bean (1979) reported that the multivariate 
studies he reviewed generally failed to attain an of greater than 0.1. 
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He later strengthened his position by stating that with one exception, 
multivariate research into general student population prediction has 
failed to produce R^s above 0.1 (Bean, 1980). Sellers (1992) reported 
that his study explained only 4% of the variance of minority students and 
about 15% of white students. Cook and Mottley (1984) studied predicting 
first term GPA by seven variables and reported an unadjusted of 0.23. 
DeBoer (1985) was unable to account for more than 37% of the variance in 
predicting a dependent variable of failure to achieve expected results. 
Thompson and Fritz (1991) studied social and academic adjustment and were 
unable to show unadjusted R^ values in excess of 0.19. They also reported 
that, although statistically significant, standardized college entrance 
exam scores and high school GPA provided little predictive indication of 
academic success or social adjustment when in college. 
Because of the inability to find effective predictors, the search 
shifted from finding predictors of graduation to determining variables 
which best predicted non-persistence in college. Variables other than 
high school performance were utilized and increasingly sophisticated 
methods of statistical analysis were employed. In general, the results 
from these studies were also mixed. 
Selecting variables which included high school academic performance, 
indications of social consciousness and the manner of funding college 
costs, Blanchfield (1971) used Discriminate Analysis (DA) to predict 
whether a student would persist or not persist. He found that high school 
GPA was unsuccessful in predicting whether a subject would be a persister 
or non-persister. Taking new freshmen at an academically selective 
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private college in the northeastern United States, he found that his 
selection of variables predicted by use of DA varied between 69% and 87%. 
Significant predictors were found to be scores on the Social Consciousness 
Score administered by Educational Testing Service, percentage of college 
costs provided by grants, high school rank, and first semester grade point 
average. Of interest were the variables that did not assist in the 
prediction: high school GPA, SAT subscores, and percentage of college 
costs financed by loans. 
Zero-order correlations between variables and non-persisters found 
that most dropouts leave voluntarily (Cope & Hannah, 1975), had fewer 
significant relationships with the institution, staff, or other students 
(Bean, 1980; Mallinckrodt, 1988) and were less involved in activities, 
including athletics (Bean, 1980; Hanks & Eckland, 1976; Mallinckrodt, 
1988), Non-persisters were less likely to have strong family support for 
their educational efforts (Mallinckrodt, 1988), whereas persisters were 
characterized by a strong intention to earn a degree (Mallinckrodt, 1988) 
and a strong commitment to the institution (Bean, 1980). Cope and Hannah 
(1975) reported that, contrary to evidence developed in the mid-fifties, 
distance from the institution to a student's home is inversely related to 
persistence. Tinto (1975) reviewed research in student non-persistence 
and found that some of the variability in the results of persistence vs. 
non-persistence studies can be accounted for if non-persisters are further 
studied as either voluntary dropouts or dismissed both socially or 
academically. He noted that voluntary dropouts score better on various 
measures of ability and academic performance than do persisters. He also 
found that voluntary dropouts tend to be more socially isolate and deviant 
than persisters and that larger institutions tend to have a smaller 
dropout rate than smaller institutions. In his same article, Tinto 
postulated this may be because the larger institutions have the size 
required to better tolerate a wide diversity of social views. 
The concept of a fit between the student and the school was tested by 
Bean (1979). He proposed utilizing path analysis to test a model of 
prediction for persisters which theorized commitment to the institution as 
the most important variable influencing persistence. Bean (1979) defined 
institutional commitment as "the degree of loyalty toward membership in an 
IHE [institution of higher education]" (p. 43). His results supported the 
model that for both males and females, institutional commitment was the 
most important variable influencing dropout from college. In his study of 
the relationships between the institutions and the dropout student, Cope 
and Hannah (1975) found two primary characteristics of institutions with 
higher dropout rates: 1) They tend to foster higher levels of student 
competitiveness and risk taking, and 2) they exhibit an apparent lack of 
concern about the individual student or their progress. In summary, they 
speculated that leaving school for any reason is as much a function of 
misfit between the characteristics of the student and those of the school 
as it is of the characteristics of the student alone. 
Other investigators realized that assuming that the student body is a 
homogeneous group may be confounding results and significant differences 
may exist between subgroups. This fostered an interest in determining if 
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membership in a subgroup such as race, gender, or athletic participation 
affected academic performance while in college. 
Race as a Variable of Attrition 
Since the 1960s, a large number of studies have investigated 
persistence/non-persistence within specific subgroups of the student 
population (Eitzen & Purdy, 1986; Graham, 1989; Hanks & England, 1976; 
Henschen & Fry, 1984; Kirschner, 1962; Parsons, 1969). As the number of 
college students of minority descent increased, effect of race on 
persistence or non-persistence became an area of interest. In their 
recounting of the historical enrollment patterns of minority students, 
Prillerman, Myers, and Smedley (1989) noted that of the estimated 45,000 
black students enrolled in college in 1941 over 90% were at predominately 
black colleges. In 1978, there were over 1 million minority students 
enrolled in college and 70+% were attending traditionally white colleges. 
This shift continued in 1984 with 80% of minority students at 
traditionally white colleges. 
Sellers (1992) has indicated that racial differences do exist and 
"...very different factors contribute to the academic success of black and 
white student athletes" (p. 58). Cramer (1986) stated the average SAT 
score among all minority students was 722 and for those attending 
traditionally black colleges, the scores are much lower. Mayo (1986) 
stated that the Educational Testing Service reported in 1982 that the 
average minority score for SAT was 694. 
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Once enrolled, black students seemed to have a more difficult time. 
Graham (1989) reported that minority students were three times more likely 
to be in remedial classes and only one-half as likely to be in programs 
for the gifted. Lang (1988) identified four critical areas that affect 
minority student retention in higher education: 1) pre-paredness of black 
students, 2) intellective and non-intellective factors that affect 
performance, 3) institutional barriers, and 4) intrinsic social and 
economic problems. He described preparedness as emotional, academic, and 
financial and stated, "The lack of basic academic skills, motivation, and 
coping strategies are the most serious problem black students bring to 
school with them" (p. 8). 
Others, supporting Seller's view of race specific determinants of 
persistence, have found nontraditional variables are better predictors of 
minority students' persistence than those normally used such as high 
school GPA or college entrance exams. Mallinckrodt (1988) found that 
perceived college support, close relationships with other minority 
studies, and family support are the most positively correlated variables 
with persistence. Prillerman et al. (1989) found that minority students 
perceive the university as a more hostile and less supportive institution 
than do their white counterparts. Thompson and Fritz (1991) has found 
that minority students who are better adjusted to university life both 
socially and academically exhibit higher levels of communalism with other 
black students. This, they found, was independent of social economic 
status. Thus, the adjustment appears to be required of all minority 
students regardless of family income or family education levels. 
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Communalism of minority students may be required in order to deal with 
what Prillerman et al. (1989) calls the process variables; the perceived 
degree of supportiveness of the institution, the perceived degree of 
alienation faced by the student, and the unique status related pressures. 
Other investigators have found additional nontraditional variables to 
be predictive of academic success. In his study of black freshmen at 
predominately black colleges. Stamps (1988) discovered that there was a 
significant relationship between coping ability and college CPA. He also 
found that coping ability alone accounted for approximately 31% of the 
variance of persistence variables. 
Some studies indicate the traditional variables may provide some 
insight into those most likely to graduate. They have found the best 
predictors of graduation is college entrance exam scores and family income 
(Brigham, 1981; Ervin, Saunders, Gillis, & Hogrege, 1985). Indeed, in its 
own study of over 3,200 student athletes who entered as freshmen during 
the 1984 and 1985 school years, the NCAA found that the graduation rate of 
minority student athletes can best be predicted by high school core CPA 
and entrance exam scores (Benson, 1991a). In another study for the NCAA, 
Benson (1991b) found that in general minority student athletes were less 
academically prepared than their white counterparts but that when the 
level of preparation was held constant, minority student athletes 
performed better than their white counterparts. 
Another subgroup with unique characteristics is transfer students. 
Brigham (1981) found that at Southern Illinois University, transfer 
student athletes had a higher graduation rate than student athletes who 
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enrolled in the institution as freshmen. Utilizing Bean's 1980 model, 
Johnson (1987) found that the transfer student's intent to return to the 
university the following semester the major predictor of persistence. 
Intent is a function of both academic satisfaction and academic 
performance. Academic satisfaction is highly related to academic 
performance. This study supports findings of Cope and Hannah (1975), who 
found that the likelihood of a dropout returning to complete his/her 
degree increases with a higher CPA at time of drop out. 
Variables Unique to the Student Athlete 
Student athletes and the quality of education they receive has become 
the center of national attention. University administrators receive 
current information regarding the experience of student athletes in a 
weekly section of the influential Chronicle of Higher Education. The 
popular literature (Time. April 3, 1989) implies that student athletes are 
used by the university system and discarded when their eligibility is 
exhausted. Faculty senates are concerned that the integrity of the 
educational process is being eroded in an attempt to insure that star 
athletes remain eligible. 
A number of researchers have sought to understand the effect of 
additional demands of time and effort upon the student athlete caused by 
participation in intercollegiate competition (Brigham, 1981; Stuart, 1983; 
Mayo, 1986; Pascarella & Smart, 1991). In addition, the Chronicle of 
Higher Education has commissioned its own survey in an attempt to provide 
insight about the student athlete. 
In his dissertation, Parsons (1969) attempted to predict collegiate 
GPA based upon high school academic records. He found that 62.6% of male 
student athletes exceeded their expected GPA but only 48.6% of the matched 
cohort of student nonathletes did so. The graduation rate for the student 
athletes was higher than the nonstudent athletes, 59.1% vs. 43.2%. 
More recent studies have noted a decline in the graduation rate of 
student athletes, one that has been precipitous for participants within 
football and basketball. Shapiro (1984) examined the graduation rate of 
over 1,600 male student athletes (letter winners and nonletter winners) in 
football, basketball, baseball, and hockey during the decades of the 
1950s, 1960s, and 1970s at Michigan State University. Shapiro then 
compared these graduation rates to those of the student body as a whole 
for the same time period. The graduation rates of the student athletes 
steadily decreased (except for a rise in the 1970 freshman class), even 
during the period of the Vietnam War when attendance in college was a 
deferable condition. During the same period, however, the general student 
body graduation rate at Michigan State University steadily increased. The 
Chronicle of Higher Education (1992) reported similar findings at Virginia 
Tech. The situation for freshman athletes is even more tenuous. The 
graduation rate of freshman student athletes in 1977 was 62% compared to 
that of 69% of nonathletic students. In his description of a program 
designed to assist student athletes in completing their first year, 
Harney, Brigham, and Sanders (1986) classified freshman student athletes 
as "high risk students" (p. 454). 
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One of the first attempts to divide student athletes into subgroups 
based upon the academic major was undertaken by Wang (1971) at the 
University of New Mexico. He compared student athlete physical education 
majors, student athlete nonphysical education majors, and nonstudent 
athlete physical education majors on achievement of required general 
education courses. He found that student athlete nonphysical education 
majors scored higher than either group of physical education majors. 
There was no difference between the two groups of physical education 
maj ors. 
Kiger and Lorentzen (1986, 1987) investigated the influence of 
gender, race, and sport on grades. Utilizing a cohort of 519 student 
athletes (358 males and 161 females), they found the effect of playing 
revenue sports on male student athletes was negative and that as the 
athletes' athletic careers matured, they became progressively more 
alienated from academic involvement. 
Overall, white female nonrevenue sport athletes demonstrated the 
highest level of academic achievement and graduation rate while male 
minority revenue sport participants performed most poorly. These results 
are consistent with other findings of their study that indicated that 
revenue sport athletes enroll in college less well prepared academically 
than nonrevenue sport student athletes. Stuart (1983) found the same 
condition at Iowa State University. Kiger and Lorentzen (1987) found that 
female student athletes tended to have a higher high school CPA although 
they tend to do less well on college entrance exams. Eitzen and Purdy 
(1986) also found that minority athletes were not as well prepared 
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academically as their white counterparts. There appears to be a racial 
difference in the makeup of players of revenue and nonrevenue sports. 
Kiger and Lorentzen (1987) found that minority student athletes were more 
likely to participate in revenue sports than white student athletes. Only 
3% of male minority student athletes were involved in nonrevenue sports. 
Wang (1971) also investigated the academic preparation of the student 
athlete physical education majors, student athlete nonphysical education 
majors, and nonstudent athlete physical education majors. He found that 
student athlete nonphysical education majors had the highest high school 
GPA and ACT scores. There was no difference between the two groups of 
physical education majors on high school GPA or ACT. Kiger and Lorentzen 
(1987) found that student athletes involved in revenue sports were 
academically less prepared as evidenced by lower high school GPA and 
college entrance exam scores than other student athletes. Similar 
findings were found to be true of Iowa State University football athletes 
as well. Stuart (1983) compared football players and a matched group of 
students who were not athletes, utilizing high school rank, high school 
GPA, the number of semesters of high school math courses, and college 
entrance examination scores. She found that the athletes were less 
academically prepared than the matched cohort. 
The cause of the decline of student athlete graduation rates is 
unknown. Perhaps special admission programs encourage athletes who 
normally would not be accepted into college (Shapiro, 1984). Lower 
socioeconomic class parents (especially minority parents) see education as 
a means of economic advancement for their children and often pressure 
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their children to utilize athletics as a means to college otherwise not 
available (Tidwell, 1989). For many young potential students with minimal 
educational credentials, athletic skill can provide the opportunity that 
high school CPA, college entrance exam scores, and family economics would 
normally prohibit. Perhaps the increasing demands upon the student 
athlete in terms of longer seasons, public appearances, and pressure for 
victory have reduced his/her ability to achieve in the classroom. 
Stuart (1983) felt that the student athlete's role requires athletes 
to commit an average of approximately 40 hours per week to athletics. 
This commitment was even greater when travel and competition are included. 
Currently, the NCAA limits the number of hours a student athlete can 
commit to sport and sport-related activities. 
Considering the tremendous commitment required by intercollegiate 
sport participation, Stuart (1983) questioned how athletes could do as 
well as they do. Shapiro (1984) has proposed two possible reasons: The 
special programs are effective or the student athlete is being given 
special consideration. "Probably both factors are at work" (p. 5). 
Comparison of Student Athletes and General Students 
Most early studies into the effects of athletics have assumed that 
the athletes are students who are also skilled athletes, much the same as 
any other student with a developed skill in art, music, or mathematics. 
In essence, the only difference between the student athlete and nonathlete 
was assumed to be participation in intercollegiate athletics. 
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Investigators have consistently reported that when compared to 
matched nonstudent athletes, student athletes graduated and/or persisted 
in the same or higher proportions (Shapiro, 1984). In a 10-year study of 
graduation rates of student athletes at the University of Utah, Henschen 
(1984) found male student athletes graduated at an overall rate of 48.76%, 
female student athletes graduated at 48.93%, and the overall student body 
graduation rate was 45%. Parsons (1969) found that male student athletes 
graduated at a higher rate than male nonstudent athletes. Stuart (1983), 
in her study of ISU athletes, found that student athletes did not persist 
at a different rate than nonstudent athletes. In addition, she found no 
difference between student athletes and nonstudent athletes in the first 
two years in college CPA, numbers of credit hours earned, grades in 
required English courses, and the number of courses dropped and repeated. 
Predictors of Academic Success of Student Athletes 
Most prediction studies involving student athletes use as a dependent 
variable, either graduation rate, a variant, namely, attrition rate (Bean, 
1979; Benson, 1991a, 1991b; Mallinckrodt, 1988), or collegiate CPA (Ervin, 
Saunders, Gillis, & Hogrege, 1985; Parsons, 1969). Early studies into 
persistence considered all student athletes as a homogeneous group. 
However, since the mid seventies, most studies have examined race in an 
attempt to understand differences within the student athlete population. 
Stuart (1983) found that the graduation rate of minority athletes was only 
about one-half the rate of their non-minority counterparts. This was 
reported by Brigham (1981), who found in his study of student athletes at 
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Southern Illinois University that white student athletes graduated at a 
significantly higher rate. It could be argued that since most minority 
student athletes are in revenue sports, lower graduation rates may be a 
function of the sport, not race. Shapiro (1984) investigated the 
relationship of race across all sports and found black athletes had a 
higher attrition rate than white athletes. As part of the same study, he 
found that of all sports, football players performed least well 
scholastically. In a later study, Kiger and Lorentzen (1987) found that 
both race and revenue sport participation were negatively related to 
academic success. In an article on racial differences within college 
athletics, Vance (1982) reported that in a study of student athletes' 
success in a core curriculum required of all students, minority student 
athletes had a CPA of 1.73, while white athletes in the same sports had a 
CPA of 2.44. He also reported that within the Big 10 athletic conference, 
minority student athletes did not do as well as predicted by high school 
rankings and college entrance exams. In a recent study. Sellers (1992) 
looked at the race of male student athletes, not as a predictor, but as a 
definition of one group of athletes which may have differing predictors 
for academic achievement than another. His findings suggested that there 
were differences in the predictors of college CPA for student athletes. 
He found that the only predictors which were significant predictors with 
minority student athletes were high school CPA and the mother's 
occupation. Although these variables are significant, they accounted for 
only 4% of the total variance. Significant variables for white student 
athletes were high school CPA, socioeconomic status, and SAT composite 
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score. These variables accounted for 15% of the variance of white student 
athletes' college CPA. 
The academic success of student athletes who have transferred has not 
been as extensively studied as other subgroups. In a study of students 
who transferred from a community college to a university, Johnson (1987) 
found that, compared to students who entered the university directly, the 
transfer students were less confident socially and academically. 
Additionally, transfer students had lower academic ability and motivation 
than their counterparts who enrolled directly into the university (native 
freshmen). She compared the attrition rates of native freshmen and 
transfer students after one semester at a university. Reported graduation 
rates varied from 14% to 27% for native freshmen and from 22% to 35% for 
the transfer student (Johnson, 1987). By contrast, using a study of 
student athletes at Southern Illinois University, Brigham (1981) found 
transfer students were more likely to graduate than native freshmen. 
Stuart (1983) challenged the selection of the graduation rate as the 
dependent variable in studies of student athlete academic success, 
claiming it is an invalid indicator. She suggested that graduation may 
never have been a goal of many student athletes, especially those in 
revenue-producing sports (football and basketball), which utilize 
collegiate athletic experience as preparation for professional sports 
teams. Following her logic, academic success may be better defined as 
remaining academically eligible for participation in intercollegiate 
athletics. The selection of athletic eligibility instead of graduation 
emphasizes what may be most important to student athletes--the ability to 
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participate in intercollegiate athletics. This paradigm assumes that 
student athletes see college as a developmental step for a career in 
professional sports (Stuart, 1983). The view of a student athlete that 
college is a "training camp" for professional sports is unfortunate 
because less than 2% of collegiate football or male basketball players 
move on to a professional career (Kennedy & Dimick, 1987). The athletes 
who do enter the professional ranks are even less likely to get a degree 
than their counterparts who do not play professional sports (Henschen & 
Fry, 1984). 
Investigations into gender differences within student athletes have 
consistently shown that female student athletes have a higher predicted 
academic success (using either CPA or graduation rate as the dependent 
variable) and have a higher rate of achievement of academic success than 
their male counterparts (Mayo, 1986; Kiger & Lorentzen, 1986). This does 
not seem to change over time. The latest NCAA report on the graduation 
rates at Division lA schools demonstrated a higher graduation rate of 
female student athletes than of male. According to a recent article in 
the Chronical of Higher Education (Graduation Rates, 1992), the 
percentages of graduation for freshman student athletes from NCAA 
Division I schools who entered during the 1983-84 school year were 
female, 61%, and male, 47%. 
This is similar to recent graduation data for recruited student 
athletes from Iowa State University. Spanning a five-year period, the 
ISU Office of the Registrar (ISU, 1992) reported females, 69%, and 
males, 44%. 
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The effect of actual competition (as defined as starting or playing a 
significant portion of the game) on academic performance has been of 
interest to some investigators. Hanks (1976) found that varsity 
competition was not detrimental for student athletes in terms of GPA or 
attrition. An even earlier work by Kirchner (1962) concluded that 
athletic participation did not have any detrimental effect. He found that 
freshmen participating on varsity teams showed higher levels of scholastic 
achievement than their nonathlete counterparts. This was partially 
supported by a later study by Gurney and Stuart (1987). They found that 
competing freshman student athletes did as well academically as did 
noncompeting freshman student athletes. Their study was marred, however, 
by the response rate of only 50% of the athletic directors surveyed. 
Numerous variations of these basic studies and additional variables 
have been utilized in an attempt to more accurately predict academic 
success defined as either GPA or graduation. In his review of studies on 
prediction of academic success. Sellers (1992) found that high school GPA 
has consistently been shown to be a significant predictor of college 
academic success. Its frequency of use as a potential predictor may 
reflect its ease of collection more than the strength of its predictive 
ability. College entrance exam scores have, at best, been shown to be 
only weakly correlated with academic success (Brigham, 1981; Blanchfield, 
1971; Cook, 1984; Lange, 1991). The consistency of these findings raises 
the question of why does the NCAA use standardized scores as a means of 
determining initial student athlete eligibility when the scores are at 
best weak predictors of the potential of academic success? 
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Blanchfield (1971) found that the highest predictor of academic 
success in college was the first semester CPA.. In a study for the NCAA, 
Lang (1991) grouped student athletes into three groups, those performing 
academically well, moderately, and poorly. He found that factors which 
distinguished student athletes in the low performance group from the other 
groups were race (minority), sport (revenue), gender (male), and intensity 
of sport (high win/loss ratio). Brigham (1981) looked at the pre-college 
predictive factors of high school CPA, high school rank, ACT scores, high 
school size, family income, and race. He found that ACT scores and family 
income had the highest predictive ability. Cook (1984) analyzed a 
combination of demographic and high school performance factors in her 
study of 59 football players at a predominately black college in the 
South. She found that utilizing seven variables (race, number of games 
played, number of semesters in developmental reading courses, number of 
semesters in study improvement courses, ACT math scores, ACT natural 
science scores, and entrance eligibility status (a direct reflection of 
high school CPA), she was able to account for only 24% (R^=0.241) of the 
variance of the student athlete's overall college CPA. Fall grades were 
best predicted by the same factors with the exception of entrance 
eligibility status. She was able to account for 23% (R^=0.229) of the 
variance of the fall semester grades. 
Other Explanations for Non-persistence 
In his development of a path analysis model for the general college 
student population non-persistence. Bean (1980) used as a basis. Price's 
(1977) study of turnover within work organizations. In two papers 
presented to the American Educational Research Association annual meeting 
(1979, 1980), Bean applied variables normally used to explain turnover in 
the business and work environments to the study of student non-persistence 
toward a degree. The results of other researchers and theorists of non-
persistence may be applicable to the situation of the general student body 
and student athletes in particular. 
The general public will often cite a lack of motivation if asked why 
someone does not persist toward a goal which is admitted by that person to 
be important. Those individuals who believe that the lack of motivation 
is a reason for student athlete attrition, utilize a paradigm that the 
student athlete is capable of, and responsible for, making choices about 
his or her future. The paradigm asserts that, while that decision may be 
influenced by outside factors, the decision to fail to complete a degree 
and presumably the decision to fail to get a sufficient CPA and required 
credits is an internal decision on the part of the student athlete. 
Stamps (1988) has noted the duality of motivational issues when he stated 
that motivational issues contain two parts: 1) an internal set of stable 
personal characteristics unique to the individual, and 2) the particular 
external setting or social condition in which the individual is placed. 
He pointed out that the social condition is different for minority college 
students than for white college students. Minority students feel more 
alienated and isolated on campus, lack social support networks, and in 
general feel less family support for collegiate efforts (Mallinckrodt, 
1988). Thus, the concept of motivation will be different for minority 
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students than for white students. In this author's opinion, viewing 
minority college student's motivation from the white college student 
paradigm is inaccurate and ultimately damaging to the minority student. 
Part of the social context of the university which impacts upon 
students is the relationship between the student and the university 
faculty and staff (Mallinckrodt, 1988). Student athletes, like the 
general student body, are influenced by their associations. Wulfsberg 
(1989) was interested in the attitudes of university officials toward 
student athletes and issues affecting them. Questions concerning 
academics and athletics were asked of revenue sport coaches, players, 
university athletic directors, and faculty representatives. He found on 
questions concerning academics that the athletic directors and faculty 
were more sympathetic than were the coaches. When questions about 
athletics were asked, the coaches were more supportive than either the 
athletic directors or faculty representatives. Thus, the external 
individuals closest to the student athletes, the coaches, are more 
supportive of athletic issues than academic issues. 
This supports a process of gradual withdrawal from academics 
described by Adler and Adler (1990) in a rich qualitative study of male 
collegiate basketball players at a large Eastern university. In it they 
posit that student athletes begin their college careers idealistically, 
sincerely caring about academic success and motivated to learn and 
graduate. However, as the student athlete matures, his/her idealism 
wanes. Kiger & Lorentzen (1987) had demonstrated this condition 
quantitatively. Adler and Adler (1990) then relied upon Goode's (1960) 
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explanation of the stress of fulfilling a number of roles to explain the 
observed behavior in the student athletes under study. 
All students must fulfill the roles of college student including an 
academic and social portion. Student athletes, in addition, must fulfill 
a role of athlete including practice, competition, and excessive time away 
from the campus. Potential superstars also must fulfill roles requiring 
publicity and interaction with alumni and boosters not required of others. 
Unfortunately, the academic preparation of the superstars is often the 
weakest. The star athlete was not challenged in high school and when 
he/she enrolls in the university, each of the roles--student, athlete, and 
public figure--requires more time and effort than expected. 
The authors contend that in an attempt to lessen the demands of the 
numerous roles, the student athlete shifts attention to the role most 
easily and enjoyably fulfilled, athletics. The student athlete becomes 
isolated from the general student body and athletics becomes the prime 
motivator. Increased effort is expanded in athletic activities. Student 
athletes with hopes of a professional career often focus solely upon that 
goal with the result of student athletes ultimately becoming disillusioned 
with and detached from the academic portion of the university experience. 
This shift of emphasis is gradual, beginning with statements which 
tend to attribute failure (or poor performance) in the academic realm to 
others, e.g., faculty who pay too little attention, staff who do not care, 
etc. As the level of success continues to fall, changes of major or 
colleges to those considered "easier" are frequent. At the point where 
the academic role is abandoned completely, the student athlete stops 
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attending classes, submitting course work, or studying for tests. As one 
of the subjects stated when his collegiate athletic career was about over 
and he could no longer be withheld from playing by poor grades, "They got 
no more hold over me. Once the season's over, I be splittin'. So I 
haven't gone to a single class this whole semester. I finally get to 
relax, hang out, go to movies, go out to bars" (p. 189). 
DeBoer (1985) investigated the appropriateness of Attributional 
Theory in academic settings. Attributional approaches explain an 
individual's decision based upon how an individual attributes the causes 
of success or failure in relation to a self-perception of his/her own 
abilities. An individual who perceives himself or herself to have low 
ability (considered a stable condition) may account for his/her failure in 
one area by believing that it was beyond his/her abilities, i.e., "The 
courses are too hard," "I must spend too much time at practice," etc. 
This individual viewed failure as a likely consequence of any behavior and 
was, therefore, likely to give up and quit trying. If another individual 
viewed himself or herself as having ability, and failure was not expected 
in most situations, failure would be considered an unstable condition. 
These individuals would view the consequences as, at least in some degree, 
the result of their own effort level. In other words, they can affect the 
outcome and they will generally exhibit higher levels of persistence and 
improved quality of performance. When faced with new situations, 
according to attributional theory, individuals will respond in their most 
preferred mode, expecting either failure or success. DeBoer (1985) found 
that attributional theory predicted how freshman students would respond to 
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first term grades, given their attributional state. Students who 
attributed success to stable internal states were more likely to continue 
to take classes in that area and to expect to do well in them. Those who 
attributed failure to stable, internal conditions were least likely to 
continue taking classes in the subject and had lower expectations for the 
future. Students who attributed their success or failure to external 
causes were found to fall between those who attributed their success or 
failure to internal causes. 
In their review of studies prior to 1980 concerning factors of 
persistence of minority college students, Graham (1984) found that the 
dominantly held view was that minority students were external in their 
attribution of causes for lack of success. In studies since the 1980s, 
they found a decreasing tendency for minority students to be externally 
oriented. More recent studies utilizing self-perception have indicated 
that, among minority college students, there is no difference between the 
proportions of students who attribute externally and internally cause of 
failure. 
Another internal/external theory is the social learning theory of 
Rotter (1954). Often referred to as the locus of control theory, it has 
been applied to numerous situations where individuals can either make 
decisions for themselves, reflecting internal control, or allow the 
decisions to be made by others or conditions which are allowed to develop, 
reflecting external control (Rotter, 1966). He found that individuals 
relatively internal in their locus of control are more likely to exert an 
effort to control their environment, be less susceptible to social 
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influences, and more achievement oriented. Externally oriented 
individuals see circumstances controlling situations as beyond their 
control. 
The locus of control paradigm has been applied to a variety of 
situations including recovery from cardiac surgery (Hansen, 1983) and 
minority student attrition in college (Graham, 1984). Graham's study of 
race and locus of control provided inconsistent results as to whether 
whites or blacks were more internal in their locus of control. The author 
speculated that the inconclusive results could have been caused by an 
internal/external scale which was not unidimensional. Whatever the 
reason, this line of study has not been shown to explain the graduation 
rate of student athletes (Graham, 1984). 
The problem of student athlete attrition may be viewed as a function 
of burnout or, as described by Goode (1960), role strain. According to 
Goode (1960), in order to reduce role strain, an individual must either 
leave one or more of the roles he/she is in or change his/her relationship 
to the roles. Multiple roles which a student athlete must fulfill has 
been the focus of a theoretical analysis by Snyder (1985). In it he 
posits that there are two approaches to the multiple role situation of a 
student athlete. The first approach is the finite asset theory which 
assumes a finite amount of time and energy which, when spent in one 
endeavor, e.g., athletics, is not available for another, say academics or 
social activities. The individual within this framework must constantly 
evaluate the competing needs and manage the assets available to meet these 
needs. Snyder refers to Goode who believes that the effect of finite 
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resources to meet requirements of multiple roles causes psychological 
stress and strain. 
Marks (1977) advanced a second approach. He proposed that energy and 
commitment are not finite and that success in activities that we are 
seriously committed to often produces more energy rather than reduces it. 
Snyder paraphrased this by stating, "According to this view, we have ample 
time and energy for all roles to which we are highly committed, and we 
feel more energetic for having done so" (p. 21). 
Tinto (1975) has proposed a "Cost/Benefit" theory to account for 
student non-persistence. In his review of studies concerning college 
student dropouts, he theorized that actions taken by a student can be 
understood as a logical attempt to maximize a cost-to-benefit ratio. 
Students drop out when the benefits do not exceed the costs or when the 
ratio, even if positive, becomes unacceptably low. If the benefits of 
academic attainment, personal satisfaction or friendships do not outweigh 
the costs in terms of money, time, and the inability to become involved in 
more desirable activities, the student will voluntarily withdraw from 
college. Persist or withdraw-- these are the two alternatives from which a 
college student chooses in the constant, ongoing evaluation of the 
cost/benefit ratio. 
When this approach is applied to student athletes, especially those 
with a goal of playing professionally, grades do not hold a reinforcement 
value intrinsic to themselves but instead, only act as a requirement which 
must be met in order to remain eligible to compete. When the 
intercollegiate sports career is over due to completion of eligibility. 
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grades do not hold any positive reinforcing value. Graduation holds 
little value since it is not required in order to play professional 
sports. At this point, the strain of academic demands becomes a cost 
higher than the benefits received and the student athlete drops out of 
college. 
Tinto (1975) proposed another sociological theory to help explain the 
dropping out of college students. He utilized Durkheim's (1951) theory of 
suicide and hypothesized that failure to complete college was detrimental 
to self (similar to suicide) and tested, as reasons for dropout, reasons 
similar to those proposed by Durkheim for suicide, e.g., insufficient 
integration with the social environment or insufficient congruency with 
prevailing social values. 
The lack of social integration and the coexistent lack of social 
support postulated by Tinto (1975) has been a focus of studies that have 
indicated that minority students feel the university setting to be a less 
supporting atmosphere than do white students (Mallinckrodt, 1988; Lang, 
1988) . Bean (1980) developed his path model based upon an extension of 
this line of thinking; that the central variable toward persistence is 
institutional commitment, i.e., commitment to the university which is 
certainly a form of integration with the atmosphere of the university. 
Summary 
The fact that student athletes, especially minority athletes in 
revenue-generating sports, graduate at a much lower rate than their white 
counterparts has generated much criticism of the university athletic 
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system in the public press (Bruner, 1992; Chronicle of Higher Education. 
1991; Gup, 1989; Witosky, 1988). Unfortunately, research into the 
prediction of graduation of students in general has been characterized by 
inconsistency in findings. Based upon zero-order correlations, even 
variables which are statistically significant, seldom account for more 
than 15% of the variance. 
Tinto (1975) has suggested that part of the problem has been a lack 
of testable theoretical framework for research in student non-persistence. 
Few studies have used established socio-psychology theories as a basis for 
research on the study of turnover or commitment. Exceptions have been the 
application of the theory of locus of control to student athlete attrition 
by Graham (1984), attributional theory in the academic situation (DeBoer, 
1985), Tinto's (1975) application of Durkheim's theory of suicide, and the 
multiple role theory of burnout (Snyder, 1985). 
Understanding the factors surrounding non-persistence of student 
athletes is equally elusive. High school GPA and college entrance 
examination scores have been shown to have the highest correlation with 
academic success, but the amount of variance accounted for is low. 
Because of the unique situation in which the student athlete finds him or 
herself, the predictions used for the general student body do not seem to 
apply to the student athlete. 
In order to explain the mixed results of whether student athletes do 
better than their nonathletic student counterparts, Snyder (1985) reviewed 
the variety of reasons put forward to explain why or why not student 
athletes do better academically. Many of them have been tested and 
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unfortunately have produced conflicting and confusing results. The 
following are reasons often presented to explain why student athletes 
perform better academically than their nonathlete counterparts : 
1. Increased interest and identification with the school; 
2. Motivation to do well academically in order to remain eligible; 
3. Success in athletic pursuits leading to a heightened sense of 
self-worth, which is translated into academic achievement; 
4. Coaches taking a personal interest in the academic well-being of 
the student athlete; 
5. Athletic competition which emphasizes qualities that lead to 
success in academic endeavors ; and 
6. Athletic participation leading to membership in an elite peer 
group which fosters a positive attitude toward academic success. 
Similarly, Snyder (1985) presents reasons most commonly presented to 
explain poor academic success by student athletes; 
1. Athletics demand an inordinate amount of time and energy which 
are then not available for academics ; 
2. In order to maintain eligibility, the academic role is corrupted 
by preferential treatment and lenient grades ; 
3. In order to maintain eligibility, student athletes take easy 
courses which have little effect on their academic career; 
4. The academic effort is devalued by the expectation of 
professional status; and 
5. The qualities of hard work and dedication stressed in athletics 
fail to transfer to the academic realm. 
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Kiger and Lorentzen (1987) identified additional reasons for poorer 
academic performance by student athletes; 
1. Student athletes are not as academically prepared; and 
2, Coaches do not effectively promote academic efforts beyond that 
required to remain eligible. 
In their article, they posit another reason for academic success of 
student athletes, the social support provided by being involved in 
intercollegiate athletics at a Division lA university. By this they mean 
that student athletes often live in separate living quarters (athletic 
dorms), are provided different (and generally thought to be better) food 
at training tables, have enforced study procedures (study tables), and 
have access to academic assistance often not available to the general 
student body. 
Cope and Hannah's insight into the nonathletic student (1975) may 
also be applicable to the student athlete: "Non-persistence, of course, 
does not necessarily mean failure on the part of the student or the 
college. Many students simply terminate their enrollment when their 
objective is to take a few courses or they just want to start college 
without intending to finish" (p. 2). This implies that failure to persist 
is a function of a number of variables, not the college alone. As Tinto 
(1975) has stated, attrition is a process. In the case of student 
athletes, the process may include interaction between the student athlete 
and the school, the student athlete and the team, and the interactions 
between the student athlete and other students on campus. 
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A review of the literature describing student athlete academic 
progress provides numerous examples of research undertaken without a 
theoretical foundation. The results of these studies indicate minimal 
zero-order correlations between easily obtained independent variables, 
usually based upon high school academic effort. Few approach collegiate 
academic progress from the multivariate position utilizing paradigms shown 
to have great explanatory ability in other, but similar, situations 
involving persistence. An approach which incorporates all of the above 
will be presented in Chapter III. 
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CHAPTER III. METHODOLOGY 
Protection of Human Subjects 
This study has been reviewed by the Iowa State University Committee 
on the Use of Human Subjects in Research. They concluded that the rights 
of the students were protected, confidentiality of data assured, and that 
the potential benefits of the knowledge sought outweighed any risks to the 
student which may be present. Four data sets were electronically merged 
to provide a record of one per student athlete. The information was 
merged by individuals from Administrative Data Processing working with the 
Registrar's office. To insure the ability to identify records within the 
original data sets, social security numbers were scrambled and replaced 
with alpha characters. Any identifying information (other than the 
variables under study) was deleted to preserve the confidentiality of the 
student athlete. 
Subj ects 
The subjects of this study were student athletes who self-reported 
during fall 1992 registration that they participated in intercollegiate 
athletic competition. Freshman student athletes registering for the first 
time were excluded. Student athletes who completed college credit at a 
previous time but still registered as freshmen were included in the study. 
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Design 
A causal-comparative approach (Borg & Gall, 1989) was used to 
investigate the relationship between three groups of independent variables 
and the dependent variable of academic progress. The three groups of 
independent variables were: 1) pre-college and fixed variables, 2) 
college academic variables, and 3) academic success. 
Dependent Variable 
Academic progress was operationally defined using two variables. The 
first variable was the overall collegiate CPA reported as a value ranging 
from 0.0 to 4.00. It was calculated by dividing the total number of 
quality points earned by the number of hours of completed credit to which 
those quality points apply. 
The second variable was the total number of credit hours earned prior 
to fall 1992. This included credits used for the computation of CPA and 
any credits earned under grading systems of pass/no pass, satisfactory/ 
unsatisfactory, etc. which were not reflected in the CPA. 
Independent Variables 
The independent variables were grouped a priori into three broad 
classes; 1) pre-college factors, 2) intercollegiate athletic success 
including both team and personal success, and 3) collegiate academic 
success. 
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Pre-college variables 
The first group of independent variables, pre-college and fixed, 
included high school academic endeavors and the fixed variables of family 
background and demographic information. Included in the pre-college 
academic endeavor subset of variables was high school rank. These data 
were provided by the student athlete's high school and were calculated at 
the end of the junior year. The percentile ranking, 100 the highest and 1 
the lowest, was used as an indicator of academic success in high school. 
A second variable contained in the pre-college subset was the number 
of credits of high school math, science, and foreign language the student 
completed. Iowa State University has a well-deserved reputation for 
academic rigor. Because of its scientific orientation, a strong math and 
science background was presumed to be a predictor of successful academic 
progress while enrolled as an undergraduate. 
A third variable in this subset was the scores from college entrance 
examinations. Both the American College Test (ACT) and the Scholastic 
Aptitude Test (SAT) are used by admissions departments in order to assist 
in the selection of first-time students most likely to succeed in college. 
These tests are required of student athletes as well. Transfer students 
are not required to provide college entrance examination scores. Because 
of differences between the SAT and ACT tests, it was possible that scores 
of either or both tests have been reported for student athletes. In an 
article in the Chronicle of Higher Education. Vance (1982) has quoted Ann 
Mayo as saying that the SAT and ACT are not equivalent. Minority students 
do not score proportionally as well on the SAT as on the ACT. For this 
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reason, some student athletes may have taken both tests in order to obtain 
the best scores. Since either test score may be submitted for admission, 
either set of scores was used as a predictor. 
Originally, the subscores of the ACT and both SAT scores were to be 
used in the prediction model. It was felt that the difference between the 
verbal and math/science component would add prediction that would be 
masked in the use of a single score. Analysis of the correlation matrix 
produced with all variables indicated that there was an extremely high 
correlation rate between the ACT composite and subscores. It was felt the 
lack of variation within the subscores would cause a spuriously high 
standard error in the later multivariate analysis. For this reason, the 
ACT subscores were omitted from final analysis. A similar problem existed 
with the SAT verbal and SAT math subscores. Fortunately, these subscores 
could be used to estimate an ACT composite score. 
Seventy-one student athletes had taken both the SAT-V/SAT-M and the 
ACT. Using the SPSS regression procedure (SPSS, 1990), SAT verbal and 
math subscores were regressed upon the ACT composite score in order to 
develop a prediction equation to use when student athletes at Iowa State 
University had submitted only the SAT scores. Currently, Iowa State 
University utilizes a percentile ranked conversion generated from national 
data (personal conversation with Robert Bergmann, January 20, 1993) for 
the evaluation of prospective students. This author felt that the 
national population was sufficiently different to warrant the development 
of a prediction factor based upon student athletes at Iowa State 
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University. The results of this prediction calculation are presented in 
Chapter IV. 
The variable included in the family background was whether one or 
both of the parents of the student athlete have a baccalaureate degree. 
Variables included in demographic information included United States 
citizenship, ethnic background, and gender. 
College academic variables 
Data related to the second group of independent variables, the 
student athlete's collegiate academic efforts, included work undertaken at 
Iowa State University and other institutions from which credits were 
transferred to Iowa State University. The amount of transfer credit and 
CPA of that credit has been proposed as a factor in the student having 
difficulty meeting the academic demands of Iowa State University (personal 
communication. Dr. Frederick G. Brown, August 1992). 
Many student athletes find it necessary to transfer credit toward 
their program at Iowa State University. Of the 523 student athletes, 197 
(37.6%) have transferred credit to Iowa State University. In order to 
differentiate students who have been full-time students at another 
institution, an arbitrary upper limit of 12 credits was established. The 
rationale for this value was developed as follows: If a student athlete 
has less than 12 transfer credits, he/she did not complete a full term at 
another institution. In addition, the 12 credit limit is easily reached 
if the student athlete were to take one course per summer at another 
institution while still remaining enrolled during the academic year at 
Iowa State University. Student athletes who transferred more than 12 
credits were considered for this study to be transfer students; those who 
transferred 12 or less are not considered transfer students. 
Another variable within this subset relates to the difficulty of the 
college in which the student athlete was enrolled. Previous research by 
Mundfrom (1991) which developed a rating of Iowa State University course 
difficulty was used in this research to determine Iowa State University 
course difficulty. Although Mundfrom's work was not expansive enough to 
include all courses taken by student athletes, his work does support that 
differing classes, and presumably majors and therefore colleges, are more 
difficult than others. By averaging the individual course difficulties as 
rated by Mundfrom for each college, an estimate of difficulty for each 
college was formulated. The colleges were then ranked with the most 
difficult as first, the least difficult as last. The results of this 
classification are listed in Appendix B. The college of enrollment was 
recorded as a dummy variable. The order of these colleges (coll to col7) 
reflect the rank order of difficulty determined by Mundfrom's study. 
A third variable in this subset was the academic classification of 
the student athlete: 1) freshman, 2) sophomore, 3) junior, 4) senior, or 
5) fifth-year senior. These numerical variables were used to calculate 
other variables and provided coding information for dummy variables 
reflecting the student's academic progress. 
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Athletic success variables 
For purposes of this study, athletic success consisted of two 
separate components: 1) personal success, how well an individual student 
athlete performs; and 2) team success, how well the team of which the 
student athlete was a member performed. Both variables were used because 
it was possible that even if a student athlete does not personally perform 
well, he/she identified with the success of the team. The obverse may 
also be true; the team as a whole performed poorly but the student athlete 
personally performed well. 
The first variable of this subset was rate at which the student 
athlete has earned athletic letters. The rate was determined by the 
division of the total number of athletic letters earned by the numerical 
value for the class rank, e.g., freshman. 
A second variable indicating the personal skill level of a student 
athlete was the rate of awarding financial aid (commonly known as 
"scholarships") to student athletes. The higher the amount of aid, 
presumably the higher the expectation of the coaches as to the skill 
abilities of the student athlete. This variable will be coded as follows: 
0=no scholarship. Impartial scholarship, and 2=full scholarship. The rate 
of scholarship was calculated by dividing the values of scholarship for 
the years enrolled. 
The variable reflecting team success was the team's conference 
standing at the end of the season. If the team finished first in the 
conference, the team was given a value reflecting this standing, 1. If 
the team finished last in the conference, the value was 8. In the 
situation where the sport was not offered by all other conference 
institutions, the team's reported success will reflect the position 
relative to those schools which support the activity. In order to 
determine the overall standing for track and field (spring track), which 
consisted of an indoor and outdoor season, the indoor and outdoor results 
were averaged together. In cases where a tie in the rankings occurred, 
the value of the higher of the positions was used. For example, if two 
teams tied for second place, the value of 2 was used vice 2.5. 
The positive effects of a successful season may continue into future 
seasons. The reputation of the team and the exploits of star members may 
instill a positive attitude on athletes new to the team even though they 
personally did not contribute to the team's success. This would be 
expected if a number of athletes from the successful season remain on the 
team. To account for this carryover of positive effects, the value 
representing the highest conference ranking during the five-year history 
of the team was utilized. Conference rankings for the 1992-93 school year 
were not used. 
The final variable within this group was the graduation rate of the 
team as reported to the National Collegiate Athletic Association (NCAA) by 
the Registrar's office. The format for this report was mandated by the 
NCAA and reflects only the graduation rate of "recruited" student athletes 
over a six-year time frame. It was assumed that the graduation rate for 
recruited student athletes was indicative of the importance of academic 
achievement as perceived by the team, the coach, and of his/her staff. If 
a student athlete was involved in more than one sport, the graduation rate 
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used was the rate for the primary sport as identified by the student 
athlete. 
Sources of Data 
Three Iowa State University offices provided the information 
necessary for this study: the Registrar's office, the Athletic Academic 
Support Services office, and the Athletic Media Relations office. 
Specifically, the Registrar's office provided data for variables in pre-
college and college academic groupings and the graduation rate per sport. 
The original source of this information was the student athlete's 
application, high school transcripts, and college entrance examination 
scores submitted as application information to the admissions office. The 
list of student athletes who self-reported that they were involved in 
intercollegiate athletics during enrollment for fall 1992 were provided by 
the Registrar's office. The Athletic Academic Support Services office 
provided scholarship information and the Athletic Media Relations office 
provided the names of letter winners and Big Eight conference team 
standings. 
Hypotheses 
The following hypotheses were tested utilizing the multivariate 
statistical analysis indicated for each. They are stated in the null 
format. 
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Hypothesis 1: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of student athletes at Iowa State 
University. This will be tested utilizing canonical analysis. 
Hypothesis 2: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of student athletes when analyzed by 
gender at Iowa State University. This will be tested utilizing canonical 
analysis. 
Hypothesis 3: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of student athletes when analyzed by 
sport. This will be tested utilizing canonical analysis. 
Hypothesis 4: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of male or female student athletes 
participating in basketball at Iowa State University. This will be tested 
utilizing canonical analysis. 
61 
Hypothesis 5: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of male student athletes when analyzed 
by participation in revenue sports or nonrevenue sports at Iowa State 
University. This will be tested utilizing canonical analysis. 
Hypothesis 6: 
The three primary groups of variables, 1) pre-college variables, 
2) collegiate academic variables, and 3) athletic success, will not be 
able to predict academic progress of student athletes at Iowa State 
University when analyzed by minority or non-minority status. This will be 
tested utilizing canonical analysis. 
Hypothesis 7: 
The proposed model of student athlete academic progress will not be 
supported by path analysis. If confirmed, the model proposed will assist 
in the understanding of sequential effects of maintaining academic 
progress by student athletes at Iowa State University. The model will be 
based upon information developed by examination of the variable 
relationships discovered in this research. 
The results of this research will be presented in Chapter IV in the 
following order: 1) descriptive information about the sample under study; 
2) descriptive information concerning the variables under study; 3) the 
results of stepwise multiple regression analysis of the dependent 
variables analyzed singly with all independent variables; 4) the results 
of bivariate correlations between variables; 5) results of the canonical 
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analysis of Hypotheses 1 through 6; 6) the presentation of the causal 
model; and 7) results of the testing of that model. 
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CHAPTER IV. RESULTS 
Introduction 
The purpose of this study was to examine the effectiveness of groups 
of related variables in predicting academic progress by student athletes 
at Iowa State University. The three groupings of variables included: 
pre-college and fixed, collegiate academic success, and collegiate 
athletic success, which included 11 individual variables (see Appendix A). 
The number of variables per group was pre-college, 5; collegiate 
academics, 2; and collegiate athletic success, 4. 
The following assumptions and premises, based upon information 
discussed in the Review of the Literature, guided the development of this 
study: 
1. Factors need to be identified which assist in the prediction of 
failure to make academic progress by student athletes in order for 
effective intervention to take place. 
2. The data reported regarding student athletes are accurate. 
3. Using student athlete graduation rates as a dependent variable 
requires assumptions not shown to be true in other studies: a) a student 
athlete will graduate only from the school for which he or she competes ; 
b) the establishment of an arbitrary cutoff time in which a graduation 
must occur implies that there are different qualities of the student 
athlete other than the time it takes to graduate; and c) graduation is a 
goal of all student athletes. If, in prediction studies, the graduation 
rate or attrition is selected as a dependent variable, by the time the 
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predicted event occurs, i.e., failure to graduate, it is too late to 
intervene. Antecedents need to be identified which predict the failure to 
graduate in order for effective intervention to take place. 
4. Most previous studies of academic success have relied upon zero-
order correlations or limited multiple variable approaches which use a 
combination of variables previously studied singularly. As a result of 
these methodological shortcomings, the amount of variance explained by 
these studies may have been statistically significant but often was not 
meaningful. 
5. Due to the predictive nature of this study, a multivariate 
approach to data analysis was required. An additional constraint upon the 
analysis was the use of a bivariate set of dependent variables for each 
student athlete, cumulative CPA, and total number of college credits 
earned. In order to maximize the correlations between the linear 
functions, a canonical correlation method was used (Cooley & Lohnes, 
1971). 
The Sample 
A total of 523 student athletes self-reported involvement in 
intercollegiate athletics at Iowa State University during fall 1992. The 
majority were male (370) and non-African American (403). When analyzed by 
class standings, a larger proportion registered as upper class (i.e., 
junior or senior standing) than registered as lower class (freshman or 
sophomore standing). The breakdown by gender and ethnic background for 
each level of class standing is provided in Table 1. 
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The primary sport of the student athlete was considered to be the 
sport listed by the student athlete during registration. If the student 
athlete was involved in more than one sport, the primary sport was the 
first one listed during registration. Where available, these data were 
confirmed by scholarship information from the Athletic Department. The 
ethnic distribution of student athletes by their primary sport is shown in 
Table 2. The largest group of student athletes regardless of gender or 
ethnic background is football. It is also the sport with the largest 
number of minority players. Men's basketball had the highest percentage 
of minority players. Women's track had the highest number of minority 
females on the team. The women's basketball team had the highest 
percentage of minority female student athletes. 
Table 1. Class standing of student athletes at Iowa State University 
by ethnic background and gender 
Did not Total 
Class identify^  Minority Majority female/male 
standing Female/male Female/male Female/male Combined % of overall 
Freshman 0/6 5/10 20/42 25/58 83/15.8% 
Sophomore 3/4 1/16 36/72 40/92 132/25.2% 
Junior 3/8 5/21 31/62 39/91 130/24.8% 
Senior 5/7 4/22 39/98 48/127 175/33.6% 
Fifth-year 
senior 0/0 0/0 1/2 1/2 3/0.6% 
Totals 
% of overall 
11/25 
36/6.9% 
15/69 
84/16.00% 
127/276 
403/77.1% 
153/370 
523/100% 
R^espondents did not identify ethnic background. 
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Table 2. Primary sport indicated during registration for fall 1992 of 
student athletes at Iowa State University by ethnic background 
(Sports are listed alphabetically utilizing NCAA reporting 
format.) 
Did not Total 
Primary sport identify Minority Majority % of overall 
Men's baseball 0 2 37 39 
7.5% 
Men's basketball 2 8 7 17 
3.3% 
Men's football 7 45 95 147 
28.1% 
Men's other® 8 1 73 82 
15.7% 
Men's track 5 8 29 42 
8 . 0 %  
Men's wrestling 3 5 34 42 
8 .0 % 
Women's basketball 0 6 6 12 
2.3% 
Women's other'' 7 1 99 107 
20.5% 
Women's track 4 8 23 35 
6.7% 
®Other men's sports include cross country, golf, gymnastics, 
swimming, and tennis. 
''Other women's sports include cross country, golf, gymnastics, 
Softball, swimming, and volleyball. 
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The high school rank data for student athletes are used in percentile 
rank format; 100 is the highest and 1 is the lowest. The mean of the 
student athletes whose high schools provided rank was 69.5; the median was 
74.0. The high school ranking of the student athletes varied from 8 to 
99. 
The college entrance examination scores of student athletes include 
423 (81%) ACT scores and 171 (33%) SAT scores, indicating that 71 student 
athletes have taken both entrance exams. The ACT scores (including 
subparts) and SAT subparts are reported in Table 3. The scores of the 
student athlete group on the ACT composite are lower than the general 
student body. Incoming freshmen at Iowa State University in fall 1992 had 
a mean ACT composite score of 24.0, a median of 24.2, a high of 36, and a 
low of 13 (Annual Statistical Report. 1992). This compares with scores 
for student athletes of mean, 21.8; median, 22; high, 33; and low, 9. 
Table 3. Mean, median, mode, and range of American College Testing and 
Scholastic Aptitude Test results for student athletes at Iowa 
State University 
Test Number Mean® Median Mode Minimum Maximum 
ACT composite 423 21. 8 22 22 9 33 
ACT math 421 22. ,1 22 22 4 36 
ACT English 421 20, ,2 20 19 3 32 
ACT social science 415 20. ,8 0 24 6 40 
ACT natural science 415 23. ,8 23 22 8 34 
SAT verbal 171 424, .9 420 470 200 660 
SAT math 171 506, ,2 510 530 230 770 
V^alue rounded to nearest tenth. 
A single variable for college entrance examination scores was needed. 
The Institutional Research office at Iowa State University uses nationally 
normed decile based ACT prediction tables for the conversion of SAT scores 
to ACT composite. The population used for these prediction tables was 
felt to be significantly different from the population of student athletes 
at Iowa State University to justify the development of a separate scale 
for use in this study. The high correlation between the ACT composite 
scores and ACT subscale scores precluded the use of the subscale scores in 
the study. As a result, a prediction equation was developed to predict 
ACT composite scores from SAT verbal and SAT math scores. The prediction 
equation used in this study was developed by regressing SAT subscores upon 
the ACT composite scores of the 71 Iowa State University student athletes 
who had taken both the ACT and SAT examinations. This equation was then 
used to predict ACT composite scores of student athletes who had taken 
only the SAT examination. Tables 4 and 5 provide the results of this 
regression procedure. 
This yielded a prediction equation as follows: 
ACT composite - -.338112 + .018687(SATM) + .030152 (SATV). 
A comparison of the predicted results of ACT composite scores from student 
athletes who had taken only the SAT with student athletes who had taken 
the ACT examination is provided in Table 6. 
The preparation obtained in high school in the areas of math, 
science, and foreign language of student athletes at Iowa State University 
varied greatly. At least 35% of the student athletes did not have high 
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Table 4. Results of prediction of ACT composite from SAT-math (M) and 
SAT-verbal (V) subscores 
Variable B S.E. B Sig. t 
SATM 
SATV 
Constant 
Multiple R .87 
.018687 
.030152 
-.338112 
Adjusted R^  
.002521 
.003210 
1.187384 
.75 
7.412 
9.394 
.0000 
.0000 
R< 
.76 S.E. 2.50 
Table 5. Analysis of variance results of prediction of ACT composite from 
SAT-M and SAT-V subscores 
df SS MS F Sig. F 
Regression 2 2335.57 1167.79 186.90 .0000 
Residual 120 749.75 6.25 
Table 6. Comparison of results of predicted ACT composite and scores 
taken by student athletes at Iowa State University 
Source N Mean Maximum Minimum 
ACT composite 421 21.76 33 9 
Predicted ACT 
composite 170 21.92 32.27 10.89 
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school credits in a foreign language, 9.6% had no math credits, and 10.3% 
had earned no credits in high school science. Table 7 lists the 
descriptive information about high school preparation in these three 
areas. 
Student athletes were preponderantly United States citizens, 498 
(95.2%). The remaining 25 (4.8%) claimed citizenship from other 
countries, primarily Europe or Africa. Because of the distribution of 
this variable, it was not used within the data analysis. 
Information concerning either of the parent's attainment of a 
baccalaureate degree was not provided in enough cases to warrant its use 
as a predictor. Only 19% of the student athletes responded despite 
repeated requests. Of the 100 student athletes who did respond, 43.3% 
indicated that either of their parents held a bachelor's degree. 
Student athletes are enrolled in all undergraduate colleges in the 
university (Table 8). The three colleges with the largest enrollment of 
student athletes were; Liberal Arts and Sciences, 150 (28.7%); Education, 
Table 7. Mean, median, mode, minimum and maximum number of high school 
units of foreign language, science, and math units earned in 
high school 
High school 
units Mean Median Minimum Maximum 
Foreign language 3.31 4 0 12 
Math 6.13 7 0 11 
Science 4.64 6 0 18 
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Table 8. College of enrollment of student athletes at Iowa State 
University broken down by ethnic background and gender 
(Colleges are listed in order of difficulty as determined 
by Mundfrom [1991].) 
College 
Did not 
identify® Minority Maj ority 
Total 
female/male 
Female/male Female/male Female/male 
Combined 
% of overall 
Business 1/4 2/15 13/58 16/77 
93/17.8% 
Engineering 0/6 0/4 13/43 13/53 
66/12.6% 
Design 1/2 0/2 9/21 10/25 
35/6.7% 
Liberal Arts 
and Sciences 4/4 10/23 38/71 52/98 
150/28.6% 
Agriculture 0/3 1/1 8/25 9/29 
38/7.2% 
Education 3/5 2/9 36/50 41/64 
105/20.1% 
Family and Con­
sumer Sciences 2/1 0/15 9/6 11/22 
33/6.4% 
Undeclared 0/0 0/0 1/2 1/2 
3/0.6% 
®Did not identify ethnic background. 
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105 (20.1%); and Business, 93 (17.8%). The colleges with the least 
student athlete enrollment were Family and Consumer Sciences, 33 (6.4%); 
Design, 35 (6.7%); and Agriculture, 38 (7.2%). 
The enrollment pattern of the student athletes at Iowa State 
University was similar to that of the general student body. The three 
colleges with the largest overall enrollment (which includes student 
athletes) were: Liberal Arts and Sciences (29.3%), Engineering (20.7%), 
and Business (13.3%). The colleges with the least general student body 
enrollment were Design (9.6%), Education (8.3%), and Family and Consumer 
Sciences (6.7%) (Office of the Registrar, Iowa State University, 1992). 
For purposes of this study, a dummy variable was established for each 
college. If a student athlete was enrolled in that college, he/she was 
given a value of "1" for that variable and a "0" in all of the other dummy 
variables reflecting colleges. Ethnic and gender data per college of 
enrollment by members of the general student body were not available. 
An analysis of student athlete college of enrollment by class 
standing is presented in Table 9. The actual number of student athletes 
enrolled in each college and the percentage of each class (e.g., freshman, 
sophomore, etc.) enrolled in each college is provided. A ratio of the 
percentages of enrollment by senior student athletes in a college to the 
percentage of freshman student athletes enrolled in the same college may 
provide some insight into shifts of college of enrollment by student 
athletes as they progress from freshman to senior. The senior to freshman 
ratio presented in Table 9 for Agriculture is 0.32, indicating the 
percentage of freshman enrolled in Agriculture is approximately three 
Table 9. College of enrollment of student athletes by class standing and percentage of the total 
of each class enrolled (The senior/freshman ratio is provided.) 
College 
Class standing 
Freshman Sophomore Junior 
Fifth-year Total 
Senior senior % 
Senior % to 
freshman % 
ratio 
Business 
Engineering 
Design 
Liberal Arts 
and Sciences 
Agriculture 
Education 
Family and Con­
sumer Sciences 
Undeclared 
Totals 
12 
14.4% 
8 
9.6% 
4 
4.8% 
30 
36.1% 
12 
14.4% 
15 
18.0% 
1 
1.2% 
83 
15.9% 
26 
19.6% 
15 
11.3% 
12 
9.0% 
38 
28.7% 
7 
5.3% 
26 
19.6% 
8 
6.0% 
0 
132 
25.2% 
29 
22.3% 
14 
10.7% 
12 
9.2% 
31 
23.8% 
11 
8.4% 
28 
21.5% 
5 
3.8% 
0 
130 
24.9% 
25 
14.2% 
29 
16.5% 
7 
4.0% 
50 
28.5% 
8 
4.5% 
35 
20.0% 
19 
10.8% 
175 
33.4% 
1 
33.3% 
0 
0 .0% 
0 
0.0% 
1 
33.3% 
0 
0 .0% 
1 
33.3% 
0 
0 . 0 %  
0 
3 
0.5% 
93 
17.8% 
66 
12.6% 
35 
6.7% 
150 
28.7 
38 
7.3% 
105 
20.1% 
33 
6.3% 
3 
0.6% 
0.99 
1.72 
0.83 
.79 
0.32 
1.11 
9.01 
N/A 
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times the percentage of seniors. This could indicate a movement out of 
the College of Agriculture as the student athlete progresses or the 
difference may represent unique differing enrollment patterns between the 
seniors and freshmen. An example demonstrating the opposite is shown in 
the College of Family and Consumer Sciences. The senior to freshman ratio 
in this college is 9.01, indicating that the percentage of senior student 
athletes enrolled in the College of Family and Consumer Sciences is 
approximately nine times as large as the percentage of freshmen enrolled 
in the college. This could indicate a transfer of students into the 
college or simply reflect differing enrollment patterns between current 
freshmen and seniors. 
Many of the student athletes have taken credits at other institutions 
and have transferred them to Iowa State University to apply toward 
graduation, CPA, and/or athletic eligibility requirements. Student 
athletes who are not allowed to enroll directly into a Division lA NCAA 
institution because of a poor high school academic preparation or poor 
high school grades, often will attend a junior (community) college, 
develop the academic skills necessary, and transfer to the university. 
These students typically transfer 24 or more semester credit hours to Iowa 
State University. Other student athletes may take courses over the summer 
in order to make up for heavy athletic participation during terms in the 
normal school year. Information concerning the number of hours 
transferred and the CPA of those hours is presented in Table 10. For 
analysis, each student athlete was identified as "1" or "0." A label of 
"1" indicated the student athlete had transferred more than 12 credit 
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Table 10. Frequency, mean, median, mode, minimum and maximum GPA of 
college level credit by amount of credit transferred by 
student athletes into Iowa State University 
Range of Frequency 
transferred (% of all with Grade point average 
credit (hours) transfer hours) Mean Median Mode Minimum Maximum 
Less than 12 hours 107 
54. ,3% 
2. 8 3.0 3, ,0 0. 0 4, 0 
12 or more but 
less than 24 hours 15 
7. , 6% 
2, ,9 2.7 2, ,0 0, ,0 4, ,0 
24 or more but 
less than 48 hours 33 
16, ,8% 
2, ,5 2.5 _ _a 0, ,0 3, ,8 
More than 48 hours 
(maximum 92) 42 
21 ,3% 
2, .7 2.6 2 .1 1. 8 3 ,9 
All transfer work 2 .8 2.9 3 .0 0 ,0 4, ,0 
®No repetitive values to determine a mode. 
hours from other institutions. A label of "0" indicated the student 
athlete had transferred less than 12 (including those who had not 
transferred any) credit hours to Iowa State University. 
Sixty percent of the student athletes in the sample had earned upper 
division credits, i.e., course numbers greater than or equal to 300. The 
range of upper division credits was surprisingly large: 0.0 to 184.0 
hours; with a mean of 12.0 and a median of 4.00. The record of two 
student athletes indicated a total of upper division hours for each 
exceeding 150.0 credits. Analysis of records of these student athletes 
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Indicated 3 units of transfer credit, 122 and 124 units earned at Iowa 
State University. The unaccounted for difference indicated a miscode. 
Neither of these cases was used in the remaining analysis. 
Indicators of athletic success include personal and team variables. 
Personal variables include formal recognition for skill displayed by the 
student athlete during competition. In the collegiate setting, the 
student athlete earns athletic letters. The more frequent the letters, 
presumably, the more skilled the athlete. Some student athletes are 
involved in more than one sport and can conceivably earn letters in more 
than one sport in a year. A variable that indicated the number of letters 
earned divided by the number of years the student has competed was 
computed for each student athlete. If the variable, letter rate (LRATE), 
had a value of 1.00, it indicated that, on the average, one letter was 
earned for each year in school. A value of 2.00 indicated that two 
letters were earned for each year in school. 
Of the 521 student athletes in this study, 293 (56%) had earned a 
letter, the remainder had not. An extreme value of 2.50 was found and 
investigated. The two student athletes with this value entered Iowa State 
University the second semester of their freshman year and earned an award 
but did not have enough credits to be promoted to sophomore standing the 
next fall. Excluding these two outliers, the range was 0.25 to 2.00, the 
mean was .77, the median .75, and the mode 1.00. 
Athletic scholarships are awarded as an enticement to play for a 
school. Scholarship can be viewed as a measure of expected ability. Some 
student athletes "walk on" and because of exceptional ability and skill 
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earn a scholarship; however, the number of these cases is small. Most 
student athletes receiving scholarships received the scholarship upon 
initial enrollment. Scholarships are awarded either in total (known as 
"full" scholarships) or as partial scholarships. Revenue-producing sports 
generally award either full scholarships or none at all. 
A rate of scholarship was computed for each student athlete in a 
similar manner to the letter rate. Because of the frequent "splitting" of 
the scholarships by minor sports, the information on scholarship 
distribution is less conclusive than the data regarding earned letters. 
Only 228 (43.8%) of the 521 student athletes at Iowa State University 
received any scholarship assistance. The median and the modal value 
(1.00) indicated a partial scholarship for each year of enrollment. A 
total of 54 (10.4%) student athletes were on full scholarships. 
The graduation rates for the primary sport during each year of the 
student athlete's involvement were determined. This value ranged from 
0.0% graduating in some sports to 100.0% in others. The minimum value 
(0.0%) indicated during that year that no members of the team graduated. 
The frequency that a team did not graduate any members within a year is 
low; only 13 occurrences in all sports for the five years under study. To 
determine a single value for each student athlete, the mean graduation 
rate for all years of their enrollment was calculated and used as a single 
variable, graduation rate. 
Some of the original variables under consideration were suspect 
because of their high intercorrelation with each other. Examples include 
the previously mentioned ACT subscores with the ACT composite, SAT verbal 
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with SAT math scores, and ACT composite with SAT verbal and SAT math 
scores. Other variables not used because of a high correlation with other 
variables were: CPA earned last term, cumulative hours (those which are 
used in the calculation of GPA) earned, the number of upper division 
credits earned, and the class standing of the athletes (freshman, 
sophomore, junior, senior, or fifth-year senior). Lack of independence 
between variables can mask true relationships because the common part of 
the variables is accounted for on the first analysis. 
The deletion of variables suspected upon methodological grounds to be 
highly intercorrelated was accomplished a priori. The remaining variable 
set was used for the analysis. The correlation matrix was examined for 
spuriously high correlations which may lead to unsupported conclusions. 
No such correlations were found. The descriptive statistics of the 
variables under analysis--mean, median, standard deviation, minimum and 
maximum values--are presented in Appendix D. The results of the canonical 
analyses are presented in Appendices E through T. 
Bivariate Correlations 
The bivariate correlations of the variables under study are provided 
in Appendix C. Because of the large sample size, correlations between 
.085 and .11 have been shown to be significant at the .05 level. For 
purposes of this analysis, however, correlations, regression coefficients, 
and variance accounted for will not be considered meaningful unless they 
are significant at the .01 level. 
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Expected positive significant correlations exist between variables 
reflecting academic ability such as entrance exam scores, the cumulative 
collegiate grade point average and units of high school math and science 
were found. The highest correlation (0.662**) was between one of the 
canonical dependent variables, total hours earned (TTH) by a student 
athlete, and the overall team graduation rate (GRDRATE). Other meaningful 
relationships involving TTH included correlations with the transfer credit 
(TRCR) of more than 12 hours (.288**); and conference ranking of the team 
(TMRANK) (.318**). Negative correlations exist between TTH and rate of 
earning athletic letters (-.166**), and rate of earning of athletic 
scholarship (-.358**). There were no meaningful correlations between TTH 
and college of enrollment or ethnicity. There was a significant 
relationship between the two dependent variables of TTH and cumulative 
grade point average (CGPA) (.179**). 
A meaningful positive relationship was found between CGPA and GRDRATE 
(.121**). Interestingly, although a relationship was found between TTH 
and TMRANK (.318**), none was found between CGPA and TMRANK, suggesting 
that the two dependent variables are not measuring overlapping constructs. 
Significant negative correlations were found between CGPA and ethnicity 
(ETH) (-.223**), and SRATE (-.132**). The two meaningful relationships 
between CGPA and college of enrollment are Family and Consumer Sciences, 
FAM (-.131**), and Engineering (ENGINER) (.194**). 
The variable of GRDRATE was meaningfully correlated with TMRANK 
(.359**), TTH (.662**), and CGPA (.121**). GRDRATE was negatively 
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correlated with SRATE (-.245**), TRCR (-.157**), and enrollment in the 
College of Agriculture (-.118**). 
Univariate Multiple Regression upon Dependent Variables 
Each of the independent variables was regressed against the dependent 
variables of CGPA and TTH. The order of stepwise insertion by variable 
group was group 1 variables, group 2 variables, and group 3 variables. 
Defaulted SPSS PIN and POUT values of .050 and .100 were used. The 
effects of the forced variable insertion are listed in Table 11. 
Academic performance in high school as reflected by variables HSR and 
ENTEXAM account for most of the total explained variance of CGPA. The R^  
of HSR and ENTEXAM combined - .357. The total R^  for all variables is 
.442. Beta weights significant at the .01 level for the independent 
variables regressed on CGPA are indicated in Table 12. 
Table 11. Stepwise insertion for dependent variable CGPA 
Variable Mult. R R2 Adj. r2 r2 ch. Sig. ch. r 
HSR .532 .283 .281 .283 .000 .532 
ENTEXAM .599 .357 .354 .074 .000 .523 
TTH .620 .384 .380 .027 .000 .189 
TMRANK .634 .402 .397 .017 .000 -.069 
ETH .644 .415 .409 .014 .001 -.227 
AG .656 .430 .423 .015 .001 -.108 
Remaining 
variables® .665 .442 .419 .012 .697 
®The remaining variables were inserted in the order of decreasing 
additions to R^ : DESIGN, HSFL, BUS, LRATE, TRCR, FAM, HSM, ENGINER, 
SRATE, HHS, EDUC, GRDRATE, and LAS. 
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Table 12. Beta weights, t values, and significance of t for 
independent variables regressed on CGPA 
Variable Beta t value Sig. t 
HSR .332 7.321 .000 
ENTEXAM .328 6.730 .000 
TTH .207 3.430 .001 
TMRANK -.192 -3.268 .001 
ETH -.129 -3.343 .009 
The independent variables were regressed upon the second dependent 
variable, TTH, in a similar manner. Variable groups were entered in the 
same order: group 1, group 2, and group 3. Default SPSS PIN and POUT 
values were used. The results are listed in Table 13. 
In opposition to the dependent variable CGPA, the variance of TTH is 
almost entirely explained by variables which are reflective of collegiate 
Table 13. Stepwise insertion for dependent variable TTH 
Variable Mult. R R2 Adj. r2 R^  ch. Sig. ch. r 
GRDRATE .7541 .569 .568 .569 .000 .7541 
TRCR .7873 .620 .619 .051 .000 .212 
SRATE .795 .632 .630 .012 .000 -.384 
ENGINER .799 .639 .636 .007 .003 .087 
TMRANK .802 .644 .640 .005 .011 .351 
CGPA .807 .651 .646 .007 .003 .188 
FAM .809 .655 .649 .004 .021 .092 
DESIGN .811 .658 .652 .003 .039 - .040 
Remaining 
variables® .815 .664 .645 .006 .667 
®The remaining variables were inserted in the order of decreasing 
additions to R^ : HSFL, AG, ETH, BUS, LRATE, HSM, HSS, EDUC, HSR, ENTEXAM, 
and LAS. 
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activities; i.e., GRDRATE, TRCR, and SRATE. These three variables 
accounted for nearly all of the total explained variance of TTH. The 
remaining dependent variables which met the defaulted PIN and POUT values 
increased the knowledge of R^  by .022. The remaining 10 variables which 
did not meet the PIN/POUT values accounted for an increase of R^  of .012. 
Beta weights significant at the .01 level for the independent 
variables regressed on TTH are indicated in Table 14. 
Table 14. Beta weights, t values, and significance of t for 
independent variables regressed on TTH 
Variable Beta t value Sig. t 
GRDRATE .682 21.529 .000 
TRCR .224 7.954 .000 
SRATE .096 -3.034 .003 
TMRANK .086 2.819 .005 
CGPA .124 3.430 .001 
Canonical Correlations 
The canonical relations were analyzed in SPSS using the MANOVA 
command and DESCRIM subcommand (SPSS, 1990). One aspect of this procedure 
is the deletion of cases which have either system or user missing data. 
Initial data analysis revealed 53 cases of missing college entrance 
examination scores. Table 15 indicates the distribution of the missing 
individuals by gender and sport. These cases were dropped from the 
regression and canonical analysis leaving a total of 468 student athletes 
in the study. 
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Table 15. Distribution of student athletes excluded for missing college 
entrance exam scores 
Sport Gender 
Number of cases 
deleted 
Baseball Men 4 
Basketball Men 6 
Football Men 12 
Track Men 9 
Wrestling Men 4 
Men's other Men _8 
Men subtotal 43 
Track Women 4 
Women's other Women _6 
Women subtotal 10 
The canonical correlation procedure may be considered a broader case 
of multiple regression; using, instead of a single dependent variable, two 
or more dependent variables. Canonical correlation is, in effect, the 
maximum correlation between a linear combination of dependent variables 
and another linear combination of independent variables (Cooley & Lohnes, 
1971). More than one solution is possible as long as each is not 
correlated with the canonical variates that precede it (Pedhazur, 1982). 
The maximum number of solutions possible is equal to the number of the 
smallest set of X or Y variables minus one. In this study two solutions 
or "roots" will be reported for each canonical correlation. Even though 
roots may be statistically significant, Cooley and Lohnes (1971) recommend 
that any correlations of 0.30 or less be considered as trivial. Pedhazur 
(1982) similarly recommends that squared canonical correlations of less 
than 0.10 be considered trivial. This study will use as the test of 
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significance for the canonical variates Pillai's trace, which is based on 
an approximate F distribution (Pedhazur, 1982). Of the criteria available 
vis SPSS--Pillai's trace, Wilks' lambda, Hotelling's trace, and Roy's 
largest root--Pillai's trace is the most robust and the most powerful 
(SPSS, 1988). 
Canonical results 
A canonical correlation procedure was used with the following 
groupings of student athletes: 
1. All student athletes combined. 
2. Student athletes categorized by sport participation. 
3. Student athletes categorized by gender. 
4. Male student athletes categorized by revenue and nonrevenue sport 
participation. 
5. Student athletes categorized by ethnic status, including those 
who refuse to identify ethnic status. 
Results of the canonical analysis are presented in Appendices E 
through T. The following format was used throughout. 
1. Multivariate tests of significance for: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
2. Eigenvalues, percent, canonical, and squared canonical 
correlation, additional variance explained by the addition of the 
group, and significance of the difference of the additional 
variance from 0. Only the values for the most important root 
will be provided for: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
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3. Univariate tests of significance for each dependent variable 
with: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
4. Standardized canonical coefficients and correlations of the 
dependent variables with the independent variables for roots I 
and II with: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
5. Standardized canonical coefficients and correlations between the 
canonical covariates (independent variables) of: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
6. Regression analysis for individual independent variables with 
each dependent variable including beta, standard error, t value, 
and significance of t of: 
Variable group 1 
Variable groups 1 and 2 combined 
Variable groups 1, 2, and 3 combined 
SPSS is not capable of providing a stepwise canonical procedure. 
Therefore, each of the groups of variables was entered manually. This 
allowed the effect (if any) of each additional group of variables to be 
observed. The test of significance of the increase in provided by the 
inclusion of each additional group of variables used in this study is 
described by Hays (1990). His procedure is, in effect, a test for 
significance of a partial correlation. Hays' method uses an F value 
calculated as follows: 
F^ull "Restricted 
Full -Restricted 
d-f Full 
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Because of the large number of potential observations (468), values of F 
demonstrating a probability greater than .01 will not be considered 
meaningful. The results of analysis for each of the hypotheses will be 
presented in order. 
Results related to Hypothesis 1 
Hypothesis 1 investigated the effect of the three groups of 
variables--precollege academic, college academic, and college athletic--on 
the dependent variables of cumulative grade point average (CGPA) and total 
hours earned (TTH). All three groups of variables were significant 
predictors of the dependent variables. In addition, the increased 
variance accounted for by the addition of the variable groups was also 
significant. CGPA was significantly related to each of the variable 
groups; however, TTH was not significantly related to group 1 variables. 
The relationship between the individual dependent variables and all 
independent variables as demonstrated by standardized canonical 
coefficients and unstandardized canonical correlations reflect a 
consistent pattern: In root I, the CGPA dominates the relationships until 
the addition of group 3 variables at which time TTH dominates. This is 
reversed in root II, in which TTH dominates when variable groups 1 and 2 
are entered. When groups 1, 2, and 3 are considered, CGPA dominates. 
Beta values for each of the independent variables significantly different 
from 0 were for CGPA: HSR, ENTEXAM, TMRANK, and GRDRATE. For TTH 
significant beta values were for TRCR and GRDRATE. As a result of each 
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variable group significantly predicting the canonical variables, the null 
hypothesis is rejected. 
Results related to Hypothesis 2 
Hypothesis 2 investigated the results if student athletes were 
analyzed by gender. In both male and female student athletes, all three 
groups of variables were significant predictors of the canonical 
variables. In addition, the increased variance accounted for by the 
addition of each variable group was also significant. For females the 
correlation of TTH was not significant with variable groups 1 and 2. For 
males the same dependent variable was not significantly correlated with 
variable group 1 only. The relationship between the individual dependent 
variables and all independent variables as demonstrated by standardized 
canonical coefficients and unstandardized canonical correlations reflect a 
consistent pattern: In root I, the CGPA dominates the relationships until 
the addition of group 3 variables at which time TTH dominates. This is 
reversed in root II, in which TTH dominates when variable groups 1 and 2 
are entered. When groups 1, 2, and 3 are considered, CGPA dominates. 
Significant beta values of independent variable for females were as 
follows: for CGPA, HSR, and ENTEXAM; for TTH, TRCR, TMRANK (negative 
relationship), and GRDRATE. Significant beta values of independent 
variable for males were as follows: for CGPA, HSR, and ENTEXAM; for TTH, 
HSR, TRCR, and GRDRATE. The null hypothesis that independent variables 
were unable to predict academic progress of student athletes when analyzed 
by gender is rejected. 
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Results relating to Hypothesis 3 
Hypothesis 3 investigated the effect of the three variable groups on 
the academic progress of student athletes when analyzed by sport. The 
number of athletes participating in either female or male basketball were 
too few to undertake the complete analysis of data. However, in neither 
case was the first group of variables significantly related to the 
dependent variables. In female track and field (including cross country), 
the independent variables were not significantly correlated to the 
dependent variables. In male track and field (including cross country), 
only the combination of variable groups 1, 2, and 3 was significantly 
correlated with the dependent variables. In the remaining sports of 
baseball, football, male other, and female other, all groupings of 
independent variables were significantly correlated with the canonical 
dependent variables. In all groups except male and female basketball, the 
increased variance accounted for by the stepwise variable group insertion 
was significant. In female track and female other sports, the increased 
variance was significant only upon the addition of the group 3 independent 
variables. 
The correlation between each of the dependent variables and the 
independent variable groups differed across sports. The cumulative grade 
point average (CGPA) was not significantly related to variable group 3 in 
male track but was significantly related to all variable groups in the 
remainder of sport categories. The variable TTH was not significantly 
related to group 1 variables for baseball, football, male track, other 
male, female track, and other female. The variable TTH was not 
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significantly related to group 1 or group 2 variables in female and male 
track and other female. 
The relationship between the individual dependent variables and all 
independent variables as demonstrated by standardized canonical 
coefficients and unstandardized canonical correlations reflect a 
consistent pattern: In root I, the CGPA dominates the relationships until 
the addition of group 3 variables at which time TTH dominates. This is 
reversed in root II, in which TTH dominates when variable groups 1 and 2 
are entered. When groups 1, 2, and 3 are considered, CGPA dominates. 
Beta values independent variables with TTH were similar across all 
sport categories; however, there was a marked reduction in the number of 
significant independent variables when compared to CGPA. The following 
sport categories had no significant independent variables for CGPA: 
baseball, basketball, and track, both male and female. Football and 
female other produced significant beta weights for only ENTEXAM. Male 
other had significant beta values for both HSR and ENTEXAM. 
The beta values related to TTH were more consistent. Baseball showed 
significant beta values for TRCR and GRDRATE; football, TRCR, TMRANK 
(negative relationship), and GRDRATE; female track, GRDRATE; male track, 
TRCR, TMRANK (negative relationship), and GRDRANK; female other, TRCR, 
TMRANK (negative relationship), and GRDRANK; and male other, TRCR and 
GRDRATE. 
This study failed to reject the null hypothesis that the independent 
variables will not be significantly related to the dependent variables 
when divided by sport category. 
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Results related to Hypothesis 4 
The number of athletes in female and male basketball precluded the 
analysis of data. The null hypothesis was not rejected. 
Results related to Hypothesis 5 
Hypothesis 5 tested the premise that the three groups of independent 
variables would not be significantly related to the dependent variables 
when male athletes were separated into revenue and nonrevenue sports. In 
both categories all three groups of variables were significant predictors 
of the dependent variables. In addition, the increased variance accounted 
for by the inclusion of the variable groups was also significant. The 
CGPA was significantly correlated to each of the groups of independent 
variables for both revenue and nonrevenue categories. In revenue sports, 
TTH was significantly related to the independent variables when variable 
groups 2 and 3 were included. However, in nonrevenue sports, only after 
group 3 variables were included was TTH significant. The relationship 
between the individual dependent variables and all independent variables 
as demonstrated by standardized canonical coefficients and unstandardized 
canonical correlations reflect a consistent pattern: In root I, the CGPA 
dominates the relationships until the addition of group 3 variables at 
which time TTH dominates. This is reversed in root II, in which TTH 
dominates when variable groups 1 and 2 are entered. When groups 1, 2, and 
3 are considered, CGPA dominates. 
With all variable groups entered, only independent variable ENTEXAM 
was significantly related to the dependent variable of CGPA for athletes 
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involved in revenue sports. For athletes in nonrevenue sports, the only 
significant independent variables acting on CGPA were HSR and ENTEXAM. 
The independent variables acting upon TTH for athletes in revenue sports 
when all three variable groups are entered are ENTEXAM, TRCR, and GRDEIATE. 
In nonrevenue sports, only TRCR and GRDRATE are significantly related to 
TTH. 
The null hypothesis that the independent variables do not predict the 
dependent variables when sports categories are divided into revenue and 
nonrevenue sports is rejected. 
Results related to Hypothesis 6 
The division of student athletes divided by ethnic status resulted in 
three groups: minority, majority, and did not respond. The last group, 
no response, did not have enough individuals to complete the analysis 
(N=36). 
The composition of the nonrespondents reflected the characteristics 
of the student athletes as a whole: 25 (69%) male and distributed 
throughout all colleges, sports, and class standings (see Tables 15 and 
17). Approximately one-half have earned athletic letters, one-half have 
not. Only 33 were on athletic financial aid (scholarship). Twenty of the 
nonrespondents had less than 12 hours of transfer credit, 16 had 12 or 
more. 
A sufficient number of nonrespondents were present to compare 
variable group 1 with variable groups 1 and 2 combined. The dependent 
variables did not demonstrate a significant relationship with either 
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Table 16. College of enrollment of student athletes who failed to 
respond to question regarding ethnic status 
College Number of nonrespondents 
Business 5 
Engineering 6 
Liberal Arts and Sciences 8 
Agriculture 3 
Education 8 
Family and Consumer Sciences 3 
Design _3 
Total 36 
Table 17. Sport of student athletes who failed to respond to the question 
regarding ethnic status 
Sport Number of nonrespondents 
Basketball (men) 2 
Football (men) 7 
Other (men) 11 
Other (women) 7 
Track (men) 5 
Track (women) _4 
Total 36 
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group 1 independent variables or variable groups 1 and 2 combined. The 
increase in variance accounted for by the addition of variable group 2 was 
significant. 
The majority athletes were similar to the other categories of student 
athletes: All groupings of independent variables were significantly 
related to the dependent variables, and the additional variance accounted 
for by the inclusion of each additional variable group was significant. 
The dependent variable CGPA was significantly related to all variable 
groups; TTH was related only when group 3 variables were included. 
The relationship between the individual dependent variables and all 
independent variables as demonstrated by standardized canonical 
coefficients and unstandardized canonical correlations reflect a 
consistent pattern: In root I, the CGPA dominates the relationships until 
the addition of group 3 variables at which time TTH dominates. This is 
reversed in root II, in which TTH dominates when variable groups 1 and 2 
are entered. When groups 1, 2, and 3 are considered, CGPA dominates. 
Significant beta values for CGPA include HSR and ENTEXAM; for TTH, TRCR 
and GRDRATE. 
Minority student athletes showed differences not found in any other 
category. The combined independent variables were significantly related 
to the dependent variables and the additional variance explained by the 
addition of each group of variables was significant for each group. The 
dependent variable of CGPA was not significantly related to any grouping 
of independent variables although TTH was significantly related to all 
variable groups. Beta values for the minority category reflect this 
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Table 18. Abbreviated results of canonical analysis by student athlete 
group (all significant at .01 level) 
Grouping 
Significance of 3 
variable groups 
Significance of Significant beta 
stepwise addition CGPA TTH 
HSR 
ENTEXAM 
TMRANK 
HSR 
ENTEXAM 
HSR 
ENTEXAM 
ENTEXAM 
All Yes Yes 
Female Yes Yes 
Male Yes Yes 
Baseball Yes Yes 
Basketball (F)^ 
Basketball (M)^ 
Football Yes Yes 
Track (F) No 
Track (M) - Yes 
Other (F) Yes ENTEXAM 
^Negative relationship indicated. 
''Size of group too small for analysis. 
^Significant only with the addition of group 3 variables. 
'^Significant only with all variable groups in the equation. 
TRCR 
GRDRATE 
TRCR 
TMRANK^ 
GRDRATE 
HSR 
TRCR 
GRDRATE 
TRCR 
GRDRATE 
TRCR 
TMRANK* 
GRDRATE 
GRDRATE 
TRCR 
TMRANK* 
GRDRATE 
TRCR 
TMRANK* 
GRDRATE 
Table 18. Continued 
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Grouping 
Significance of 3 Significance of Significant beta 
variable groups stepwise addition CGPA TTH 
Other (M) Yes Yes HSR 
ENTEXAM 
TRCR 
GRDRATE 
Revenue Yes Yes ENTEXAM ENTEXAM 
TRCR 
GRDRATE 
Nonrevenue Yes Yes HSR 
ENTEXAM 
TRCR 
GRDRATE 
Minority Yes Yes TRCR 
GRDRATE 
Majority Yes Yes HSR 
ENTEXAM 
TRCR 
GRDRATE 
Did not respond No No 
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condition: No significant beta weights between the independent variables 
and CGPA were discovered. The significant beta weights between the 
independent variables and TTH were TRCR and GRDRATE. The canonical 
coefficients and canonical correlations reflect another situation not 
found in other categories : TTH dominated in root I for all variable 
groups, CGPA dominates in root II for all variable groups. 
Hypothesis 6 is rejected. 
The regression analysis of student athletes in this study indicated a 
consistent relationship between the dependent variable of TTH and 
independent variables of TRCR (transfer credit exceeding 12 credits) and 
GRDRATE (average graduation rate for the team for the last five years). 
Conference standing of the team (TMRANK), when significant, was shown to 
be a negative predictor for TTH. The dependent variable of CGPA was most 
consistently significantly related with ENTEXAM and HSR. In only two 
analyses was an independent variable significantly related to both 
dependent variables. When all athletes were considered together, GRDRATE 
was a significant predictor of both TTH and CGPA. In addition, in sports, 
ENTEXAM was a significant predictor of both. 
For the final hypothesis, predictors discovered in regression 
analysis were used to develop a model explaining the causation of the 
dependent variables by the independent variables and to make estimations 
about the relative importance of differing paths of influence. Due to the 
marked difference in predictors for each of the dependent variables and 
the canonical relationships of dependent variables with groups of 
independent variables, separate path models were formulated for CGPA and 
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TTH. In addition, each path model was analyzed by the defining variables 
of student athlete gender and ethnic background. 
Causal Model 
Prior to undertaking the path analysis of the variables under study, 
each variable was standardized. Prior to standardization, the variable 
TMRANK was transposed by subtracting the value of TMRANK from 8. This was 
required since TMRANK indicated the highest position within the athletic 
conference a team had earned for the periods of time the athlete had been 
enrolled at Iowa State University. Thus, a smaller number in TMRANK 
indicates a "higher" conference ranking. A smaller value of other 
variables (i.e., SRATE and LRATE) indicates a smaller amount of 
scholarship or scholarship for a shorter period of time and less athletic 
letters earned; exactly the opposite of TMRANK, where a smaller value 
indicated "better." 
The model proposed to explain the causation of TTH is shown in 
Figure 1. In this model the dependent variable of TTH is directly acted 
upon by GRDRATE and TRCR. These variables have been consistently shown to 
be strong predictors of TTH. GRDRATE is thought to be acted upon by pre-
college variables (HSR, ENTEXAM, HSS, HSM, and HSFL) and the variables 
reflecting collegiate athletic success (TMRANK, SRATE, and LRATE). It is 
hypothesized that high school credits earned in high school will affect 
HSR and ENTEXAM. The variables describing success in athletics, TMRANK, 
SRATE, and LRATE, were presumed to have a direct effect on GRDRATE based 
upon extensions of the theories of Locus of Control (Rotter, 1966) and 
13 
P72 P97 
P73^  
HSM 
(2) 
""^SPSI P91 
P92 ^ GRDRATE 
(9) 
HSFL 
\ P93 \P119 
(3) P98^ TTH 
ENT EXAM (11) 
(8) 
TMRANK 
(4) 
SRATE 
(5) 
LRATE 
(6) 
P94, 
P95, 
P96> 
P1110> 
TRCR 
VO 
00 
Figure 1. Proposed causal model TTH 
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motivation to student athletes (Graham, 1989). Path coefficients for all 
student athletes combined and subgroups are provided in Table 19. 
The proposed causal description of the dependent variable CGPA is 
presented in Figure 2. This model posits that coursework taken in high 
school will directly influence both the dependent variable and the 
variables of HSR and ENTEXAM. GRDRATE is proposed to act directly upon 
CGPA and is acted upon directly by the athletic success variables. All of 
the path coefficients and residuals for each of the models are listed in 
Table 20. 
The results of the path analyses of the dependent variables were 
remarkably consistent. The trimmed path models reflecting only the 
significant path coefficients are presented in Figure 3 (TTH model) and 
Figure 4 (CGPA model). In neither model did the number of math, science, 
or foreign language credits directly affect team graduation rate or 
cumulative CPA. In each case the team graduation rate directly affected 
the dependent variable, and in both cases the conference ranking of the 
team and scholarship rate of the student athlete were negative predictors 
of team graduation rate. In the model predicting total hours earned, 
neither high school rank or college entrance exam acted upon the variable 
team graduate rate. 
These results question the predictive ability of courses taken in 
high school (the NCAA "core" courses) and, to a lesser degree, high school 
GPA ACT/SAT scores on academic success for student athletes. 
In order to judge the effect, if any, that gender and ethnicity may 
have on the predictions, a regression analysis for each dependent variable 
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Table 19. Path coefficients and residuals (TTH) 
Path 
All 
athletes Female Male Minority Majority 
PllO .402** .383** .398** .552** .346** 
P119 .725** .841** .766** .584** .747** 
P98 -.072 -.075 -.021 -.284 .026 
P97 .040 -.126 - .050 -.050 .007 
P96 .045 .017 -.071 .229 .012 
P95 -.251** -.260** -.254** -.347** -.228** 
P94 -.322** .392** -.380** -.305** .352** 
P93 -.047 .016 -.025 .017 .040 
P92 -.026 .039 -.034 -.092 .005 
P91 .032 -.013 .012 . 301** -.022 
P83 .007 .014 <.001 -.150 .057 
P82 .309** .190 .340** .457** .281** 
PBl .278** .304** .280** .224 .299** 
P73 .037 -.013 .061 .075 .057 
P72 .281** .165 .371** .287* .281** 
P71 .304** .397** .219** .273* .299** 
Residuals 
e7 0.877 0.897 0.857 0.904 0.873 
eS 0.876 0.922 0.851 0.847 0.883 
e9 0.898 0.859 0.853 0.809 0.890 
ell 0.636 0.474 0.584 0.667 0.629 
4 0.808 0.886 0.868 0.829 0.813 
*p<.05. 
**p<.01. 
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Table 20. Path coefficients and residuals (CGPA) 
All 
Path athletes Female Male Minority Majority 
P109 128** 115 046 ,184 ,096* 
P108 ,324** 294** 379** ,167 ,296** 
P107 339** 346** 286** ,299* ,348** 
P103 ,035 046 ,010 ,031 ,015 
P102 ,055 ,088 ,039 ,007 ,062 
PlOl .018 ,115 ,011 .043 ,036 
P96 ,070 ,064 ,031 .266 ,047 
P95 ,212** ,254** ,398** .332** .194** 
P94 ,331** ,373** ,196** .310** .364** 
P83 ,007 ,014 < ,001 .150 .057 
P82 .309** ,190 ,340** .457** .281** 
P81 .278** .304** .280** .224 .299** 
P73 .037 .013 .061 .075 .057 
P72 ,281** ,165 .371** .287* .281** 
P71 ,304** ,397** .219** .273* .299** 
Residuals 
e7 0, .877 0, .897 0, .857 0 .904 0 .873 
e8 0 .876 0 .922 0 .851 0 .847 0 .883 
e9 0 .912 0 .881 0 .876 0 .899 0 .900 
elO 0 .789 0 .839 0 .786 0 .908 0 .805 
< 0 .694 0 .626 0 .748 0 .609 0 .688 
*p<.05. 
**p<.01. 
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Figure 3. Proposed causal model CGPA 
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Figure 4. Trimmed causal model CGPA 
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was undertaken entering as a block variables that previously had been 
shown to be significant multivariate predictors and forcing in gender and 
ethnicity to ascertain if either accounted for any additional significant 
predictive ability (see Table 21). 
Table 21. Regression data for forced inclusion of gender and ethnicity® 
Variable Beta t Sig. t 
Dependent variable : TTH 
GRDRATE .853 30.804 .000 
TRCR .213 9.394 .000 
CGPA 
FAM 
GEN 
ETH 
.191 
.0727 
-.388 
. 026  
7.740 
3.160 
14.984 
1.091 
.000 
.0017 
.000 
.2758 
Dependent variable : CGPA 
HSR 
ENTEXAM 
TMRANK 
TTH 
AG 
GEN 
ETH 
.280 
.340 
-.122 
.200 
-.115 
.171 
-.113 
6.542 
8.049 
-3.299 
5.390 
-3.315 
4.900 
-3.205 
.000 
.000 
.001 
.000 
.001 
.000 
.001 
®No variables with p<.01 except ETH presented. 
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CHAPTER V. SUMMARY, DISCUSSION, AND CONCLUSIONS 
This chapter summarizes the research effort and discusses the results 
within the framework of previous research in this area. Conclusions and 
implications for student athlete academic advisors and recruiters as well 
as recommendations for further study are presented. 
The problem of student athlete attrition presents universities and 
athletic departments with the horns of a dilemma. On one hand, the 
athletic department is expected to field teams capable of successfully 
competing in the school's athletic conference. On the other hand, the 
academic progress of the student athlete must be maintained. Often, these 
goals are viewed as dichotomous choices. A "win-win" resolution is 
required. One possible solution is a match-up of an athlete to university 
or college best suited to meet the academic needs of the student 
athlete. The NCAA has severe restrictions on the athlete eligibility of 
student athletes if they transfer to another university prior to 
graduation. The minimum loss of one year of eligibility (and aid) may 
prevent student athletes from transferring from a school with a poor 
"academic fit" to one more closely meeting athletes' academic needs. 
The purpose of this study was to develop a road map of significant 
antecedents of academic success for student athletes. Academic success 
was defined as a combination of two variables ; cumulative grade point 
average (CGPA) and total credit hours (TTH) earned by the student athlete. 
The variables used in the causal modeling were selected from those 
shown to be significant in the canonical correlation procedures. The 
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canonical correlation analyses were used on all student athletes, and 
student athletes considered by sport, gender, ethnic background, and 
whether the sport was a revenue sport or nonrevenue sport. Results shown 
to be significant at the .01 level were used to guide the formation of 
models of academic success. These models were tested by path analysis. 
The causal model was tested for student athletes combined, and for student 
athletes categorized by gender and by ethnic background. 
Predictor variables were grouped into personal and pre-college 
variables, collegiate academic variables, and variables reflecting college 
athletic success. The hypotheses tested were whether these groups of 
variables were significant predictors of the dependent variables for all 
student athletes or for differing groups. The following research 
hypotheses were supported: 
1. The three groups of variables contributed significantly to the 
prediction of academic progress for all student athletes. 
2. The three groups of variables contributed significantly to the 
prediction of academic progress for student athletes analyzed by gender. 
5. The three groups of variables contributed significantly to the 
prediction of academic progress for male student athletes analyzed by 
revenue and nonrevenue sport status. 
6. The three groups of variables contributed significantly to the 
prediction of academic progress for student athletes analyzed by ethnic 
background. 
The canonical analysis of the remaining hypotheses failed to 
demonstrate significant predictive ability of the three groups of 
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variables and, therefore, the following research hypotheses were rejected. 
Those hypotheses not supported were: 
3. The three groups of variables will contribute significantly to 
the prediction of academic progress for student athletes analyzed by sport 
of participation. 
4. The three groups of variables will contribute significantly to 
the prediction of academic progress for male and female basketball players 
analyzed by gender. 
The causal models developed for CGPA and TTH were partially supported 
by path analysis for the combined student athletes and subgroups based 
upon gender or ethnic background. 
Discussion of Findings 
Previous research into the academic success of student athletes has 
focused upon GPA or the dichotomous variable of graduation as a dependent 
variable. Graduation implies successful completion of two components: 
GPA at or above the minimum school requirement and earning of the 
requisite number of credits. Despite the knowledge that graduation 
consisted of two components, previous research had assumed a unitary 
property for the dependent variables when utilizing zero-order 
correlational or regression analysis. 
The canonical analyses used in this study clearly demonstrate the 
duality of graduation. Each of the two components is acted upon by 
different independent variables. Of the 15 separate canonical 
correlations utilizing 11 variables each, in only three of the cases was 
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an independent variable a significant predictor of both dependent 
variables. In each of those three cases, only one independent variable 
was a significant predictor of both dependent variables. Those variables 
were: 
Independent variable Canonical analysis 
GRDRATE All student athletes combined 
HSR Males only 
ENTEXAM Revenue sports. 
The frequency of an independent variable acting as a significant 
predictor of each of the dependent variables is listed in Table 22. It 
should be noted that of the four variables which significantly predicted 
both dependent variables, two are beyond the control of the student 
Table 22. Frequency of significant dependent variable prediction of 
independent variables 
Independent 
variable 
Frequency of significance 
at or below 0.01 
Dependent 
variable 
ENTEXAM 10 CGPA 
ENTEXAM 1 TTH 
HSR 4 CGPA 
HSR 1 TTH 
TMRANK® 1 CGPA 
TMRANK* 4 TTH 
GRDRATE 1 CGPA 
GRDRATE 13 TTH 
TRCR 12 TTH 
^Indicates negative predictive relationship with dependent variable. 
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athlete; TMEIANK is a reflection of the effort of the team as a whole, the 
coaches, and to a certain degree good fortune. The graduation rate of the 
team is established by the previous members of the team. 
In 11 of the 16 analyses, each of the variable groups was shown to be 
a significant predictor of the combined dependent variables. In the five 
analyses in which significance of all variable groups was not shown, three 
were characterized by small number of student athletes within the analysis 
cell, one indicated significant prediction ability only when all three 
variable groups were inserted, and in the final case, no significant 
predictive ability for the combined dependent variables by the three 
groups of independent variables was demonstrated. The last two analyses 
reflected men's and women's track and field, respectively--sports which 
have a higher proportion of non-United States citizens than other sports. 
The difference in education prior to enrollment at Iowa State University 
may be reflected in the lack of predictive ability of variables which seem 
to predict well for student athletes who are U.S. citizens. 
The finding of two distinct although significantly correlated 
(r=.179**) components of graduation was supported by zero-order 
correlations, multiple regression, and also by both of the proposed causal 
models. The proposed causal model for TTH (Figure 1) was not completely 
supported by the data due to insignificance of the hypothesized 
relationships between GRDRATE and the pre-college variables of HSR, 
ENTEXAM, HSS, HSM, and HSFL. This casts doubts upon the effectiveness of 
the NCAA ruling mandating a requisite number of core courses as a means of 
increasing student athlete graduation. All other hypothesized path 
coefficients were significant. The effect of TRCR on the dependent 
variable was approximately one-half of the effect of GRDRATE. While this 
does not prove that the pre-college academic variables do not affect 
GRDRATE and ultimately TTH, it does undermine the validity of relying upon 
high school academic variables to predict this component of academic 
success. Significant predictors of TTH were the amount of credit 
transferred by student athletes (TRCR) and GRDRATE. The value for the 
path coefficient between TTH and GRDRATE was almost twice as large as the 
path coefficient between TTH and TRCR. This was true for the subgroups 
tested with the exception of student athletes of minority background. In 
this case, the path coefficient between TTH and GRDRATE was still larger 
than that between CGPA and TRCR but only by 0.032. 
A surprising negative relationship was demonstrated between success 
in collegiate athletics as indicated by the paths between TMRANK, SRATE, 
and GRDRATE. This negative relationship which was shown to be significant 
by path analysis and supported by the zero-order correlation matrix and 
canonical regression analysis, contradicts previous authors who proposed 
that success in athletics will enhance success in the classroom. In 
addition, this finding will not support theorists who have used as a basis 
for prediction of student athlete academic success, the broad concepts of 
Locus of Control and attributional theory. That athletic achievement as 
indicated by TMRANK and SRATE were negatively and significantly related to 
GRDRATE, implies that the more successful the athletic team, the lower the 
graduation rate of the team. This relationship also was shown to be 
significant in the causal model proposed for total hours earned (TTH). 
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Clearly, this evidence contradicts the beliefs that success on the 
field will lead by some mechanism to success in the classroom. It is 
possible that individual examples of this phenomenon can be brought 
forward; however, at ISU the overall case is that the more successful the 
team, the lower the graduation rate. This indicates that student athletes 
are placed in a conundrum; either satisfy the athletic demands of the 
coaching staff, athletic department, alumni, and the perceived demands 
from the university in general or increase the likelihood of graduation. 
Conclusions 
The proposed causal models of TTH and CGPA demonstrate the duality of 
the components of graduation. The uniqueness of each of the components is 
supported by bivariate, multivariate, and canonical correlation. 
A surprising finding was that the amount of high school science or 
math courses was not positively and significantly related to either 
component of academic success. Common wisdom and the background of the 
development of Proposition 48 would expect that the more science and math 
courses a student athlete had completed in high school, the better 
prepared the student athlete would be to successfully tackle the 
challenges of collegiate academics. This was not shown to be the case at 
ISU. Even more surprising is that the effect of the student athlete's 
high school rank (HSR) was more predictive of the cumulative grade point 
average (CGPA) than were college entrance examination scores, a primary 
component, of Proposition 48. 
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The college of enrollment was not a significant predictor for 
academic success, although on a bivariate level, enrollment in the College 
of Engineering was positively correlated with CGPA. This zero-order 
correlation was probably more the result of individual selection by the 
student athletes than a property of the college which fostered higher 
CGPA. 
Recommendations for Further Study 
The identification of the uniqueness of the bivariate nature of 
academic progress and, hence, graduation may provide insight into the 
mixed results of earlier work in the area of academic success of student 
athletes. The recognition that each component is acted upon by different 
variables provides a new perspective for establishing entry requirements 
for student athletes. Previous predictive studies using dependent 
variables which provided mixed results can be reanalyzed. The 
reexamination of current entry criteria for the general student body as 
well as student athletes should be undertaken. 
This study has also highlighted areas of other issues which need 
further study. For example, there is a dearth of information concerning 
the educational and social forces impacting foreign student athletes 
enrolled in colleges or universities in the United States. Because of 
small sample size, the effects of the three variable groups were not 
studied for male and female basketball players. A study utilizing a 
larger sample may point out differences unique to this sport. Finally, 
this study utilized a restrictive population for analysis. The population 
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should be expanded to include private and small colleges in order to 
determine if the findings are applicable to student athletes generally. 
Implications 
Currently, the NCAA is attempting to increase the graduation rate of 
student athletes in the high profile, Division lA schools and universities 
by increasing the academic requirements of the student athlete above those 
of the enrolling institution. As pointed out in the review of the 
literature. Proposition 48 was intended to force student athletes, while 
still in high school, to increase their own probability of graduation. 
This study indicates that two of the major components of those rules, core 
high school classes and minimum college entrance exam scores, are not as 
effective in predicting academic success as other non-regulated variables. 
The newest regulations, effective August 1992, will require student 
athletes to have chosen and completed established percentages of major 
requirements by the beginning of their junior and senior year in order to 
stay eligible to compete. This step was presumably taken to insure that 
the student athlete was taking courses leading toward a degree and not 
taking "fluff" courses. This requirement is not made of the general 
student body. 
Few universities have accepted their portion of the responsibility 
for the decline in the graduation rate of student athletes. While study 
tables and academic tutoring are available, graduation rates continue to 
decline. This study indicates that of the variables studied, two of the 
four which were significant predictors of both dependent variables were 
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out of the control of the student athlete. Surely, the athletes cannot be 
held responsible for conditions beyond their control. Previous 
suppositions to the contrary, increased success on the field does not 
increase but instead decreases the likelihood that the student athletes 
will graduate from the school for which they competed. Yet, university 
administrations expect a winning team, no matter the cost to the student 
athletes. As Adler and Adler (1985) illustrated, most student athletes 
come to college believing that they will earn a degree and play in 
intercollegiate athletics. After a short period of time, they learn that 
the culture expects them to play well even at the cost of failing to 
graduate. The prime purpose of a university is to foster learning. The 
representation of the acquisition of this learning is the degree. True or 
false, failure to earn a degree equates with failure to learn. 
The universities are not alone in their failure to meet their 
responsibilities toward student athletes. The NCAA should reconsider 
entrance requirements for student athletes. Instead of making all fit the 
Procrustean bed of requirements with questionable predictive ability, the 
fit between the school and the athlete also should be considered. A team 
with a history of low graduation should not be allowed to accept a student 
athlete with marginal academic abilities no matter what the student's 
athletic skill level. 
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VARIABLES UNDER STUDY 
Variable Description Mnemonic Label 
Groupings of Independent Variables 
1. Gender (classifying variable) GEN 
2. Ethnic background (classifying variable) ETH 
3. High school rank HSR 
4. ACT composite ACTC 
5. Units of high school math HSM 
6. Units of high school science HSS 
7. Units of high school foreign language HSFL 
Collegiate Academic Variables 
8. College of enrollment 
Business BUS 
Engineering ENGINER 
Design DESIGN 
Liberal Arts and Sciences LAS 
Agriculture AG 
Education EDUC 
Family and Consumer Sciences FAM 
Undeclared UNDECL 
9. Transfer credit in excess of 12 hours TRCR 
Athletic Success Variables 
10. Rate of earning athletic letters LRATE 
11. Amount of athletic scholarship S RATE 
12. Highest conference ranking of sport TMRANK 
team for years enrolled 
13. Graduation rate of primary sport GRDRATE 
team for years enrolled 
Dependent Variables 
1. Cumulative GPA CGPA 
2. Total college credits earned TTH 
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COURSE DIFFICULTY 
ALPHABETICALLY BY COURSE 
Course 
Difficulty 
coefficient College 
Accounting 13. 073 Business 
Agronomy- 10. 7161 Agriculture 
Anthropology 10. 861 Liberal Arts and Sciences 
Architecture 13. 5881 Design 
Art and Design 10. 5066 Design 
Biochem/Biophysics 14. ,3775 Liberal Arts and Sciences 
Biology 11. ,9775 Liberal Arts and Sciences 
Botany 11. ,4676 Liberal Arts and Sciences 
Chemistry 14. ,6186 Liberal Arts and Sciences 
Comm/Regional Planning 10. ,2801 Design 
Computer Science 13. ,8531 Liberal Arts and Sciences 
Economics 11. ,483 Liberal Arts and Sciences 
Eng. Fund, and Md. Design 14, ,1701 Engineering 
English 12. ,09585 Liberal Arts and Sciences 
Entomology 11. ,0644 Agriculture 
Family/Consumer Sciences 7. ,7081 Family and Consumer Sci. 
Food Science/Human Nutrition 9. ,3855 Family and Consumer Sci. 
Foreign Language/Lit. 12. 57615 Liberal Arts and Sciences 
Geography 9, ,4783 Liberal Arts and Sciences 
Geology/Atmos. Sci. 9, .96215 Liberal Arts and Sciences 
History 11. ,8546 Liberal Arts and Sciences 
Hotel, Rest./Inst. Mgmt. 9.4863 Family and Consumer Sci. 
Human Dev./Family Study 8, .50355 Family and Consumer Sci. 
Indus. Ed. & Tech. 12, ,8263 Education 
Indus./Manufact. Syst. 11, ,1509 Engineering 
Journalism/Mass Comm. 9 ,5044 Liberal Arts and Sciences 
Materials Science 12 ,2461 Engineering 
Mathematics 12 ,849 Liberal Arts and Sciences 
Music 8 ,9767 Liberal Arts and Sciences 
Philosophy 10 ,8109 Liberal Arts and Sciences 
Leisure Studies 6 ,1889 Education 
Phys ics/As tronomy 12 .5737 Liberal Arts and Sciences 
Political Science 10 ,5945 Liberal Arts and Sciences 
Psychology 9 .9997 Liberal Arts and Sciences 
World Religions 9 .2181 Liberal Arts and Sciences 
Sociology 9 .3467 Liberal Arts and Sciences 
Speech Communication 10 .6113 Liberal Arts and Sciences 
Statistics 12 .9844 Liberal Arts and Sciences 
Textiles/Clothing 9 .3003 Family and Consumer Sci. 
Zoology/Genetics 12 .5908 Liberal Arts and Sciences 
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COURSE DIFFICULTY 
BY DIFFICULTY 
Difficulty 
Course coefficient College 
Chemistry 14. 6186 Liberal Arts and Sciences 
Biochem/Biophysics 14. 3775 Liberal Arts and Sciences 
Eng. Fund. & Md. Design 14. 1701 Engineering 
Computer Science 13. 8531 Liberal Arts and Sciences 
Architecture 13. 5881 Design 
Accounting 13. 073 Business 
Statistics 12. 9844 Liberal Arts and Sciences 
Mathematics 12. 849 Liberal Arts and Sciences 
Indus. Ed. & Tech. 12. 8263 Education 
Zoology/Genetics 12. 5908 Liberal Arts and Sciences 
Foreign Language/Lit. 12. ,57615 Liberal Arts and Sciences 
Physics/Astronomy 12. 5737 Liberal Arts and Sciences 
Materials Science 12. 2461 Engineering 
English 12. ,09585 Liberal Arts and Sciences 
Biology 11. ,9775 Liberal Arts and Sciences 
History 11. ,8546 Liberal Arts and Sciences 
Economics 11. ,483 Liberal Arts and Sciences 
Botany 11. ,4676 Liberal Arts and Sciences 
Indus./Manufact. Syst. 11. 1509 Engineering 
Entomology 11. 0644 Agriculture 
Anthropology 10. 861 Liberal Arts and Sciences 
Philosophy 10. 8109 Liberal Arts and Sciences 
Agronomy 10, .7161 Agriculture 
Speech Comm. 10. 6113 Liberal Arts and Sciences 
Political Science 10, .5945 Liberal Arts and Sciences 
Art and Design 10, .5066 Design 
Comm/Regional Planning 10, .2801 Design 
Psychology 9 .9997 Liberal Arts and Sciences 
Geology/Atmos. Science 9 .96215 Liberal Arts and Sciences 
Journalism/Mass Comm. 9, 5044 Liberal Arts and Sciences 
Hotel, Rest. Inst. Mgmt. 9 .4863 Family and Consumer Sci. 
Geography 9. 4783 Liberal Arts and Sciences 
Food Sci./Human Nutrition 9 .3855 Family and Consumer Sci. 
Sociology 9 .3467 Liberal Arts and Sciences 
Textiles/Clothing 9 .3003 Family and Consumer Sci. 
World Religions 9 .2181 Liberal Arts and Sciences 
Music 8 .9767 Liberal Arts and Sciences 
Human Dev./Family Study 8 .50355 Family and Consumer Sci. 
Fam/Consum. Sci. Ed. 7 .7081 Family and Consumer Sci. 
Leisure Studies 6 .1889 Education 
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AVERAGE DIFFICULTY COEFFICIENT 
BY COLLEGE 
College 
Difficulty 
coefficient 
Business 
Engineering 
Design 
Liberal Arts and Sciences 
Agriculture 
Education 
Family and Consumer Sciences 
13.073 
12.5224 
11.4583 
11.4444 
10.8903 
9.5076 
8.8768 
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Table C.l. Zero-order correlations between all variables 
HSR ENTEXAM HSFL HSM HSS 
HSR 1.0000 
ENTEXAM .5590** 1,0000 
HSFL .1165* .0951* 1.0000 
HSM .3811** . 3848** .3518** 1.0000 
HSS .3959** .4049** .3020** .6520** 1.0000 
BUS .0190 -.0056 .0121 .0379 -.0331 
ENGINER .2813** .3492** .1431** .1210** .1769** 
DESIGN -.0277 -.0459 - .0366 -.0169 -.0008 
LAS -.0276 .0795 .0066 .0425 .0143 
AG .0183 .0423 -.0623 .0169 .0868* 
EDUC -.1640** - .2278** -.0501 -.1077* -.0894* 
FAM -.1072* -.2643** -.0425 -.1296** -.1654** 
TTH .0393 .0286 -.1370** -.1400** -.0997* 
CGPA .5311** .5243** .0297 .1844** .1899** 
TRCR -.1116* -.1206** - .2582** -.5724** -.4865** 
LRATE - .0475 -.1013* .0994* .1018* .0412 
SRATE - .1525** -.1523** .0855 .0628 -.0303 
TMRANKl -.0419 .0320 -.0433 .0324 -.0044 
GRDRATEl .0210 -.0026 -.0108 .1373** .1478** 
ETH -.1126* -.1613** -.0391 .0419 .0045 
S^ignificant at the .05 level. 
^^ Significant at the .01 level. 
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BUS ENGINER DESIGN LAS AG EDUG 
0000 
1775** 1.0000 
1251** -.1022* 1.0000 
2964** -.2422** -.1706** 1.0000 
1307** -.1068* -.0753 -.1784** 1.0000 
2342** -.1913** -.1348** -.3195** -.1409** 1.0000 
1212** -.0990* -.0698 -.1654** -.0729 -.1306** 
0131 .0597 -.0234 -.0469 -.0996* .0345 
0334 .1945** .0288 .0215 -.1062* -.0974* 
0295 -.0588 .0890* -.0398 -.0240 .0501 
0069 -.1032* .0239 .0612 -.0357 .0607 
1395** -.1384** -.0801 .0382 -.0659 .0138 
0140 .0381 .0487 - .0293 -.0378 -.0169 
0323 -.0047 -.0127 .0305 -.1179** .0532 
0365 -.0990* -.0688 .1006* -.0705 -.0678 
Table C.l. Continued 
FAM TTH CGPA TRCR 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
EDUC 
FAM 1.0000 
TTH .0931* 1.0000 
CGPA -.1310** .1790** 1.0000 
TRCR .0558 .2879** -.0279 1.0000 
LRATE -.0409 -.1661** -.0103 -.1778** 
SRATE .0341 -.3576** -.1324** -.1791** 
TMRANKl .0447 .3175** -.0673 -.0592 
GRDRATEl .0485 .6620** .1208** -.1572** 
ETH .1499* -.0275 -.2227** -.0974* 
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URATE SRATE TMRANKl GRDRATEl ETH 
1.0000 
.3305** 
-.1194** 
-.0395 
-.0013 
1.0000 
-.1700** 
-.2453** 
.1167** 
1.0000 
.3590** 
.0654 
1.0000 
-.0321 1.0000 
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Table D.l. Descriptive statistics of variables used in path analysis 
Variable Cases Mean Median S.D. Maximum Minimum 
Combined student athletes 
HSR 472 69. ,469 73. ,500 21. ,026 100. 000 8. 000 
ENTEXAM 468 21. ,702 22. ,000 4. 249 33. 000 9. 000 
HSFL 521 3, ,131 4. ,000 2. ,842 9. ,000 0. ,000 
HSM 521 6. ,134 7. ,000 2. ,584 9. ,000 0. 000 
HSS 521 4. ,635 5, ,000 2. ,287 9. ,000 0. ,000 
TRCR 521 ,163 ..a ,370 . _a _ _a 
LRATE 521 ,435 0, ,500 ,457 2. ,500 0. ,000 
SRATE 521 ,576 0, ,000 ,825 4, ,000 0. ,000 
TMRANK 521 ,219 0, ,000 ,843 5, ,000^  0. ,000' 
GRDRATE 521 26, ,287 23, .520 15, ,422 75, ,780 0, ,000 
CGPA 521 2, .556 2, .520 ,558 4, ,000 1, ,300 
TTH 521 72, .818 73. 500 34, .411 168, ,500 6, ,500 
Female student athletes 
HSR 143 76, .650 81, .000 18, .381 100, .000 15, .000 
ENTEXAM 142 22 .094 22, .000 4, .229 10, .000 33, .000 
HSFL 152 3 .053 4 .000 2, .996 9, .000 0, .000 
HSM 152 6, .434 8, .000 2, .494 9, ,000 0, ,000 
HSS 152 5, .092 6, .000 2, 070 8, 000 0. ,000 
TRCR 152 0, .112 0, .000 0, .316 . a . _a 
LRATE 152 0. 548 0, .500 0, .508 2, .500 0, ,000 
SRATE 152 0, .605 0, .125 0, .772 4, ,000 0, ,000 
TMRANK 152 0, .132 0, .000 0, .668 8, .OOOb 0, .000' 
GRDRATE 152 35, .395 29, .720 16, .878 75, .780 15, .560 
CGPA 152 2 .793 2 .735 0 .543 4, .000 1, .400 
TTH 152 70 .852 66, .750 33, .483 142, .500 20, .500 
Male student athletes 
HSR 329 66 .347 69 .000 21 .361 100 .000 8 .000 
ENTEXAM 326 21 .532 22 .000 4 .253 31 .001 9 .000 
HSFL 369 3 .163 4 .000 2 .779 9 .000 0 .000 
HSM 369 6 .011 7 .000 2 .613 0 .000 9 .000 
HSS 369 4 .447 5 .000 2 .348 9 .000 0 .000 
D^ummy variables dichotoraously coded "1" or "0." 
''The higher the value, the lower in conference standing. 
M^issing value code for 1992 fall sports. 
Table D.l. Continued 
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Variable Cases Mean Median S. D. Maximum Minimum 
TRCR 369 0. 184 0. 000 0. 388 _a . a 
LRATE 369 0. 389 0. 330 0. 426 2. 500 0. 000 
SRATE 369 0. 564 0. 000 0. 850 0. 000 4. 000 
TMRANK 369 0. 255 0. 000 0. 903 5. OOOb 0. 000' 
GRDRATE 369 22. 535 19. 720 13. 069 51. 240 0. 000 
CGPA 369 2. 459 2. 390 0. 535 4. 000 1. 320 
TTH 369 73. 627 75. 000 34. 798 6. 500 168, ,500 
Student athletes with maioritv ethnic background 
HSR 370 71. ,686 77, 000 20, ,259 100. 000 15, ,000 
ENTEXAM 369 22. ,387 22. ,900 3, ,995 11. ,000 33, ,000 
HSFL 401 3. ,227 4. 000 2, 851 9, 000 0, .000 
HSM 401 6. ,406 8. ,000 2, ,452 9, 000 0. 000 
HSS 401 4, ,833 6. ,000 2, ,235 9, 000 0, .000 
TRCR 401 0. 135 0. ,000 0, ,342 . _a . _a 
LRATE 401 0. ,429 0, ,330 0. ,461 2, .500 0. 000 
SRATE 401 0. ,527 0. ,000 0, ,794 4, ,000 0. 000 
TMRANK 401 0. 204 0, ,000 0, ,799 5, .000'' 0, .000' 
GRDRATE 401 26. ,917 23, ,520 15, ,587 75, .780 0. 000 
CGPA 401 2, .639 2, 600 0, ,544 4, ,000 1, 320 
TTH 401 73, .031 70, ,000 34, ,501 168, ,500 13, ,000 
Student athletes with minority ethnic background 
HSR 76 60, .303 60, ,500 21, ,909 99, 000 8, 000 
ENTEXAM 84 19, .025 18, ,790 3, 894 29, ,000 9, ,000 
HSFL 84 2, .738 2, .000 2, 751 9, 000 0 ,000 
HSM 84 5, .643 6, .000 2, 511 9, 000 0 .000 
HSS 84 4, .179 4, ,000 2, 196 8, 000 0 .000 
TRCR 84 0, .179 0, .000 0, 385 _ a _ a 
LRATE 84 0 .450 5, 000 0, .385 1, 000 0 .000 
SRATE 84 0, .833 0, 670 0, .921 4, 000 0 .000 
TMRANK 84 0 .333 0, 000 1 .079 4 ,000^  0 .000' 
GRDRATE 84 24 .060 22 .850 13 .773 60 .580 0 .000 
CGPA 84 2 .176 2 .090 0 .417 3 .500 1 .460 
TTH 84 70 .929 76 .500 33 .952 139 .500 6 .500 
Student athletes who did not identify ethnic background 
HSR 26 62 .115 61 .500 20 .835 98 .000 16 .000 
ENTEXAM 25 19 .519 18 .000 5 .115 29 .000 10 .000 
HSFL 36 2 .972 2 .000 2 .942 8 .000 0 .000 
HSM 36 4 .250 6 .000 3 .228 8 .000 0 .000 
Table D.l. Continued 
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Variable Cases Mean Median S.D. Maximum Minimum 
HSS 36 3, ,500 4, ,000 2. ,635 8, 000 0. ,000 
TRCR 36 0, ,444 0. ,000 0, ,504 ..a ..a 
LRATE 36 0, ,474 G, 415 0, ,504 2, 000 0, ,000 
SRATE 36 0. ,518 0, ,000 0, ,882 4. ,000 0. ,000 
TMRANK 36 0, ,111 0, .000 0. ,667 4, ,000^  G, ,000' 
GRDRATE 36 24, ,463 23, .650 16, ,942 61, ,300 0, .000 
CGPA 36 2, .516 2 .355 0, .638 3. ,850 1. 330 
TTH 36 74, ,847 80 .000 35, .237 144, .500 9, .500 
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Table E.l. Multivariate tests of significance for combined athletes 
(N-468) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .364 20.580 10.0 924.0 .000 
1 & 2 .468 10.678 26.0 908.0 .000 
1, 2, & 3 1.054 29.507 34.0 900.0 .000 
Table E.2. Eigen values, canonical and squared canonical correlations for 
combined athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .552 98.428 .596 .356 
1 & 2 .614 86.430 .617 .380 .024 17.884** 
1, 2, & 3 1.897 74.044 .809 .655 .265 354.870** 
**Significant at the .01 level. 
Table E.3. Regression univariate tests of significance for combined athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj . 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .350 .592 .343 10.087 .203 49 .762 .000 (5,462) 
TTH .010 .100 .000 1123.667 1192.953 .942 .453 
1 & 2 CGPA .378 .615 .360 4.185 .19750 21 .191 .000 (13,454) 
TTH .090 .301 .064 3870.424 1115.523 3 .470 .000 
1, 2, & 3 CGPA .407 .638 .385 3.480 .190 18, .173 .000 (17,450) 
TTH .655 .809 .612 21444.195 427.136 50, .205 .000 
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Table E.4. Relationship between canonical variables and dependent 
variables for combined athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.016 -.064 .992 .126 
TTH -.129 1.01 .062 .998 
1 & 2 CGPA 1.014 -.093 .995 .097 
TTH -.099 1.013 .092 .996 
1, 2, & 3 CGPA -.015 1.018 .173 .985 
TTH 1.003 -.176 .999 .015 
Table E.5. Canonical covariate correlations for combined athletes 
Covariate 
Group 1 
variables 
Stand, 
canon. 
coef. 
Group 1 & 2 
variables 
Corr. 
canon, 
covariate 
Stand, 
canon, 
coef. 
Group 1, 2, & 3 
variables 
Corr. 
canon, 
covariate 
Stand, 
canon, 
coef. 
Corr. 
canon. 
covariate 
HSR .552 .870 .549 .840 -.005 .027 
ENTEXAM .588 .887 .593 .857 .011 .025 
HSFL -.061 .071 -.070 .064 - .040 - .108 
HSM .051 .477 .046 .460 .027 -.007 
HSS -.051 .429 - .030 .415 - .001 .028 
BUS -.632 .028 - .275 -.007 
ENGINER -.617 .291 - .176 .103 
DESIGN - .357 .017 - .270 -.044 
LAS -.757 .048 - .390 - .047 
AG -.628 -.161 -.216 - .125 
EDUC - .568 -.093 - .346 .010 
FAM - .443 - .257 -.127 .116 
TRCR .030 - .101 .287 .264 
LRATE -.016 -.180 
SRATE -.122 - .430 
TMRANK .095 .435 
GRDRATE .861 .930 
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Table E.6. Regression analysis for individual univariates for combined 
athletes 
Dependent variable : CGPA Dependent variable : TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .328 .001 6. 854 .000 .028 094 469 .640 
ENTEXAM .347 .006 7. 394 .000 .017 471 294 .769 
NSFL - .048 .008 -1. 256 .214 - .093 583 -1. 981 .048 
HSM .028 .013 658 .511 -.011 1. 017 214 .831 
HSS -.027 .013 620 .536 .024 
• 
993 442 .658 
Group 1 & 2 Variables 
HSR .336 .001 7. 008 .000 .018 093 ,318 .751 
ENTEXAM .365 .007 7. 333 .000 .037 489 615 .539 
HSFL -.053 .008 -1. 392 .165 - .107 568 -2. 315 .021 
HSM .028 .013 661 .509 .004 987 .087 .931 
HSS -.013 .013 303 .762 .048 974 919 .359 
BUS -.419 .450 -1. 335 .183 -.347 33. 758 915 .361 
ENGINER -.397 .450 -1. 480 .140 -.224 33. 730 689 .491 
DESIGN -.245 .454 -1. 201 .230 -.282 34. 145 -1. ,147 .252 
LAS - .503 .448 -1. 371 .171 - .430 33. 672 ,970 .332 
AG - .416 .452 -1. 936 .053 -.341 34. 027 -1, 311 .191 
ED - .380 .450 -1. 178 .240 -.345 33. 825 ,885 .377 
FAM - .281 .457 -1. 436 .152 - .116 34. 349 ,491 .624 
TRCR .040 .080 1. 060 .289 .224 5. 977 4, ,918 .000 
Group 1, 2, & 3 Variables 
HSR .321 .007 6, ,802 .000 .001 058 ,033 .973 
ENTEXAM .378 .007 7. 708 .000 .015 304 .395 .693 
HSFL - .048 .007 -1. 281 .201 - .033 354 -1, .148 .252 
HSM - .030 .013 726 .468 .022 612 .703 .483 
HSS - .034 .013 794 .428 - .002 610 .053 .958 
BUS -.379 .441 -1, 230 .219 -.228 20. 924 .970 .332 
ENGINER - .362 .441 -1, ,373 .171 -.148 20. 896 -.736 .462 
DESIGN - .215 .446 -1, 077 .282 - .221 21. 171 -1 .446 .149 
LAS - .468 .440 -1, 301 .194 - .321 20. 870 -1 .169 .243 
AG - .377 .445 -1, .787 .075 - .180 21. 095 -1 .118 .264 
ED - .355 .442 -1, 120 .263 - .285 20. 966 -1 .178 .240 
FAM .260 .449 -1, .356 .176 -.106 21. 282 -.726 .468 
TRCR .040 .079 1. 067 .287 .232 3. 733 8 .164 .000 
LRATE .023 .047 .599 .550 -.0124 2. ,218 -.415 .678 
SRATE - .036 .027 -.859 .391 -.099 1, ,296 -3 .101 .002 
TMRANK - .136 .025 -3 .414 .001 .074 1, ,186 2 .447 .015 
GRDRATE .156 .001 3 .775 .000 .697 ,070 22 .171 .000 
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Table F.l. Multivariate tests of significance for female athletes (N=152) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .300 4.805 10.0 272.0 .000 
1 & 2 .427 2.922 24.0 258.0 .000 
1, 2, & 3 1.182 11.280 32.0 250.0 .000 
Table F.2. Eigen values, canonical and squared canonical correlations for 
female athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .417 98.619 .543 .294 
1 & 2 .502 82.960 .578 .334 .04 8.889** 
1, 2, & 3 5.185 90.843 .916 .838 .504 460.444** 
**Significant at the .01 level. 
Table F.3. Regression univariate tests of significance for female athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj . 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .262 .512 .235 2.227 .230 9, .675 .000 (5,136) 
TTH .011 .104 .000 343.955 1155.384 .298 .913 
1 & 2 CGPA .323 .568 .260 1.142 .223 5. 131 .000 (12,129) 
TTH .093 .306 .009 1236.696 1116.369 1, ,108 .359 
1, 2, & 3 CGPA .346 .588 .262 .918 .222 4, ,134 .000 (16,128) 
TTH .830 .911 .808 8236.754 216.511 38, .043 .000 
148 
Table F.4. Relationship between canonical variables and dependent 
variables for female athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.013 
TTH -.341 
1 & 2 CGPA 1.022 
TTH -.218 
1, 2, & 3 CGPA -.135 
TTH 1.019 
.134 .943 .333 
.963 -.132 .991 
.007 .977 .213 
.998 -.007 .999 
1.013 .075 .997 
-.076 .991 .133 
Table F.5. Canonical covariate correlations for female athletes 
Group 1 
variables 
Covariate 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
HSR .561 .772 .532 .720 .073 -.118 
ENTEXAM .683 .869 .617 .811 - .033 -.129 
HSFL - .053 .031 -.136 .016 - .043 -.070 
HSM .086 .346 .111 .322 -.039 -.055 
HSS -.312 .178 -.266 .172 .014 - .000 
BUS - .088 - .047 - .079 .101 
ENGINER .187 .441 .004 .023 
DESIGN - .074 .001 - .134 -.164 
LAS - .033 .028 - .055 - .061 
AG -.279 -.173 -.014 -.115 
EDUC .042 - .091 -.031 .106 
FAM .000 - .171 .000 .041 
TRCR .022 - .050 .206 .209 
LRATE .027 -.084 
SRATE - .082 -.379 
TMRANK -.125 .270 
GRDRATE .993 .952 
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Table F.6. Regression analysis for individual univariates for female 
athletes 
Dependent variable: CGPA Dependent variable : TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .283 .003 3.076 .003 -.054 183 507 .613 
ENTEXAM .350 .011 4.064 .000 -.045 793 455 .650 
NSFL -.052 .014 - .676 .500 - .069 991 778 .438 
HSM .045 .021 .583 .561 -.003 1. 478 030 .976 
HSS -.143 .027 -1.66 .099 .072 1. 919 720 .473 
Group 1 & 2 Variables 
HSR .289 .003 3.127 .002 - .056 185 ,520 .604 
ENTEXAM .347 .012 3.643 .000 - .009 875 ,079 .937 
HSFL - .095 .014 -1.221 .224 -.082 1. 001 ,914 .363 
HSM .061 .021 .785 .434 -.005 1. 488 ,059 .953 
HSS - .132 .027 -1.521 .131 - .088 1. 935 ,873 .384 
BUS - .038 .201 -.339 .735 .057 14. 201 ,418 .677 
ENGINER .117 .225 .990 .324 .053 15. 920 ,390 .697 
DESIGN -.074 .236 - .744 .458 -.152 16. 728 -1, .317 .190 
LAS - .032 .176 -.205 .838 -.061 12. ,494 .342 .733 
AG -.185 .231 -1.792 .075 -.128 16. 386 -1, 069 .287 
ED .028 .172 .204 .838 .023 12. 191 .143 .886 
FAM .000 .000 - - - - .000 ,000 - -
TRCR .048 .186 .653 .515 .168 13. ,155 1, .970 .051 
Group 1. 2, & 3 • Variables 
HSR .325 .003 3.439 .001 .109 ,083 2 .253 .026 
ENTEXAM .361 .012 3.778 .000 .019 ,387 .381 .704 
HSFL - .101 .014 1.294 .198 -.052 .445 -1 .306 .194 
HSM .040 .021 .499 .618 -.030 ,664 -.729 .467 
HSS -.141 .028 -1.582 .116 -.006 .878 -.133 .894 
BUS -.051 .202 - .446 .656 .078 6. 300 -1 .343 .182 
ENGINER .108 .226 .907 .366 .018 7, .046 .288 .774 
DESIGN - .047 .241 - .457 .648 - .126 7 .533 -2 .431 .016 
LAS - .023 .177 - .150 .881 - .053 5 .518 -.670 .504 
AG -.169 .235 -1.615 .109 - .035 7 .350 -.651 .516 
ED .026 .173 .186 .853 - .024 5, .410 -.341 .734 
FAM .000 .000 - - - — .000 .000 
TRCR .048 .187 .651 .516 .192 5 .841 5 .075 .000 
LRATE .030 .089 .357 .722 .028 2 .780 .654 .514 
SRATE - .014 .061 -.164 .870 - .076 1 .905 -1 .698 .092 
TMRANK -.140 .067 -1.651 .101 -.131 2 .099 -3 .022 .003 
GRDRATE .152 .003 1.734 .085 .912 .088 20 .420 .000 
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Table G.I. Multivariate tests of significance for male athletes (N=369) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .394 15.708 10.0 640.0 .000 
1 & 2 .519 8.420 26.0 624.0 .000 
1, 2, & 3 1.187 26.475 34.0 616.0 .000 
Table G.2. Eigen values, canonical and squared canonical correlations for 
male athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .614 97.783 .617 .380 
1 & 2 .709 85.87311 .644 .415 .035 21.81** 
1, 2, & 3 3.215 81.329 .873 .763 .348 537.418** 
**Significant at the .01 level. 
Table G.3. Regression univariate tests of significance for male athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 & 2 
1, 2, & 3 
CGPA 
TTH 
CGPA 
TTH 
CGPA 
TTH 
.378 
.019 
.413 
.110 
.425 
.750 
.615 
.139 
.643 
.331 
.652 
. 8 6 6  
.368 
.004 
.389 
.072 
.393 
.736 
6.86168 .176 
1542.074 1217.483 
2.884 
3349.000 
2.267 
17516.653 
.171 
133.872 
.170 
323.123 
38.890 
1.267 
6.890 
2.954 
13.373 
54.210 
.000 
.278 
.000 
.000 
.000 
.000 
(5,320) 
(13,312) 
(17,308) 
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Table G.4. Relationship between canonical variables and dependent 
variables for male athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.01378 -.127 .997 .081 
TTH -.08321 1.018 .124 .992 
1 & 2 CGPA 1.013 -.131 .997 .078 
TTH -.080 1.019 .128 .992 
1, 2, & 3 CGPA -.202 1.001 .007 .999 
TTH 1.022 -.007 .980 .198 
Table G.5. Canonical covariate correlations for male athletes 
Group 1 
variables 
Covariate 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
HSR .456 .849 .460 .813 .003 .069 
ENTEXAM .629 .921 .628 .881 - .014 -.058 
HSFL - .010 .128 -.015 .122 -.020 - .054 
HSM .052 .570 .028 .545 -.005 - .008 
HSS .011 .480 .018 .460 -.013 .025 
BUS - .740 .127 .001 .001 
ENGINER -.776 .297 .142 .050 
DESIGN - .374 .052 -.124 -.032 
LAS - .897 .009 .020 .009 
AG - .678 - .141 .161 .044 
EDUC - .690 - .193 .052 .019 
FAM -.545 -.326 .460 .105 
TRCR .040 -.085 .962 .270 
LRATE .138 .060 
SRATE - .037 -.032 
TMRANK .051 .048 
GRDRATE .071 .923 
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Table G.6. Regression analysis for individual univariates for male 
athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .284 .001 4.931 .000 .074 116 116 .307 
ENTEXAM .386 .007 6.756 .000 .042 590 590 .556 
NSFL -.015 .009 -.336 .737 -.112 733 -1. 971 .050 
HSM .030 .017 .543 .587 -.027 1. 417 389 .698 
HSS .008 .014 .149 .882 .009 1. 196 145 .885 
Group 1 & 2 Variables 
HSR .297 .001 5.136 .000 .069 115 963 .337 
ENTEXAM .404 .007 6.798 .000 .064 602 873 .383 
HSFL -.019 .009 -.419 .675 -.115 712 -2. 100 .037 
HSM .018 .017 .322 .748 -.005 1. 387 078 .938 
HSS .015 .014 .289 .773 .041 1. ,172 ,652 .515 
BUS -.497 .420 -1.513 .131 -.334 34. 190 ,827 .409 
ENGINER - .509 .419 -1.843 .066 -.206 34. ,133 .606 .454 
DESIGN - .255 .428 -1.229 .220 - .217 34, ,850 ,849 .397 
LAS -.598 .419 -1.703 .090 - .350 34. ,126 ,809 .419 
AG -.455 .424 -2.086 .038 - .304 34. ,581 -1, 132 .258 
ED - .460 .422 -1.546 .123 -.278 34. ,411 .760 .448 
FAM -.349 .432 -1.867 .063 -.030 35. ,182 ,132 .595 
TRCR .044 .084 .976 .330 .236 6, ,853 4, ,286 .000 
Group 1. 2. & 3 Variables 
HSR .001 4.822 .000 .114 ,062 2, 966 .003 
ENTEXAM .282 .007 6.800 .000 .030 ,323 ,776 .438 
HSFL -.405 .009 -.348 .728 -.050 ,382 -1, .670 .096 
HSM .017 .017 -.304 .762 - .004 ,744 -.099 .921 
HSS -.002 .014 -.036 .971 .021 ,631 .606 .545 
BUS - .442 .419 -1.350 .178 - .087 18, ,306 -.402 .688 
ENGINER - .474 .418 -1.718 .087 - .051 18, .263 -.282 .778 
DESIGN - .233 .427 -1.125 .262 - .073 18, 661 -.536 .593 
LAS -.550 .427 -1.569 .118 - .101 18, .266 -.438 .662 
AG -.423 .419 -1.940 .053 - .046 18, .544 -.323 .747 
ED -.423 .425 -1.424 .155 -.067 18 .414 -.342 .732 
FAM -.324 .422 -1.736 .084 .026 18 .819 .210 .834 
TRCR .032 .085 .707 .480 .237 3 .701 7 .979 .000 
LRATE -.026 .056 -.554 .580 .046 2 .460 1 .518 .130 
SRATE - .075 .030 -1.490 .137 -.042 1 .321 -1 .274 .204 
TMRANK - .085 .027 -1.734 .084 .024 1 .188 .75144 .453 
GRDRATE .044 .002 .847 .398 .798 .092 23 .484 .000 
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Table H.l. Multivariate tests of significance for baseball athletes 
(N=39) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .426 1.569 10.0 58.0 .139 
1 6e 2 .788 1.358 22.0 46.0 .188 
1, 2, & 3 1.610 5.235 30.0 38.0 .000 
Table H.2. Eigen values, canonical and squared canonical correlations for 
baseball athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .360 65.308 .515 .265 
1 & 2 .718 55.035 .646 .418 .153 9.20** 
1, 2, & 3 21.534 91.91 .978 .956 .538 427.955** 
**Significant at the .01 level. 
Table H.3. Regression univariate tests of significance for baseball athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .251 .501 .122 .317 .163 1.947 .117 (5,29) 
TTH .162 .402 .017 1466.816 1310.488 1.120 .372 
1 & 2 CGPA .375 .612 .075 .214 .171 1.251 .311 (11,23) 
TTH .403 .635 .118 1661.168 1176.766 1.412 .233 
1, 2, & 3 CGPA .673 .820 .415 .283 .108 2.607 .025 (15,19) 
TTH .955 .977 .920 2888.031 106.200 27.194 .000 
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Table H.4. Relationship between canonical variables and dependent 
variables for baseball athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.032 
TTH -.375 
1 & 2 CGPA -.576 
TTH .985 
1, 2, & 3 CGPA -.021 
TTH 1.005 
.104 .932 .362 
.967 -.101 .995 
.862 -.314 .949 
.326 .831 .556 
1.037 .246 .969 
-.256 .999 .021 
Table H.5. Canonical covariate correlations for baseball athletes 
Covariate 
Group 1 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
HSR .183 .689 - .351 - .315 .059 -.015 
ENTEXAM .765 .921 -.535 -.520 .114 -.104 
HSFL - .081 .083 - .355 -.502 .013 -.397 
HSM .328 .542 - .215 -.284 .042 -.043 
HSS -.002 .542 -.012 - .447 -.031 -.181 
BUS .207 - .203 - .079 - .182 
ENGINER .668 .086 - .018 .035 
DESIGN .283 .061 .062 .041 
LAS .591 .129 - .006 .287 
AG .066 - .137 .011 .061 
EDUC .000 .023 .000 -.113 
FAM .000 .000 .000 .000 
TRCR .416 .641 .377 .417 
LRATE - .048 -.174 
SRATE .047 - .769 
TMRANK .137 .557 
GRDRATE .849 .933 
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Table H.6. Regression analysis for individual univariates for baseball 
athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S :.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .104 .005 .523 .605 .036 . 410 170 .866 
ENTEXAM .388 .026 1.678 .104 .018 2. 352 074 .941 
NSFL - .190 .033 -1.034 .309 -.412 2. 947 -2. 118 .043 
HSM -.124 .033 .706 .486 -.109 2. 987 ,590 .559 
HSS -.001 .051 - .004 .997 .001 4. 589 ,003 .998 
Group 1 & 2 Variables 
HSR .139 .006 .514 .612 -.149 512 ,565 .577 
ENTEXAM .493 .031 1.818 .082 -.062 2. 548 ,235 .817 
HSFL - .048 .040 - .213 .833 - .261 3. 330 -1, .188 .247 
HSM .098 .036 .522 .607 - .084 2. 950 ,458 .651 
HSS -.005 .061 -.019 .985 - .011 5. 073 ,044 .966 
BUS -.186 .233 -.848 .405 .027 19. 273 .127 .900 
ENGINER -.337 .312 -1.215 .237 .241 25. 883 .889 .383 
DESIGN .013 .260 .069 .945 .194 21. 584 1, .016 .320 
LAS .096 .317 .402 .691 .444 26. 281 1, .911 .069 
AG .119 .522 .580 .568 .113 43. 237 .565 .578 
ED .000 .000 - - - - .000 000 - -
FAM .000 .000 - - - - .000 000 — -
TRCR .145 .289 .758 .456 .358 23. 955 1, .920 .067 
Group 1. 2. & 3 Variables 
HSR .027 .006 .107 .916 .058 178 .631 .536 
ENTEXAM .153 .029 .591 .562 .114 921 1 .186 .250 
HSFL .019 .037 .091 .929 .013 1. 159 .176 .862 
HSM .083 .030 .533 .600 .042 926 .739 .469 
HSS .012 .050 .057 .955 - .030 1. 551 -.389 .702 
BUS .177 .247 .759 .457 - .074 7. 736 -.859 .401 
ENGINER -.239 .306 -.882 .389 - .022 9. 564 -.224 .825 
DESIGN -.126 .216 - .777 .447 .057 6. 761 .962 .348 
LAS .194 .323 .800 .433 - .002 10. 121 -.017 .987 
AG .042 .462 .231 .820 .011 14. 468 .169 .868 
ED .000 .000 - - — — .000 000 - - — — 
FAM .000 .000 - - - — .000 000 — — 
TRCR -.159 .283 - .057 .402 .364 8, ,847 5 .284 .000 
LRATE -.230 .169 -1.350 .193 -.051 5, 304 -.813 .426 
SRATE -.896 .215 -2.757 .013 .026 6, ,720 .221 .828 
TMRANK -.180 .175 -.780 .445 .129 5. ,491 1 .520 .146 
GRDRATE - .326 .010 -1.087 .291 .819 ,310 7 .401 .000 
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Table I.l, Multivariate tests of significance for female basketball 
athletes 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F, D.F. F 
1 .974 1.140 10.0 12.0 .409 
 ^ 2 ™ 
1, 2, & 3 — "" •• — 
Table 1.2. Eigen values, canonical and squared canonical correlations for 
female basketball athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 1.809 78.59 .802 .644 
1 & 2 — — — "" 
1, 2, & 3 — — — 
Table 1.3. Regression univariate tests of significance for female basketball athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj. 
R sq. 
Hypoth. 
MS 
Err. 
MS Sig. D.F. 
CGPA .637 .798 .335 .535 .253 2.11 .195 (5,6) 
TTH .333 .557 .000 1091.918 1822.013 .599 .705 
1 & 2 CGPA 
TTH 
1, 2. & 3 CGPA 
TTH 
N> 
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Table 1.4. Relationship between canonical variables and dependent 
variables for female basketball athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA .996 .098 .990 .144 
TTH -.144 .991 -.097 .995 
1 & 2 CGPA -- — -- — 
TTH -- -- - - - -
1, 2, & 3 CGPA — — — — 
TTH — — — — 
Table 1.5. Canonical covariate correlations for female basketball 
athletes 
Covariate 
Group 1 
variables 
Stand, 
canon. 
coef. 
Corr. 
canon. 
covariate 
Group 1 & 2 
variables 
Stand, 
canon. 
coef. 
Group 1, 2, & 3 
variables 
Corr. 
canon, 
covariate 
Stand, 
canon, 
coef. 
Corr. 
canon. 
covariate 
HSR .458 .852 
ENTEXAM .631 .508 
HSFL -.132 -.251 
HSM -.381 .196 
HSS -.636 -.496 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
EDUC 
FAM 
TRCR 
LRATE 
SRATE 
TMRANK 
GRDRATE 
Limited sample size 
prevented further 
analysis of responses. 
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Table 1.6. Regression analysis for individual univariates for female 
basketball athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .409 .011 1.212 .271 .277 .913 .606 .567 
ENTEXAM .448 .092 1.140 .298 -.418 7.802 - .784 .463 
NSFL - .109 .062 -.375 .721 .320 5.298 .808 .450 
HSM -.366 .081 -1.150 .295 - .410 6.885 -.945 .381 
HSS -.529 .128 -1.647 .151 - .119 10.891 - .273 .794 
Group 1 & 2 Variables 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
ED 
FAM 
TRCR 
Group 1. 2. & 3 Variables 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
ED 
FAM 
TRCR 
LRATE 
SRATE 
TMRANK 
GRDRATE 
Limited sample size 
prevented further 
analysis of responses. 
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Table J.l. Multivariate tests of significance for male basketball 
athletes 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 1.150 1.353 10.0 10.0 .321 
2, 5c 2 — — — — — — — — — — 
1, 2, & 3 
Table J.2. Eigen values, canonical and squared canonical correlations for 
male basketball athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 5.900 93.377 .925 .855 
1 (5c 2 — — - - — 
1, 2, & 3 
Table J.3. Regression univariate tests of significance for male basketball athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
CGPA .851 .922 .702 .667 .116 5.708 .039 (5,5) 
TTH .303 .551 .000 818.988 1882.2576 .435 .809 
1 & 2 CGPA 
TTH 
1, 2, & 3 CGPA 
TTH 
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Table J.4. Relationship between canonical variables and dependent 
variables for male basketball athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.014 -.123 .996 .086 
TTH -.088 1.018 .121 .993 
1 6c 2 CGPA -- — — — 
TTH — — — — 
1, 2, & 3 CGPA -- -- -- — 
TTH - - - - - - - -
Table J.5. Canonical covariate correlations for male basketball athletes 
Group 1 Group 1 & 2 Group 1, 2, & 3 
variables variables variables 
Stand. Corr. Stand. Corr. Stand. Corr. 
canon. canon. canon. canon. canon. canon. 
Covariate coef. covariate coef. covariate coef. covariate 
HSR .586 .821 
ENTEXAM .531 .873 
HSFL .402 .440 
HSM -.424 .442 
HSS .075 .867 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
EDUC 
FAM 
TRCR 
LRATE 
SRATE 
TMRANK 
GRDRATE 
Limited sample size 
prevented further 
analysis of responses. 
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Table J.6. Regression analysis for individual univariates for male 
basketball athletes 
Dependent variable: CGPA Dependent variable : TTH 
Sig. Sig. 
Covariate Beta S.E. T of T Beta S.E. T of T 
Group 1 Variables 
HSR .592 .011 1, 639 .162 - .062 1 .448 - .088 .933 
ENTEXAM .581 .067 1, .145 .304 1.108 8 .456 1.011 .358 
NSFL .332 .060 1, .246 .268 -.399 7 .556 -.692 .520 
HSM -.427 .120 -1, .282 .256 - .470 15 .123 - .651 .544 
HSS .026 .117 .076 .943 -.487 14 .886 -.655 .541 
Group 1 & 2 Variables 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
ED 
FAM 
TRCR 
Group 1. 2. & 3 Variables 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
ED 
FAM 
TRCR 
LRATE 
SRATE 
TMRANK 
GRDRATE 
Limited sample size 
prevented further 
analysis of responses. 
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Table K.l. Multivariate tests of significance for football athletes 
(N-147) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .505 8.718 10.0 258.0 .000 
1 6e 2 .724 5.280 26.0 242.0 .000 
1, 2, & 3 .1446 17.958 34.0 234.0 .000 
Table K.2. Eigen values, canonical and squared canonical correlations for 
football athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .988 99.172 .705 .497 
1 & 2 1.200 84.654 .739 .545 .048 15.006** 
1, 2, & 3 8.104 86.628 .943 .890 .345 448.50** 
**Significant at the .01 level. 
Table K.3. Regression univariate tests of significance for football athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .497 .705 .477 4.140 .162 25.481 .000 (5,129) 
TTH .004 .156 .000 739.683 1145.058 .646 .665 
1 & 2 CGPA .542 .737 .493 1.738 .158 11.035 .000 (13,121) 
TTH .207 .455 .122 2414.283 991.944 2.434 .000 
1, 2, & 3 CGPA .556 .745 .491 1.362 .158 8.609 .000 (17,117) 
TTH .878 .937 .861 7821.753 157.617 49.625 .000 
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Table K.4. Relationship between canonical variables and dependent 
variables for football athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.002 
TTH -.012 
1 & 2 CGPA .979 
TTH .090 
1, 2, & 3 CGPA -.193 
TTH 1.019 
-.186 .999 .012 
1,020 .182 .983 
-.285 .996 -.088 
1.015 .280 .960 
1.000 .005 .999 
-.005 .982 .189 
Table K.5. Canonical covariate correlations for football athletes 
Group 1 
variables 
Covariate 
Stand. Corr. 
canon. canon. 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon. 
coef. covariate 
HSR .365 .829 .299 .792 .039 .031 
ENTEXAM .573 .913 .552 .863 -.016 - .035 
HSFL - .044 .042 - .044 .035 .023 -.045 
HSM .197 .681 .180 .648 - .035 -.002 
HSS .077 .544 .071 .521 .076 .032 
BUS -.722 .201 .192 .000 
ENGINER -.479 .396 .093 .087 
DESIGN -.361 .182 .028 -.055 
LAS - .935 - .160 .193 -.189 
AG - .719 -.156 .205 -.052 
EDUC -. 646 - .154 .172 -.006 
FAM -.572 - .302 .163 .265 
TRCR .129 .003 .361 .276 
LRATE .055 - .366 
SRATE .036 -.291 
TMRANK -.148 .466 
GRDRATE 1.081 .921 
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Table K.6. Regression analysis for individual univariates for football 
athletes 
Dependent variable : CGPA Dependent variable : TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .258 .002 3.154 .002 .117 168 1. 024 .308 
ENTEXAM .403 .011 4.946 .000 - .012 901 103 .918 
NSFL -.032 .014 -. 484 .629 - .052 1. 134 565 .573 
HSM .139 .027 1.67 .097 .025 2. 290 214 .831 
HSS .055 .022 .744 .459 .051 1. 830 498 .620 
Group 1 & 2 Variables 
HSR .219 .002 2.628 .010 .067 162 607 .545 
ENTEXAM .408 .011 4.736 .000 .089 900 .787 .433 
HSFL -.028 .014 -.422 .674 - .058 1. 086 .650 .517 
HSM .128 .028 1.500 .136 .087 2. 218 .778 .434 
HSS .047 .022 .625 .533 .074 1. 761 .748 .456 
BUS .514 .412 -1.551 .123 -.333 32. 733 .763 .447 
ENGINER -.344 .416 -1.615 .109 -.183 33. 044 .651 .516 
DESIGN -.247 .445 -1.633 .105 -.280 35, 337 -1, .395 .166 
LAS -. 666 .412 -2.051 .042 -.491 32. 695 -1, .160 .248 
AG - .513 .419 -2.229 .028 - .321 33. ,273 -1, .061 .291 
ED -.412 .420 -1.795 .075 - .282 33. 342 .832 .407 
FAM -.432 .430 -1.830 .070 .000 34, ,095 ,001 .999 
TRCR .069 .110 1.092 .277 .297 8, .709 3, 540 .001 
Group 1. 2, & 3 ' Variables 
HSR .179 .002 2.048 .043 .069 .067 1, 52 .131 
ENTEXAM .422 .011 4.853 .000 .065 .361 1, 419 .159 
HSFL - .036 .014 -.528 .598 .015 .439 .421 .675 
HSM .142 .028 1.644 .103 .005 .896 -.117 .907 
HSS .025 .023 .324 .747 .075 .717 1 .856 .066 
BUS -.475 .417 -1.417 .159 .088 13, ,167 .503 .616 
ENGINER -.316 .422 -1.462 .146 .026 13 .313 .233 .816 
DESIGN -.233 .454 -1.512 .133 - .018 14, ,333 -.220 .826 
LAS - .632 .419 -1.933 .056 .059 13, ,215 .345 .731 
AG -.494 .427 -2.105 .037 .097 13 .484 .786 .433 
ED - .450 .426 -1.726 .087 .075 13 .432 .547 .586 
FAM - .410 .432 -1.732 .086 .073 13 .633 .590 .556 
TRCR .051 .113 .770 .443 .343 3 .564 9 .985 .000 
LRATE -.026 .105 - .357 .721 .046 3 .301 1 .208 .230 
SRATE -.080 .041 -1.043 .299 .018 1 .300 .444 .658 
TMRANK - .104 .039 -1.264 .209 -.157 1 .226 -3 .633 .000 
GRDRATE -.011 .005 - .120 .905 .998 .167 21 .000 .000 
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Table L.l. Multivariate tests of significance for female track athletes 
(N-35) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .363 1.107 10.0 50.0 .376 
1 & 2 .699 .806 24.0 36.0 .707 
1, 2, & 3 1.439 2.24 32.0 28.0 .016 
Table L.2. Eigen values, canonical and squared canonical correlations for 
female track athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .300 66.565 .481 .231 .16 
1 & 2 .642 59.030 .625 .391 -- 8.144 
1, 2, & 3 7.637 85.978 .940 .884 .493 131.75** 
**Significant at the .01 level. 
Table L.3. Regression univariate tests of significance for female track athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .201 .448 .041 .376 .299 1.255 .314 (5,25) 
TTH .133 .364 .000 1080.840 1412.291 .765 .583 
1 & 2 CGPA .388 .622 .000 .303 .319 .949 .524 (12,18) 
TTH .314 .560 .000 1064.539 1552.055 .686 .745 
1, 2, & 3 CGPA .586 .766 .114 .343 .267 1.240 .346 (16,14) 
TTH .877 .936 .736 2231.266 357.943 6.234 .001 
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Table L.4, Relationship between canonical variables and dependent 
variables for female track athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.110 .136 .833 .554 
TTH -.619 .932 -.122 .993 
1 & 2 CGPA 1.079 -.294 .980 .197 
TTH -.221 1.096 .263 .965 
1, 2, & 3 CGPA -.1667 1.106 .310 .951 
TTH 1.063 -.346 .989 .149 
Table L.5. Canonical covariate correlations for female track athletes 
Group 1 Group 1 & 2 Group 1, 2, & 3 
variables variables variables 
Stand. Corr. Stand. Corr. Stand. Corr, 
canon. canon. canon. canon. canon. canon. 
Covariate coef. covariate coef. covariate coef. covariate 
HSR .285 .051 .100 .049 - .015 .014 
ENTEXAM .884 .773 .455 .521 .098 -.156 
HSFL .089 -.247 -.213 -.346 -.244 -.253 
HSM -.488 - .346 -.304 -.342 .201 -.113 
HSS -.476 -.325 -.463 -.213 .027 .076 
BUS -.123 -.106 -.504 .046 
ENGINER .465 .329 -.398 -.246 
DESIGN -.016 -.089 - .107 -.296 
LAS .089 .224 - .634 .146 
AG -.100 -.322 - .415 -.080 
EDUC .267 - .025 -.520 .097 
FAM .000 - .061 .000 .199 
TRCR .599 .433 .194 .269 
LRATE -.211 -.041 
SRATE - .108 - .501 
TMRANK - .037 .289 
GRDRATE .989 .864 
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Table L.6. Regression analysis for individual univariates for female 
track athletes 
Dependent variable: CGPA Dependent variable : TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta E I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .091 .006 407 .688 -.059 421 253 .802 
ENTEXAM .331 .026 1. 795 .085 - .093 1. 751 482 .634 
NSFL - .175 .041 790 .437 -.383 2. 810 -1. 657 .110 
HSM -.247 .050 -1. 181 .249 -. 064 3. 400 293 .772 
HSS -.033 .074 136 .893 .310 5. 046 1. 220 .234 
Group 1 & 2 Variables 
HSR .054 .007 217 .831 - .017 482 - 062 .951 
ENTEXAM .259 .032 1. 102 .285 -.024 2. 26 097 .924 
HSFL -.193 .052 686 .502 -.341 3. 63 -1, 141 .269 
HSM -.205 .059 828 .418 - .143 4. 09 ,546 .592 
HSS - .204 .087 703 .491 .315 6. 094 1. ,024 .319 
BUS - .056 .535 172 .865 .073 37. 313 ,210 .836 
ENGINER .224 .577 635 .533 - .223 40. 278 ,599 .556 
DESIGN - .059 .593 221 .827 - .242 41. 399 ,861 .400 
LAS .037 .500 093 .927 -.072 34. 867 ,172 .865 
AG - .094 .594 293 .773 -.174 41. 411 ,514 .614 
ED -.412 .420 -1. 795 .075 - .282 33. 342 ,832 .407 
FAM -.432 .430 -1. 830 .070 .000 34. 095 ,001 .999 
TRCR .069 .110 1. 092 .277 .297 8. 709 3, 540 .001 
Group 1. 2. & 3 Variables 
HSR .179 .002 2, 048 .043 .069 067 1 .52 .131 
ENTEXAM .422 .011 4, ,853 .000 .065 361 1, .419 .159 
HSFL - .036 .014 ,528 .598 .015 439 .421 .675 
HSM .142 .028 1, ,644 .103 .005 896 -.117 .907 
HSS .025 .023 .324 .747 .075 ,717 1 .856 .066 
BUS - .475 .417 -1. ,417 .159 .088 13, ,167 .503 .616 
ENGINER - .316 .422 -1, 462 .146 .026 13, ,313 .233 .816 
DESIGN - .233 .454 -1, 512 .133 - .018 14, ,333 -.220 .826 
LAS - .632 .419 -1, 933 .056 .059 13, ,215 .345 .731 
AG - .494 .427 -2, 105 .037 .097 13, ,484 .786 .433 
ED - .450 .426 -1, .726 .087 .075 13, ,432 .547 .586 
FAM - .410 .432 -1, .732 .086 .073 13, ,633 .590 .556 
TRCR .051 .113 .770 .443 .343 3, 564 9 .985 .000 
LRATE - .026 .105 .357 .721 .046 3, ,301 1 .208 .230 
SRATE - .080 .041 -1, .043 .299 .018 1, ,300 .444 .658 
TMRANK -.104 .039 -1. 264 .209 -.157 1, ,226 -3 .633 .000 
GRDRATE - .011 .005 .120 .905 .998 ,167 21 .000 .000 
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Table M.l. Multivariate tests of significance for male track athletes 
(N=42) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .648 2.587 10.0 54.0 .012 
1 & 2 1.116 2.104 24.0 40.0 .018 
1, 2, & 3 1.712 5.956 32.0 32.0 .000 
Table M.2. Eigen values, canonical and squared canonical correlations for 
male track athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 1.618 98.136 .786 .618 
1 & 2 2.470 78.456 .843 .712 .094 12.403** 
1, 2, & 3 51.343 94.959 .990 .980 .268 509.2** 
**Significant at the .01 level. 
Table M.3. Regression univariate tests of significance for male track athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .618 .786 .547 .969 .111 8.728 .000 (5,27) 
TTH .032 .180 .000 261.950 1454.620 .180 .968 
1 & 2 CGPA .709 .842 .535 .463 .114 4.062 .003 (12,20) 
TTH .414 .643 .062 1399.122 1189.751 1.176 .414 
1, 2, & 3 CGPA .734 .857 .468 .360 .130 2.762 .025 (16,16) 
TTH .972 .986 .945 2466.317 70.212 35.127 .000 
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Table M.4. Relationship between canonical variables and dependent 
variables for male track athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.001 
TTH -. 019 
1 & 2 CGPA .988 
TTH .094 
1, 2, & 3 CGPA -.186 
TTH .998 
-.065 .999 .019 
1.003 .065 .998 
-.177 .996 -.094 
.999 .176 .984 
.986 -.103 .995 
.103 .983 .185 
Table M.5. Canonical covariate correlations for male track athletes 
Group 1 
variables 
Covariate 
Stand. Corr. 
canon. canon. 
coef. covariate 
Group 1 & 2 
variables 
Stand, 
canon, 
coef. 
Corr. 
canon. 
covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
HSR .751 .844 .589 .781 .014 - .080 
ENTEXAM .534 .732 .233 .668 - .202 -.140 
HSFL .385 .410 .379 .376 - .011 -.064 
HSM -.294 .581 .030 .524 .129 -.165 
HSS -.317 .034 - .322 .026 - .059 -.045 
BUS - .140 -.012 .018 .034 
ENGINER .197 .643 .124 -.100 
DESIGN - .115 -.195 .070 .036 
LAS .049 .009 .053 .020 
AG -.164 -.215 .060 .194 
EDUC -.186 - .221 -.011 .246 
FAM .000 - .168 .000 .239 
TRCR .267 .026 .161 .455 
LRATE -.069 .024 
SRATE - .044 -.191 
TMRANK -.356 .384 
GRDRATE 1.132 .951 
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Table M.6. Regression analysis for individual univariates for male track 
athletes 
Dependent variable: CGPA Dependent variable : TTH 
Sig. Sig. 
Covariate Beta S.E. T of T Beta S.E. T of T 
Group 1 Variables 
HSR .594 .004 3, 006 .006 .261 ,455 .829 .414 
ENTEXAM .418 .018 2, 242 .033 -.047 2, ,076 -.158 .876 
NSFL .302 .025 2, 331 .027 -.004 2. ,878 -.017 .986 
HSM -.235 .057 -1. 156 .258 -.228 6. ,480 -.703 .488 
HSS -.250 .031 -1, .871 .072 -.031 3, 567 -.146 .884 
Group 1 & 2 Variables 
HSR .475 .004 2. ,189 .041 .293 ,446 ,953 .352 
ENTEXAM .202 .024 804 .431 -.024 2, 487 ,067 .947 
HSFL .320 .028 2, ,22 .038 .041 2, 853 ,199 .845 
HSM .031 .071 ,121 .905 - .055 7, .201 ,152 .881 
HSS -.277 .034 -1, 913 .070 .024 3, .457 ,114 .910 
BUS -.070 .433 ,221 .828 -.519 44 .206 -1, 147 .265 
ENGINER .220 .454 ,614 .546 -.546 46, .326 -1, 072 .297 
DESIGN - .045 .421 ,160 .875 -.557 42 .997 -1, .392 .179 
LAS .099 .407 ,290 .775 -.598 41 .571 -1, .233 .232 
AG .080 .429 ,237 .815 -.631 43 .760 -1, .311 .205 
ED -.142 .421 ,505 .619 -.177 43 .012 .441 .664 
FAM .000 .000 - — .000 .000 — — 
TRCR .172 .257 1, .135 .270 .587 26 .285 2 .727 .013 
Group 1. 2. & 3 Variables 
HSR .476 .005 1. 908 .074 .103 ,116 1, 280 .219 
ENTEXAM .250 .029 845 .411 -.154 668 -1, 611 .127 
HSFL .307 .031 1. 907 .075 .046 ,726 ,883 .390 
HSM .026 .077 093 .927 .132 1. ,798 1. 473 .160 
HSS - .221 .038 -1. 364 .191 -.099 ,877 -1, .904 .075 
BUS - .071 .500 194 .849 .005 11. ,614 .041 .968 
ENGINER .154 .522 373 .714 .152 12. ,115 1, .138 .272 
DESIGN - .105 .513 307 .763 .050 11. ,901 .447 .661 
LAS .024 .469 062 .952 .057 10, ,890 .449 .660 
AG -.146 .498 370 .716 .033 11, ,557 .257 .800 
ED - .093 .475 293 .773 - .028 11, ,037 -.273 .788 
FAM .000 .000 - - .000 ,000 — -
TRCR .283 .324 1. ,480 .158 .212 7, 517 3 .441 .003 
LRATE .100 .175 575 .573 -.050 4, ,065 -.885 .389 
SRATE .016 .198 080 .937 -.041 4, .604 -.649 .526 
TMRANK -.087 .392 ,451 .658 -.370 9, .093 -5 .972 .000 
GRDRATE - .16 .011 ,496 .627 1.104 .245 16 .056 .000 
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Table N.l. Multivariate tests of significance for female other sport 
athletes (N-106) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .371 4.278 10.0 188.0 .000 
1 & 2 .519 2.54 24.0 174.0 .000 
1, 2, & 3 1.318 10.015 32.0 166.0 .000 
Table N.2. Eigen values, canonical and squared canonical correlations for 
female other sport athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .541 96.444 .592 .351 
1 & 2 .666 83.092 .632 .400 .048 8.146 
1, 2, & 3 9.953 93.502 .953 .909 .509 570.527** 
**Significant at the .01 level. 
Table N.3. Regression univariate tests of significance for female other sport athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable raul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .336 .580 .301 1.898 .199 9.520 .000 (5,94) 
TTH .021 .145 .000 433.728 1070.001 .405 .844 
1 & 2 CGPA .396 .629 .313 .932 .196 4.757 .000 (12,87) 
TTH .120 .346 .000 1024.789 1039.676 .986 .469 
1, 2, & 3 CGPA .412 .642 .299 .728 .200 3.641 .000 (16.83) 
TTH .907 .952 .889 5823.358 115.368 50.477 .000 
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Table N.4. Relationship between canonical variables and dependent 
variables for female other sport athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.008 
TTH -.215 
1 & 2 CGPA 1.010 
TTH -.116 
1, 2, & 3 CGPA -.062 
TTH 1.007 
.069 .977 .213 
.988 -.068 .998 
-.031 .993 .115 
1.004 .031 .999 
1.008 .0845 .996 
-.085 .998 .062 
Table N.5. Canonical covariate correlations for female other sport 
athletes 
Group 1 
variables 
Covariate 
Stand, Corr. 
canon. canon, 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
HSR .521 .840 .495 .775 .077 - .126 
ENTEXAM .531 .855 .442 .799 .057 -.058 
HSFL .035 .187 -.033 .173 -.053 -.021 
HSM .293 .524 .277 .503 .015 .055 
HSS - .132 .394 - .084 .371 - .022 -.005 
BUS .040 - .053 - .002 .084 
ENGINER .282 .468 .089 .151 
DESIGN .030 - .013 -. 046 -.124 
LAS .236 .119 .027 -.095 
AG - .161 - .158 .031 -.136 
EDUC .257 -.127 .044 .073 
FAM .000 -.325 .000 .020 
TRCR .051 - .200 .181 .182 
LRATE .025 -.176 
SRATE - .040 - .272 
TMRANK - .298 .161 
GRDRATE 1.077 .932 
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Table N.6. Regression analysis for individual univariates for female 
other sport athletes 
Dependent variable: CGPA Dependent variable : TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .273 .003 2.442 .016 -.156 228 -1. 145 .255 
ENTEXAM .316 .013 2.99 .004 -.018 938 137 .892 
NSFL .019 .015 .225 .823 - .007 1. 120 067 .947 
HSM .192 .025 2.206 .030 .095 1. 820 900 .370 
HSS -.063 .031 -.636 .526 .067 2. 235 561 .576 
Group 1 & 2 Variables 
HSR .288 .003 2.502 .014 - .192 233 -1. 386 .169 
ENTEXAM .282 .014 2.432 .017 .046 1. 023 329 .743 
HSFL -.024 .016 -.266 .790 -.027 1. 16 250 .803 
HSM .187 .025 2.092 .039 .114 1. 852 1. 062 .291 
HSS -.043 .031 -.421 .675 .085 2. 282 ,691 .492 
BUS .030 .233 .212 .833 .043 16, ,942 ,251 .802 
ENGINER .192 .265 1.347 .182 .134 19, 285 ,778 .439 
DESIGN .004 .271 .030 .976 - .131 19, ,756 ,897 .372 
LAS .132 .210 .703 .484 -.134 15, ,281 ,589 .557 
AG - .119 .273 - .973 .333 - .157 19. ,916 -1. 061 .292 
ED .158 .207 .926 .357 -.027 15. ,046 ,130 .897 
FAM .000 .000 - - - - .000 ,000 - -
TRCR - .016 .212 -.188 .852 .135 15. ,409 1. ,288 .201 
Group 1. 2. & 3 ' Variables 
HSR .310 .003 2.58 .012 .992 ,080 1, .922 .058 
ENTEXAM .318 .015 2.622 .010 .073 ,353 1, 519 .133 
HSFL - .033 .017 -.352 .725 -.052 .396 -1 .423 .158 
HSM .184 .026 1.977 .051 .026 ,636 .698 .487 
HSS -.060 .032 -.579 .564 - .024 ,773 -.590 .557 
BUS .030 .237 .210 .834 - .000 5 .685 -.008 .994 
ENGINER .171 .270 1.178 .243 .095 6 .47 1 .648 .103 
DESIGN .047 .285 .366 .715 - .040 6 .825 .796 .428 
LAS .141 .213 .735 .464 .034 5 .116 .452 .652 
AG -.112 .283 -.890 .376 .023 6 .789 .452 .653 
ED .163 .210 .940 .350 .052 5 .042 .747 .457 
FAM .000 .000 - - .000 .000 - -
TRCR - .013 .215 - .151 .880 .171 5 .167 4 .865 .000 
LRATE - .026 .100 - .270 .788 .022 2 .413 .578 .565 
SRATE .007 .067 -.075 .940 - .039 1 .600 -1 .023 .309 
TMRANK - .141 .099 -1.291 .200 - .291 2 .372 -6 .693 .000 
GRDRATE .117 .003 1.104 .273 1.026 .075 24 .291 .000 
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Table 0.1. Multivariate tests of significance for male other sport 
athletes (N=123) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .308 3.826 10.0 2.0 .000 
1 & 2 .398 2.026 24.0 196.0 .005 
1, 2, & 3 1.235 9.489 32.0 188.0 .000 
Table 0.2. Eigen values, canonical and squared canonical correlations for 
male other sport athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .389 93.089 .529 .280 
1 & 2 .498 87.694 .576 .332 .052 9.263** 
1, 2, & 3 8.071 93.863 .94327 .890 .558 603.655** 
**Significant at the .01 level. 
Table 0.3. Regression univariate tests of significance for male other sport athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj. 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .279 .528 .245 1.634 .202 8 .131 .000 (5.105) 
TTH .034 .184 .000 946.926 1290.620 .734 .600 
1 & 2 CGPA .331 .576 .249 .813 .201 4 .045 .000 (12,98) 
TTH .071 .267 .000 834.720 1328.909 .628 .874 
1, 2, & 3 CGPA .346 .589 .235 .638 .205 3 .115 .000 (16,94) 
TTH .874 .935 .852 7660.310 188.135 40. 717 .000 
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Table 0.4. Relationship between canonical variables and dependent 
variables for male other sport athletes 
Variable 
group 
entered 
Dependent 
variable 
Canonical 
coefficient std. 
Root I Root II 
Correlation of 
dependent and 
canonical variables 
Root I Root II 
1 CGPA 1.012 
TTH -.066 
1 & 2 CGPA 1.012 
TTH -.064 
1, 2, & 3 CGPA -.175 
TTH 1.023 
-.154 .998 .065 
1.021 .150 .989 
-.156 .998 .063 
1.022 .151 .988 
1.009 .044 .999 
-.045 .985 .171 
Table 0.5. Canonical covariate correlations for male other sport athletes 
Covariate 
Group 1 
variables 
Stand, 
canon. 
coef. 
Group 1 & 2 
variables 
Corr. 
canon. 
covariate 
Stand, 
canon. 
coef. 
Corr. 
canon, 
covariate 
Group 1, 2, & 3 
variables 
Stand, 
canon, 
coef. 
Corr. 
canon, 
covariate 
HSR .658 - .394 .655 .743 .068 -.079 
ENTEXAM .660 .055 .722 .790 .046 - .000 
HSFL - .105 -.914 -.052 .069 - .067 -.163 
HSM - .312 - .406 -.271 .283 .005 - .076 
HSS .009 -.070 .010 .372 - .036 -.017 
BUS .144 .039 - .064 -.025 
ENGINER - .081 .028 .017 .048 
DESIGN .330 - .044 - .018 .018 
LAS .232 .246 - .076 .065 
AG -.132 - .190 .047 - .099 
EDUC .225 - .220 .066 -.074 
FAN .000 - .061 .000 .019 
TRCR .0244 - .087 .156 .078 
LRATE .082 .003 
SRATE - .022 - .354 
TMRANK - .047 .435 
GRDRATE 1.029 .979 
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Table 0.6. Regression analysis for individual univariates for male other 
sport athletes 
Dependent variable: CGPA Dependent variable : TTH 
Sig. Sig. 
Covariate Beta S.E. T of T Beta S.E. T of T 
Group 1 Variables 
HSR .345 .003 3. 156 .002 .016 220 124 .901 
ENTEXAM .353 .013 3.477 .001 .118 1. 024 1. 001 .319 
NSFL -.065 .016 745 .458 - .149 1. 30 1. 477 .143 
HSM - .168 .038 -1. 592 .114 - .072 3. 066 588 .558 
HSS .004 .028 045 .964 -.003 2. 211 025 .980 
Group 1 & 2 Variables 
HSR .373 .003 3. 304 .001 .005 231 038 .970 
ENTEXAM .417 .014 3. 904 .000 .099 1. 098 787 .433 
HSFL -.039 .017 440 .661 -.153 1. 357 -1. ,464 .146 
HSM - .163 .040 -1. 471 .144 - .135 3, ,271 -1. ,032 .304 
HSS .008 .029 079 .938 .037 2. ,342 ,306 .760 
BUS .077 .335 320 .750 -.082 27, ,225 ,289 .773 
ENGINER -.045 .335 177 .860 .018 27. ,238 ,061 .952 
DESIGN .184 .355 933 .353 -.058 28. ,860 ,248 .804 
LAS .130 .327 435 .665 -.032 26, ,611 ,090 .928 
AG -.084 .380 550 .584 -.140 30, ,905 ,775 .440 
ED .119 .339 491 .624 -.143 27. ,546 ,449 .619 
FAM .000 .000 000 - - .000 ,000 — -
TRCR .021 .206 233 .806 .114 16, ,789 1. 064 .290 
Group 1. 2. & 3 Variables 
HSR .381 .003 3, ,308 .001 .128 .088 2 .53 .013 
ENTEXAM .438 .014 3, ,999 .000 .117 .419 2 .43 .017 
HSFL .034 .017 ,375 .709 - .068 .517 -1 .691 .094 
HSM -.161 .041 -1, 409 .162 -.023 1 .258 -.450 .654 
HSS -.017 .029 ,161 .872 -.037 .908 -.765 .446 
BUS .114 .340 .469 .640 -.039 10 .317 -.366 .716 
ENGINER -.014 .340 ,056 .956 .013 10 .317 .112 .911 
DESIGN .211 .360 1, ,053 .295 .019 10 .919 .218 .828 
LAS .158 .332 ,520 .604 - .043 10 .072 -.321 .749 
AG - .054 .389 ,342 .733 .034 11 .781 .494 .622 
ED .154 .345 .625 .533 .087 10 .447 .804 .423 
FAM .000 .000 - - .000 .000 - -
TRCR .033 .210 .353 .725 .150 6 .380 3 .690 .000 
LRATE -.038 .110 -.419 .677 .070 3 .337 1 .762 .081 
SRATE .075 .080 .783 .436 -.007 2 .402 -.176 .861 
TMRANK -.108 .062 -1 .080 .283 - .063 1 .868 -1 .426 .157 
GRDRATE .123 .004 1 .174 .243 .970 .112 21 .150 .000 
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Table P.l. Multivariate tests of significance for male revenue sport 
athletes (N-164) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .522 9.88 10.0 280.0 .000 
1 & 2 .744 6.020 26.0 264.0 .000 
1, 2, & 3 1.258 12.752 34.0 256.0 .000 
Table P.2. Eigen values, canonical and squared canonical correlations for 
male revenue sport athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 1.048 99.656 .7154 .512 
1 & 2 1.280 85.105 .750 .561 .049 17.859** 
1, 2, & 3 2.190 62.207 .829 .687 .126 64.409** 
**Significant at the .01 level. 
Table P.3. Regression univariate tests of significance for male revenue sport athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj . 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .512 .715 .494 4.672 .159 29. ,343 .000 (5,140) 
TTH .026 .162 .000 869.998 1147.850 ,758 .582 
1 & 2 CGPA .560 .748 .516 1.964 .152 12. ,888 .000 (13,132) 
TTH .210 .458 .132 2662.331 988.171 2. 694 .002 
1. 2. & 3 CGPA .571 .756 .515 1.534 .513 10. 040 .000 (17,128) 
TTH .679 .824 .636 6591.514 414.009 15. 922 .000 
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Table P.4. Relationship between canonical variables and dependent 
variables for male revenue sport athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.002 
TTH -.013 
1 & 2 CGPA .983 
TTH .075 
1, 2, & 3 CGPA -.262 
TTH 1.017 
-.185 .999 .013 
1.020 .181 .983 
-.271 .997 -.074 
1.017 .266 .964 
.985 -.065 .998 
.066 .966 .257 
Table P.5. Canonical covariate correlations for male revenue sport 
athletes 
Covariate 
Group 1 
variables 
Stand, 
canon. 
coef. 
Group 1 & 2 
variables 
Corr. 
canon. 
covariate 
Stand, 
canon, 
coef. 
Corr. 
canon, 
covariate 
Group 1, 2, & 3 
variables 
Stand, 
canon. 
coef. 
Corr. 
canon. 
covariate 
HSR .375 .828 .307 .791 .179 -.017 
ENTEXAM .582 .919 .551 .871 -.114 -.091 
HSFL - .015 .083 - .023 .071 - .012 -.091 
HSM .135 .662 .117 .630 -.064 -.052 
HSS .116 .578 .104 .552 .084 -.016 
BUS -.662 .247 .113 - .060 
ENGINER -.441 .417 .059 .099 
DESIGN - .321 .170 - .065 - .068 
LAS - .908 - .208 .160 -.189 
AG -. 664 - .150 .091 -.043 
EDUC -.616 -.161 .111 -.001 
FAM -.535 -.303 .219 .344 
TRCR .112 -.007 .344 .305 
LRATE .077 -.384 
SRATE .012 -.341 
TMRANK .109 .539 
GRDRATE .891 .915 
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Table P.6. Regression analysis for individual univariates for male 
revenue sport athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E, T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .270 .002 3. 518 .001 .115 . 161 1. 062 .290 
ENTEXAM .415 .010 5. 330 .000 .001 872 009 .993 
NSFL -.012 .013 187 .852 -.076 1. 092 871 .385 
HSM .097 .026 1. 234 .219 .025 2. 196 227 .821 
HSS .083 .021 1. 190 .236 .041 1. 773 ,411 .682 
Group 1 & 2 Variables 
HSR .228 .002 2. 966 .004 .075 154 ,726 .469 
ENTEXAM .414 .011 5. 094 .000 .077 862 ,705 .482 
HSFL - .011 .013 172 .863 - .086 1. 039 -1, ,033 .304 
HSM -.083 .026 1. 044 .298 .086 2. 110 ,811 .419 
HSS .073 .021 1. 033 .303 .074 1. 711 ,775 .440 
BUS -.477 .404 -1. 480 .141 - .368 32. 522 ,853 .395 
ENGINER - .323 .408 -1, ,556 .122 - .168 32. 841 ,603 .547 
DESIGN - .224 .437 -1, ,576 .118 - .271 35. ,219 -1, 425 .157 
LAS -.655 .404 -2. 048 .043 - .490 32. 548 -1. ,145 .254 
AG -.482 .412 -2. 224 .028 - .317 33. ,164 -1. ,093 .276 
ED - .448 .412 -1, 807 .073 - .292 33, ,154 ,879 .381 
FAM -.409 .421 -1, 789 .076 .012 33. ,881 ,039 .969 
TRCR .064 .107 1, 068 .287 .281 8, ,64 3. ,503 .001 
Group 1. 2. & 3 ' Variables 
HSR .191 .002 2, 385 .019 .195 ,103 2 .81 .006 
ENTEXAM .423 .011 5, .171 .000 .016 ,561 .226 .822 
HSFL -.021 .013 ,333 .739 -.015 ,680 .282 .778 
HSM .097 .027 1, 210 .229 - .027 1, ,383 -.393 .695 
HSS .050 .022 .682 .496 .081 1, ,30 1 .290 .199 
BUS -.453 .408 -1, 393 .166 - .024 21, ,228 -.087 .931 
ENGINER -.308 .412 -1 .468 .144 - .032 21. ,449 -.174 .862 
DESIGN -.221 .444 -1 .529 .129 - .110 23 ,107 -.880 .380 
LAS -. 646 .411 -1 .988 .049 - .036 21. ,366 -.128 .899 
AG - .479 .418 -2 .180 .031 - .049 21. ,738 -.258 .797 
ED - .449 .416 -1 .792 .075 -.026 21. 674 -.118 .906 
FAM -.396 .423 -1 .721 .088 .076 22 .029 .383 .702 
TRCR .046 .110 .741 .460 .292 5 .733 5 .483 .000 
LRATE - .013 .099 -.191 .849 .059 5 .171 .968 .335 
SRATE - .092 .038 -1 .269 .206 -.014 1 .980 -.229 .819 
TMRANK -.083 .034 -1 .174 .242 .067 1 .743 1 .105 .271 
GRDRATE -.036 .004 -.459 .647 .716 .215 10 .538 .000 
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Table Q.I. Multivariate tests of significance for male nonrevenue sport 
athletes (N-205) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .313 6.462 10.0 348.0 .000 
1 & 2 .423 3.737 24.0 334.0 .000 
1, 2, & 3 1.16 14.101 32.0 326.0 .000 
Table Q.2. Eigen values, canonical and squared canonical correlations for 
male nonrevenue sport athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .395 92.773 .532 .283 
1 & 2 .464 79.574 .563 .317 .034 10.006** 
1, 2, & 3 5.228 91.684 .916 .839 .522 651.689** 
**Significant at the .01 level. 
Table Q.3. Regression univariate tests of significance for male nonrevenue sport athletes 
Variable 
group 
entered Variable 
Sq. 
raul. R Mul. R 
Adj. 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .279 .528 .258 2.436 .181 13, .451 .000 (5,174) 
TTH .031 .176 .003 1417.290 1274.443 1. 112 .356 
1 & 2 CGPA .315 .561 .265 1.145 .179 6, .387 .000 (12,167) 
TTH 1.08 .329 .044 2064.821 1221.926 1, ,689 .073 
1, 2, & 3 CGPA .322 .567 .225 .878 .182 4, ,831 .000 (16,163) 
TTH .820 .905 .802 11721.971 253.301 46. ,277 .000 
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Table Q.4. Relationship between canonical variables and dependent 
variables for male nonrevenue sport athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA 1.018 
TTH -.137 
1 & 2 CGPA 1.016 
TTH -.108 
1, 2, & 3 CGPA -.199 
TTH 1.020 
-.067 .991 .134 
1.011 .066 .998 
-.096 .994 .106 
1.015 .094 .996 
1.001 .003 1.000 
-.003 .981 .195 
Table Q.5. Canonical covariate correlations for male nonrevenue sport 
athletes 
Covariate 
Group 1 
variables 
Stand, 
canon. 
coef. 
Group 1 & 2 
variables 
Corr. 
canon, 
covariate 
Stand, 
canon. 
coef. 
Group 1, 2, & 3 
variables 
Corr. 
canon, 
covariate 
S tand. 
canon, 
coef. 
Corr. 
canon. 
covariate 
HSR .574 .859 .617 .811 .007 - .089 
ENTEXAM .649 .896 .720 .846 - .012 -.070 
HSFL -.035 .146 -.024 .130 - .072 -.182 
HSM -.061 .443 -.060 .415 .001 -.104 
HSS -.125 .338 -.128 .318 -.007 -.061 
BUS .134 - .004 -.203 -.062 
ENGINER - .060 .183 - .103 .021 
DESIGN .302 -.081 - .138 .013 
LAS .266 .233 - .218 .080 
AG -.003 -.105 - .052 - .119 
EDUC .234 -.269 - .150 -.011 
FAM .000 - .122 .000 .075 
TRCR .040 - .101 .220 .250 
LRATE .067 -.059 
SRATE - .072 - .402 
TMRANK - .017 .449 
GRDRATE .949 .964 
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Table Q.6. Regression analysis for individual univariates for male 
nonrevenue sport athletes 
Dependent variable : CGPA Dependent variable : TTH 
Sig. Sig. 
Covariate Beta S.E. T of T Beta S.E. T of T 
Group 1 Variables 
HSR .308 .002 3. 606 .000 .061 168 614 .540 
ENTEXAM .346 .009 4. 218 .000 .053 807 557 .578 
NSFL - .040 .012 609 .543 - .162 1, ,027 -2. 110 .036 
HSM -.042 .023 539 .590 - .075 1, ,901 ,834 .405 
HSS -.069 .019 932 .353 -.025 1. 626 286 .776 
Group 1 & 2 Variables 
HSR .348 .002 3. 956 .000 .060 ,171 601 .549 
ENTEXAM .404 .010 4. 612 .000 .048 ,847 ,476 .635 
HSFL -.030 .012 ,453 .651 -.161 1, ,019 -2, 114 .036 
HSM - .040 .023 521 .603 - .064 1, 874 ,723 .471 
HSS -.071 .019 941 .348 .001 1, ,63 ,013 .990 
BUS .050 .259 253 .801 - .223 21.445 ,980 .328 
ENGINER -.047 .263 228 .820 - .130 21. ,693 ,549 .584 
DESIGN .150 .267 924 .357 -.163 22, ,038 ,881 .379 
LAS .133 .255 ,581 .562 - .134 21. ,056 ,513 .609 
AG - .025 .277 ,177 .860 - .216 22, ,865 -1, 348 .180 
ED .109 .257 ,528 .598 - .196 21, ,202 ,831 .407 
FAM .000 .000 - — .000 ,000 — — 
TRCR .047 .133 706 .481 .235 10, ,937 3, 071 .002 
Group 1, 2, & 3 • Variables 
HSR .348 .002 3, 911 .000 .074 ,078 1, ,62 .108 
ENTEXAM .409 .010 4, ,60 .000 .070 ,388 1, ,52 .131 
HSFL -.027 .013 ,393 .694 .070 ,471 -1. 990 .048 
HSM - .046 .023 ,589 .557 .008 .859 ,197 .844 
HSS -.085 .020 -1, 104 .271 .023 .755 ,576 .566 
BUS .062 .262 ,306 .760 - .170 9, .790 -1, 641 .103 
ENGINER -.042 .266 .200 .842 -.101 9, .919 ,935 .351 
DESIGN .152 .270 ,943 .347 -.093 10, ,093 -1, 100 .273 
LAS .134 .258 ,578 .564 - .169 9, .626 -1, 420 .158 
AG -.016 .282 ,110 .913 - .050 10, .542 ,677 .499 
ED -.117 .260 ,563 .574 -.112 9, .673 -1, 041 .299 
FAM .000 .000 - - .000 .000 — — 
TRCR .044 .134 .654 .514 .206 5 .003 5, .898 .000 
LRATE - .038 .072 .557 .578 .053 2 .702 1 .507 .134 
SRATE -.014 .059 -.187 .852 - .068 2 .219 -1 .772 .078 
TMRANK - .084 .052 -1, .113 .267 -.032 1, .942 ,820 .413 
GRDRATE .060 .003 .754 .452 .864 ,102 21 ,158 .000 
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Table R.l. Multivariate tests of significance for minority athletes 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .441 3.052 10.0 108.0 .002 
1 & 2 .899 3.199 24.0 94.0 .000 
1, 2, & 3 1.225 4.247 32.0 86.0 .000 
Table R.2. Eigen values, canonical and squared canonical correlations for 
minority athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .582 88.086 .606 .368 
1 & 2 1.850 84.732 .806 .649 .281 64.046** 
1, 2, & 3 4.676 87.474 .908 .824 .175 79.545** 
**Significant at the .01 level. 
Table R.3. Regression univariate tests of significance for minority athletes 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
1 CGPA .128 .358 .047 .231 .145 1.588 .179 (5.54) 
TTH .251 .501 .181 3048.889 844.061 3.612 .007 
1 & 2 CGPA .324 .570 .151 .243 .130 1.878 .062 (12,47) 
TTH .492 .701 .362 2491.850 657.905 3.788 .000 
1, 2, & 3 CGPA .408 .639 .188 .229 .124 1.853 .055 (16,43) 
TTH .770 .878 .685 2927.767 325.104 9.005 .000 
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Table R.4. Relationship between canonical variables and dependent 
variables for minority athletes 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA -.648 .798 -.433 .901 
TTH .926 .445 .776 .630 
1 & 2 CGPA -.646 .800 -.431 .903 
TTH .928 .442 .778 .628 
1, 2, & 3 CGPA -.366 .961 -.130 .992 
TTH 1.019 .133 .934 .356 
Table R.5. Canonical covariate correlations for minority athletes 
Group 1 Group 1 & 2 Group 1, 2, & 3 
variables variables variables 
Stand, Corr. Stand. Corr. Stand. Corr. 
canon. canon. canon. canon. canon. canon. 
Covariate coef. covariate coef. covariate coef. covariate 
HSR -.279 - .463 - .222 - .348 .089 - .237 
ENTEXAM - .638 -.846 -.415 -.637 -.226 - .539 
HSFL .118 -.091 -.090 - .068 -.074 -.025 
HSM -.517 -.764 - .251 -.575 -.263 - .457 
HSS .322 -.164 .385 - .123 .232 - .027 
BUS -.675 .336 - .336 - .167 
ENGINER .037 .136 .022 .115 
DESIGN - .092 .157 - .111 .085 
LAS - .595 - .273 - .323 - .298 
AG - .207 - .216 - .084 -.247 
EDUC - .233 .026 - .157 .008 
FAM .000 .593 .000 .503 
TRCR .259 .527 .371 .486 
LRATE .013 -.241 
SRATE .127 - .187 
TMRANK .256 .392 
GRDRATE .478 .764 
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Table R.6. Regression analysis for individual univariates for minority 
athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .175 .002 1. 256 .214 -.060 . 187 461 .646 
ENTEXAM .107 .015 711 .480 - .342 1. 166 -2. 448 .018 
NSFL .049 .020 349 .729 .111 1. 550 859 .394 
HSM .088 .041 499 .620 -.277 3. 153 -1. ,699 .095 
HSS .118 .029 817 .417 .293 2. 276 2. ,197 .032 
Group 1 & 2 Variables 
HSR .234 .003 1. 621 .112 - .030 181 .236 .815 
ENTEXAM .195 .016 1. 224 .227 - .225 1. 152 -1, .624 .111 
HSFL .076 .021 536 .595 - .026 1. 466 .209 .835 
HSM .025 .042 140 .889 -.200 2. 968 -1. 305 .198 
HSS .025 .031 163 .871 .351 2. 220 2, .699 .010 
BUS .374 .154 2. 224 .031 - .326 10. 993 -2, .231 .031 
ENGINER -.122 .260 834 .408 - .053 18. 558 .417 .679 
DESIGN -.180 .422 -1. 292 .203 - .205 30. 102 -1, .696 .097 
LAS .037 .141 212 .833 - .491 10. 066 -3, .222 .002 
AG -.109 .420 785 .436 -.255 29. 958 -2, .121 .039 
ED .039 .184 275 .785 - .175 13. 117 -1, .417 .163 
FAM .000 .000 - — .000 000 - -
TRCR .072 .195 ,473 .639 .275 13. 939 2, .09 .042 
Group 1. 2. & 3 Variables 
HSR .269 .003 1. 734 .090 .176 140 1, .821 .076 
ENTEXAM .189 .017 1. ,139 .261 -.133 862 -1, .291 .204 
HSFL .057 .020 ,409 .684 - .045 1. 038 -.522 .605 
HSM .089 .042 ,499 .620 -.202 2. 150 -1 .820 .076 
HSS - .109 .033 ,674 .504 .168 1. 726 1 .657 .105 
BUS .478 .157 2, 788 .008 -.127 8. 041 -1 .192 .240 
ENGINER -.117 .255 .814 .420 - .022 13. 091 -.253 .801 
DESIGN - .162 .415 -1, 182 .244 - .517 21. 243 -1 .838 .073 
LAS .153 .147 ,838 .407 - .232 7. 526 -2 .041 .047 
AG -.072 .428 ,512 .611 - .100 21. 931 -1 .140 .261 
ED .072 .184 .508 .614 - .114 9. ,428 -1 .234 .206 
FAM .000 .000 - - .000 000 - -
TRCR .079 .195 .527 .601 .358 9. 990 3 .808 .000 
LRATE -.012 .162 .072 .943 .008 8. 305 .072 .943 
SRATE -.195 .071 -1, .117 .270 .043 3. 628 .396 .694 
TMRANK .037 .047 .253 .801 .242 2. ,412 2 .656 .011 
GRDRATE .169 .005 1, .090 .282 .486 ,259 5 .045 .000 
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Table S.l. Multivariate tests of significance for majority athletes 
(N=401) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .393 11.936 10.0 488.0 .000 
1 & 2 .462 5.461 26.0 472.0 .000 
1, 2, & 3 1.196 20.294 34.0 464.0 .000 
Table S.2. Eigen values, canonical and squared canonical correlations for 
majority athletes 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 .577 95.401 .605 .366 
1 & 2 .669 91.072 .633 .401 .035 23.197** 
1, 2, & 3 3.635 83.866 .886 .784 .383 703.939** 
**Significant at the .01 level. 
Table S.3. Regression univariate tests of significance for majority athletes 
Variable 
group 
entered Variable 
Sq. 
mul. R Mul. R 
Adj. 
R sq. 
Hypoth. 
MS 
Err. 
MS F Sig. D.F. 
1 CGPA .363 .603 .350 4.880 .175 27, .843 .000 (5.244) 
TTH .056 .236 .036 3477.584 1206.415 2, 883 .015 
1 & 2 CGPA .397 .630 .364 2.051 .172 11. ,948 .000 (13,236) 
TTH .094 .307 .044 2257.149 1196.654 1, ,886 .032 
1. 2, & 3 CGPA .412 .642 .369 1.628 .170 9. ,562 .000 (17,232) 
TTH .773 .879 .757 14184.547 304.379 46. ,602 .000 
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Table S.4. Relationship between canonical variables and dependent 
variables for majority athletes 
Variable 
group 
entered 
Dependent 
variable 
Canonical 
coefficient std. 
Root I Root II 
Correlation of 
dependent and 
canonical variables 
Root I Root II 
1 CGPA .977 
TTH .091 
1 & 2 CGPA .971 
TTH .Ill 
1, 2, & 3 CGPA -.174 
TTH 1.021 
-.297 .996 -.089 
1.018 .291 .957 
-.315 .994 -.109 
1.016 .309 .951 
1.007 .035 .999 
-.036 .985 .170 
Table S.5. Canonical covariate correlations for majority athletes 
Group 1 
variables 
Covariate 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1 & 2 
variables 
Stand. Corr. 
canon. canon, 
coef. covariate 
Group 1, 2, & 3 
variables 
Stand. Corr. 
canon. canon. 
coef. covariate 
HSR .482 .872 .499 .831 .026 .027 
ENTEXAM .608 .917 .613 .876 .026 .086 
HSFL - .095 .027 - .108 .022 - .022 -.156 
HSM .085 .533 .057 .509 .046 .036 
HSS - .047 .440 -.036 .419 -.015 - .032 
BUS -.847 .027 .032 -.058 
ENGINER -.832 .331 .068 .045 
DESIGN - .456 .005 - .011 -.045 
LAS -.862 .067 .043 .062 
AG -.779 - .219 .089 - .057 
EDUC -.705 - .257 .066 .007 
FAM -.321 - .134 .026 .040 
TRCR .057 .001 .232 .187 
LRATE .048 - .179 
SRATE -.061 - .401 
TMRANK .022 .479 
GRDRATE .954 .965 
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Table S.6. Regression analysis for individual univariates for majority 
athletes 
Dependent variable : CGPA Dependent variable: TTH 
Covariate Beta S.E. T 
Sig. 
of T Beta S I.E. T 
Sig. 
of T 
Group 1 Variables 
HSR .295 .002 4. 246 .000 .035 . 145 412 .681 
ENTEXAM .366 .009 5. 244 .000 .175 744 2. 088 .038 
NSFL -.045 .010 869 .386 - .150 828 -2. 376 .018 
HSM .048 .019 789 .431 .051 1. 613 ,684 .494 
HSS -.021 .017 358 .721 - .085 1. 380 -1. ,174 .241 
Group 1 & 2 Variables 
HSR .321 .002 4. 530 .000 .040 148 ,464 .643 
ENTEXAM .381 .010 5. 281 .000 .166 786 1, ,878 .062 
HSFL -.054 .010 -1. ,037 .301 - .142 839 -2, 223 .027 
HSM .030 .020 ,496 .620 .058 1. 628 ,778 .438 
HSS -.016 .017 264 .792 -.067 1. 406 ,913 .362 
BUS -.519 .422 -1. ,529 .127 - .287 35. 238 ,689 .491 
ENGINER -.518 .421 -1. ,742 .083 -.206 35. 133 ,566 .572 
DESIGN .274 .432 -1, ,212 .227 -.204 36. 037 ,736 .462 
LAS -.536 .421 -1, ,527 .128 -.228 35. 192 ,530 .597 
AG -.480 .428 -2, ,013 .045 - .249 35. ,699 ,852 .395 
ED -.437 .427 -1, 392 .165 - .199 35. ,630 ,518 .605 
FAM -.201 .470 -1, ,796 .074 -.042 39. ,209 ,303 .762 
TRCR .019 .107 ,361 .718 .161 8, ,896 2 .542 .012 
Group 1. 2. & 3 Variables 
HSR .314 .002 4. ,397 .000 .076 ,076 1, 72 .087 
ENTEXAM .392 .009 5, 442 .000 .089 ,398 1, .99 .048 
HSFL -.062 .010 -1, .18 .239 - .030 ,428 -.916 .361 
HSM .020 .019 .331 .741 .044 ,833 1 .142 .255 
HSS - .033 .017 .542 .589 - .018 ,715 -.485 .628 
BUS -.467 .422 -1, .375 .170 - .052 17, .854 -.246 .806 
ENGINER -.474 .421 -1 .594 .112 - .022 17, ,783 -.118 .907 
DESIGN -.241 .432 -1 .068 .287 -.050 18, .248 -.359 .720 
LAS -.486 .421 -1 .386 .167 -. 046 17 .811 -.211 .833 
AG -.448 .428 -1 .878 .062 .001 18 .099 .006 .995 
ED - .391 .426 -1 .247 .214 - .009 18 .033 -.046 .963 
FAM - .200 .468 -1 .768 .078 - .011 19 .784 -.159 .874 
TRCR .005 .108 .098 .922 .202 4 .554 6 .218 .000 
LRATE -.041 .062 -.783 .434 .035 2 .626 1 .055 .292 
SRATE - .046 .036 -.788 .432 -.061 1, .528 -1 .697 .091 
TMRANK - .125 .034 -2 .154 .032 -.002 1 .447 -.054 .957 
GRDRATE .010 .002 .155 .877 .829 .103 21 .679 .000 
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Table T.l. Multivariate tests of significance for athletes who did not 
respond to ethnic heritage question (N=36) 
Variable 
group Approx. Hypoth. Error Sig. of 
entered Value F D.F. D.F. F 
1 .719 1.124 
1 & 2 1.866 3.482 
1, 2, & 3 --
10.0 20.0 .393 
24.0 6.0 .063 
Table T.2. Eigen values, canonical and squared canonical correlations for 
athletes who did not respond to ethnic heritage question 
Variable Additional 
group Eigen Canon. Squared explained 
entered value Percent corr. corr. variance F 
1 1.901 96.520 .810 .655 
1 & 2 66.703 90.025 .9926 .985 .33 704** 
1, 2, & 3 — -- — -- — ' — 
**Significant at the .01 level. 
Table T.3. Regression univariate tests of significance for athletes who did not respond to ethnic 
heritage question 
Variable 
group Sq. Adj. Hypoth. Err. 
entered Variable mul. R Mul. R R sq. MS MS F Sig. D.F. 
CGPA .581 .762 .372 .661 .238 2 .778 .079 (5,10) 
TTH .111 .333 .000 518 .062 2071 .580 .250 .930 
CGPA .979 .989 .897 .464 .039 11. 870 .033 (12,3) 
TTH .884 .939 .418 1716. 074 904. 408 1. 897 .328 
1, 2, & 3 CGPA — — — — — — — — 
— — — — — — — — — — — — — — 
ro h-* 
218 
Table T.4. Relationship between canonical variables and dependent 
variables for athletes who did not respond to ethnic heritage 
question 
Correlation of 
Variable Canonical dependent and 
group Dependent coefficient std. canonical variables 
entered variable Root I Root II Root I Root II 
1 CGPA .962 .283 .935 .353 
TTH -.355 .938 -.282 .959 
1 & 2 CGPA .989 .163 .972 .237 
TTH -.238 .974 -.163 .987 
1, 2, & 3 CGPA -- — --
TTH — — — — 
Table T.5. Canonical covariate correlations for athletes who did not 
respond to ethnic heritage question 
Covariate 
Group 1 
variables 
Group 1 & 2 
variables 
Stand, 
canon, 
coef. 
Corr. 
canon, 
covariate 
Stand, 
canon. 
coef. 
Group 1, 2, & 3 
variables 
Corr. 
canon, 
covariate 
S tand. 
canon, 
coef. 
Corr. 
canon. 
covariate 
HSR .007 .771 - .058 .633 
ENTEXAM .207 .970 1.279 .780 
HSFL - .055 .356 - .097 .292 
HSM - .043 .600 -.070 .480 
HSS .122 .289 .367 .248 
BUS .234 .071 
ENGINER -.438 -.093 
DESIGN .424 .041 
LAS -.261 .468 
AG - .094 - .140 
EDUC -.214 -.196 
FAM .000 .190 
TRCR .051 - .046 
LRATE 
SRATE 
TMRANK 
GRDRATE 
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Table T.6. Regression analysis for individual univariates for athletes 
who did not respond to ethnic heritage question 
Dependent variable: CGPA Dependent variable: TTH 
Sig. Sig. 
Covariate Beta S.E. T of T Beta S.E. T of T 
Group 1 Variables 
HSR .226 .008 ,677 .514 .233 ,765 ,480 .641 
ENTEXAM .678 .041 2, ,210 .052 -.315 3. ,861 ,705 .497 
NSFL - .084 .059 ,315 .759 .117 5, ,527 ,304 .767 
HSM -.197 .099 ,531 .607 - .309 9. ,246 ,572 .580 
HSS .253 .083 ,961 .359 .142 7, ,724 ,369 .720 
Group 1 & 2 Variables 
HSR .044 .004 .246 .821 .428 .671 1, .004 .389 
ENTEXAM 1.168 .026 6, .076 .009 - .477 3. 949 -1, .044 .373 
HSFL -.166 .039 .963 .406 -.289 5, .874 .705 .531 
HSM -.112 .055 .539 .627 -.173 8, .398 .352 .748 
HSS -.508 .049 3, .280 .046 .582 7, .384 1, .582 .212 
BUS .196 .361 1, .336 .274 -.160 54, .939 .458 .678 
ENGINER -.302 .407 -1, .131 .340 .575 61, .995 .906 .432 
DESIGN .526 .389 2, .433 .093 .423 59, .310 .822 .471 
LAS - .279 .395 -1, .078 .360 -.070 60, .081 .114 .917 
AG - .180 .369 -.789 .444 -.357 56 .167 -.734 .516 
ED - .223 .358 -.858 .454 - .036 54 .487 -.058 .957 
FAM .000 .000 - - - - .000 .000 - - - -
TRCR .021 .157 .168 .877 .297 23 .934 1 .022 .382 
Group 1• 2• & 3 Variables 
HSR 
ENTEXAM 
HSFL 
HSM 
HSS 
BUS 
ENGINER 
DESIGN 
LAS 
AG 
ED 
FAM 
TRCR 
LRATE 
SRATE 
TMRANK 
GRDRATE 
Limited sample size 
prevented further 
analysis of responses. 
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APPENDIX U. 
CORRELATION MATRICES FOR TTH AND CGPA CAUSAL MODEL VARIABLES 
Table U.l. Correlation matrix for TTH causal model 
HSS HSM HSFL HSR ENTEXAM 
All student athletes 
HSS 
HSM 
HSFL 
HSR 
ENTEXAM 
TMRANK 
SRATE 
LRATE 
GRDRATE 
TRCR 
TTH 
1.0000 
.6520** 
.3020** 
.3959** 
.4049** 
.0044 
-.0303 
.0412 
.1478** 
-.4865** 
-.0997* 
1.0000 
.3518** 
.3811** 
.3848** 
-.0324 
.0628 
.1018* 
.1373** 
-.5724** 
-.1400** 
1.0000 
.1165* 
.0951* 
.0433 
.0855 
.0994* 
-.0108 
- .2582** 
-.1370** 
1.0000 
.5590** 
.0419 
-.1525** 
-.0475 
.0210 
-.1116* 
.0393 
1.0000 
-.0320 
-.1523** 
-.1013* 
-.0026 
-.1206** 
.0286 
Females 
HSS 1.0000 
HSM .4644** 1.0000 
HSFL .3442** .2557** 1.0000 
HSR .4106** .2049* .1036 1.0000 
ENTEXAM .3391** .2428** .1190 .5351** 1.0000 
TMRANK -.0391 .0743 .0763 -.0535 -.0730 
SRATE -.1005 .0574 .0520 -.0008 -.0870 
LRATE -.0647 .1066 .0957 -.1418 -.1146 
GRDRATE .0668 .0495 -.0077 -.1446 -.0845 
TRCR -.3903** -.3811** -.1670* -.0564 -.1054 
TTH -.0787 -.1133 -.0918 -.0410 -.0567 
Males 
HSS 
HSM 
HSFL 
HSR 
ENTEXAM 
TMRANK 
SRATE 
LRATE 
GRDRATE 
TRCR 
TTH 
1.0000 
.7141** 
.2940** 
.3748** 
.4267** 
.0052 
-.0115 
.0588 
.1297* 
-.5079** 
-.1020 
1.0000 
.3965** 
.4712** 
.4611** 
-.0702 
.0627 
.0850 
.1547** 
-.6315** 
-.1469** 
1.0000 
.1426** 
.0883 
.0350 
.1000 
.1077* 
-.0027 
-.2973** 
-.1576** 
1.0000 
.5730** 
.0473 
-.2100** 
-.0627 
-.0358 
-.1219* 
.0768 
1.0000 
-.0259 
-.1782** 
-.1111* 
.0046 
-.1220* 
.0669 
*Significant at the .05 level. 
**Significant at the .01 level. 
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TMRANK SRATE LRATE GRDRATE TRCR TTH 
1.0000 
.1700** 
.1194** 
-.3590** 
.0592 
-.3175** 
1.0000 
.3305** 
-.2453** 
-.1791** 
-.3576** 
1.0000 
-.0395 
-.1778** 
-.1661** 
1.0000 
-.1572** 
.6620** 
1.0000 
.2879** 1.0000 
1.0000 
.1553 
.0235 
-.4111** 
.0701 
- .2187** 
1.0000 
.3971** 
-.2864** 
-.1005 
-.3344** 
1.0000 
-.0452 
-.1197 
-.1107 
1.0000 
-.1235 
.7942** 
1.0000 
.2790** 1.0000 
1.0000 
.1734** 
.1453** 
-.4366** 
.0645 
-.3468** 
1.0000 
.3056** 
-.2744** 
-.2016** 
-.3654** 
1.0000 
-.1491** 
-.1886** 
-.1880** 
1.0000 
-.1427** 
.7095** 
1.0000 
.2891** 1.0000 
Table U.l. Continued 
HSS HSM HSFL HSR ENTEXAM 
Majority 
HSS 1.0000 
HSM .6493** 1.0000 
HSFL .2869** .3234** 
HSR .4015** .3909** 
ENTEXAM .4249** .3337** 
TMRANK -.0024 -.0315 
SRATE -.0223 .0275 
LRATE .0387 .0889 
GRDRATE .0888 .1256* 
TRCR -.4974** -.5696** 
TTH -.1052* -.0862 
Minority 
HSS 1.0000 
HSM .5688** 1.0000 
HSFL .1414 .3421** 
HSR .3330** .3226** 
ENTEXAM .3206** .4598** 
TMRANK .0356 .0000 
SRATE -.0751 ,1545 
LRATE .0322 .1347 
GRDRATE .3040** .0548 
TRCR -.3941** -.5435** 
TTH -.1160 -.4116** 
1.0000 
.1243* 1.0000 
.0913 .5930** 1.0000 
.0742 -.0281 -.0754 
.0940 -.1371** -.1031* 
.1228* -.0422 -.0661 
-.0319 .0217 .0160 
-.3034** -.0608 -.0854 
-.1482** .0674 .1093* 
1.0000 
.0169 1.0000 
-.0084 .2554* 1.0000 
.0108 .2799* .0415 
.1081 -.1093 -.1691 
.0903 .0535 -.0859 
.0186 -.0883 -.2163 
-.0917 -.2281* -.1481 
-.0805 -.1660 -.3854** 
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TMRANK SRATE LRATE GRDRATE TRCR TTH 
1.0000 
.1704** 
.1045* 
-.3933** 
.0645 
-.3378** 
1.0000 
.2599** 
-.2472** 
-.1578** 
-.3693** 
1.0000 
-.0551 
-.1665** 
-.1541** 
1.0000 
-.1432** 
.6973** 
1.0000 
.2395** 1.0000 
1.0000 
.2342* 
.1774 
-.3404** 
.1159 
-.3060** 
1.0000 
.5872** 
-.2483* 
-.1836 
-.2834** 
1.0000 
.0163 
- .2891** 
- .2610* 
1.0000 
-.1406 
.5061** 
1.0000 
.4702** 1.0000 
Table U.2. Correlation matrix for CGPA causal model 
HSS HSM HSFL HSR ENTEXAM 
All student athletes 
HSS 1,0000 
HSM .6520** 1. ,0000 
HSFL .3020** ,3518** 1, .0000 
HSR .3959** ,3811** .1165* 1. ,0000 
ENTEXAM ,4049** ,3848** .0951* ,5590** 1.0000 
TMRANK .0044 ,0324 .0433 .0419 -.0320 
SRATE -.0303 ,0628 .0855 ,1525** -.1523** 
LRATE .0412 .1018* .0994* .0475 -.1013* 
GRDRATE .1478** .1373** ,0108 .0210 -.0026 
TRCR - .4865** .5724** ,2582** .1116* -.1206** 
CGPA .1899** .1844** ,0297 .5311** .5243** 
Females 
HSS 1.0000 
HSM .4644** 1, 0000 
HSFL .3442** .2557** 1 .0000 
HSR .4106** .2049* .1036 1, 0000 
ENTEXAM .3391** .2428** .1190 .5351** 1.0000 
TMRANK -.0391 .0743 .0763 -.0535 -.0730 
SRATE -.1005 .0574 .0520 ,0008 -.0870 
LRATE -.0647 .1066 .0957 ,1418 -.1146 
GRDRATE .0668 .0495 -.0077 ,1446 -.0845 
TRCR -.3903** ,3811** -.1670* -,0564 -.1054 
CGPA .0615 .1191 -.0128 ,4573** .4465** 
Males 
HSS 1.0000 
HSM .7141** 1 .0000 
HSFL .2940** .3965** 1 .0000 
HSR .3748** .4712** .1426** 1 .0000 
ENTEXAM .4267** .4611** .0883 .5730** 1.0000 
TMRANK .0052 -.0702 .0350 .0473 -.0259 
SRATE -.0115 .0627 .1000 -.2100** -.1782** 
LRATE .0588 .0850 .1077* -.0627 -.1111* 
GRDRATE .1297* .1547** -.0027 -.0358 .0046 
TRCR -.5079** -.6315** -.2973** -.1219* -.1220* 
CGPA .1998** .1918** .0577 .5204** .5658** 
*Significant at the .05 level. 
^^ Significant at the .01 level. 
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TMRANK SRATE LRATE GRDRATE TRCR CGPA 
1.0000 
.1700** 
.1194** 
-.3590** 
.0592 
.0673 
1.0000 
.3305** 
-.2453** 
-.1791** 
-.1324** 
1.0000 
-.0395 
-.1778** 
-.0103 
1.0000 
-.1572** 
.1208** 
1.0000 
-.0279 1.0000 
1.0000 
.1553 
.0235 
-.4111** 
.0701 
.0412 
1.0000 
.3971** 
-.2864** 
-.1005 
-.0232 
1.0000 
-.0452 
-.1197 
-.0068 
1.0000 
-.1235 
.0384 
1.0000 
.0288 1.0000 
1.0000 
.1734** 
.1453** 
-.4366** 
.0645 
.0548 
1.0000 
.3056** 
..2744** 
-.2016** 
-.1901** 
1.0000 
-.1491** 
-.1886** 
-.0809 
1.0000 
-.1427** 
.0094 
1.0000 
-.0148 1.0000 
Table U.2. Continued 
HSS HSM HSFL HSR ENTEXAM 
Maioritv 
HSS 1.0000 
HSM .6493** 1, 0000 
HSFL .2869** ,3234** 1 .0000 
HSR .4015** ,3909** .1243* 1.0000 
ENTEXAM .4249** ,3337** .0913 .5930** 1.0000 
TMRANK -.0024 ,0315 .0742 -.0281 -.0754 
SRATE -.0223 ,0275 .0940 -.1371** -.1031* 
LRATE .0387 .0889 .1228* -.0422 -.0661 
GRDRATE .0888 ,1256* -.0319 .0217 .0160 
TRCR -.4974** ,5696** -.3034** -.0608 -.0854 
CGPA .1806** .1746** .0209 .5280** .5050** 
Minority 
HSS 1.0000 
HSM .5688** 1 .0000 
HSFL .1414 .3421** 1 .0000 
HSR .3330** .3226** .0169 1.0000 
ENTEXAM .3206** .4598** -.0084 .2554* 1.0000 
TMRANK .0356 .0000 .0108 .2799* .0415 
SRATE -.0751 .1545 .1081 -.1093 -.1691 
LRATE .0322 .1347 .0903 .0535 -.0859 
GRDRATE .3040** .0548 .0186 -.0883 -.2163 
TRCR -.3941** -.5435** -.0917 -.2281* -.1481 
CGPA .2253* .1444 .0394 .3444** .2212 
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TMRANK SRATE LRATE GRDRATE TRCR CGPA 
1.0000 
.1704** 
.1045* 
-.3933** 
.0645 
.0696 
1.0000 
.2599** 
-.2472** 
-.1578** 
-.0947 
1.0000 
-.0551 
-.1665** 
.0022 
1.0000 
-.1432** 
.0914 
1.0000 
-.0052 1.0000 
1.0000 
.2342* 
.1774 
-.3404** 
.1159 
-.0205 
1.0000 
.5872** 
-.2483* 
-.1836 
-.0413 
1.0000 
.0163 
- .2891** 
.0107 
1.0000 
-.1406 
.1152 
1.0000 
-.1081 1.0000 
