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I N T R O D U C C I Ó N 
El presente escrito acerca de Optimización pretende ser un punto de partida y apoyo en los 
procesos de toma de decisiones a nivel académico y laboral. 
Este texto es un aporte más a los temas que deben considerarse en Métodos Cuantitativos, dada 
la necesidad de ampliar la bibliografía y profundizar un poco en los diferentes capítulos de la mencionada 
temática; además requieren su consulta frecuente, tanto en pregrado como en posgrado en las carreras 
de Matemáticas, Ingenierías y Administración en instituciones de educación superior del país. 
Los docentes pueden adaptar este trabajo de acuerdo a las necesidades, expectativas y 
requerimientos de cada uno de los cursos, niveles y enfoques que ofrezcan los programas curriculares 
respectivos. 
Dentro del contexto educativo, una de las maneras de enfrentar la práctica pedagógica en el 
proceso enseñanza - aprendizaje en diferentes fases y de manera muy particular sería: 
- Cuando el docente comienza, trata de enseñar más de lo que sabe. 
- Cuando el docente lleva algún tiempo, trata de enseñar lo que no ha podido aprender. 
- Cuando el docente lleva mucho tiempo, trata de enseñar lo que no sabe. 
El autor lleva veinte años en docencia en la Universidad Nacional de Colombia Sede Manizales y 
hasta el momento no intenta descubrir en qué fase de las tres anteriores se encuentra. 
Finalmente, un comentario: en el oeste existía un cartel famoso al lado de un maestro que tocaba 
el piano en el que se podía leer "Por favor no le disparen al pianista. Ha hecho lo mejor que ha podido". 
En este caso particular todas las inconsistencias, errores y desaciertos de cualquier tipo se atribuyen al 
autor. 
GUILLERMO JIMÉNEZ LOZANO 
Docente Departamento de Informática y Computación 
Facultad de Administración 
Universidad Nacional de Colombia Sede Manizales 
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P R E F A C I O 
El presente texto es una introducción a la Optimización y está constituido por los siguientes 
capítulos: la primera parte del capítulo I, en un 90% aproximadamente corresponde a la Reseña 
Histórica de la Investigación de Operaciones; una excelente monografía del profesor de la Universidad 
Pública de Navarra Doctor Don Francisco Javier Faulín Fajardo y la última parte contiene las definiciones 
de Investigación de Operaciones, sus principales divisiones, una tabla cronológica; se continúa luego 
con un recorrido por la Biografía de George Bernard Dantzig, sus relaciones con Wassily Leontief, 
Leonid Vitalievich Kantorovich, Chames, Koopmans, Cooper, von Neumann, Oscar Morgenstern, L. 
G. Khachiyan, así como el algoritmo de Narendra Karmarkar; el capítulo termina con el futuro de la 
Investigación de Operaciones. 
El capítulo II es un estudio de la Concavidad y Convexidad, donde se analizan los conjuntos 
convexos, el Teorema de Weierstrass, las funciones convexas y la concavidad de funciones, entre 
otros temas. 
El capítulo III corresponde a planteamiento de problemas en Programación Lineal. 
En el capítulo IV se presentan los métodos de solución en Programación Lineal, es decir, el 
método gráfico, los métodos analíticos, otros temas en Programación Lineal, y finaliza con la 
Programación Lineal Borrosa o Difusa. 
El capítulo V está dedicado a la Dualidad en Programación Lineal, al análisis de posoptimalidad y 
a la Programación Lineal Paramétrica. 
En el capítulo VI se tratan algunos de los Problemas de Redes: transporte, intertransporte y 
asignación. 
El capítulo VII trabaja la Programación Lineal Entera y sus derivadas: Entera Binaria y Entera 
Mixta. 
El capítulo VIII corresponde a la Teoría de Decisiones en ambientes de certeza, de incertidumbre 
y de riesgo. 
En el capítulo IX se continúa con los Modelos de Redes, se trabajan los problemas de: flujo 
máximo, de la ruta más corta, del árbol de mínimo recorrido, del PERT / CPM / LPU / ROY / RAMPS, 
trayectorias de Euler, los puentes de Königsberg, trayectorias de Hamilton, del agente viajero, entre 
otros. 
En el capítulo X se trata el problema de la Programación No Lineal, considerada como la más rica 
y extensa en dificultades, correspondiente a la Optimización, debida a la estructura y comportamiento 
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de las funciones no lineales. Se estudian los temas de programación clásica libre, clásica con restricciones, 
no lineal diferenciable, no lineal no diferenciable, cuadrática, separable y geométrica. 
El capítulo XI contiene la Programación Dinámica con sus procesos polietápicos de decisión, el 
principio de optimalidad de Richard Bellman, la descomposición, el problema de decisión de una etapa 
o de "n" etapas y la función recursiva. 
En el capítulo XII se estudian los Modelos de Inventarios, la cantidad económica de pedido, los 
sistemas de control de inventarios ABC, la planeación de requerimiento de materiales MRPI, MRPII 
y MRP III. 
El capítulo XIII trata la Teoría de Colas, procesos de nacimiento y muerte, las medidas de eficiencia 
de un sistema, la inferencia estadística y diferentes modelos de colas. 
El capítulo XIV hace referencia a la Optimización Estocástica; entre otros temas se trabajan los 
siguientes modelos: de valor esperado, de mínima varianza, de mínimo riesgo a nivel k, modelo donde 
las Cj están normalmente distribuidas; modelo de Kataoka, con restricciones aleatorias, con restricciones 
conjuntamente distribuidas, con compensación lineal; programación lineal estocástica, optimización 
estocástica de doble etapa y multietapa, optimización no lineal estocástica, optimización robusta y 
redes estocásticas. 
En el capítulo XV se estudian las Cadenas de Markov, en tiempo discreto, homogéneas, con 
espacio de estado finitos y en tiempo continuo con espacio de estados discreto. 
Acontinuación en el capítulo XVI se analizan las Decisiones Multicriterio y el Análisis Multiobjetivo, 
el criterio de optimalidad Paretiana, tasa de intercambio o trade - off entre criterios; clasificación de las 
técnicas multicriterio y multiobjetivo, método de las ponderaciones, método de las restricciones, 
programación meta y proceso analítico jerárquico. 
En el capítulo XVII se estudia la Teoría de Juegos, sus aplicaciones, juegos de suma cero de dos 
personas, estrategias maximin y minimax, punto de silla de montar. 
El capítulo siguiente, es decir, el XVIII se refiere a Simulación, tipos, generación de aleatorios, 
números auténticamente aleatorios, números pseudoaleatorios, números cuasialeatorios, lenguajes y/o 
paquetes de simulación, método de Montecarlo, simulación discreta, simulación continua, generación 
de variables aleatorias, distribuciones estadísticas de probabilidad continuas y distribuciones estadísticas 
de probabilidad discretas. 
Finalizando, en el capítulo XIX, se estudian los Metaheurísticos, recocido simulado, búsqueda 
tabú, GRASP, redes neuronales artificiales, algoritmos genéticos, algoritmos meméticos, colonia de 
hormigas y partículas swarm. 
De otra parte el Apéndice contiene lo siguiente: 
Un pseudoprograma para trabajar en calculadora programable el algoritmo simplex, 
seguidamente se utilizó el paquete WINQSB (Quantitative Systems Business for Windows) Versión 
20 
1.0 de Yih - Long Chang, continúa con LINDO (Linear INteractive Discrete Optimizer) de Lindo 
Systems Release Versión 6.0. 
El programa siguiente corresponde a MATHEMATICA de Wolfram Research Versión 3.0 y 
finalmente se presenta el SOLVER de Excel, de John Watson y Dan Fylstra de Frontline Systems, Inc. 
Por último, se presenta una Bibliografía, compuesta por dos partes: libros y algunos enlaces 
importantes en Internet. 
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C A P Í T U L O I 
P A S A D O , PRESENTE Y F U T U R O DE LA 
I N V E S T I G A C I Ó N DE O P E R A C I O N E S 
El texto que inicia en la página 23 hasta la pagina 37 inclusive, es tomado de: 
Notas sobre Cuestiones Históricas de la Investigación de Operaciones, de 
Francisco Javier Faulín Fajardo de la Universidad de Navarra, España. 
BREVE RESEÑA HISTÓRICA 
Introducción 
Las diferentes ciencias han de ser comprendidas con profundidad antes de poder ser analizadas 
desde un punto de vista histórico. Quizás no sea fácil establecer los orígenes de la Investigación Operativa, 
porque no se tuvo conciencia de la misma hasta mucho más tarde de que algunas de sus ramas 
nacieran y se desarrollaran. No obstante, es necesario relacionar el alumbramiento de la Investigación 
de Operaciones, por lo menos nominalmente, con el transcurso de la II Guerra Mundial. Por esta razón, 
hemos de pensar en los orígenes de la ciencia operacional como en los de una técnica de naturaleza 
militar. Dichos orígenes han supuesto una impronta decisiva en el tratamiento de las técnicas 
operacionales. En este sentido, cuando se pretende trazar una historiografía de una ciencia es muy 
importante delimitar la frontera de la misma en los terrenos conceptual e histórico. Sin estas delimitaciones 
se hace muy difícil entender las posibles clasificaciones que se presentan en las diferentes relaciones 
históricas. 
Realmente no son muchas las monografías sobre la historia de la ciencia operacional. Sólo 
pretendemos presentar aquí unos comentarios introductorios al respecto. Algunos autores como Pérez 
Vilaplana\ inician el estudio en la antigüedad anterior a la era cristiana, puesto que concibe la 
Investigación de Operaciones en íntima relación con la teoría de la Organización y con la Teoría de 
Sistemas. En este sentido, las cuestiones organizacionales siempre han preocupado a la humanidad, y 
por ello han sido intrínsecas a cualquier cultura y civilización. Sin embargo, creemos que dentro de la 
ciencia operativa son muy importantes los aspectos siguientes: 
a) La modelización matemática 
b) El desarrollo computacional 
1 Pérez Vi la pío no J. (1977) "Nota sobre el desarrollo histórico de la Investigación de Operaciones ". Publicaciones del Laboratorio de Ingeniería 
Industrial de Panamá. Serie A, n" 10. 
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De tal forma que es muy difícil entender esta ciencia sin dichos aspectos. ¿En qué medida las 
cuestiones relacionadas con la producción y fabricación, con la organización y los recursos humanos 
constituyen un cuerpo solidario con la Investigación Operativa? Desde luego es innegable la íntima 
relación entre las tareas productivas y la ciencia operacional, si bien puede contemplarse esta última 
con una visión mucho más amplia, de manera que puede englobar muchos aspectos de la primera. La 
Investigación Operativa ha supuesto una unificación de modelos que tienen por objeto la observación, 
comprensión y predicción de diversas organizaciones sistémicas de naturaleza dispar en los campos de 
conocimiento de la Economía de la Empresa, de la Ingeniería, de las Finanzas... por tanto, es difícil 
concebir una Investigación de Operaciones existente en la antigüedad clásica, por ejemplo, a no ser 
que tengamos un concepto excesivamente laxo de la ciencia operacional, pero no cabe duda de que el 
desarrollo de la teoría organizacional a lo largo de la historia ha supuesto el germen de dicha ciencia en 
los siglos posteriores. Es importante señalar que son los dos aspectos anteriormente señalados los que 
han hecho concebir de una manera clara el concepto de esta ciencia y el de su denominación. 
Probablemente, concepciones muy expansivas en el tiempo no responden a una claridad en la concepción 
de la génesis operativa. 
En otro orden de visión, es posible plantearse la dualidad del método operacional: i) visión modelista-
matemática ii) visión práctico-industrial. Desde la época moderna, estas dos visiones han permitido 
abordar multitud de problemas de manera complementaria. La modelización supone una abstracción 
del problema planteado, que resume los aspectos más importantes del mismo, en orden a resolverlo 
de una manera eficiente (se entiende por eficiente, que mejora la gestión del problema en algún 
sentido). La modelización, por cuanto pretende compendiar el núcleo sustantivo del problema, 
proporciona una ayuda manifiesta para su resolución. Por supuesto, esta solución del modelo se 
complementa con la visión práctico-industrial. Las conclusiones teóricas se enriquecen al ser 
implementadas en la realidad. El planteamiento continuado del problema establece una manera o una 
costumbre de abordarlo, originando soluciones aceptablemente buenas. Este hecho constituye la base 
de la visión práctica. De la conjunción de estas dos visiones es posible conseguir un proceso reiterado 
que logra soluciones al problema planteado. 
Claramente, para la consecución de estas visiones desde un punto de vista histórico, es necesario 
haber desarrollado una madurez científica que la humanidad no posee hasta la época moderna. Se 
podría pensar que esta conceptualización de la Investigación de Operaciones es reduccionista, pero 
diversos autores, como Miser2, la toman así, entendiendo toda la teoría anterior de la organización 
como un preludio necesario para la constitución de la ciencia operacional, pero no como parte integrante 
de la misma. Seguiremos esta última concepción, en la que la Investigación de Operaciones surge a 
partir de la constitución de una sociedad productiva a gran escala, y que ya dispone de herramientas 
matemático-lógicas para la resolución de los problemas que acarrea la dinámica productiva. 
Prolegómenos y rudimentos de la Investigación de Operaciones: la 
Ciencia de la Gestión 
Después del proceso introductorio llegamos al momento delicado de establecer diferencias entre 
la Investigación de Operaciones y la Ciencia de la Gestión (o de la Administración). Entendemos por 
2 Miser, H. J. (1978). "The History, Na tu re, and Use of Operotions Research", en "Handbook of Operations Research. Foundations and 
Fundamentáis". Van NostrandReinho/dCompony. 
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Ciencia de la Gestión (traducción del término inglés Management Science) la aplicación de los métodos 
y técnicas de la ciencia actual a los problemas de toma de decisiones en la administración. Realmente, 
esta misma definición podría valer también para Investigación Operativa, aunque ésta necesite de un 
manejo más explícito de técnicas matemáticas. Por tanto, estas dos ciencias pueden darse en el momento 
presente como equivalentes o sinónimas. No obstante, se puede comprender que la gestión y la 
organización han sido necesarias para la humanidad desde sus albores. 
La necesidad de planificación y organización aparece ya en el antiguo Egipto hacia el año 4000 a. 
C. y se va desarrollando a través de toda la Antigüedad hasta el advenimiento del Imperio Romano. En 
Israel y China también aparecen tímidos escarceos de organización y dirección hacia el año 1000 a. C. 
Nabucodonosor establece algunas ideas sobre control de la producción hacia el año 600 A.C. En 
Grecia, se desarrollan en 350 A.C. los primeros métodos de organización del trabajo y del tiempo. 
Alrededor de 30 A.C, Julio César establece diversas ideas de planificación, control y unidad de mando, 
que luego pone en práctica en todo el Imperio Romano. 
Todos los estudios y planteamientos organizacionales de la Antigüedad tienen su proyección, que 
no su continuación, a lo largo de toda la Edad Media, en donde se aprovechan sin posteriores desarrollos. 
Durante el siglo XV, en la Italia renacentista se vuelven a plantear de nuevo las cuestiones organizativas 
y aparecen diversos estudios sobre costes y sobre control de existencias. No es fácil establecer otros 
hitos acerca de la organización hasta el siglo XVIII, cuando Pierre de Montmort inicia sus primeras 
ideas directivas que luego dan lugar a la Teoría de Juegos. 
Con los inicios de la I Revolución Industrial, el sentido y la forma de estudio de la Ciencia de la 
Gestión adquieren su ser más pleno. Por otra parte, el desarrollo de las matemáticas durante los siglos 
XVffl y XIX permite disponer de las herramientas necesarias para la futura construcción de la Investigación 
de Operaciones. De esta forma, en 1767, Gaspard Monge descubre la manera geométrica de resolver un 
programa lineal. Posteriormente, Adam Smith establece el principio de especialización en los trabajos, y 
Robert Owen, ya en el siglo XIX, realiza un estudio sobre tareas en un proceso productivo y advierte de 
la necesidad de adiestramiento en las mismas por parte de los operarios. Una aportación fundamental la 
realiza Babbage, en 1832, construyendo lo que se podría llamar el primer computador digital, que vendría 
a ser el antecesor de los modernos ordenadores. A finales del siglo XIX, Joseph Wharton hace de la 
dirección estratégica e industrial un saber universitario. No obstante, el auge de las revoluciones industriales 
del XIX permite establecer un caldo de cultivo adecuado para el estudio de la ciencia operacional. Así, 
Frederick W. Taylor y Henry L. Gantt ante la necesidad de planificación de la producción, establecen el 
método científico de dirección y las gráficas de programación productiva (de Gantt), respectivamente. A 
partir de este momento aparece la aportación nuclear del siglo XX a la Investigación de Operaciones, 
sabiendo que es en esta centuria cuando se produce su nacimiento real. 
Génesis de la Investigación Operat iva en el siglo XX 
Diversos hechos habían ocurrido en los albores de este siglo, que luego ayudaron a la génesis de 
la ciencia operativa. Entre otros citaremos: a) los rudimentos de la teoría de colas, con A.K. Erlang, y 
b) la construcción del modelo económico del tamaño del lote, con EW. Harris. Sin embargo, estos hitos 
que luego constituyeron elementos clave de la Investigación Operativa, no permitieron establecer la 
misma como un saber independiente. 
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Tiene sentido iniciar nuestra exposición en el momento en el que se tuvo una conciencia clara de 
que algo nuevo y diferenciador estaba naciendo en el ámbito de la teoría de la organización en gran 
escala. Este momento es el preludio de la II Guerra Mundial. Podríamos decir que es hacia 1935 
cuando Inglaterra se da cuenta de que necesita dar una respuesta adecuada al creciente poderío militar 
alemán. Por esta razón, el gobierno inglés urge un grupo de científicos a que realicen experimentos que 
conduzcan a un mejor control del espacio aéreo. Fruto de esta experimentación aparece el radar, que 
constituye el inicio de la lucha por la supremacía aérea. Este grupo de investigadores tomó su base en 
Bawdsey y por esta razón se llamó grupo de Bawdsey. 
De forma paralela, otro grupo se estuvo estableciendo durante 1936 para desarrollar el experimento 
Biggin Hill, que permitía la simulación de aviones enemigos y su detección. La conjunción de estos dos 
grupos, permitió ofrecer a la RAF (Royal Air Forcé) una estructura operacional para sus equipos 
materiales y humanos, que le posibilitó librar la batalla de Inglaterra en 1940-41. El grupo de Bawdsey 
fue dirigido en 1938 por A.P. Rowe, el cual acuñó la expresión 'Operations Research', que posteriormente 
se extendió dentro del ámbito científico al resto de países occidentales. 
La batalla de Inglaterra se recrudece en el otoño de 1940. Por esta razón, se solicita la ayuda de 
P.M.S. Blackett, un físico que después conseguirá el Premio Nobel por sus trabajos en rayos cósmicos, 
con objeto de establecer una sección de Investigación Operativa dentro de los comandos de acción de 
la RAF. Del mismo modo, Blackett fue consultado en diciembre de 1941, sobre la posibilidad de constituir 
una sección similar dentro de la Armada. Dicha sección fue creada en enero de 1942. 
Cuando los Estados Unidos entran en la guerra, son conscientes de la necesidad de tales grupos 
operativos y de la constitución de secciones operacionales para el éxitos de los mismos. De esta 
manera, constituyen en 1942 un grupo operacional de lucha antisubmarina (ASWORG - Anti - Submarine 
Warfare Operations Research Group) que recoge toda la experiencia inglesa desarrollada por Blackett. 
De forma similar, la Fuerza Aérea Americana estructura diversos grupos operacionales para llevar a 
cabo sus labores logísticas. Al final de la guerra, la Armada americana disponía de un departamento de 
Investigación Operativa compuesto por más de setenta científicos, y la Fuerza Aérea disponía de más 
de dos docenas de secciones operacionales. 
No puede decirse que las potencias del Eje hicieran uso de las técnicas operacionales durante la 
II Guerra Mundial, mientras que el número de científicos e investigadores involucrados en Investigación 
Operativa en la contienda por parte de ingleses, americanos y canadienses superó los setecientos. Las 
aportaciones que hicieron todos estos investigadores supusieron un giro Copernicano en la manera de 
concebir la Ciencia de la Gestión en los años siguientes. De alguna manera, todos estos estudiosos que 
trabajaban de manera aislada en los años treinta, se aglutinaron holísticamente con ocasión de la guerra, 
y produjeron un conjunto de técnicas y teorías que ocasionaron el alumbramiento de la Investigación de 
Operaciones como ciencia. 
El crecimiento de la Investigación de Operaciones, 1 9 4 5 - 1 9 9 5 
Es muy difícil condensar en unas líneas todo lo que han supuesto las décadas anteriormente 
mencionadas para la ciencia operacional, habida cuenta de su importancia y de la riqueza de trabajos 
producidos. Realmente, se ha construido más ciencia operacional durante estos años que en todo el 
resto de la historia de la humanidad. Puede decirse, por tanto, que la verdadera historia de la Investigación 
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Operativa se ha desarrollado durante este período: se han establecido líneas de investigación, han 
aparecido sociedades profesionales, se han creado revistas de investigación, se han publicado libros y 
se ha incluido la materia dentro del curriculum educativo. 
Una vez finalizó la contienda mundial y habida cuenta del éxito cosechado por las técnicas 
operativas, éstas continuaron desarrollándose dentro del ámbito militar, puesto que era el ejército 
quien poseía la mayor parte de los investigadores, y quien estaba interesado en proseguir dicha línea 
de trabajo. A mediados de los años cincuenta se desplazó el centro de gravedad de interés de la 
Investigación Operativa, y alcanzó el terreno industrial y el académico. Aparece el interés por la 
Ciencia de la Gestión (Management Science). En la década de los setenta ha continuado el desarrollo 
expansivo de la Investigación Operativa, llegando al ámbito de la administración pública, tratando los 
siguientes tipos de problemas: transporte urbano, administración de justicia, construcción de edificios 
públicos, educación, hospitales y servicios sociales. De esta manera, el peso investigador de la 
Investigación Operativa se desplaza desde el Reino Unido a los Estados Unidos, en donde se 
constituyen diversos institutos y organizaciones de estudio como The Urban Institute (1968) y The 
New York City-Rand Institute (1969). También, son muchas las empresas que a partir de los años 
cincuenta se ayudan de técnicas operativas para diseñar sus políticas de producción y de distribución. 
Por ejemplo, en una encuesta que realiza Turban en 1972 en Estados Unidos sobre las 500 empresas 
más importantes del país (de acuerdo con la revista Fortune), se deduce que la mitad de las empresas 
que contestaron la encuesta poseían un departamento especial dedicado a tareas de Investigación 
de Operaciones o Ciencia de la Administración. No obstante, la Investigación de Operaciones forma 
cada día más, una parte de las actividades normales de la empresa moderna y, por tanto, ya no se 
trata de una función especializada que deba llevarse a cabo en un departamento separado. De 
acuerdo con este estudio, las técnicas operacionales más empleadas eran el análisis estadístico, la 
simulación, la programación lineal, la teoría de inventarios y la programación dinámica. Otras técnicas 
empleadas, aunque de menor uso, eran la programación no lineal, las líneas de espera, la teoría de 
juegos, el análisis de decisión de Bayes y la programación entera. 
Posteriormente, se realizaron otras encuestas de resultados similares: a) en 1977, Ledbetter y 
Cox3; b) en 1979, Thomas y DaCosta4; c) en 1983, Forgionne5. En todas ellas se comprueba cómo 
cada vez son mayores en número las técnicas operativas empleadas, y cómo dichas técnicas aparecen 
con más frecuencia en otras áreas o departamentos de la empresa. Estudios de otro tipo fueron los de 
Fabozzi y Valente6 que encuestaron, en 1976, mil compañías americanas en relación al uso de la 
programación matemática (programación lineal, no lineal y dinámica). Estos autores descubrieron que 
era la dirección de Producción (mezclas de productos, asignación de recursos, diseño de planta y 
maquinaria,...) el área en donde más se aplicaba la Investigación de Operaciones dentro del ámbito de 
la empresa. En número de aplicaciones le seguía el área de Inversión y Financiación. 
3 Ledbetter, IV. N./ Cox J. F. (1977) "Are OR techniques Being Used", industrio! Engineering, 19-21, Febrero 1977 
4 Thomas G. / DaCosta J. (1979) "A Sample Survey of Corporate Operations Research", Interfaces, 9: 102 - 111 
5 Forgionne, G. A. "Corporate Management Science Activities: An Update", Interfaces, 13:20-23 
6 Fabozzi, F. J./Valente J. (1976) " Mathematical Programming in American Companies: A Sample Survey", Interfaces, 7: 93 - 98, Noviembre 
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Sociedades profesionales 
Una prueba de la maduración de una ciencia lo constituye el establecimiento de sólidas sociedades 
profesionales que agrupen a los más prestigiosos profesionales de la materia. Así, en Estados Unidos a 
principios de los años cincuenta se crean las dos más famosas, ORSA (Operations Research Society 
of America, 1952) y TIMS (The Institute ofManagement Science, 1953), que se fusionaron en 1995 
para constituir INFORMS. 
Desde un punto de vista histórico, el primer intento asociacionista tuvo lugar en Inglaterra, en 
abril de 1948, cuando se funda el Operational Research Club, como un lugar en el qué discutir y 
conversar acerca de cuestiones operacionales por parte de los antiguos científicos que habían tomado 
parte en la guerra mundial. J.A. Jukes fue su primer secretario. La idea fundacional era proporcionar 
una estructura organizativa en la que tuvieran lugar seis reuniones anuales en la sede de la Royal 
Society de Londres. Dicho club fundó la revista Operational Research Quarterly, cuyo primer número 
apareció en marzo de 1950, con Max Davies y R.T. Eddison como editores. En 1953, habida cuenta del 
desarrollo del club, éste deviene en la Operational Research Society, cuyo primer presidente fue O. H. 
Wansbrough-Jones. 
Del mismo modo y aunque posterior en el tiempo, en Estados Unidos aparece la primera sociedad 
operativa ORSA. El nacimiento de dicha sociedad tiene lugar en una reunión en mayo de 1952 en 
Arden House, Harriman, New Cork-Philip M. Morse, fue elegido el primer presidente. Dicha sociedad 
publicó la revista Journal of Operations Research Society of America, que en 1956 pasó a llamarse 
simplemente Operations Research, con Thornton Page como editor. 
En 1953, la labor de ORSA se vio completada con la de TIMS, sociedad de carácter internacional 
y cuyo primer presidente fue William W. Cooper. Dicha sociedad publicó el primer número de la revista 
Management Science en septiembre de 1954, siendo C. West Churchman su primer editor. El desarrollo 
y la colaboración de estas sociedades condujo a que entre el 2 y el 5 de septiembre de 1957 se 
celebrara en la Universidad de Oxford la Primera Reunión Internacional de Investigación de Operaciones 
con 250 delegados de 21 países. Otras reuniones tuvieron lugar en años sucesivos enAix-en-Provence 
(1960), Oslo (1963), Cambridge, Massachusetts (1966), Venecia (1969), Dublin (1972) y Tokio (1975). 
Las actas de todas estas reuniones compendian todos los avances, innovaciones y descubrimientos de 
la Investigación de Operaciones en el mundo. 
Fruto de la primera reunión internacional, en 1959 se constituye IFORS (International Federation 
of Operational Research Societies), federación de las sociedades ORSA, Operations Research Society 
y Société Frangaise de Recherche Opérationelle. En la actualidad, más de treinta y cuatro sociedades 
nacionales e internacionales se encuentran vinculadas a IFORS. Llegados a este punto de nuestra 
exposición podemos preguntarnos cuánta gente en el mundo se encuentra profesionalmente vinculada 
a la Investigación de Operaciones. Simplemente, una aproximación inicial al número de personas 
pertenecientes a una sociedad operativa arroja la cifra de unos 35000 a 40000. 
Una relación detallada del número de sociedades operativas existentes en el mundo y del año de 
su fundación se da a continuación en la Tabla 1. 
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País Sociedad adhesión 
I FORS 
Argentina Sociedad Argentina de IO 1960 1962 
Australia Australian Operational Research Society 1959 1960 
Bélgica Société Belge pour 1' Application des Méthodes Scientifiques de Gestion 1958 1960 
Alemania Deutsche Gesellschaft ftir Operations Research 1961 1962 
Canadá Canadian Operational Research Society 1958 1960 
Reino Unido Operational Research Society 1948 1959 
España Sociedad de Estadística e Investigación Operativa 1962 1963 
EE.UU. Operations Research Society of America 1952 1959 
Rusia Technical Committee on Operations Research 1952 1959 
Brasil Sociedade Brasileira de Pesquisa Operational 1969 1969 
Francia Association Française por la Cybernétique Economique et Technique 1956 1959 
Italia Associazione Italiana di Ricerca Operativa 1961 1962 
Holanda Sectie Operationele Research 1958 1960 
Japón Operations Research Society of Japan 1957 1961 
Francia Association Française por la Cybernétique Economique et Technique 1956 1959 
Esta profusión de sociedades demuestra la viveza de la ciencia operacional, puesto que permite 
decir que desde la década de los setenta se ha constituido en una ciencia extendida umversalmente. 
La profusión de revistas y libros ha contribuido a ello sobremanera, puesto que ha sido el nexo de 
unión y comunicación entre estudiosos e investigadores. Este será el aspecto que a continuación 
vamos a tratar. 
Revistas y libros en la difusión de las técnicas operativas 
La primera revista publicada en el campo operacional fue Operational Research Quarterly, editada 
por la Operational Research Society en 1950. La siguiente fixe Operatians Research, publicada en 
América por ORSA. A partir de 1955 ya son numerosas las revistas de Investigación de Operaciones 
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que aparecen en los países occidentales. No obstante, a partir de 1965 el número de artículos operacionales 
publicados crece de manera exponencial en el mundo científico. 
Por su gran utilidad como revista recopiladora de artículos de Investigación de Operaciones se 
encuentra International Abstraéis in Opérations Research (IAOR) creada en 1961, que publica resúmenes 
de notas y artículos de Investigación Operativa de todas las revistas del mundo. Aunque inicialmente 
IAOR es publicada por ORSA, en la actualidad realiza esta labor North-Holland Publishing Company 
(Amsterdam) para IFORS. Esta labor de recopilación para los años anteriores a 1961 fue realizada por 
James H. Batchelor, dando lugar a la publicación de una obra en tres volúmenes. De esta forma LAOR, 
junto con los estudios de Batchelor, permite disponer de una relación actualizada de toda la literatura de 
Investigación de Operaciones en el mundo. 
De igual modo, las revistas más importantes de Investigación de Operaciones en el mundo, de 
acuerdo a su interés histórico son las siguientes (entre paréntesis se ha señalado el año de su fundación): 
• Operational Research Quarterly (1950) 
• Opérations Research (1952) 
• Naval Research Logistics Quarterly (1954) Management Science (1954) 
• Revue Française d Automatique, Informatique, Recherche Operationelle (1956) 
• Zeitschrifí fiir Opérations Research (1956) 
• Journal of the Opérations Research Society of Japan (1957) 
• Interfaces (1971) 
• INFOR (Journal of the Canadian Operational Research Society) (1971) 
De acuerdo a su proyección en la comunidad científica7 puede decirse que las revistas con mayor 
índice de impacto son las siguientes: 
• Mathematics of Opérations Research 
• Management Science 
• Systems Control Letters 
• Opérations Research 
• Mathematical Programming 
En lo referente a los libros, es innegable la existencia de una gran cantidad de obras que en la 
actualidad presentan los problemas operacionales. Aquí únicamente se va a pretender mostrar aquellos 
textos que supusieron un aporte básico desde el punto de vista histórico. Una aportación fundamental 
dentro del crecimiento y expansión de la Investigación de Operaciones, fue la publicación de los 
/ Journal Citation Reports (1991), "Socio!Science Citations Index"Institute for Scientific Information. 
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conocimientos operacionales conseguidos en la II Guerra Mundial, a través de diversas obras como: 
Morse y Kimball8 (1946), Johnson y Katcher 9 (1973) y Waddinton 10 (1973). La primera de ellas 
fue durante veinticinco años una obra de obligada referencia para todos los profesionales de la gestión 
operativa. No cabe la menor duda, que es necesaria la sedimentación de conocimientos antes de 
escribir unos manuales que expongan los hitos y pautas fundamentales de la Investigación Operativa. 
Por esta razón, la realización de libros es posterior en el tiempo a la creación de revistas. Una pléyade 
de libros con grandes aportaciones en el campo operacional ve la luz a finales de los años cincuenta. 
Por destacar los más importantes podemos citar: 
• Koopmans (1951)" Activity Analysis of Production and Allocation" 
• McKinsey (1952) "Introduction to the Theory of Games" 
• Whitin (1953) "The Theory of Inventory Management" 
• Manne (1956) "Scheduling of Petroleum Refinery Operations" 
• Bellman (1957) "Dynamic Programming" 
• Dorfman, Samuelson y Solow (1958) "Linear Programming and Economic Analysis" 
• Saaty (1959) "Mathematical Methods of Operations Research" 
Por supuesto, a partir de los años sesenta, la Investigación de Operaciones ya se encontraba 
totalmente separada del ámbito militar y constituye claramente una ciencia civil. Realmente los 
acontecimientos más próximos son más difíciles de describir históricamente puesto que aparecen 
desperdigados dentro de cada una de las ramas de la ciencia operacional. Es decir, por ejemplo, los 
logros en programación matemática no necesariamente se construyen sobre los avances en teoría de 
colas; aunque evidentemente si influyen. Esto hace que la historia de la ciencia operacional se vincule 
de manera estrecha a la de cada una de sus especialidades. Por ello, es interesante conocer una 
división clásica de las ramas operativas de acuerdo con tipo de modelos que manejan: 
I) Modelos Determinísticos 
1. Programación Lineal. 
2. Programación Entera. 
3. Teoría de Grafos. 
4. Flujos en Redes. 
5. Programación Geométrica. 
6. Programación No Lineal. 
7. Programación a Gran Escala. 
8. Teoría de Control Óptimo. 
8 Morse, P. M. /George f. K. (1946) "Methods of Operations Research", Notional Defense Research Committee, Washington. D. C. 
9 Johnson, E. A./Katcher, D. A. (¡973) "Minest Against Japan", Naval Ordenance Laboratory, Silver Spring, Maryland. 
10 Waddinton, C. H. (1973) "OR in World War 2 - Operacional Research against the U-Boat", Paul Elek Ltd., London 
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II) Modelos Estocásticos 
1. Procesos Estocásticos. 
2. Teoría de Colas. 
3. Teoría del Valor. 
4. Análisis de Decisión. 
5. Teoría de Juegos. 
6. Teoría de Búsqueda. 
7. Simulación. 
8. Programación Dinámica. 
9. Teoría de inventarios. 
Fácilmente se puede comprender que una historiografía completa de la Investigación de Operaciones 
en los años más recientes pasa por la descripción histórica de cada una de las ramas anteriormente 
apuntadas. Puesto que la exposición que aquí se pretende no tiene intenciones de exhaustividad, 
únicamente nos ceñiremos al desarrollo histórico de la Programación Matemática, como manera de 
concretar la exposición de la ciencia operacional. 
Especificaciones y concreciones históricas de la Investigación Operat iva: 
La Programación Matemática 
La Programación Matemática ha formado parte de la Investigación de Operaciones desde la 
constitución de la misma como ciencia, hasta la actualidad. Sin embargo, muchos de los problemas 
tratados por la Programación Matemática eran conocidos desde mucho antes. Grandes matemáticos 
de los siglos XVIII y XIX, como Euler, Gauss y Lagrange trabajaron en problemas de optimización con 
restricciones y establecieron las primeras condiciones de optimalidad. Lo cual quiere decir que los 
problemas que la Programación Matemática planteaba en los años cuarenta de nuestro siglo no eran 
nuevos en su formulación, pero sí en su enfoque. Los métodos matemáticos clásicos no estaban pensados 
para una resolución en dimensiones altas, como iban a requerir las nuevas necesidades industriales. 
Esta fue la aportación de la ciencia operacional, máxime cuando se desarrollaron las técnicas 
computacionales que permitieron hacer realidad el cálculo rápido y a gran escala. La Investigación de 
Operaciones supuso un giro Copernicano en la manera de tratar los programas matemáticos. Se 
implementaron algoritmos que computacionalmente eran más eficientes que los clásicos, y de esta 
manera, problemas que tradicionalmente habían sido complejos, ahora resultaron asequibles. El cambio 
de mentalidad era notable y por tanto un nuevo modelo científico se estaba abriendo paso. 
Para el desarrollo de las distintas técnicas algorítmicas, era básico el estudio de los sistemas de 
desigualdad, como habían hecho los matemáticos Julius Farkas, Jean Batiste Fourier y T. S. Motzkin. 
El análisis de los problemas económicos se debe a John Von Neumann y a Abraham Wald. No obstante, 
cuando se trata de presentar una descripción histórica de la Programación Matemática, hay que tener 
en cuenta la gran aportación de Dantzig con su método simplex para Programación Lineal. Este hito ha 
supuesto la demarcación de la época fundacional de la Programación Matemática. Dicho evento se ha 
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considerado como el inicio de la Investigación Operativa, puesto que lo ha sido de la programación 
lineal, y ha traído consigo la resolución de muchos problemas operacionales. Realmente, el nuevo estilo 
marcado por el método simplex ha construido el auténtico espíritu de la optimización matemática. No 
hay que olvidar la intención de Samuel Eilon al inventar el término satis/izar (fusión de satisfacer y 
optimizar) intentando describir la labor del investigador de operaciones: encontrar una solución 
satisfactoriamente (aceptablemente) óptima (o buena). De ahí procede la sentencia: "optimizar es la 
ciencia de lo esencial; satisfizar es el arte de lo factible" ". 
Realmente, en cuanto se intenta resolver un problema práctico surgido de la empresa o de la 
realidad económica se puede palpar la potencia del método simplex. En 1961, Abraham Chames y 
William Cooper12 publicaron un libro de gran influencia para los años posteriores: Management Modas 
and Industrial Applications of Linear Programming. Esta obra supuso un gran impacto en el desarrollo 
de la práctica y de las aplicaciones industriales de la Programación Lineal (principalmente en las 
compañías petrolíferas y químicas). Pudo comprobarse la potencia de esta nueva herramienta, a la 
hora de resolver los problemas decisionales de las grandes empresas. De igual modo, se aplicó la 
Programación Lineal a la teoría económica, como muestran las aportaciones de Robert Dorfman, Paul 
Samuelson y Robert Solow l3, o las de David Gale 14, o bien las de Gérard Debreu 15. A finales de los 
años sesenta se publicó una pléyade de obras que hacen madurar la Programación Matemática. Así 
podemos destacar las siguientes referencias: 
1. Saúl Gass (1967) "Linear Programming". 
2. Michel Simmonard (1967) "Linear Programming". 
3. Anthony Fiacco y Garth McCormick (1968) "Nonünear Pro gramming: Sequential 
Unconstrained Mirümization Techniques". 
4. Olvi Mangasarian (1969) "Nonünear Programming". 
5. Tyrrell Rockafellar (1970) "Convex Analysis". 
6. Williard Zangwill (1969) "Nonlinear Programming: An Urúfied Approach". 
Todas ellas junto con las aportaciones básicas que se hicieron en los setenta: 
1. Mordecai Avriel (1976) "Nonlinear Programming: Analysis and Methods". 
2. Mokhtar Bazaraa y S.M. Shetty (1979) "Nonlinear Programming. Theory and 
Algorithms ". 
3. David Luenberger (1973) "Introduction to Linear and Nonlinear Programming". 
Constituyeron un cuerpo doctrinal importante para el desarrollo de la Investigación Operacional. 
Podemos observar cómo todas estas aportaciones resultaron ser en el campo de la Programación No 
Lineal, sin duda el área de la ciencia operativa que más ha debido a las matemáticas de los siglos 
anteriores, y que ahora, junto con la Programación Lineal, más aplicaciones ha tenido en el campo 
/ / EHon, S. (19/2) "Goals and constraints in Decisión - Making", Operational Research Quarterly, 23:3-15. 
12 Chames A. / Cooper W. (1961) "Management Models and Industrial Applications of Linear Programming". New York. Wiley. 
13 Dorfman, R. / Samuelson, P./Solow, R. (1958) "Linear Programming and Economics Analysis". New York. Mc Grow - Hill. 
14 Gale, D. (1960) "The Theory of Linear Economic Models". New York. Mc Graw - Hill. 
15 Debreu, G. (1963) "Theory of Value". New York. Wiley. 
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industrial y de la administración pública. Realmente bastantes obras se puede intentar citar, puesto que 
muchas han sido las referencias que han aparecido en los últimos años. Es difícil tener un deseo de 
exhaustividad y lograr llevarlo a cabo. No obstante, procuramos hacer referencia a todas aquellas 
obras que han jalonado hitos sustanciales en la Programación Matemática. Así, a la lista anterior 
podemos añadir las dos citas siguientes: 
1. León Lasdon (1970) "Optimization for Large Systems". 
2. Robert Garfinkel y George Nemhauser (1972) "Integer Programming". 
La primera hace referencia a la obra más importante acerca de Optimización a gran escala, 
mientras la segunda constituye uno de los primeros tratamientos omnicomprensivos de Programación 
Entera. 
NUEVOS DESARROLLOS DE LA PROGRAMACIÓN LINEAL 
La Programación Lineal fue una de las primeras herramientas cuantitativas con la que contó la 
Investigación Operativa. Rápidamente se descubrió su eficiencia. Por esta razón, era muy interesante 
conseguir nuevos métodos de resolución que hicieran la competencia al algoritmo simplex. Como una 
innovación destacable en los años ochenta, aparece un nuevo y poderoso algoritmo para la resolución 
de programas lineales: en 1984, Narendra Karmarkar16 de AT&T Laboratories publicó un artículo 
presentando esquemáticamente un método para resolver programas lineales de gran tamaño. Este 
método llamado algoritmo de Karmarkar se presenta como un buscador de óptimos a partir de puntos 
interiores, siendo ésta la gran novedad en relación con el método simplex. 
Dicho artículo de Karmarkar no describe totalmente el método resolutorio y además afirma que 
es mucho más rápido que el simplex para problemas de gran dimensión. El intento de descubrimiento 
de un remedo de dicho método puso a toda la comunidad científica en pie de búsqueda. Pasaron cuatro 
años hasta que se logró un conocimiento general del método y su distribución comercial. Esta extensión 
del algoritmo de Karmarkar fue debida a AT&T Laboratories, que llamó a esta versión AT&T KORBX 
Linear Programming System'. La instalación completa de esta versión tuvo un costo inicial de US 
$8'900.000. 
Desde un principio se realizaron multitud de comparaciones entre el método simplex y el de 
Karmarkar, con objeto de determinar cuál de los dos era el más eficiente. Sin embargo, esto no es fácil 
de determinar puesto que hay que especificar qué es exactamente lo que significa eficiencia. Es necesario 
efectuar la comparación en multitud de situaciones diversas y a partir de ellas establecer la correspondiente 
tesis. Se han realizado estudios que cotejan el método de Karmarkar con un paquete informático 
estándar del método simplex llamado MINOS. Para problemas de tamaño grande (a partir de varios 
miles de restricciones) las mejoras en tiempo de cálculo del método de Karmarkar sobre el simplex son 
notables (factores entre 10 y 50 son comunes). No obstante, esta situación no supone la supremacía 
16 Kormarkor, N. (1984) "A New Polinomial - Time Algorithm for Linear Programming". Combinatorica, 4: 373 - 395. 
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del método de Karmarkar en todo tipo de problemas. No hay que olvidar que para problemas de 
dimensión pequeña, el método simplex es más intuitivo y fácil de aplicar. 
Es posible que frente a la discusión 'método simplex' versus 'método de Karmarkar', la respuesta 
sea que son complementarios y no sustitutivos. Esta idea parece sugerir el hecho de que el análisis de 
sensibilidad sea fácilmente desarrollable para el método simplex y muy complejo para el de Karmarkar. 
Podría decirse que el primero es mejor para problemas pequeños (cientos de variables), y el segundo 
es preferible para problemas grandes (miles de variables). Sin embargo, algunos problemas necesitarán 
de la concurrencia de estos dos métodos para su resolución, entendiendo así las ventajas de la 
colaboración. 
También es posible realizar algunos comentarios acerca de la complejidad computacional de cada 
uno de los métodos. El método de Karmarkar es un algoritmo de tiempo polinomial, mientras que el 
simplex no goza de esta propiedad, sino que es de tiempo exponencial. De esta forma, tenemos explicada 
la razón por la cual el método dé Karmarkar obtiene mejores resultados para problemas de gran 
dimensión. 
No obstante, no hay que cifrar todos los logros en Programación Lineal en el método de Karmarkar, 
puesto que se han conseguido mejoras importantes en el método simplex, aunque espoleadas por las 
investigaciones iniciadas por Karmarkar. Dichas mejoras se han conseguido con un mayor esfuerzo 
investigador y con el desarrollo de nuevos ordenadores. Así, IBM distribuye el MPSX / 370, sistema 
basado en el método simplex y que se usa en las computadoras IBM. En el Centro de Investigación de 
IBM Thomas J. Watson de Nueva York, se ha desarrollado el programa experimental YKTLP para la 
aplicación del método simplex en computadoras IBM. Una de las características de este programa es 
el uso del hardware vectorial para calcular, de manera simultánea, los nuevos coeficientes de las 
variables básicas en la función objetivo. Cuando el número de variables no básicas es del orden de 
miles, este programa supone un ahorro computacional considerable. 
Es llamativo que los problemas que hasta hace unos años necesitaban de computadoras de tamaño 
medio, ahora sean resolubles mediante ordenadores personales. En la actualidad, prácticamente cualquier 
usuario de la Investigación Operativa puede resolver problemas lineales mediante LINDO (u otra 
utilidad informática semejante) en un ordenador portátil. De esta manera, mediante LINDO se pueden 
manejar problemas con hasta 2000 restricciones y 4000 variables, siempre y cuando el número de 
coeficientes diferentes de cero no exceda de 32000. De igual modo, se desarrolló el paquete MINOS 
(empleando para Programación Lineal el método simplex) en el Systems Optimization Laboratory del 
Departamento de Investigación Operativa de la Universidad de Stanford, que ha sido usado más 
frecuentemente como herramienta optimizadora en Programación No Lineal. Otros lenguajes de 
modelización se han desarrollado para ordenadores personales. Así, ha aparecido GAMS / MINOS 
qué es una combinación de los dos programas bien conocidos con objeto de construir un lenguaje de 
modelización algebraica implementado por IBM. De la misma forma, ha aparecido el paquete 
XPRESS-LP; y el lenguaje MPL (Mathematical Programming Language) desarrollado por Maximal 
Software en Islandia. Esta misma casa produjo la utilidad Turbo-Simplex. 
Han aparecido en los años noventa, al unísono, otras utilidades informáticas como son las hojas de 
cálculo, que permiten resolver programas lineales. Entre otras, se pueden citar las siguientes: VINO, 
What's the Best ? y XA. Casi todas estas utilidades fueron construidas por IBM, para sus propias 
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computadoras, sin embargo, poco a poco, se van obteniendo versiones para Macintosh. Aunque éstas 
son las recientes aplicaciones informáticas de los últimos cinco años, en el siglo XXI se mejorarán y se 
extenderán los lenguajes y paquetes informáticos que diseñan la Programación Lineal. 
La práctica de la Investigación de Operaciones. Premios y menciones 
honoríficas 
Las cuestiones prácticas fueron las que contribuyeron al nacimiento de la Investigación de 
Operaciones. Sin ellas, la ciencia operacional hubiera tenido otro elemento constitutivo. Aunque no hay 
que despreciar los grandes desarrollos teóricos de muchas de las áreas de la Investigación Operativa, 
sin los cuales algunos resultados no se hubieran dado; es necesario contemplar la Investigación de 
Operaciones como una ciencia fundamentalmente práctica. Desafíos prácticos han inspirado multitud 
de avances metodológicos y teóricos. Por ejemplo, hace años las necesidades de distribución de gas 
natural llevaron al desarrollo del método de descomposición de Dantzig-Wolfe para programas no 
lineales. Muchos otros problemas prácticos como los de distribución de energía, mercados monetarios, 
mercados agrícolas, equilibrio del tráfico urbano... dieron lugar a otros tipos de modelos con sistemas 
de desigualdades. En la cara opuesta de la moneda, las nuevas aportaciones en Programación Entera 
han permitido la resolución de un amplio rango de problemas. 
Afortunadamente, para conocer los principales trabajos prácticos en Investigación Operativa se 
puede consultar la revista Interfaces que publica bimestralmente INFORMS. Esta revista presenta 
cada año en su primer número, el trabajo ganador del premio Edelman, a la mejor aplicación de la 
Investigación Operativa en cualquier campo técnico: industria, gestión pública, decisiones estratégicas... 
Como ilustración de lo anteriormente expuesto acompañaremos estos comentarios con algunas ideas 
sobre dos trabajos que han ganado este premio: 
1) Corte de árboles de manera óptima en Weyerhauser 17: En una tala de árboles de tipo 
industrial, una compañía maderera tiene que tomar decisiones sobre cómo cortar árboles talados en 
troncos sin ramas con objeto de transportarlos a plantas de procesamiento que los transformen en 
productos finales. Estas decisiones son importantes, puesto que el valor de un árbol varía hasta en un 
cincuenta por ciento o más dependiendo de cómo esté cortado. La decisión de cortado es complicada, 
puesto que depende de las características de los árboles talados (longitud, curvatura, diámetro...) así 
como del valor final del producto acabado. Los analistas de Weyerhauser Company formularon este 
problema mediante un programa dinámico y diseñaron un juego con video interactivo que permitía jugar 
contra el programa dinámico con objeto de probar y refinar las pruebas heurísticas elegidas. Esta 
técnica ha contribuido a un aumento de beneficios de más de 100 millones de dólares en diez años. 
2) Gestión de los recursos acuíferos de Holanda18: La gestión de agua a nivel nacional es un 
problema que debe buscar un equilibrio entre diversas consideraciones económicas, políticas y técnicas, 
por un lado, y la incertidumbre en la disponibilidad y consumo de agua. El problema es particularmente 
importante para un país como Holanda, que depende fuertemente de la producción de cosechas de 
// Lembersky, M./Chi, U. (1986) "Weyerhauser Decision Simulator Improves Timber Profits", Interfaces, 16: 6-15. 
18 Goeller, B. yel equipo PRAWN. (1985). "Planning the Netherlands Water Resources", Interfaces, 15:3-33. 
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regadío para su bienestar económico. Con objeto de resolver este problema se han planteado seis 
programas matemáticos y dos procedimientos de optimización heurística. Este planteamiento integrado 
permitió el ahorro de miles de millones de dólares en gastos de inversión, y redujo el costo del daño a la 
agricultura en cerca de 15 millones de dólares. 
Muchos otros trabajos han aparecido bajo el amparo de INFORMS, sin embargo, los premios 
otorgados a importantes trabajos de Investigación Operativa, bien sea por su interés aplicado, bien por 
el desarrollo de nuevas teorías, han supuesto un importante estímulo a la hora de planificar y dirigir 
líneas concretas de investigación. Algunos de estos premios han tenido un importante papel histórico y 
han estado más de moda en unos años que en otros. Podemos citar, entre otros, los premios siguientes: 
i) Premio Lanchester, otorgado anualmente por ORSA (ahora que se ha integrado en INFORMS, 
lo concede dicho instituto) por la mejor publicación en Investigación de Operaciones en lengua 
Inglesa. Se concede desde 1954, y en 1994 tenía una dotación monetaria de $5000. 
ii) Premio Dantzig, concedido cada tres años por la 'Mathematical Programming Society' y la 
'Society for Industrial and Applied Mathematics' por la mejor contribución original al campo 
de la Programación Matemática. 
iii) Premio Fulkerson, otorgado cada tres años por la 'American Mathematical Society' y la 
'Mathematical Programming Society' para el artículo de investigación más brillante en el campo 
de las Matemáticas Discretas. 
iv) Premio Orchard-Hays, concedido cada tres años por la 'Mathematical Programming Society' 
por la excelencia en Programación Matemática Computational. 
v) Premio Franz Edelman, otorgado por TIMS (ahora por INFORMS) a los mejores trabajos de 
puesta en práctica de la Investigación Operacional. Los galardonados con el primer premio 
tienen una dotación económica de $ 10000 y su aplicación es publicada en la revista Interfaces. 
Estos premios han servido como impulso de la investigación en el área de la gestión operacional. 
Quizás hemos hecho un hincapié grande en este último epígrafe en las cuestiones relativas a la 
Programación Matemática. Evidentemente, la Investigación de Operaciones supera por extensión a la 
Programación Matemática, sin embargo, ésta ha sido el eje alrededor del cual han girado muchos de 
los trabajos realizados en Investigación de Operaciones. 
Por supuesto, mucho más podría haberse dicho en una introducción histórica de la Investigación 
de Operaciones, sin embargo, aquí se ha pretendido hacer una mención especial de los temas de 
Programación Lineal y No Lineal por considerar muy importante la aportación que ellos han hecho 
para la constitución de la ciencia operativa. 
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DEFINICIÓN DE INVESTIGACIÓN DE OPERACIONES 
• Fundamentos de Investigación de Operaciones Ackoff Russell L. / Sasieni Maurice W.,1971: 
"La Investigación de Operaciones se puede considerar como: 
1) La aplicación del método científico. 
2) Por equipos interdisciplinarios. 
3) A problemas que comprenden el control de sistemas organizados hombre-máquina, para dar 
soluciones que sin'an mejor a los propósitos de la organización como un todo. 
Las características esenciales de la Investigación de Operaciones señaladas en esta definición, 
son: a) su orientación de sistemas (o ejecutiva); b) el uso de equipos interdisciplinarios y c) la 
aplicación del método científico a problemas de control". 
• Introducción a la Investigación Operativa Churchman C. West / Ackoff Russell L. / Arnoff E. 
Leonard, 1971: 
"La Investigación Operativa puede caracterizarse como la aplicación de métodos, técnicas e 
instrumentos científicos a problemas que implican el funcionamiento de sistemas, para proporcionar 
soluciones óptimas a las personas que controlan las operaciones". 
• Introducción a las Técnicas de Investigación de Operaciones Daellenbach Hans G. / George 
John A. / McNickle DonaldC., 1987: 
"La Investigación de Operaciones trata de un enfoque científico al análisis de muchos tipos de 
problemas complejos de toma de decisión (económicos, de ingeniería o de medio ambiente) en la 
forma en que los enfrentan individuos y organizaciones de todos los tipos, ya sean comerciales o 
benéficas, privadas o gubernamentales. A menudo el problema estudiado implica el diseño y/o la 
operación de sistemas o partes de sistemas. Se pretende evaluar las consecuencias probables de las 
elecciones de decisión, por lo general, bajo condiciones que requieren de la asignación de escasos 
recursos: fondos, humanos, tiempo o materias primas. El objetivo es mejorar la efectividad del 
sistemas como un todo ". 
m Introducción a la Investigación de Operaciones Hillier Frederick S. / Lieberman Gerald J., 2006: 
"El proceso comienza por la observación cuidadosa y la formulación del problema, incluyendo la 
recolección de los datos pertinentes. El siguiente paso es la construcción de un modelo científico 
-generalmente matemático- con el cual se intenta abstraer la esencia del problema real. En esta 
etapa se propone la hipótesis de que el modelo será una representación tan precisa de las 
características esenciales de la situación, que permitirá que las conclusiones -soluciones-, obtenidas 
sean válidas también para el problema real. Después se llevan a cabo los experimentos adecuados 
para probar esta hipótesis, para modificarla si es necesario y para verificarla en determinado 
momento -este paso se conoce como validación del modelo-. En cierto sentido, la Investigación de 
Operaciones involucra la investigación científica creativa de las propiedades fundamentales de las 
operaciones. Sin embargo, es más que esto. La Investigación de Operaciones se ocupa también de la 
administración práctica de la organización. Por lo tanto, para tener éxito, también debe 
proporcionar conclusiones claras que el tomador de decisiones pueda usar cuando sea necesario". 
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• Investigación de Operaciones Izar Landeta Juan Manuel, 2008: 
" La Investigación de Operaciones puede definirse como un grupo de métodos y técnicas aplicables 
a la solución de problemas operativos de los sistemas. 
Un rasgo que debe señalarse de la Investigación de Operaciones es su carácter interdisciplinario, 
es decir, se aplica a situaciones de diversa índole en las empresas e instituciones, como pueden ser 
en las áreas de ventas, producción, finanzas, personal, mercadotecnia, mantenimiento y otras". 
• Métodos y Modelos de la Investigación de Operaciones Kaufmann A., Tomo 1 1965: 
"La Investigación de Operaciones es la ciencia de la preparación de decisiones". 
• Enfoques Cuantitativos a la Administración Levin Richard I. / Kirkpatrick Charles A., 1983: 
"La Investigación de Operaciones proporciona a los gerentes bases cuantitativas para la toma de 
decisiones. La Investigación de Operaciones eleva la habilidad de un gerente para hacer planes a 
largo plazo y para resolver los problemas diarios de llevar un negocio, una unidad gubernamental 
o una institución privada. 
El Investigador de Operaciones recopila e interpreta datos, construye y experimenta con modelos 
matemáticos, predice operaciones futuras y luego hace recomendaciones, haciendo aplicación del 
método científico". 
• Investigación Operativa Martín Martín Quintín, 2003: 
"La Investigación Operativa o Investigación Operacional se puede definir como: la aplicación del 
método científico a problemas relacionados con el control de las organizaciones o sistemas a fin de 
que se produzcan soluciones que mejor sirvan a los objetivos de toda la organización". 
• Investigación de Operaciones Mathur Kamlesh / Solow Daniel, 1996: 
"Los administradores utilizan las matemáticas y las computadoras para tomar decisiones racionales 
en la resolución de modelos, para llegar a la solución óptima de problemas que involucran un gran 
número de alternativas. El estudio de estos diversos métodos y la forma en que los administradores 
los usan en el proceso de decisión es la esencia de la Investigación de Operaciones. 
Las técnicas de la Investigación de Operaciones se aplican a las siguientes dos categorías básicas 
de problemas: determinísticos y estocásticos". 
m Investigación de Operaciones e Informática Mora José Luis, 1986: 
"Cuando aplicamos la Investigación de Operaciones describimos algún sistema o conjunto de 
elementos por medio de un modelo, que será sometido a una serie de operaciones para determinar 
su comportamiento; de esta manera el modelo nos pe?'mitirá observar su funcionamiento bajo diversos 
estados, con el propósito de seleccionar aquel tipo de comportamiento que a nuestro juicio sea el 
óptimo o al menos el mejor de entre todos los obtenidos. Esto es, nos permitirá seleccionar la mejor 
forma de operación del sistema en estudio, teniendo en cuenta la aplicación del método científico ". 
• Práctica de la Investigación Operativa Empresarial Muro Sáenz Javier, 1975: 
" Se ha definido la Investigación Operativa como la preparación científica de las decisiones". 
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Métodos y Modelos de Investigación de Operaciones Prawda Witenberg Juan, Tomo 1 2005: 
"La Investigación de Operaciones es ¡a aplicación de la metodología científica a través de modelos, 
primero para representar el problema real que se quiere resolver en un sistema y segundo para 
resolverlo. Los modelos que utiliza la Investigación de Operaciones son matemáticos y toman la 
forma de ecuaciones. Estos modelos son diferentes a otros modelos, por ejemplo, los modelos de 
experimentación que se utilizan en las ciencias médico-biológicas, o los modelos de representación 
que se utilizan, por ejemplo, en la Astronomía". 
Investigación Operativa Ríos Insua Sixto, 1996: 
"Aunque dar una definición buena es siempre difícil, se reproduce con ligeras modificaciones la 
que da el profesor Johnson de la Operations Research Office de la John Hopkins University: La 
Investigación Operativa es la predicción y comparación de valores, efectividad y costes de un 
conjunto de cursos de acción propuestos, en que intervienen sistemas de hombres y máquinas y está 
basada sobre un modelo descrito mediante una metodología lógica o matemática que permita 
determinar los valores de los parámetros de los cursos de acción, mediante análisis de observaciones 
anteriores o de operaciones experimentales convenientemente diseñadas". 
Investigación de Operaciones Shamblin James E. / Stevens G. T. Jr., 1975: 
"La Investigación Operacional comienza describiendo algún sistema mediante un modelo que 
luego se manipula para determinar la mejor forma de operación de un sistema. El enfoque se explica 
mejor de acuerdo a la aplicación del método científico, para la toma de decisiones". 
Investigación de Operaciones Taha Hamdy A., 2004: 
"La Investigación de Operaciones es una herramienta dominante e indispensable para tomar 
decisiones 
Un elemento principal de la Investigación de Operaciones es el modelado matemático. Aunque la 
solución del modelo matemático establece una base para tomar una decisión, se deben tener en 
cuenta factores intangibles o no cuantificables, por ejemplo, el comportamiento humano, para 
poder llegar a una decisión final". 
Toma de Decisiones por Medio de Investigación de Operaciones Thierauf Robert J. / Grosse 
Richard A., 1982: 
"La Investigación de Operaciones utiliza el enfoque planeado (método científico) y un grupo 
interdisciplinario a fin de representar las complicadas relaciones funcionales como modelos 
matemáticos para suministrar una base cuantitativa para la toma de decisiones y descubrir nuevos 
problemas para su análisis cuantitativo". 
Investigación de Operaciones Winston Wayne L., 2004: 
"En la actualidad, el término Investigación de Operaciones (o, a menudo, Ciencia de la 
Administración) quiere decir un planteamiento científico a la toma de decisiones, que busca 
determinar cómo diseñar y operar mejor un sistema, normalmente bajo condiciones que requieren 
la asignación de escasos recursos". 
BREVE TABLA CRONOLÓGICA DE INVESTIGACIÓN DE OPERACIONES 
AÑO AUTOR TÉCNICA DESARROLLADA 
1736 Euler Puentes de Koenigsberg (Teoría de Redes) 
1755 Lagrange Multiplicadores de Lagrange 
1759 Quesnay Modelos Primarios de Programación Matemática 
1776 Monge Modelos Lineales 
1800 Fourier Programación Lineal 
1873 Jordan Modelos Lineales 
1874 Wal ras Modelos Primarios de Programación Matemática 
1880 Weierstrass Condiciones de Extremo Fuerte 
1891 Minkowsky Modelos Lineales 
1897 Markov Modelos Dinámicos Probabilísticos 
1903 Farkas Modelos Dinámicos Probabilísticos 
1909 Erlang Líneas de Espera 
1925 König - Egervary Asignación 
1937 Morgestern Lógica Estadística 
1937 Von Neuman Teoría de Juegos 
1939 Kantorovich Planeación en Producción y Distribución 
1941 Hitchcock - Koopmans Problemas de Transporte 
1947 Dantzig Método Simplex 
1953 Kuhn - Tucker Programación No Lineal, Método Húngaro, Sistemas Desigualdades 
1956 Ford - Fulkerson Problema del Flujo Máximo 
1956 Kruskal Árbol de Mínimo Recorrido 
1957 Bellman Programación Dinámica 
1957 Pontriaguin Teoría del Control Óptimo 
1957 Markowitz Simulación y Programación Discreta 
1957 Rai fa Análisis de Decisiones 
1958 Gomory Programación Lineal Entera 
1958 Arrow - Karl in Modelos de Inventarios 
1959 Dijkstra Camino más corto 
1961 Zener - Duffin Programación Geométrica 
1969 Gass Funciones Convexas 
1978 Kachiyan Método del Elipsoide 
1984 Karmarkar Algoritmo de Punto Interior 
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CLASIFICACIÓN DE LA INVESTIGACIÓN DE OPERACIONES 
DETERMINISTICOS 
PROGRAMACIÓN NO LINEAL 





PROGRAMACIÓN LINEAL ENTERA 
PROGRAMACIÓN LINEAL ENTERA BINARIA 
PROGRAMACIÓN LINEAL ENTERA MIXTA 













TEORÍA DE COLAS 
CADENAS DE MARKOV 
TEORÍA DE DECISIONES 
TEORÍA DE JUEGOS 
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GEORGE BERNARD DANTZIG Y LA HISTORIA (Y EL FUTURO) DE LA PROGRAMACIÓN 
LINEAL 
George Bernard Dantzig nació el 8 de noviembre de 1914 en Portland, 
Oregon. Su padre era profesor de Matemáticas, se retiró dejando su puesto 
de Jefe del Departamento de Matemáticas en la Universidad de Maryland 
poco después de la Segunda Guerra Mundial. Su madre era una lingüista 
especializada en idiomas eslavos. 
Dantzig estudió su carrera en la Universidad de Maryland, donde se 
graduó en 1936. Le disgustaba el hecho de no haber visto "ni una sola 
aplicación en alguno de los cursos de Matemáticas que había tomado en 
Maryland"19. Al año siguiente hizo estudios de posgrado en la escuela de 
Matemáticas de la Universidad de Michigan. Sin embargo, exceptuando la 
Estadística, le pareció que los cursos eran demasiado abstractos; "tan 
abstractos, que él sólo deseaba una cosa: abandonar sus estudios de posgrado 
y conseguir un trabajo". 
En 1937 Dantzig dejó Michigan para trabajar como empleado en Estadística en el Bureau of 
Labor Statistics. Dos años después se inscribía en Berkeley para estudiar un Doctorado en Estadística. 
La historia de la tesis doctoral de Dantzig es ahora parte del anecdotario de las Matemáticas. 
Durante su primer año en Berkeley, llevó un curso de Estadística con el famoso Jerzy Neymann. En 
una ocasión llegó tarde a una de las clases de Neymann. En la pizarra estaban escritos dos problemas 
que él supuso eran problemas de tarea. Dantzig, consecuentemente, los copió y los resolvió, aun cuando 
le parecieron "un poco más difíciles que los problemas ordinarios". Unos días después se los entregó a 
Neymann, disculpándose por haber llegado tarde. 
Aproximadamente seis semanas después -a las 8:00 de un domingo por la mañana-, Neymann 
llegó aporreando la puerta de Dantzig, explicándole que había escrito una introducción a uno de los 
artículos de Dantzig y que quería que la leyera a fin de poder enviar el artículo para su publicación. Los 
dos "problemas de tarea" que Dantzig había resuelto eran, en realidad, dos famosos problemas no 
resueltos de la Estadística. Las soluciones de estos problemas se convirtieron en su tesis doctoral, a 
sugerencia de Neymann. 
No obstante, Dantzig terminó su doctorado hasta 1946. Poco después del comienzo de la Segunda 
Guerra Mundial se unió a la Fuerza Aérea de Estados Unidos y trabajó con el Combat Analysis Branch of 
Statistical Control. Después de recibir su Doctorado, regresó a la Fuerza Aérea como el asesor de Matemáticas 
del U. S. Air Forcé Controller. Fue en ese trabajo donde encontró los problemas que le llevaron a hacer sus 
grandes descubrimientos. La Fuerza Aérea necesitaba una forma más rápida de calcular el tiempo de 
duración de las etapas de un programa de despliegue, entrenamiento y suministro logístico. 
George Bernard Dan tz ig 
(Foto de Edward W. Souza 
N e w s Se rv i ce , S t a n f o r d 
U n i v e r s i t y , S t a n f o r d , 
Cali fornia) 
/ 9 Las citas que aparecen en esta reseña se han tomado de ta entrevista con Dantzig que fue publicada en la edición de marzo de ¡986 de The 
College Mathematical Journal, páginas de la 293 a la 314. Los entrevistadores fueron Donald J. Albers y Constance Reíd. 
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El trabajo de Dantzig generalizó lo hecho por el economista, ganador del Premio Nobel, Wassily 
Leontief. Dantzig pronto se dio cuenta de que los problemas de planeación con los que se encontraba 
eran demasiado complejos para las computadoras más veloces de 1947 (y aun para las de la actualidad). 
La siguiente es la explicación de Dantzig acerca de las dificultades que tuvo que encarar: "Un ejemplo 
sencillo ilustra la dificultad fundamental de formular un problema de planeación utilizando un enfoque 
de análisis de actividades. Considere el problema de asignar 70 hombres a 70 empleos. Una "actividad" 
consiste en asignar el iésimo hombre al jésimo empleo. Las restricciones son dos: en primer lugar hay 
70 hombres, cada uno de los cuales debe asignarse a un puesto y en segundo lugar, cada uno de los 70 
puestos existentes debe estar ocupado. El nivel de una actividad puede ser 1, lo cual indica que está 
siendo usada, ó 0, lo cual significa que no. En consecuencia hay 2 x 70 = 140 restricciones y 70 x 70 = 
4900 actividades con 4900 variables correspondientes de decisión uno-cero. Por desgracia también 
hay factorial de 70 permutaciones o formas de hacer las asignaciones. El problema consiste en comparar 
el factorial de las 70 formas y elegir la que sea la óptima o "mejor" según algún criterio previamente 
establecido. 
En el ejemplo anterior, factorial de 70 es un número muy grande. A fin de tener una idea de qué 
tan grande es, supóngase que se hubiese tenido una computadora IBM del tipo mainframe en el instante 
en el que ocurrió el Big Bang hace quince millones de años. ¿Habría podido, entre ese entonces y 
ahora, examinar todas las soluciones posibles? ¡No! No obstante, supóngase que se hubiese tenido una 
computadora aún más poderosa, una que pudiese examinar mil millones de asignaciones por segundo. 
La respuesta seguiría siendo negativa. Aún si la tierra se llenase con computadoras cuyas rapideces 
fueran de nanosegundos, todas ellas trabajando en paralelo, la respuesta aún sería no. Sin embargo, si 
existiesen diez tierras, todas llenas con computadoras del tipo mencionado, todas programadas en 
paralelo desde el instante del Big Bang hasta que el sol fuese una esfera fría, entonces quizás la 
respuesta podría ser sí. Lo notable es que el método simplex, con la ayuda de una computadora moderna, 
puede resolver este problema en una fracción de segundo". 
Antes de que Dantzig pudiese descubrir el método simplex, le fue necesario primero tener un 
modelo práctico de Programación Lineal. He aquí la descripción de Dantzig del proceso: "Cuando el 
problema de la planeación fue formulado inicialmente para la Fuerza Aérea, no existía la noción exacta 
de una función objetivo, la idea de una meta claramente definida. Por supuesto, teníamos sólo un falso 
respeto hacia el concepto de objetivo. En el discurso de los militares escuché a menudo decir, "nuestro 
objetivo es ganar la guerra". En el mundo de los negocios se escucharía quizás "nuestro objetivo es 
obtener ganancias". Sin embargo, era imposible hallar alguna relación directa entre la meta establecida 
y las acciones emprendidas para tal fin. Si se estudiaba con cuidado el paso siguiente, se podía ver que 
algún líder había promulgado un montón de reglas básicas que, en su concepto, llevarían hacia la meta. 
Esto distaba mucho de lo que sería honestamente estudiar todas las combinaciones alternativas de las 
acciones para elegir la mejor combinación. Los que mandan, generalmente mueven las manos y dicen 
"He considerado todas las alternativas", pero es casi siempre basura. Lo más probable es que no 
pudiesen estudiar todas las combinaciones. Antes de 1947 era inconcebible pensar en la existencia de 
una herramienta como la Programación Lineal que permitiese examinar millones de combinaciones. 
No había algoritmo o herramienta computacional que pudiera hacer eso. 
No descubrí el modelo de la Programación Lineal en un instante, sino que tuvo un proceso de 
evolución. Se dedicó casi un año completo a la tarea de decidir si mi modelo podría ser utilizado en la 
formulación de problemas prácticos de distribución de tiempos. Como usted sabe, la planeación y la 
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distribución de tiempos se llevaron a una escala inmensa durante la guerra. El funcionamiento de la 
Fuerza Aérea fue equivalente al funcionamiento de la economía de toda una nación. En el proceso 
intervinieron cientos de miles de personas. La logística tuvo una magnitud difícil de entender para 
alguien que no haya estado ahí. Mi colega Marshall Wood y yo revisamos miles de situaciones tomadas 
de nuestra experiencia durante la guerra. 
Las reglas básicas empleadas en la planeación se expresaban en un formato completamente 
distinto del que se emplea en la actualidad para formular un programa lineal. Lo que hicimos fue revisar 
estas reglas una por una y demostrar que casi todas ellas podían reformularse aceptablemente en un 
formato de Programación Lineal. Pero no todas. En algunos casos era necesario tomar en cuenta el 
carácter discreto de las variables y las no convexidades. 
Cuando formulé por primera vez mi modelo de Programación Lineal, lo hice sin una función 
objetivo. Estuve luchando por algún tiempo con la adición de reglas básicas para elegir de entre las 
soluciones factibles la que en algún sentido fuese "óptima". Pero pronto abandoné esta idea y la sustituí 
por la de una función objetivo a ser maximizada. El modelo que formulé no estaba hecho específicamente 
para fines militares. Podía aplicarse a toda clase de problemas de planeación; todo lo que tenía que 
hacerse era cambiar los nombres de las columnas y los renglones y entonces era aplicable a un problema 
de planeación económica lo mismo que a un problema de planeación industrial". 
Habiéndose ya establecido el problema general de Programación Lineal, fue necesario hallar 
soluciones en un tiempo razonable. Aquí rindió frutos la intuición geométrica de Dantzig: "Comencé 
observando que la región factible es un cuerpo convexo, es decir, un conjunto poliédrico. Por tanto, el 
proceso se podría mejorar si se hacían movimientos a lo largo de los bordes desde un punto extremo al 
siguiente. Sin embargo, este procedimiento parecía ser demasiado ineficiente. En tres dimensiones, la 
región se podía visualizar como un diamante con caras, aristas y vértices. En los casos de muchos 
bordes, el proceso llevaría a todo un recorrido a lo largo de ellos antes de que se pudiese alcanzar el 
punto de esquina óptimo del diamante". 
Esta intuición llevó a la primera formulación del método simplex en el verano de 1947. El primer 
problema práctico que se resolvió con este método fue uno de nutrición. 
El 3 de octubre de 1947 Dantzig visitó el Institute for Advanced Study donde conoció a John von Neumann, 
quien por entonces era considerado por muchos como el mejor Matemático del mundo. Von Neumann le 
platicó a Dantzig del trabajo conjunto que estaba realizando con Oscar Morgenstern acerca de la Teoría 
de Juegos. Fue entonces cuando Dantzig supo por primera vez del importante teorema de la dualidad. 
En 1976 el presidente Gerald Ford otorgó a Dantzig la Medalla Nacional de Ciencias, que es la 
presea más alta de los Estados Unidos en Ciencia. En la ceremonia en la Casa Blanca se citó a 
George Bernard Dantzig "Por haber inventado la Programación Lineal, por haber descubierto métodos 
que condujeron a aplicaciones científicas y técnicas en gran escala a problemas importantes en logística, 
elaboración de programas, optimización de redes y al uso de las computadoras para hacer un empleo 
eficiente de la teoría matemática". 
Dantzig se sorprendió de que el método simplex funcionara con tanta eficiencia. Citando de 
nuevo sus palabras: "La mayor parte de las ocasiones el método simplex resolvía problemas de m 
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ecuaciones en 2m o en 3m pasos, algo realmente impresionante. En realidad, nunca pensé que fuese a 
resultar tan eficiente. En ese entonces yo aún no había tenido experiencias con problemas en dimensiones 
mayores y no confiaba en mi intuición geométrica. Por ejemplo, mi intuición me decía que el procedimiento 
requeriría demasiados pasos de un vértice al siguiente. En la práctica son muy pocos pasos. Dicho con 
pocas palabras, la intuición en espacios de dimensiones mayores no es muy buena guía. Sólo ahora, 50 
años después de haber propuesto el método simplex por primera vez, la gente está comenzando a tener 
una idea de por qué el método funciona tan bien como lo hace". 
Una precisión acerca de la terminología: un simplex es un tipo especial de conjunto convexo 
poliédrico. Más concretamente, sean puntos (o vectores) en Rn+1. Se dice que 
los vectores tienen independencia afín si los n vectores son linealmente 
independientes.- Si los puntos tienen independencia afín, entonces el conjunto convexo más pequeño 
que contiene los n + 1 puntos en IRn+1 se llama n-simplex. En , tres puntos tienen independencia afín 
si no son colineales. El conjunto convexo más pequeño que contiene tres puntos no colineales es un 
triángulo con estos puntos como vértices. Por tanto, un 2-simplex es un triángulo. En , cuatro puntos 
tienen independencia afín si no son coplanares. El conjunto convexo más pequeño que contiene cuatro 
de tales puntos es un tetraedro. Este es el 3-simplex. Véase la figura adjunta: 
Los triángulos y los tetraedros son conjuntos poliédricos convexos, no obstante que los conjuntos 
convexos poliédricos no son necesariamente simplex. Por ejemplo, en A3 un rectángulo es un conjunto 
convexo poliédrico pero no es un simplex (véase la definición precedente). El método simplex fue 
llamado así por George Dantzig, aunque no es claro por qué eligió ese nombre. Habría sido más 
adecuado llamarlo "método del conjunto convexo poliédrico". 
El profesor Dantzig no pudo conseguir el premio Nobel, pero recibió un cúmulo de distinciones, 
entre otras, la mencionada anteriormente, el premio Von Neumann Theory en 1975, Premio en 
Matemáticas Aplicadas y Análisis Numérico de la National Academy of Sciences en 1977, Harvey 
Prize en Ciencia y Tecnología de Technion, Israel, en 1985. Fue miembro de la Academia de Ciencias 
y de la Academia Nacional de Ingeniería de EEUU. Las Sociedades de Programación Matemática y 
SIAM instituyeron hace años un premio que lleva su nombre, premio que es uno de los más prestigiosos 
de nuestra comunidad. 
El 13 de mayo de 2004, George Bernard Dantzig, murió a la edad de 90 años en su casa de 
Stanford, debido a complicaciones con la diabetes y problemas cardiovasculares. 
Siguiendo cronológicamente, en 1979 el ruso L. G. Khachiyan presentó un algoritmo para resolver 
problemas de Programación Lineal denominado algoritmo del elipsoide, el cual consiste en ir reduciendo 
la región de factibilidad encerrándola en elipsoides de volúmenes decrecientes. 
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Telgen en su estudio, en lugar de analizar el número de iteraciones por problema, hace un análisis 
del número de operaciones por iteración y obtiene: 
Simplex: (3 + d) m2 + dmn 
Khachiyan: (3 + d) n2 + dmn 
Donde d: densidad de la matriz de coeficientes tecnológicos 
m: número de ecuaciones 
n: número de variables 
De los trabajos de Telgen se puede concluir que el 
algoritmo de L.G. Khachiyan es atractivo solamente en 
problemas en los que el número de restricciones es mayor 
que el número de desigualdades, pero en ese caso puede 
ser más indicado la utilización del algoritmo simplex dual. 
M H B i p i "V ' t Ü El trabajo con estos problemas en los Laboratorios 
NARENDRA KARMARKAR Bell implicaba manipular problemas de Programación 
Lineal de cerca de 800000 variables, que el algoritmo 
de Karmarkar puede resolver en 10 horas de tiempo de computador. Los científicos involucrados en 
este proyecto creían que el problema podría haber tardado semanas en resolverse si se hubiera usado 
En 1984, Narendra Karmarkar (nació en 1956) 
Matemático de la India que trabajaba en AT & T Bell 
Laboratories creó un nuevo y poderoso algoritmo de 
Programación Lineal que resuelve muchos problemas 
complejos de esta área con mayor rapidez y de manera 
más eficiente que cualquier otro método conocido hasta 
ahora. Este método alternativo para la Programación 
G B DANTZIG Y L G KHACHIYAN Lineal evita la lentitud mediante la búsqueda de rutas a 
través del interior de la región factible. Las posibles 
aplicaciones del algoritmo de Karmarkar son importantes para muchas industrias, incluyendo las 
comunicaciones telefónicas y las aerolíneas. Elegir rutas para los millones de llamadas de larga distancia, 
por ejemplo, significa decidir cómo usar las líneas telefónicas existentes, los amplificadores y las terminales 
de los satélites para obtener la mayor ventaja. Encontramos otro ejemplo en las empresas de líneas 
aéreas. La compañía American Airlines trabajó con el doctor Karmarkar para ver si este algoritmo 
podría reducir los costes de combustible. De acuerdo con Thomas Cook, director de investigación 
operativa de American Airlines. 
En la década de 1980, científ icos de los 
Laboratorios Bell aplicaron el algoritmo de Karmarkar 
a un problema de complejidad sin precedentes: decidir 
cuál es la manera más económica de construir 
conexiones telefónicas entre ciudades de los Estados 
Unidos, de manera que las llamadas puedan llegar de 
una ciudad a otra, pasando por ciudades intermedias. 
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el método del simples o el del elipsoide. El algoritmo de Karmarkar ha sido incorporado a un programa 
de computador denominado AT & T KORBX Linear Programming System. 
El futuro 
Parte importante del futuro de la Investigación de Operaciones corresponde a la Programación 
Multicriterio, a la Programación Multiobjetivo y las Metaheurísticas. 
La Programación Multicriterio corresponde a problemas con decisión de objetivos de tipo discreto 
y la Programación Multiobjetivo está relacionada con problemas de tipo continuo. 
Una Metaheurística es un método de solución general, que proporciona, tanto una estructura 
general como criterios estratégicos para desarrollar un método heurístico específico que se ajusta a un 
tipo particular de problema. 
Entre las nuevas metaheurísticas se encuentran: 
- Recocido Simulado. 
- Búsqueda Tabú. 
- GRASP. 
- Redes Neuronales. 
- Algoritmos Genéticos. 
- Algoritmos Meméticos. 
- Particles Swarm Optimization (Optimización de Nube de Partículas). 
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C A P Í T U L O II 
C O N C A V I D A D Y C O N V E X I D A D 
"La humanidad no puede soportar mucha realidad". T. S. Eliot 
INTRODUCCIÓN 
La Optimización puede considerarse como la búsqueda de la mejor solución (solución óptima) de 
un problema. El término mejor aquí, depende del contexto en el que se trabaje, podría significar solución 
que minimiza los costes, o maximiza los beneficios, o que hace que la distancia recorrida sea mínima, 
etc. Esta primera reflexión sobre lo que se entiende por Optimización refleja claramente las 
importantísimas e indudables aplicaciones de esta área de las matemáticas a un amplio espectro de 
problemas; aplicaciones que surgen en la práctica totalidad de las Ciencias. 
El abordar un problema real de Optimización supone básicamente dos etapas: 
• Determinar el modelo matemático que rige el problema. 
• Resolver dicho problema usando una serie de técnicas matemáticas. 
Los problemas que pueden ser resueltos mediante la Optimización Matemática son aquellos que 
pueden expresarse en la forma: 
MAX f (X) MINf(X) 
X CS X CS 
Donde CS corresponde al conjunto solución. 
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La convexidad desempeña un importante papel en la Programación Matemática, puesto que 
permite obtener resultados teóricos y aplicar métodos específicos. Pero el interés del concepto 
matemático de la convexidad va aún más lejos, ya que tiene numerosísimas aplicaciones en la Economía. 
La convexidad se estudia bajo dos puntos de vista, por un lado el concepto de convexidad aplicado 
a conjuntos; para más tarde analizar lo que se entiende por convexidad y concavidad para funciones, 
así como algunas caracterizaciones útiles desde un punto de vista práctico. 
Dentro de la Optimización Matemática tienen una extremada importancia los problemas convexos, 
que son aquellos de la forma: 
MINf(X) 
donde CS es un conjunto convexo y f(x) es una función convexa. La propiedad más importante de este 
tipo de problemas viene dada por el conocido como teorema fundamental de la programación convexa 
que asegura que todo óptimo local de un problema convexo es también óptimo global. 
CONJUNTOS CONVEXOS 
El concepto de conjunto convexo es algo sencillo de entender desde un punto de vista geométrico. 
Son conjuntos convexos aquellos que tienen la propiedad de que al unir con un segmento dos puntos 
cualesquiera del conjunto, el segmento queda completamente contenido en el propio conjunto. 
Definición: Un conjunto S es convexo cuando: se cumple: 
Ejemplos: 
Para comprender mejor la definición de conjunto convexo debe tenerse en cuenta que dados dos 
puntos X y Y, los puntos de la forma corresponden justamente con los puntos del segmento que une X 
y Y. 
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CONJUNTO NO CONVEXO 
Como generalización del concepto de segmento entre dos puntos, se define lo que se entiende 
como combinación lineal convexa de una serie de puntos. 
Definición: Un punto es una combinación lineal convexa de m puntos cuando puede expresarse 
en la forma: 
Un conjunto es convexo si y sólo si toda combinación lineal convexa de puntos del conjunto 
pertenece al propio conjunto. 
Propiedades de los conjuntos convexos 
• La intersección de un número finito de conjuntos convexos sigue siendo un conjunto convexo. 
• Por el contrario, la unión de conjuntos convexos no es necesariamente un conjunto convexo. 
• Otra operación que efectuada sobre conjuntos convexos hace que el resultado pueda perder la 
convexidad es la diferencia entre conjuntos. 
• Los conjuntos formados por un número finito de puntos no son convexos, salvo el caso de los 
que únicamente tienen un punto. 
Para los casos en que un conjunto no sea convexo, resultaría interesante analizar si de alguna 
manera se podría completar dicho conjunto para hacerlo convexo; se plantea entonces la necesidad de 
intentar encontrar el menor conjunto convexo que contiene a uno dado. Este conjunto siempre existe y 
recibe el nombre de envoltura convexa. 
De la definición anterior pueden deducirse dos formas de construir la envoltura convexa de un 
conjunto dado: 
• Intersección de todos los conjuntos convexos que lo contienen. 
• Conjunto formado por todas las combinaciones lineales convexas de puntos del conjunto. 
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Vértices de un conjunto convexo 
Otro concepto importante dentro de la teoría de conjuntos convexos es el de vértice, su interés se 
verá más adelante al entrar en el estudio de los programas lineales. El concepto de vértice de un 
polígono desde un punto de vista geométrico está claro, pero expresado en un lenguaje matemático 
podría darse la siguiente definición. 
Definición: Un punto x de un conjunto convexo S es extremo o vértice de S si no puede expresarse 
como combinación lineal convexa de otros dos puntos de S. Es decir, un vértice nunca puede ser un 
punto intermedio de un segmento contenido completamente en el conjunto. 
No todo conjunto convexo tiene vértices, y en el caso de tenerlos puede tener tanto un número 
finito como un número infinito de ellos. 
Todo conjunto no vacío, convexo, cerrado y acotado tiene al menos un vértice. 
Algunos tipos especiales de conjuntos convexos 
• Un cono convexo es un conjunto convexo S verificando que para todo punto x de S y todo 
número a > 0 el punto ax sigue perteneciendo al conjunto. Esto quiere decir que para que un 
conjunto sea un cono, todas las semirrectas que partiendo del origen pasan por cualquiera de 
sus puntos, deben estar completamente contenidas en el propio conjunto. 
• El cono convexo generado por m puntos es el conjunto de todas las combinaciones lineales 
con coeficientes positivos de esos puntos. En este caso los m puntos se llaman generadores 
del cono. 
• Otro grupo importante de conjuntos convexos lo constituyen los hiperplanos y los semiespacios. 
• Se llama polítopo convexo a todo conjunto que puede expresarse como intersección de un 
número finito de semiespacios cerrados. Si un polítopo tiene vértices, siempre es un número 
finito de ellos. 
• Un poliedro convexo es un polítopo acotado. 
• Se llama poliedro convexo generado por m puntos al conjunto de todas las combinaciones 
lineales convexas de ellos. En este caso, el conjunto de vértices del conjunto constituye un 
subconjunto del de generadores. 
Funciones convexas 
Esta sección trata los conceptos de convexidad y concavidad aplicados a funciones. En primer 
lugar, se introduce la definición matemática de función convexa. 
Definición: Una función f(x) definida sobre un conjunto convexo S es convexa cuando verifica 
la siguiente condición: 
Cuando en la condición anterior el signo de desigualdad es estricto y la función se dice 
estrictamente convexa. 
Los conceptos de función cóncava y estrictamente cóncava son similares cambiando los signos 
de desigualdad. De hecho, una función f (x) es cóncava si y sólo si su opuesta - f (x) es convexa. 
Gráficamente, las funciones convexas son aquellas en las cuales los segmentos que unen cualquier 
par de puntos de su gráfica quedan siempre por encima de la gráfica. Si la función es estrictamente 
convexa, los segmentos no pueden tocar a la gráfica, salvo en los puntos extremos. 
Propiedades de las funciones convexas 
• Las funciones lineales son a la vez cóncavas y convexas pero no estrictamente. 
• La suma de funciones convexas sigue siendo una función convexa. 
• Como general ización de la propiedad anterior, puede decirse que cualquier combinación lineal 
con coeficientes positivos de funciones convexas es una función convexa. 
• Si f (x) es una función convexa, entonces - f (x) es una función cóncava. Más aún, al multiplicar 
una función convexa por una constante negativa el resultado es una función cóncava. 
* Si la función f (x) es convexa, el conjunto es convexo para todo 
valor de k. De una manera similar podría probarse la propiedad que asegura que si la función 
g(x) es cóncava, entonces el conjunto es convexo. 
Funciones convexas diferenciables 
Reconocer si una función es convexa utilizando la definición resulta una tarea en muchos casos 
complicada, por esa razón son necesarios resultados que permitan identificar funciones convexas con 
base en otras propiedades; por supuesto, no toda función convexa es diferenciable. Además, 
desgraciadamente, en las situaciones que se presentan en los casos reales muchas veces surgen funciones 
que no son diferenciables, por lo que los resultados aquí expuestos no son siempre aplicables; en tales 
casos, la convexidad de funciones se convierte más en una categoría de análisis que en un concepto 
operativo. 
Primera caracterización 
El primero de los resultados utiliza el vector gradiente para estudiar la convexidad de una función 
de varias variables. 
Una función diferenciable f (X) es cionvexa si y sólo si verifica la condición: 
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Rápidamente puede darse una interpretación geométrica a este resultado: una función convexa 
se caracteriza por el hecho de que el hiperplano tangente a la función en cualquier punto de su dominio 
siempre está por debajo de la propia función. 
En el caso de que la desigualdad anterior se verifique para un punto Y fijo y para puntos X 
variando en un entorno de Y, se tiene el concepto de convexidad local en el punto Y. Por otro lado, si se 
cambia el signo de la desigualdad se obtiene una caracterización de las funciones cóncavas diferenciables. 
Segunda caracterización 
La primera caracterización de las funciones convexas tiene el inconveniente de que sigue utilizando 
desigualdades para poder ser aplicada y no en todos los casos resulta sencillo probar una desigualdad 
funcional. En la segunda caracterización de las funciones convexas es necesario que la función sea 
dos veces derivable con respecto a todas sus variables, ya que está basada en la construcción y 
clasificación de la matriz Hessiana. 
Dada una función f(x) dos veces diferenciable, se tiene: 
• f (x) es convexa si y sólo si su matriz Hessiana Hf (x) es semidefinida positiva para cualquier 
x en su dominio. 
• f (x) es cóncava si y sólo si su matriz Hessiana Hf (x) es semidefinida negativa para cualquier 
x en su dominio. 
• Si su matriz Hessiana Hf (x) es definida positiva para cualquier x entonces f (x) es estrictamente 
convexa. 
• Si su matriz Hessiana Hf (x) es definida negativa para cualquier x entonces f (x) es estrictamente 
cóncava. 
Estas dos últimas propiedades enuncian condiciones suficientes pero no necesaria. Es decir, pueden 
existir funciones estrictamente convexas cuyo Hessiano no sea definido positivo sino únicamente 
semidefinido positivo. 
En el caso de funciones de una variable, el análisis de su convexidad o concavidad se reduce al 
estudio del signo de su derivada segunda. 
TEOREMA FUNDAMENTAL DE LA PROGRAMACIÓN CONVEXA 
En los casos que se plantean normalmente en la práctica, lo deseado siempre es encontrar soluciones 
globales, es decir, la mejor en términos absolutos, muchas veces no basta con encontrar la mejor entre unas 
cuantas. Pero, desafortunadamente, la mayor parte de las técnicas de optimización (principalmente las que 
están basadas en la derivabilidad) están encaminadas a la búsqueda de óptimos locales. Por esa razón, son 
necesarios resultados que permitan reconocer cuándo los óptimos locales son también globales. El más 
importante de tales resultados es el conocido como teorema fundamental de la programación convexa. 
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Teorema (Teorema fundamenta l de la programación convexa) 
Todo óptimo de un programa convexo es global. 
Existencia y unicidad de soluciones 
Antes de plantearse la resolución de un problema de Optimización, se puede analizar desde un 
punto de vista teórico si dicho problema tiene solución y, en caso afirmativo, si la solución es única. 
Teorema de Weierstrass 
Si la función objetivo f (x) es una función continua y la región factible CS es un conjunto compacto 
(cerrado y acotado), entoces el problema admite al menos un mínimo y un máximo globales. 
Este teorema establece una condición suficiente para garantizar la existencia de óptimos, pero no 
es una condición necesaria, es decir, existen problemas que tienen óptimos y, sin embargo, no cumplen 
las hipótesis del Teorema de Weierstrass. 
Salvado el problema de la existencia de solución, el siguiente aspecto a analizar es si dicha solución 
es única. El concepto de convexidad toma de nuevo especial importancia al permitir obtener un resultado 
que garantiza la unicidad de soluciones de un programa matemático. 
Teorema (unicidad de solución para problemas estrictamente convexos) 
En un problema estrictamente convexo el óptimo, en caso de existir, es único. 
Un problema estrictamente convexo es aquel en el que se minimiza una función estrictamente 
convexa sobre un conjunto convexo, o se maximiza una función estrictamente cóncava sobre un conjunto 
convexo. 
Cuando un problema no es estrictamente convexo, sino que es únicamente convexo, no se está en 
condiciones de asegurar que la solución sea única. Sin embargo, se cumple una interesante propiedad. 
Teorema 
En un problema convexo cualquier combinación lineal convexa de óptimos sigue siendo un óptimo. 
Curvas de nivel de una función de dos variables 
De la misma forma que una función de una variable tiene una representación gráfica mediante 
una curva en el plano, cuando la función tiene dos variables podría representarse mediante una superficie 
en el espacio tridimensional. Dicha superficie estaría formada por los puntos de la forma (X, Y, f 
(X,Y)). No obstante, existe una forma de representar gráficamente funciones de dos variables en el 
plano: mediante las conocidas como curvas de nivel de la función. Dichas curvas se obtienen al cortar 
la superficie mediante planos horizontales a distintas alturas, de forma que todos esos cortes forman 
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una familia de curvas que se proyectan sobre el plano OXY. Las curvas de nivel surgen, por ejemplo, 
en cartografía cuando se representan las distintas altitudes de una montaña mediante un conjunto de 
curvas; de esta forma se hace una representación en el plano de la superficie tridimensional de la 
montaña. En meteorología, las isóbaras no son más que las curvas de nivel de la función que determina 
la presión atmosférica, es decir, son las curvas formadas por los puntos de igual presión atmosférica. 
La siguiente figura muestra la representación gráfica de la función sen(X Y) mediante su superficie 
en el espacio y sus curvas de nivel en el plano. 
Definición 
Las curvas de nivel de la función f (X,Y) son la familia de curvas de la forma: f (X,Y) = k para 
cada valor de k en R. Ejemplo: 
Este ejemplo muestra la construcción de la familia de curvas de nivel de la función f (X,Y) = 3 X -Y. 
Las curvas de nivel tienen la forma 3 X - Y = k o si se prefiere Y = 3 X - K, por tanto, son una 
familia de rectas paralelas como muestra la figura. 
En el caso de funciones lineales, las curvas de nivel son siempre una familia de rectas paralelas. 
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El vector gradiente y las curvas de nivel 
Dada una función de n variables, su vector gradiente es el vector formado por las n derivadas 
parciales primeras. A todo punto del plano se le puede asociar un vector gradiente evaluando las 
derivadas parciales en dicho punto, de esta forma se construye lo que se conoce como campo gradiente, 
que no es más que el conjunto de puntos del plano con sus respectivos vectores gradientes asociados. 
El vector gradiente tiene dos importantes propiedades que le hacen muy útil en el método de 
resolución geométrica: 
• Una primera propiedad es que en cada punto indica la dirección de crecimiento de la función. 
• La segunda propiedad es que siempre en cada punto es ortogonal a las curvas de nivel. La 
ortogonalidad en este caso significa que dicho vector forma un ángulo de 90 grados con las 
rectas tangentes de las curvas de nivel. 
Estas propiedades pueden apreciarse en la siguiente figura, en la que junto a las curvas de nivel 
de la función f (X,Y) = sen (X Y) aparece el correspondiente campo gradiente. Los vectores gradientes 
asociados a cada punto no están representados en su verdadera escala, pero en este caso lo importante 
es su dirección y sentido. 
Los ejemplos resueltos anteriormente, ponen de manifiesto una importante propiedad que relaciona 
los vectores gradientes de las restricciones y de la función objetivo: 
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El opuesto del vector gradiente de la función objetivo en el óptimo está dentro del cono generado 
por los vectores gradientes en el óptimo de las restricciones saturadas del problema, tal como muestra 
la figura de la derecha. Esto significa que dicho vector puede expresarse como combinación lineal con 
coeficientes positivos de los vectores gradientes de las restricciones saturadas. 
Una restricción se dice saturada cuando en el óptimo se verifica en forma de igualdad y una 
restricción se dice no saturada cuando en el óptimo se verifica en forma de desigualdad estricta. 
Deducción de propiedades de los programas lineales 
Los ejemplos anteriores pueden dar pie al planteamiento de algunas de las principales características 
de los programas lineales, como son: 
• En los programas lineales, los espacios de soluciones factibles son polítopos. Es además 
recomendable, en orden a garantizar la existencia de solución, que dicho espacio sea un conjunto 
acotado. 
• Ya se ha comentado que todo programa lineal es un programa convexo, con lo cual, todo 
óptimo es global. Pero además, siempre se alcanza el óptimo, o los óptimos, en la frontera del 
espacio de soluciones factibles. Con la terminología ya conocida, esto significa que en los 
óptimos siempre alguna restricción está saturada. 
• Pero se puede asegurar aún más, en todo programa lineal, si existe óptimo, éste se alcanza, al 
menos, en un vértice del polítopo que constituye la región admisible. 
• No siempre hay unicidad de soluciones, pero al ser programas convexos, si en un programa 
lineal se alcanza el óptimo en dos puntos diferentes, también se alcanza en cualquier punto que 
sea combinación lineal convexa de esos dos puntos. Esta propiedad se generaliza para un 
mayor número de puntos, de forma que si varios puntos son óptimos del problema, también lo 
es cualquier combinación lineal convexa suya. 
Clasificación de las matrices simétricas a partir de los autovalores 
Esta clasificación de las matrices simétricas puede llevarse a cabo de una forma más operativa 
de acuerdo a los siguientes criterios: 
Dada una matriz A, sus autovalores son las raíces de su polinomio característico, es decir, las 
soluciones de la ecuación 
Nota: Los autovalores de una matriz simétrica son siempre números reales. 
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Una vez calculados los autovalores de una matriz simétrica, se tiene: 
• A es definida positiva si y sólo si los autovalores son todos estrictamente positivos. 
• A es definida negativa si y sólo si los autovalores son todos estrictamente negativos. 
• A es semidefinida positiva si y sólo si los autovalores son todos mayores o iguales a cero. 
• A es semidefinida negativa si y sólo si los autovalores son todos menores o iguales a cero. 




Una función es cóncava si los segmentos que unen cualquier par de puntos de su gráfica nunca se 
sitúan por encima de la misma; por ello, parece lógico intentar comprobar si a partir de alguna característica 
de la gráfica de una función es posible determinar si ésta es o no cuasicóncava, estrictamente 
cuasicóncava, seudocuasicóncava, etc. Para lo cual se exponen los siguientes criterios: 
- En R 
Además, las funciones diferenciables que son de uno de los tres tipos anteriores y no tienen 
puntos de inflexión con derivada nula son seudocóncava (cuando se verifica la condición con carácter 
estricto, la función es estrictamente seudocóncava). De acuerdo con esto y las definiciones I, II, III, 
IV, V, VI, VII y VIII si la gráfica de una función f es: 
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- Monótona creciente (estrictamente) en M. 
- Monótona decreciente (estrictamente) en M. 
Monótona creciente (estrictamente) en un subintervalo inicial de M y decreciente 
(estrictamente) en el resto del conjunto M. 
Puede comprobarse fácilmente que: 
(A) f e s cóncava , pero no es seudocóncava, ya que en particular no es diferenciable; tampoco 
es cuasicóncava, seudocóncava o cóncava, en sentido estricto. 
(B) f es estrictamente cóncava. 
(C) f e s cuasicóncava, pero no cumple ninguna de las siete definiciones restantes. 
(D) fes semiestrictamente cuasicóncava, pero no cuasicóncava, pues debido a la discontinuidad 
en x0, f no es semicontinua superiormente. 
(E) fes estrictamente cuasicóncava, pero no es seudocóncava, debido al punto de inflexión xO, 
tampoco es cóncava. 
(F) f e s seudocóncava, pero no estrictamente seudocóncava, por ser constante en el intervalo 
(x0, X|); la función f no es cóncava, ni estrictamente cuasicóncava. 
62 
(G) f es estrictamente seudocóncava, pero no es cóncava ni estrictamente cóncava. 
Por tanto, en resumen, la función f es: 
- Cóncava si su gráfica es (A) o (B). 
- Estrictamente cóncava únicamente si su gráfica es (B). 
- Cuasicóncava siempre si su gráfica es (D). 
- Semiestrictamente cuasicóncava cuando su gráfica es (C). 
- Estrictamente cuasicóncava si su gráfica es (B), (E) o (G). 
- Seudocóncava cuando su gráfica es (B), (F) o (G). 
- Estrictamente seudocóncava si su gráfica es (B) o (G). 
• En R 2 
Las funciones estrictamente cóncavas no tienen ningún segmento sobre la superficie de su gráfica, 
en cambio las funciones estrictamente cuasicóncavas que no tienen en su gráfica segmentos horizontales 
(es decir, paralelos al plano OXY) pueden tenerlos inclinados; finalmente, la gráfica de las funciones 
estrictamente cuasicóncavas pueden contener segmentos tanto horizontales como inclinados. 
Por otra parte, cuando se corta la gráfica de una función (estrictamente) cóncava f por cualquier 
plano perpendicular al plano OXY, con vector director v , en cualquier punto x° , la curva intersección 
que se obtiene es la gráfica de la función g (t) = f ( x° + t v ) que es (estrictamente) cóncava para 
cualesquiera x° y v . Del mismo modo si f es (estrictamente) cuasicóncava, la función g antes indicada 
es (estrictamente) cuasicóncava. 
Teniendo en cuenta lo que se acaba de señalar y las distintas definiciones de concavidad, si la 
gráfica de una función de dos variables es: 
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Tendremos que: 
(A) f es cóncava, pero no es seudocóncava, por no ser diferenciable en todo punto, ni estrictamente 
cuasicóncava, debido a que la gráfica de f contiene segmentos horizontales. 
(B) f es estrictamente cóncava y por ser diferenciable, f verifica también cualquiera de las seis 
definiciones restantes. 
(C) f es seudocóncava, pero no es cóncava, pues existen segmentos que unen dos puntos de la 
gráfica y están por encima de la misma. Tampoco es estrictamente seudocóncava o 
estrictamente cuasicóncava, ya que tiene una zona plana en su gráfica. 
(D) f es estrictamente cuasicóncava, pero no estrictamente cóncava, pues hay segmentos sobre 
su gráfica. Además por no ser diferenciable, tampoco será seudocónacva. 
(E) f es semiestrictamente cuasicóncava y también cuasicóncava, pues es continua; sin embargo, 
no es estrictamente cuasicóncava, ya que sobre la gráfica existen segmentos horizontales. 
(F) f es cuasicóncava, pero no es seudocóncava, pues en los puntos de la recta r que no son 
máximos, el plano tangente a la gráfica es horizontal. 
(G) f es estrictamente cuasicóncava pero no es cóncava y por tanto, estrictamente cóncava. 
Resumiendo, se tiene que la función f es: 
• Cóncava si su gráfica es (A), (B) o (D). 
• Estrictamente cóncava únicamente si su gráfica es (B). 
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• Cuasicóncava siempre. 
• Semiestrictamente cuasicóncava siempre. 
• Estrictamente cuasicóncava si su gráfica es (B), (D) o (G). 
• Seudocóncava cuando su gráfica es (B), (C) o (G). 
• Estrictamente seudocóncava si su gráfica es (B) o (G). 
Resumiendo todo lo anterior, obtenemos el siguiente cuadro: 
EJERCICIOS RESUELTOS 
I • El punto (2, 2, 2) se puede expresar como una combinación convexa del conjunto {(3, 0,3), 
(3, 3, 0), (0, 3, 3)} ? 




C A P Í T U L O III 
P R O G R A M A C I Ó N L I N E A L 
"La única cosa realmente valiosa es la intuición". 
Albert Einstein 
INTRODUCCIÓN 
El objetivo primordial de la Programación Lineal es optimizar, es decir, maximizar o minimizar 
funciones lineales en varias variables reales con restricciones, también lineales. 
Los problemas en Programación Lineal corresponden a situaciones reales en las que se pretende 
identificar y resolver dificultades para la mejor utilización de recursos limitados y generalmente costosos. 
Es importante tener en cuenta algunos aspectos importantes inmersos en la teoría general de 
sistemas, pero que en Investigación Operativa son de mucha ayuda: 
1. Las corrientes de entrada. 
2. Proceso de conversión. 
3. Las corrientes de salida. 
4. La comunicación de retroalimentación. 
Lo anterior se traduce como el proceso de la toma de decisiones, la cual es probablemente la 
tarea más característica del ejecutivo, a la que se enfrenta cotidianamente, debido a la esencia misma 
de sus funciones. 
Como bien se sabe, la Investigación Operacional es una herramienta en el proceso de la toma de 
decisiones, para lo cual tiene a su favor los criterios propios que intervienen en dicha secuencia, algunos 
de los principales son: 
- Los hechos 
- La experiencia 
- La autoridad 
- La intuición 
Un buen método para plantear problemas de Programación Lineal es la aplicación de un modelo 
de toma de decisiones y de los más apropiados está el método científico: 
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En general, el problema que resuelve la Programación Lineal se plantea así: 
Función objetivo: OPTIMIZAR 
Con las siguientes restricciones: 
Restricciones físicas (estructurales): 
^ a i iX] ± ai2X2 ± a13X3±... ± a lnXn <= => b, 
i a2]X[ i 822X2 i 823X3 i . . . ± a2n^n => b2 
± a31Xi ± 832X2 ± 833X3 ±... ± a3nXn <= b3 
± amIX, ± am2X2 ± am3X3 ±. ••• ̂  amn^n <= => bm 
Restricciones formales (de rango): 
x h x 2 , x 3 , . . . , x n > o 
Recursos: bl5 ..., bm 
Características de los problemas de Programación Lineal 
Los supuestos en que se basa la Programación Lineal y que ayudan a concluir sobre la formulación 
presentada de un problema son: 
• Proporcionalidad. Implica que la función objetivo Z, la cual queda reducida a Z = CrXr y la 
utilización de cada recurso que sería AirXr (i = 1, 2,..., m), son directamente proporcionales al 
valor de la actividad r determinada. 
• Aditividad. Dados los niveles de actividad, el uso total de cada recurso y el valor resultante de 
Z deben igualar la suma correspondiente a las cantidades generadas por el valor de cada actividad. 
• No negatividad. El resultado de cada una de las variables de decisión en la solución óptima 
debe ser positivo. Cuando se presentan variables negativas, éstas se deben expresar como la 
adición de variables positivas. 
• Optimalidad. En algunos casos las variables reales que describen las actividades tienen sentido 
únicamente con valores enteros; debemos tener en cuenta que en Programación Lineal se aceptan 
valores reales positivos. 
Model ización 
Un modelo es una abstracción o una representación de la realidad o un concepto o una idea con 
el que se pretende aumentar su comprensión, hacer predicciones y/o controlar/analizar un sistema. 
Cuando el sistema no existe, sirve para definir la estructura ideal de ese sistema futuro indicando las 
relaciones funcionales entre sus elementos. En la actualidad un modelo se define como un constructo 
basado en nuestras propias percepciones pasadas y actuales; la anterior representación puede ser 
holista o reduccionista. 
Clasificación de modelos 
Los modelos se clasifican desde diversos puntos de vista. Es de advertir que las siguientes divisiones 
y subdivisiones no fueron realizadas en forma exhaustiva. 
1. Por su grado de abstracción: Se dividen en abstractos (no físicos) y concretos (físicosj. Los 
primeros en general se apartan de la realidad y los concretos generalmente emulan los sistemas reales. 
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Los abstractos se clasifican en verbales, diagramáticos y matemáticos. Verbales, corresponden a 
la representación del modelo en prosa. Diagramáticos, el modelo es expresado por medio de diagramas. 
Los modelos matemáticos se subdividen a su vez en algebraicos, trascendentes, continuos, discretos, 
lineales y no lineales. Los modelos algebraicos trabajan con funciones algebraicas. Los trascendentes 
utilizan funciones trascendentes. Los modelos continuos emplean valores correspondientes a 
distribuciones de probabilidad, mientras que en los modelos discretos los cambios que sufre un sistema 
se hacen en intervalos de tiempo. Los modelos lineales trabajan con funciones lineales en tanto que los 
modelos no lineales utilizan funciones no lineales. 
Además, los modelos matemáticos también pueden ser estáticos, dinámicos, determinísticos y 
probabilísticos (estocásticos). Un modelo es estático, cuando sus atributos no muestran variación en 
el tiempo. Los modelos dinámicos, permiten observar el comportamiento del sistema a través del tiempo. 
Los modelos determinísticos no tienen funciones de probabilidad mientras que en los modelos 
estocásticos existen en ellos funciones de probabilidad. 
2. Por su esencia: Son normativos y descriptivos. Los modelos normativos indican normas que 
se deben cumplir, mientras que los descriptivos nos definen una situación real. 
3. Por sus características: Pueden ser réplicas, cuasirréplicas, analógicos, formalización, isomorfos 
y simulación. Réplica, representación estricta de la realidad a escala. Cuasirréplica, su representación 
se realiza en dos dimensiones. Analógicos, utilizan unas propiedades para representar otras. 
Formalización, emplean lenguaje abstracto. Isomorfos, número de variables que emplea el modelo. 
Simulación, no se reproducen características físicas. 
Planteamiento de modelos en Programación Lineal 
A continuación se plantean modelos usuales en nuestro medio, como aplicaciones industriales 
y/o comerciales. 
En Investigación de Operaciones es importante plantear modelos, que luego de estandarizarlos 
queden estructurados como problemas de Programación Lineal para proceder a su solución. 
PROBLEMA 1 (Fabricación) 
La Fábrica de Hilados y Tejidos "Manizales" requiere fabricar dos tejidos de calidad diferente T y 
T ; se dispone de 500 kg de hilo a, 300 kg de hilo b y 108 kg de hilo c. Para obtener un metro de 
T diariamente se necesitan 125 g de a, 150 g de b y 72 g de c; para producir un metro de T' por 
día se necesitan 200 g de a, 100 g de b y 27 g de c. 
El T se vende a $4000 el metro y el T' se vende a $5000 el metro. Si se debe obtener el máximo 
beneficio, ¿cuántos metros de T y T se deben fabricar? 
P l a n t e a r el a n t e r i o r p r o b l e m a c o m o un m o d e l o d e P r o g r a m a c i ó n Lineal. 
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Variables de decisión: 
1. 0 . 1 2 5 XI + 0 . 2 X 2 < 5 0 0 
2 . 0 . 1 5 0 X, + 0 . 1 X 2 < 3 0 0 
3 . 0 . 0 7 2 XI + 0 . 0 2 7 X 2 < 1 0 8 
X I , X 2 > 0 
Modelo (Primal): 
M A X Z = 4 0 0 0 XT + 5 0 0 0 X 2 
Sujeta a: 
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Con sus restricciones: 
Primera sección: 
Cuando X, = 0, X2 = 400; cuando X2 = 0, X1 = 300 
X2 < 400 - 4 0 0 / 3 0 0 X1 
1. 4 X1 + 3 X2 < 1200 
Segunda sección: 
Cuando X1 = 0, X2 = 450; cuando X2 = 0, X1 = 350 
X2 > 450 - 4 5 0 / 3 5 0 X1 
2. 9X1 + 7 X 2 > 3150 
Tercera sección: 
Cuando X, = 0, X2 = 500; cuando X2 = 0, X1 = 400 
X2 <= 500 - 5 0 0 / 4 0 0 X1 
3. 5 X1 + 4 X2 < 2000 
Resumiendo: 
MAX Z = 1000 X1 + 700 X2 
Con sus restricciones: 
PROBLEMA 3 (Demanda) 
En una planta, la demanda estimada para el próximo año es la siguiente: 
Primer trimestre: 15000 unidades de A 
Segundo trimestre: 25000 unidades de A 
Tercer trimestre: 40000 unidades de A 
Cuarto trimestre: 20000 unidades de A 
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En el almacén se cuenta con 10000 unidades al iniciarse el período, v se desea disponer de un 
inventario de 5000 unidades al finalizar el año. La producción durante el último trimestre del 
período anterior fue de 5000 unidades. 
Si el costo de aumento de la producción CT = $50 por unidad, el costo de disminución de la 
producción C2 = $30 por unidad y el costo de almacenaje C3 = $20 por unidad. 
¿Qué cantidad deberá producirse en cada trimestre para minimizar costos de manejo de 
producción? Plantear este problema como un modelo de Programación Lineal. 
Definición de var iables: 
Mode lo (Primal): 
Con sus restricciones: 
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PROBLEMA 4 (Financiero) 
Al Director Financiero de la Corporación Financiera Nacional le han dado $50.000.000 para 
que invierta en un período de tres años. El Director ha determinado que existen tres oportunidades 
de inversión disponibles en el momento y que son las siguientes: la inversión A rinde el 18% 
anual; la inversión B rinde el 12% el primer año y el 21% los años siguientes y la inversión C 
rinde el 55% al final del tercer año y no se puede volver a invertir. 
También ha encontrado que al comienzo del segundo año existe otra oportunidad de inversión, 
la D que produce 25% al final del tercer año y por una sola vez. El Director Financiero desea 
saber cuánto dinero invertir, dónde y cuándo, en tal forma que la cantidad de dinero disponible 
al inicio del cuarto año sea máximo. 
Plantear el anterior problema como un modelo de Programación Lineal. 
Variables de decisión: 
A¡ : Dinero a invertir al comienzo del año i en la inversión A; i = 1,2,3 
B¡ : Cantidad invertida en pesos al inicio del año i en la inversión B. 
C] : Dinero a invertir al comienzo del año 1 en la inversión C. 
D2 : Cantidad invertida en pesos al inicio del año 2 en la inversión D. 
Z : Dinero a principio del cuarto año. 
Mode lo (Primal): 
MAX Z = 50000000 + 0 . 1 + A2 + A3) + (0.12Bn + 0.21 B2 + 0.21 B3) + 0.55C! + 0.25D2 
Sujeta a : 
PROBLEMA 5 (La gallina y los huevos) 
(Linear Programming and Extensions - George Bernard Dantzig - Princeton University - 1963 -
Página 67). 
Suponga que una gallina toma dos semanas para poner doce huevos para la venta o para 
empollar cuatro huevos. ¿Cuál es el mejor programa de poner huevos y empollar si al final del 
cuarto período todas las gallinas y pollos se venden a $12.000 cada uno, los huevos a $200 
cada uno? Asuma: 
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A. Un inventario inicial de cien huevos y cien gallinas. 
B. Cien gallinas y cero huevos. 
C. Cien gallinas y cero huevos y también un inventario final de cien gallinas y cero huevos. 
Plantear el anterior problema como un modelo de Programación Lineal. 
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PROBLEMA 6 (Serendipity) 
Serendipity (Tomado de Management Science - Febrero de 1965). 
Los príncipes de Serendipity. 
Se fueron en un pequeño viaje. 
Ellos no podían llevar muchas maletas; 
Más de trescientas libras las ponían a pensar. 
Planearon hasta el centavo. Cuando regresaron a Ceilán 
Descubrieron que sus dineros estaban a punto de acabar. 
Cuando, para su alegría, el príncipe Guillermo encontró 
Una pila de cocos en el suelo. 
"Cada uno nos producirá sesenta rupias", dijo el príncipe Ricardo. 
Cuando pisó una piel de león. 
"Miren", gritó el príncipe Roberto. 
Cuando observó más pieles de león debajo del árbol. 
"Estas pieles nos pueden producir hasta trescientas rupias cada una. 
Si las podemos llevar hasta la orilla del mar". 
Cada piel pesaba quince libras y cada coco cinco, 
Pero haciendo de tripas corazón pudieron llevar todo a la orilla. 
La embarcación de regreso a la isla era pequeña. 
Quince pies cúbicos de equipaje - eso era todo. 
Cada piel de león tomaba un pie cúbico. 
Mientras que ocho cocos ocupaban el mismo espacio. 
Con todo el equipaje se hicieron a la mar 
Y en el viaje calcularon lo que sería su nueva riqueza. 
"Eureka", gritó Roberto. Nuestra fortuna es tan grande, 
Que no existe otra forma de retornar así. 
Con cualquier otra piel o coco que hubiéramos traído 
Ahora seríamos más pobres. Y no sé qué 
Le escribiré a mi amigo Horacio en Inglaterra, seguramente 
Sólo él sabrá apreciar nuestro Serendipity. 
P l a n t e a r el a n t e r i o r p r o b l e m a c o m o un m o d e l o d e P r o g r a m a c i ó n Lineal. 
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V a r i a b l e s d e decisión: 
BODEGAS PESO (Ton) V O L U M E N (FT3) 
Proa 2 0 0 0 1 0 0 0 0 0 
Popa 1 5 0 0 3 0 0 0 0 0 
Centro 3 0 0 0 1 3 5 0 0 0 









A 6000 6 0 6 
B 4000 50 8 
C 2000 25 5 
llBIillllliillllill^^^^^fclpf 
Buscando conservar el equilibrio en el barco, el peso de cada bodega debe ser proporcional a 
su capacidad en toneladas. éCómo se debe repartir la carga buscando maximizar las ganancias 
totales? 
P l a n t e a r el a n t e r i o r p r o b l e m a c o m o u n m o d e l o d e P r o g r a m a c i ó n Lineal . 
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M o d e l o (Pr ima l ) : 
MAX Z = 6 0 Xt + 3 0 0 X2 
Con sus restricciones: 
PROBLEMA 7 (Barco) 
Un barco tiene tres bodegas: proa, popa y centro; los límites de capacidad para esas tres 
bodegas son: 
Definición de var iables 
Z: Utilidad total. 
Mode lo (Primal): 
Con las siguientes restricciones: 
81 
Resumiendo: 
MAX Z = 6 ( XA1 + XA2 + XA3 ) + 8 ( XB1 + XB2 + XB3 ) + 5 ( XC1 + XC2 + XC3 ) 
Con las siguientes restricciones: 
PROBLEMA 8 (Producción) 
Una empresa se dedica a la producción de pinturas para interiores y exteriores para su 
distribución; se emplean dos materias primas MP1 y MP2 para la producción de las pinturas. La 
disponibilidad máxima de MP1 es de 8 toneladas diarias y la de MP2 es de 5 toneladas por día. 
Los requerimientos diarios de materia prima por tonelada es la siguiente: 
Toneladas de materia prima por tonelada de Disponibilidad máxima 




MP, 3 7 20 
MP2 4 1 9 
Utilidad por tonelada 100000 300000 
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El estudio de mercado ha establecido que la demanda diaria de pintura para interiores no 
puede ser mayor que la pintura para exteriores en más de una tonelada. Además, el estudio 
señala que la demanda máxima de pintura para interiores está limitada a dos toneladas por 
día. ¿Cuánta pintura para interiores y exteriores debe producir la empresa todos los días para 
maximizar el ingreso bruto? 
Var iab les reales: 
X1: Número de toneladas diarias producidas de pintura para interiores. 
X2: Cantidad de toneladas diarias producidas de pintura para exteriores. 
Z : Función de utilidad correspondiente a la ganancia por la venta de pintura para interiores y exteriores. 
Mode lo (Primal): 
MAX Z = 100000 X1 + 300000 X2 
Sujeta a : 
PROBLEMA 9 (Cosecha) 
Un hacendado dispone de los siguientes recursos para emplearlos en la próxima cosecha: 
$ 7 0 0 0 0 0 0 0 de capital disponible, 1000 horas tractor y 50 hectáreas de tierra cultivable. Estas 
tierras son propias para sembrar maíz, caña de azúcar y ajonjolí; se supone que tiene a su 
disposición hombres suficientes y sin restricción y sus costos de producción son los siguientes: 
tractor e implementos $5000 la hora, mano de obra $4000 la hora, cada hectárea no sembrada 
$4500. Además se supondrá un costo como penalización, de un peso por cada peso no invertido. 
Los siguientes datos son por hectárea: 
Cosecha Mano de Obra (Horas) 
Tractor 
(Horas) Otros costos 
Valor de la 
cosecha (Has) 
Maíz 10 20 $3500 $3000000 
Caña de azúcar 25 25 $4000 $3800000 
Ajonjolí 30 1 5 $10000 $4100000 
83 
Plantear el anterior problema como un modelo de Programación Lineal. 
Var iables de decisión: 
PROBLEMA 10 (Producción) 
Un fabricante de electrodomésticos produce cuatro modelos de lavadoras l_i, L2, L3 y L4. Estos 
aparatos constan fundamentalmente de un tambor metálico recubierto con una carcasa, el 
cual gira por efecto de un motor eléctrico controlado por un microprocesador electrónico. 
Los modelos Li y L3 son lavadoras con menor capacidad de carga (4 kg), necesitando 5 m2 de 
material metálico, mientras que los modelos L2 y L4 que cargan 10 kg, requieren 8,5 m2 de 
material metálico. La cantidad de material metálico disponible es de 10000 m2 . 
Los modelos LT y L2 llevan un motor denominado Mi y un microprocesador Pi; los modelos L3 y 
L4 tienen un motor M 2 y un microprocesador P2. El motor M-¡ es menos potente que el M 2 y el 
microprocesador Pi tiene menos programas que el microprocesador P2; el material necesario 
para fabricar los motores puede obtenerse prácticamente sin limitación. 
Los motores se ensamblan en una nave de montaje con una capacidad de trabajo de 3000 
horas, siendo requerida una hora para montar un motor M] y 1,5 horas para ensamblar un 
motor M 2 . En cuanto a los microprocesadores se pueden fabricar en la propia empresa en una 
sección de la planta de montaje o se pueden encargar a un fabricante de material electrónico. 
En el primer caso, compiten con la fabricación de los motores M] y M 2 necesitando 0,3 horas la 
fabricación de Pi a un costo de $100000 y 0,75 horas la fabricación de P2 con un costo de 
$80000. En el segundo caso, el vendedor puede suministrar cualquier cantidad de P] y P2 a un 
precio de $180000 y $360000 respectivamente. 
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Xi: Cantidad de hectáreas de maíz a producir. 
X2: Número de hectáreas de caña de azúcar a cosechar. 
X3: Cantidad de hectáreas de ajonjolí a producir. 
Z : Función de utilidad correspondiente a los cultivos que la hacienda produce. 
Modelo (Primal): 
Con sus restricciones: 
Finalmente, las lavadoras se montan en otra nave de acabado con capacidad de 5000 horas, 
siendo preciso un tiempo de 1,5 horas para el modelo L1( 2,3 horas para el modelo L2, 3 horas 
para el modelo L3 y 4,2 horas para el modelo L4. Para satisfacer a todos los segmentos, el 
fabricante decide que la producción mínima de cada modelo sea de 300 unidades. Como dato 
adicional se conoce, según informe del departamento de mercadeo, que la demanda de modelos 
de mayor capacidad es siempre superior a la demanda de los modelos de menor capacidad, 
por lo que la producción combinada de los modelos L2 y L4 debe ser superior a la producción 
combinada de los modelos Li y L3. 
La utilidad proporcionada es de $160000 para el modelo Li, $170000 para el modelo L2, 
$180000 para el modelo L3 y $200000 para el modelo L4. Plantear un modelo de Programación 
Lineal para la planificación de la producción de las lavadoras teniendo como objetivo la 
maximización de los beneficios. 
Definición de var iables: 
XT Número de lavadoras LT a fabricar. 
X2 : Cantidad de lavadoras Li a producir. 
X3 : Número de lavadoras L3 a fabricar. 
X4 : Cantidad de lavadoras L4 a producir. 
X5 : Número de microprocesadores P] a fabricar en la empresa. 
X¿ : Cantidad de microprocesadores PT a comprar. 
X7 : Número de microprocesadores P2 a producir en la empresa. 
Xs Cantidad de microprocesadores P2 a comprar. 
X9 : Número de motores Mi a fabricar. 
X]o : Cantidad de motores M 2 a producir. 
Z Función de utilidad correspondiente a la ganancia por la venta de lavadoras modelos Lj, 
1-2/ L3 y U 




PROBLEMA 7 7 (Inversión) 
Un país está atravesando una aguda crisis económica a raíz del enorme incremento de la 
deuda externa. Uno de los efectos más visibles de la crisis es el carácter especulativo que está 
adquiriendo el mercado de capitales; la influencia de diversos agentes: Gobierno, Fondo 
Monetario Internacional, Banca Nacional y Banca Extranjera, etc., hace que los indicadores 
económicos (inflación, devaluación, entre otros) experimente constantes modificaciones haciendo 
muy poco fiables las previsiones a medio y a largo plazo. En este contexto, los inversionistas se 
han decantado por una política de inversión a corto y muy corto plazo como mecanismo de 
defensa ante la inestabilidad del mercado. 
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Sujeta a : 
Uno de estos inversionistas está estudiando cómo invertir $100000000 producto de una Herencia; 
un asesor financiero le proporciona el siguiente cuadro en el que se recogen las posibles 
inversiones, su rendimiento, plazo, así como dos índices de calidad de la inversión, uno 
proporcionado por un organismo estatal y el otro proveniente de una fuente extranjera. Para la 
obtención de estos índices de calidad se tienen en cuenta conceptos tales como liquidez, riesgo, 
etc., de difícil cuantificación; el índice estatal recorre una escala de la A a la Z, siendo A la mejor 
calidad, mientras que el índice extranjero califica a las inversiones en una escala de 0 a 100, 
siendo 100 la mejor calidad. 
índice de Ca l idad 





1 Bonos Empresa Privada C 95 10 3,16 
2 Bonos Estatales B 85 15 3,99 
3 Deuda Pública Nacional A 92 21 6,30 
4 Deuda Pública Regional B 90 21 5,94 
5 Pagarés Estatales A 97 30 6,38 
6 Moneda Extranjera D 93 7 1,75 
El inversionista pretende elegir su cartera de modo que alcance los máximos beneficios. No 
obstante, el asesor financiero le aconseja que diversifique su inversión de acuerdo con los 
criterios siguientes: 
a) La cantidad colocada en inversiones estatales no debe ser superior al 70% del total invertido. 
b) La cantidad invertida en bonos debe ser superior a lo invertido en deuda pública. 
c) La razón entre las inversiones en efectos de titularidad pública (inversiones 2, 3, 4 y 5) y las 
inversiones en efectos de titularidad privada (inversiones 1 y 6) deben ser a lo sumo de tres 
a uno. 
d) No debe colocarse más de un 60% en inversiones catalogadas por el organismo estatal con 
un índice inferir o igual a B. 
e) La calidad media de la inversión, según el índice de fuente extranjera, debe ser como mínimo 92. 
f) Debido a las disposiciones legales, la cantidad máxima que puede invertirse en pagarés 
estatales es de $4000000. 
g) La duración media de la inversión debe estar comprendida entre 14 y 21 días. 
Plantear el anterior problema como un modelo de Programación Lineal. 
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Con sus restricciones: 
Con sus restricciones: 
PROBLEMA 12 (Producción) 
Una empresa de confecciones puede producir 1000 pantalones o 3 0 0 0 blusas (o una 
combinación de ambos) diariamente. El departamento de acabado puede trabajar sobre 1500 
pantalones o sobre 2000 blusas (o una combinación de ambos) cada día; el departamento de 
mercadeo requiere que ^e produzcan diariamente al menos 400 pantalones. Si el beneficio de 
un pantalón es de $4000 y el de una blusa es de $3000. ¿Cuántas unidades se deben producir 
de cada uno para maximizar las utilidades? 
Plantear el anterior problema como un modelo de Programación Lineal. 
Sujeta a : 
89 
Resumiendo: 
Sujeta a : 
M o d e l o (Primal): 
Var iab les de decisión: 
Xi : Cantidad de pantalones a producir diariamente. 
X2 : Número de blusas a fabricar por día. 
Z : Función de utilidad correspondiente a la ganancia por la venta de pantalones y blusas. 
PROBLEMA 13 (Dieta) 
La Granja Manizales tiene como actividad principal la cría y engorde de cerdos destinados al 
consumo humano, como también a la fabricación de embutidos. La tarea principal encargada 
por medio del veterinario es supervisar la preparación de un alimento (salvado) especial, 
reconstituyente para alimentar una carnada que se encuentra convaleciente de una leve 
enfermedad. Se precisan 1000 kg del alimento cuya composición debe cumplir las siguientes 
especificaciones: 
a) La cantidad de peso de hidratos de carbono (H) debe estar comprendida entre un 40% y un 70%. 
b) La cantidad en peso de proteínas (P) debe estar entre un 15% y un 50%. 
c) La cantidad de peso en grasas (G) debe estar comprendida entre un 10% y un 30%. 
d) La cantidad en peso de minerales (M) debe ser superior al 3%. 
Para la preparación del alimento se puede recurrir a tres tipos de cuido proporcionados por la 
compañía FINCA, dos tipos de harina de pescado suministrados por la empresa PURINA o bien 
comprar directamente en el almacén paquetes de minerales con la composición adecuada. La 
siguiente tabla muestra la composición porcentual en peso de cada uno de estos productos, así 
como su costo por kilogramo: 
A l imentos /kg H P G M Costo 
Cuido A 76 21 3 0 22 
Cuido B 64 24 12 0 31 
Cuido C 45 3 7 18 0 45 
Harina 1 71 2 1 17 
Harina 2 69 1,5 29 0,5 15 
Minerales 0 0 0 100 125 
El gerente desea evitar una excesiva dependencia de un único proveedor, Al tiempo que desea 
mantener buenas relaciones comerciales con ambos proveedores; por ello, piensa que el pedido 
debería repartirse de manera equitativa entre las empresas FINCA y PURINA. En este sentido lo 
más que podría tolerarse es una diferencia en más o en menos entre los dos pedidos de hasta 
un 20% de la cantidad total pedida a ambos proveedores. Por otra parte, la compañía FINCA 
ha avisado que las existencias de su cuido más barato el A, son un tanto escasas, por lo que 
sólo podrá suministrar a tiempo a lo sumo 300 kgr. El problema que debe resolver la gerencia 
es determinar qué cantidades compra de cada producto para fabricar el alimento necesario 
para el ganado porcino al menor costo posible. 
Definición de var iables: 
XA : Cantidad de kg de cuido A a incluir en los 1000 kg de alimento. 
Xe Número de kg de salvado B a mezclar en los 1000 kg de alimento. 
Xc : kg de alimento C a incluir en los 1000 kg de alimento. 
Xi Cantidad de kg de harina tipo 1 a mezclar en los 1000 kg de alimento. 
