A (0, 1) matrix A is strongly unimodular if A is totally unimodular and every matrix obtained from A by setting a nonzero entry to 0 is also totally unimodular. Here we consider the linear discrepancy of strongly unimodular matrices. It was proved by Lováz, et.al. [5] that for any matrix A,
Introduction and results
A matrix A is said to be totally unimodular if the determinant of each square submatrix of A is 0 or ±1. Clearly the entries of a totally unimodular matrix must be 0 or ±1. A matrix A is strongly unimodular if it satisfies the following conditions, 1. A is totally unimodular, and 2. every matrix obtained from A by setting a ±1 entry to 0 is also totally unimodular.
Strongly unimodular matrices, sometimes under the names SU matrices or 1-TU matrices, were studied by many authors. Various characterizations were obtained for strongly unimodular matrices with (0, 1) entries (such matrices are the incidence matrices for some hypergraphs). For example, Crama et.al. proved that a matrix is strongly unimodular if and only if all its bases are triangular [1] . More equivalent conditions for strongly unimodular matrices can be found, for instance, in [2, 3] .
A well known theorem of Ghouila-Houri asserts that a matrix A is totally unimodular if and only if each submatrix A ′ of A has the following property: The columns of A ′ can be split into two parts so that, for each row, the sums of the entries in each part differ at most by one.
This theorem can be restated in terms of discrepancies of a set-system, which was first introduced by Lovász et.al. in [5] .
Definition 1 Let H be a family of subsets of S. For a given 2-coloring χ :
Intuitively, disc(H, χ) measures the uniformity of a given coloring χ (as | s∈H χ(s)| is simply the excess of the majority of equi-colored elements over the minority). The discrepancy of H gives the best achievable uniformity.
Discrepancy may be defined for matrices. Let A = (a i,j ) (E i ∈ H, j ∈ S) be the incidence matrix of H, i.e., let E 1 , E 2 , . . . be the subsets in H, and let
With this notion, we may define
where n is the cardinality of the set S. In the rest of the paper we do not distinguish between set-systems and their incidence matrices. Various discrepancies can be introduced to the set-system or its incidence matrix. Such discrepancies describe the intrinsic uniformity of a given set-system. In the following we state the definition of the linear discrepancy (lindisc) and the hereditary discrepancy (herdisc).
Definition 2 For a set-system (H, S) with incidence matrix A, the linear discrepancy can be defined by letting
In other words, given a sequence of numbers (c 1 , c 2 , . . . , c n ) with c i ∈ [0, 1], one wants to find a sequence of integers (x 1 , x 2 , . . . , x n ) where x i = 0 or 1 so that the sums { i∈H x i } H∈H approximate sums { i∈H c i } H∈H with minimal errors. The linear discrepancy measures the degree of universally achievable accuracy in such approximations. The discrepancy of a set-system H (or of a matrix A) may be small "by accident". It carries more structural information if we consider the maximum discrepancy over all the submatrices of A. Let T be a subset of S. The restriction of H to the subset T is the set-system H T = {T ∩ H : H ∈ H}. The incidence matrix A T of H T is the submatrix of A consisting of columns j where j ∈ T .
Following [5] , we define the hereditary discrepancy of H by letting
Now the theorem of Ghouila-Houri can be restated as follows.
A matrix consisting of 0's and ±1's is totally unimodular if and only if its hereditary discrepancy is at most 1.
It was proved in [5] that for every matrix A,
This inequality is sharp if A ranges over all matrices. However, for set-systems the inequality can be improved.
Open Problem. What is the maximal t n so that if |S| = n and H is a family of subsets of S,
The best result known is t n ≥ 2 −2 n , given by Spencer in [6] . Spencer also conjectured that t n = 1/(n + 1). In this paper, we prove t n ≥ 3 −(n+1)/2 for strongly unimodular (0, 1) matrices. Explicitly, we have the following theorem.
Theorem 1 For every strongly unimodular (0, 1) matrix A,
, n is even,
Our proof is based on a decomposition lemma of strongly unimodular matrices into incidence matrices of digraphs [3] . Also, we prove the following result.
Theorem 2 If A is a strongly unimodular (0, 1) matrix in which every row has no more than two non-zero entries, then
where n is the number of columns in the matrix A.
This result could be regarded as a test for the validity of Spencer's conjecture.
Proofs
We start this section by recalling a decomposition lemma of strongly unimodular matrices ( [3] ).
Lemma 3 (Crama, Loebl, Poljak) If A is a strongly unimodular matrix, then there exists a non-empty subset T of the columns of A such that every row of A with at least two non-zero entries has either 0 or 2 non-zero entries in T .
Proof of Theorem 1. We prove Theorem 1 by induction.
It is easy to check that Theorem 1 is true for n = 1, 2.
Suppose that Theorem 1 is true for every strongly unimodular matrix with less than n columns. Let A be a strongly unimodular matrix with n columns. Let S = [n] = {1, 2, . . . , n} and H be the set-system whose incidence matrix is A. It is sufficient to show that for any vector c = (c 1 , c 2 , . . . , c n ) with c i ∈ [0, 1], there exist integers (x 1 , x 2 , . . . , x n ) with x i = 0, or 1 such that
for all H ∈ H, where ǫ n is given in the formula (2) .
By Lemma 3, there exists a non-empty subset T of the columns of A such that for every H ∈ H,
The case |T | = 1 is trivial. Let us assume |T | ≥ 2. The submatrix A T is totally unimodular. By Ghouila-Houri Theorem, disc(A T ) ≤ 1. This implies that the columns in T can be split into two classes so that for every row with two non-zero entries, the non-zero entries lie in different classes. We may assume that T = {1, 2, . . . , k, k + 1, . . . , k + l}, and the two classes are {1, 2, . . . , k} and {k + 1, k + 2, . . . , k + l}. Let δ n = ǫ n−2 /3. Consider the following condition:
In this case, take two elements i 1 and i 2 in N . For i = i 1 or i 2 , let x i be 0 if c i ≤ δ n , and let
By the inductive hypothesis,
Therefore, there exist integers (x 1 , . . . ,x i 1 , . . . ,x i 2 , . . . , x n ) ∈ {0, 1} n−2 such that
If |H ∩ T | = 1, then |H| = 1. Hence
Case 2. |N | = 1. We may assume that N = {i} where 1 ≤ i ≤ k and c i ≤ δ n . Note that δ n ≤ c j ≤ 1 − δ n for all 1 ≤ j ≤ k + l and j = i.
First let x i = 0.
Consider the vector
Note that c ′ i = 0. By the inductive hypothesis,
Therefore there exist integers (x 1 , x 2 , . . . , x i−1 , 0, x i+1 , . . . , x n ) ∈ {0, 1} n such that
Let d = min{c j , 1−c j | 1 ≤ j ≤ k +l} be the smallest distance from c j to an integer. Without loss of generality, we may assume that d = c 1 .
Note that c ′ 1 = 0. By the inductive hypothesis,
Therefore there exist integers (0, x 2 , x 3 , . . . , x n ) ∈ {0, 1} n such that
Combining Case 1 to Case 3, we have
It is easy to check that
hence by taking ǫ n = ǫ n−2 /3, we conclude
The value of ǫ n can be computed recursively. The result is
if n is even,
if n is odd. 2. If a row has exactly one non-zero entries in some T i , then all its entries in T i+1 , . . . , T k are zeroes.
By Lemma 3, strongly unimodular matrices are built out of the basic strongly unimodular matrices. Here a strongly unimodular matrix is said to be basic if each row of the matrix has no more than two nonzero entries. Theorem 2 gives the sharp upper bound of the linear discrepancy of basic strongly unimodular matrices.
Proof of Theorem 2 Let A be a strongly unimodular (0, 1) matrix in which every row has no more than two non-zero entries. The columns of A can be split into two classes so that for every row with two non-zero entries, the non-zero entries lie in different classes. Assume that the two classes are of size k and l, where k ≤ l and k + l = n. First we will prove that
.
After a permutation of columns, we may assume that the first k columns of A belong to one class and the later l columns belong to the other class. Let H be the set-system whose incidence matrix is A. Given an arbitrary vector c = (c 1 , c 2 , . . . , c k , c k+1 , . . . , c k+l ) ∈ [0, 1] k+l , it is sufficient to show that there exists a vector x = (x 1 , x 2 , . . . , x k+l ) ∈ {0, 1} k+l such that
Let ǫ = 1/(k+1). Consider the numbers c 1 , c 2 , . . . , c k , without loss of generality, we may assume that c 1 ≤ c 2 ≤ · · · ≤ c k , and c k+1 ≤ c k+2 ≤ · · · ≤ c k+l .
Assume c 1 ≥ ǫ. Let
Note that for a pair (c i , c j ) with 1
In both cases,
The case that c k ≤ 1 − ǫ can be proved similarly.
Case 2. c 1 ≤ ǫ and c k ≥ 1 − ǫ. Then the sum of
. Therefore there exists an index t such that c t+1 − c t ≥ 1/(k + 1) = ǫ, where 1 ≤ t ≤ k − 1. Let
For any pair (c i , c j ) with 1 ≤ i ≤ k and j > k,
In all cases,
Together with the preceding argument, we conclude that if k < l,
In the case k = l, let δ = 1/(n + 1) = 1/(2k + 1). Combining (1) and (2) 
