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Abstract 
In this paper, an approach for developing an intangible interface with the help of computer vision technology for human 
computer interaction using static hand gestures has been discussed. Mouse operations like left click, right click and double click 
are performed by hand gestures. An image of the human hand is read from the webcam and the hand is segmented to obtain a 
binary image. The contour of the binary hand image is extracted to draw the convex hull around it as an envelope. The static hand 
gestures developed make use of feature extraction method. The developed system is compatible with a diverse group of users. It 
is a fast learning method and does not require extensive training of data facilitating low computational speed and cost. The main 
aim is to improve the interaction of human with the computer i.e. to make it more natural but keeping the cost factor in mind. 
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1. Introduction 
In the recent years there has been extensive growth in the field of information technology. Today, computers have 
become an integral part of our lifestyle. This has led to increased attention towards human computer interaction. The 
aim is to make the interaction natural and intuitive. With the changing technology, people are trying to find new 
techniques for interacting with computers. The traditional modes of interaction which include keyboard and mouse 
will soon become obsolete. They lack in speed and require space. In addition, they lack the sense within a simulated 
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environment. Gesture recognition is a promising mode of human computer interaction in future. It is fast, interactive 
and easy to learn. It will find large applications in gaming world, gesture controlled remote controls. Gesture 
Recognition is a natural technique for human computer interaction. It plays a major role in the development of 
intelligent products and applications. They find application in robotics and automation, virtual reality, video based 
surveillance and many other applications. 
Hand gestures prove to be an intuitive means of communication with various interfaces. Hand gestures can be 
categorized as static gestures or dynamic gestures. Static gestures make use of the hand shape and feature. Dynamic 
gestures make use of the hand movements. Former gesture recognition technique uses computer vision whereas the 
later uses accelerometer. Here the hand gestures are recorded as acceleration signals using accelerometer which has 
sensors installed. A major drawback in this approach is that the position and orientation information cannot be 
obtained using an accelerometer.  In computer vision approach, cameras are used to take the input as image frame. 
This image is processed using complex algorithms to perform the required task. Due to the economic aspect and the 
recent advancement in computer vision technology, vision based hand gesture recognition systems have become a 
popular area of research. Difficulties encountered in this approach are due to difference in hand sizes, hand position 
and orientation and the lighting conditions. 
Static gestures read static image frames of hand shape and process them to give the results. Static gesture 
recognition approach mainly makes use of neural network centered approaches. On the other hand, dynamic 
gestures are based on the movement of hand. In this paper, static hand gestures are discussed. Processing 3D 
features of hand involves high computational cost. Whereas, processing of 2D hand shapes gives good results and 
relatively lower computational cost. In static gesture recognition system, an important parameter is accurate 
depiction of the hand profiles. This is referred as feature extraction. The features are of two types namely: contour 
based features and region based features. The Contour based features provide information about the shape boundary. 
The region based features take into account all the pixels that make the shape region. These are the global 
descriptors. Moment functions, convex hulls and moment invariants include the common region based features. The 
moment’s functions are robust and provide reduced computational load and thus find wide application in pattern 
recognition. In this paper, an intangible interface is designed using vision based static hand gestures to perform 
mouse operations like left click, right click and double click. The 2D hand images are read using the computer web 
camera and are processed using feature extraction to give results.  
 
2. Summary of the related works 
Various approaches have been formulated by researchers for obtaining the functionality of mouse using simple 
gesture recognition. Most of these methods have referenced the Hidden Markov Model [1]. The Hidden Markov 
Model consists of unobserved or hidden states. These states are not directly visible, but, the output which is 
dependent on the state is visible. The major disadvantage with this method is that the computational cost involved is 
quite high. Use of wearable gloves [2] from which the hand posture is extracted is also a common approach. In [3], a 
mouse shaped device is placed on a surface which is within the view area of the camera. When user moves the 
device, the cursor moves on the computer screen. A method to identify an object efficiently using adaboost 
algorithm is demonstrated in [4]. Here hand motion is inferred using palm recognition. The method provides faster 
detection rates and introduces a new image representation, called “Integral Image". The integral image helps in 
computing the image features very quickly. It makes use of Adaboost algorithm for selecting few critical visual 
features and combines the classifiers in a “cascade” which help in discarding the background region of the image. 
Thus more computational time can be spend on the object like regions. Counting the number of fingers displayed, 
using the technique of feature extraction is represented in [5]. Here image processing techniques like preprocessing, 
segmentation followed by feature extraction is used. Finger counting and hand orientation approach are used in [6-7] 
for gesture control. The work focuses around image segmentation and thresholding. It includes thresholding with 
and without background. In [8] a technique is introduced where the ratio between the square of perimeter to the area 
for a particular shape is calculated. But the problem with this approach is that, if two unique hand shapes have the 
same ratio between perimeter and area are classified as same. Thus it lays a limitation to the number of gesture 
patterns that could have been formulated. Pradhan and Deepak [9] describe the parameters that can be used to 
perform mouse functionality using hand gestures. In this paper, how these parameters can be used for design of an 
intangible interface is discussed. 
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3. Methodology 
Several algorithms of computer vision including image segmentation, feature extraction have been used. The steps 
followed are discussed below: 
x Image segmentation. 
x Contour extraction. 
x Feature extraction. 
x Finding convex hull and convexity defects.  
x Define parameters for hand gestures. 
x Design of hand gestures. 
x Interfacing Microsoft Visual Studio using WinAPI. 
x Perform hand gestures for control of mouse functions. 
3.1. Image segmentation 
Segmenting an image is dividing an image into regions or categories, which is done to identify similar regions in the 
image. This is very beneficial to the subsequent image analysis. Here color is used for segmentation. The image of 
the hand is read from the webcam of the laptop as frames. The area of interest being the hand, other pixels of the 
background need to be isolated. For this, the Hue, Saturation, Value (HSV) of the hand are chosen. The HSV values 
for human hand differ from the HSV values of the background. Thus it is used to filter the region of our interest. 
Here, the luminosity and the hand colour of the user play a key role, because the HSV values change accordingly. 
To accommodate a wide user range, the track-bar system is used for filtering the hand. The HSV values can be set as 
per the user requirement by using the track-bars. After filtering the image frame using the HSV values of hand a 
binary image is obtained. In this image the region of the hand appears white and all other regions are black.  
3.2. Contour extraction 
Once the binary image is obtained, it is important to extract the boundary information of the region of interest. This 
is done by drawing the contour around the region. For this, first a blank image is drawn, onto which the contour of 
hand is drawn. In the binary image, many contours are drawn. To fasten the process a threshold area is defined, 
which is approximately equal to the area of human hand. Area greater than this area is drawn on the blank drawing. 
3.3. Feature extraction 
To find the geometric moments of an M x N image i(x, y) for the moment of order (p + q): the formula is shown 
below: 
 
σ σ ܺ௣௡௬ୀ଴ ܻ௤௠௫ୀ଴ I (x, y)                                                                                                                                              (1) 
m00:  Moment of zero order. It is equivalent to the total intensity of the image. 
m10:  1st order moment about the X- axis. 
m01:  1st order moment about the Y-axis. 
Intensity centroid gives the geometric center of the image. It is given by: 
 
X = m10               Y =    m01                                                                                                                                                                                                                             (2) 
       m00                               m00 
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3.4. Finding convex hull and convexity defects 
Convex Hull can be thought of as a polygon which is drawn around the hand contour. It is drawn such that all the 
contour points lie within the convex hull. It creates an envelope around the hand contour. It is useful in 
comprehending the shape of the contour. The convex hull which is drawn around hand contour, uses minimum 
number of points to form the hull to include all contour points on or inside the hull and thus maintain the property of 
convexity which leads to the formation of defects.  
3.5. Define parameters for design of hand gestures: 
These parameters include: 
x Point Start: Point on contour where convexity defect starts. 
x Point End: Point on contour at which the convexity defect ends. 
x Point Far: Point, which is at maximum distance from the convex hull. 
x Depth: The total distance of the convex hull from the farthest points. 
3.6. Design of hand gestures: 
Firstly, the number of fingers in the hand gesture is found out. For this, the convexity defect points are used i.e. the 
Far points are used. This is preferred to avoid confusion of large number of points that were obtained when points 
near the hull were used. Besides, the points near the defects are more prominently detected.  
No. of fingers = No. of Point far detected +1 (i.e if No. of ptFar = 1, No of fingers = 2) 
Thus the no. of ptFar in the image can be obtained from the size of the vector i.e. if (vec.size ==1), then No. of 
fingers =2 
Compute the angle and distance of ptFar and center: 
dist = ( ptFar.x - centerP.x) ^2 + (ptFar.y - centerP.y) ^2; 
floaty_angle = ptFar.y - centerP.y; 
floatx_angle = ptFar.x - centerP.x; 
float theta = atan(y_angle/x_angle); 
angleFinger = static_cast<int>(theta * 180 / 3.14) 
3.7. Interfacing Microsoft Visual studio using WinAPI and perform gesture control: 
WinAPI (windows application programming interface), which contains declarations for all macros that are used by 
windows programmer, is used for interfacing.  
3.8. Perform hand gestures for control of mouse function: 
As mentioned above, the numbers of fingers are calculated. Depending on the no. of fingers present in the gesture, 
the respective mouse event is performed. 
No. of fingers = 1, perform right click. 
No. of fingers = 2, perform left click. 
No. of fingers = 3, perform double click. 
No. of fingers > 3, move the cursor on the screen 
4.  Experimental Results and Discussion 
The codes for finding contour, convex hull, convexity defects, and gesture parameters are executed. All results are 
subjected to the lighting conditions and the relative hand position with respect to the webcam. The camera resolution 
plays an important factor. Since it is the web camera inbuilt in our laptops is used in this project, the performance is 
quite slow. This is due to lower frame processing speed. To get better results, external camera can be used. 
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Need of red gloves: In absence of red gloves, the noise in the image is very high and thus multiple points get 
detected. With the use of red gloves, the image segmentation becomes easier and faster. So, for better results red 
gloves is used. Below, the gestures used for performing mouse controls are shown. 
x Right click: When the no. of fingers is two or when (vec.size ==1), right click is performed. 
x Left click: When the no. of fingers is three or when (vec.size ==2), left click is performed. 
x Double click: When the no. of fingers is four or when (vec.size ==3), double click is performed. 
x Move cursor on screen: When the no. of fingers is greater than four i.e five or when (vec.size> 3), the 
cursor moves on the screen. 
 
          
 
Fig1. Gesture 1: Right click; Fig2. Gesture 2: Left click 
 
                        
 Fig3. Gesture 3: Double click; Fig4. Gesture 4: Move cursor on screen. 
5. Conclusion 
This paper discussed about performing mouse controls using static gesture recognition. The application successfully 
performs left, right, double click and moving the mouse cursor on the screen. It takes the hand as input from the 
webcam in form of continuous frames. Depending on colour, the hand is segmented to get a binary image. The 
contour of the hand is extracted and is drawn on a blank image. Convex hull for the hand is found out using the 
convex hull algorithm and is drawn on the blank image. The convexity defects are found and three points are located 
on the hand contour. These are pointstart, pointend and pointfar. Here, all work is done using the pointfar. The 
concept of the project possesses a huge prospect in the future. With improvisations in the code, gesture control can 
be used for performing any activity on the computer like playing games, painting, controlling media player 
operations etc. From 'touch' generation, we are moving to 'no touch' generation. It is the generation of intangible 
interfaces. From computer platform to mobile platform, gesture control can be implemented everywhere. The front 
cameras of the mobile can be used for image input for gesture control. Intangible interfaces are at the dawn of the 
day and touch interfaces are at the dusk. 
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6. Scope of Future Work 
The gestures used here are static gestures. The codes can be further improvised for performing dynamic gestures. 
Dynamic gestures are more interactive in nature. Here, color based gesture control is performed. Here red gloves is 
used which makes segmenting easier. With the use of a more powerful camera, codes can be modified for 
performing gesture control without color. The user can simply put his hand before the camera and perform the 
gesture, without the need of any gloves. This will improve user satisfaction and the process will be easier to use. 
Due to the poor quality camera in our laptops, the processing is very slow. Use of a better external camera to capture 
the images will also improve the results to a great extent. 
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