In recent years, larger geophysical datasets and novel model 
Introduction
Recent expansion of seismic data availability and innovations in model parameteriza- checkerboard, or similar tests using synthetic data generated from canonical test models 43 to estimate the effects of imperfect model parameter resolution. Such tests are efficient in 44 that they only require equivalent effort to that necessary for inverting real data. However 45 they can only recover an approximation to a single column of the resolution matrix, or 46 a specified linear combination of such columns, and may thus provide ambiguous and/or 47 incomplete model resolution characterizations under some circumstances.
48
The choice of regularization parameters affect solution resolution, which generally de-49 grades as regularization constraints, such as solution bounds or smoothness, are added.
50
An optimal degree of regularization is commonly estimated through the use of trade-off 
Resolution and regularization
Here we define the model resolution matrix for a Tikhonov regularized linear forward problem of the form
where G is the forward operator matrix, m is an n-dimensional model vector, and d is
70
an m-dimensional data vector. Each constraint equation in this system is assumed to be 71 weighted by an estimate of the respective data error standard deviation.
72
Because many geophysical inverse problems are ill-conditioned and/or rank deficient, additional constraints are typically needed for solution stability and uniqueness e.g., [Menke, 1989; Parker , 1994; Aster et al., 2005] . We implement regularization here by incorporating a roughening matrix, L, and its associated weighting parameter, α, into the inverse problem corresponding to (1). The resulting Tikhonov regularized least squares problem is
It can be shown using the normal equations that the least squares solution to (2) can be expressed by a linear matrix inverse operator acting on the data vector where
[Aster et al., 2005] . The model resolution matrix characterizes the linear model space mapping between a (typically unknown) true model and that recovered using (3), i.e., for some true modelm with noise-free associated datad, characterize the independent resolvability of each parameter. The closer R m is to the 77 identity matrix, the less bias inherent in the inversion, and the higher the fidelity of the 78 solution will be to the unknown true model that generated the observed data. 
an n by n dense matrix. For problems with n larger than a few tens of thousands of model resolution [Boschi , 2003] .
96
Both the least squares solution and the model resolution in (3) and (5) are dependent on the choice of regularization roughening matrix L and its weighting parameter, α.
Generalized cross-validation (GCV) selects the regularization parameter that minimizes the predictive error for all data points when left out one at a time. This is done by minimizing the GCV function, V 0 (α),
where Tr denotes the matrix trace and m is the data space dimension [Craven and Wahba, 97 1979]. Implicit in (6) is the approximation that matrix diagonals ( 
107
The following stochastic algorithm comes largely from Bekas et al. [2007] , who initially 108 applied it to atomic density functional theory and noted its broad relevance, and is in 109 turn based upon work by Hutchinson [1990] and Girard [1987] . Here, we apply the 110 matrix diagonal estimator to the resolution matrix (5) and the calculation of the GCV 111 function (6).
112
Consider a sequence of s n-length random vectors, v 1 , . . . , v s , with independent elements drawn from a standard normal distribution. The s th estimate for the diagonal of an n by n square matrix A is then
where signifies element-wise vector multiplication and signifies element-wise vector 113 division. The algorithm corresponding to (7) is the following: In practice, the choice of s will depend on the desired accuracy of the diagonal determination, which can be assessed by statistically examining repeated estimates generated with independent random vectors and by the convergence of the estimates D s . Equation (7) contains the matrix-vector product Av k , which cannot be evaluated directly if A is incalculable. When A is the resolution matrix, R m , this product can be computed by noting that a product y = R m v k can be rewritten in terms of the known matrices G and L by combining (5) and (4) as
which is the normal equations solution for
In estimating the GCV function (6), let A be GG . We first evaluate the product
The least squares solution to (11) is subsequently left-multiplied by G to obtain the 116 desired matrix-vector product GG v k in (7). Once the diagonal of GG , and hence its 117 trace, are estimated, calculating (6) is trivial. Both (9) and (11) can be readily solved
118
with an iterative solver such as LSQR.
119
The computational cost of using this algorithm to minimize the GCV function in terms and have adopted this scaling factor in further work with this data set.
152
Like most geophysical tomographic inversions, this example is rank-deficient. We thus We next determined α to minimize the GCV function (6). The GCV-optimal α for 173 the CREST inversion, selected from its broad minimum, is near 0.1 (Figure 2b , 3d-f).
174
While structurally similar to the model with α = 0.7, maximum amplitudes in this model 
201
The stochastic method of Section 3 was used to estimate the model resolution matrix for many large geophysical inversions.
240
While the pattern of well-resolved regions is similar between the two CREST inver-241 sions, the amplitude bias due to regularization is notably different (Figures 3c, 3g) . The at the R m diagonal, of course, is not being able to visualize smearing bias in the inversion.
247
It has been suggested that ray-sampling density is a low-cost qualitative tool to evaluate model elements may be traversed by fewer rays with higher angular diversity, resulting in 257 parameters with relatively low ray density but high resolution.
258
We compare ray-sampling to estimated model resolution diagonals to further illustrate 259 the utility of the latter in quantitative resolution analysis. Figure 3d (and h) shows log 260 total ray length across the model volume for the sources and stations shown in Figure 1 .
261
The large number of events with northwest back azimuths result in total ray length > 500 262 km along northwest-directed rays, to ∼400 km depth beneath the CREST network. From 
Conclusions
We present a general low-cost stochastic matrix diagonal method to estimate the model 
