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Abstract
Understanding the excitation mechanisms of rare earth ions in materials used for optoelec-
tronic applications is key to achieving more efficient and versatile devices based on these
material systems. Of particular importance to applications involving light emission is iden-
tifying the most efficient excitation pathways of the rare earth dopant. Such a task is compli-
cated by the presence of multiple rare earth environments often observed in such materials
which have the potential to have drastically different relative excitation characteristics. Fur-
thermore, due to the recent interest in dilute ferromagnetic semiconductors, the three systems
studied have shown to all exhibit room temperature ferromagnetic behavior. This has led to
several questions on the mechanism behind the interaction of ions which cause the ferromag-
netism, and by which our spectroscopic techniques allow for unique investigations.
Site-selective measurements performed on Nd3+- and Er3+-doped GaN reveal several
features. The high crystal quality of the materials is apparent in the lack of multiple sites
in the material. Studies conducted on the effect of dopant concentration reveal a shift and
broadening of linewidths most likely due to RE-RE interactions. For the case of Eu3+, several
distinct incorporation sites and their relative abundances are identified. The quality of the
GaN:Eu samples is observed in the decreased spin-forbidden, zero-phonon transitions, which
results from a decrease in the perturbation of the majority site. With the utilization of our
CEES and Zeeman spectroscopy, we are able to assign the previously unreported energies
of the crystal field splittings, as well as the crystal field quantum number assignments of
1
several levels and sites. Ferromagnetic hysteresis measurements showed a possible coupling
of the applied magnetic fields to the intrinsic and strain induced piezoelectric field of GaN
of Nd3+ and Er3+. Our Zeeman studies showed that due to the large effective g-factors of
Er3+, magnetic fields as low as ∼10 mT could be observed spectrally. Finally, a strong site
dependence of the g-factors of the technologically important 7F2 levels in Eu3+ is reported.
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Chapter 1
Introduction
1.1 Motivation
Rare earth elements have been extremely important in many optoelectronic and photonic
applications, from solid state lasers to phosphors for color lamps and displays as well as in
optical fiber communications. The rare earth elements (Lanthanides) are characterized by
partially filled 4f inner shells, shielded by two outer closed shells (5s2 and 5p6). Because of
this shielding, the intra 4f transitions give rise to sharp optical emission lines. The emission
wavelength is determined mainly by the transitions evoked within each rare earth ion, and
depends only a little on the host material. At first, rare earth doped semiconductors exhibited
limited photoemission intensity at room temperature due to low rare earth incorporation
concentrations as well as temperature quenching. After it was demonstrated that there was a
reduction in thermal quenching in Er-doped materials with increasing bandgap [5–8], interest
in wide bandgap semiconductors as host material expanded, particularly in wurtzite GaN,
which has strong ionic bonds that can enhance the intra-4f transition probability in the RE3+
ion with substitutional occupation of the Ga site. [6, 9, 10]
For applications in optical telecommunications, light-emitting displays and devices, and
solid-state lasers, thermal stability is of great importance. [11] GaN has a favorable high
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thermal conductivity [12] of more than an order of magnitude greater than typical laser hosts
such as yttrium aluminum garnet (YAG), that are currently used in high power devices. [13,
14]
In order to make devices based on GaN:RE, the main challenge was in maintaining opti-
cal quality crystals while incorporating the highest dopant levels possible. GaN:RE Sample
growth techniques were improved rapidly using Molecular Beam Epitaxy (MBE) [11, 15],
and later using Metal Organic Chemical Vapor Depositions (MOCVD) techniques to in-situ
dope GaN with RE content of up to 1x1021 cm−3 (in e.g. Gan:Er samples). [16, 17]
In the choice of dopant, the focus for this work has been on three ions: (1) Neodymium is
a prime dopant for high power lasers due to high quantum efficiency and the absence of up-
conversion, as demonstrated in Nd-doped solid state lasers. [18, 19] (2) The Erbium is well
known for its emission at 1.54 µm for telecommunication devices, and thus the improved
temperature stability of GaN as a host material is of great importance. [20,21] (3) Europium
ions are well known for their sharp emission in the red. Recently, incorporation of Eu in
GaN epilayers have been identified as a promising candidate for the realization of white
RGB displays, and lasers in particular because the technology can be integrated with silicon
electronics. [11, 22]
Through collaborative efforts, we were able to obtain several samples of the highest
crystalline quality and dopant levels of Nd3+, Er3+, and Eu3+ in GaN available as grown
by Plasma Assisted Molecular Beam Epitaxy (PA-MBE) [1] , Metal-Organic Chemical Va-
por Deposition (MOCVD) [23], and Organo-Metallic Vapor Phase Epitaxy (OMVPE) [3]
respectively. The crystalline quality and luminescence properties for each dopant system
were vastly improved over previous samples, however, the initial studies conducted on the
luminescence properties involved excitation via electroluminescence or by above bandgap
photoluminescence excitation. While this gives an overall gauge of the device luminescence,
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these techniques are not able to decern the cause of spectral changes by such effects as effi-
ciency changes in the emission of different incorporation sites or how the growth parameters
effect the relative number of incorporation sites in each sample. Furthermore, with several
incorporation sites possible for each sample, the ability to determine the exact energies of
the crystal field sublevels often proves difficult using above bandgap excitation.
To investigate the optical properties of each system in more detail, we utilized a site-
selective resonant excitation technique. This allowed for not only the analysis of crystal field
split sublevels with great precision, but also allowed for a detailed study of the number of
incorporation sites of the rare earth dopants in the GaN host.
For spintronics applications, a key component necessary for device realization is a semi-
conducting material which exhibits ferromagnetic properties for spin polarization control.
[24–26]. In 2001 it was shown that dopants such as Gd and Mn in GaN exhibited room
temperature ferromagnetism. [27,28] With the success of GaN:Gd, other rare earth elements
followed in the growth of dilute ferromagnetic semiconductors (DFS). Recently, RE-doped
GaN has been shown to exhibit room temperature ferromagnetism with an effective bulk
magnetization of roughly 4 µB
ion
. [29, 30] The strength of the magnetic coupling introduced
questions about the mechanism behind the ferromagnetic behavior for such DFS’s.
Utilizing a site selective spectroscopy, we take advantage of a unique situation: We have
the ability to investigate the effect of ferromagnetism on the magneto-optical properties of
the very RE-ions which are the origin of the ferromagnetic behavior. Combining our CEES
technique with Zeeman spectroscopy, we would investigate the dependence of the ferromag-
netism on incorporation site abundance. The Zeeman split levels also would also allow us
to optically detect external and internal remnant magnetic fields for the detection of ferro-
magnetic hysteresis as shown in Ref. [29]. Finally, the Zeeman spectroscopy would fur-
ther enhance our ability to not only label the crystal field sublevels in each system with the
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corresponding energy values, but also with the appropriate crystal field quantum numbers
predicted by theory.
1.1.1 General Objectives of this work
For this work, there were several goals that I will summarize and list here:
• GaN:Nd
1. Study crystal field split levels under C3v symmetry and assign energy level scheme
2. Apply magnetic fields to further classify levels according to crystal field quantum
numbers
3. Understand how applied magnetic fields perturb the crystal field levels
4. Investigate g-factors and ferromagnetic hysteresis at 4K
5. Investigate possible link of the applied magnetic field to the spontaneous and
strain induced electric field
• GaN:Eu
1. Investigate incorporation sites for MOCVD grown samples vs. MBE grown sam-
ples
2. Determine the physical reasoning behind stronger rare earth emission and its
relation to defects, phonon coupling, and excitation pathways
3. Investigate saturation effects and energy transfer efficiencies
4. Determine relative site abundances
5. Assign crystal field quantum numbers to sites and compare to theoretically ex-
pected values
6
• Gan:Er
1. Investigate the incorporation sites of MOCVD grown samples and fit experimen-
tal levels to the energy level diagram
2. Determine effect of Er concentration on the direct excitation of the ions
3. Investigate low temperature ferromagnetic hysteresis and the ability to detect
remnant magnetic fields
4. Determine the source of the EPR measured g-factors
5. Investigate possible link of the applied magnetic field to the spontaneous and
strain induced electric field
In the following section, I will outline the background required to analyze the splitting
of the free ion multiplets due to the crystal field of GaN. Following this, the effect of applied
magnetic fields will be discussed in terms of the degeneracy of the crystal field levels. To
review the fundamentals, the Hamiltonian of the rare earth electron will be discussed leading
up to the calculation of the effective g-factors used throughout this work. Chapter 3 details
the experimental setups that were used for this work as well outlining the background for the
experimental techniques for analyzing the results in Chapter 4, 5 and 6.
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Chapter 2
Fundamentals
2.1 Rare Earths
The rare earths are characterized by the progressive filling of the 4f- or 5f- electronic config-
urations. They occur as two groups, each of the fourteen elements, known as the lanthanides
and the actinides. The rare earth materials for the basis of this work are all located within
the lanthanide series. The lanthanides, which are associated with the filling of the 4f-shell,
commence with the element cerium (Z=58) and end with the element Ytterbium (Z=70).
The neutral lanthanides possess the common feature of a Xenon structure of electrons
with two or three outer electrons:
1s22s22p63s23p63d104s24p64d105s25p6 − 6s2 or 5d6s2 (2.1)
At the element Neodymium, the 4f-eigenfunction is contracted so that its maximum lies
inside the 5s25p6 closed shells of the Xenon structure. At the commencement of the lan-
thanide series a deep potential well develops near the nucleus and the 4f-electrons are drawn
from the outer shells of the ion to the interior. No such effect occurs for the eigenfunc-
tions of the s-, p-, or d-electrons. The failure of the f-eigenfunction to penetrate appreciably
into the environment, together with the shielding of the f-electrons produced by s2p6 closed
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shells, usually prevents strong interaction with their environment. There are two major con-
sequences due to this effective shielding of the 4f-electrons. The first is that when a rare
earth ion is placed in a crystalline environment, we may treat the subsequent crystal field
as a perturbation to the free ion energy levels, which will be illustrated later. The second is
that the emission lines still retain the narrow linewidths indicative of free-ion emission lines.
The lanthanides may be ionized by the successive removal of electrons. At the third stage of
ionizations, all of the 6s- and 5d-electrons, along with a 4f-electron have been removed. All
of the rare earths used in this research are triply ionized, denoted Er3+, Nd3+, Eu3+.
In general, two techniques are used for analyzing the theoretical electronic structure of
the states of the free ions when placed in a crystalline environment, followed by an appli-
cation of magnetic fields. The first technique will be to follow the path of group theory
to identify the effect of placing a rare earth ion in particular crystal field symmetry on the
degeneracy of the free ion states. The second technique will be use time-independent degen-
erate perturbation theory to model and fit various parameters in order to predict the crystal
field splitting of the free ion multiplets, as well predicting the effective g-factors when mag-
netic fields are applied. The second technique will only be outlined in section 2.4, as the
theoretical calculations were not conducted for this research but are used more as a tool for
comparison to published works. For all ions, the procedure will remain the same until the
final perturbations are applied, therefore I may outline the general procedure here.
2.2 Group Theory and Rare Earth doped GaN
In this section, I will derive the number of levels one expects to see for a rare earth ion placed
in a crystal field with C3v symmetry utilizing group theory. Additionally, group theory will
allow us to easily determine the effect of applying magnetic fields to our system, making it
clear which levels will split under application of magnetic fields along the c-axis as well as
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perpendicular to the c-axis of the GaN crystal.
Let us consider an energy level of an active center with energy En and degeneracy dn.
This level is associated with a set of eigenfuctions (φ1, φ2 · · ·φdn) that belongs to a space of
eigenfunctions (basis functions) of the center. If R is a symmetry operation, then Rφi is a new
function, which represents the effect of R on φi leading to an equivalent system. Therefore,
the function Rφi must be one of the eigenfuctions associated with that same energy level En,
and so it must belong to the set of functions (φ1, φ2 · · ·φdn). This means that this set of func-
tions generates a representation γn (i.e., a set of matrices, each one related to a symmetry
operation R) of the symmetry group G of the active center. We postulate that this repre-
sentation must be irreducible, otherwise it would mean that there are at least two subspaces
of the space of the eigenfunctions (φ1, φ2 · · ·φgn), each of them closed under the symmetry
operations of G. This would mean that there are no symmetry operations connecting these
two subspaces, in spite of the fact that they have the same energy En. This of course seems
to be unreasonable except in the case of accidental coincidence of two energy levels. This
results in the following statement:
If the eigenfunctions of the Hamiltonian H related to an energy level En belong to one
of the irreducible representations γn of the symmetry group G, then the eigenfunctions be-
longing to another irreducible representations γm of G are related to another energy level
Em.
Thus we can label each energy level by an irreducible representation of symmetry opera-
tions, and fully utilize the postulates of group theory to come to several physical conclusions.
I have omitted the origin of many group theory postulates and will simply show how you may
apply group theory to any ion where the symmetry of the problem is known in order to come
to a basic understanding of the expected energy levels and allowed transitions to be seen
through spectroscopic study.
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The Hamiltonian H0 of a free atom or ion is invariant under all the operations of the three-
dimensional rotation group R3. On placing the atom in a crystal field, the symmetry about
the atom will be reduced from spherical symmetry to the symmetry of the position the atom
occupies in the crystal. The perturbed Hamiltonian H = H0 + V will no longer be invariant
under the operations of R3, but rather of those of the subgroup of R3 that is associated with
the point symmetry of the atom in the crystal. The free ion levels will split into a number of
sublevels that may be characterized by the irreducible representations of the subgroup. To
calculate the number of sublevels, and their degeneracies, we have to determine the number
of times the irreducible representation of the subgroup occurs in the reducible representation
of R3.
Each J-value of the free atom will span a (2J + 1)-dimensional representation of R3.
These representations may be decomposed readily into the irreducible representations of
the subgroup associated with particular point symmetry if we know the characters of every
symmetry operator that is common to both R3 and its subgroup.
First we must write down the characters for the irreducible representations of DJ . For a
rotation through an angle φ about an arbitrary axis, the character of the irreducible represen-
tation DJ of R3 is given by
χ (φ) =
sin
[
(2J + 1) φ
2
]
sin
(
φ
2
) (2.2)
where for integer J values,
χ (φ) = χ (φ+ 2pi)
For non-integer J values however,
χJ(φ+ 2pi) = (−1)2JχJ(φ) (2.3)
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Table 2.1: Character table for integer J for representations in DJ
J E 2C3 3σv
0 1 1 1
1 3 0 -1
2 5 -1 1
3 7 1 -1
4 9 0 1
5 11 -1 -1
6 13 1 1
7 15 0 -1
8 17 -1 1
where χJ(φ+ 2pi) gives the values of RC3 = C3
For half-integral J values, we must use double groups throughout our procedure. You
must keep in mind that the number of classes gives the number of irreducible representa-
tions. Therefore, since DJ has an infinite number of classes, there are an infinite number
of representations. The double groups have twice as many representations because χ(2pi) is
not equivalent to χ(4pi), and hence you must distinguish between the two. The trace of the
identity operator for each irreducible representation gives you the degeneracy of that level.
Table 2.1and Table 2.2 show the character tables for C3v symmetry as well as the characters
of the classes of C3v that are contained in the representations DJ of R3.
Table 2.3 shows the character table for C3v symmetry. Within this table is all of the infor-
mation one would need in order to systematically determine the number of crystal field levels
as well as the polarization dependence of electric- or magnetic-dipole allowed transitions.
Table 2.3 contains a great deal of information. The section of the table enclosed by the
dashed line is all that is necessary when you are dealing with an ion with integer J-value.
The rest of the table constitutes the double group character table for C3v symmetry necessary
when dealing with an ion with half-integral J-values. The character table for any symmetry
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Table 2.2: Character table for half-integral J for representations DJ
J E 2C3 3σv RE 2RC3 3Rσv
1
2
2 1 0 -2 -1 0
3
2
4 -1 0 -4 1 0
5
2
6 0 0 -6 0 0
7
2
8 1 0 -8 -1 0
9
2
10 -1 0 -10 1 0
11
2
12 0 0 -12 0 0
13
2
14 1 0 -14 -1 0
15
2
16 -1 0 -16 1 0
Table 2.3: Double group character table for C3v symmetry. The appropriate functional transforms as
well as the labels for the irreducible representations are listed.
Function µ Other Bethe E 2C3 3σv RE 2RC3 3Rσv
z 0 A1 1Γ1 1 1 1 1 1 1
Lz 0 A2 1Γ2 1 1 -1 1 1 -1
x,y,Lx,Ly ±1 E 2Γ3 2 -1 0 2 -1 0
- ± 1
2
E 3
2
2Γ4 2 1 0 -1 -1 0
- 3
2
E 1
2
1Γ5 1 -1 i -1 1 -i
- 3
2
E 1
2
1Γ6 1 -1 -i -1 1 i
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is given in such tables as made available by Koster and Statz [31].
The function column of Table 2.3 details how the electric dipole and magnetic dipole
interaction potentials transform. For example, an electric dipole transition polarized in the
z direction transforms like 1Γ1 while an electric dipole transition polarized in the x and
y direction transform as 2Γ3. The electric dipole transitions are denoted by x, y, and z,
while the magnetic dipole transitions are denoted by Lx, Ly, and Lz. When we deal with an
applied magnetic field, the Zeeman interaction potential transforms the same as the magnetic
dipole transition. All of the transition operations are specific to whichever symmetry you are
in i.e. the electric and magnetic dipole transitions will transform as different irreducible
representations for S4 symmetry than for C3v.
2.2.1 Reduction in symmetry and the splitting of energy levels
In lowering the symmetry of a given problem, we need to know how a given representation
Γ is reduced to its irreducible representations Γi; or in other words, we need to determine the
coefficients ai in the equation Γ =
∑
aiΓi. It can be shown that the number of times ai that
the irreducible representation Γi appears in Γ is given by
ai =
1
g
∑
nRχ (R)χΓi (R) (2.4)
where the sum is extended over all of the classes, g is the group order, χ(R) and χ(Γi)(R)
are, respectively, the characters of Γ and Γi for the operation R, and nR is the number of
operations in the class to which R belongs. The equations may always be used to find the ai
coefficients, however the simpler technique is to infer the solution through general inspection
of the character tables for the original symmetry and the reduced symmetry at the same time.
In this way for example, it is shown how the reducible representation of DJ for J= 32 may be
written in terms of irreducible representations in C3v symmetry as:
14
Table 2.4: Reduction of symmetry into irreducible representations for integer J.
J R3→ C3v Number of Levels
0 1Γ1 1
1 1Γ2 +2 Γ3 2
2 1Γ1 + 22Γ3 3
3 1Γ1 + 21Γ2 + 22Γ3 5
4 21Γ1 +1 Γ2 + 32Γ3 6
5 1Γ1 + 21Γ2 + 42Γ3 7
6 31Γ1 + 21Γ2 + 42Γ3 9
7 21Γ1 + 31Γ2 + 52Γ3 10
8 31Γ1 + 21Γ2 + 62Γ3 11
Table 2.5: Reduction of symmetry into irreducible representations for non-integral J.
J R3→ C3v Number of Levels
1
2
2Γ4 1
3
2
(1Γ5 +1 Γ6)+2Γ4 2
5
2
(1Γ5 +1 Γ6)+22Γ4 3
7
2
(1Γ5 +1 Γ6)+32Γ4 4
9
2
2(1Γ5 +1 Γ6)+32Γ4 5
11
2
2(1Γ5 +1 Γ6)+42Γ4 6
13
2
2(1Γ5 +1 Γ6)+52Γ4 7
15
2
3(1Γ5 +1 Γ6)+52Γ4 8
D 3
2
=
(
1Γ5 +
1Γ6
)
+ 2Γ4
and from inspection, one can see that
χ 3
2
=
(
χ
1Γ5 + χ
1Γ6
)
+ χ
2Γ4
Therefore, we may reduce every representation of DJ in the same fashion. The complete
reduction of symmetry has been shown in Table 2.4 and Table 2.5. You can see that the
reduction in symmetry lifts the degeneracy of the free ion, effectively splitting the free ion
level into the number of levels given by the number of irreducible representations for which
the DJ level splits, in a crystal field of symmetry C3v.
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Kramers’ theorem states that in the absence of magnetic fields or exchange interactions,
the levels that transform according to the irreducible representations 1Γ5 and 1Γ6 will always
appear as degenerate pairs. The major contribution of this section is that now each energy
level can be labeled by irreducible representations. For integer JZ values, each level can be
assigned the label of 1Γ1, 1Γ2 or 2Γ3, while for non-integral JZ values, each level may be
assigned either by (1Γ5 +1 Γ6) or 2Γ4. These irreducible representations are valid even if
JZ is no longer a good quantum number. A caution here is that while you may know how
many levels there will be, as well as how many of each representation, you do not yet know
the proper ordering of the levels. Before we embark on how the order of the levels may be
determined, I will give a brief explanation of Kramers’ degeneracy.
2.2.2 Kramers’ Theorem and Time Reversal
Kramers discovered that an electric field will split a crystal field level at most in a number
of two-fold degenerate levels. In literature these levels are referred to as Kramers-pairs or
Kramers-doublets, where the expression Kramers-degeneracy is also found. Only a mag-
netic field, which has a lower symmetry than an electric field, is able to lift the last part of
this degeneracy. The difference between an electric and a magnetic field can be illustrated
classically as follows. If the time is reversed in a magnetic field the electrons will flow in the
opposite direction. The force exerted by the electrical field is in both cases the same since the
force is independent of the velocity. In a magnetic field, however, the situation is different;
the Lorentz force will change its sign if the velocity has the opposite direction. In quantum
mechanics the reversal of time is connected with complex conjugation, as a look at the time
dependence of the Hamiltonian shows. The wave functions Ψ and Ψ* are both eigenfunc-
tions of the H-operator belonging to the same energy value, provided the time dependent part
is disregarded for the moment. This is also true if the H-operator contains the electric field
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strength E. It is not true, however, if a magnetic field term is found in the Hamiltonian since
these terms are pure imaginary with the result that Ψ and Ψ* do not have to belong to the
same eigenvalue. Proof of Kramers’ theorem and time reversal are shown in Ref. [32].
2.2.3 Dipole Selection Rules
Group theory can also be applied to determine whether an optical transition is allowed in
a particular symmetry. The probability of a radiative transition between two given states
ψ1 and ψ2 is proportional to |〈ψi |µ|ψf〉|2 , where µ =
∑
i eri is the electric dipole moment
operator for electric dipole transitions, and µ =
∑
(e/2m)(li + 2si) is the magnetic moment
operator for magnetic dipole transitions.
Thus the band intensities (absorption or emission) related to an optical transition between
two states ψi and ψf depends on the value of the matrix element give by |〈ψi |µ|ψf〉|2. By
analyzing this matrix element, we can establish the selection rules for the transition.
At this point, we may invoke the Wigner-Eckart theorem, which will be utilized again
later, to establish the following selection rule:
The matrix element |〈ψi |µ|ψf〉|2 is zero unless the direct product between the irreducible
representations Γi and Γµ contains the irreducible representation associated with the final
stated Γf .
This selection rule can also be expressed as:
Γi × Γµ ⊂ Γf (2.5)
The selection rule involves the direct product between irreducible representations of a
symmetry group. This direct product is related of the product of their corresponding space
functions. The direct product between two Γj and Γk, or more, irreducible representations
of a group is a new representation whose character is given by:
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Table 2.6: The character multiplication table for C3v symmetry.
Γ1 Γ2 Γ3 Γ4 Γ5 Γ6
Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ1
Γ1 Γ3 Γ4 Γ6 Γ5 Γ2
Γ1+Γ2+Γ3 Γ4+Γ5+Γ6 Γ4 Γ4 Γ3
Γ1+Γ2+Γ3 Γ3 Γ3 Γ4
Γ2 Γ1 Γ5
Γ2 Γ6
χΓj×Γk (R) = χΓj (R)× χΓk (R) (2.6)
This representation product is, in general, reducible, although the original representations
were irreducible. Thus, the direct product Γj x Γk will be a new representation Γp, that, in
general, will be reducible. If the irreducible representation Γf appears after reducing Γp,
then the transition Γi → Γf is allowed; otherwise, it is forbidden. Therefore all we need
is the multiplication table of the proper symmetry group in order to figure out the allowed
transitions. In Table 2.6, I have given the multiplication table for C3v symmetry.
The appropriate dipole selection rules for each rare earth element will be shown in each
section corresponding to the work completed on that material. The importance of the dipole
selection rules is that by taking polarization measurements, one can simply discern between
levels of different representation, allowing you to properly classify energy transitions seen in
your experiment with the correct irreducible representation or crystal field quantum numbers.
While this does not always allow you to classify every energy level, it does greatly assist you
in doing so.
2.2.4 Group Theory and the Zeeman Effect in Rare Earth Crystals
As discussed earlier, many crystal field levels occur as two- or more- fold degenerate states.
According to Kramers’ Theorem, the degeneracy may at most be lifted to double-degeneracy
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by an electric field. The degeneracy may be wholly or partially removed by the application
of an external magnetic field. The magnetic field is usually applied in a direction parallel to
the optic axis, which is called the parallel Zeeman effect, or applied perpendicularly to the
optic axis, called the perpendicular Zeeman effect.
In general, the perturbation produced by the magnetic field on the ion will be very much
smaller than that produced by the crystal field, and thus it is advantageous to calculate the
matrix elements of (L+2S) using the basis functions that describe the crystal field levels;
that is, we first diagonalize the crystal energy matrix and then use the resulting eigenvectors
as the basis functions for calculating the magnetic splittings. In the most general case the
quantum numbers αSLJJZ will cease to be good quantum numbers and only the irreducible
representations of the point group (or equally well the crystal quantum number µ) will remain
as good quantum numbers.
For the parallel Zeeman effect the magnetic part of the Hamiltonian may be written as
Hmag = BZ (LZ + 2SZ) (2.7)
and for the perpendicular Zeeman effect as
Hmag = BX (LX + 2SX) (2.8)
Thus the matrix elements of interest will be of the form
(
fNγδΓr |(LZ + 2SZ)| fNγ′ρΓs
)
(2.9)
for the parallel effect and
(
fNγδΓr |(LX + 2SX)| fNγ′ρΓs
)
(2.10)
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Now this is similar to the technique we used for finding electric and magnetic dipole
allowed transitions, and therefore all we need to do is find out how Lz+2Sz and Lx+2Sx
transform under C3v symmetry. Just as in the previous section, this will tell us how the ex-
ternal magnetic field will effect the degeneracy of the levels, in short, telling us which levels
will split in an external magnetic field, and which will not. It turns out that the magnetic part
of the Hamiltonian transforms the same way that the magnetic dipole transitions transform,
and therefore we can use the functions labeled Lx, Ly, and Lz in Table 2.3 for each of our
rare earth elements.
One thing to note here is that when the components of the representations are not real,
we cannot use the simple method outlined since the products of the components will not
necessarily be real. For double groups the character products outlined above must be anti-
symmetrized to ensure that the products of the components of the representations are real.
For C3v symmetry and in all of our systems studied, we able to follow the theory outlined
without any need for antisymmetrization and so I have omitted that discussion here. Ad-
ditionally, we only discussed Lz+2Sz and Lx+2Sx transitions because in our symmetry the
matrix elements due to Lx+2Sx are equivalent to those of Ly+2Sy.
2.2.5 Crystal Field Quantum Numbers
One last note on group theory is in regards to crystal field quantum numbers. Now because
we are in an intermediate coupling case where neither pure Russell-Saunders coupling nor
pure j-j coupling may be applied, we essentially use the Russell-Saunders basis sets and
apply those eigenvectors to the problem at hand. When the energy matrix in the Russell-
Saunders basis is constructed and diagonalized, the off diagonal terms result in the eigen-
vectors being linear combinations of MJ states that are separated by n (a number particular
to the symmetry of the system). For our case of C3v symmetry, n=3. To get to the crystal
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Figure 2.1: Graphical representation of the crystal field quantum numbers as linear combinations of
the mj states.
quantum number, we simply take every MJ value and subtract units of 3 until we reach the
limit of possible MJ values (−J < MJ < J). The MJ values linked by units of three are
the resulting eigenvectors corresponding to each eigenvalue. You will see that there are only
three possible linear combinations of the MJ values.
Figure 2.1 shows the linear combinations of MJ ’s. For convenience, we label each linear
combination with its value closest to zero, giving us for values of µ of µ = +1
2
,−1
2
, and 3
2
.
For C3v symmetry, however, we know that in a crystal field the levels are doubly degenerate,
where the energies associated with±MJ values are equal. Therefore the energies associated
with µ = ±1
2
are also equal and we are left with µ = ±1
2
, and 3
2
as crystal field quantum
numbers. In this way each energy level associated with a particular ion in a crystal field may
be given a crystal field quantum number. Crystal field quantum numbers, just like irreducible
representations, are valid even if JZ ceases to be a good quantum number. [33]
2.2.6 Summary of Group Theory
The energy levels of rare earth ions in C3v symmetry can only be explained so well using
group theory considerations. Group theory does well, as has been shown here, to describe
the number of energy levels one can expect to see when placing an ion in a crystal field.
Likewise, the electric and magnetic allowed transitions may easily be determined. What
21
cannot be determined however, are the strength of the splittings due to Coulomb, spin-orbit,
or the crystal field interactions with the electronic structure. Finally, the crystal field quantum
number assignment can only tell you how many levels will have each assignment, and does
not give any information on the ordering of the levels. At first this may seem strange that
the levels are not in either increasing or decreasing order according to their MJ values, but
one must keep in mind that the eigenvectors corresponding to each eigenenergy are linear
combinations of MJ states linked by units of three. In order to solve for the eigenenergies
of an electron within a rare earth ion, we must construct the full Hamiltonian for the system.
The next section will outline the general procedure for simulating the energy levels, as well
as the origin of the Zeeman splittings investigated in this work. [34–38]
2.3 The Hamiltonian for a RE 4f electron
As a start, we may write the Hamiltonian for a 4f electron within a rare earth ion in free
space as,
H = − ~
2
2m
N∑
i=1
∆i −
N∑
i=1
Z∗e2
ri
+
N∑
i=1
e2
rij
+
N∑
i=1
ζ (ri) si · li (2.11)
where N = 1, 2, · · · , 14 is the number of the 4f electrons. We recognize that all the
electronic shells except the 4f shell are spherically symmetric, and therefore do not contribute
significantly to the relative positions of the 4f energy levels, allowing us to write Z*e as the
screened charge of the nucleus. The first term is the kinetic energy of the 4f electrons,
while the second term is the Coulomb interaction with the nucleus. Since the first two terms
do not remove any of the degeneracies within the configuration of the 4f electrons, these
terms are combined into a Ho that will be used as a base Hamiltonian for our perturbation
theory problem later on. The next two terms in the Hamiltonian are the mutual Coulomb
interaction (Hc) between the 4f electrons and their spin-orbit interactions (Hso). These two
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terms are responsible for the energy structure of the 4f electrons. In atomic theory there are
two limiting cases for the relative sizes of Hc and Hso.
In the case where Hc  Hso, we have the Russell-Saunders coupling, where the spin-
orbit interaction is a small perturbation on the energy level structure which is determined
by the diagonalization of Hc. In the second case, Hso  Hc, we have what is known as
j-j coupling. In both cases, perturbation theory can handle solving for the energy levels of
the system, however for rare earths, Hso is on the order of Hc. I will use Russell-Saunders
notation when referring to any level or state 2S+1LJ for rare earth ions, where S is the total
spin S = s1 +s2 +sN , L is the total orbital angular momentum L = l1 + l2 + lN , and J=L+S.
This is the notation generally used for the case of LS coupling, but it is used as a basis to
describe states as shown below. Hso being on the order of Hc means that in order to solve
the Hamiltonian for a rare earth, we must calculate the matrix elements for the Hamiltonian
H1=Hc + Hso in a set of basis functions and then diagonalize the matrix for the specific 4fN
configuration. It is common practice to use the basis set of Russell-Saunders eigenfunctions.
The Hamiltonian H1 is diagonal in J, and therefore the total matrix of energies for the 4fN
configuration can be split up into submatrices for states with the same J. These states (terms)
are then still degenerate in MJ and are a linear combination of states (terms) with different
L and S but the same J.
2.3.1 Constructing the Energy Matrix Elements
Here I will give a description of the general procedure for obtaining the energy matrix el-
ements that will be used to find the eigenenergies for an ion of interest. The eigenenergies
will correspond to particular eigenfunctions which will be the states of your system. In or-
der to look at the intermediate coupling case that we have in the rare earth ions, it is useful
to first calculate the matrix elements for the coulomb and the spin-orbit Hamiltonian terms
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separately.
For the Coulomb interaction, the matrix elements will have the form,
(
f 2SLMsML
∣∣∣∣( e2r12
)∣∣∣∣ f 2S ′L′M ′sM ′L) (2.12)
where 1
r12
can be rewritten in terms of Legendre polynomials,
1
r12
=
∑
k
(
rk<
rk+1>
)
Pk (cosω12) (2.13)
where r< and r> are the smaller and larger of the radii of the two electrons, and
Pk (cosω12) =
4pi
2k + 1
∑
q
Y ∗kq (ϑ1, φ1)Y
∗
kq (ϑ2, φ2) (2.14)
where Yqk are spherical harmonics. Now if we define the tensor operators Cqk as
Ckq =
(
4pi
2k + 1
) 1
2
Yqk (2.15)
it results in Coulomb matrix elements of the form,
∑
k
(
f 2SLMsML
∣∣∣∣(e2rk<rk+1> Ck (1) · Ck (2)
)∣∣∣∣ f 2S ′L′M ′sM ′L) (2.16)
The object is to write the Hamiltonian interactions in terms of tensor operators because
you can calculate the dependence of a projection quantum number on its momentum using
the Wigner-Eckart theorem.
To outline the use of the Wigner-Eckhart theorem, I will follow Hufners example in
Ref. [37], which uses the example of matrix elements between two states with momentum j
and its projection m:
(γjm |Tkq| γ′j′m′) = (−1)j−m (γj ‖Tkq‖ γ′j′)
(
j k j′
−m q m′
)
(2.17)
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where (‖‖) is a so-called reduced matrix element and the last factor is a 3j symbol. γ
stands for all quantum numbers on which the tensor operator does not act. This allows you
to find the dependence of momentum j on is quantum number m.
The problem now is to calculate the reduced matrix element; to do this, we have to know
the nature of Tkq and of j. It is customary to normalize the reduced matrix such as (l ‖ Tk ‖ l)
in such a way that (l ‖ Tk ‖ l) = 1 where l is the angular momentum of an electron. A
normalization which will be found to be quite useful is
(l ‖Ck‖ l′) = (−1)l[(2l + 1) (2l′ + 1)]
1
2
(
l k l′
0 0 0
)
(2.18)
Let us now consider the case of j1 and j1, the momenta of two systems (each electron)
that couple to J, the momentum of the total system. It can be shown that we may write the
matrix elements of the product of two different operators which act on only one part of the
system as
(γj1j2JMJ |Tk · Uk| γj′1j′2J ′M ′J) = (−1)j
′
1+j2+JδJJ ′δMM ′J ×(
j1 j2 J
j2 j1 k
)∑
γ′′
(γj1 ‖Tk‖ γ′′j′1) (γ′′j2 ‖Uk‖ γ′j′2) (2.19)
Using this equation in conjunction with the relation of reduced matrix elements to doubly
reduced matrix elements,
(γj1j2JMJ ‖Uk‖ γj′1j′2J ′M ′J) = δj1j′1(−1)j
′
1+j
′
2+J+K{(2J + 1) (2J ′ + 1)} 12 ×(
J k J ′
j′2 j1 j
′
2
)
(γj2 ‖Uk‖ γ′j′2) (2.20)
we may write down the matrix elements for not only the Coulomb interaction, but also
later for the electrostatic crystal field potential.
25
Now we are in the position to write the Coulomb energy matrix elements, which only
acts on the angular momentum l, using Equation 2.19 where Uk = Tk = Ck, as
∑
k
fk (r)
(
f 2SLMsML |(Ck (1) · Ck (2))| f 2S ′L′M ′sM ′L
)
=
∑
k
fk (r)(−1)2l+LδLL′δMLM ′LδSS′δMSM ′S
(
l l k
l l L
)
(l ‖Ck‖ l)2 (2.21)
This technique allows you to write all of the matrix elements for any interaction in terms
of reduced matrix elements, for which everything but the radial integral may be looked up in
tables by Nielson and Koster. [39]
For the radial integral for the coulomb matrix elements, a common definition is used,
fk (r) = F
k = e2
∫ (
rk<
rk+1>
)
R24f (r1)R
2
4f (r2) dr1dr2 (2.22)
where only the F0, F2, F4, and F6 are non-zero.
The spin-orbit coupling Hamiltonian is a simple example of a product tensor operator,
where each tensor is rank one and acts on the spin and orbit separately. For this case the
formulas simplify considerably and one can obtain the matrix elements for the spin-orbit
Hamiltonian,
(
f 2SLMsML
∣∣∣∣∣
N∑
i=1
ξ (ri) (si · li)
∣∣∣∣∣ f 2S ′L′M ′sM ′L
)
(2.23)
As for the spin-orbit coupling parameter, from the assumed equivalence of the 4f elec-
trons it follows that this parameter is also equal for all 4f electrons, and is defined as the
radial integral
ξ4f =
∫
R24fξ (r) dr (2.24)
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The matrix elements of the spin-orbit coupling are responsible for the mixing of states
with the same J but for different L and S. The diagonal matrix elements are obtained by the
familiar formula,
(
fN ... |HSO| fN ...
)
= ξ
(
λ
2
)
[J (J + 1)− L (L+ 1)− S (S + 1)] (2.25)
where λ is a constant for a state with given L and S.
As explained earlier, for rare earth ions, the coulomb interaction and the spin-orbit in-
teraction are on the same order of magnitude. In calculating the actual energy levels for a
given 4fN configuration, one has so set up the matrix for each J with all of the coulomb and
spin-orbit matrix elements. The parameters F2, F4, F6, and ξ4f are treated as free parameters
that are adjusted to the experimentally observed energy levels.
When the rare earth ion is introduced into a crystal field, the effect on the Hamiltonian
is to add an additional perturbation term Vcrystal field that both shifts the energy levels and
lowers the degeneracy of the multiplets even further depending on the symmetry of the lattice
site. The crystal field potential takes on the form (in Wybourne notation):
V = −
∑
i
∫
eiρ (R)
|R− ri|dτ = −
∑
k,i
ei
∫
ρ (R)Pk (cos (R, ri))
rk<
rk+1>
dτ (2.26)
where r< and r> are, respectively, the smaller and larger value of R and ri. To continue,
we write the Legendre polynomials in terms of spherical harmonics, and then finally in terms
of operators,
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V = −
∑
k,q,i
ei
∫
ρ (R)
4pi
2k + 1
(−1)qYkq (ϑi, ϕi)Yk−q (ϑ, ϕ) r
k
<
rk+1>
dτ
= −
∑
k,q,i
ei
∫
(−1)qρ (R)Ckq (ϑi, ϕi)Ck−q (ϑ, ϕ) r
k
<
rk+1>
dτ
≡
∑
k,q,i
BkqCkq (ϑi, ϕi) (2.27)
where the crystal field parameter Bqk is defined as
Bkq = −e
∫
(−1)qρ (R)Ck−q (ϑ, ϕ) r
k
<
rk+1>
dτ (2.28)
Here we are now in position to start writing out the matrix elements in order to solve for
the crystal field perturbed energy levels. This is done the same was as was done with the
Coulomb matrix elements, where we write the interaction potential in terms of operators,
then using reduced matrix elements, we can utilize tables of 3j and 6j symbols to simplify
the eigenvalue problem. Again, we reduce the problem to a situation where we must now
fit experimentally measured energy levels to the solutions to the eigenvalue problem to find
the best fit for the crystal field parameters Bkq. The matrix elements are diagonal only in S,
and the formulas make it possible to evaluate matrix elements between states of different J
as well, which can be important for close-lying free ion terms.
We may simplify the problem by writing down which crystal field parameter of (k,q) are
non zero. The triangular condition for the evaluation of matrix elements states that if in a
matrix element an operator of rank k connects angular momenta l1 and l2 so that the matrix
element is nonzero, the condition l1 + l2 ≤ k must hold. This means that for the f electrons
k ≤ 6 since l1 + l2 is always less than or equal to 6. Additionally, since the crystal field
splittings are real energy levels, the matrix elements have to be real and hence the condition
that k is even holds. The number of nonzero terms is then further restricted by the point
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symmetry at the site of the rare earth ion of the crystal. For C3v symmetry, we are left with
values for q=0, 3, 6. Therefore we may write the crystal field interaction potential as:
V =
∑
k,q
BkqC
k
q = B
2
0C
(2)
0 +B
4
0C
(4)
0 +B
4
3
(
C
(4)
−3 − C(4)3
)
+B60C
(6)
0 +B
6
3
(
C
(6)
−3 − C(6)3
)
+B66
(
C
(6)
−6 − C(6)6
)
(2.29)
If a great number of crystal field energy levels have been determined experimentally,
these energy levels are analyzed by evaluating the matrix elements of Ckq and by treating
Bkq as adjustable parameters. [37, 40, 41]
2.3.2 The final perturbation: The Electronic Zeeman interaction
Finally, the most critical part of this work is how the application of magnetic fields will affect
the energy levels of the crystal field perturbed levels under the Zeeman interaction potential.
Thus far, we have considered effects in descending perturbation strengths, with the exception
of the spin-orbit interaction and the coulomb interaction between electrons, which are on the
same order. In this last interaction that we consider, it is quite a logical question to ask
whether or not the Zeeman is indeed a lesser interaction than the crystal field potential, and
it will be shown that the experimental results will lead us into both regimes, the first where
the Zeeman interaction is simply a perturbation, and the second when the Zeeman splittings
become larger than the crystal field splittings.
H is defined as a modification of B due to magnetic fields produced by material media,
or
H ≡ 1
µo
B−M (2.30)
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The magnetization of the media, M, is defined as the magnetic dipole moment per unit
volume. It is very helpful to think of H as the field that is produced by the flow of free current
(which is what we control when we run current through the superconducting coils), and M
as the fields attributed to bound currents in the material.
Materials that obey the relation of M=χmH are called linear media, where χm is called the
magnetic susceptibility of media ’m’. If we plug that into Equation 2.30, B = µo (H + M) =
µo (1 + χm) H for a linear media. For these materials, we get B = µmH, where µm is defined
as µm ≡ µo (1 + χm) and is called the permeability of the material. Since (1 + χm) is simply
a dimensionless factor, some texts define κm as κm = (1 + χm) /µo which is called the
relative permeability. In vacuum the magnetic susceptibility vanishes, and the permeability
is µo which is why it is called the permeability of free space. It is also very important to say
that in a perfect diamagnet, such as a superconductor, all flux is excluded from its interior
so that B=0 and χ=-1 so that the H that we apply to our sample is simply B/µo. Therefore,
outside of the coils, we can simply convert H to B (µair ≡ 1.00000037µo) since there are
no bound currents enclosed by our Ampere loop. This means that the magnetic field created
from running a free current I through superconducting coils can be solved using the familiar
Ampere’s law,
∮
H · dl = Ifenc (2.31)
Since the term “magnetic field” (meaning B) is used almost universally in the field of
magnetic resonance, I will use “magnetic field” for the quantity B in units of Tesla (T =
kg − s−1C−1).
If we recall the basic physics of the interaction of a magnetic field with a total magnetic-
dipole moment µ, we can write down the usual potential energy of orientation,
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∆E = −µ ·H = −µBH (2.32)
where µB is the component of µ in the direction of the applied H. Using the usual deriva-
tion found in e.g. Eisberg and Resnick [], in the case of L-S coupling with the assumption
that J is a good quantum number, we can write down the Zeeman interaction potential and
the potential energy of orientation as,
HZ = µbH · (L + 2S) (2.33)
∆E = µbHgm (2.34)
where,
g = 1 +
j (j + 1) + s (s+ 1)− l (l + 1)
2j (j + 1)
(2.35)
is called the Lande g-factor, which determines the ratio of the total magnetic dipole
moment to the total angular momentum in states where that angular momentum is partly
spin and partly orbital. The quantity µb is the natural form of unit for the measurement of
atomic magnetic dipole moments, and is called the Bohr magneton, which in units of eV·T−1
is equal to,
µb = 5.788381755× 10−5eV · T−1 (2.36)
Just like our previous Hamiltonian components, we need to find the matrix elements
between two states with the interaction of the Zeeman potential,
(JΓ |(Lz + 2SZ)| JΓ′) Parallel Zeeman effect (2.37)
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For rare earth ions, which are not in a state of pure L-S coupling, the states are linear
combinations of states with different MJ values (as was shown in the group theory section),
such that
|) = a1 |MJ1 ) + a2 |MJ2 ) + · · · (2.38)
then we obtain for the matrix elements,
(JΓ |(Lz + 2SZ)| JΓ′) = µbgJH‖
[∣∣a21∣∣MJ1 + ∣∣a22∣∣MJ2 + · · ·] (2.39)
The point here is that when we apply a magnetic field to our samples, and subsequently
measure the effective g-factor, we are really measuring gJ [|a21|MJ1 + |a22|MJ2 + · · ·] , which
is sometimes called the splitting factor. Through this formula, it is possible to then fit our
data and solve for the coefficients a1, a2, · as well as for the Lande g-factor. This would be
able to give us an idea of how far away from true LS coupling we really are in our sys-
tem. This example was for an applied H fields parallel to the z-axis (c-axis for RE:GaN). In
general, the g-factor is a tensor,
g =

gxx gxy gxz
gyx gyy gyz
gzx gzy gzz
 (2.40)
whose components may be solved for experimentally by rotating the crystal in the applied
H field.
The Zeeman interaction potential of an ion with axial symmetry may be written as,
HZeeman = µbH
(
g‖mj cos Θ + g⊥mj sin Θ
)
+ A‖SZIZ + A⊥ (SXIX + SY IY ) (2.41)
The first term is the electronic interaction where mj is the z-component of the total an-
gular momentum. The second term represents the hyperfine interaction of an electron with
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effective spin SZ and the nucleus with effective spin I. Θ represents the angle between the
applied magnetic field and the primary symmetry axis of the defect (the c-axis in RE:GaN)
Because we are not doing EPR, where you can see the effects of the smaller hyperfine
interaction terms, we focus on the electronic Zeeman effect,
HZeeman = βH
(
g‖mj cos Θ + g⊥mj sin Θ
)
(2.42)
The effective g-factor is found to be given by the positive square root of,
g2 = g2⊥sin
2θ + g2‖cos
2θ (2.43)
with a g-tensor of,
gaxial symmetry =

g⊥ 0 0
0 g⊥ 0
0 0 g‖
 (2.44)
and finally the average g-factor is given by,
gavg =
1
3
(gx + gy + gz) =
1
3
(
g⊥ + g⊥ + g‖
)
=
1
3
(
2g⊥ + g‖
)
(2.45)
For further review and discussion of the Zeeman effect and its relation to effective g-
factors and EPR measurements, I would direct the reader to Ref. [42–46]
2.3.3 The Hamiltonian: Summary
Through this section we have taken a look at the components of the Hamiltonian of the
electron in a rare earth ion in order to lay out the background for a thorough investigation into
the perturbation techniques required to solve for eigenenergies of the system. We started with
the Hamiltonian for a free ion, then worked into the perturbation introduced by a crystal field,
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and then finally imposed the perturbation of a magnetic field on the system. This section has
provided the background for where the reported g-factors have been derived from, with the
ability for one to connect this work to Electron Paramagnetic Resonance (EPR) studies,
which investigate the g-factors of ground state electrons at, in general, low temperatures.
The magneto-optic purpose of this work is to experimentally determine the g factors of
each level due to Zeeman splitting and compare them to theoretically determined g values
calculated by others, or to be used as a reference for future theoretical studies.
2.4 General Properties of GaN
Before describing in detail the electronic structure of each ion for this work, a brief discus-
sion of the III-V semiconductor Gallium Nitride is given. It has a hexagonal wurtzite crystal
structure which is shown in Figure 2.2. Some general properties of Gallium Nitride are
shown in Table 2.7. It has very favorable thermal properties, which lend itself well to high
powered lasers and electroluminescence lighting applications. The crystal may be grown
and doped with rare earth ions via several methods. [11] Gallium Nitride is usually grown
on a substrate of c-plane sapphire with minimal lattice mismatch; however there are many
materials that GaN can be grown on with varying amounts of lattice mismatch. [11]
An important feature of GaN is the intrinsic electric and strain induced piezoelectric
field that may be found, which has been known to cause several device issues in multiple
quantum well structures. [48] The intrinsic electric field originates during the growth order
of the Ga and N layers and the lack of inversion symmetry for a crystal with C3v symmetry.
The strength of the intrinsic electric field varies, but may be on the order of 0.65MV/cm as
shown for InGaN QW’s. The strain induced piezoelectric field originates from the lattice
mismatch of the GaN and its substrate. The strength of the piezoelectric field due to strain
in GaN along the c-axis may be written as:
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Table 2.7: General properties of hexagonal wurtzite Gallium Nitride
Properties
Molecular formula GaN
Molar mass 83.73 g/mol
Appearance yellow powder
Density 6.15 g/cm3
Melting Point >2500◦C [47]
Band gap 3.41 eV (300k, direct)
Electron mobility 440 cm2/(V-s) (300K)
Thermal conductivity 1.3 W/(cm-K) (300K)
Refractive index 2.429
Crystal structure wurtzite
Coordination geometry Tetrahedral
E =
2d31
ε
(
c11 + c12 − 2c
2
12
c33
)
εxx (2.46)
where d31 is the relevant piezoelectric constant, cij are the elastic constants, ε is the static
dielectric constant and εxx is the fractional strain given by asae − 1; as and ae are the lattice
constants of the substrate and the epitaxial layer, respectively [49]. Thus, the field strength
is a strong function of the lattice mismatch, and symmetry is present in a group III-nitride
heterojunction since the sign of εxx depends on the order of the growth of the layers. [50]
2.5 Nd3+ and Er3+ Electronic Structure
In this section, I will look at several aspects of Er3+ and Nd3+ ions. The mathematical
treatment for each ion is almost identical; the difference being that the sign of the spin-orbit
interaction is reversed because the atom acts as if it has positively charged holes instead
of negatively charged electrons, reversing the relative orientation of the magnetic dipole
moment and angular momentum vectors. This results in the energy level with maximum j
being the lowest for Er3+, apposed to minimum j being the lowest for Nd3+. For both ions,
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Figure 2.2: Hexagonal wurtzite crystal structure of Gallium Nitride with the c-axis shown. The c-axis
is the axis of growth for all samples in this work.
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the two electrons in the 6s shell, and one electron from the 4f shell have been stripped away
so that there are only three electrons (Nd3+) or eleven electrons (Er3+) remaining in the 4f
shell following the [Xe]-configuration.
The nomenclature of the electronic transitions of the intra-4f electronic transitions have
been extensively discussed in the introduction, so here I will summarize the keys points
in applying the theory to the specific cases of Nd3+ and Er3+. Only electronic transitions
limited to the 4f shell, which differ only in the different combinations of orbital and spin
angular momentum, are of importance to this work. First, for the characterization of the
energetic levels, the ions are first considered to be free ions. The strongest interaction which
the 4f electrons experience comes from the centrally symmetric electric field of the core
and the other filled shells of the ions. This field leads only to an energetic shift of the
whole 4f configuration, the same as the kinetic energy of the electrons. Due to the Coulomb
interaction between the electrons the orbital momenta couple to the total orbital momentum
L and the electron spins couple to the total electron spin S. This leads to the splitting of the 4f
configuration into terms. For both the three electrons of the Nd3+ ion and the three holes of
the Er3+ ion, the coupling of their individual orbital momentum the total orbital momentums
can take on the values of L = 0, 1, 2 · · · 8 (Where L=9 states are forbidden according to the
Pauli exclusion principle and from the necessity of anti-symmetric total wave functions for a
system of fermions (See Appendix 1 for more detail). For both ions the total spin, the values
of S= 1
2
, 3
2
are possible, all though not all combinations of S and L are allowed according to
exclusion and symmetry. If we follow Hund’s Rule and write out the energy levels neglecting
spin-orbit or Coulomb interactions, we get (in Russell-Saunders notation) 4I, 4S, 4F, 2H, 2G,
4G, 2K, 2P, 2D, 2I, 2L, 4D as our allowed terms. [51] A further lowering of degeneracy comes
from the spin-orbit and Coulomb interactions. The two limiting cases have been discussed,
and where it is known that the Coulomb and spin-orbit interactions are roughly equal to each
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other, the case of intermediate coupling case can be assumed. In this case the states are
degenerate in MJ and are a linear combination of states with different L and S but the same
J. The nomenclature of states is still according to the symbols of the LS-coupling, however
now involve linear combinations as stated. In the scheme of LS-coupling the new quantum
number J is introduced with the possible values from | L−S | to | L+S |. The total angular
momentum J is (2J+1)-fold degenerate, where the eigenfunctions differ in the value of the
magnetic quantum number MJ . Nd3+ and Er3+ have 41 multiplets in the 2S+1LJ -notation.
The twenty energetically lowest multiplets are shown in Figure 2.3 for Nd3+. In Figure 2.4
the four energetically lowest multiples are shown for Er3+.
2.5.1 Nd3+ and Er3+ Defect in GaN
In this section the Nd3+/Er3+ defect in Gallium Nitride will be introduced, with an emphasis
on the subsequent crystal field splittings. If the Nd3+/Er3+ ion is introduced into a solid
with an assumed electrostatic crystal field, the potential perturbs the Nd3+/Er3+ ions energy
levels and degeneracy. The effect of this perturbation is usually small due to the effective
shielding of the 4f-electrons. All interactions between the Nd3+/Er3+ ions and the solid
are summarized in the crystal field. The charge distribution of the partially filled f-shell is
not centro-symmetric in the solid but rather contains different electric multipoles, which are
interacting with the crystal field. The different orientations of the electric multipoles cor-
respond to different orientation energies which leads to the total or partial removal of the
orientational degeneracy of the (2J+1)-fold degenerate multiplets. The degenerate multiplets
split in the crystal field multiplets as schematically shown in Figure 2.3 and 2.4 for the rele-
vant multiplets for this research. The amount of generated crystal field sublevels, also called
Stark sublevels, and their splitting depends on the host material and the symmetry of ion in
the crystal field. For Nd3+- and Er3+-doped gallium nitride, RBS and SIMS measurements
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Figure 2.3: The twenty energetically lowest multiplets of Nd3+ ions placed in a C3v crystal field.
The relevant transitions for this work are indicated along with the expected polarization
for each emission/absorption line.
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Figure 2.4: The four energetically lowest multiplets of Er3+ ions placed in a C3v crystal field. The
relevant transitions for this work are indicated along with the expected polarization for
each emission/absorption line.
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Table 2.8: Allowed electric dipole transitions between states with crystal quantum numbers as la-
beled and their corresponding polarizations. The magnetic dipole transitions for are the
same.
µ −1
2
+1
2
+3
2
− 1
2
pi σ
+ 1
2
σ pi σ
+ 3
2
σ pi
have identified the lattice locations as substitutional Ga sites which have C3v symmetry and
for which all of the degeneracy, except for Kramers’ degeneracy, is removed. If we follow
the group theory method, then we find that the number of crystal field levels for one multiplet
is calculated as J+1/2 for non integer numbers of J. [1, 17]
The transitions between 4f levels are in principle electric dipole forbidden due to the
parity selection rule. The admixtures of other parity wavefunctions (in this case mostly 5d-
wavefunctions) due to the interaction with the internal crystal field make those transitions
possible. I have shown how one can use group theory to determine the allowed electric
dipole transitions, and whether or not these transitions will be σ or pi polarized. For the case
of each of these ions in Gallium Nitride with C3v symmetry, the crystal field split levels may
only take on values of the crystal field quantum number µ = ±1
2
, 3
2
. This is the case for
any rare earth that has an odd number of electrons in the valence shell. In Table 2.8, I show
the results of allowed electric dipole transitions and their corresponding polarizations. It
turns out that the allowed magnetic dipole transitions are the same for Kramers’ ions in C3v
symmetry. These polarization of each transition is labeled on Figure 2.3 and 2.4 for levels
relevant to this work.
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2.5.2 Nd3+/Er3+:Applied Magnetic Fields
The Nd3+/Er3+ ion in the presence of a crystal field has almost all of its degeneracy removed,
except for Kramers’ degeneracy, which simply says that the electric field can only reduce the
degeneracy of a system to 2-fold degeneracy. In order to further lower the degeneracy to its
lowest value, a magnetic field must be applied.
Now using the same technique we used for finding electric and magnetic dipole allowed
transitions, we utilize our knowledge of how the Zeeman interaction potentials, Lz+2Sz and
Lx + 2Sx, transform under C3v symmetry. The magnetic part of the Hamiltonian transforms
the same way that the magnetic dipole transitions transform, and therefore we can use the
functions labeled Lx, Ly, and Lz in Table 2.3 to determine which levels will split in a mag-
netic field. The result is that we can get non-zero values for the splitting of all levels when the
magnetic field is parallel to the c-axis, and for the case of the magnetic field perpendicular to
the c-axis, we have a non-zero splitting for crystal quantum number of µ = ±1
2
. Therefore
we expect levels with µ = ±1
2
to split only when the magnetic field is applied parallel to the
c-axis of our crystal. In Figures 2.5 , we now can display all of the relevant levels as well as
whether or not we expect a Zeeman splitting for each level with magnetic field orientation
parallel or perpendicular to the c-axis. One aspect of this research is to label each level with
an energy value relative to ground state energy, as well as measuring the g-factors of each
level to verify that the levels are labeled with the correct crystal field quantum numbers.
2.5.3 Nd3+ and Er3+ within the GaN Bandgap
Throughout the discussion of Nd3+ and Er3+ and their electronic structure, we have included
the discussion of how the crystal field symmetry and applied magnetic fields affect the de-
generacies of the electronic structure, but what has not been discussed is how this relates to
the band structure of Gallium Nitride.
42
Figure 2.5: This figure shows the allowed Zeeman splittings depending on the H orientation as com-
pared to the c-axis of GaN:Nd. We can match our experimental results to this map to see
what levels correspond to what crystal field quantum number.
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Figure 2.6: This figure shows the allowed Zeeman splittings depending on the H orientation as com-
pared to the c-axis of Gan:Er. We can match our experimental results to this map to see
what levels correspond to what crystal field quantum number.
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Gallium Nitride is a group III-V semiconductor, although is sometimes considered an
insulator due to its large bandgap (3.41 eV). The use of GaN doped with rare earths in
device application is of great interest because of the utilization of energy transfer from above
band gap excitation of GaN to the rare earth ions, which then emit at particularly useful
wavelengths. The point of this section is to show the levels that can be accessed by exciting
the GaN and utilizing a transfer of energy from the host to the rare earth ions. Therefore
the levels of interest are only levels that lie beneath the 3.41 eV band gap level of GaN. In
Figures 2.7 and 2.8, I have shown in Figure 2.7 a more simplified way the energy levels that
we access directly in relation to the host material. In this diagram the valence band of GaN
has been aligned energetically to the ground state of the ions, as I will do for the case of Eu3+
as well. It has been shown that actual ground states of the ions compared to the valence band
of GaN varies, with Er3+ and Nd3+ ground states lying roughly 1.4 eV below the valence
band. [52]
2.6 Eu3+ Electronic Structure
In this section, similar to the Er3+ and Nd3+ sections, I will discuss the particular energy
levels of the Eu3+ ion from the case of the free ion to the situation in GaN. For the Eu ion,
the two electrons in the 6s shell, and one electron from the 4f shell have been stripped away
so that there are only six electrons remaining in the 4f shell following the [Xe]-configuration.
The nomenclature of the electronic transitions of the intra-4f electronic transitions have
been extensively discussed in the introduction, so here I will summarize the keys points in
applying the theory to the specific case Eu3+. Only electronic transitions limited to the 4f
shell, which differ only in the different combinations of orbital and spin angular momentum,
are of importance to this work. First, for the characterization of the energetic levels, the
ions are first considered to be free ions. The strongest interaction which the 4f electrons
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Figure 2.7: This figure shows the relative electronic levels of Nd3+ in relation to the GaN band gap.
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Figure 2.8: This figure shows the relative electronic levels of Er3+ in relation to the GaN band gap.
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experience comes from the centrally symmetric electric field of the core and the other filled
shells of the ions. This field leads only to an energetic shift of the whole 4f configuration,
the same as the kinetic energy of the electrons. Due to the Coulomb interaction between the
electrons the orbital momenta couple to the total orbital momentum L and the electron spins
couple to the total electron spin S. This leads to the splitting of the 4f configuration into
terms. For the six electrons of the Eu ion, the coupling of their individual orbital momentum
the total orbital momentums can take on the values of L = 0, 1, 2, · · · 18 (although not all of
the levels are allowed, see Appendix 1). For both ions the total spin, the values of S=2, 3 are
possible, all though not all combinations of S and L are allowed according to exclusion and
symmetry. If we follow Hund’s Rule and write out the energy levels neglecting spin-orbit or
Coulomb interactions, we get for the levels with highest and second highest multiplicity as
(in Russell-Saunders notation) 7F, 5D, 5L, 5G, 5H, 5I, 5F, 5K, 5P, 5S as our allowed terms. [51]
A further lowering of degeneracy comes from the spin-orbit and Coulomb interactions. The
two limiting cases have been discussed, and where it is known that the Coulomb and spin-
orbit interactions are roughly equal to each other, the case of intermediate coupling case can
be assumed. In this case the states are degenerate in MJ and are a linear combination of
states with different L and S but the same J. The nomenclature of states is still according to
the symbols of the LS-coupling, however now involve linear combinations as stated. In the
scheme of LS-coupling the new quantum number J is introduced with the possible values
from | L − S | to | L + S |. The total angular momentum J is (2J+1)-fold degenerate,
where the eigenfunctions differ in the value of the magnetic quantum number MJ . The two
energetically lowest multiplets are shown in Figure 2.9 for Eu3+.
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Figure 2.9: The ten energetically lowest multiplets of Eu3+ ions placed in a C3v crystal field. The
relevant transitions for this work are indicated along with the expected polarization for
each emission/absorption line.
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2.6.1 The Eu3+ Defect in GaN
In this section the Eu3+ defect in Gallium Nitride will be introduced with and emphasis
on the subsequent crystal field splittings and transition polarizations. If the Eu3+ ion is
introduced into a solid with an assumed electrostatic crystal field, the potential perturbs the
Eu3+ ions energy levels and degeneracy. The effect of this perturbation is usually small due
to the effective shielding of the 4f-electrons. All interactions between the Eu3+ ions and the
solid are summarized in the crystal field. The charge distribution of the partially filled f-shell
is not centro-symmetric in the solid but rather contains different electric multipoles, which
are interacting with the crystal field. The different orientations of the electric multipoles
correspond to different orientation energies which leads to the total or partial removal of the
orientational degeneracy of the (2J+1)-fold degenerate multiplets. The degenerate multiplets
split in the crystal field multiplets as schematically shown in Figure 2.9 for the relevant
multiplets for this research. The amount of generated crystal field sublevels, also called
Stark sublevels, and their splitting depends on the host material and the symmetry of ion in
the crystal field. For both Eu3+-doped gallium nitride, RBS and SIMS measurements have
identified the lattice locations as substitutional Ga sites, which has C3v symmetry and most of
the degeneracy is removed [53]. The only degeneracy that is not removed is that states which
have the crystal quantum number of µ = ±1
2
are energetically equivalent in the absence of
a magnetic field. If we follow the group theory method, then we find that the number of
crystal field levels for one multiplet is given according to Table 2.1 found in the group theory
section of the introduction.
The transitions between 4f levels are in principle electric dipole forbidden due to the
parity selection rule. The admixtures of other parity wavefunctions (in this case mostly 5d-
wavefunctions) due to the interaction with the internal crystal field make those transitions
possible. I have shown how one can use group theory to determine the allowed electric
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Table 2.9: Allowed electric dipole transitions between states with crystal quantum numbers as la-
beled and their corresponding polarizations. The magnetic dipole transitions for are the
same.
µ A1 A2 E
A1 pi pi σ
A2 pi σ
E piσ σ σ
dipole transitions, and whether or not these transitions will be σ or pi polarized. For the case
of each of these ions in Gallium Nitride with C3v symmetry, the crystal field split levels may
only take on values of the crystal field quantum number µ = 0,±1. This is the case for any
rare earth that has an even number of electrons in the valence shell. In Table 2.9, I show
the results of allowed electric dipole transitions and their corresponding polarizations. These
transitions are labeled on Figure 2.9 as well for the levels relevant for this work.
2.6.2 Eu3+: Applied Magnetic Fields
The Eu3+ ion in the presence of a crystal field has almost all of its degeneracy removed. For
the case of Eu3+, you are allowed nondegenerate levels in the crystal fields because it is not
a Kramers’ ion. In order to further lower the degeneracy of the remaining levels, a magnetic
field must be applied.
Now using the same technique we used for finding electric and magnetic dipole allowed
transitions, we utilize our knowledge of how the Zeeman interaction potentials, Lz+2Sz and
Lx+2Sx, transform under C3v symmetry. The magnetic part of the Hamiltonian transforms
the same way that the magnetic dipole transitions transform, and therefore we can use the
functions labeled Lx, Ly, and Lz in Table 2.3 to determine which levels will split in a mag-
netic field. The result is that in we will only get non-zero values for the splitting of all levels
with crystal quantum number µ = ±1 when the magnetic field is parallel to the c-axis. For
the case of the magnetic field perpendicular to the c-axis we expect to have no splittings for
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Figure 2.10: This figure shows the allowed Zeeman splittings depending on the H orientation as
compared to the c-axis of GaN:Eu. We can match our experimental results to this map
to see what levels correspond to what crystal field quantum number.
any levels. In Figure 2.10, we now can display all of the relevant levels as well as whether
or not we expect a Zeeman splitting for each level with magnetic field orientation parallel
or perpendicular to the c-axis. One aspect of this research is to label each level with an en-
ergy value relative to ground state energy, as well as measuring the g-factors of each level to
verify that the levels are labeled with the correct crystal field quantum numbers.
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2.6.3 Eu3+ within the GaN Bandgap
Throughout the discussion of Eu3+ and its electronic structure, we have included the discus-
sion of how the crystal field symmetry and applied magnetic fields affect the degeneracies
of the electronic structure, but what has not been discussed in how this relates to the band
structure of Gallium Nitride.
Gallium Nitride is a group III-V semiconductor, although is sometimes considered more
of an insulator due to its large bandgap (3.41 eV). The use of GaN doped with rare earths
in device application is of great interest because of the utilization of energy transfer from
above band gap excitation of GaN to the rare earth ions, which then will emit at particularly
useful wavelengths. The point of this section was that I wanted to show the levels that can be
accessed by exciting the GaN host structure. Therefore the levels of interest are only levels
that lie beneath the 3.41 eV band gap level of GaN. In Figure 2.11, I have shown in a more
simplified way the energy levels that we access directly in relation to the host material.
In the next section, the experimental setup will be outlined, followed by several tech-
niques that will be used in Chapters 4, 5, and 6.
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Figure 2.11: This figure shows the relative electronic levels of Eu3+ in relation to the GaN band gap.
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Chapter 3
Experimental Basics
3.1 Experimental Setup
The objective of this chapter is to review the experimental technique of combined excitation
spectroscopy for the detailed characterization of incorporation sites of dopants into a given
host material. Excitation and emission spectroscopy are standard methods commonly used
to study correlated absorption-emission transitions. However, sometimes several absorption
and emission transitions are energetically very close, which makes it difficult to distinguish
them. For this reason, it is important to systematically measure the emission spectra over a
dense range of excitation energies. We employ the use of array detectors, which allow for
fast measurement of the individual spectrum with high reproducibility, while we change the
excitation photon energy in small steps over the whole spectral range where absorption is ex-
pected. This is the basic idea behind Combined Excitation-Emission Spectroscopy (CEES).
The basic setup is shown in Figure 3.1. To encourage adoption of this technique and dupli-
cation of our set-up, we give here all details of our implementation. Readers familiar with
the technique may choose to skip this section.
Measuring a large number of emission spectra during slight variation of the excitation
photon energy leads to a two-dimensional data set of intensity as a function of both excitation
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Figure 3.1: Configuration for typical combined excitation emission spectral scan. The sample sits in
a cryostat at 4K.
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photon energy and emission photon energy, which can be best visualized in a contour plot
or an image plot. In a contour plot, points of the same intensity are connected by a line
similar to contour lines in a topographic map. The image plot assigns a color scale to the
intensity. Intensity maxima correspond to excitation and emission maxima. The contour and
image plots allow for relatively quick visual inspection of the spectral information, including
identification of different defect sites which are only slightly separated in energy as well as
the exact determination of excitation and emission lines. Image plots can be further treated
with all the tools available in Image processing software to enhance contrast for a particular
subset of data. For more rigorous analysis, we can extract excitation and emission spectra
for any given energy in the region of our scan. Due to the limitation of the color scale this
has to be done whenever relative intensities are to be compared.
The fiber coupled laser indicated in Figure 3.1 was either an Argon Ion laser (manufac-
turer: Coherent, model: Innova 90 or Innova 200), an Argon Ion laser pumped dye laser
(manufacturer: Coherent, model 590), external cavity diode laser (manufacturer: Sacher
Lasertechnik, model Littman 500) or telecom-style tunable semiconductor laser for 1.5m
(Photonetics Model: Tunics-Plus), which was amplified using a Er-doped fiber amplifier
(IPG Photonics) The dye laser wavelength is tunable by turning a three-stage birefringent
filter and the ECL wavelength is tunable by turning the grating of the external cavity. In both
cases, the wavelength tuning was performed by a personal computer controlled stepping mo-
tor. The stepping motor controller (manufacturer: Portescap, Inc., model: IM-483) received
the step signal from the counter output of a multi-purpose digital analog PC interface card
(manufacturer: National Instruments, model: DAQ 6025E). The line width of the dye-laser
was about 500 MHz (≈ 0.0006 nm linewidth @ 600 nm) and in the case of the ECL about
100 KHz (≈3.2x10−16 m linewidth @ 980 nm). In all experiments, the line widths of the
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lasers were smaller than the line widths of the optical transitions of the ions under investi-
gation. The laser light was coupled into a single mode fiber, which allows the use of lasers
which are located in other rooms. The other end of the fiber, which was brought to the ex-
periment, acts as a well-defined point source. This allows easy interchange of the excitation
sources. The divergent laser light out of the fiber was collimated and then passed through
a bandpass filter to suppress any other unwanted light coming from the argon plasma lines,
spontaneous broadband emission of the dye solution, or inelastic scattered light produced
in the fiber. Part of the collimated laser beam was reflected by a beam sampling beamsplit-
ter (∼ 8% reflection @45 deg) or by an additionally introduced glass plate. This reflected
light passed a second beamsplitter, which further separated the beam. Of these two resul-
tant beams, one was directly imaged onto a photodiode connected to a Lock-In amplifier
(manufacturer: Ithaco, model: 393) while the second was coupled into a multimode fiber
which was then plugged into a wavemeter (manufacturer: Coherent, model: Wavemaster)
controlled through a general purpose interface bus (GPIB) interface by the PC. The output
of the Lock-In amplifier was connected to the analog input of a multi-purpose digital analog
PC interface card (manufacturer: National Instruments, model: DAQ 6025E). Combined this
yields a reliable diagnostics of the laser in terms of intensity and wavelength. The majority
of the collimated laser beam is sent through a beamsplitter (prism cube or properly chosen
dichroic mirror) and imaged on the sample, which was mounted in a liquid-helium cooled
cryostat (manufacturer: Oxford Instruments, model: Microstat) allowing continuous varia-
tion of the sample temperature between 4K and 380K. This microscope cryostat offers the
possibility for sub-micron spatial resolution. On the other hand, by not using immersion
for optimal heat contact with the sample, the local sample temperature might be higher than
the temperature measured at the cold finger, in particular under intense laser excitation. All
experiments that we report were performed at the lowest achievable temperature (nominally
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4K).
After 90◦ reflection, the emitted luminescence from the sample was imaged on the en-
trance slit of the monochromator (manufacturer: Acton Research Corporation, model: Spec-
traPro 500i). Depending on the experiment, suitable filters were used to suppress all un-
wanted light. The slit width of the monochromator was always chosen according to the
intensity of the emission light, desired spectral resolution, and chosen grating. The highest
achievable resolution was 0.1 meV in the green spectral region. The monochromator was
controlled through a GPIB interface by the PC. A charge coupled device (CCD) (manufac-
turer: Princeton Instruments, model: LN/CCD/1340/100 E/1) cooled down to -120 deg C
with liquid nitrogen, and a thermoelectrically cooled InGaAs array (manufacturer: Hama-
matsu, model:) were used as detectors. The CCD has an array size of 1340x100 pixels and
was used primarily for visible light detection, while the InGaAs has a size of 512x64 pix-
els and was used primarily for near-IR light detection. Both detectors were mounted to the
monochromator and you could select one or the other by movement of a mirror. For all mea-
surements, and for both detectors, all rows that were exposed to emission light were binned
together to increase the signal to noise ratio; all other rows were not considered. Usually all
horizontal pixels were evaluated and no pixels were binned. The measurable spectral range
varied greatly with varying grating, grating position, and diffraction order. A shutter just in
front of the CCD allowed precise timing of the exposure. An additional shutter positioned to
switch on and off the excitation light allowed for the measurement of detector noise and any
other background light. The background of the array detector is often pixel dependent and
hence the background spectrum were subtracted from each measured spectrum. The GPIB
interface, PCI interface, and the multi-purpose digital analog interface allowed for computer
control of the entire setup. LabView (manufacturer: National Instruments, version: 5.1) was
used as the controlling software. This complete computer control is essential to expedite the
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Figure 3.2: Fiber based confocal microscope. The sample sits in a magnetic cryostat at 4K
measurement process and to obtain reliable reproducible data.
For all of the magnetic measurements, we utilize a Faraday geometry, where the polar-
ization of our incident laser is always perpendicular to the applied magnetic field. The setup
shown in Figure 3.1 and described above is recoupled into an additional fiber which is then
vacuum fed into a magnetic cryostat (manufacturer: Janis model: 9T Cryostat). Figure 3.2
shows the experimental setup including the magnetic cryostat, which allows for applied mag-
netic fields up to 6.6 T utilizing a high current power supply (manufacturer: Oxford model:
Spectromag SM4). Accurate control of the ramping of current through the Helmholtz coils
in the cryostat is achieved via a variable rate sweep generator (manufacturer: Oxford model:
S.G.3). The fiber is brought down to the sample with a single mode fiber appropriate for the
excitation wavelength in use (core size:3.5 µm to 11 µm. The fiber is placed into an objec-
tive which collimates and focuses the beam onto the samples. The objective is attached to
three translational stages (manufacturer: Attocube model: ANPx100) which allow for inves-
tigation of the spatial dependence of emission spectra with accuracy dependent on the step
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size of the stages as well as the resolution of the objective. In general, we attempt to reach
the maximum resolution possible given by the diffraction limit as described by the Rayleigh
criterion, namely that the minimum object size that can be discerned is written as:
∆R =
0.61 · λ
NA
(3.1)
where the Numerical Aperture (NA) can be approximated with<10% error (for NA< .5)
as:
NA ≈ nD
2f
(3.2)
Therefore, the resolution of our experimental setups can be written as (for n=1 in air):
∆R =
1.22λf
D
(3.3)
Finally, for the excitation of Gan:Er, we found it convenient to utilize a 980/1550 nm
wavelength division multiplexer (WDM) (manufacturer: Newport model: WDM-1x2-980/1550).
The WDM effectively replaced the need for the setup shown in 3.1 before the cryostat since
our pump laser could be immediately focused into the WDM.
3.2 Site Selective Spectroscopy Techniques
In this section, I will briefly discuss some of the techniques that will be used to analyze
the combined excitation emission spectroscopy maps as well as magnetic hysteresis plots
that will frequently be displayed. Additionally, there are several effects that occur within
each of our samples that will need to be accounted for, especially when applying magnetic
fields to the system, such as electron-phonon coupling, inhomogeneous line broadening, and
fluorescence line narrowing.
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3.2.1 Method of Moments
In 1965, Henry, Schnatterly, and Slichter produced a paper in which they described a method
for analysis of experiments in which the changes in absorption line shape due to an external
perturbation are measured. The problem of line shapes and the effects on perturbation had
been studied extensively and it was found that the exact line shape was nearly impossible
to calculate. It was found however that the moments of the line shape could be calculated
quite easily and rigorously [54]. The method of moments gives us information about the line
shape that we can then compare upon perturbation, which is useful in many ways for this
work. For now, I will simply define the moments, and show the applications later on. The
zeroth moment, or area under the spectrum, is defined as,
A =
∫
f (E) dE (3.4)
The first moment, or center of gravity, is essentially the average value of the curve and is
defined as,
E¯ = A−1
∫
Ef (E) dE (3.5)
Finally, the higher moments about are defined by,
〈En〉 = A−1
∫ (
E − E¯)nf (E) dEn ≥ 2 (3.6)
The second moment (n=2) corresponds to the width of the spectral line, and it will be
shown later that if we assume a Gaussian line profile, the FWHM can be found as a result of
calculating the second moment defined by,
〈
E2
〉
= A−1
∫ (
E − E¯)2f (E) dE (3.7)
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3.2.2 Inhomogeneous Line Broadening and Fluorescence Line Narrow-
ing
For the absorption process, we assume a simple two energy level quantum system for which
N and N′ are the ground and excited state populations (the atoms per unit volume in each
state). The absorption coefficient of this system can be written as
α (ν) = σ (ν) (N −N ′) (3.8)
where σ (ν) is the so-called transition cross section. For low-intensity incident beams,
which is the usual situation in absorption experiments, N  N ′ and then we can rewrite the
transitional cross section as
α (ν) = σ (ν)N (3.9)
where the transitional cross section σ (ν) (normally given in cm2) represents the ability
of our system to absorb the incoming radiation of frequency ν. The transition cross section
is related to the squared matrix element |〈Ψi |H|Ψf〉|2 of a system, where Ψf and Ψi denote
the eigenfunctions of the ground and excited states, respectively, and H is the interaction
Hamiltonian between the incoming light and the system. Equation 3.9 also shows that the
absorption coefficient is proportional to the density of absorbing atoms (or centers), N (nor-
mally expressed in cm−3). We initially should expect an absorption spectrum to be a delta
function at frequency νo = (Ef − Ei) /~ , Ef and Ei being the excited and ground state en-
ergies. However, due to various line-broadening mechanisms, the observed spectrum never
consists of a single line, but instead resembles a band. The transition cross section can be
written in terms of a line-shape function g (ν) with units of Hz−1 as
σ (ν) = S × g (ν) (3.10)
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where S =
∞∫
0
σ (ν)dν is the transition strength and represents the full strength of the
tranistion to absorb (or emit) radiation.
The line-shape function gives the profile of the optical absorption (and emission) band
and contains important information about the photon-system interaction. Let us briefly dis-
cuss the different mechanisms that contribute to this function, or the different line-broadening
mechanisms.
The ultimate (minimum) linewidth of an optical band is due to the natural or life-time
broadening. This broadening arises from the Heisenberg’s uncertainty principle, ∆ν∆t ≤
1/2pi , ∆ν being the full frequency width at half maximum of the transition and the time
available to measure the frequency of the transition (basically, the lifetime of the excited
state). This broadening mechanism leads to a Lorentzian profile given by:
g (ν) =
∆ν/2pi
(ν − νo)2 + (∆ν/2pi)2
(3.11)
This natural type of broadening is a type of homogeneous broadening, in which all of the
absorbing atoms are assumed to be identical and then to contribute with identical line-shape
functions to the spectrum. There are other homogeneous broadening mechanisms, such as
that due to the dynamic distortions of the crystalline environment associated with lattice
vibrations.
In other cases, the different absorbing centers have different resonant frequencies, so
that the line shape results from the convolution of the line shapes of the different centers,
weighted by their corresponding concentrations. This type of broadening is called inhomo-
geneous broadening and, in its simplest form leads to a Gaussian line shape, given by the
expression,
g (ν) =
2
∆ν
(
ln 2
pi
) 1
2
e−(
ν−νo
∆ν/2)×ln 2 (3.12)
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Inhomogeneous broadening in solids typically occurs as a result of nonequivalent static
distortions in the crystalline environment of an optically active center. The line-shape func-
tion of a given transition informs us on the particular character of the interaction of the
absorbing atom with its environment in the solid. In the most general case, this line shape is
due to the combined effect of more than one independent broadening mechanism, in which
case, the overall line shape is given by the convolution of the line-shape functions associated
with the different broadening mechanisms. In Figure 3.3, I show a diagram of the origin
or different 2D line shapes in our CEES maps. If in your crystalline environment you have
nonequivalent static distortions, we can look at two cases (shown as Peak A and Peak B in
Figure 3.3) which lead to very different 2D line shapes in our combined excitation emission
maps. The first is if you have a perturbation of the lattice site where your ion of interest
is located that has no effect on the level that you are exciting into through your photolumi-
nescence experiments. This is the case of Peak A where in the absorption process, you can
excite every ion at that site. These transitions still exhibit an inhomogeneous line broad-
ening, however as you scan your excitation energy, all of the ions have been excited, and
therefore have the emission spectra as the sum of all emission. The second case (Peak B)
happens when a transition is sensitive to a perturbation, which allows you to selectively ex-
cite subsets of ions that have various degrees of perturbation. The effect of this is to decrease
the emission linewidth. Let us now look at the excitation emission “path” of one of our ions.
If the emission level is sensitive to perturbation, such as the case of excitation of Peak B,
then we can see that the emission will depend directly on the excitation energy (because you
will be exciting subsets of ions!) and will lead to sharper emission lines that shift in energy,
while excitation through Peak A will allow all ions to be excited and to emit, leading to a
broad emission peak. The effect of Peak B, which allows you to selectively excite a subset
of the total ions for that transition, is known as fluorescence line narrowing.
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Figure 3.3: Subset of Nd3+ CEES data showing the difference between two different inhomoge-
neously broadened peaks. Peak A shows a non-preferentially perturbed transition. Peak
B shows an inhomogeneously broadened peak that exhibits fluorescence line narrowing.
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Fluorescence line narrowing is not the focus of this work, but it plays a role. When we
study the ferromagnetism hysteresis loops during the application of magnetic fields. As you
can probably imagine already that if you would like to see how a transition splits due to an
applied magnetic field, you would like to maintain the same excitation energy as you apply
the magnetic field. As you increase the magnetic field, the emission spectra is constantly
taken, however if you are using a transition that exhibits fluorescence line narrowing, you
need to keep your excitation energy as stable as possible in order to avoid changes in the
spectrum due to excitation energy fluctuations.
3.2.3 Gaussian Approximation
We would like to use the method of moments to analyze our magnetic data to help us deter-
mine the g-factors of every transition accessible to us. This will be particularly helpful when
the g-factors are very small, and a clear separation of peaks is not seen. The most important
use however is for when we measure the ferromagnetic behavior of the crystal, as measured
by Zeeman splittings in the optical transitions. We will find that most, if not all, of our
transitions in our combined excitation emission spectral maps exhibit an inhomogeneously
broadened line shape. Therefore, I have assumed a Gaussian profile for the theoretical line
shape of our transitions:
f (E) = e−a
2E2 (3.13)
Now recall that the second moment is defined as
〈
E2
〉
= A−1
∫ (
E − E¯)2f (E) dE (3.14)
where
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Figure 3.4: Upon application of a magnetic field, we expect to see a maximum of sixteen transi-
tions originating from a single transition between two states with energy splittings due to
effective g-values labeled. The corresponding energy diagram is on the right.
A =
〈
E0
〉
=
∞∫
−∞
f (E) dE =
∞∫
−∞
e−a
2E2dE =
√
pi
a
(3.15)
Now that we have an expression for A, which is the area under the curve, we now use
the fact that when we apply a magnetic field the maximum number of transitions between
two levels is four, the case where each level splits into two levels and both levels have two
different g-factors. If we look at the whole excitation emission spectrum, we would expect
to see a maximum of sixteen peaks, as shown in Figure 3.4. For our mathematical treatment,
we only consider the two levels involved in particular emission spectrum, since only the
emission spectrum is considered when looking for ferromagnetic hysteresis.
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Figure 3.5: The initial peak in blue is simulated to split into four peaks upon application of magnetic
fields into the red peaks. The area under the blue curve represents the Zeroth moment,
while the vertical dashed lines represent the First Moment, or center of gravity of each
peak. The g-factors for the discussed transitions are labeled accordingly.
In emission, we make a few assumptions to make the calculations simpler for this general
treatment. The first assumption is that when we apply a magnetic field to our system, the
emission resulting from the non-degenerate states adds up in total area to the emission from
the original doubly degenerate state. This is to say, that under a large enough magnetic
field, if we take the Zeroth moment of the resulting emission lines, they will add up to the
Zeroth moment of the original emission line. The second assumption is that the linewidth
of the transitions between split levels is equal to the linewidth of the unperturbed transition.
In Figure 3.5, I have shown theoretical emission spectrum before and after magnetic field
application.
Along with our first assumption, we also assume that the intensity of the four emission
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peaks are equal, then we can write our initial Gaussian as the sum of four Gaussians with
separation dependent on the g-factor of the respective levels,
〈
E2
〉
=
a√
pi
1
4
∞∫
−∞
E2e−a
2(E+b)2dE+
1
4
∞∫
−∞
E2e−a
2(E−b)2dE
+ (3.16)
a√
pi
1
4
∞∫
−∞
E2e−a
2(E+c)2dE+
1
4
∞∫
−∞
E2e−a
2(E−c)2dE

where b and c (shown in Figure 3.5 ) are defined as,
±b = ∓1
2
µbg1effB ±
1
2
µbg2effB (3.17)
±c = ±1
2
µbg1effB ±
1
2
µbg2effB (3.18)
or more simply as,
±b = 1
2
µbB
(∓g1eff ± g2eff ) (3.19)
±c = 1
2
µbB
(±g1eff ± g2eff ) (3.20)
The solution of Equation 3.16 is quite simple, as the four integrals may easily be looked
up in a table. Once reduced, we are left with,
〈
E2
〉
=
b2
2
+
c2
2
+
(∆w)2
2
(3.21)
where ∆w is the linewidth of the original transition for b=0 and c=0, or with no applied
magnetic field. When a low enough magnetic field is applied or for states with a very small
g-factor, we can approximate that the profile of the emission peak is still relatively Gaussian
and therefore if we fit a Gaussian curve to the peak and find the linewidth, ∆w , then we may
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plug it into Equation 3.21. Once we have an experimental value for the linewidth, we can
directly calculate the second moment of the emission line, and may solve for b and c.
For the most part, we are able to rely on transitions that involve the same two final states,
while originating from two different excited states. This allows us to use Equation 3.21 to
double check our values of g for several states. On several occasions, we have found that
b=c, or rather, the effective g-value of one of our levels is nearly zero. In this case, the second
moment reduces to,
〈
E2
〉
= b2 +
(∆w)2
2
(3.22)
3.2.4 Electron-Phonon Interactions
In the introductory sections, the rare earth ion is considered to be embedded in a static crystal
lattice resulting in a crystal field splitting of the rare earth energy levels. However, in a real
crystal, the rare earth ion is part of a dynamically vibrating crystal lattice. This means the
neighboring atoms can vibrate about some average positions and this movement will further
perturb the energy levels of the rare earth ion. Additionally, the local host environment can
also be affected by changes in the electronic state of the rare earth ion. For instance, when
the ion changes its electronic state, the neighboring ions may adopt new average positions
and the nature of the vibrations about these new positions may not be the same as for the
initial electronic state.
Taking into account the above-mentioned ion-lattice coupling, the full ion-plus-lattice
system must be considered. The Hamiltonian for the full system is given by Equation 2.11 in
the fundamental section. In attempts to understand what is happening in this system, some
approximations may be considered to take into account different coupling strengths of the
ion with the surrounding lattice.
71
In the case of strong coupling between the ion and the crystal lattice, the crystal field
is considered to be very strong. Under this approximation, the band shape of the emission
will be strongly affected resulting in severe broadening due to the phonon coupling. This
case is generally not relevant for rare earth dopants because of the 4f electrons’ shielding
from the outer filled shells. The weak coupling case is much more appropriate. Here, the
crystalline field is very weak (Hcrystal field ≈ 0) and so the electronic and ionic motions
are practically independent of each other. Weak side bands are sometimes observed as well
as those corresponding to pure electronic transitions. The additional bands are due to the
participation of the rare earth ion in the vibrational motion of the lattice, which leads to
Doppler-shifted absorption or emission bands.
In general, a configurational coordinate model is invoked to explain the Stokes shift be-
tween absorption and emission bands. This model is based on two main approximations. The
first approximation is called the adiabatic approximation and it says that ions in the crystal
lattice move much more slowly than the valence electrons. This means that the motion of the
electrons takes place at a specific nuclear coordinate and that electron motion is oblivious of
the changes in nuclear positions.
This is a reasonable approximation since the ions are much heavier than electrons and
therefore move on a slower timescale. We can further invoke the Frank Condon principle
here to say that any transitions occurring between two vibrational states (belonging to ini-
tial and final electronic states) must occur so rapidly that there is no change in the specific
nuclear coordinate during the transition. The adiabatic approximation allows us to solve the
nuclear and electronic motions independently, meaning the eigenfunctions can be factored
as follows:
ψ = f (ri;Rl) · χ (Rl) (3.23)
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where f (ri;Rl) are the electronic functions for the static case (at the coordinates Rl)
and the χ (Rl) are the vibrational wavefunctions with regard to the motions of the ions.
The second approximation allows to separate the motions and visualize the electron-phonon
coupling in a simplified picture in which each mode is represented by a single coordinate.
This approximation allows us to simplify the eigenfunctions as follows:
ψ = f (ri;Q) · χ (Q) (3.24)
The solution of the Schrdinger equation of this one-coordinate dynamic center leads
to potential energy curves for the initial (ground) and final (excited) states. Figure 3.6(a)
presents diagrammatically the potential energy curves of two 4f electron states for Eu3+ in
GaN as functions of the configurational coordinate. [36] These interionic levels can be ap-
proximated by parabolas at distances close to the equilibrium position coordinates according
to the harmonic oscillator approximation. The horizontal lines over each curve represent the
set of discrete phonon states associated with each energy level. These are usually denoted by
m values for the final state and n values for the initial state. In general, the final state parabola
will be shifted by Q with respect to that of the initial state in these configurational coordinate
diagrams to represent the extent of the electron-phonon interaction. For the case of rare earth
ions, these shifts are quite small because the 4f electron-phonon interaction is very weak on
account of the shielding provided by the outer 5s and 5p electrons. A transition between the
lowest phonon states in each potential curve corresponds to the zero-phonon line. These are
denoted by n = 0 in the ground state and m = 0 in the excited state. Transitions between these
lines occur without the participation of phonons and are thus called zero phonon transitions.
Figure 3.6(b) illustrates phonon-assisted excitation in which electrons are excited into the m
= 1 level of the excited state, and Figure 3.6(c) illustrates phonon-assisted emission in which
electrons de-excite to the n = 1 level of the ground state. In each case, a phonon is required
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Figure 3.6: In (a), we have a configurational coordinate diagram for several 4f states in Eu3+ doped
GaN. The horizontal lines above each curve represent a set of discrete phonon states.
Harmonic oscillators at the same frequency are assumed for both states. In (b) and (c),
phonon assisted excitation and emission are shown respectively.
to relax these down to their zero-phonon states. These types of transitions will result in ex-
citation and emission peaks that are shifted by the phonon energy. The relative intensity of
these Stokes-shifted peaks is dependent on the strength of the electron-phonon coupling in
the system.
To quantify the strength of the electron-phonon coupling for a given system, a dimen-
sionless parameter called the Huang-Rhys parameter (S) is introduced. This parameter is
essentially a measure of the intensity of the Stokes shifted emission with respect to the zero-
phonon transition and can be expressed for any transition m = 0→ n as:
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Sm =
n! · I0→n
I0→0
(3.25)
where I0→0 is the fraction of the emission intensity taken by the zero phonon line and
I0→n is the fraction of the emission intensity taken by the nth harmonic line. [36] In the case
of rare earth elements, the Huang-Rhys parameter is generally very small due to the effective
shielding of the 4f electrons by the outer filled shells. Typical values of S obtained for erbium
in GaN are on the order of 0.02. [55] This means that the Stokes shifted emission intensity
is much less than that of the zero-phonon transition intensity. Despite such a weak coupling
strength, it is still important to allow some phonon assistance in the energy transfer.
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Chapter 4
Experimental Results for GaN:Nd
4.1 Overview
4.2 Sample Preparation
All of the Nd doped GaN samples were obtained from Eric D. Readinger at the US Army
Research Laboratory. The GaN layers were grown on single side polished c-plane sapphire
by Plasma Assisted - Molecular Beam Epitaxy(PA-MBE) and consist of a 200nm undoped
GaN base layer followed by a ∼ 1µm Nd-doped GaN layer with a Nd concentration of up to
∼5 at.%. Quantitative analysis of the Nd concentration was attained by Rutherford backscat-
tering spectroscopy and secondary ion mass spectrometry (SIMS). A detailed discussion of
the growth can be found in Readinger et al. [1].
The samples that we obtained for CEES analysis were a series of samples doped at vary-
ing atomic percents of Neodymium. This was done via the control over the Nd cell temper-
ature. Listed below in Table 4.1 are the sample ID’s versus the Nd Cell temperature. The
GaN:Nd layer is about 1 micron thick for all of the samples. The final two samples (Nd=950
◦C) were grown with different Ga flux.
The relationship between Nd cell temperature and doped atomic percentages are shown
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Table 4.1: Sample identification versus Nd cell temperature in degrees Celcius
Sample ID Nd Cell Temperature (◦C)
E176-R2-J 1000
E177-R3-J 975
E179-R1-N 925
E182-R1-N 850
E183-R3-J 900
E185-R1-N 950
E185-R1-J 950
in Figure 4.1. Also shown is how the photoluminescence at room temperature changes with
atomic percent. [1] The purpose of our initial studies was to obtain more information about
the changes due to Nd concentration using our CEES measurements.
4.3 GaN:Nd Combined Excitation Emission Analysis
In order to discuss the detailed results from magneto-optic CEES measurements, we first
studied the detailed analysis of the CEES for GaN:Nd without application of magnetic fields.
We performed our spectroscopic studies for excitation in the range of transitions from the 4I 9
2
ground state to the overlapping 4G 5
2
and 2G 7
2
excited states (600 nm to 627nm). Excitation
was achieved using a cw-tunable dye laser system (manufacturer: Coherent, model: 590).
We observe the emission from the 4F 3
2
state to the ground state (900 nm to 940 nm). Fig-
ure 2.7 in the introduction shows the relevant energy levels within the scheme of the GaN
bandgap. We have shown in Section 2.5.0 that for the C3v symmetry that is experienced by
the Nd ion on a Ga substitutional site, that the ground state (4I 9
2
) is split into five crystal field
levels, while the excited states, 4G 5
2
, 2G 7
2
and 4F 3
2
are split into 3, 4, and 2 levels respectively.
In the absence of thermal activation, we expect (3+4) x 5 = 35 combinations of transitions
for a single site. This number is further increased if thermal activation, other defect sites, and
electron-phonon coupled transitions are taken into account. Thus for a single site we expect
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Figure 4.1: The Nd atomic percent from both SIMS and RBS data plotted vs inverse cell temperature.
The inset plots the room temperature (915 nm) PL intensity for the 1107nm peak within
the 4F 3
2
→4 I 11
2
transition vs. the Nd cell temperature (◦C). [1]
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Figure 4.2: Combined Excitation Emission Spectroscopy map of .2at% Nd doped Gallium Nitride.
to see a large number of peaks.
The experimental data for one of the samples is shown in Figure 4.2 for a sample (E176-
R2-J) that has been doped with about 0.2at% of Nd ions. The spectral features and the
various aspects contained within this data set are discussed in the following subsections.
4.3.1 Assignment of Excitation and Emission Peaks
Overall, we find in Figure 4.2 more than 100 peaks for different pairs of excitation/emission
energies. As described earlier, these pairs appear in the image maps as “mountains”. Al-
though this number is much higher than the 35 mentioned above for the spectral region, this
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Figure 4.3: In order to assign each peak or ”mountain” to an associated energy level transition, we
first must find the peaks that are found at similar excitation or emission energies.
is not immediate evidence for multiple sites because thermally excited levels and electron-
phonon coupled transitions have been neglected in the determination of this number. In order
to distinguish between transitions originating from different sites, we carefully examine indi-
vidual excitation and emission spectrum. The intersection points of the black lines in Figure
4.3 indicate the majority of peaks that correspond to transitions from the respective lowest
levels within the excited and ground multiplets.
According to our rules for determining different sites, the necessary feature is that the
spectrum from the same site must be identical in both spectral position and relative intensities
80
of individual emission and excitation peaks. Applying this principle in the evaluation of our
data reveals that the majority of the observed peaks are related to a single site.
In addition to these peaks we find, in the emission spectrum, transitions that appear
as satellites to the already assigned peaks. All of these satellite peaks are shifted to the
already assigned peaks in emission energy only, higher in energy by 4.1meV (Shown in
Figure 4.4 as blue lines). This is clear evidence that these peaks belong to transitions from
the thermally excited upper state within the 4F 3
2
multiplet. Similarly, we find excitation
peaks with energies that are 6.1meV lower than the corresponding main peaks in excitation
energy only (Shown in Figure 4.4 as orange lines). We assign these peaks to excitations from
the first thermally excited level within the 4I 9
2
ground state multiplet. The latter assignment
can easily be checked for consistency since the splitting of the 4I 9
2
ground state is measured
in the emission spectrum as well.
4.3.2 Electron-Phonon Coupling
Even after assigning transitions for the main incorporation site between ground and thermally
excited states, several peaks remain not assigned although they are unambiguously related to
the same site. Their characteristic behavior is such that the same energy differences to the
main transitions occur both in excitation and emission. These characteristic energy shifts are
11 meV and 66 meV, being at higher and lower energy for excitation and emission respec-
tively. The corresponding lines are indicated in Figure 4.5 and Figure 4.6. As discussed in
the introduction Section 2.7.4, this behavior is a signature of electron-phonon coupled tran-
sitions. The value of 66 meV corresponds well with the A1 type mode of the bulk [56, 57]
and has been seen in both Er-doped and Eu-doped samples [ [55]] as well as has been shown
for Eu-doped samples [58]. On the other hand, the 11meV mode is not observed in Raman
measurements of the bulk and is hence assigned to a localized mode that involves the Nd-ion.
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Figure 4.4: Thermally excited excitation and emission peaks are shown. The black circles indicate
an additional site that can be illuminated by increasing the contrast of the image.
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Table 4.2: All assigned energy levels including two minority sites (all values given in eV)
Level Main Site Minority Site A Minority Site B
2.0615 2.0630
2G 7
2
2.1563 2.0589
2.0511 2.0426 2.0551
2.0504 2.0383 2.0537
2.0228 2.0179
4G 5
2
1.9985 2.0249
1.9877 1.9818 2.0012
4F 5
2
1.3575
1.3534 1.3478 1.3539
0.0401 0.0322 0.0460
0.0306 0.0307 0.0320
4I 9
2
0.0260
0.0062 0.0132 0.0120
0.0000 0.0000 0.0000
A mode of similar frequency (12 meV) has recently been found in the excitation-emission
spectra of Eu-doped samples [58]. From the intensity ratio, we can estimate the electron
phonon coupling strength to be quite weak having a Huang-Rhys factor of <.1. While this
value is small in this case, we will see that when Eu-doped samples are discussed, that even
weak electron-phonon coupling can be very prominent in cases in which the zero-phonon
line is forbidden.
In order to illustrate the assignment that has been obtained thus far, we show in Figure
4.5 and Figure 4.6 individual excitation and emission spectrum in which the assignments are
indicated, including thermally excited and electron-phonon coupled transitions. While these
spectra were obtained for the indicated energies, spectra obtained for different peak positions
are identical. The energies of the various levels for this dominant site are summarized in
Table 4.2.
While this main site is clearly dominating the emission response under resonant excita-
tion conditions, other defect sites can be identified through their characteristically different
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Figure 4.5: A single photoluminescence excitation spectrum indicating all assigned transitions and
phonon couplings.
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Figure 4.6: A single photoluminescence emission spectrum indicating all assigned transitions and
phonon couplings.
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spectra. In Figure 4.4, peaks associated with one of the minority sites are indicated by black
circles. Another site can be identified by closer inspection utilizing the dynamic range of
our measurement technique. The energies of the identified transitions of two minority sites
are included in Table 4.2. Both these sites only become apparent through the sensitivity of
our technique and are two orders of magnitude weaker in emission under resonant excita-
tion conditions. We shall see later that the extent that these additional sites contribute to
the emission under the electrical and/or above band gap becomes very important, especially
for application design. For each ion, therefore, we investigated the emission spectra under
above bandgap excitation to simulate electroluminescence in order to determine whether or
not the minority sites contribute more for above bandgap excitation and also whether or not
phonon coupled transitions contribute more in situations where energy must transfer from
the host to the rare earth. The measurement of the above bandgap luminescence properties
of GaN:Nd under 325 nm and 351 nm excitation indicates that the majority site that is dom-
inant under resonant excitation remains the main source of emission under above band gap
excitation. The interesting thing to note here, upon inspection of the two spectra, is that there
is a distinct difference between the 325 nm and the 351 nm excitation in particular with the
phonon coupled transition indicated. The difference in the two spectra for the transitions
from thermally excited states is not unexpected, as these peaks are highly dependent on the
temperature at the sample, which may have fluctuated. This can be seen in Figure 4.7, where
intensity changes and shifts in the center wavelengths of several peaks due to the emission
from the 4F 3
2
level to the ground state are shown.
4.3.3 Inhomogeneous Broadening: Spectral and Spatial Aspects
Now that all of the lines have been assigned, we turn our attention to the 2D-shape of the
excitation emission peaks in Figure 4.2, which are related to, as discussed in the introduction,
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Figure 4.7: The Above bandgap emission is shown under 325 nm/351 nm excitation. The black lines
indicate transitions originating from the thermally populated excited state which indicate
the relative temperature of the sample at the time of measurement. The blue lines indicate
a phonon coupled transition that shows a distinct change in intensity for excitation at 351
nm.
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Figure 4.8: (a) Excerpt of our CEES data for two transition pairs that show different behavior in
terms of fluorescence line narrowing of the inhomogeneously broadened emission line.
(b) Emission spectra obtained for the excitation energies indicated by lines in (a).
fluorescence line narrowing effects. These effects become extremely important when we
apply magnetic fields to our system because we will find it necessary to use a peak with very
little fluorescence line narrowing to minimize fluctuations in the emission wavelengths. To
make this analysis more clear, however, we depict in Figure 4.8 a small excerpt of our data
that only includes two transition pairs. For the depicted region, we see one emission and two
excitation transitions that show quite different line shapes.
The peak at higher emission transition (2.0228 eV) is an ellipse with its axis parallel
to the energy axis. This indicates that tuning the excitation through this peak will always
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yield the same rather broad emission spectrum. The peak at lower transition energy on the
other hand has the shape of a tilted line, which indicates that the emission is changed as we
change the excitation energy. Since the overall width of the total feature is the same as for
the other transitions, the emission lines are narrower. This is a characteristic feature of an
inhomogeneously broadened emission line that exhibits a fluorescence line narrowing effect
for the lower energy transition around 1.999 eV. The corresponding emission lines for var-
ious excitations are shown in Figure 4.8 (b). Exciting at the higher spectral position does
not lead to the same narrowing since apparently the excitation transition is not sensitive to
the perturbations that cause the broadening in emission, which is caused by slightly different
environments for otherwise identical defect ions. Consequently, the spectral width in the
excitation is smaller than in emission. We have picked two extreme cases. For other excita-
tion emission energy pairs the situation is in-between and is also reversed compared to the
depicted cases (i.e.: broad excitation, sharp emission).
We further explored this spectral broadening effect as a function of concentration. For
that, we choose a transition that does not exhibit fluorescence line narrowing and hence rep-
resents the total inhomogeneously broadened line width. The results are shown in Figure
4.9. We find that as the concentration is increased, the emission energy is shifted as a whole
to higher energies. Additionally, the emission line is significantly broadened. Finally, we
found that beyond 1% Nd ion concentration the emission intensity no longer increased. The
first two observations can be combined into the conclusion that the inhomogeneous broad-
ening in this case is due to the interaction with other Nd-ions, which shifts the emission to
higher energies for the considered transitions. For higher Nd concentration, the fluctuations
of Nd-Nd interaction are more pronounced leading to a broader distribution. Above 1% the
probability to have Nd pairs or higher aggregates increases strongly. However, no emission
from these could be observed through additional sites.
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Figure 4.9: Emission spectrum of a peak without fluorescence line narrowing for different concen-
trations of Nd ions.
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Finally, it is important to mention that we evaluated the extent of spatial variation across
the sample in contributing to broadening effects by employing spatially resolved spectroscopy
in which we, in a first step, record the emission for a fixed excitation wavelength using a con-
focal scanning microscope. It was found that the emission peaks are narrower as the spatial
resolution was increased giving evidence of a spatial narrowing effect due to spatial inhomo-
geneities, which was further supported by observed changes in the emission peak energies
across the scanned region. The size of the observed spatial narrowing and spectral shift effect
is found to be much smaller than those observed in the spectral line narrowing. This suggests
that the lateral variation within the samples play only a minor role in the broadening effects.
4.4 GaN:Nd and Applied Magnetic Fields
Having gained a complete understanding of the CEES map of Nd doped GaN, we applied
magnetic fields to the system in attempt to measure all of the g-factors that our technique
would allow us to measure. For these extremely bright GaN:Nd samples, we were able
to apply magnetic fields both perpendicular and parallel to the crystal growth axis (the c-
axis) and measure complete CEES spectra for the range discussed previously. I will first
go through the results for the case of parallel magnetic fields relative to the crystal axis. In
Figure 4.10, I have shown a selected range of our CEES map at applied magnetic fields of 0
Tesla, 3 Tesla, and 6 Tesla.
It can be seen that there are several peaks that have been split in both emission and
excitation, allowing us to identify several g-factors in excited and ground states of Nd3+. To
identify the effective g-values of each state, we first separate our CEES maps into excitation
and emission spectra that will allow us analyze the energy splittings more easily. In Figure
4.11, the emission spectra from the 6 Tesla applied magnetic field CEES map is shown on
top of the original spectra. Each peak is labeled for simple identification to the reader. In this
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Figure 4.10: Application of magnetic fields of 0 Tesla, 3 Tesla, and 6 Tesla parallel to the crystal
growth axis has the effect of splitting several peaks in both excitation and emission.
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figure, Peak B is the emission line due to the thermally excited 4F 3
2
state as described earlier,
shifted by ∼4 meV in higher energy from Peak A. The same is true for peak C and D, where
peak D is the peak due to the thermally excited transition. Peaks A and B are clearly not split
by the magnetic field in the same way that the C and D peaks are. We can conclude from this
that the excited state that is the origin of the emission must have a minimal effective g-factor,
otherwise we would see the same splitting from all levels, with only additional splittings due
to the g-factors of the ground states. Therefore, we can assume that all of the splittings seen
in emission spectra originate from effective g-factors in the ground state of the ion.
It can be seen that there are no emission peaks that split clearly into four emission peaks,
even with magnetic fields up to 6 Tesla. This is actually an artifact of the very small g-
factor of the excited 4F 3
2
state, as it can be shown that both C1 and D1 at 6 Tesla start to
show a broadening compared to the original linewidth, indicating that there is a very small
g-factor attributed to the 4F 3
2
state that can only begin to show distinct transitions at larger
magnetic fields. For the case of Er3+, it will be very clear that all transitions between the
Zeeman split excited and ground state can be seen in the emission spectra. We recall from
the experimental methods section that we calculate the effective g-value using the Zeeman
interaction potential, ∆E = µbgeffB. The effective g-values of the ground state can thus
be determined by solving for geff , or geff = ∆E/µbB, where µb = 5.788 × 10−5eV · T−1
is the Bohr magneton. Every procedure that is used to find the effective g-factor is simply
an exercise in measuring or calculating the ∆E from our emission/excitation spectra. We
measure an effective g-factor of the ground state of g=4.03. Since the g-factors are highly
dependent on the mixing of levels, they can take on several values. For example, in a similar
C3v system, the ground state g-factor of Nd3+ has been reported as 2.72 by Judd et.al. with
a crystal field quantum number assignment of µ = ±1
2
. [59]
With this in mind, the method of moments is utilized in calculating the splitting of the
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Figure 4.11: Individual emission spectrum are shown from the 0 Tesla and 6 Tesla parallel field
CEES maps. The peaks have been labeled for identification throughout the text. The
clear splitting of Peaks C and D into C1, C2 and D1, D2 allows us to easily find the g-
factors of the two lowest ground states through the simple Zeeman interaction formula
shown.
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excited 4F 3
2
(the splitting of peaks C1, C2, D1, and D2) state as described in the experimental
analysis techniques section. We first fit the emission peak with Gaussian fits to solve for the
linewidth. Next we find the second moment over the same range, and using Equation 3.21
can then solve for the corresponding energetic difference between two peaks with the same
linewidth under a magnetic field of 6 Tesla. This gives us an estimate for the g-values for the
4F 3
2
states. In order to solve for the relatively small excited state g-factors we must utilize a
ground state that has a large enough g-factor such as the 4I 9
2
ground state (Peak C1, C2, D1
and D2 depicted in Figure 4.11) to analyze the line broadening.
Once we have the g-factors of the 4F 3
2
levels, we may now investigate more convoluted
cases, where we assume a splitting due to the excited state, and using the four peak Gaussian
approximation and Equation 3.21, we can solve for the splitting in the ground states. In such
a way we may assign effective g-values to each of the ground state levels and the resulting
values are shown in Table 3, along with the energies of the zero magnetic field states.
We may follow a similar line of analysis in the excitation spectrum of our CEES map for
applied magnetic fields of 6 Tesla parallel to the c-axis. Just like when we were originally
assigning energies to the GaN:Nd CEES map, we must be self consistent. Therefore since we
were able to label the ground state of GaN:Nd from the emission spectra, every absorption
transition should be consistent with a ground state effective g-factor of g=4.03. In Figure
4.12 is shown the excitation spectrum at 6 Tesla for the parallel case along with the energy
splittings of each 0 Tesla peak split by the transition due to the ground state and thermally
excited ground state. The brackets show the splitting that is attributed to the Zeeman ground
state with a g-factor of g=4.03. The difference in energy of the brackets for each peak shown
in Figure 4.12 are attributed to the effective g-factors of the 2G 7
2
and 4G 5
2
states.
We have thus successfully found the effective g-values of all of the energy levels accessi-
ble through our excitation emission scheme for the case of the magnetic field applied parallel
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Figure 4.12: Individual emission spectra are shown from the 0 Tesla and 6 Tesla parallel field CEES
maps.
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Figure 4.13: Magneto-optic CEES for magnetic fields applied perpendicular to the c-axis of GaN:Nd.
to the c-axis of the crystal. The same process can be used to analyze the date for the appli-
cation of magnetic field perpendicular to the c-axis. For this setup, we rotated the crystal by
90◦ in the sample chamber, but for consistency maintained our excitation along the c-axis
of the crystal. Thus the emission and excitation spectra at zero Tesla were identical for the
parallel magnetic field case and we could easily look for the changes in the g-factors. In
Figure 4.13 I have shown the CEES data for the same range for the case of applied magnetic
fields perpendicular to the c-axis so that the reader can see that the g-values for this case have
changed quite radically from before.
Finally, to conclude this section I have show in Figure 4.14 for the majority site the elec-
tronic level diagram again, with the addition of the zero field splittings, the Zeeman splitting
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at 6.0 Tesla for the parallel and perpendicular Zeeman effect (with subsequent effective g-
factors), and the crystal field assignment for each observed level. The diagram is completed
for most of the transitions that were discussed in this section. The missing effective g-factors
are due to the inability to detect emission from these peaks when the samples were in the
magnetic cryostat and therefore could not be resolved in the Zeeman spectra. Our assign-
ment of the crystal field quantum numbers do not match with result results found by Gruber
et. al. in Ref. [60]. Namely the crystal field level assignment for the second excited ground
state level shows a clear splitting when magnetic fields are applied perpendicular to the c-
axis. Following our crystal field level assignment, if a level exhibits a splitting in this case,
it must be labeled with a crystal field quantum number of µ = 1
2
4.4.1 Ferromagnetic Hysteresis
One goal of this work was to be able to measure ferromagnetic hysteresis loops through
optical spectroscopy techniques. I have discussed the experimental procedure used, vary-
ing the applied magnetic field while continuously measuring the emission spectra. A key
issue when making this measurement is in the excitation energy used during the experiment.
When a selective excitation source is used, it was found that the effects of fluorescence line
narrowing had a large effect on the calculation of the second moment due to slight variations
in the excitation energy. For the case of Nd3+, despite all peaks showing various degrees of
fluorescence line narrowing, the magnetic hysteresis was measured and first cycle is shown
in Figure 4.15 at a fixed excitation energy of 2.0620 eV (601.371 nm).
If we now plot the second moment of the transition from the lowest 4F 3
2
state to the
ground 4I 9
2
state, we can check the ability of our measurement to detect remnant magnetic
fields left inside of our sample after applying magnetic fields. The results are shown in
Figure 4.16, but it can be seen almost immediately that the point of interest at zero magnetic
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Figure 4.14: The final assessment of the crystal field energies and quantum number assignments, the
Zeeman splitting energies at 6.0 Tesla, and effective g-factors for the observed levels.
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Figure 4.15: Image plot of emission spectra taken at excitation energy of 2.0620 eV (601.371 nm)
while the magnetic field is varied linearly along the ±c-axis direction. The inner box
indicates the range that the second moment was calculated over.
field fluctuates too much to make an accurate calculation. This is due to the fluorescence
line narrowing of the excitation line that was used for the measurement which caused shifts
in the second moment of greater than 0.01. For measuring remnant magnetic fields, which
are on the order of 50 mT for such ions as Er, we need accuracy greater than 0.00001 in
the second moment [29]. The important qualitative finding is that at no point did the second
moment follow the same path upon decreasing the magnitude of the magnetic fields that it
took as the field was increased. This may indicate an effect related to the remnant magnetic
fields in the sample, however is most likely due to the fluctuation in the laser and background
signal changing the zeroth moment used in the calculations. The experimental accuracy that
needs to be achieved ultimately relies on the stability of the laser in use. For Er3+, the use
of a broadband laser allows us a great deal more stability, and thus the calculations have
a greater accuracy. Additionally, while the largest splitting was used to look for hysteresis,
with an effective g-factor of 4.03, we will see that in Er3+, we are assisted by longer emission
wavelengths and higher effective g-values as large as 10 for the case of magnetic field parallel
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Figure 4.16: Magnetic hysteresis measurement for Nd3+ utilizing the calculated second moment.
The right axis depicts the energy difference between the assumed Gaussian peaks, and
can thus be used to determine the effective g-factor for this level.
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Figure 4.17: Single spectrum taken at the same magnitude of magnetic field but applied in the posi-
tive and negative c-axis direction.
to the c-axis.
4.4.2 Coupling of Applied Magnetic Fields to intrinsic electrical polar-
ization of GaN
For the Nd3+ doped GaN samples, measuring the remnant magnetic fields inside the crystal
proved to be quite difficult through the second moment technique. It was discovered, how-
ever, that upon inspection of the hysteresis CEES map, that there was a distinctly different
spectra for the same magnetic field applied parallel or anti-parallel to the c-axis of the crystal.
Spectrum taken at -4 Tesla and +4 Tesla from Figure 4.17 show the point being made.
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The implication is summarized as follows. We know that for C3v symmetry that the
effective g-factor for applied magnetic field along the c-axis, independent of positive and
negative, should be the same. We see that as we change the magnitude and direction of
magnetic field along the c-axis that the magnitude of the Zeeman splitting is identical, which
is to be expected. As discussed in the introduction, we also know that GaN has both a
spontaneous and strain induced electric field along the c-axis due to the hexagonal structure
and lattice mismatch [50]. The magnetic field should only affect the degeneracy of the levels,
which are for the most part electric dipole transitions. The transition strength of each line is
due to the admixture of levels with opposite parity from 5d electrons. Change in the spectra
of electric dipole transitions are effected by changes in the local electric field at the rare
earth ion which therefore effect the admixtures of other states. Therefore, since we see that
a change in the direction of the magnetic field induces a change in the local electric field, we
must conclude that the applied magnetic field is coupled to the intrinsic electric field that is
found in GaN, and therefore can change the local electric field depending on the direction of
the applied magnetic field.
It has been shown by Zavada et. al. [30] that rare earth doped GaN shows magnetization
changes when they apply the magnetic field in the c-axis plane, or out of the c-axis plane. The
same effect was shown in samples that are grown on different substrates and therefore have
various levels of strain induced electric fields. Recent results by El-Masry et.al. additionally
show that the magnetization in GaN layered structures may be controlled by applied electric
fields [61]. This may further suggest that a link between electric and magnetic effects exist.
In our measurements, we support this conclusion because the only difference between the
two directions of magnetic field application along the c-axis is the strain induced and intrinsic
electric fields that exists there.
I must point out as a final note that this apparent coupling was thought be the effect of
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the interference of electric-dipole and magnetic-dipole interactions as seen in such materials
as InSb [62]. However, this effect shows only in a parallel Voigt geometry. Since we utilize
a Faraday geometry in our setup, we have ruled this out as an explanation.
4.5 GaN:Nd Conclusions
In conclusion, we have identified that the PA-MBE samples were grown with exceptionally
high quality, as seen by a clear majority site with only a few minority sites with very low
relative abundance. We have assigned all excitation emission peaks to transitions between
the ground 4I 9
2
state and the excited 2G 7
2
, 4G 5
2
, 4F 3
2
crystal field split states.
By applying the method of moments technique to the Zeeman split CEES maps, we
have identified all of the g-factors of nearly all of the relevant states of Nd3+ in this work.
While this dopant and laser excitation setup are not sensitive and stable enough for magnetic
hysteresis measurements, we may see slight signs of ferromagnetic hysteresis that will be
better exploited in the Gan:Er samples.
Finally, we may see a coupling of the applied magnetic field to the spontaneous and
strain induced electric field that is along the c-axis of GaN and may be directly related to the
change in the ferromagnetic hysteresis loops seen for samples grown on various substrates.
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Chapter 5
Experimental Results for Gan:Er
5.1 Sample Preparation
The samples for the Er dopant were provided by Dr. Jiang at Texas Tech University. The GaN
layers were grown on single side polished (0001) sapphire by Metal-Organic Chemical Vapor
Deposition (MOCVD) and consist of a 1.2 µm undoped GaN epilayer template followed by
a 0.5 µm Er-doped GaN layer with an Er concentration of 0.1-1x1021 cm−3. The growth
temperature of the GaN template and the Er-doped GaN layer was 1040 ◦C. The sample used
for the present study is labeled A2364 with a concentration of 1x1021 cm−3. Quantitative
analysis of the Er concentration was attained by secondary ion mass spectrometry (SIMS),
and a detailed growth discussion can be found in [17].
We additionally studied Gan:Er samples doped with Indium up to 5 at%. The Er doped
InGaN growth of the epilayer began with a thin GaN buffer layer and a 1.2 mm GaN epi-
template followed by a 300 nm Er doped InGaN layer grown at 760 ◦C. The In content was
determined by x-ray diffraction (XRD) and ranged from 5-15% In to 95-85% Ga ratios. The
Er content was found again using SIMS and was roughly the same concentration as for the
Gan:Er samples, 1x1021 cm−3. For the magnetic studies in this work, we utilized the sample
grown under the Er doped InGaN conditions but with no In dopant. This sample, labeled
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AL106, while having a similar concentration as A2364, was found to be much brighter and
therefore more easily utilized for Zeeman measurements. A detailed discussion of the growth
conditions may be found in [63].
5.2 Gan:Er Combined Excitation Emission Analysis
In order to discuss the detailed results from our magnetic CEES measurements, we must
again first give the detailed analysis of the CEES without application of magnetic fields. We
performed our spectroscopic studies for excitation in the range of transitions from the 4I 15
2
ground state and 4I 11
2
(970 nm to 980 nm) excited state for single photon absorption and
transitions from the 4I 15
2
ground state to the 4I 13
2
(1530 nm to 1540 nm) excited state, and
ultimately the 4I 9
2
excited state upon absorbing a second photon. Excitation was achieved
using a cw-tunable external cavity laser system for the single photon absorption, while a
tunable semiconductor laser was used for 1.5 µm two photon absorption. We observe the
emission from the 4I 13
2
state to the ground state for direct absorption (1530 nm to 1580 nm)
and for the two photon absorption we observe emission from the 4I 11
2
state to the ground
state (960 nm to 1000 nm). We have shown that for the C3v symmetry that is experienced
by the Er ion on a Ga site, the ground state (4I 15
2
) is split into 8 crystal field levels, while the
excited states, 4I 13
2
, 4I 11
2
and 4I 9
2
are split into 7, 6, and 5 levels respectively. In the absence
of thermal activation, we expect 8 x 6=42 combinations of transitions for a single site. As in
the case of the Nd3+ ion this number is further increased if thermal activation, other defect
sites, and electron-phonon coupled transitions are taken into account.
The previous work completed on this system was for samples grown by MBE and the
results may be found in [55]. It was found that there were several sites that could be seen
in the CEES maps, as well as a great deal of inhomogeneous line broadening. To illustrate
the improvement of sample growth techniques, we first tested samples grown by MOCVD at
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Kansas State University which will be referred to as A2364.
The experimental data for a partial range of emission energies for sample A2363 is shown
in Figure 5.1. In order to get the highest resolution possible we utilized a grating of 600g/mm
that was blazed for 1500 nm, covering a range of roughly 20 nm in the IR. This means,
however, that in order to see all of the emission peaks, we were required to use two center
wavelengths, one at 1537 nm, and the other at 1570 nm. The data shown is for the 1537 nm
range as these higher energy peaks correspond to transitions to the lowest ground state levels
and may be used to illustrate all of our points. We can see that there are once again many
more peaks than expected, however each peak may be assigned as described in the following
sections.
5.2.1 Assignment of Excitation and Emission Peaks
Overall, we find in Figure 5.1 more than 100 peaks for different pairs of excitation/emission
energies. As described earlier, these pairs appear in the image maps as “mountains”. In
order to distinguish between transitions originating from different sites, we carefully exam-
ine individual excitation and emission spectra, keeping in mind that spectra from same site
must be identical in both spectral position and relative intensities of individual emission and
excitation peaks. We follow the same procedure outlined for the case of GaN:Nd, but will
skip to the final result. The intersection points of the black lines in Figure 5.2 indicate the
peaks that correspond to transitions from the respective lowest levels within the excited and
ground multiplets.
Our data reveals that the majority of the observed peaks are related to a single site. Ad-
ditional to these peaks, as in the case of GaN:Nd, we find in the emission spectra transitions
that appear as satellites to the already assigned peaks. In emission, these satellite peaks,
which appear at the same excitation energy and therefore belong to the same site, are shifted
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Figure 5.1: Combined Excitation Emission Spectroscopy map of Er doped Gallium Nitride sample
A2373.
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Figure 5.2: In order to assign each peak or “mountain” to an associated energy level transition, we
first must find the peaks that are found at similar excitation or emission energies.
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Table 5.1: Assigned energy levels for the main site found in Gan:Er sample A2373.
Energy Level Main Site (eV)
1.2682
1.2611
1.2607
4I 11
2
1.2592
1.2579
1.2564
0.8094
4I 13
2
0.8072
0.8063
0.0244
0.0229
0.0192
4I 15
2
0.0150
0.0043
0.00063
0.0000
higher in energy by 0.9 meV, with an additional set of peaks shifted by 3.1 meV from the
original. These shifts in energies are shown as grey and light grey lines in Figure 5.2. These
peaks belong to transitions from the thermally excited upper state within the 4I 13
2
multiplet.
Similarly, we find excitation peaks with energies that are .62 meV lower than the correspond-
ing main peaks in excitation energy only (shown in Figure 5.2 as the horizontal grey lines).
We assign these peaks to excitations from the first thermally excited level within the 4I 15
2
ground state multiplet. The latter assignment can easily be checked for consistency since the
splitting of the 4I 15
2
ground state is measured in the emission spectrum as well. The corre-
sponding energies that should be equal are shown in Figure 5.2 by the labels A and B. They
are equal and therefore we can be confident in our assignment of energies to their appropriate
transitions. The energies of the various levels for this dominant site are summarized in the
second column of Table 1.
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Figure 5.3: Minority sites may be identified through the alteration of the dynamic range of the CEES
map.
5.2.2 Additional Sites for MOCVD grown Gan:Er
While this main site is clearly dominating the emission response under resonant excitation
conditions, other defect sites can be identified through their characteristically different spec-
tra. In Figure 5.3, peaks associated with one of the minority sites are indicated by the inter-
section of the dashed lines and are outlined by circles. This site can be identified by closer
inspection utilizing the dynamic range of our measurement technique.
This minority site only becomes apparent through the sensitivity of our technique and is
two orders of magnitude weaker in emission under resonant excitation conditions. We shall
see later that the extent additional sites contribute to the overall emission under the electrical
111
Figure 5.4: Emission from Gan:Er under 325nm excitation compared to resonant excitation.
and/or above band gap becomes very important. For use of the material in electroluminescent
devices, it is important to measure whether or not the minority sites contribute more for above
bandgap excitation than for below bandgap excitation. Additionally, we must see whether or
not phonon coupled transitions contribute more in above bandgap excitation, which depend
on the transfer of energy from electron-hole pairs created in the host material to the rare
earth ions. The measurement of the above bandgap luminescence properties of Gan:Er under
325 nm excitation indicates that the majority site that is dominant under resonant excitation
remains the main source of emission under above band gap excitation. This is shown in
Figure 5.4. This is similar to the case of GaN:Nd and indicates that the main site is the most
efficient site for energy transfer from the host.
It should be mentioned here that the effects of minority sites are greatly enhanced when
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we look at two-photon absorption. Complete detail on the role of minority sites in the excita-
tion emission maps of Gan:Er may be found in [55,64]. The general conclusion of this work
is that the greater perturbation generally assigned to the minority sites in Gan:Er allows for
better spectral overlap of the absorption from the ground 4I 15
2
level to the 4I 11
2
level and sub-
sequent 4I 9
2
level with two photons of the same energy. Therefore when we excite with 1500
nm wavelength photons and observe the emission at 980 nm, we see that all of the minority
sites which can barely be seen in the direct excitation are enhanced by a factor of 10. For
our magnetic measurements, we utilize the two photon absorption excitation only to check
for ferromagnetic hysteresis, and so a more thorough discussion of the role of minority sites
is not required here.
5.2.3 Inhomogeneous broadening: Spectral and spatial aspects
Now that all of the lines have been assigned, we turn our attention to the 2D-shape of the
excitation emission peaks in Figure 5.1, which are related to, as discussed in the introduction,
to fluorescence line narrowing effects and inhomogeneous line broadening. These effects
become extremely important just as in the case of GaN:Nd. When we apply magnetic fields,
we are required to use a peak with very little fluorescence line narrowing when looking for
ferromagnetic hysteresis. It was necessary for the magnetic measurements to use the sample
with the highest intensity, and therefore we turned to the brightest sample that we received,
AL106. We once again found that primarily one site dominated the direct excitation, however
each line was significantly broadened. The same spectral range as for the sample A2373 is
shown in Figure 5.5.
We clearly see here multiple effects from the increased concentration of Er3+ doped
into sample AL106, which is shown in Figure 5.5 as an image plot. The broadening of
the line shapes compared to the peaks in A2373 (shown in Figure 5.5 as the contour plot)
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Figure 5.5: Comparison of the AL106 sample used for magnetic measurement and A2373 used for
level assignment.
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Figure 5.6: Emission spectrum of the center of a peak exhibiting fluorescence line narrowing for
different concentrations of Er ions.
show that the perturbation acts to shift the peaks such that we can see what effect the Er-
Er interactions have on levels. What we essentially create is a fluorescence line narrowing
effect, where although most of the ions are on the same lattice location, there are subsets of
ions that feel slightly different crystal fields, thus broadening the 2-D line shape in a preferred
direction. To illuminate the shifts in energy and linewidth, I have shown in Figure 5.6 the
emission spectra at the same excitation energy for each sample and their corresponding Er3+
concentrations. This is synonymous to the case for GaN:Nd, in which we saw an increased
linewidth corresponding to increased Nd-Nd interactions for dopant levels above 1 at.%.
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5.2.4 The introduction of In into Gan:Er samples
Before moving on to the application of magnetic fields, I would like to first present results
on the emission at 1.54 µm from Gan:Er samples that were doped with In content of 5-
15%. Following the commercial availability of high power III-nitride light emitting diodes
in the 370-540 nm range, a strong desire for efficient Er-doped InGaN epilayers has de-
veloped. Recently Er-doped InGaN epilayers have been grown by MOCVD with excellent
crystal quality. Nevertheless they show a relatively weak 1.54 µm emission efficiency when
compared to Er-doped GaN [63].
The excitation of the Er ions via the InGaN host material is a two step process. The first
step is the creation of electron hole pairs in the host material. Energy must then be transferred
to the Er ions efficiently for strong luminescence to occur. With our technique, we observe
the emission of the Er ions directly, allowing us to determine the optical activity of the ions.
We wanted to address the following question: What is the cause of the strong reduction in
emission efficiency that has been observed for increased In content under UV excitation [63]
and is this caused by a less efficient excitation channel or by a more pronounced non-radiative
decay channel from excited Er ions?
Turning our attention now to the resonant excitation of the Er ions in InGaN with increas-
ing In content, we find as expected a significant broadening of the lines due to the disorder in
the Ga sublattice (see Figure 5.7). Neglecting this broadening effect, we find almost identi-
cal transition energies suggesting that the majority of the Er ions are still surrounded by Ga.
No additional minority sites become apparent although they may be hidden under the broad-
ened transition lines. Even if the whole emission intensity across the broadened excitation
transitions is integrated, the intensity is still much weaker (∼7x) than in the Er-doped GaN
(shown in Figure 5.8), similar to the situation under UV excitation [63]. This indicates that
an increase in non-radiative decay after Er excitation is the largest origin of the decrease in
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Figure 5.7: Significantly broadened lines of the InGan:Er (shown as image plot) indicate a more
disordered crystal environment than Gan:Er (shown as contour). No clear new sites were
revealed.
1.54 µm intensities when In is introduced in Gan:Er.
Due to the broadened nature of the excitation and emission lines in the InGan:Er sample,
the spectral overlap in the two step excitation was believed to be greatly enhanced and there-
fore we should see stronger emission when exciting with 980 nm laser light while looking at
the emission in the 1.54 µm region. The corresponding CEES map of InGan:Er with 5% In
content is shown in Figure 5.9 as the image plot. The main features of the Gan:Er contour
plot remain, however they are greatly broadened. For this case, we again do not clearly see
any additional sites, although they might be hidden under the broad emission lines. To see
the overall emission strength in this area, the sum of all of the emission spectra were taken
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Figure 5.8: The sum over the entire excitation range used for both InGan:Er and Gan:Er indicating a
7x decrease in emission intensity when 5% In content is introduced into Gan:Er.
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Figure 5.9: CEES map for the two-step excitation of Gan:Er (shown as contour plot) and InGan:Er
with 5% In content (shown as image plot).
over the same range and is shown in Figure 5.10. There is an even further decrease of the
emission, such that the InGan:Er emission is roughly 20x less strong compared to the Gan:Er
emission, despite having the same Er content. This strengthens our conclusion that when In
is introduced into Gan:Er, the optical activity of the Er ions greatly decreases. Therefore it
is not only a reduction in the transfer efficiency from the host, but a reduced optical activity
that leads to the decrease in the emission intensity of InGan:Er.
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Figure 5.10: The sum over the entire excitation range used for both InGan:Er and Gan:Er indicating a
20x decrease in emission intensity when 5% In content is introduced into Gan:Er under
two-step excitation.
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5.3 Gan:Er and the Application of Magnetic Fields
We found it necessary to use the AL106 sample for our magnetic measurements due to its
superior overall intensity, which then made it much more difficult to see clear splittings due
to the increased linewidth of all of the transitions (as compared to A2373) upon application
of the magnetic fields.
Having gained again a complete understanding of the CEES map of Er doped GaN, we
now applied magnetic fields to the system in attempt to measure all of the g-factors that our
technique would allow us to measure. Do to the limited collection efficiency, we were able
to only see emission for apply magnetic fields parallel to the crystal growth axis (the c-axis),
however we still were able to measure complete CEES spectra for the range shown earlier. I
will go through the results for the case of parallel magnetic fields relative to the crystal axis.
In Figure 5.11 below, I have shown a selected range of our CEES map at applied magnetic
fields of 0 Tesla, .5 Tesla, and 1 Tesla. One can see that the emission peaks are not very
well resolved. There are several questions and qualitative remarks that can be made in the
absence of further measurements.
5.3.1 EPR Measurements of the ”Ground State”
The energetically close lying first excited crystal field state in the ground 4I 15
2
multiplet
raised an important question in comparison to published results in the field of Electron Para-
magnetic Resonance (EPR) that we wished to resolve.
It was found that EPR measurements found that the ground state g-factor of Er doped
GaN was 2.861±0.003 for applied magnetic fields parallel to the c-axis of the crystal, and
7.645±0.003 for the perpendicularly applied magnetic fields. In [65] it was reported that
the g-factors and hyperfine interaction parameters found suggested a large energetic distance
from the ground state to first excited state. It was reported later by the same group that the
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Figure 5.11: Application of magnetic fields of 0 Tesla, .5 Tesla, and 1 Tesla parallel to the crystal
growth axis has the effect of splitting several peaks in both excitation and emission.
distance between the ground state and first excited state was 0.56 meV [66] and is reported
by our group to be 0.62 meV. It was found in our CEES measurements that even though
we are cooling to liquid helium temperatures, that transitions due to a thermally populated
second excited state were observed. This means that our samples must be at a temperature
above the value of kT equal to 0.62 meV which corresponds to T=7.195 K.
The EPR measurements were taken in a system that was looking for absorption of mi-
crowaves at frequency of 9.42 GHz with a maximum magnetic field of 1 Tesla. This means
that they can only detect g-factors that are larger than g=0.673. With the sensitivity of our
technique, we are able to clearly see transitions to both the ground state and first excited state
simultaneously and therefore can detect the g-factors of both levels. The question is whether
the reported g-factor in literature is due to the splitting of the ground state or the first excited
state within the electronic structure of the Er ions.
Our measurements qualitatively confirm that they are indeed measuring the ground state
of the Er ions. In Figure 5.11, the black line indicates the splitting required at 1 Tesla for a
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g-factor of 2.861 to be measured. This peak along with several others in the complete spectra
give a strong support for this conclusion, however, there are many factors to consider. To
support the argument, we need only find one emission/excitation peak which should originate
and conclude at the first excited state. If we find one peak that shows no splittings, then we
can conclude that the g-factor of the first excited state is small. We find several peaks that fit
this criteria to a degree. The signal to noise ratio must be improved before a definitive answer
is given. We can turn our attention again to the result of the measurements ferromagnetic
hysteresis loops in Gan:Er samples.
5.3.2 Ferromagnetic Hysteresis
In order to measure hysteresis loops, we first held the sample under excitation with a broad-
band 980 nm laser. While maintaining a constant wavelength, we increased the magnetic
field to 6 Tesla in the ±c-axis directions. In Figure 5.12, we see a clear nonlinear Zeeman
effect, in particular with interactions between the levels as the Zeeman effect becomes com-
parable to the crystal fields splittings. Due to our limited collection of the emission, resolving
individual peaks in order to determine effective g-factors is quite difficult, especially when it
is combined with the interaction of levels with similar crystal field quantum numbers.
We now plot the second moment of the peak at 0.812 eV vs. magnetic field, which
reveals an interesting behavior, as shown in Figure 5.13. As in the case of Nd3+, we see
that the second moment does not return to the same value when the magnetic field is applied
and removed. It is unclear at this point why the second moment does not return to the same
value at the onset of another hysteresis loop, but background changes may contribute quite
strongly to this behavior. An interesting outcome from these measurements is that while the
hysteresis is not quite achievable, we are able to routinely detect magnetic fields of ∼10 mT
by simply observing when spectral changes occur in several peaks. The level corresponding
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Figure 5.12: Application of magnetic fields under broadband 980 nm excitation. The interaction of
levels is evident by the nonlinear Zeeman effect present.
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Figure 5.13: Plot of the second moment of the peak at 0.812 eV vs. applied magnetic field. The
horizontal line represents the position at which noticeable spectral changes allow for
detection of applied magnetic fields as low as ∼10 mT
to the average position of noticeable spectral changes is marked by a horizontal line in Figure
5.13
5.3.3 Coupling of Applied Magnetic Fields to intrinsic electrical polar-
ization of GaN
It was discovered again that upon inspection of the hysteresis CEES map, that there was a
distinctly different spectra for the same magnetic field applied parallel or anti-parallel to the
c-axis of the crystal. This is shown in the spectra taken at -6 Tesla and +6 Tesla from Figure
5.12 and plotted in 5.14.
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Figure 5.14: Spectra taken from Fig. 5.12 at ±6 Tesla. Differences in the transition probabilities
show a possible link of the applied magnetic fields to the inherent piezoelectric field
found in GaN
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It was shown by Zavada et. al. [30] that rare earth doped GaN shows magnetization
changes magnetic fields are applied in the c-axis plane. The same effect was shown in sam-
ples grown on different substrates and therefore have various levels of strain induced electric
fields. We are now in a position to perform further experimentation. Utilizing samples ob-
tained of Gan:Er grown on several different substrates, we should be able to detect a change
in the spectra for opposite sign fields dependent on the sample substrate. If a correlation de-
velops between the amount of strain and the effect of the change in transition probabilities,
we can conclude that a strong coupling between the applied magnetic fields and the intrinsic
and strain induced piezoelectric field exists.
5.4 Gan:Er Conclusions
In conclusion, we have identified that the MOCVD samples were grown with exceptionally
high quality, as seen by a clear majority site with only a few minority sites with very low
relative abundance. We have assigned all excitation emission peaks to transitions between
the ground 4I 15
2
state and the excited 4I 15
2
crystal field split states.
Through our ferromagnetic hysteresis measurements, we have demonstrated the ability
to detect magnetic fields at strengths as low as ∼10 mT.
Finally, we show again the possible coupling of the applied magnetic field to the sponta-
neous and strain induced electric field that is along the c-axis of GaN and may be shown to
directly correlate to the change in the ferromagnetic hysteresis loops for samples grown on
various substrates.
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Chapter 6
Experimental Results for GaN:Eu
6.1 Sample Preparation
The samples that we studied were grown on sapphire (0001) substrates by OMVPE (Taiyo
Nippon Sanso SR-2000). The sample consist of a ∼10 nm thick GaN capping layer, a 400
nm thick GaN:Eu layer, a 2-3 µm thick undoped GaN layer, and a 30 nm thick GaN buffer
layer grown on the sapphire (0001) substrate. The reactor pressures were maintained at 10
kPa for samples grown by OMVPE using growth temperatures between 1050 ◦C and 900
◦C. The sample growth temperature led to varying Eu3+ concentrations within the active
layer, and for the brightest sample at 10kPa (1050 ◦C) the concentration was [Eu]=7x1019
cm-3. Details of growth for all samples can be found in Ref [3]. The section on the site
identification was all obtained using the sample grown at 1050 ◦C and will be referred to as
Sample 1 throughout this chapter. Later in this chapter, we will compare Sample 1 to the
sample grown at 1000 ◦C (Sample 2, [Eu]=10x1019 cm-3). In addition to these samples
which were grown under 10 kPa pressure, we studied one sample grown at 100 kPa (Sample
3, [Eu]=3x1019 cm-3).
For the combined excitation-emission spectroscopy, we use a tunable dye laser for a 20
mW maximum excitation of 7F0 to the 5D0 transition in the range of 570-590 nm (2.10-2.18
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eV) and collect the emission spectrum from the 5D0 to the 7F2 transition in the range of
600-640 nm (1.92-2.04 eV) using a CCD-equipped monochromator as described under the
experimental techniques section. This technique allows the study of the direct excitation
of the Eu ion and enables detailed identification of different incorporation sites [55]. All
measurements were performed in a He cryostat at approximately 4K.
6.2 GaN:Eu Combined Excitation Emission Analysis
In this section, we studied these OMVPE-grown active layers using site selective combined
excitation-emission spectroscopy, which allows for fingerprinting of different incorporation
sites and a site selective study of the electron-phonon coupled transitions. What sets GaN:Eu
apart from Gan:Er and GaN:Nd is the large amount of sites found in each sample.
The first step that was taken was to follow the rules for identifying different sites in
these OMVPE grown samples. In Figure 6.1, an image plot of the CEES data is shown for
Sample 1. We are able to distinguish several different Eu centers (”sites”), which exhibit
characteristic excitation and emission energies. We label theses sites OMVPE 1 to OMVPE
6 according to their increasing excitation energy. Additionally, we find another type of center
for which no specific excitation energies is found but which can be excited over the whole
spectral range that we studied (570nm-590nm). It is labeled OMVPE 7. Significantly shifted
to higher photon energy, we find an additional site which has also been noted by Roqan et
al [4] and Nyein at al. [67]. We label it OMVPE 8. In addition to being a resonant transition
it also can be excited throughout the visible range. In Figure 6.2, we show the emission
spectrum for each site along with the excitation energies they were taken at.
There are two sites, OMVPE 1 and 2, which show a peculiar behavior. Despite the fact
that for the chosen 7F0 to 5D0 transition only one excitation transition exists, we find for
both excitation wavelengths identical emission spectra. Moreover, the number of emission
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Figure 6.1: Combined excitation emission spectroscopy of GaN:Eu. The image plot shows the result
for an OMVPE grown sample for a growth temperature of 1050 ◦C. The spectral range
of excitation covers the zero-phonon transition from the 7F0 ground state to 5D0 excited
level The inset on the top right is the same data but shown with 10 time increase contrast
settings to bring out an addition site (OMVPE 8).
130
Figure 6.2: Emission spectra for the selected sites (OMVPE 1-7) that have been identified in Fig. 1
The excitation energies for each site (indicated on the right) correspond to the horizontal
black lines in Fig. 6.1.
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peaks that we observe is too high to originate from a single center. This observed behavior
is consistent if we assume that we are dealing with two centers that are coupled to each other
such that the excitation of one can also lead to the excitation of the other. Changing the
growth conditions to lower growth temperatures, we find that the relative number of sites
changes. Most notably, the site OMVPE 1 and 2 become more dominant. This indicates that
for lower growth temperatures pairing and clustering of Eu ion is taking place. This also
explains the observed reduction of emission intensity with decreasing growth temperatures.
6.2.1 Site and Sample Dependent ElectronPhonon Coupling
The excitation transition that we used in this work corresponds to a spin forbidden transition
(7F0 to 5D0) and should have a very small transition probability for an unperturbed center
with C3v site symmetry. For this reason, the relative strengths of the excitation-emission
peaks in our measurements do not reflect the relative numbers of ions at each center, but
rather a degree of order within the crystal and/or a deviation from the local C3v symmetry
of a particular Eu ion environment. This point becomes clearer if we consider the excitation
transitions that involve a phonon coupling. Unlike the small electron-phonon coupling that is
usually observed for rare earth ions, some of the phonon-assisted transitions in these samples
are very strong compared to the weak zero-phonon transitions. Apparently, the perturbation
induced by the coupled lattice vibrations allows the forbidden transition to occur. This can
clearly be seen in Figure 6.3, which displays the image plots of the CEES data in the spectral
range of excitation transitions that involve bulk phonons. While the OMVPE 4 site was
among the weak contributors in the zero-phonon excitation, it is clearly dominant in the
phonon-assisted transition. This behavior is expected for a unperturbed Eu ion on Ga site,
which has been found to be the majority site by Lorentz et al. [68]. The different excitation
spectra for the different sites are shown in Figure 6.4, in which we use the emission peak
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Figure 6.3: Combined excitation emission spectroscopy of GaN:Eu. The image plot shows the result
for an OMVPE grown sample for a growth temperature of 1050 ◦C. The spectral range
of excitation covers the excitation transition from the 7F0 ground state to 5D0 excited
state that is coupled to a bulk phonon (A1(TO), E1(TO), E2 (low). (i.e. shifted by about
68 meV form the zero-phonon transition) . Whenever possible the sites are identified and
labeled accordingly.
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Figure 6.4: PL excitation spectra for different sites. The data have been extracted from the CEES
data as vertical cross sections. The emission photon energies of the cross section were
chosen to allow the selection of individual sites.
positions obtained from Figure 6.1 to isolate the different sites. This allows us to determine
the precise frequencies of the coupled modes.
The frequency shifts and the relative strength of the phonon-coupled transitions are listed
in Table 6.1. The observed frequency shifts at around 68meV for the OMVPE 4 site coincide
closely with the frequency found for bulk phonons [57]. Good agreement is found for the
A1(TO) and E1(TO) as well as for the E2 (high) mode. Additionally, a low frequency mode
at around 11 meV is found which has no counterpart in the bulk Raman spectra and is hence
assigned to a localized phonon. A likely candidate is the vibrational motion of the RE ion in
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Table 6.1: Shifts and relative strengths of various phonon coupled transitions.
Site Localized Phonons A1(TO) E1(TO)
Shift
(meV)
Relative
Strength
Shift
(meV)
Relative
Strength
Shift
(meV)
Relative
Strength
OMVPE Excitation
1 11 0.1 61.5 0.19 65.75 0.23
2 11 .1 61.5 .38 66.23 .43
4 11.4 4.3 66.3 44 69.8 2.1
6 66.2 2.5
MBE Main Site 11.5 0.6 66.0 4
Emission
OMVPE 4 11.2 0.01 66.3 0.004
respect to its N neighbors.
For the sites OMVPE 1,2 3, and 6, we find much weaker relative excitation efficien-
cies due to their rather small number. These sites experience perturbations by other Eu
ions (OMVPE 1 and 2) or by other defects and are hence more prominent in the forbidden
zero-phonon excitation transition. For this reason, it is more reliable to use the excitation
transitions that involve phonons as a measure for the relative number of each incorporation
center.
Despite the fact that the OMVPE 8 site has the strongest spectral shifts, it exhibits the
behavior of a weakly perturbed high-symmetry site with strongly enhanced transition proba-
bilities for electron-phonon coupled excitations. The enhancement factor is similar to that of
the OMVPE 4 site. Moreover, the site exhibits also a localized mode of about 11meV. How-
ever, the frequency of the mode around 68meV is different from any phonon mode in regular
wurtzite-structured GaN. Moreover, only one mode can be found in this region compared to
three bulk phonon modes observed for OMVPE 4.
The behavior of the site OMVPE 7 sites is still puzzling. Inspection of Figure 6.3 reveals
an electron-phonon coupled transition with a zero-phonon transition that is too weak to be
identified. This would suggest that OMVPE 7 correspond to a site with a high symmetry
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configuration. For both OMVPE 7 and 8 further studies are required to identify the origin of
these centers.
Comparing the CEES data of our OMVPE sample with those grown by MBE (and studied
in Ref. [58]), we find that the ratio between zero-phonon excitation transition and phonon-
assisted transition depends on the samples. In Figure 6.5, we show excitation spectrum
covering the zero-phonon transition as well as a transition, which is due to coupling to a local
phonon for both a OMVPE and the MBE grown sample. The MBE grown sample exhibits
a significantly larger degree of disorder, which is reflected in inhomogeneously broadened
excitation and emission lines [58].
The excitation spectra show that for the MBE-grown sample the peak for the zero-phonon
excitation is higher than the phonon coupled excitation peak, while we see the opposite for
the OMVPE-grown sample. Similar observations are made for the excitation due to coupling
with bulk phonons (A1(TO) and E1(TO)). This confirms our assumption that the OMVPE
4 center is a rather unperturbed center situated on a Ga site. The zero-phonon 7F0 to 5D0
transition is hence very sensitive to any perturbation.
The electron-phonon coupling can also be observed within an emission transition. Since
this transition is no longer spin forbidden, we find the ”normal” behavior with a very low
relative emission strength for the electron-phonon coupled transition. Assuming linear cou-
pling, the strength ratio can be converted to a Huang-Rhys coupling factor of 0.004 for the
coupling to the bulk phonon.
6.2.2 Majority versus trap defect center
In addition to the number of sites present in OMVPE grown samples, we investigated the na-
ture of a few particular sites which play a key role in the overall device efficiency. In general,
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Figure 6.5: Electron-phonon coupled excitation transition for the main site in MBE grown (red/top)
and OMVPE grown (blue/bottom) samples.
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Figure 6.6: Output intensity and quantum efficiency versus the injection current used. [2]
the emission efficiency of active layers has been limited for higher operating currents. A ma-
jor improvement was achieved by growing active layers using OMVPE and in-situ doping of
Eu3+. While simple devices have been realized showing promising electroluminescence re-
sults with external quantum efficiencies close to 1%, a saturation of the output power occurs
for injection currents above 1 mA as shown in Figure 6.6. [2]
In the initial data shown in Figure 6.7 from Fujiwara et.al., it was apparent that there was
a saturation with certain peaks, while others seemed to continually increase with injection
current. A series of optical spectroscopy studies were performed to investigate this behavior
as well as to help in optimizing active layers but they revealed two apparent discrepancies:
1. Under above bandgap excitation at 350 nm a ”prime” center was identified by O’
Donnell et al [4] which did not coincide with the main center seen in direct excitation of the
Eu ions in the visible. [58, 69]
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Figure 6.7: EL intensity versus current and voltages applied. A saturation of the first peak in the 620
nm group is observed. [3]
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2. It was observed that the emission intensity under above bandgap excitation does not
scale properly with the Eu concentrations. For example, active layers grown by OMVPE and
in-situ doped with Eu ions to 7 x 1019 cm−3 show emission intensities only 20 times higher
than ion implanted samples despite having roughly 400 times more Eu ions. [68]
In order to clarify the situation, we performed detailed site-selective optical spectroscopy
for both the visible and the ultraviolet (UV) under variation of laser intensity for samples
that have been grown by the OMVPE technique as described in Ref. [cite6]. The samples
were grown at different Eu-growth temperatures (900 ◦C to 1050 ◦C) leading to different
Eu concentration in the layer. We focus here on the samples grown at 1050 ◦C (Sample
1, [Eu]=7x1019 cm−3) and 1000◦C (Sample 2, [Eu]=10x1019 cm−3). In addition to these
samples which were grown under 10 kPa pressure, we studied one sample grown at 100 kPa
(Sample 3, [Eu]=3x1019 cm−3). The latter conditions lead to the best performance under
above bandgap excitation and electroluminescence. [2]
In Figure 6.8, we depict combined excitation emission data for the visible and the UV
range recorded for Sample 1. For the data in the visible, we use a tunable cw-dye laser
(Coherent 599), while for the UV we use an OPO system (TOPAS from Light Conversion
pumped by Clark MXR 2101) with 1.2 ps pulses at 1kHz. The laser sources were focused
on each sample using a .14 NA objective to a spot size of ∼2 µm (focused) or defocused to
a spot size of ∼80 µm (unfocused). The resulting 2D dataset is depicted as an image plot.
For the direct excitation, we show the range of a phonon-assisted transition at excitation
around 570 nm (2.18 eV), shifted in excitation from the 7F0 to 5D0 zero phonon excitation
range at 590 nm (2.11 eV) by∼66 meV (GaN bulk phonon). The relative emission strengths
under excitation of these phonon-assisted transitions were found to give the most reliable
data for relative numbers of centers. Several defect centers can be identified as described in
the previous section. They are indicated by black lines and labeled as OMVPE 1...7. The
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Figure 6.8: Combined excitation emission data for (top) excitation energies around the GaN bandgap
with an enhanced region just below the bandgap and (bottom) excitation energy around
phonon assisted direct excitation of the 5D0 state. The white lines indicated different
incorporation centers that have been identified. The black arrows indicate the spectral
position for which emission spectra are extracted for Figure 6.10. Depicted data are for
Sample 1 grown at 1050 ◦C.
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sites labeled OMVPE 5 and OMVPE 6, which have been identified earlier, are not seen in
this range due to their relatively low abundance. We focus our attention here to OMVPE
4, which is most dominant in the direct excitation, and the minority site OMVPE 7. In the
visible, the excitation behavior of OMVPE 7 is distinctly different from the other sites. For
this site, excitation is possible throughout the whole spectral range studied (560 nm - 590
nm). Comparing the intensities of the strongest resonant excitation peak for the two sites,
we obtain a ratio of about 35 for OMVPE 4/OMVPE 7 indicating a relative abundance of
OMVPE 7 of only a few percent. The emission spectra (see Figure 6.10) for the OMVPE
7 sites corresponds closely to the one observed (under above bandgap excitation) by O’
Donnell et al. [4] as their “prime” center.
The higher site selectivity of our method reveals that the splitting of the emission band at
622 nm reported by O’Donnell is due to an additional center and is not related to OMVPE 7
itself. In Figure 6.9, we show the above band gap data taken by O’donnell et.al. for Sample
1. If we use OMVPE 7, OMVPE 4, and OMVPE 1 or 2, we can construct an almost identical
spectrum. For comparison, in the same figure is the emission from Sample 1 under 351 nm
excitation at very low power (∼1 mW). We can conclude that the experimental setup for
O’donnell is high enough power to excite sufficient OMVPE 1/2 and OMVPE 4 ions to see
emission from them.
In above bandgap excitation, the situation is different. Under low intensity, unfocused
excitation conditions (see Figure 6.10 bottom) the emission is dominated by the OMVPE 7
center. Only as we move below the bandgap does relatively weak OMVPE 4 emission ap-
pear. To make this point more apparent in Figure 6.8, we have enhanced the below bandgap
section of our CEES data by a factor of 20. This observation suggests that the abundance
of the OMVPE 7 center determines the emission strength for excitation schemes that in-
volve a transfer of energy from the host material. Indeed, we observe emission mainly from
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Figure 6.9: The deconstruction of above bandgap excitation emission conducted by O’donnell et.al.
[4] into the components of OMVPE sites. Included is a low power excitation emission at
roughly the same excitation energy but at significantly lower power.
OMVPE 7 centers for small excitation density in Cathodoluminescence (CL) as well. More-
over, electroluminescence (EL) data [2] taken at room temperature using small injection
currents indicate the same behavior. This shows that the dominance of the OMVPE 7 center
at low excitation density is independent of the excitation source.
By comparing emission spectra obtained for samples grown with different growth tem-
peratures and Eu concentrations, our conclusions are qualitatively confirmed. Compared to
Sample 1, Sample 2 grown at 1000◦C with higher Eu concentration shows a stronger emis-
sion for the resonantly excited OMVPE 4 site (Figure 6.10 top). However, a weaker emission
is observed under both 325 nm excitation (6.10) and selective excitation of OMVPE 7. The
emission ratio of OMVPE 7/OMVPE 4 for Sample 1 (∼0.029) is about 1.7 times higher than
for Sample 2 (∼0.017) indicating that the growth conditions of Sample 1 are more favorable
for the enrichment of OMVPE 7 defects. Taking the emission ratios as a measure for relative
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Figure 6.10: Emission spectra for two samples with different growth temperature and total Eu con-
centrations. (top) Site selective excitation in the visible at positions characteristic for
two different types of centers (OMVPE 4 and OMVPE 7). (bottom) Excitation above
bandgap at 325 nm.
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abundances we find that 97% (sample 1) or 98% (sample 2) of the Eu ions correspond to
OMVPE 4, while only 3% or 2% correspond to OMVPE 7.
Similarly, a comparison of the emission intensity of the OMVPE 4 center in samples
grown under low and high pressure (Sample 1 and 3) reveal a ratio of 2 that is consistent with
the concentration ratio despite the fact that the high-pressure Sample 3 shows much higher
emission under above bandgap excitation [2]. These results further suggest that OMVPE
4 is the most abundant (majority) site and its emission intensity scales well with the total
concentration of Eu.
We additionally studied the emission behavior for Sample 1 under above bandgap ex-
citation for different excitation conditions. In Figure 6.11, we show the emission spectra
obtained with a focused and unfocused excitation laser. While in the unfocused case the
OMVPE 7 center is clearly dominant, OMVPE 4 becomes more dominant for the focused
laser beam. For the depicted case, the emission spectrum for the focused laser beam can
be decomposed into about equal contributions from OMVPE 7 and OMVPE 4. Changing
the laser power, we can observe that the OMVPE 7 emission saturates while the OMVPE 4
emission continues to increase. We found that the saturation behavior is not limited to the
excitation of the host by above bandgap optical excitation but is also observed in our CL
measurements. Additionally, this effect has been revealed in the room temperature EL-data
by a change in the spectrum as the injection current is increased [3].
We interpret our data by assuming that the relative energy transfer efficiency from the
host is enhanced for the OMVPE 7 center (by a factor of >1000). This favors it dramatically
in emission whenever excitation of the host material is involved in the excitation process of
the Eu ion. Therefore, under above bandgap excitation, OMVPE 7 is the dominant center
despite its relatively low abundance. On the other hand, OMVPE 4 dominates in number
(< 97%) and can consequently be associated with the rather unperturbed Eu on Ga site
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Figure 6.11: Emission spectra under above bandgap excitation for different excitation conditions: A
laser with equal excitation power was focused to about 2 µm or defocused to about 80
µm. The depicted data are for a sample grown at 1050 ◦C.
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found in Rutherford backscattering studies [68] which revealed that, within the accuracy of
the method, all Eu ions are situated on this site. Our observations show that this unperturbed
Eu ion is inefficient in capturing the excitation. From the observation that the minority site
OMVPE 7 can also be excited nonresonantly in the visible we conclude that the Eu ion
forms, most likely in combination with another defect, a trap for electron-hole pairs which
is deep enough within the bandgap to spatially localize the excitation close to the Eu ion.
This allows for an efficient energy transfer. The cross section for this process competes well
with the regular electron-hole pair recombination in these high quality samples as seen by
the absence of regular GaN blue near band emission.
6.3 Site dependence of Zeeman splittings
In Figure 6.1, due to the ability of OMVPE 7 to be excited throughout the entire excitation
region along with its saturation behavior, makes a distinction from the majority site OMVPE
4 occasionally difficult. There are several ways to isolate the two emission spectra. Utilizing
our confocal setup which allows for applied magnetic fields up to ∼7 T, we applied the
CEES technique while varying the applied magnetic field. In monitoring each site as the
magnetic field was, we have been able to identify yet another separation between OMVPE 7
and OMVPE 4. In Figure 6.12, I have shown a CEES of Sample 1 in the region of the bulk
phonons.
Upon close inspection, several transitions split in emission. In excitation, no splittings
are expected due to a J=0 to J=0 transition. This allows us to take the excitation spectrum
for each site and compare them for the splittings of 7F2 state. If we follow our group theory
application for ions with integer J values, we expect to see two of the crystal field split levels
to show Zeeman splittings, while the third crystal field level remains unperturbed.
Inspection of the sites OMVPE 4 and OMVPE 7 allow us to determine independently the
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Figure 6.12: Emission and Excitation for the range electron-phonon coupled peaks (bulk GaN
phonon mode) with no applied magnetic fields compared to 5 Tesla
g-factors for these two sites, as shown in Figures 6.13 and 6.14.
The site OMVPE 7 may be excited continuously throughout our excitation region, how-
ever it is not the only site which behaves like this. There are several other lines for which the
site identification is difficult, and is also excitable in the same fashion. For these sites, I have
identified their g-factors and have included the analysis in Figure 6.14. A very interesting
point here is that we observe a splitting of a vertical stripe with a effective g-factor of 6.16
and two others with a g-factor of 3.79. Since the highest possible g-factor for the 7F2 is
g=3, it leaves an open question as to the origin of these transitions. Finally, the electron-
phonon coupled transitions to the localized phonon modes with no applied magnetic fields
are dominated by OMVPE 4 and OMVPE 7. To strengthen this point with our magneto-optic
measurement, I have shown these transitions in Figure 6.15 . Both the spectral shape and the
overall emission strengths of the peaks match very well with the overlapping OMVPE 4 and
OMVPE 7 spectra from the zero phonon transition lines.
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Figure 6.13: The g-factors are shown for the transition 5D0→ 7F2 for the Majority OMVPE 4 site.
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Figure 6.14: The g-factors are shown for the transition 5D0 → 7F2 for the Minority OMVPE 7 site
(left two peaks). Due to the ability to excited OMVPE 7 throughout this excitation
region, included are the g-factors for several other vertical stripes (right three peaks
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Figure 6.15: The g-factors are shown for the transition localized electron-phonon coupled 5D0 →
7F2. The spectra is dominated in shape and g-factor analysis by the OMVPE 7 and
OMVPE 4 as compared to the zero phonon coupled spectra for each site
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Finally, I have show in Figure 6.16 for the majority OMVPE 4 site electronic level dia-
gram again, with the addition of the zero field splittings, the Zeeman splitting at 6.6 Tesla
(with subsequent effective g-factors), and the crystal field assignment for each observed
level. The diagram is completed for the most used emission transitions from the 5D0→ 7F2,
as that was the main focus of the investigation of our GaN:Eu samples. Our assignment of
the crystal field quantum numbers matches with experimentally found results for Eu:CaF2,
where the Eu ions maintain the same C3v symmetry. [70] Our results show that the g-factors
measured by Kachkanov et.al. [71] for above bandgap excitation match well with the effec-
tive g-factors of OMVPE 7 shown in Figure 6.14 and not with our majority site OMVPE 4
which is presented in Figure 6.16
6.4 GaN:Eu Conclusions
In summary we have used combined excitation emission spectroscopy to study the europium
ions in the GaN grown by OMVPE. The high quality of the samples is evident, indicated by
narrow lines, essentially no inhomogeneous broadening effect, and a very weak excitation
of the forbidden 7F0 to 5D0 transitions. These features enabled detailed site selective stud-
ies. Several sites could be identified which show characteristically different electron-phonon
coupling behavior. Most notably, it becomes apparent that the majority site (OMVPE 4) is a
rather unperturbed Eu ion on a site with C3v symmetry (Ga site) resulting in a strongly for-
bidden 7F0 to 5D0 transition. Consequently, the relative abundance of this site is drastically
underestimated in samples of high crystal quality if the zero-phonon excitation transition is
used as a measure.
Furthermore, utilizing detailed site-selective spectroscopy we are able to identify several
incorporation sites with distinctly different behavior. We find a dominating majority site
(OMVPE 4, > 97% relative abundance), which in its emission intensity scales well with
152
Figure 6.16: The final assessment of the crystal field energies and quantum number assignments, the
Zeeman splitting energies at 6.6 Tesla, and effective g-factors for the observed levels.
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the Eu concentration. This center can be excited resonantly in its phonon-assisted transition
at around 570 nm as well as just below the bandgap. Above bandgap however a second
incorporation site (OMVPE 7, < 3% relative abundance) is more prevalent. This center
can be excited non-resonantly in the visible and in combination with another defect may
constitute a defect trap which spatially localizes the excitation close to the Eu ion. This
allows for effective energy transfer to Eu ions from the host material. Moreover, it saturates
easily under focused above bandgap excitation and higher excitation intensities. At lower
excitation intensities, it dominates the emission under above bandgap excitation indicating
that the energy transfer efficiency is several orders of magnitude higher compared to the
majority center. These findings also clarify the apparent discrepancies mentioned by showing
that it is not the majority site OMVPE 4 (and hence the total Eu concentration), but rather
the minority site OMVPE 7 that determines the emission intensity under excitation with
UV-light intensity or by small injection currents.
Finally, combining applied magnetic fields as well as our CEES technique, we have found
the g-factors for all available site assignments, in particular noting the differences in g-factors
for the majority OMVPE 4 site as well as the above bandgap dominant OMVPE 7 center.
Our magneto-optic study additionally allowed us to assign crystal field quantum numbers to
all of the levels that were investigated within this section along with their effective g-factors.
While the g-factors are quite different, our assignment of the crystal field quantum numbers
matches well with experimentally found results for Eu:CaF2, where the Eu ions maintain the
same C3v symmetry. [70]
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Chapter 7
Conclusions
We have investigated the optical properties of each system in detail utilizing a site-selective
resonant excitation technique. We have conducted a thorough analysis of crystal field split
sublevels, which has allowed for a detailed study of the number of incorporation sites of the
rare earth dopants in the GaN host.
Utilizing this site selective spectroscopy, we have shown the ability to investigate the
effect of ferromagnetism on the magneto-optical properties of the very RE-ions which are
the origin of the ferromagnetic behavior and present initial results on these studies. Com-
bining our CEES technique with Zeeman spectroscopy, we present the dependence of the
ferromagnetism on incorporation site abundance for Eu3+. The Zeeman split levels of Nd3+
and Er3+ show that the optical detection of external and internal remnant magnetic fields
for the purpose of ferromagnetic hysteresis study is possible with increased collection ef-
ficiency. Finally, the Zeeman spectroscopy has enhanced our ability to not only label the
crystal field sublevels in each system with their corresponding energy values, but also with
the appropriate crystal field quantum numbers predicted by theory.
The main conclusions specific to each RE:GaN system are summarized here:
• GaN:Nd
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1. Crystal field split levels under C3v symmetry have an assigned energy level scheme
2. Magnetic fields allowed to further classify levels according to crystal field quan-
tum numbers as well as giving the g-factors of many levels
3. Ferromagnetic hysteresis measurements show a possible link of the applied mag-
netic field to the spontaneous and strain induced electric field
• GaN:Eu
1. Several incorporation sites and their relative abundances for MOCVD grown
samples were investigated vs. MBE grown samples
2. Investigation of saturation effects and energy transfer efficiencies show that two
sites, OMVPE 7 and OMVPE 4 play a key role in device efficiency
3. Assigned crystal field quantum numbers and g-factors to several sites
• Gan:Er
1. For the dominant incorporation site of MOCVD grown samples, experimental
levels were fit well to the energy level diagram
2. The strength of perturbation at the ion sites were shown to play a key role in
upconversion efficiency
3. Investigation of low temperature ferromagnetic hysteresis gives the ability to de-
tect remnant magnetic fields as low as ∼10 mT
4. The source of the EPR measured g-factors is likely due to the ground state split-
ting
5. In these sample, the possible link of the applied magnetic field to the spontaneous
and strain induced electric field was further strengthened
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7.0.1 Future Work
In regards to the GaN:Nd and GaN:Eu, the optical results are fairly complete. Ultimately,
the ability to assign all of the crystal fields levels with their respective energies would allow
for an excellent fitting tool for theoretical studies. We have investigated several important
transitions to do the available equipment for excitation and emission, however, there are sev-
eral transitions for both ions that we have not looked at. When the growth technique pushes
the materials to higher efficiency levels, the understanding of site abundance and saturation
behavior is key to assist in the improvement of device quality. For GaN:Eu, this has al-
ready proven quite true, however much work is needed to be done before the system is fully
understood. The saturation and lifetime behaviors of each site would greatly assist in the un-
derstanding of the roles of minority sites in the saturation behavior of the EL measurements.
Additionally, despite the highly selective nature of our excitation, several overlapping sites
still cause some differences in interpretations. A study of additional transitions may aid in
the settling any unresolved matters.
Many further magneto-optical studies need to be conducted on all three systems. While
the fiber-based setup allowed for high spatial resolution, we recently have constructed a
free beam setup that allows for a loss in resolution, but a gain in emission collection by
several orders of magnitude. For all three ions, the magneto-optic measurements should now
be conducted again and with this increase in spectral signal/noise, several of the important
conclusions of this work may be strengthened. This is in particular important for the GaN:Nd
and Gan:Er systems, where hysteresis measurements can be vastly improved by a decrease in
exposure times necessary for emission collection. Furthermore, the intricacies of the Zeeman
spectra of Gan:Er will require measurements on samples with much sharper emission lines
in order to determine g-factors and crystal field quantum number assignment. Finally, the
origin of the large g-factor of 6.16 shown in the GaN:Eu emission opens many questions.
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Much more theoretical study is necessary before the origin of such a large splitting in this
area is possible.
Lastly, a investigation of the possible link between the applied magnetic fields and the
piezoelectric fields in GaN needs to be conducted. The next step it to take spectra with ap-
plied fields along the c-axis but with opposite sign for samples with varied amounts of strain.
This would allow for the separation of the origin of observed behavior between the strain in-
duced electric field along the c-axis and the intrinsic electric field due to the crystal structure.
The possibility of strain controlled ferromagnetism is an interesting idea that should drive
this research forward.
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Appendix A:Classification of States and
the Pauli Exclusion Principle
Throughout this research, we will use the classification of states under Russell-Saunders
coupling. Under this classification, a level or state is labeled as 2S+1LJ for rare earth ions,
where S is the total spin momenta S = s1 +s2 +sN , L is the total orbital angular momentum
L = l1 + l2 + lN , and J = L + S is the total angular momenta of the state. Later we will
label states according to linear combination of Russell-Saunders states; however one can still
utilize both Hund’s rule and the Pauli Exclusion Principle to obtain the number of levels that
a free ion will possess, and add in factors accordingly.
If an atom contains two or more electrons that have common values of the quantum
numbers n and l, because they are in the same subshell, the exclusion principle imposes
restrictions on the possible values of the remaining quantum numbers. In the Hartree ap-
proximations, these are the ml and ms quantum numbers of each electron. In this case the
exclusion principle says simply that no two electrons can have the same set of all four quan-
tum numbers. In L-S coupling, the quantum numbers that are used, in addition to n and
l for each electron, are l′,s′,j′,m′j . These quantum numbers specify the way the electrons
interact in L-S coupling. The restrictions imposed by the exclusion principle on the possi-
ble values of these quantum numbers are more complicated, but they can be determined as
follows. Working first in the Hartree approximation, the possible values of ml and ms are
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used to determine the possible values of the quantum numbers m′l,m
′
s,m
′
j . From these the
possible values of l′,s′,j′,m′j are then determined. Although in L-S coupling the z compo-
nents of L′ and S′, which are specified by m′l and m′s, are changed by the residual Coulomb
and spin-orbit interactions, L′,S′,J′,J′Z are not changed. Therefore, the restrictions that are
found in the Hartree approximation concerning the associated quantum numbers, l′,s′,j′,m′j ,
also apply in L-S coupling. For example, let us consider the simple example of triply ion-
ized Praseodymium (Pr3+) with only 2 electrons in the in the f-shell. In Table 7.1, I have
listed all of the possible sets of values of ml and ms for the two electrons, which satisfy the
exclusion principle. We then can collect the ml and ms terms together to find the allowed
free ion terms. This procedure will not be shown for each ion, although the terms will be
listed. This section was provided as a background to how the allowed terms were written
down according to the Pauli exclusion principle. There is another method to find the allowed
terms, by creating a table of the ms vs. ml values and requiring that the total wavefunction
is antisymmetric when they are multiplied. This method is slightly more difficult to utilize
only because of the difficulty in determining the symmetry of the spatial and spin portions
of the total wavefunction.
This procedure will not be shown for each ion, although the terms will be listed. This
section was provided as a background to how the allowed terms were written down accord-
ing to the Pauli exclusion principle. There is another method to find the allowed terms, by
creating a table of the ms vs. ml values and requiring that the total wavefunction is anti-
symmetric when they are multiplied. This method is slightly more difficult to utilize only
because of the difficulty in determining the symmetry of the spatial and spin portions of the
total wavefunction. [72]
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Table 7.1: The possible sets of values of ml and ms for the two electrons.
Entry ml1 ms1 ml2 ms2 m
′
l m
′
s m
′
j
1 +1 +1/2 +1 -1/2 +2 0 +2
2 +1 +1/2 0 +1/2 +1 +1 +2
3 +1 +1/2 0 -1/2 +1 0 +1
4 +1 +1/2 -1 +1/2 0 +1 +1
5 +1 +1/2 -1 -1/2 0 0 0
6 +1 -1/2 0 -1/2 +1 -1 0
7 +1 -1/2 -1 +1/2 0 0 0
8 +1 -1/2 -1 -1/2 0 -1 -1
9 0 +1/2 +1 -1/2 +1 0 +1
10 0 +1/2 0 -1/2 0 0 0
11 0 +1/2 -1 +1/2 -1 +1 0
12 0 +1/2 -1 -1/2 -1 0 -1
13 -1 +1/2 0 -1/2 -1 0 -1
14 -1 +1/2 -1 -1/2 -2 0 -2
15 -1 -1/2 0 -1/2 -1 -1 -2
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