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Abstract
We study the following nonlinear Schro¨dinger system which is related to Bose-
Einstein condensate:

−∆u+ λ1u = µ1u2∗−1 + βu 2
∗
2 −1v
2∗
2 , x ∈ Ω,
−∆v + λ2v = µ2v2∗−1 + βv 2
∗
2 −1u
2∗
2 , x ∈ Ω,
u ≥ 0, v ≥ 0 in Ω, u = v = 0 on ∂Ω.
Here Ω ⊂ RN is a smooth bounded domain, 2∗ := 2NN−2 is the Sobolev critical
exponent, −λ1(Ω) < λ1, λ2 < 0, µ1, µ2 > 0 and β 6= 0, where λ1(Ω) is the
first eigenvalue of −∆ with the Dirichlet boundary condition. When β = 0,
this is just the well-known Brezis-Nirenberg problem. The special case N = 4
was studied by the authors in (Arch. Ration. Mech. Anal. 205: 515-551,
2012). In this paper we consider the higher dimensional case N ≥ 5. It is
interesting that we can prove the existence of a positive least energy solution
(uβ, vβ) for any β 6= 0 (which can not hold in the special case N = 4). We
also study the limit behavior of (uβ , vβ) as β → −∞ and phase separation is
expected. In particular, uβ − vβ will converge to sign-changing solutions of the
Brezis-Nirenberg problem, provided N ≥ 6. In case λ1 = λ2, the classification
of the least energy solutions is also studied. It turns out that some quite
different phenomena appear comparing to the special case N = 4.
∗Supported by NSFC (11025106). E-mail: chenzhijie1987@sina.com(Chen);
wzou@math.tsinghua.edu.cn (Zou)
1
1 Introduction
In this paper we consider the following coupled nonlinear Schro¨dinger equations:

−∆u+ λ1u = µ1u2p−1 + βup−1vp, x ∈ Ω,
−∆v + λ2v = µ2v2p−1 + βvp−1up, x ∈ Ω,
u ≥ 0, v ≥ 0 in Ω, u = v = 0 on ∂Ω,
(1.1)
where Ω = RN or Ω ⊂ RN is a smooth bounded domain, p > 1 and p ≤ 2∗/2 if
N ≥ 3, µ1, µ2 > 0 and β 6= 0 is a coupling constant. In the case p = 2, the cubic
system (1.1) appears in many physical problems, especially in nonlinear optics
and Bose-Einstein condensation. We refer for this to [2, 19, 20, 23], which also
contain information about the physical relevance of non-cubic nonlinearities.
In the subcritical case p < 2∗/2, the existence of solutions have received great
interest recently, see [4, 7, 18, 24, 25, 27, 29, 34] and references therein.
All the papers mentioned above deal with the subcritical case. To the best
of our knowledge, there are no existence results for (1.1) in the critical case
2p = 2∗ in the literature. Critical exponent problems, which have received
great attention in the past thirty years since the cerebrated work by Brezis and
Nirenberg [9], are very interesting in view of mathematics. Recently, the authors
studied the special critical case p = 2 and N = 4 in [16].
In this paper, we study the existence and properties of least energy solutions
to (1.1) in the higher dimensional case. In the sequel we assume that
N ≥ 5 and 2p = 2∗. (1.2)
It turns out that different phenomena happen comparing to the special case
N = 4 ([16]), see Remarks 1.1, 1.3, 1.4 and 1.5 below. If Ω = RN and (u, v)
is any a solution of (1.1), then by the Pohozaev identity, it is easy to get that∫
RN
λ1u
2 + λ2v
2 dx = 0, so (u, v) ≡ (0, 0) if λ1λ2 > 0. Therefore, in the sequel
we assume that Ω ⊂ RN is a smooth bounded domain . We call a solution (u, v)
nontrivial if both u 6≡ 0 and v 6≡ 0, a solution (u, v) semi-trivial if (u, v) is type
of (u, 0) or (0, v). We are concerned with nontrivial solutions of (1.1).
Let λ1(Ω) be the first eigenvalue of −∆ with the Dirichlet boundary condi-
tion. Clearly (1.1) has semi-trivial solutions (uµ1 , 0) and (0, uµ2), where uµi is
a positive least energy solution of the well-known Brezis-Nirenberg problem
−∆u + λiu = µi|u|2∗−2u, u ∈ H10 (Ω), (1.3)
if −λ1(Ω) < λ1, λ2 < 0 (see [9]). Hence, system (1.1) can be seen as a crit-
ically coupled Brezis-Nirenberg problem. As we will see in Theorems 1.4-1.5,
system (1.1) is closely related to the Brezis-Nirenberg problem (1.3). The Brezis-
Nirenberg problem (1.3) has been studied intensively, and we refer the readers
to [12, 13, 15, 17, 32] and references therein.
Denote H := H10 (Ω) × H10 (Ω). It is well known that solutions of (1.1)
correspond to the critical points of C1 functional E : H → R given by
E(u, v) =
1
2
∫
Ω
(|∇u|2 + λ1u2) + 1
2
∫
Ω
(|∇v|2 + λ2v2)
2
− 1
2p
∫
Ω
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p). (1.4)
We say a solution (u, v) of (1.1) is a least energy solution, if (u, v) is nontrivial
and E(u, v) ≤ E(ϕ, ψ) for any other nontrivial solution (ϕ, ψ) of (1.1). As in
[24], we define a Nehari type manifold
M = {(u, v) ∈ H : u 6≡ 0, v 6≡ 0, E′(u, v)(u, 0) = E′(u, v)(0, v) = 0} .
Then any nontrivial solutions of (1.1) belong toM. Similarly as [16], it is trivial
to see that M 6= ∅. Define the least energy
B := inf
(u,v)∈M
E(u, v) = inf
(u,v)∈M
1
N
∫
Ω
(|∇u|2 + λ1u2 + |∇v|2 + λ2v2) dx. (1.5)
First we consider the symmetric case −λ1(Ω) < λ1 = λ2 = λ < 0. By [9]
the Brezis-Nirenberg problem
−∆u+ λu = |u|2∗−2u, u ∈ H10 (Ω) (1.6)
has a positive least energy solution ω with energy
B1 :=
1
N
∫
Ω
(|∇ω|2 + λω2) dx = 1
N
∫
Ω
ω2
∗
dx. (1.7)
Moreover,
∫
Ω
(|∇u|2 + λu2) dx ≥ (NB1)2/N
(∫
Ω
|u|2∗ dx
)2/2∗
, ∀ u ∈ H10 (Ω). (1.8)
Consider the following nonlinear problem (p = NN−2 < 2 since N ≥ 5)

µ1k
p−1 + βkp/2−1lp/2 = 1,
βkp/2lp/2−1 + µ2lp−1 = 1,
k > 0, l > 0.
(1.9)
We will prove in Lemma 2.1 that there exists (k0, l0) such that
(k0, l0) satisfies (1.9) and k0 = min{k : (k, l) is a solution of (1.9)}. (1.10)
Our first result deals with the symmetric case λ1 = λ2.
Theorem 1.1. Assume that −λ1(Ω) < λ1 = λ2 = λ < 0. Let (k0, l0) in (1.10).
Then for any β > 0, (
√
k0ω,
√
l0ω) is a positive solution of (1.1). Moreover,
if β ≥ 2N−2 max{µ1, µ2}, then E(
√
k0ω,
√
l0ω) = B, that is, (
√
k0ω,
√
l0ω) is a
positive least energy solution of (1.1).
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Remark 1.1. (1) In the special case N = 4 and 2p = 2∗, [16, Theorem 1.1] said
that (1.1) has no nontrivial nonnegative solution if β ∈ [min{µ1, µ2},max{µ1, µ2}]
and µ1 6= µ2. Therefore, the general case N ≥ 5 is quite different from the case
N = 4. As we will see in Section 2, the proof of Theorem 1.1 is much more
delicate than [16] because of the nonlinearity of problem (1.9).
(2) Similarly as in [16, Remark 1.1], we can prove that, if Ω is starshaped,
the assumption −λ1(Ω) < λ < 0 in Theorem 1.1 is optimal.
Our second result deals with the classification of the least energy solutions.
Theorem 1.2. Let assumptions in Theorem 1.1 hold. There exists β0 ≥
2
N−2 max{µ1, µ2} determined by (µ1, µ2), and assume that β > β0. Let (u, v) be
any a positive least energy solution of (1.1), then (u, v) = (
√
k0U,
√
l0U), where
U is a positive least energy solution of (1.6). In particular, the positive least
energy solution of (1.1) is unique if Ω ⊂ RN is a ball.
Remark 1.2. (1) We can give a precise definition of β0 (see (4.2) in Section
4). In particular, if µ1 = µ2, then β0 =
2
N−2 max{µ1, µ2}.
(2) For the case p = 2 and N ≤ 3, some uniqueness results about system
(1.1) were introduced in [36]. However, their proofs heavily depend on p = 2,
and so can not work here.
Now, let us consider the general case −λ1(Ω) < λ1, λ2 < 0. Without loss of
generality, we may assume that λ1 ≤ λ2.
Theorem 1.3. Assume that −λ1(Ω) < λ1 ≤ λ2 < 0. Then system (1.1) has a
positive least energy solution (u, v) with E(u, v) = B for any β 6= 0.
Remark 1.3. For the general case λ1 ≤ λ2, when N = 4 and 2p = 2∗, [16,
Theorem 1.3] said that (1.1) has a positive least energy solution for any
β ⊂ (−∞, 0) ∪ (0, β1) ∪ (β2,+∞),
where βi, i = 1, 2 are some positive constants satisfying
β1 ≤ min{µ1, µ2} ≤ max{µ1, µ2} ≤ β2.
That is, we do not know whether the least energy solution exists or not if β ∈
[β1, β2] (In the symmetric case λ1 = λ2, Remark 1.1-(1) says that nontrivial
positive solutions do not exist if β ∈ [min{µ1, µ2},max{µ1, µ2}] and µ1 6= µ2).
Comparing this with Theorem 1.3, it turns out that the general case N ≥ 5 is
completely different from the special case N = 4.
Now, we study the limit behavior of the positive least energy solutions in
the repulsive case β → −∞. It is expected that components of the limiting
profile tend to separate in different regions of the underlying domain Ω. This
phenomena, called phase separation, has been well studied for L∞ -bounded
positive solutions of system (1.1) in subcritical case 2p < 2∗ by [34, 35, 28]. The
critical case N = 4 and p = 2 was studied by [16]. For other kinds of elliptic
systems with strong competition, phase separation has also been well studied,
we refer to [10, 11, 14] and references therein. Denote {u > 0} := {x ∈ Ω :
u(x) > 0} and u± := max{±u, 0}. Then we have the following result.
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Theorem 1.4. Assume that −λ1(Ω) < λ1 ≤ λ2 < 0. Let βn < 0, n ∈ N,
satisfy βn → −∞ as n→∞, and (un, vn) be the positive least energy solutions
of (1.1) with β = βn which exists by Theorem 1.3. Then
∫
Ω
βnu
p
nv
p
n dx → 0 as
n→∞, and passing to a subsequence, one of the following conclusions holds.
(1) un → u∞ strongly in H10 (Ω) and vn ⇀ 0 weakly in H10 (Ω) (so vn → 0 for
almost every x ∈ Ω), where u∞ is a positive least energy solution of
−∆u+ λ1u = µ1|u|2∗−2u, u ∈ H10 (Ω).
(2) vn → v∞ strongly in H10 (Ω) and un ⇀ 0 weakly in H10 (Ω) (so un → 0 for
almost every x ∈ Ω), where v∞ is a positive least energy solution of
−∆v + λ2v = µ2|v|2∗−2v, v ∈ H10 (Ω).
(3) (un, vn)→ (u∞, v∞) strongly in H and u∞ · v∞ ≡ 0, where u∞ ∈ C(Ω) is
a positive least energy solution of
−∆u+ λ1u = µ1|u|2∗−2u, u ∈ H10 ({u∞ > 0}),
and v∞ ∈ C(Ω) is a positive least energy solution of
−∆v + λ2v = µ2|v|2∗−2v, v ∈ H10 ({v∞ > 0}).
Furthermore, both {v∞ > 0} and {u∞ > 0} are connected domains, and
{v∞ > 0} = Ω\{u∞ > 0}.
In particular, if N ≥ 6, then only conclusion (3) holds, and u∞ − v∞ is a least
energy sign-changing solution to problem
−∆u+ λ1u+ − λ2u− = µ1(u+)2∗−1 − µ2(u−)2∗−1, u ∈ H10 (Ω). (1.11)
Here a sign-changing solution u of (1.11) is called a least energy sign-changing
solution, if u attains the minimal functional energy among all sign-changing
solutions of (1.11). As an application of Theorem 1.4, we turn to consider the
Brezis-Nirenberg problem
−∆u+ λ1u = µ1|u|2∗−2u, u ∈ H10 (Ω), (1.12)
where −λ1(Ω) < λ1 < 0. Its corresponding functional is
J(u) :=
1
2
∫
Ω
(|∇u|2 + λ1u2) dx− 1
2∗
∫
Ω
µ1|u|2∗ dx, u ∈ H10 (Ω).
Then we have the following result.
Theorem 1.5. Assume N ≥ 6. Let (u∞, v∞) be in Theorem 1.4 in the sym-
metric case where λ2 = λ1 and µ2 = µ1. Then u∞ − v∞ is a least energy
sign-changing solution of (1.12), and
J(u∞ − v∞) < Bµ1 +
1
N
µ
−N−22
1 S
N
2 , (1.13)
where Bµ1 is the least energy of problem (1.12) (see (3.1) in Section 3).
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Remark 1.4. (i) Theorem 1.4 has been proved for the special case N = 4
and 2p = 2∗ by the authors([16]), where we raised an open question: Can
one show that only conclusion (3) holds? The reviewer of [16] pointed out
that this question may be related to the existence of sign-changing solu-
tions to the Brezis-Nirenberg problem (1.12). Motivated by the reviewer’s
comment, it is natural for us to consider (1.1) under assumption (1.2) in
this paper. Here in the case N ≥ 6, we exclude conclusions (1)-(2) and
verifies the reviewer’s comment successfully, and so system (1.1) is closely
related to the Brezis-Nirenberg problem. Unfortunately, we do not know
whether only Theorem 1.4-(3) holds for N = 4, 5, which still remains as
an interesting open question.
(ii) In the proof of Theorem 1.4-(3), a key point is to prove the continuity of
u∞ and v∞. We remark here that, our proof of the continuity of u∞ and
v∞ is completely different from that in [16] for the special case N = 4,
and can also be used to the special case N = 4.
(iii) The existence of least energy sign-changing solutions to the Brezis-Nirenberg
problem (1.12) in the case N ≥ 6 was proved in [13] in 1986. Here, Theo-
rem 1.5 is a direct corollary of Theorem 1.4, and so the proof of Theorem
1.5 is completely different from [13].
Since the nonlinearity and the coupling term are both critical in (1.1), the
existence of nontrivial solutions of (1.1) depends heavily on the existence of the
least energy solution of the following limit problem

−∆u = µ1|u|2p−2u+ β|u|p−2u|v|p, x ∈ RN ,
−∆v = µ2|v|2p−2v + β|v|p−2v|u|p, x ∈ RN ,
u, v ∈ D1,2(RN ),
(1.14)
where D1,2(RN ) := {u ∈ L2(RN ) : |∇u| ∈ L2(RN )} with norm ‖u‖D1,2 :=
(
∫
RN
|∇u|2 dx)1/2. Let S be the sharp constant of D1,2(RN ) →֒ L2∗(RN )
∫
RN
|∇u|2 dx ≥ S
(∫
RN
|u|2∗ dx
) 2
2∗
. (1.15)
For ε > 0 and y ∈ RN , we consider the Aubin-Talenti instanton [1, 33]
Uε,y ∈ D1,2(RN ) defined by
Uε,y(x) := [N(N − 2)]N−24
(
ε
ε2 + |x− y|2
)N−2
2
. (1.16)
Then Uε,y satisfies −∆u = |u|2∗−2u in RN and∫
RN
|∇Uε,y|2 dx =
∫
RN
|Uε,y|2∗ dx = SN/2. (1.17)
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Furthermore, {Uε,y : ε > 0, y ∈ RN} contains all positive solutions of the
equation −∆u = |u|2∗−2u in RN .
Clearly (1.14) has semi-trivial solutions (µ
−N−24
1 Uε,y, 0) and (0, µ
N−2
4
2 Uε,y).
Here, we are only interested in nontrivial solutions of (1.14). Define D :=
D1,2(RN )×D1,2(RN ) and a C1 functional I : D → R given by
I(u, v) :=
1
2
∫
RN
(|∇u|2 + |∇v|2)− 1
2p
∫
RN
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p).
(1.18)
As in [24], we consider the set
N = {(u, v) ∈ D : u 6≡ 0, v 6≡ 0, I ′(u, v)(u, 0) = I ′(u, v)(0, v) = 0} .
Then any nontrivial solutions of (1.14) belong to N . Similarly N 6= ∅. We set
A := inf
(u,v)∈N
I(u, v) = inf
(u,v)∈N
1
N
∫
RN
(|∇u|2 + |∇v|2) dx. (1.19)
Then we have the following theorem, which plays an important role in the proof
of Theorem 1.3.
Theorem 1.6. (1) If β < 0, then A is not attained.
(2) If β > 0, then (1.14) has a positive least energy solution (U, V ) with
I(U, V ) = A, which is radially symmetric decreasing. Moreover,
(2-1) if β ≥ 2N−2 max{µ1, µ2}, then I(
√
k0Uε,y,
√
l0Uε,y) = A, where (k0, l0)
in (1.10). That is, (
√
k0Uε,y,
√
l0Uε,y) is a positive least energy solu-
tion of (1.14).
(2-2) there exists 0 < β1 ≤ 2N−2 max{µ1, µ2}, and for any 0 < β < β1,
there exists a solution (k(β), l(β)) of (1.9), such that
I(
√
k(β)Uε,y,
√
l(β)Uε,y) > A = I(U, V ).
That is, (
√
k(β)Uε,y,
√
l(β)Uε,y) is a different positive solution of
(1.14) with respect to (U, V ).
Remark 1.5. In the case N = 4 and 2p = 2∗, [16, Theorem 1.5] said that
(1.14) has no nontrivial nonnegative solution if β ∈ [min{µ1, µ2},max{µ1, µ2}]
and µ1 6= µ2; (
√
k(β)Uε,y,
√
l(β)Uε,y) is a positive least energy solution of (1.14)
if 0 < β < min{µ1, µ2}. Hence the general case N ≥ 5 is completely different
from the case N = 4. As we will see in Section 2, the idea of proving Theorem
1.6-(2) in case 0 < β < 2N−2 max{µ1, µ2}, which also works for the case β ≥
2
N−2 max{µ1, µ2}, is completely different from that in case N = 4 ([16]).
We can also study the uniqueness of the positive least energy solutions of
(1.14) just as Theorem 1.2.
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Theorem 1.7. Let β0 be in Theorem 1.2 and assume that β > β0. Let (u, v) be
any a positive least energy solution of (1.14). Then (u, v) = (
√
k0Uε,y,
√
l0Uε,y)
for some ε > 0 and y ∈ RN .
The rest of this paper proves these theorems, and some ideas of the proofs
are similar to those in [16]. However, as pointed out above, the general case
N ≥ 5 is quite different from N = 4, and some new ideas are needed. We give
some notations here. Throughout this paper, we denote the norm of Lq(Ω) by
|u|q = (
∫
Ω
|u|q dx) 1q , the norm of H10 (Ω) by ‖u‖ = |∇u|2 and positive constants
(possibly different) by C. The paper is organized as follows. Theorems 1.1 and
1.6 are proved in Section 2, and we will see that these proofs are more delicate
than those in case N = 4 ([16]). In Section 3, we use Nehari manifold approach
and Ekeland variational principle to prove Theorem 1.3 for the case β < 0, and
use mountain pass argument to Theorem 1.3 for the case β > 0. In Section
4, we use an elementary approach to prove Theorems 1.2 and 1.7. Finally, we
use energy estimate methods to prove Theorems 1.4 and 1.5 in Section 5, where
some different ideas are needed.
After the completion of this paper (see arXiv:1209.2522v1 for the original
version), we learned that (1.1) has also been studied in [22], where the author
showed the existence of least energy solutions for β > β0 > 0, where β0 is an
unknown constant. For |β| sufficiently small, the existence of nontrivial solutions
was studied in [22] via a perturbation method, but the solutions obtained there
seem not necessary to be least energy solutions. Theorem 1.3 in this paper is
much more general that those results in [22]. We also remark that any other
results in our paper can not be found in [22].
2 Proof of Theorems 1.1 and 1.6
Define functions
α1(k, l) := µ1k
p−1 + βk
p
2−1l
p
2 − 1, k > 0, l ≥ 0; (2.1)
α2(k, l) := µ2l
p−1 + βl
p
2−1k
p
2 − 1, l > 0, k ≥ 0; (2.2)
h1(k) := β
−2/p
(
k1−p/2 − µ1kp/2
)2/p
, 0 < k ≤ µ−
1
p−1
1 ; (2.3)
h2(l) := β
−2/p
(
l1−p/2 − µ2lp/2
)2/p
, 0 < l ≤ µ−
1
p−1
2 . (2.4)
Then α1(k, h1(k)) ≡ 0 and α2(h2(l), l) ≡ 0.
Lemma 2.1. Assume that β > 0, then equation
α1(k, l) = 0, α2(k, l) = 0, k, l > 0 (2.5)
has a solution (k0, l0), which satisfies
α2(k, h1(k)) < 0, ∀ 0 < k < k0, (2.6)
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that is, (k0, l0) satisfies (1.10). Similarly, (2.5) has a solution (k1, l1) such that
α1(h2(l), l) < 0, ∀ 0 < l < l1. (2.7)
Proof. Equation α1(k, l) = 0, k, l > 0 imply that
l = h1(k), 0 < k < µ
− 1p−1
1 .
While, α2(k, l) = 0 implies that µ2l
p/2 + βkp/2 = l1−p/2. Therefore, we turn to
prove that
µ2
1− µ1kp−1
βkp/2−1
+ βkp/2 =
(
1− µ1kp−1
βkp/2−1
) 2−p
p
, 0 < kp−1 <
1
µ1
(2.8)
have a solution. Note that (2.8) is equivalent to
f(k) :=
(
1
βkp−1
− µ1
β
) 2−p
p
− µ2
β
− β
2 − µ1µ2
β
kp−1 = 0, 0 < kp−1 <
1
µ1
. (2.9)
Recall that N ≥ 5 and 2p = 2∗, we have 2− p > 0 and so
lim
k→0+
f(k) = +∞, f(µ−
1
p−1
1 ) = −
β
µ1
< 0.
Therefore, there exists k0 ∈ (0, µ−
1
p−1
1 ) such that f(k0) = 0 and f(k) > 0 for
k ∈ (0, k0). Let l0 = h1(k0), then (k0, l0) is a solution of (2.5). Moreover, (2.6)
follows directly from f(k) > 0 for k ∈ (0, k0). The existence of (k1, l1) that
satisfy (2.5) and (2.7) is similar. 
Lemma 2.2. Assume that β ≥ (p − 1)max{µ1, µ2}, then h1(k) + k is strictly
increasing for k ∈ [0, µ−
1
p−1
1 ] and h2(l)+l is strictly increasing for l ∈ [0, µ
− 1p−1
2 ].
Proof. Since for k > 0
h′1(k) =
2
p
β−2/p
(
k1−p/2 − µ1kp/2
)2/p−1 (
(1 − p/2)k−p/2 − p
2
µ1k
p/2−1
)
,
we see that h′1(k) ≥ 0 for 0 < µ1kp−1 ≤ 2−pp or µ1kp−1 = 1, and h′1(k) < 0 for
2−p
p < µ1k
p−1 < 1. By direct computations, we deduce from h′′1(k) = 0,
2−p
p <
µ1k
p−1 < 1 that k = (µ1p)−
1
p−1 . Since β ≥ (p− 1)max{µ1, µ2}, we have
min
0<kp−1≤µ−11
h′1(k) = h
′
1
(
(µ1p)
− 1p−1
)
= −β−2/pµ2/p1 (p− 1)2/p ≥ −1,
and so h′1(k) > −1 for 0 < k ≤ µ
− 1p−1
1 with k 6= (µ1p)−
1
p−1 . This implies that
h1(k) + k is strictly increasing for k ∈ [0, µ−
1
p−1
1 ]. Similarly, h2(l) + l is strictly
increasing for l ∈ [0, µ−
1
p−1
2 ]. 
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Lemma 2.3. Assume that β ≥ (p − 1)max{µ1, µ2}. Let (k0, l0) be in Lemma
2.1. Then max{µ1(k0 + l0)p−1, µ2(k0 + l0)p−1} < 1 and
α2(k, h1(k)) < 0, ∀ 0 < k < k0; α1(h2(l), l) < 0, ∀ 0 < l < l0. (2.10)
Proof. By Lemma 2.2 we have
h1(µ
− 1p−1
1 ) + µ
− 1p−1
1 = µ
− 1p−1
1 > h1(k0) + k0 = k0 + l0,
that is, µ1(k0 + l0)
p−1 < 1. Similarly, µ2(k0 + l0)p−1 < 1. By Lemma 2.1, to
prove (2.10), it suffices to prove that (k0, l0) = (k1, l1). By (2.6)-(2.7) we see
that k1 ≥ k0, l0 ≥ l1. If k1 > k0, then k1 + h1(k1) > k0 + h1(k0), that is,
h2(l1) + l1 = k1 + l1 > k0 + l0 = h2(l0) + l0, and so l1 > l0, a contradiction.
Therefore, k1 = k0 and l0 = l1. This completes the proof. 
Lemma 2.4. Assume that β ≥ (p− 1)max{µ1, µ2}. Then

k + l ≤ k0 + l0,
α1(k, l) ≥ 0, α2(k, l) ≥ 0,
k, l ≥ 0, (k, l) 6= (0, 0)
(2.11)
has a unique solution (k0, l0).
Proof. Note that (k0, l0) satisfies (2.11). Let (k˜, l˜) be any a solution of (2.11).
Without loss of generality, we assume that k˜ > 0. If l˜ = 0, then by k˜ ≤ k0 + l0
and α1(k˜, 0) ≥ 0 we get that
1 ≤ µ1k˜p−1 ≤ µ1(k0 + l0)p−1,
which contradicts with Lemma 2.3. Therefore l˜ > 0.
Assume by contradiction that k˜ < k0. Similarly to the proof of Lemma 2.2,
by (2.4) it is easy to see that h2(l) is strictly increasing for 0 < µ2l
p−1 ≤ 2−pp , and
strictly decreasing for 2−pp ≤ µ2lp−1 ≤ 1. Moreover, h2(0) = h2(µ
− 1p−1
2 ) = 0.
Since 0 < k˜ < k0 = h2(l0), there exists 0 < l2 < l3 < µ
− 1p−1
2 such that
h2(l2) = h2(l3) = k˜ and
α2(k˜, l) < 0 ⇐⇒ h2(l) > k˜ ⇐⇒ l2 < l < l3. (2.12)
Since α2(k˜, l˜) ≥ 0, we have l˜ ≤ l2 or l˜ ≥ l3. Since α1(k˜, l˜) ≥ 0, we have l˜ ≥ h1(k˜).
By Lemma 2.3 we have α2(k˜, h1(k˜)) < 0, and so l2 < h1(k˜) < l3. These imply
l˜ ≥ l3. (2.13)
On the other hand, since l1 := k0 + l0 − k˜ > l0, we have
h2(l1) + k0 + l0 − k˜ = h2(l1) + l1 > h2(l0) + l0 = k0 + l0,
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that is, h2(l1) > k˜. By (2.12) we have l2 < l1 < l3. By k˜ + l˜ ≤ k0 + l0 we have
l˜ ≤ l1 < l3,
which contradicts with (2.13). Therefore, k˜ ≥ k0. By a similar argument, we
also have l˜ ≥ l0. Therefore, (k˜, l˜) = (k0, l0). This completes the proof. 
Proof of Theorem 1.1. Assume that −λ1(Ω) < λ1 = λ2 = λ < 0. By
the Sobolev inequality (1.15) it is standard to see that B > 0. Since β > 0,
by Lemma 2.1 equation (1.9) has a solution (k0, l0). Recall (1.7), we see that
(
√
k0ω,
√
l0ω) is a nontrivial solution of (1.1) and
0 < B ≤ E(
√
k0ω,
√
l0ω) = (k0 + l0)B1. (2.14)
Now we assume that β ≥ (p − 1)max{µ1, µ2}, and we shall prove that
B = E(
√
k0ω,
√
l0ω). Let {(un, vn)} ⊂ M be a minimizing sequence for B, that
is, E(un, vn)→ B. Define
cn =
(∫
Ω
|un|2p dx
)1/p
, dn =
(∫
Ω
|vn|2p dx
)1/p
.
By (1.8) we have
(NB1)
2/N cn ≤
∫
Ω
(|∇un|2 + λu2n) =
∫
Ω
(µ1|un|2p + β|un|p|vn|p)
≤ µ1cpn + βcp/2n dp/2n , (2.15)
(NB1)
2/Ndn ≤
∫
Ω
(|∇vn|2 + λv2n) =
∫
Ω
(µ2|vn|2p + β|un|p|vn|p)
≤ µ2dpn + βcp/2n dp/2n . (2.16)
Since E(un, vn) =
1
N
∫
Ω
(|∇un|2 + λu2n + |∇vn|2 + λv2n), by (2.14) we have
(NB1)
2/N (cn + dn) ≤ NE(un, vn) ≤ N(k0 + l0)B1 + o(1), (2.17)
µ1c
p−1
n + βc
p/2−1
n d
p/2
n ≥ (NB1)2/N , (2.18)
µ2d
p−1
n + βc
p/2
n d
p/2−1
n ≥ (NB1)2/N . (2.19)
First, this means cn, dn are uniformly bounded. Passing to a subsequence,
we assume that cn → c and dn → d. Then by (2.15)-(2.16) we have µ1cp +
2βcp/2dp/2+µ2d
p ≥ NB > 0. Hence, without loss of generality, we assume that
c > 0. If d = 0, then (2.17) implies c ≤ (NB1)1−2/N (k0 + l0). By (2.18) and
Lemma 2.3 we get
(NB1)
2/N ≤ µ1cp−1 ≤ µ1(k0 + l0)p−1(NB1)2/N < (NB1)2/N ,
a contradiction. Therefore, c > 0 and d > 0. Let k = c
(NB1)1−2/N
and l =
d
(NB1)1−2/N
, then by (2.17)-(2.19) we see that (k, l) satisfies (2.11). By Lemma
11
2.4 we see that (k, l) = (k0, l0). It follows that cn → k0(NB1)1−2/N and dn →
l0(NB1)
1−2/N as n→ +∞, and
NB = lim
n→+∞NE(un, vn) ≥ limn→+∞(NB1)
2/N (cn + dn) = N(k0 + l0)B1.
Combining this with (2.14), one has that
B = (k0 + l0)B1 = E(
√
k0ω,
√
l0ω),
and so (
√
k0ω,
√
l0ω) is a positive least energy solution of (1.1). 
Now we turn to the proof of Theorem 1.6. By the Sobolev inequality (1.15)
it is standard to see that
A = inf
(u,v)∈N
1
4
∫
RN
(|∇u|2 + |∇v|2) dx > 0. (2.20)
Lemma 2.5. If A (resp. B) is attained by a couple (u, v) ∈ N (resp. (u, v) ∈
M), then this couple is a critical point of I (resp. E), provided −∞ < β < 0.
Proof. Let β < 0. Assume that (u, v) ∈ N such that A = I(u, v). Define
G1(u, v) := I
′(u, v)(u, 0) =
∫
RN
|∇u|2 −
∫
RN
(µ1|u|2p + β|u|p|v|p),
G2(u, v) := I
′(u, v)(0, v) =
∫
RN
|∇v|2 −
∫
RN
(µ2|v|2p + β|u|p|v|p).
Then there exists two Lagrange multipliers L1, L2 ∈ R such that
I ′(u, v) + L1G′1(u, v) + L2G
′
2(u, v) = 0.
Acting on (u, 0) and (0, v) respectively, we obtain(
(2p− 2)
∫
RN
µ1|u|2p − (2− p)
∫
RN
β|u|p|v|p
)
L1 + L2p
∫
RN
β|u|p|v|p = 0,(
(2p− 2)
∫
RN
µ2|v|2p − (2− p)
∫
RN
β|u|p|v|p
)
L2 + L1p
∫
RN
β|u|p|v|p = 0.
Since β < 0, we deduce from G1(u, v) = G2(u, v) = 0 that(
(2p− 2)
∫
RN
µ1|u|2p − (2− p)
∫
RN
β|u|p|v|p
)
×
(
(2p− 2)
∫
RN
µ2|v|2p − (2− p)
∫
RN
β|u|p|v|p
)
>
(
p
∫
RN
β|u|p|v|p
)2
.
From this we have L1 = L2 = 0 and so I
′(u, v) = 0. Similarly, if (u, v) ∈ M
such that E(u, v) = B, then E′(u, v) = 0. 
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Proof of (1) in Theorem 1.6. This proof is similar to the proof of [16,
Theorem 1.5-(1)] in case N = 4, but the details are more delicate. By (1.16)
we see that ωµi := µ
−N−24
i U1,0 satisfies equation −∆u = µi|u|2
∗−2u in RN . Let
e1 = (1, 0, · · · , 0) ∈ RN and
(uR(x), vR(x)) = (ωµ1(x), ωµ2(x+ Re1)).
Then vR ⇀ 0 weakly inD
1,2(RN ) and so vpR ⇀ 0 weakly in L
2(RN ) as R→ +∞.
That is,
lim
R→+∞
∫
RN
upRv
p
R dx = 0.
Note that β < 0. Then for R > 0 sufficiently large, by a similar argument
as that of Lemma 2.1 (or see the argument of existing (tε, sε) in the proof of
Lemma 3.1 below), we see that{
t2
∫
RN
|∇uR|2 dx = t2µ1
∫
RN
u2pR dx = t
2pµ1
∫
RN
u2pR dx+ t
pspβ
∫
RN
upRv
p
R dx,
s2
∫
RN
|∇vR|2 dx = s2µ2
∫
RN
v2pR dx = s
2pµ2
∫
RN
v2pR dx+ t
pspβ
∫
RN
upRv
p
R dx,
have a solution (tR, sR) with tR > 1 and sR > 1. Denote
D1 := µ1
∫
RN
u2pR dx = µ1
∫
RN
ω2pµ1 dx > 0,
D2 := µ2
∫
RN
v2pR dx = µ2
∫
RN
ω2pµ2 dx > 0,
FR := |β|
∫
RN
upRv
p
R dx→ 0, as R→ +∞.
Then
t2RD1 = t
2p
R D1 − tpRspRFR, s2RD2 = s2pR D2 − tpRspRFR. (2.21)
Assume that, up to a subsequence, tR → +∞ as R→∞, then by
t2pR D1 − t2RD1 = s2pR D2 − s2RD2
we also have sR → +∞. Note that 2− p < p, we have
tpRD1 − t2−pR D1 ≥
1
2
tpRD1, s
p
RD2 − s2−pR D2 ≥
1
2
spRD2, for R large enough,
and so
FR =
tpR − t2−pR
spR
D1 ≥ t
p
R
2spR
D1, FR =
spR − s2−pR
tpR
D2 ≥ s
p
R
2tpR
D2,
which implies that
0 <
1
4
D1D2 ≤ F 2R → 0, as R→ +∞,
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a contradiction. Therefore, tR and sR are uniformly bounded. Then by (2.21)
and FR → 0 as R→∞, we get that
lim
R→+∞
(|tR − 1|+ |sR − 1|) = 0.
Note that (tRuR, sRvR) ∈ N , we see from (1.17) that
A ≤ I(tRuR, sRvR) = 1
N
(
t2R
∫
RN
|∇uR|2 dx+ s2R
∫
RN
|∇vR|2 dx
)
=
1
N
(
t2Rµ
−N−22
1 + s
2
Rµ
−N−22
2
)
SN/2.
Letting R→ +∞, we get that A ≤ 1N (µ
−N−22
1 + µ
−N−22
2 )S
N/2.
On the other hand, for any (u, v) ∈ N , we see from β < 0 and (1.15) that∫
RN
|∇u|2 dx ≤ µ1
∫
RN
|u|2p dx ≤ µ1S−p
(∫
RN
|∇u|2 dx
)p
,
and so
∫
RN
|∇u|2 dx ≥ µ−
N−2
2
1 S
N/2. Similarly,
∫
RN
|∇v|2 dx ≥ µ−
N−2
2
2 S
N/2.
Combining these with (1.19), we get that A ≥ 1N (µ
−N−22
1 +µ
−N−22
2 )S
N/2. Hence,
A =
1
N
(
µ
−N−22
1 + µ
−N−22
2
)
SN/2. (2.22)
Now, assume that A is attained by some (u, v) ∈ N , then (|u|, |v|) ∈ N and
I(|u|, |v|) = A. By Lemma 2.5, we get that (|u|, |v|) is a nontrivial solution of
(1.14). By the maximum principle, we may assume that u > 0, v > 0 and so∫
RN
upvp dx > 0. That is,∫
RN
|∇u|2 dx < µ1
∫
RN
|u|2p dx ≤ µ1S−p
(∫
RN
|∇u|2 dx
)p
,
Therefore, it is easy to see that
A = I(u, v) =
1
N
∫
RN
(|∇u|2 + |∇v|2) dx > 1
N
(
µ
−N−22
1 + µ
−N−22
2
)
SN/2,
which is a contradiction. This completes the proof. 
Proof of (2-1) in Theorem 1.6. This proof is similar to the proof of Theorem
1.1. Since β > 0, by Lemma 2.1 equation (1.9) has a solution (k0, l0). Then
(
√
k0Uε,y,
√
l0Uε,y) is a nontrivial solution of (1.14) and
A ≤ I
(√
k0Uε,y,
√
l0Uε,y
)
=
1
N
(k0 + l0)S
N/2. (2.23)
Assume that β ≥ (p − 1)max{µ1, µ2}. Let {(un, vn)} ⊂ N be a minimizing
sequence for A, that is, I(un, vn) → A. Define cn =
(∫
RN
|un|2p dx
)1/p
, dn =(∫
RN
|vn|2p dx
)1/p
, we have
Scn ≤
∫
RN
|∇un|2 dx =
∫
RN
µ1|un|2p + β|un|p|vn|p dx ≤ µ1cpn + βcp/2n dp/2n ,
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Sdn ≤
∫
RN
|∇vn|2 dx =
∫
RN
µ2|vn|2p + β|un|p|vn|p dx ≤ µ2dpn + βcp/2n dp/2n .
This means
S(cn + dn) ≤ NI(un, vn) ≤ (k0 + l0)SN/2 + o(1),
µ1c
p−1
n + βc
p/2−1
n d
p/2
n ≥ S, βcp/2n dp/2−1n + µ2dp−1n ≥ S.
Similarly as in the proof of Theorem 1.1, we see that cn → k0SN/2−1 and
dn → l0SN/2−1 as n→ +∞, and
NA = lim
n→+∞NI(un, vn) ≥ limn→+∞S(cn + dn) = (k0 + l0)S
N/2.
This implies that
A =
1
N
(k0 + l0)S
N/2 = I(
√
k0Uε,y,
√
l0Uε,y), (2.24)
and so (
√
k0Uε,y,
√
l0Uε,y) is a positive least energy solution of (1.14). 
To finish the proof of Theorem 1.6, we need to show that (1.14) has a positive
least energy solution for any 0 < β < (p− 1)max{µ1, µ2}. The following proof
works for all β > 0. Therefore, we assume that β > 0, and define
A′ := inf
(u,v)∈N ′
I(u, v), (2.25)
where
N ′ := {(u, v) ∈ D \ {(0, 0)}, I ′(u, v)(u, v) = 0} . (2.26)
Note that N ⊂ N ′, one has that A′ ≤ A. By Sobolev inequality, we have
A′ > 0. Define B(0, R) := {x ∈ RN : |x| < R} and H(0, R) := H10 (B(0, R)) ×
H10 (B(0, R)). Consider

−∆u = µ1|u|2p−2u+ β|u|p−2u|v|p, x ∈ B(0, R),
−∆v = µ2|v|2p−2v + β|v|p−2v|u|p, x ∈ B(0, R),
u, v ∈ H10 (B(0, R)),
(2.27)
and define
A′(R) := inf
(u,v)∈N ′(R)
I(u, v), (2.28)
where
N ′(R) :=
{
(u, v) ∈ H(0, R) \ {(0, 0)},
∫
B(0,R)
(|∇u|2 + |∇v|2)
−
∫
B(0,R)
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p) = 0
}
. (2.29)
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Lemma 2.6. A′(R) ≡ A′ for all R > 0.
Proof. Take any R1 > R2. By N ′(R2) ⊂ N ′(R1), we have A′(R1) ≤ A′(R2).
On the other hand, for any (u, v) ∈ N ′(R1), we define
(u1(x), v1(x)) :=
((
R1
R2
)N−2
2
u
(
R1
R2
x
)
,
(
R1
R2
)N−2
2
v
(
R1
R2
x
))
,
then it is standard to see that (u1, v1) ∈ N ′(R2), and so
A′(R2) ≤ I(u1, v1) = I(u, v), ∀(u, v) ∈ N ′(R1).
That is, A′(R2) ≤ A′(R1) and so A′(R1) = A′(R2).
Clearly A′ ≤ A′(R). Let (un, vn) ∈ N ′ be a minimizing sequence of A′.
Moreover, we may assume that un, vn ∈ H10 (B(0, Rn)) for some Rn > 0. Then
(un, vn) ∈ N ′(Rn) and
A′ = lim
n→∞ I(un, vn) ≥ limn→∞A
′(Rn) ≡ A′(R).
Therefore, A′(R) ≡ A′ for all R > 0. 
Let 0 ≤ ε < p− 1. Consider

−∆u = µ1|u|2p−2−2εu+ β|u|p−2−εu|v|p−ε, x ∈ B(0, 1),
−∆v = µ2|v|2p−2−2εv + β|v|p−2−εv|u|p−ε, x ∈ B(0, 1),
u, v ∈ H10 (B(0, 1)),
(2.30)
and define
Aε := inf
(u,v)∈N ′ε
Iε(u, v), (2.31)
where
Iε(u, v) :=
1
2
∫
B(0,1)
(|∇u|2 + |∇v|2)
− 1
2p− 2ε
∫
B(0,1)
(µ1|u|2p−2ε + 2β|u|p−ε|v|p−ε + µ2|v|2p−2ε),
N ′ε := {(u, v) ∈ H(0, 1) \ {(0, 0)}, Hε(u, v) := I ′ε(u, v)(u, v) = 0} .
Lemma 2.7. For any 0 < ε < p− 1, there holds
Aε < min
{
inf
(u,0)∈N ′ε
Iε(u, 0), inf
(0,v)∈N ′ε
Iε(0, v)
}
.
Proof. Fix any 0 < ε < p− 1. Recall that 2 < 2p− 2ε < 2∗, we may let ui be
a least energy solution of
−∆u = µi|u|2p−2−2εu, u ∈ H10 (B(0, 1)),
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Then
Iε(u1, 0) = c1 := inf
(u,0)∈N ′ε
Iε(u, 0), Iε(0, u2) = c2 := inf
(0,v)∈N ′ε
Iε(0, v).
The following proof is inspired by [3]. For any s ∈ R, there exists a unique
t(s) > 0 such that (t(s)u1, t(s)su2) ∈ N ′ε. In fact,
t(s)2p−2ε−2 =
∫
B(0,1)(|∇u1|2 + s2|∇u2|2)∫
B(0,1)
(µ1|u1|2p−2ε + 2β|u1|p−ε|su2|p−ε + µ2|su2|2p−2ε)
=
p′c1 + s2p′c2
p′c1 + |s|2p−2εp′c2 + |s|p−ε
∫
B(0,1) 2β|u1|p−ε|u2|p−ε
,
where p′ = 2p−2εp−1−ε . Note that t(0) = 1. Recall that 1 < p − ε < 2, by direct
computations we have
lim
s→0
t′(s)
|s|p−2−εs = −
(p− ε) ∫B(0,1) 2β|u1|p−ε|u2|p−ε
(2p− 2ε− 2)p′c1 ,
that is,
t′(s) = −
(p− ε) ∫
B(0,1)
2β|u1|p−ε|u2|p−ε
(2p− 2ε− 2)p′c1 |s|
p−ε−2s(1 + o(1)), as s→ 0,
and so
t(s) = 1−
∫
B(0,1)
2β|u1|p−ε|u2|p−ε
(2p− 2ε− 2)p′c1 |s|
p−ε(1 + o(1)), as s→ 0.
This implies that
t(s)2p−2ε = 1−
(2p− 2ε) ∫B(0,1) 2β|u1|p−ε|u2|p−ε
(2p− 2ε− 2)p′c1 |s|
p−ε(1 + o(1))
= 1−
∫
B(0,1)
2β|u1|p−ε|u2|p−ε
2c1
|s|p−ε(1 + o(1)), as s→ 0.
Therefore, we see from 1/2− 1/p′ = 1/(2p− 2ε) > 0 that
Aε ≤ Iε (t(s)u1, t(s)su2)
=
t(s)2p−2ε
p′
(
p′c1 + |s|2p−2εp′c2 + |s|p−ε
∫
B(0,1)
2β|u1|p−ε|u2|p−ε
)
= c1 −
(
1
2
− 1
p′
)
|s|p−ε
∫
B(0,1)
2β|u1|p−ε|u2|p−ε + o(|s|p−ε)
< c1 = inf
(u,0)∈N ′ε
Iε(u, 0) as |s| > 0 small enough,
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By a similar argument, we have Aε < inf
(0,v)∈N ′ε
Iε(0, v). 
Recalling ωµi in the proof of Theorem 1.6 -(1), similarly as Lemma 2.7, we
have
A′ <min
{
inf
(u,0)∈N ′
I(u, 0), inf
(0,v)∈N ′
I(0, v)
}
= min
{
I(ωµ1 , 0), I(0, ωµ2)
}
=min
{
1
N
µ
−N−22
2 S
N/2,
1
N
µ
−N−22
1 S
N/2
}
. (2.32)
Theorem 2.1. For any 0 < ε < p − 1, (2.30) has a classical least energy
solution (uε, vε), and uε, vε are both positive radially symmetric decreasing.
Proof. Fix any 0 < ε < p − 1, it is easy to see that Aε > 0. For (u, v) ∈ N ′ε
with u ≥ 0, v ≥ 0, we denote by (u∗, v∗) as its Schwartz symmetrization. Then
by the properties of Schwartz symmetrization and β > 0, we have∫
B(0,1)
(|∇u∗|2+ |∇v∗|2) ≤
∫
B(0,1)
(µ1|u∗|2p−2ε+2β|u∗|p−ε|v∗|p−ε+µ2|v∗|2p−2ε).
Therefore, there exists 0 < t∗ ≤ 1 such that (t∗u∗, t∗v∗) ∈ N ′ε, and then
Iε(t
∗u∗, t∗v∗) =
(
1
2
− 1
2p− 2ε
)
(t∗)2
∫
B(0,1)
(|∇u∗|2 + |∇v∗|2)
≤
(
1
2
− 1
2p− 2ε
)∫
B(0,1)
(|∇u|2 + |∇v|2) = Iε(u, v). (2.33)
Therefore, we may take a minimizing sequence (un, vn) ∈ N ′ε of Aε such that
(un, vn) = (u
∗
n, v
∗
n) and Iε(un, vn) → Aε. We see from (2.33) that un, vn are
uniformly bounded in H10 (B(0, 1)). Passing to a subsequence, we may assume
that un ⇀ uε, vn ⇀ vε weakly in H
1
0 (B(0, 1)). By the compactness of the
embedding H10 (B(0, 1)) →֒ L2p−2ε(B(0, 1)), we have∫
B(0,1)
(µ1|uε|2p−2ε + 2β|uε|p−ε|vε|p−ε + µ2|vε|2p−2ε)
= lim
n→∞
∫
B(0,1)
(µ1|un|2p−2ε + 2β|un|p−ε|vn|p−ε + µ2|vn|2p−2ε)
=
2p− 2ε
p− 1− ε limn→∞ Iε(un, vn) =
2p− 2ε
p− 1− εAε > 0,
which implies (uε, vε) 6= (0, 0). Moreover, uε ≥ 0, vε ≥ 0 are radially symmetric.
Meanwhile,
∫
B(0,1)(|∇uε|2 + |∇vε|2) ≤ limn→∞
∫
B(0,1)(|∇un|2 + |∇vn|2), so∫
B(0,1)
(|∇uε|2 + |∇vε|2) ≤
∫
B(0,1)
(µ1u
2p−2ε
ε + 2βu
p−ε
ε v
p−ε
ε + µ2v
2p−2ε
ε ).
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Therefore, there exists 0 < tε ≤ 1 such that (tεuε, tεvε) ∈ N ′ε, and then
Aε ≤ Iε(tεuε, tεvε) =
(
1
2
− 1
2p− 2ε
)
(tε)
2
∫
B(0,1)
(|∇uε|2 + |∇vε|2)
≤ lim
n→∞
(
1
2
− 1
2p− 2ε
)∫
B(0,1)
(|∇un|2 + |∇vn|2)
= lim
n→∞ Iε(un, vn) = Aε.
Therefore, tε = 1 and (uε, vε) ∈ N ′ε with I(uε, vε) = Aε. Moreover,∫
B(0,1)
(|∇uε|2 + |∇vε|2) = lim
n→∞
∫
B(0,1)
(|∇un|2 + |∇vn|2),
that is, un → uε and vn → vε strongly in H10 (B(0, 1)). There exists a Lagrange
multiplier γ ∈ R such that
I ′ε(uε, vε)− γH ′ε(uε, vε) = 0.
Since I ′ε(uε, vε)(uε, vε) = Hε(uε, vε) = 0 and
H ′ε(uε, vε)(uε, vε) = (2+2ε−2p)
∫
B(0,1)
(µ1u
2p−2ε
ε +2βu
p−ε
ε v
p−ε
ε +µ2v
2p−2ε
ε ) < 0,
we get that γ = 0 and so I ′ε(uε, vε) = 0. By Lemma 2.7, we see that uε 6≡ 0 and
vε 6≡ 0. This means that (uε, vε) is a least energy solution of (2.28). Recall that
uε, vε ≥ 0 are radially symmetric non-increasing. By regularity theory and the
maximum principle, we see that uε, vε > 0 in B(0, 1), uε, vε ∈ C2(B(0, 1)) and
are radially symmetric decreasing. 
Completion of the proof of (2) in Theorem 1.6. Recalling (2.29), for any
(u, v) ∈ N ′(1), there exists tε > 0 such that (tεu, tεv) ∈ N ′ε with tε → 1 as
ε→ 0. Then
lim sup
ε→0
Aε ≤ lim sup
ε→0
Iε(tεu, tεv) = I(u, v), ∀(u, v) ∈ N ′(1).
By Lemma 2.6 we have
lim sup
ε→0
Aε ≤ A′(1) = A′. (2.34)
By Theorem 2.1, let (uε, vε) be a positive least energy solution of (2.30), which is
radially symmetric decreasing. By I ′ε(uε, vε)(uε, vε) = 0 and Sobolev inequality,
it is easily seen that
2p− 2ε
p− ε− 1Aε =
∫
B(0,1)
(|∇uε|2 + |∇vε|2) ≥ C0, ∀ 0 < ε ≤ p− 1
2
, (2.35)
19
where C0 is a positive constant independent of ε. Then uε, vε are uniformly
bounded inH10 (B(0, 1)). Passing to a subsequence, we may assume that uε ⇀ u0
and vε ⇀ v0 weakly in H
1
0 (B(0, 1)). Then (u0, v0) is a solution of

−∆u = µ1|u|2p−2u+ β|u|p−2u|v|p, x ∈ B(0, 1),
−∆v = µ2|v|2p−2v + β|v|p−2v|u|p, x ∈ B(0, 1),
u, v ∈ H10 (B(0, 1)).
(2.36)
Assume by contradiction that ‖uε‖∞ + ‖vε‖∞ is uniformly bounded, then
by the Dominated Convergent Theorem, we get that
lim
ε→0
∫
B(0,1)
u2p−2εε =
∫
B(0,1)
u2p0 , limε→0
∫
B(0,1)
v2p−2εε =
∫
B(0,1)
v2p0 ,
lim
ε→0
∫
B(0,1)
up−εε v
p−ε
ε =
∫
B(0,1)
up0v
p
0 .
Combining these with I ′ε(uε, vε) = I ′(u0, v0) = 0, it is standard to show that
uε → u0 and vε → v0 strongly in H10 (B(0, 1)). Then by (2.35), we see that
(u0, v0) 6= (0, 0). Moreover, u0 ≥ 0, v0 ≥ 0. We may assume that u0 6≡ 0. By
the strong maximum principle, u0 > 0 in B(0, 1). Note that 2p = 2
∗. Combining
these with Pohozaev identity, we have
0 <
∫
∂B(0,1)
(|∇u0|2 + |∇v0|2)(x · ν) dσ = 0,
a contradiction. Here, ν denotes the outward unit normal vector on ∂B(0, 1).
Therefore, ‖uε‖∞ + ‖vε‖∞ → ∞ as ε → 0. We will use a blowup analy-
sis. Note that uε(0) = max
B(0,1)
uε(x) and vε(0) = max
B(0,1)
vε(x), we define Kε :=
max{uε(0), vε(0)}, then Kε → +∞. Define
Uε(x) = K
−1
ε uε(K
−αε
ε x), Vε(x) = K
−1
ε vε(K
−αε
ε x), αε = p− 1− ε.
Then
1 = max{Uε(0), Vε(0)} = max
{
max
x∈B(0,Kαεε )
Uε(x), max
x∈B(0,Kαεε )
Vε(x)
}
(2.37)
and Uε, Vε satisfy{
−∆Uε = µ1U2p−2ε−1ε + βUp−1−εε V p−εε , x ∈ B(0,Kαεε ),
−∆Vε = µ2V 2p−2ε−1ε + βV p−1−εε Up−εε , x ∈ B(0,Kαεε ).
Since ∫
RN
|∇Uε|2 dx = K−(N−2)εε
∫
RN
|∇uε|2 dx ≤
∫
RN
|∇uε|2 dx,
we see that {(Uε, Vε)}n≥1 is bounded in D1,2(RN )×D1,2(RN ) = D. By elliptic
estimates, for a subsequence we have (Uε, Vε)→ (U, V ) ∈ D uniformly in every
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compact subset of RN as ε→ 0, and (U, V ) satisfies (1.14), that is I ′(U, V ) = 0.
Moreover, U ≥ 0, V ≥ 0 are radially symmetric non-increasing. By (2.37) we
have (U, V ) 6= (0, 0), and so (U, V ) ∈ N ′. Then we deduce from (2.34) that
A′ ≤ I(U, V ) =
(
1
2
− 1
2p
)∫
RN
(|∇U |2 + |∇V |2) dx
≤ lim inf
ε→0
(
1
2
− 1
2p− 2ε
)∫
B(0,Kαεε )
(|∇Uε|2 + |∇Vε|2) dx
≤ lim inf
ε→0
(
1
2
− 1
2p− 2ε
)∫
B(0,1)
(|∇uε|2 + |∇vε|2) dx
= lim inf
ε→0
Aε ≤ A′.
This implies that I(U, V ) = A′. By (2.32) we have that U 6≡ 0 and V 6≡ 0.
By the strong maximum principle, U > 0 and V > 0 are radially symmetric
decreasing. We also have (U, V ) ∈ N , and so I(U, V ) ≥ A ≥ A′, that is,
I(U, V ) = A = A′, (2.38)
and (U, V ) is a positive least energy solution of (1.14), which is radially sym-
metric decreasing.
Finally, we show the existence of (k(β), l(β)) for β > 0 small. Recall (2.1)-
(2.2), We denote αi(k, l) by αi(k, l, β) here. Define k(0) = µ
− 1p−1
1 and l(0) =
µ
− 1p−1
2 , then αi(k(0), l(0), 0) = 0, i = 1, 2. Note that
∂kα1(k(0), l(0), 0) = (p− 1)µ1k(0)p−2 > 0,
∂lα2(k(0), l(0), 0) = (p− 1)µ2l(0)p−2 > 0,
∂lα1(k(0), l(0), 0) = ∂kα2(k(0), l(0), 0) = 0,
which implies that
det
(
∂kα1(k(0), l(0), 0) ∂lα1(k(0), l(0), 0)
∂kα2(k(0), l(0), 0) ∂lα2(k(0), l(0), 0)
)
> 0.
Therefore, by the implicit function theorem, k(β), l(β) are well defined and class
C1 on (−β2, β2) for some β2 > 0, and αi(k(β), l(β), β) ≡ 0, i = 1, 2. This implies
that (
√
k(β)Uε,y,
√
l(β)Uε,y) is a positive solution of (1.14). Note that 2p = 2
∗,
This implies that
lim
β→0
(
k(β) + l(β)
)
= k(0) + l(0) = µ
−N−22
1 + µ
−N−22
2 ,
that is, there exists 0 < β1 ≤ β2, such that
k(β) + l(β) > min
{
µ
−N−22
1 , µ
−N−22
2
}
, ∀ β ∈ (0, β1).
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Combining this with (2.23) and (2.32), we have
I(U, V ) = A′ = A < I(
√
k(β)Uε,y,
√
l(β)Uε,y), ∀ β ∈ (0, β1),
that is, (
√
k(β)Uε,y,
√
l(β)Uε,y) is different positive solution of (1.14) with re-
spect to (U, V ). This completes the proof. 
Before ending this section, we need to study the following properties of (U, V )
obtained in Theorem 1.6.
Proposition 2.1. Assume that β > 0. Let (U, V ) be a positive radially symmet-
ric least energy solution of (1.14) obtained in Thoerem 1.6. Then there exists
C > 0 such that
U(x) + V (x) ≤ C(1 + |x|)2−N , |∇U(x)|+ |∇V (x)| ≤ C(1 + |x|)1−N .
Proof. Define the Kelvin transformation:
U∗(x) := |x|2−NU
(
x
|x|2
)
, V ∗(x) := |x|2−NV
(
x
|x|2
)
.
Then U∗, V ∗ ∈ D1,2(RN ) and (U∗, V ∗) satisfies the same system (1.14). Then
by a standard Brezis-Kato type argument ([8]), we see that U∗, V ∗ ∈ L∞(RN ).
Therefore, there exists C > 0 such that
U(x) + V (x) ≤ C|x|2−N . (2.39)
On the other hand, note that U, V are radially symmetric decreasing. We also
have U, V ∈ L∞(RN ), and so
U(x) + V (x) ≤ C(1 + |x|)2−N .
Moreover, standard elliptic regularity theory implies that U, V ∈ C2(RN ). We
write U(|x|) = U(x) for convenience. Then
(rN−1Ur)r = −rN−1(µ1U2∗−1 + βU2∗/2−1V 2∗/2),
and so for any R ≥ 1, we see from (2.39) that
RN−1|Ur(R)| ≤ |Ur(1)|+
∫ R
1
rN−1(µ1U2
∗−1 + βU2
∗/2−1V 2
∗/2) dr
≤ C + C
∫ +∞
1
rN−1r−N−2 dr ≤ C.
Therefore, it is easy to see that |∇U(x)| ≤ C(1 + |x|)1−N for some C > 0.
Similarly, |∇V (x)| ≤ C(1 + |x|)1−N . 
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3 Proof of Theorem 1.3
In this section, we assume that −λ1(Ω) < λ1 ≤ λ2 < 0. Recalling the definition
of B in (1.5), since∫
Ω
(|∇u|2 + λiu2) ≥
(
1 +
λi
λ1(Ω)
)∫
Ω
|∇u|2, i = 1, 2,
it is standard to see that B > 0. As has been pointed out in Section 1, by [9]
the Brezis-Nirenberg problem (1.3)
−∆u+ λiu = µi|u|2∗−2u, u ∈ H10 (Ω)
has a positive least energy solution uµi ∈ C2(Ω) ∩ C(Ω) with energy
1
N
(
λ1(Ω) + λi
λ1(Ω)
)N
2
µ
−N−22
i S
N/2 ≤ Bµi :=
1
2
∫
Ω
(|∇uµi |2 + λiu2µi)−
1
2∗
∫
Ω
µiu
2∗
µi
<
1
N
µ
−N−22
i S
N/2, i = 1, 2. (3.1)
The next lemma is very important, where we need the assumption λ1, λ2 < 0.
Lemma 3.1. Let β < 0, then
B < min
{
Bµ1 +
1
N
µ
−N−22
2 S
N/2, Bµ2 +
1
N
µ
−N−22
1 S
N/2, A
}
.
Proof. The idea of this proof comes from [16], but some arguments are more
delicate. Let β < 0. Let t0 > 0 such that
N
2
Bµ1t
2 − N
4p
Bµ1t
2p +
1
N
(µ1/2)
−N−22 SN/2 < 0, ∀ t > t0. (3.2)
Since uµ1 ∈ C(Ω) and uµ1 ≡ 0 on ∂Ω, there exists B(y0, 2R) := {x : |x − y0| ≤
2R} ⊂ Ω such that
δ := max
B(y0,2R)
uµ1 ≤ min
{(
µ2
2|β|
) 1
p−1
,
(
λ1 + λ1(Ω)
2|β|
) 1
p−1
}
. (3.3)
Let ψ ∈ C10 (B(y0, 2R)) be a function with 0 ≤ ψ ≤ 1 and ψ ≡ 1 for
|x − y0| ≤ R. Define vε = ψUε,y0 , where Uε,y0 is defined in (1.16) and (1.17).
Then by [9] or [37, Lemma 1.46], we have the following inequalities∫
Ω
|∇vε|2 = SN/2 +O(εN−2),
∫
Ω
|vε|2∗ = SN/2 +O(εN ), (3.4)∫
Ω
|vε|2 ≥ Cε2 +O(εN−2). (3.5)
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Moreover, since N ≥ 5, we have
∫
Ω
v
N
N−2
ε dx ≤
∫
B(y0,2R)
U
N
N−2
ε,y0 dx = C
∫
B(0,2R)
(
ε
ε2 + |x|2
)N/2
dx
≤ CεN/2
(
ln
2R
ε
+ 1
)
= o(ε2). (3.6)
Since supp(vε) ⊂ B(y0, 2R), by (3.3) we have for t, s > 0 that
2|β|tpsp
∫
Ω
upµ1v
p
ε ≤ 2|β|δp−1tpsp
∫
Ω
uµ1v
p
ε
≤ |β|δp−1t2p
∫
Ω
u2µ1 + |β|δp−1s2p
∫
Ω
v2pε
≤ |β|δ
p−1
λ1 + λ1(Ω)
t2p
∫
Ω
(|∇uµ1 |2 + λ1u2µ1) + |β|δp−1s2p
∫
Ω
v2pε
≤ 1
2
t2p
∫
Ω
µ1u
2p
µ1 +
1
2
s2p
∫
Ω
µ2v
2p
ε , (3.7)
and so
E(tuµ1 , svε) =
1
2
t2
∫
Ω
(|∇uµ1 |2 + λ1u2µ1) +
1
2
s2
∫
Ω
(|∇vε|2 + λ2v2ε)
− 1
2p
∫
Ω
(t2pµ1u
2p
µ1 + 2t
pspβupµ1v
p
ε + s
2pµ2v
2p
ε )
≤ 1
2
t2
∫
Ω
(|∇uµ1 |2 + λ1u2µ1)−
1
4p
t2p
∫
Ω
µ1u
2p
µ1
+
1
2
s2
∫
Ω
(|∇vε|2 + λ2v2ε)−
1
2p
s2p
µ2
2
∫
Ω
v2pε
= f(t) + g(s). (3.8)
By (3.4)-(3.5), it is standard to check that (cf. [9, 37])
max
s>0
g(s) <
1
N
(µ2/2)
−N−22 SN/2 for ε small enough. (3.9)
By (3.1) we see that
f(t) =
N
2
Bµ1t
2 − N
4p
Bµ1t
2p.
Combining these with (3.2), we get that
f(t) + g(s) < 0, ∀ t > t0, s > 0,
and so it follows from (3.8) that
max
t,s>0
E(tuµ1 , svε) = max
0<t≤t0,s>0
E(tuµ1 , svε).
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Define
gε(s) :=
1
2
s2
∫
Ω
(|∇vε|2 + λ2v2ε) dx −
s2p
2p
∫
Ω
µ2v
2p
ε dx, s > 0.
Then there exists a unique s(ε) > 0, such that g′ε(s(ε)) = 0 with
s(ε)2p−2 =
∫
Ω
(|∇vε|2 + λ2v2ε ) dx∫
Ω
µ2v
2p
ε dx
≥
(
1 +
λ2
λ1(Ω)
) ∫
Ω
|∇vε|2 dx
µ2
∫
RN
U2pε,y0 dx
=
(
1 +
λ2
λ1(Ω)
)
SN/2 +O(εN−2)
µ2SN/2
≥ 1
2µ2
(
1 +
λ2
λ1(Ω)
)
=: s2p−20 , for ε small enough.
Therefore, since gε is increasing for 0 < s ≤ s(ε), for any 0 < s < s0, we have
gε(s) < gε(s0) and so E(tuµ1 , svε) < E(tuµ1 , s0vε). That is,
max
t,s>0
E(tuµ1 , svε) = max
0<t≤t0,s≥s0
E(tuµ1 , svε). (3.10)
For 0 < t ≤ t0, s ≥ s0, we see from (3.6) that
|β|tpsp
∫
Ω
upµ1v
p
ε ≤ |β|tp0δpsp−20 s2
∫
Ω
vpε ≤ Cs2 · o(ε2),
and so
E(tuµ1 , svε) =
1
2
t2
∫
Ω
(|∇uµ1 |2 + λ1u2µ1) +
1
2
s2
∫
Ω
(|∇vε|2 + λ2v2ε )
− 1
2p
∫
Ω
(t2pµ1u
2p
µ1 + 2t
pspβupµ1v
p
ε + s
2pµ2v
2p
ε )
≤ 1
2
t2
∫
Ω
(|∇uµ1 |2 + λ1u2µ1)−
1
2p
t2p
∫
Ω
µ1u
2p
µ1
+
1
2
s2
(∫
Ω
(|∇vε|2 + λ2v2ε ) + o(ε2)
)
− 1
2p
s2pµ2
∫
Ω
v2pε
=: f1(t) + g1(s). (3.11)
Note that maxt>0 f1(t) = f1(1) = Bµ1 . By (3.4)-(3.5) and λ2 < 0, it is easy to
show that
max
s>0
g1(s) <
1
N
µ
−N−22
2 S
N/2 for ε small enough.
Combining these with (3.10) and (3.11), we obtain that
max
t,s>0
E(tuµ1 , svε) = max
0<t≤t0,s≥s0
E(tuµ1 , svε)
≤ max
t>0
f1(t) + max
s>0
g1(s)
< Bµ1 +
1
N
µ
−N−22
2 S
N/2 for ε small enough. (3.12)
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Now, we claim that there exists tε, sε > 0 such that (tεuµ1 , sεvε) ∈ M.
Similarly as (3.7), we have(∫
Ω
βupµ1v
p
ε dx
)2
≤ |β|2δ2p−2
(∫
Ω
uµ1v
p
ε dx
)2
≤ |β|2δ2p−2
∫
Ω
u2µ1 dx
∫
Ω
v2pε dx
≤ |β|
2δ2p−2
(λ1(Ω) + λ1)µ2
∫
Ω
µ1u
2p
µ1 dx
∫
Ω
µ2v
2p
ε dx
<
∫
Ω
µ1u
2p
µ1 dx
∫
Ω
µ2v
2p
ε dx.
For convenience we denote
D1 =
∫
Ω
µ1u
2p
µ1 dx, D2 =
∫
Ω
βupµ1v
p
ε dx,
D3 =
∫
Ω
µ2v
2p
ε dx, D4 =
∫
Ω
(|∇vε|2 + λ2v2ε) dx.
Then D2 < 0 and D1D3 − D22 > 0. Furthermore, (tuµ1 , svε) ∈ M for some
t, s > 0 is equivalent to
t2−pD1 = tpD1 + spD2, s2−pD4 = spD3 + tpD2, s, t > 0. (3.13)
Note that 1 < p = NN−2 < 2, by s
p = (t2−p − tp)D1/D2 > 0 we have t > 1.
Therefore, (3.13) is equivalent to
f3(t) := D4
(
D1
|D2| (1 − t
2−2p)
) 2−p
p
− D1D3 −D
2
2
|D2| t
2p−2 +
D1D3
|D2| , t > 1. (3.14)
Since f3(1) > 0 and lim
t→+∞ f3(t) < 0, (3.14) has a solution t > 1. Hence (3.13)
has a solution tε > 0, sε > 0. That is, (tεuµ1 , sεvε) ∈ M and from (3.12) we get
B ≤ E(tεuµ1 , sεvε) ≤ max
t,s>0
E(tuµ1 , svε) < Bµ1 +
1
N
µ
−N−22
2 S
N/2.
By a similar argument, we can also prove that B < Bµ2 +
1
N µ
−N−22
1 S
N/2. By
(2.22) and (3.1), we have
A > max
{
Bµ1 +
1
N
µ
−N−22
2 S
N/2, Bµ2 +
1
N
µ
−N−22
1 S
N/2
}
,
This completes the proof. 
Lemma 3.2. Assume that β < 0, then there exists C2 > C1 > 0, such that for
any (u, v) ∈ M with E(u, v) ≤ A, there holds
C1 ≤
∫
Ω
|u|2p dx,
∫
Ω
|v|2p dx ≤ C2.
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Proof. This follows directly from
λ1(Ω) + λ1
λ1(Ω)
S
(∫
Ω
|u|2p
) 1
p
≤
∫
Ω
(|∇u|2 + λ1u2) ≤ µ1
∫
Ω
|u|2p,
λ1(Ω) + λ2
λ1(Ω)
S
(∫
Ω
|v|2p
) 1
p
≤
∫
Ω
(|∇v|2 + λ2v2) ≤ µ1
∫
Ω
|v|2p,
E(u, v) ≤ A and (1.5). 
Lemma 3.3. Let un ⇀ u, vn ⇀ v in H
1
0 (Ω) as n → ∞, then passing to a
subsequence, there holds
lim
n→∞
∫
Ω
(|un|p|vn|p − |un − u|p|vn − v|p − |u|p|v|p) dx = 0.
Proof. Note that 2p = 2∗, we have
un → u, vn → v strongly in Lq(Ω), ∀ 0 < q < 2p,
un ⇀ u, vn ⇀ v weakly in L
2p(Ω).
Fix any t ∈ [0, 1]. First, we claim that
|un− tu|p−2(un− tu)|vn|p ⇀ (1− t)p−1|u|p−2u|v|p weakly in L
2p
2p−1 (Ω). (3.15)
Since the map h : Lq1(Ω)→ Lq1/q2(Ω) with h(s) = |s|q2−1s is continuous, so
|un − tu|p−2(un − tu)→ (1− t)p−1|u|p−2u strongly in Lq(Ω), ∀ 0 < q < 2pp−1 ,
|vn|p → |v|p strongly in Lq(Ω), ∀ 0 < q < 2.
Then for any 1 ≤ q < 2p2p−1 , one has
|un − tu|p−2(un − tu)|vn|p → (1− t)p−1|u|p−2u|v|p strongly in Lq(Ω).
Since |un − tu|p−2(un − tu)|vn|p is uniformly bounded in L
2p
2p−1 (Ω), passing to
a subsequence, we may assume that |un − tu|p−2(un − tu)|vn|p ⇀ w weakly in
L
2p
2p−1 (Ω). Then for any ϕ ∈ C∞0 (RN ), we have∫
Ω
wϕ = lim
n→∞
∫
Ω
|un − tu|p−2(un − tu)|vn|pϕ =
∫
Ω
(1− t)p−1|u|p−2u|v|pϕ,
which implies w = (1− t)p−1|u|p−2u|v|p, that is, (3.15) holds. Similarly, we can
show that |un − u|p|vn − tv|p−2(vn − tv) ⇀ 0 weakly in L
2p
2p−1 (Ω). Therefore,
by (3.15), the Fubini Theorem and the Dominated Convergent Theorem,∫
Ω
(|un|p|vn|p − |un − u|p|vn − v|p) dx
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=p
∫
Ω
∫ 1
0
|un − tu|p−2(un − tu)|vn|pu dt dx
+ p
∫
Ω
∫ 1
0
|un − u|p|vn − tv|p−2(vn − tv)v dt dx
=p
∫ 1
0
∫
Ω
|un − tu|p−2(un − tu)|vn|pu dx dt
+ p
∫ 1
0
∫
Ω
|un − u|p|vn − tv|p−2(vn − tv)v dx dt
→p
∫ 1
0
∫
Ω
(1− t)p−1|u|p|v|p dx dt =
∫
Ω
|u|p|v|p dx, as n→∞.
This completes the proof. 
Proof of Theorem 1.3 for the case β < 0. The main idea of the proof is
similar to the proof of [16, Theorem 1.3-(1)] in case N = 4, but as we will see,
some new ideas are needed. Assume that β < 0. Note that E is coercive and
bounded from below onM. Then by the Ekeland variational priciple (cf. [30]),
there exists a minimizing sequence {(un, vn)} ⊂ M satisfying
E(un, vn) ≤ min
{
B +
1
n
, A
}
, (3.16)
E(u, v) ≥ E(un, vn)− 1
n
‖(un, vn)− (u, v)‖, ∀(u, v) ∈M. (3.17)
Here, ‖(u, v)‖ := (∫
Ω
(|∇u|2 + |∇v|2) dx)1/2 is the norm of H . Then {(un, vn)}
is bounded in H . For any (ϕ, φ) ∈ H with ‖ϕ‖, ‖φ‖ ≤ 1 and each n ∈ N, we
define the functions hn and gn : R
3 → R by
hn(t, s, l) =
∫
Ω
|∇(un + tϕ+ sun)|2 + λ1
∫
Ω
|un + tϕ+ sun|2
− µ1
∫
Ω
|un + tϕ+ sun|2p − β
∫
Ω
|un + tϕ+ sun|p|vn + tφ+ lvn|p, (3.18)
gn(t, s, l) =
∫
Ω
|∇(vn + tφ+ lvn)|2 + λ2
∫
Ω
|vn + tφ+ lvn|2
− µ2
∫
Ω
|vn + tφ+ lvn|2p − β
∫
Ω
|un + tϕ+ sun|p|vn + tφ+ lvn|p. (3.19)
Let 0 = (0, 0, 0). Then hn, gn ∈ C1(R3,R), hn(0) = gn(0) = 0 and
∂hn
∂s
(0) = −(2p− 2)
∫
Ω
(|∇un|2 + λ1u2n) + pβ
∫
Ω
|un|p|vn|p,
∂hn
∂l
(0) =
∂gn
∂s
(0) = −pβ
∫
Ω
|un|p|vn|p dx,
∂gn
∂l
(0) = −(2p− 2)
∫
Ω
(|∇vn|2 + λ2v2n) + pβ
∫
Ω
|un|p|vn|p.
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Define the matrix
Fn :=
(
∂hn
∂s (0)
∂hn
∂l (0)
∂gn
∂s (0)
∂gn
∂l (0)
)
.
Since β < 0, it follows from Lemma 3.2 that
det(Fn) ≥ (2p− 2)2
∫
Ω
(|∇un|2 + λ1|un|2)
∫
Ω
(|∇vn|2 + λ2|vn|2)
≥ CS2
(∫
Ω
|un|2p
) 1
p
(∫
Ω
|vn|2p
) 1
p
≥ C > 0, (3.20)
where C is independent of n. By the implicit function theorem, functions sn(t)
and ln(t) are well defined and class C
1 on some interval (−δn,+δn) for δn > 0.
Moreover, sn(0) = ln(0) = 0 and
hn(t, sn(t), ln(t)) ≡ 0, gn(t, sn(t), ln(t)) ≡ 0, t ∈ (−δ,+δ).
With these, it is standard to prove that (see [16, Theorem 1.3-(1)] for instance)
lim
n→+∞E
′(un, vn) = 0. (3.21)
Since {(un, vn)} is bounded in H , we may assume that (un, vn) ⇀ (u, v)
weakly in H . Passing to a subsequence, we may assume that
un ⇀ u, vn ⇀ v, weakly in L
2p(Ω),
|un|q−1un ⇀ |u|q−1u, |vn|q−1vn ⇀ |v|q−1v, weakly in L2p/q(Ω), 1 < q < 2p,
un → u, vn → v, strongly in L2(Ω).
Thus, by (3.21) we have E′(u, v) = 0. Set ωn = un − u and σn = vn − v. Then
by Brezis-Lieb Lemma (cf. [37]), there holds
|un|2p2p = |u|2p2p + |ωn|2p2p + o(1), |vn|2p2p = |v|2p2p + |σn|2p2p + o(1). (3.22)
Note that (un, vn) ∈ M and E′(u, v) = 0. Combining these with (3.22),
Lemma 3.3, we get that∫
Ω
|∇ωn|2 −
∫
Ω
(µ1|ωn|2p + β|ωn|p|σn|p) = o(1), (3.23)∫
Ω
|∇σn|2 −
∫
Ω
(µ2|σn|2p + β|ωn|p|σn|p) = o(1), (3.24)
E(un, vn) = E(u, v) + I(ωn, σn) + o(1). (3.25)
Passing to a subsequence, we may assume that
lim
n→+∞
∫
Ω
|∇ωn|2 = b1, lim
n→+∞
∫
Ω
|∇σn|2 = b2.
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Then by (3.23) and (3.24) we have I(ωn, σn) =
1
N (b1 + b2) + o(1). Letting
n→ +∞ in (3.25), we get that
0 ≤ E(u, v) ≤ E(u, v) + 1
N
(b1 + b2) = lim
n→+∞E(un, vn) = B. (3.26)
Case 1. u ≡ 0, v ≡ 0.
By Lemma 3.2, (3.22) and (3.26), we have 0 < b1 < +∞ and 0 < b2 < +∞,
and we may assume that both ωn 6≡ 0 and σn 6≡ 0 for n large. Then by (3.23)
and (3.24) we have
∫
Ω
µ1|ωn|2p
∫
Ω
µ2|σn|2p −
(
β
∫
Ω
|ωn|p|σn|p
)2
> 0, for n large.
Then by a similar argument as Lemma 3.1, for n large, there exists tn, sn > 0
such that (tnωn, snσn) ∈ N . Up to a subsequence, we claim that
lim
n→+∞(|tn − 1|+ |sn − 1|) = 0. (3.27)
This conclusion is obvious in case N = 4 and p = 2 (see [16]), but it is not
trivial in our general case N ≥ 5 here. Denote
Bn,1 =
∫
Ω
|∇ωn|2 → b1, Bn,2 =
∫
Ω
|∇σn|2 → b2,
Cn,1 =
∫
Ω
µ1|ωn|2p, Cn,2 =
∫
Ω
µ2|σn|2p,
Dn = |β|
∫
Ω
|ωn|p|σn|p.
Passing to a subsequence, we may assume that Cn,1 → c1 < +∞, Cn,2 → c2 <
+∞ and Dn → d < +∞. By (3.23)-(3.24) we have
c1 = b1 + d ≥ b1 > 0, c2 = b2 + d ≥ b2 > 0, (3.28)
t2nBn,1 = t
2p
n Cn,1 − tpnspnDn, s2nBn,2 = s2pn Cn,2 − tpnspnDn. (3.29)
This implies that
t2p−2n ≥
Bn,1
Cn,1
→ b1
c1
> 0, s2p−2n ≥
Bn,2
Cn,2
→ b2
c2
> 0. (3.30)
Assume that, up to a subsequence, tn → +∞ as n→∞, then by
t2pn Cn,1 − t2nBn,1 = s2pn Cn,2 − s2nBn,2,
we also have sn → +∞. Then
d2 = lim
n→∞D
2
n = limn→∞
tpnCn,1 − t2−pn Bn,1
spn
· s
p
nCn,2 − s2−pn Bn,2
tpn
30
= lim
n→∞(Cn,1 − t
2−2p
n Bn,1)(Cn,2 − s2−2pn Bn,2)
= c1c2 = (b1 + d)(b2 + d) > d
2,
a contradiction. Therefore, tn, sn are uniformly bounded. Passing to a sub-
sequence, by (3.30) we may assume that tn → t∞ ≥ (b1/c1) 12p−2 > 0 and
sn → s∞ ≥ (b2/c2) 12p−2 > 0. Then we see from (3.29) that
sp∞d = t
p
∞c1 − t2−p∞ b1, tp∞d = sp∞c2 − s2−p∞ b2.
If d = 0, then ci = bi, and so t∞ = s∞ = 1. That is, (3.27) holds. Now we
consider the case d > 0. Define f(t) = tpc1 − t2−pb1, then for t ≥ (b1/c1) 12p−2 ,
we have
f ′(t) = pc1tp−1 − (2 − p)b1t1−p > (2− p)t1−p(c1t2p−2 − b1) ≥ 0,
that is, f is increasing with respect to t ≥ (b1/c1) 12p−2 . If t∞ < 1, then
sp∞d = f(t∞) < f(1) = c1 − b1 = d,
that is, s∞ < 1, and we see from (3.28) that
d2 =
tp∞c1 − t2−p∞ b1
sp∞
· s
p
∞c2 − s2−p∞ b2
tp∞
= (c1 − t2−2p∞ b1)(c2 − s2−2p∞ b2)
= (d+ b1 − t2−2p∞ b1)(d+ b2 − s2−2p∞ b2) < d2,
a contradiction. If t∞ > 1, since 1 ≥ (b1/c1) 12p−2 , we have
sp∞d = f(t∞) > f(1) = c1 − b1 = d,
that is, s∞ > 1, and so
d2 = (d+ b1 − t2−2p∞ b1)(d+ b2 − s2−2p∞ b2) > d2,
a contradiction. Therefore, t∞ = s∞ = 1 and (3.27) holds. This implies that
1
N
(b1 + b2) = lim
n→+∞ I(ωn, σn) = limn→+∞ I(tnωn, snσn) ≥ A.
Combining this with (3.26) we get that B ≥ A, a contradiction with Lemma
3.1. Therefore, Case 1 is impossible.
Case 2. u 6≡ 0, v ≡ 0 or u ≡ 0, v 6≡ 0.
Without loss of generality, we assume that u 6≡ 0, v ≡ 0. Then b2 > 0. By
Case 1 we may assume that b1 = 0. Then limn→+∞
∫
Ω
|ωn|p|σn|p = 0, and so∫
Ω
|∇σn|2 =
∫
Ω
µ2|σn|2p + o(1) ≤ µ2S−p
(∫
Ω
|∇σn|2
)p
+ o(1).
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This implies that b2 ≥ µ−
N−2
2
2 S
N/2. Note that u is a nontrivial solution of
−∆u+ λ1u = µ1|u|2∗−2u, we have from (3.1) that E(u, 0) ≥ Bµ1 . By (3.26) we
get that
B ≥ Bµ1 +
1
N
b2 ≥ Bµ1 +
1
N
µ
−N−22
2 S
N/2,
a contradiction with Lemma 3.1. Therefore, Case 2 is impossible.
Since Cases 1 and 2 are both impossible, we have that u 6≡ 0, v 6≡ 0, that
is, (u, v) ∈ M. By (3.26) we have E(u, v) = B. Then (|u|, |v|) ∈ M and
E(|u|, |v|) = B. By Lemma 2.5, (|u|, |v|) is a solution of (1.1). Then, using
the maximum principle, we see that |u|, |v| > 0 in Ω. Therefore, (|u|, |v|) is a
positive least energy solution of (1.1). This completes the proof. 
It remains to prove Theorem 1.3 for the case β > 0. Let β > 0 and define
B := inf
h∈Γ
max
t∈[0,1]
E(h(t)), (3.31)
where Γ = {h ∈ C([0, 1], H) : h(0) = (0, 0), E(h(1)) < 0}. By (1.4), we see that
for any (u, v) ∈ H , (u, v) 6= (0, 0),
max
t>0
E(tu, tv) = E(tu,vu, tu,vv)
=
1
N
t2u,v
∫
Ω
(|∇u|2 + λ1u2 + |∇v|2 + λ2v2)
=
1
N
t2
∗
u,v
∫
Ω
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p), (3.32)
where tu,v > 0 satisfies
t2p−2u,v =
∫
Ω(|∇u|2 + λ1u2 + |∇v|2 + λ2v2)∫
Ω
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p) . (3.33)
Note that (tu,vu, tu,vv) ∈ M′, where
M′ :=
{
(u, v) ∈ H \ {(0, 0)}, G(u, v) :=
∫
Ω
(|∇u|2 + λ1u2 + |∇v|2 + λ2v2)
−
∫
Ω
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p) = 0
}
, (3.34)
it is easy to check that
B = inf
H∋(u,v) 6=(0,0)
max
t>0
E(tu, tv) = inf
(u,v)∈M′
E(u, v). (3.35)
Note that M⊂M′, one has that B ≤ B. Similarly as (2.20), we have B > 0.
Lemma 3.4. Let β > 0, then
B < min{Bµ1 , Bµ2 , A}.
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Proof. Step 1. We prove that B < A. Without loss of generality, we may
assume that 0 ∈ Ω. Then there exists ρ > 0 such that B(0, 2ρ) := {x : |x| ≤
2ρ} ⊂ Ω. Let ψ ∈ C10 (B(0, 2ρ)) be a nonnegative function with 0 ≤ ψ ≤ 1 and
ψ ≡ 1 for |x| ≤ ρ. Recall that (U, V ) in Theorem 1.6. we define
(Uε(x), Vε(x)) :=
(
ε−
N−2
2 U
(x
ε
)
, ε−
N−2
2 V
(x
ε
))
.
Then it is easy to see that∫
RN
|∇Uε|2 =
∫
RN
|∇U |2,
∫
RN
|Uε|2∗ =
∫
RN
|U |2∗ ,∫
RN
|∇Vε|2 =
∫
RN
|∇V |2,
∫
RN
|Vε|2∗ =
∫
RN
|V |2∗ .
Define
(uε, vε) := (ψUε, ψVε). (3.36)
First we claim the following inequalities∫
Ω
|∇uε|2 ≤
∫
RN
|∇U |2 +O(εN−2), (3.37)∫
Ω
|uε|2∗ ≥
∫
RN
|U |2∗ +O(εN ), (3.38)∫
Ω
|uε| 2
∗
2 |vε| 2
∗
2 ≥
∫
RN
|U | 2
∗
2 |V | 2
∗
2 +O(εN ), (3.39)∫
Ω
|uε|2 ≥ Cε2 +O(εN−2), (3.40)
where C is a positive constant.
Let 0 < ε≪ ρ. By Proposition 2.1 we have∫
Ω
|∇ψ|2|Uε|2 dx ≤ C
∫
ρ≤|x|≤2ρ
ε2−NU2(x/ε) dx
≤ Cε2
∫
ρ/ε≤|x|≤2ρ/ε
U2(x) dx
≤ Cε2
∫
ρ/ε≤|x|≤2ρ/ε
|x|4−2N dx = O(εN−2);∫
Ω
|∇Uε|2|ψ|2 dx ≤
∫
RN
|∇Uε|2 =
∫
RN
|∇U |2;∣∣∣∣
∫
Ω
ψUε∇ψ∇Uε
∣∣∣∣ ≤ C
∫
ρ≤|x|≤2ρ
|∇Uε||Uε| dx
≤ C
∫
ρ≤|x|≤2ρ
ε1−N |∇xU(x/ε)||U(x/ε)| dx
= Cε
∫
ρ/ε≤|x|≤2ρ/ε
|∇U(x)||U(x)| dx
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≤ Cε
∫
ρ/ε≤|x|≤2ρ/ε
|x|3−2N dx = O(εN−2).
Therefore,∫
Ω
|∇uε|2 dx =
∫
RN
|∇Uε|2|ψ|2 +
∫
Ω
|∇ψ|2|Uε|2 + 2
∫
Ω
ψUε∇ψ∇Uε
≤
∫
RN
|∇U |2 dx+O(εN−2),
that is, (3.37) holds. Note that∫
RN
(1− ψ2∗)|Uε|2∗ dx ≤
∫
|x|≥ρ
ε−N |U(x/ε)|2∗ dx =
∫
|x|≥ρ/ε
|U(x)|2∗ dx
≤ C
∫
|x|≥ρ/ε
|x|−2N dx = O(εN ),
then ∫
Ω
|uε|2∗ dx =
∫
RN
|Uε|2∗ dx−
∫
RN
(1− ψ2∗)|Uε|2∗ dx
≥
∫
RN
|U |2∗ dx+O(εN ),
that is, (3.38) holds. Similarly, (3.39) holds. Note that∫
Ω
|uε|2 dx ≥
∫
|x|≤ρ
ε2−N |U(x/ε)|2 dx
= ε2
∫
RN
U2 dx− ε2
∫
|x|≥ρ/ε
U2(x) dx
≥ Cε2 − Cε2
∫
|x|≥ρ/ε
|x|4−2N dx = Cε2 +O(εN−2),
that is, (3.40) holds. Similarly, we have∫
Ω
|∇vε|2 ≤
∫
RN
|∇V |2 +O(εN−2), (3.41)∫
Ω
|vε|2∗ ≥
∫
RN
|V |2∗ +O(εN ), (3.42)∫
Ω
|vε|2 ≥ Cε2 +O(εN−2). (3.43)
Recall that I(U, V ) = A, we have
NA =
∫
RN
|∇U |2 + |∇V |2 =
∫
RN
µ1U
2∗ + 2βU
2∗
2 V
2∗
2 + µ2V
2∗ .
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Combining this with (3.37)-(3.43) and recalling that λ1, λ2 < 0, 2p = 2
∗, N ≥ 5,
we have for any t > 0 that
E(tuε, tvε) =
1
2
t2
∫
Ω
(|∇uε|2 + λ1u2ε + |∇vε|2 + λ2v2ε)
− 1
2p
t2p
∫
Ω
(µ1u
2p
ε + 2βu
p
εv
p
ε + µ2v
2p
ε )
≤ 1
2
(∫
RN
(|∇U |2 + |∇V |2)− Cε2 +O(εN−2)) t2
− 1
2∗
(∫
RN
(
µ1U
2∗ + 2βU
2∗
2 V
2∗
2 + µ2V
2∗
)
+O(εN )
)
t2
∗
=
1
2
(
NA− Cε2 +O(εN−2)) t2 − 1
2∗
(
NA+O(εN )
)
t2
∗
≤ 1
N
(
NA− Cε2 +O(εN−2)
)(NA− Cε2 +O(εN−2)
NA+O(εN )
)N−2
2
< A for ε > 0 small enough. (3.44)
Hence, for ε > 0 small enough, there holds
B ≤ max
t>0
E(tuε, tvε) < A. (3.45)
Step 2. we shall prove that B < Bµ1 . This proof is similar to Lemma 2.7.
Recall (3.1) and (3.33), we define t(s) := tuµ1 ,suµ2 , that is,
t(s)2p−2 =
NBµ1 + s
2NBµ2
NBµ1 + |s|2pNBµ2 + |s|p
∫
Ω 2β|uµ1 |p|uµ2 |p
.
Note that t(0) = 1. Recall that 1 < p = NN−2 < 2, by direct computations we
get that
lim
s→0
t′(s)
|s|p−2s = −
p
∫
Ω
2β|uµ1 |p|uµ2 |p
(2p− 2)NBµ1
,
that is,
t′(s) = −p
∫
Ω 2β|uµ1 |p|uµ2 |p
(2p− 2)NBµ1
|s|p−2s(1 + o(1)), as s→ 0,
and so
t(s) = 1−
∫
Ω 2β|uµ1 |p|uµ2 |p
(2p− 2)NBµ1
|s|p(1 + o(1)), as s→ 0.
This implies that
t(s)2p = 1− 2p
∫
Ω
2β|uµ1 |p|uµ2 |p
(2p− 2)NBµ1
|s|p(1 + o(1)), as s→ 0.
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Therefore, we deduce from (3.32) and 2p2p−2 = N/2 that
B ≤ E (t(s)uµ1 , t(s)suµ2)
=
t(s)2p
N
(
NBµ1 + |s|2pNBµ2 + |s|p
∫
Ω
2β|uµ1 |p|uµ2 |p
)
= Bµ1 −
(
1
2
− 1
N
)
|s|p
∫
Ω
2β|uµ1 |p|uµ2 |p + o(|s|p)
< Bµ1 as |s| > 0 small enough,
that is, B < Bµ1 . By a similar argument, we can prove that B < Bµ2 . This
completes the proof. 
Proof of Theorem 1.3 for the case β > 0. Assume that β > 0. Since the
functional E has a mountain pass structure, by the mountain pass theorem (cf.
[5, 37]) there exists {(un, vn)} ⊂ H such that
lim
n→+∞E(un, vn) = B, limn→+∞E
′(un, vn) = 0.
It is standard to see that {(un, vn)} is bounded in H , and so we may assume
that (un, vn) ⇀ (u, v) weakly in H . Set ωn = un − u and σn = vn − v and use
the same symbols as in the proof of Theorem 1.3 for the case β < 0, we see that
E′(u, v) = 0 and (3.23)-(3.25) also hold. Moreover,
0 ≤ E(u, v) ≤ E(u, v) + 1
N
(b1 + b2) = lim
n→+∞E(un, vn) = B. (3.46)
Case 1. u ≡ 0, v ≡ 0.
By (3.46), we have b1 + b2 > 0. Then we may assume that (ωn, σn) 6= (0, 0)
for n large. Recall N ′ in (2.26), by (3.23)-(3.24), it is easy to check that there
exists tn > 0 such that (tnωn, tnσn) ∈ N ′ and tn → 1 as n → ∞. Then by
(2.38) and (3.46) we have
B = 1
N
(b1 + b2) = lim
n→+∞ I(ωn, σn) = limn→+∞ I(tnωn, tnσn) ≥ A
′ = A,
a contradiction with Lemma 3.4. Therefore, Case 1 is impossible.
Case 2. u 6≡ 0, v ≡ 0 or u ≡ 0, v 6≡ 0.
Without loss of generality, we may assume that u 6≡ 0, v ≡ 0. Then u is a
nontrivial solution of −∆u + λ1u = µ1|u|2∗−2u, and so B ≥ E(u, 0) ≥ Bµ1 , a
contradiction with Lemma 3.4. Therefore, Case 2 is also impossible.
Since Cases 1 and 2 are both impossible, we have that u 6≡ 0, v 6≡ 0. Since
E′(u, v) = 0, we have (u, v) ∈M. By B ≤ B and (3.46) we have E(u, v) = B =
B. This means (|u|, |v|) ∈ M ⊂ M′ and E(|u|, |v|) = B = B. By (3.34) and
(3.35), there exists a Lagrange multiplier γ ∈ R such that
E′(|u|, |v|)− γG′(|u|, |v|) = 0.
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Since E′(|u|, |v|)(|u|, |v|) = G(|u|, |v|) = 0 and
G′(|u|, |v|)(|u|, |v|) = −(2p− 2)
∫
Ω
(µ1|u|2p + 2β|u|p|v|p + µ2|v|2p) 6= 0,
we get that γ = 0 and so E′(|u|, |v|) = 0. This means that (|u|, |v|) is a least
energy solution of (1.1). By the maximum principle, we see that |u|, |v| > 0 in
Ω. Therefore, (|u|, |v|) is a positive least energy solution of (1.1). 
4 Proof of Theorems 1.2 and 1.7
In this section, we assume that −λ1(Ω) < λ1 = λ2 = λ < 0 and β ≥ (p −
1)max{µ1, µ2}. Define g : [(p− 1)max{µ1, µ2}, +∞) by
g(β) := (p− 1)µ1µ2β2/p−2 + β2/p. (4.1)
Then
g′(β) =
2
p
β2/p−3
(
β2 − (p− 1)2µ1µ2
)
> 0, ∀ β > (p− 1)max{µ1, µ2}.
By direct computations, we have
g
(
(p− 1)max{µ1, µ2}
)
≤ p(p− 1) 2p−1max
{
µ
2/p
1 , µ
2/p
2
}
.
Therefore, there exists a unique β0 ≥ (p− 1)max{µ1, µ2} such that
g(β0) = p(p− 1) 2p−1max
{
µ
2/p
1 , µ
2/p
2
}
, and (4.2)
g(β) > p(p− 1) 2p−1max
{
µ
2/p
1 , µ
2/p
2
}
, ∀ β > β0. (4.3)
Moreover,
β0 = (p− 1)max{µ1, µ2}, if µ1 = µ2. (4.4)
Lemma 4.1. Assume that β > β0, where β0 is defined in (4.2). Let (k0, l0) be
in Lemma 2.1. Then pµ1k
p−1
0 < 1 and pµ2l
p−1
0 < 1.
Proof. Let k1 = (pµ1)
1
p−1 , then by (2.3) we have
l1 := h1(k1) =
[
p− 1
pβ(pµ1)
2−p
2(p−1)
]2/p
.
By (4.3) and direct computations, we get that
α2(k1, l1) = µ2l
p−1
1 + βk
p/2
1 l
p/2−1
1 − 1
=
1
l1
[
µ2l
p
1 + k1(1− µ1kp−11 )
]
− 1 = 1
l1
[
µ2l
p
1 +
p− 1
p
k1
]
− 1
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=[
pβ(pµ1)
2−p
2(p−1)
p− 1
] 2
p

µ2
[
p− 1
pβ(pµ1)
2−p
2(p−1)
]2
+
p− 1
p
(pµ1)
− 1p−1

− 1
= (p− 1)1−2/pp−1µ−2/p1 g(β)− 1 > 0.
Combining this with Lemma 2.3 we have k1 > k0, that is, pµ1k
p−1
0 < 1. Simi-
larly, let l2 = (pµ2)
1
p−1 , then
α1(h2(l2), l2) = (p− 1)1−2/pp−1µ−2/p2 g(β)− 1 > 0.
By Lemma 2.3 again, we have l2 > l0, and so pµ2l
p−1
0 < 1. 
Lemma 4.2. Assume that β > β0, where β0 is defined in (4.2). Recall α1, α2
defined in (2.1)-(2.2), and (k0, l0) obtained in Lemma 2.1. Then
F (k0, l0) := det
(
∂kα1(k0, l0) ∂lα1(k0, l0)
∂kα2(k0, l0) ∂lα2(k0, l0)
)
< 0.
Proof. By α1(k0, l0) = α2(k0, l0) = 0 we have
βk
p/2−2
0 l
p/2
0 = k
−1
0 − µ1kp−20 , βlp/2−20 kp/20 = l−10 − µ2lp−20 .
Then
∂kα1(k0, l0) = (p− 1)µ1kp−20 + (p/2− 1)βkp/2−20 lp/20
=
p
2
µ1k
p−2
0 − (1− p/2)k−10 ;
∂lα2(k0, l0) = (p− 1)µ2lp−20 + (p/2− 1)βlp/2−20 kp/20
=
p
2
µ2l
p−2
0 − (1 − p/2)l−10 ;
∂lα1(k0, l0) = ∂kα2(k0, l0) =
p
2
βk
p/2−1
0 l
p/2−1
0
=
p
2
√
(k−10 − µ1kp−20 )(l−10 − µ2lp−20 ).
Therefore,
F (k0, l0) =
[p
2
µ1k
p−2
0 − (1− p/2)k−10
] [p
2
µ2l
p−2
0 − (1− p/2)l−10
]
− p
2
4
(
k−10 − µ1kp−20
)(
l−10 − µ2lp−20
)
=
p
2
(p− 1)k−10 l−10
(
µ1k
p−1
0 + µ2l
p−1
0 −
2
p
)
< 0
from Lemma 4.1. 
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Lemma 4.3. Fix any µ1, µ2 > 0 and β > β0. Let (u0, v0) be a least energy solu-
tion of (1.1) with (µ1, µ2, β) which exists by Theorem 1.3. Recall (
√
k0ω,
√
l0ω)
in Theorem 1.1. Then ∫
Ω
|u0|2p dx = kp0
∫
Ω
ω2p dx. (4.5)
Proof. Fix any µ1, µ2 > 0 and β > β0. We remark from (4.1)-(4.2) that
β0(µ1, µ2) := β0 is completely determined by µ1, µ2. Hence there exists 0 <
ε < µ1 such that for any µ ∈ (µ1 − ε, µ1 + ε), one has β > β0(µ, µ2). Then by
Lemmas 2.1, 4.2 and the implicit function theorem, when µ1 is replaced by µ,
functions k0(µ) and l0(µ) are well defined and class C
1 for µ ∈ (µ1−ε1, µ1+ε1)
for some 0 < ε1 ≤ ε. Recall the definition of E,M and B, they all depend
on µ, and we use notations Eµ,Mµ, B(µ) in this proof, when µ1 is replaced by
µ. Then B(µ) = (k0(µ) + l0(µ))B1 ∈ C1((µ1 − ε1, µ1 + ε1),R). In particular,
B′(µ1) := ddµB(µ1) exists. Note that B = B by the proof of Theorem 1.3 for
the case β > 0. Then by (3.35) we have
B(µ) = inf
H∋(u,v) 6=(0,0)
max
t>0
Eµ(tu, tv).
Denote
C =
∫
Ω
(|∇u0|2 + λ1u20 + |∇v0|2 + λ2v20),
D =
∫
Ω
(2β|u0|p|v0|p + µ2|v0|2p), G =
∫
Ω
|u0|2p dx.
There exists t(µ) > 0 such that
max
t>0
Eµ(tu0, tv0) = Eµ
(
t(µ)u0, t(µ)v0
)
,
where t(µ) > 0 satisfies f(µ, t(µ)) = 0, and
f(µ, t) := t2p−2(µG+D)− C.
Note that f(µ1, 1) = 0,
∂
∂tf(µ1, 1) = (2p− 2)(µ1G+D) > 0, and f(µ, t(µ)) ≡ 0.
By the implicit function theorem, there exists 0 < ε2 ≤ ε1, such that t(µ) ∈
C∞((µ1 − ε2, µ1 + ε2),R). By f(µ, t(µ)) ≡ 0 we see that
t′(µ1) = − G
(2p− 2)(µ1G+D) .
By Taylor expansion one has t(µ) = 1 + t′(µ1)(µ− µ1) +O((µ − µ1)2), and so
t2(µ) = 1 + 2t′(µ1)(µ− µ1) +O((µ − µ1)2).
Note that C = µ1G+D = NB(µ1). Then by (3.32) that
B(µ) ≤ Eµ(t(µ)u0, t(µ)v0) = 1
N
t2(µ)C = t2(µ)B(µ1)
39
= B(µ1)− 2GB(µ1)
(2p− 2)(µ1G+D) (µ− µ1) + O((µ− µ1)
2)
= B(µ1)− G
2p
(µ− µ1) +O((µ − µ1)2),
It follows that
B(µ)−B(µ1)
µ− µ1 ≥ −
G
2p
+O((µ−µ1)), as µր µ1, and soB′(µ1) ≥
− G2p . Similarly, we have
B(µ)−B(µ1)
µ− µ1 ≤ −
G
2p
+O((µ − µ1)), as µց µ1,
that is, B′(µ1) ≤ − G2p . Hence, B′(µ1) = −
G
2p
= − 1
2p
∫
Ω
|u0|2p dx. By Theorem
1.1, (
√
k0ω,
√
l0ω) is also a positive least energy solution of (1.1). Therefore,
B′(µ1) = −k
p
0
2p
∫
Ω
ω2p dx, that is, (4.5) holds. 
Proof of Theorem 1.2. Let (u, v) be any a positive least energy solution of
(1.1). By Lemma 4.3, we have∫
Ω
|u|2p dx = kp0
∫
Ω
ω2p dx.
By a similar proof of Lemma 4.3, that is, by computing B′(µ2) and B′(β)
respectively, we can show that∫
Ω
|v|2p dx = lp0
∫
Ω
ω2p dx, and
∫
Ω
|u|p|v|p dx = kp/20 lp/20
∫
Ω
ω2p dx.
Therefore,∫
Ω
|u|p|v|p dx = lp/20 k−p/20
∫
Ω
|u|2p dx,
∫
Ω
|u|p|v|p dx = l−p/20 kp/20
∫
Ω
|v|2p dx.
(4.6)
Define (u˜, v˜) := ( 1√
k0
u, 1√
l0
v). By α1(k0, l0) = α2(k0, l0) = 0 and (4.6) we get∫
Ω
|∇u˜|2 + λu˜2 dx =
∫
Ω
|u˜|2p dx,
∫
Ω
|∇v˜|2 + λv˜2 dx =
∫
Ω
|v˜|2p dx. (4.7)
Then by (1.8) we have
1
N
∫
Ω
|∇u˜|2 + λu˜2 dx ≥ B1, 1
N
∫
Ω
|∇v˜|2 + λv˜2 dx ≥ B1,
and so
B = (k0 + l0)B1 =
1
N
∫
Ω
(|∇u|2 + λ1u2 + |∇v|2 + λ2v2)
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=
1
N
k0
∫
Ω
(|∇u˜|2 + λ1u˜2) + 1
N
l0
∫
Ω
(|∇v˜|2 + λ1v˜2)
≥ (k0 + l0)B1.
This implies that
1
N
∫
Ω
|∇u˜|2 + λu˜2 dx = B1, 1
N
∫
Ω
|∇v˜|2 + λv˜2 dx = B1.
Combining this with (4.7), we see from [9] that u˜ and v˜ are both postive least
energy solutions of (1.6). Then we see from (u, v) satisfies (1.1) that
−∆u˜+ λu˜ = µ1kp−10 u˜2p−1 + βkp/2−10 lp/20 u˜p−1v˜p = u˜2p−1,
that is, u˜p−1v˜p = u˜2p−1 and so u˜ = v˜. Denote U = u˜, then (u, v) = (
√
k0U,
√
l0U),
where U is a positive least energy solution of (1.6).
Now we assume that Ω is a ball in RN , then the positive least energy solution
of the Brezis-Nirenberg problem (1.6) is unique (cf. [6]). Therefore, the positive
least energy solution of (1.1) is unique. 
Proof of Theorem 1.7. The proof is the same as that of Theorem 1.2. 
5 Proof of Theorems 1.4 and 1.5
This section is devoted to the proof of Theorems 1.4 and 1.5. Recall the defini-
tion of E,M and B, they both depend on β, and we use notations Eβ ,Mβ, Bβ
in this section. Define B(x0, R) := {x ∈ RN : |x − x0| < R}. Consider the
problem {
−∆u+ λ2u = µ2u2∗−1 in B(0, R),
u > 0 in B(0, R), u = 0 on ∂B(0, R),
(5.1)
and the corresponding functional is JR : H
1
0 (B(0, R))→ R given by
JR(u) =
1
2
∫
B(0,R)
(|∇u|2 + λ2u2) dx − 1
2∗
µ2
∫
B(0,R)
|u|2∗ dx. (5.2)
We need the following energy estimates from the authors’ paper [15].
Theorem 5.1. (see [15]) Let N ≥ 5. Then there exists R0 > 0 and C1, C2 > 0,
such that for any 0 < R < R0, (5.1) has a least energy solution UR and
1
N
µ
−N−22
2 S
N/2 − C1R
2N−4
N−4 ≤ JR(UR) ≤ 1
N
µ
−N−22
2 S
N/2 − C2R
2N−4
N−4 . (5.3)
With the help of Theorem 5.1, we have the following lemma, which improves
Lemma 3.1 in case N ≥ 6.
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Lemma 5.1. Let N ≥ 6. Then
sup
β<0
Bβ < min
{
Bµ1 +
1
N
µ
−N−22
2 S
N/2, Bµ2 +
1
N
µ
−N−22
1 S
N/2
}
.
Proof. Let N ≥ 6. For any R > 0 small, we take xR ∈ Ω with dist(xR, ∂Ω) =
3R. Then
|uµ1(x)| ≤ CR, x ∈ B(xR, 3R). (5.4)
Let ψ ∈ C∞0 (B(0, 2)) with 0 ≤ ψ ≤ 1 and ψ ≡ 1 in B(0, 1). Define ϕR(x) :=
1− ψ(x−xRR ), then
ϕR(x) :=
{
0 if x ∈ B(xR, R),
1 if x ∈ RN\B(xR, 2R),
|∇ϕR(x)| ≤ C/R. (5.5)
Define uR := ϕRuµ1 , then by (5.4) and (5.5), it is easy to prove that∫
Ω
|∇uR|2 dx ≤
∫
Ω
|∇uµ1 |2 dx+ CRN ;∫
Ω
|uR|2 dx ≥
∫
Ω
|uµ1 |2 dx− CRN+2;∫
Ω
|uR|2∗ dx ≥
∫
Ω
|uµ1 |2
∗
dx− CRN+2∗ .
Therefore, there exists tR > 0 independent of β < 0 such that
max
t>0
Eβ(tuR, 0) = Eβ(tRuR, 0) =
1
N
(∫
Ω(|∇uR|2 + λ1u2R)(
µ1
∫
Ω |uR|2∗
)2/2∗
)N/2
≤ 1
N
(∫
Ω(|∇uµ1 |2 + λ1u2µ1) + CRN + CRN+2(∫
Ω
µ1|uµ1 |2∗ − CRN+2∗
)2/2∗
)N/2
=
1
N
(
NBµ1 + CR
N + CRN+2
(NBµ1 − CRN+2∗)2/2
∗
)N/2
≤ Bµ1 + CRN for R > 0 small enough.
Recall UR in Theorem 5.1, we have UR(· − xR) · uR ≡ 0, and so (tRuR, UR(· −
xR)) ∈ Mβ for all β < 0. Since N ≥ 6, one has N > 2N−4N−4 . Then we see from
Theorem 5.1 that
sup
β<0
Bβ ≤ Eβ(tRuR, UR(· − xR)) = Eβ(tRuR, 0) + Eβ(0, UR(· − xR))
= Eβ(tRuR, 0) + JR(UR)
≤ Bµ1 + CRN +
1
N
µ
−N−22
2 S
N/2 − C2R
2N−4
N−4
< Bµ1 +
1
N
µ
−N−22
2 S
N/2 for R > 0 small enough.
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By a similar argument, we also have supβ<0Bβ < Bµ2 +
1
N µ
−N−22
1 S
N/2. 
Proof of Theorem 1.4. This proof is similar to the proof of [16, Theorem
1.4] in case N = 4. The novelty here is that, with the help of Lemma 5.1,
we can exclude conclusions (1)-(2) in case N ≥ 6. Let βn < 0, n ∈ N satisfy
βn → −∞ as n→∞, and (un, vn) be the positive least energy solutions of (1.1)
with β = βn. By Lemma 3.1, Eβn(un, vn) ≤ A and so (un, vn) is uniformly
bounded in H by (1.5). Passing to a subsequence, we may assume that
un ⇀ u∞, vn ⇀ v∞ weakly in H10 (Ω),
Then, by following the proof of [16, Theorem 1.4] in case N = 4, we can prove
that
∫
Ω
βnu
p
nv
p
n dx → 0 as n → ∞, and passing to a subsequence, one of the
following conclusions holds.
(1) un → u∞ strongly in H10 (Ω) and vn ⇀ 0 weakly in H10 (Ω) (so vn → 0 for
almost every x ∈ Ω), where u∞ is a positive least energy solution of
−∆u+ λ1u = µ1|u|2∗−2u, u ∈ H10 (Ω).
Moreover,
lim
n→∞Bβn = Bµ1 +
1
N
µ
−N−22
2 S
N/2. (5.6)
(2) vn → v∞ strongly in H10 (Ω) and un ⇀ 0 weakly in H10 (Ω) (so un → 0 for
almost every x ∈ Ω), where v∞ is a positive least energy solution of
−∆v + λ2v = µ2|v|2∗−2v, v ∈ H10 (Ω).
Moreover,
lim
n→∞Bβn = Bµ2 +
1
N
µ
−N−22
1 S
N/2. (5.7)
(3) (un, vn) → (u∞, v∞) strongly in H10 (Ω) × H10 (Ω) and u∞ · v∞ = 0 for
almost x ∈ Ω, where u∞ 6≡ 0, v∞ 6≡ 0 satisfy∫
Ω
(|∇u∞|2 + λ1u2∞) =
∫
Ω
µ1u
2p
∞, (5.8)∫
Ω
(|∇v∞|2 + λ2v2∞) =
∫
Ω
µ2v
2p
∞ , (5.9)
lim
n→∞Bβn = E(u∞, v∞). (5.10)
Moreover, if u∞ and v∞ are both continuous (we will prove this later),
then u∞ · v∞ ≡ 0, u∞ ∈ C(Ω) is a positive least energy solution of
−∆u+ λ1u = µ1|u|2∗−2u, u ∈ H10 ({u∞ > 0}),
and v∞ ∈ C(Ω) is a positive least energy solution of
−∆v + λ2v = µ2|v|2∗−2v, v ∈ H10 ({v∞ > 0}).
Furthermore, both {v∞ > 0} and {u∞ > 0} are connected domains, and
{v∞ > 0} = Ω\{u∞ > 0}.
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Note that (5.6)-(5.7) imply that one of (1) and (2) in Theorem 1.4 does not
hold in some cases. For example, if we assume that −λ1(Ω) < λ1 < λ2 < 0 and
µ1 = µ2 in Theorem 1.4, then Bµ1 +
1
N µ
−N−22
2 S
N/2 < Bµ2 +
1
N µ
−N−22
1 S
N/2, and
so (2) in Theorem 1.4 does not hold, since (5.7) contradicts with Lemma 3.1.
In particular, Lemma 5.1 implies that neither (1) nor (2) hold in case N ≥ 6.
That is, only (3) holds if N ≥ 6. Therefore, the proof is complete by combining
Lemma 5.2 below. 
From the previous proof, it suffices to prove that u∞ and v∞ are continuous
and u∞ − v∞ is a least energy sign-changing solution of (1.11). As pointed out
in Remark 1.4, the following proof is completely different from that in [16] for
the case N = 4.
Lemma 5.2. Let (u∞, v∞) be in conclusion (3). Then u∞−v∞ is a least energy
sign-changing solution of (1.11), and u∞, v∞ are both continuous.
Proof. Consider the problem (1.11). Its related functional is
P (u) =
1
2
∫
Ω
(|∇u|2 + λ1(u+)2 + λ2(u−)2)− 1
2∗
∫
Ω
(µ1(u
+)2
∗
+ µ2(u
−)2
∗
).
It is standard to prove that P ∈ C1 and its critical points are solutions of (1.11).
Define
Ji(u) :=
∫
Ω
(|∇u|2 + λiu2 − µi|u|2∗), i = 1, 2,
S := {u ∈ H10 (Ω) : u± 6≡ 0, J1(u+) = 0, J2(u−) = 0},
m := inf
u∈S
P (u).
Then any sign-changing solutions of (1.11) belong to S. By (5.8)-(5.9), we have
u∞ − v∞ ∈ S and so m ≤ P (u∞ − v∞) = E(u∞, v∞). For any u ∈ S, we have
(u+, u−) ∈ Mβ for all β. Then by (5.10) we see that
P (u∞ − v∞) = E(u∞, v∞) = lim
n→∞Bβn ≤ E(u
+, u−) = P (u), ∀u ∈ S,
and so P (u∞ − v∞) ≤ m. Combining these with Lemma 5.1, we obtain
P (u∞ − v∞) = m < min
{
Bµ1 +
1
N
µ
−N−22
2 S
N
2 , Bµ2 +
1
N
µ
−N−22
1 S
N
2
}
. (5.11)
Step 1. We show that P ′(u∞ − v∞) = 0, and so u∞ − v∞ is a least energy
sign-changing solution of (1.11).
Thanks to (5.11), the following argument is standard (see [26, 31] for exam-
ple), and we give the details here for completeness.
Assume that u∞−v∞ is not a critical point of P , then there exists φ ∈ C∞0 (Ω)
such that P ′(u∞ − v∞)φ ≤ −1. Then there exists 0 < ε0 < 1/10, such that for
|t− 1| ≤ ε0, |s− 1| ≤ ε0, |σ| ≤ ε0, there holds
P ′(tu∞ − sv∞ + σφ)φ ≤ −1
2
.
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Consider a function 0 ≤ η ≤ 1 defined for (t, s) ∈ T = [ 12 , 32 ]× [ 12 , 32 ], such that
η(t, s) = 1, for |t− 1| ≤ ε02 , |s− 1| ≤ ε02 ,
η(t, s) = 0, for |t− 1| ≥ ε0 or |s− 1| ≥ ε0.
Then for |t− 1| ≤ ε0, |s− 1| ≤ ε0, we have
P (tu∞ − sv∞ + ε0η(t, s)φ)
=P (tu∞ − sv∞) +
∫ 1
0
P ′(tu∞ − sv∞ + θε0η(t, s)φ)[ε0η(t, s)φ]dθ
≤P (tu∞ − sv∞)− 1
2
ε0η(t, s).
Note that
sup
t,s>0
P (tu∞ − sv∞) = P (u∞ − v∞) = m,
and for |t− 1| ≥ ε02 or |s− 1| ≥ ε02 , there exists 0 < δ < ε02 such that
P (tu∞ − sv∞) ≤ m− δ.
We have, for |t− 1| ≤ ε02 , |s− 1| ≤ ε02 , that
P (tu∞ − sv∞ + ε0η(t, s)φ) ≤ m− ε0
2
;
for ε02 ≤ |t− 1| ≤ ε0, |s− 1| ≤ ε0 or ε02 ≤ |s− 1| ≤ ε0, |t− 1| ≤ ε0,
P (tu∞ − sv∞ + ε0η(t, s)φ) ≤ P (tu∞ − sv∞) ≤ m− δ;
for |t− 1| ≥ ε0 or |s− 1| ≥ ε0,
P (tu∞ − sv∞ + ε0η(t, s)φ) = P (tu∞ − sv∞) ≤ m− δ.
So
sup
(t,s)∈T
P (tu∞ − sv∞ + ε0η(t, s)φ) ≤ m− δ. (5.12)
On the other hand, for ε ∈ [0, ε0], let hε : T → H10 (Ω) by hε(t, s) = tu∞−sv∞+
εη(t, s)φ, and Hε : T → R2 by
Hε(t, s) = (J1(hε(t, s)
+), J2(hε(t, s)
−)).
Note that for any (t, s) ∈ ∂T , we have η(t, s) = 0 and so hε(t, s) ≡ h0(t, s) =
tu∞ − sv∞. Moreover, H0(t, s) = (J1(tu∞), J2(sv∞)). Then it is easy to see
that
deg(Hε0(t, s), T, (0, 0)) = deg(H0(t, s), T, (0, 0)) = 1,
that is, there exists (t0, s0) ∈ T such that hε0(t0, s0) ∈ S, which is a contradic-
tion with (5.12).
Step 2. We show that u∞ and v∞ are continuous.
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By Step 1, u∞−v∞ is a nontrivial solution of (1.11). Then by a Brezis-Kato
argument (see [8]), we see that u∞ − v∞ ∈ Lq(Ω), ∀ q ≥ 2. In particular,
µ1u
2∗−1
∞ − µ2v2
∗−1
∞ − λ1u∞ + λ2v∞ ∈ Lq(Ω), ∀ q > N.
Then by elliptic regularity theory, u∞ − v∞ ∈ W 2,q(Ω) with q > N . By
Sobolev embedding, we have u∞ − v∞ ∈ C(Ω). Since u∞ = (u∞ − v∞)+
and v∞ = (u∞ − v∞)−, we see that u∞ and v∞ are both continuous. This
completes the proof and so completes the proof of Theorem 1.4. 
Proof of Theorem 1.5. Let N ≥ 6. Actually, by Theorem 1.4 and Lemma
5.2, we have proved that the problem (1.11) has a least energy sign-changing
solution u∞−v∞. Obviously, Theorem 1.5 is a direct corollary by letting λ1 = λ2
and µ1 = µ2, and (1.13) follows directly from (5.11). 
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