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Abstract
Persistence diagrams are one of the main tools in the field of Topolog-
ical Data Analysis (TDA). They contain fruitful information about the
shape of data. The use of machine learning algorithms on the space of
persistence diagrams proves to be challenging as the space is complicated.
For that reason, transforming these diagrams in a way that is compatible
with machine learning is an important topic currently researched in TDA.
In this paper, our main contribution consists of three components. First,
we develop a general framework of vectorizing diagrams that we call the
Persistence Curves (PCs). We show that some well-known summaries,
such as Betti number curves, the Euler Characteristic Curve, and Persis-
tence Landscapes fall under the PC framework or are easily derived from
it. Second, we provide a theoretical foundation for the stability analysis of
PCs. In addition, we propose several new summaries based on PC frame-
work and investigate their stability. Finally, we demonstrate the practical
uses of PCs on the texture classification on four public available texture
datasets. We show the result of our proposed PCs outperforms several
existing TDA methods.
1 Introduction
Topological data analysis (TDA) is a relatively new field of mathematics that
seeks to examine the shape and structure of data. Persistent homology (PH) is
an important tool in TDA developed in the early 2000s [23,52,56] based on the
work of size functions [25,26]. Since its inception, TDA has permeated through
many disciplines such as neuroscience [5], medical biology [36], sensor networks
[20], social networks [12], physics [21], computation [39], nanotechnology [41],
and material science [53].
Generally speaking, persistent homology concerns the shape of a sequence of
topological spaces with a nested subset relation, called a filtration. It tracks
when topological features appear (are born) and disappear (die). Collecting this
birth-death information leads to a visual summary called a persistence diagram.
The amount of time a topological feature exists, called its lifespan. Intuitively,
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the lifespan indicates the relative importance of the associated feature. As is
the case for all rules of thumb, this one has exceptions. For example, in [5], it
was found that the 28th longest lifespan was the most informative. Analyzing
persistence diagrams is a fundamental task in TDA. It has been shown by [40]
that the space of persistence diagrams is a complete and separable metric space
with the so-called Wasserstein distance. However, the space presents a great
challenge for one to apply machine learning methods directly. For instance, as
shown in [40], the mean of the persistence diagrams may not be unique. This
motivates researchers to transform persistence diagrams into some spaces more
palatable for these analytic methods. There are some common approaches to
summarize persistence diagrams, including kernel functions and vectorization.
In the former, one constructs a kernel function, or a rule for measuring and
quantifying the likeness of two persistence diagrams. This approach has been
seen through a bag-of-words approach [35], kernel SVM for persistence [49],
persistence intensity functions [15], and persistence weighted Gaussian kernel
[32]. On the other hand, to vectorize a persistence diagram is to map it into a
vector space, usually Rn. The vectorization of persistence diagrams has proven
quite popular in recent literature and we can find this summarization type in the
form of persistence landscapes [8], persistence images [1], persistence indicator
functions [51], general functional summaries [6], persistent entropy [4], and the
Euler Characteristic Curve [50].
Of immediate importance to this paper are persistence landscapes, persistent
entropy, and the Euler Characteristic Curve. Persistence landscapes provide a
stable functional representation of a diagram by mapping the diagram to an
element in L2. Persistent entropy, which defines an entropy derived from infor-
mation theory, provides a stable summary of persistence diagrams. The Euler
Characteristic Curve has been studied and used before the theory of persistent
homology was developed. For example it has been used in in the area of ran-
dom fields [2]. The vectorization method that we introduce in this paper, called
persistence curves, is a general framework from which we find that each of these
examples above are a special case of or can easily be derived. In creating a
summary method for persistence diagrams, one wishes for the summary to have
a few important qualities. Qualities of a good vectorization method are neatly
outlined in [1] and we list them here:
Quality 1: The output of the representation is a vector in Rn;
Quality 2: The representation is stable with respect to the input noise;
Quality 3: The representation is efficient to compute;
Quality 4: The representation maintains an interpretable connection to the orig-
inal persistence diagram;
Quality 5: The representation allows one to adjust the relative importance of
points in different regions of the persistence diagram.
We will show throughout this paper that our proposed framework can generate
vectorizations that possess several of these qualities. In the interest of space,
we do not discuss computational efficiency in the main text. This information
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appears in Appendix B. In addition to these qualities, one would want to validate
the usefulness of the representation. To do this, we test the ability of persistence
curves to inform texture classification.
Texture classification is a field within computer vision. Exhibitions of its useful-
ness are far reaching and can be found found in several scientific areas such as
image processing, material science [10], geology [48], brain disease [29], thyroid
nodules [31], and also in TDA [16,27,35, 49]. The outline of this paper follows.
In Section 2 we provide necessary background from the fields of TDA and image
processing as it relates to this paper. Specifically, we formally define images as
functions and relate them to topological objects known as cubical sets. We then
briefly discuss the homology of cubical sets before defining persistent homology,
persistence diagrams, and the discussing the stability of persistence diagrams.
In Section 3, we propose our general framework, called the persistence curve
(PC), for vectorizing persistence diagrams. We show that a number of well
known vectorization methods can be realized as special cases of or derived from
this framework. The framework itself depends on persistence diagrams and
not the choice of underlying homology theory, hence persistence curves are ap-
plicable anytime persistence diagrams arise. We describe how we can use this
framework to generate vectorizations that carry interpretable information about
the persistence diagram and hence the underlying space from which the diagram
is built. Several new vectorizations are proposed in this work as shown in Ta-
ble 1. Finally, we prove a general bound on persistence curves as they relate to
the distance between persistence diagrams.
We validate the usefulness of this framework in Section 4 when we apply per-
sistence curves to the texture classification. In particular, we consider four
popular texture databases: Outex [44], UIUCTex [46], KTH Texture under
varying illumination, pose, and scale 2b (KTH-TIPS2b) [28], and the Flickr
Material Database (FMD) [54]. We compare the performance of various persis-
tence curves with other TDA methods showing that our method outperforms
the others and provide empirical evidence of the computational efficiency of
these curves. To aid reproducibility of our results, we’ve released a Python 3
package [33] that allows users to easily compute and create persistence curves.
We conclude this work in Section 5 by presenting many possible avenues for the
advancement of persistence curves.
2 Background
The main application involves texture classification for which we need to take
images and turn them into topological objects suitable for our framework. This
section focuses on developing the necessary background to understand this trans-
formation. We begin by discussing images in a formal manner and then we give
insight into how we assign topological spaces to them. We then briefly discuss
homology before giving a light introduction to persistent homology, which gives
us a way to summarize topological information in grayscale images. Though
this section will deal specifically with images (hence cubical homology), neither
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persistent homology nor persistence curves are restricted to this situation. For
a more detailed discussion on homology and persistent homology, see e.g. [30]
for cubical homology and [22] for persistent homology.
2.1 Binary and Grayscale Images
An 8-bit m× n grayscale image is a function
I : {0, 1, . . . ,m− 1} × {0, 1, . . . , n− 1} → {0, 1, . . . 255}.
We treat an RGB color image as a triplet of gray-scale images. The pair (i, j) in
the domain of I is called a pixel and its image under I, I(i, j) is called a pixel
value. We visualize images by using squares to represent pixels and color to
represent the pixel values. For an 8-bit grayscale image, the pixel value indicates
the shade of gray with 0 being black and 255 being white.
A binary image is one whose pixels only have two possible values. One may
view a binary image as an image whose codomain is the set {0, 1}. For visual-
ization, we associate 0 with the color black and 1 for white. We can describe
a binary image I entirely by its support, which we denote as K = {(i, j) |
I(i, j) = 1}. Then to a binary image, we can associate a union of unit squares
X =
⋃
(i,j)∈K [i, i+ 1]× [j, j+ 1]. This kind of set is called a cubical set. More
details of cubical sets appear in [30].
For an n×m grayscale image I(i, j) and integer t, let Kt = {(i, j) | I(i, j) ≤ t}.
Let χA be the indicator function of a set A, i.e. χA(t) = 1 if t ∈ A and χA(t) = 0
otherwise. We can construct a binary image by thresholding I at t using the
function It(i, j) = χKt(i, j). Notice that if t ≤ t′ then It(i, j) ≤ It′(i, j), or
equivalently, Kt ⊂ Kt′ . For an 8-bit grayscale image, a threshold decompo-
sition is an increasing sequence of binary images obtained by thresholding. In
this paper, we use the decomposition {It}255t=0 Finally, we note that if Xt denotes
the cubical set associated to It, then Xt ⊂ Xt′ . Such a nested subset relation
of topological spaces is known as filtration.
2.2 Persistent Homology
Homology is a classic subject in mathematics. It provides a discrete object as
a descriptor of a topological space that is invariant under continuous deforma-
tions. This means that the homology of a space gives us useful information
about its topological structure. Informally, the k-th homology group Hk(X)
of a space X is often used to count the k-th Betti numbers, i.e. the number
of k-dimensional holes of X. For example in the case of binary images H0(X)
counts the connected components (clusters of white pixels) and H1(X) counts
the holes (clusters of black pixels surrounded by white pixels). The definition
of cubical sets (unions of closed intervals) shows that connectivity in cubical
homology is be equivalent to 4-connected neighborhood in the classic field of
the connected-component labeling.
Figure 1(a) shows an example of a binary image that has 4 disjoint white regions,
and hence, the 0-th level Betti number is 4, i.e. β0 = 4. Moreover, since one
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(a) β0(X) = 4
β1(X) = 1.
(b) β0(X
c) = 3
β1(X
c) = 3
Figure 1: X is the cubical set (union of unit squares of white pixels) of the binary
image. An illustration of Betti numbers of a binary image and the boundary
effect.
black region is enclosed completely by a white region (upper right circle in
Figure 1(a), the first level Betti number is 1, i.e. β1 = 1. Notice that the
bottom left white region in Figure 1(a)looks like it might enclose another hole.
However, since the white region does not wrap completely around the black
region, it does not count towards β1. We see then that the boundary of the
images plays an important role in counting Betti numbers. We refer to this
as the boundary effect. In an attempt to account for the boundary effect,
one may take the complement of the binary image (interchanging the colors) as
shown in Figure 1(b). Intuitively, one may think that counting components in
the complement image is the same as counting the holes in the original image.
However, this is not the case as shown in Figure 1(b) that the Betti numbers
of the complement image are β0 = 3, and β1 = 3. Together, the image and its
complement lead us to an estimate of the true topological nature of the image.
At this point, we can describe a binary image in terms of topology and we
associate binary images to grayscale images. To extend the concept of Betti
numbers to a grayscale image, we use persistent homology, a powerful tool from
the field of computational topology. The origins begin with the size functions
[25,26] and is first formally defined in [23].
A filtration of a space X is an increasing sequence of spaces ∅ = X0 ⊂ X1 ⊂
. . . ⊂ Xn = X. From the previous discussion, one may obtain homology groups
for each Xi. Because of the subset relations, persistent homology allows us to
track the chanages of homology groups. We can equivalently view filtrations via
a filtering function on the power set 2X of X, f : 2X → N where f−1(t) ⊂ X
is a subspace for all m ∈ N, f−1(t) ⊂ f−1(s) if s ≥ t, and there is some n ∈ N
for which f−1(n) = X. The inclusion Xt ⊂ Xs induces a map gkt,s : Hk(Xt) →
Hk(Xs) between the homology groups.
We say a homology class α is born at b if we have α ∈ Hk(Xb) and α /∈ im gkb−1,b.
We say that α born at b dies at d, d ≥ b if gkb,d−1(α) /∈ im gkb−1,d−1, but gkb,d(α) ∈
im gkb−1,d, i.e. if it merges with a previous class. The ranks β
k
b,d = rank im g
k
b,d for
d ≥ b form the persistent Betti numbers of the filtration. These persistent
Betti numbers count the number of classes that were born at or before b and are
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still alive at d. Inclusion-exclusion allows us to count exactly the number µkb,d
of classes born at b and die at d by µkb,d = β
k
b,d−1− βkb−1,d−1 + βkb−1,d− βkb,d. We
may now define our topological summary. The k-th persistence diagram,
or just diagram, Pk(f) associated to the filtering function f of a space X is
a multi-set , that is a set of points with multiplicity, of birth-death pairs (b, d)
with multiplicity µkb,d along with the diagonal points (b, b) each with infinite
multiplicity. To shorten notation, we will often represent persistence diagrams
with the letter D.
For a grayscale image I we consider the cubical sets Xt associated to the binary
threshold images It. We associate to I the filtration X0 ⊂ X1 ⊂ . . . ⊂ X255.
Hence, for any gray-scale image, we can obtain representative persistence dia-
grams. As these are 2D images, the only non-trivial diagrams are those from
0-th and 1-st dimension.
Let D represent the set of all possible persistence diagrams that have finitely
many off-diagonal points. An important property that D possesses is so-called
the stability theorem. The stability theorem for persistence diagrams, which
first appeared in [18], states that if f1, f2 are filtering functions with certain
regularity then
W∞(Pk(f1),Pk(f2)) ≤ ‖f1 − f2‖∞,
where W∞(Pk(f1),Pk(f2)) is known as the Wasserstein ∞-metric, or bot-
tleneck distance defined as
W∞(C,D) = inf
bijections
η:C→D
sup
x∈C
‖x− η(x)‖,
where C, D ∈ D.
Summaries of persistence diagrams can be thought as a transformation from D
to a Hilbert space. As mentioned in Quality 2 in Section 1, it is desired to have
a stability theorem for summaries of persistence diagrams. In the next section,
we introduce a our main PC framework, and establish a general bound that
may lead to a stability theorem.
3 Persistence Curves and Stability
Persistence diagrams encode topological information of data sets. However,
applying machine learning algorithms directly on the space of diagrams proves
difficult. Our proposed framework called persistence curves gives us a way
to further summarize persistence diagrams in a form that is compatible with
machine learning and still retains some topological information about the space.
This framework is inspired by the Fundamental Lemma of Persistent Homology
(FLPH) [22, p. 118] stated below:
Fundamental Lemma of Persistent Homology. Let Dk = P(f) be a dia-
gram with respect to the filtering function f . Then
βk(f
−1(t)) =
∑
i≤t
∑
j>t
µkai,aj . (1)
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(a) Original image X. (b) Threshold at 110.
(c) P0(X). (d) P1(X).
Figure 2: A toy example of persistence diagrams of a grayscale image. (a)By
visual inspection, one expects the Betti numbers are (8, 4). (b) Binary image
is obtained from thresholding the X at 110. Betti number of this binary image
are (8, 4). (c)-(d) Persistence diagrams of X. The rectangular boxes enclosed
by the pink dotted (d > 110) and solid line (b ≤ 110) are the fundamental boxes
F110 = {(b, d)| b ≤ 110, d > 110}. β0(X110) = 8 and β1(X110) = 4.
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This lemma states that the k-th Betti number of the space at filtration value t
can be found by counting the points of the persistence diagram (with multiplic-
ity) inside the fundamental box defined as
Ft = {(b, d) | b ≤ t, d > t}. (2)
Figure 2(c)-(d) shows the 0 and 1 dimensional persistence diagrams as well as
an illustration of Ft.
We remark on methods for handling infinite generators whose death values is by
convention∞. If there is a global maximum finite death value for the space, one
may set all infinite death values to this maximum. Since images have a maximum
possible finite death of 255, we opt to set the death value of infinite generators
to this maximum. Another option would be to neglect infinite generators.
3.1 Persistence Curve Framework
Persistence curves use (2) to generate curves from persistence diagrams. Let D
be the set of all persistence diagrams, F be the set of all functions ψ : D×R3 → R
with ψ(D; b, b, t) = 0 for all (b, b) ∈ D and D ∈ D. To ease the notation, we
refer to ψ(D; b, d, t) as ψ(b, d, t) when D is understood. Moreover, when ψ does
not depend on t, we write ψ(b, d). Let T be the set of summary statistics
or operators on multi-sets (more precisely, any T ∈ T is a map that takes a
multi-set into a scalar). Finally let R represent the set of functions on R.
Definition 1. We define a map P : D ×F × T → R where
P (D,ψ, T )(t) := T (ψ(Ft, t)), t ∈ R.
The function P (D,ψ, T ) is called a persistence curve on D with respect to ψ
and T .
Definition 1 is in a general format. If T does not depend on the cardinality
of the set (e.g. if T is the max or sum operator), then the persistence curve
P (D,ψ, T ) can be written in terms of indicator functions:
P (D,ψ, T ) = T ({ψ(Ft, t)}) = T(b,d)∈Ft{ψ(b, d, t)}
= T(b,d)∈D{ψ(b, d, t)χ[b,d)(t)}. (3)
In the examples below we offer both reformulations of curves that have been
proposed by prior works into the persistence curve framework as well as several
new curves based on common persistence diagram statistics.
Example 1. Let 1(x, y, t) = 1 if x 6= y and 0 otherwise. Let Σ be the summation
operator. By Definition 1, we have
P (D,1,Σ)(t) =
∑
({1(D; b, d, t) | b ≤ t, d > t}) = β(t).
This curve is the Betti curve, which has been described in other works [51], [3].
Furthermore, if D0, D1, . . . , Dk, . . . are the k-dimensional diagrams associated
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to a filtering function f , then the Euler Characteristic of the space Xt cor-
responding to a threshold t can also be expressed as a sum persistence curves
evaluated at t. That is,
EC(Xt) := EC(t) =
∞∑
i=0
(−1)iβi(t) =
∞∑
i=0
(−1)iP (Di,1,Σ)(t).
The Euler Characteristic Curve with respect to the filterng function f refers
to the function
ECC(f) ≡
∞∑
i=0
(−1)iP (Di,1,Σ).
We use the next example to illustrate explicitly how to calculate a persistence
curve.
Example 2. Let ψ(b, d, t) = d − b and T = Σ. Then by (3), l(D, t) :=
P (D,ψ,Σ) =
∑
({d − b | b ≤ t, d > t}), which we will refer as the lifespan
curve.
Suppose D = {(1, 2), (2, 4), (2, 4), (3, 5), (1, 5)}. Then, by (3), it is straightfor-
ward to obtain that l(D, t) = χ[1,2)(t) + 2χ[2,4)(t) + 2χ[2,4)(t) + 2χ[3,5)(t) +
4χ[1,5)(t).
The meaning of this curve is that in addition to the Betti number, it also attaches
the lifespan information. It can be seen as a topological intensity function. To
the best of authors’ knowledge, this curve is first appeared in this work.
The following are examples of vectorizations that have been independently stud-
ied by different groups, but can be realized in the framework of persistence
curves.
Example 3. The PD Thresholding method [17] was developed as an optimal
thresholding method in image processing based on persistence diagrams. The
main idea is to define an objective function, and the optimal threshold will be
chosen as the maximum of the objective function. One major component of the
objective function in [17] is O(t) = 1#Ft
∑
(b,d)∈Ft(d − t)(t − b). The function
O(t) can be viewed as a persistence curve if one lets ψ = (d − t)(t − b) and T
be the average operator.
The following example can be found in [4], where the concept of entropy intro-
duced to TDA.
Example 4. A summary function based on persistent entropy was defined as:
S(D)(t) = −∑w(t)d−bL log(d−bL ), where L = ∑(b,d)∈D(d − b) and w(t) = 1 if
b ≤ t ≤ d and w(t) = 0 otherwise. Let ψ = −d−bL log d−bL , and T = Σ. We see
that E(D) := P (D,ψ, T ) is similar to S(D). In fact, due to the exclusion of the
death value in the interval we have 0 ≤ E(D) ≤ S(D). Hence, E(D) enjoys the
same stability as S(D), proven in [4].
In this last example, we also recognize persistence landscapes, a well-known
diagram summary, as a special case of persistence curves.
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Example 5. Let maxk(S) represent the k-th largest number of a set S. Given
a persistence diagram D, define
l(b,d)(t) =

0 if t /∈ (b, d)
t− b if t ∈ (b, b+d2 ]
d− t if t ∈ ( b+d2 , d)
.
Then the k-th Persistence Landscape [8] is defined by λk(t) = maxk{l(b,d)(t) |
(b, d) ∈ D}. One can verify that l(b,d)(t) = min{t−b, d− t}. Thus, if ψ(b, d, t) =
min{t− b, d− t} and T = maxk, then P (D,ψ, T ) ≡ λk.
We have shown that persistence curves provides a general framework for sum-
marizing diagrams and that many existing summaries fall under the framework.
Moreover, we propose several new summaries that we display in Table 1. By
choosing ψ to be a function that carries sensible information about the dia-
gram (hence the underlying space) we produce a persistence curve that does
the same. For instance, the midlife quantity has been used in recent work,
such as persistence landscapes [8] and persistence images [1] to serve as a linear
transformations and to serve as classifiers [17]. The multiplicative life quantity
has been studied in the field of random complexes [7]. As mentioned before, the
life-entropy persistence curve actually appears as the entropy summary function
in a recent work [4]. Motivated by this work, mle, mule are new entropy-like
functions using the multiplicative life and midlife statistics. At this point, it
should be clear that one could follow the framework to create new summaries
of persistence diagrams.
3.2 A General Bound for PCs
In this subsection, we analyze the properties of persistence curves. The main
focus will be on how changes in persistence diagrams affect persistence curves.
Specifically, given two persistence diagrams C,D ∈ D and for fixed ψ and T ,
what is the difference between P (C,ψ, T ) and P (D,ψ, T )? Since PC is such a
general framework, the stability analysis in this work focuses on the summation
operator, i.e. T = Σ. Before our analysis, we will set up some notation and
conventions. Let C,D ∈ D. Let n represent the maximum between the number
of off diagonal points in each diagram and note that n is finite. We assume the
optimal matching under the bottleneck distance of these diagrams is known and
we index the points of each diagram {(bDi , dDi )}ni=1 and {(bCi , dCi )}ni=1 so that
points with matching indices are paired under the optimal matching. Other
notations are summarized in Table 2. The first estimate is the key step towards
to the general bound.
Lemma 1. Let h(t) = |ψ1(t)χ[b1,d1)(t) − ψ1(t)χ[b1,d1)(t)|, where b1 ≤ d1 and
b2 ≤ d2. Suppose that ψi : [bi, di]→ R for i = 1, 2, respectively, are continuous.
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Name Notation ψ(b, d, t) T
Existing PCs
Betti number β 1 sum
Life Entropy [4] le − d− b∑
(d− b) log
d− b∑
(d− b) sum
PD Thresholding [17] O (d− t)(t− b) avg
k-th Landscape [8] λk min{t− b, d− t} maxk
PCs proposed in this work
Normalized Betti sB 1n sum
Life l d− b sum
Normalized Life sl
d− b∑
(d− b) sum
Midlife ml (b+ d)/2 sum
Normalized Midlife sml (b+ d)/
∑
(d+ b) sum
Midlife Entropy mle − d+ b∑
(d+ b)
log
d+ b∑
(d+ b)
sum
Multiplicative Life mul d/b sum
Normalized Mult. Life smul d/b∑ d/b sum
Mult. Life Entropy mule − d/b∑
(d/b)
log
d/b∑
(d/b)
sum
Table 1: Examples of persistence curves. In the top panel, existing summaries
are realized in the PC framework. In the bottom panel, new summaries are
proposed in this work. One can easily create new summaries by altering ψ and
T .
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Notation Description
∨ max operator, i.e. n1 ∨ n2 = max{n1, n2}
∧ min operator, i.e. n1 ∧ n2 = min{n1, n2}
nD number of off diagonal points in D
n nC ∨ nD
(bDi , d
D
i ) point in the diagram D, indexed by the optimal matching
LD, LD∞
∑
dDi − bDi , maxi(dDi − bDi )
κ(ψ,C,D)
n∑
i=1
max
t∈[bCi ,dCi ]
|ψ(bCi , dCi , t)| ∨
n∑
i=1
max
t∈[bDi ,dDi ]
|ψ(bDi , dDi , t)|
δ(ψ,C,D) max
1≤i≤n
t∈[bCi ,dCi ]∩[bDi ,dDi ]
|ψ(bCi , dCi , t)− ψ(bDi , dDi , t)|
Table 2: The notation here pertains to two given diagrams C and D enumerated
in correspondence to the optimal matching for the bottleneck distance.
Denote by M = maxt∈[b1,d1] ψ1(t) ∨maxt∈[b2,d2] ψ2(t). Then we have
‖h‖1 ≤2M(|d2 − d1| ∨ |b2 − b1|)
+ [(d1 − b1) ∧ (d2 − b2)] max
t∈[b1,d1]∩[b2,d2]
|ψ1(t)− ψ2(t)|.
Proof. According to the all possible orders of b1, b2, d1, d2, there are six cases in
total to consider. By symmetry, it remains the following three cases to consider.
Case 1: b1 ≤ d1 ≤ b2 ≤ d2 and [b1, d1) ∩ [b2, d2) = ∅. By elementary calculation
and d1 ≤ b2, we obtain
‖f‖1 =
∫ d1
b1
|ψ1(t)|dt+
∫ d2
b2
|ψ2(t)|dt
≤M [(d1 − b1) + (d2 − b2)] ≤ 2M(|d2 − d1| ∨ |b2 − b1|).
Case 2: b1 ≤ b2 ≤ d1 ≤ d2 and [b1, d1)∩ [b2, d2) = [b2, d1). By direct calculation,
we obtain
‖f‖1 =
∫ b2
b1
|ψ1(t)|dt+
∫ d1
b2
|ψ1(t)− ψ2(t)|dt+
∫ d2
d1
|ψ2(t)|dt
≤M(b2 − b1) + (d1 − b2) max
t∈[b2,d1]
|ψ1(t)− ψ2(t)|+M(d2 − d1)
≤ 2M(|b2 − b1| ∨ |d2 − d1|)
+ (d1 − b2) max
t∈[b1,d1]∩[b2,d2]
|ψ1(t)− ψ2(t)|.
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Also, since b1 ≤ b2 and d1 ≤ d2, then d1− b2 ≤ (d1− b1) and d1− b2 ≤ (d2− b2).
Hence, d1 − b2 ≤ (d1 − b1) ∧ (d2 − b2). Therefore, we have
‖f‖1 ≤2M(|b2 − b1| ∨ |d2 − d1|)
+ (d1 − b1) ∧ (d2 − b2) max
t∈[b1,d1]∩[b2,d2]
|ψ1(t)− ψ2(t)|.
Case 3: b1 ≤ b2 ≤ d2 ≤ d1 and [b1, d1) ∩ [b2, d2) = [b2, d2). By a similar
calculation to Case 2, we obtain
‖f‖1 =
∫ b2
b1
|ψ1(t)|dt+
∫ d2
b2
|ψ1(t)− ψ2(t)|dt+
∫ d1
d2
|ψ1(t)|dt
≤M(b2 − b1) + (d2 − b2) max
t∈[b2,d2]
|ψ1(t)− ψ2(t)|+M(d1 − d2)
≤ 2M |b2 − b1| ∨ |d2 − d1|+ (d2 − b2) max
t∈[b2,d2]
|ψ1(t)− ψ2(t)|.
Similarly, in this case, it is straightforward to obsersve that (d2 − b2) ≤ (d1 −
b1) ∧ (d2 − b2). Hence, we obtain
‖f‖1 ≤2M(|b2 − b1| ∨ |d2 − d1|)+
(d1 − b1) ∧ (d2 − b2) max
t∈[b1,d1]∩[b2,d2]
|ψ1(t)− ψ2(t)|.
This completes the proof.
Lemma 1 is the essential estimate in proving the main result stated below.
Theorem 1. Let C,D ∈ D and index them through the optimal bottleneck
distance matching. Let T be the Σ operator. Suppose that T (∅) = 0. We adopt
the notations in Table 2. Let ψ(C, ·) and ψ(D, ·) be continuous functions. Then
the following estimate holds
‖P (C,ψ,Σ)− P (D,ψ,Σ)‖1 ≤2κ(ψ,C,D)W∞(C,D)+
(LC ∧ LD)δ(ψ,C,D). (4)
Proof. Take the difference
‖P (C,ψ,Σ)− P (D,ψ,Σ)‖1
= ‖
n∑
i=1
(ψ(bCi , d
C
i )χ[bCi ,dCi ) − ψ(b
D
i , d
D
i )χ[bDi ,dDi )‖1
≤
n∑
i=1
∫
|ψ(bCi , dCi , t)χ[bCi ,dCi )(t)− ψ(b
D
i , d
D
i , t)χ[bDi ,dDi )(t)| dt. (5)
13
By Lemma 1, each integral in (5) is dominated by∫
|ψ(bCi , dCi , t)χ[bCi ,dCi )(t)− ψ(b
D
i , d
D
i , t)χ[bDi ,dDi )(t)| dt
≤ 2Mi(|bCi − bDi | ∨ |dCi − dDi |)+
[(dCi − bCi ) ∧ (dDi − bDi )]×
max
t∈[bCi ,dCi ]∩[bDi ,dDi ]
|ψ(bCi , dCi , t)− ψ(bDi , dDi , t)| , (6)
where Mi = maxt∈[bCi ,dCi ] |ψ(bCi , dCi , t)| ∨ maxt∈[bDi ,dDi ] |ψ(bDi , dDi , t)|. Observe
that
∑n
i=1Mi ≤ κ(ψ,C,D), and
∑n
i=1[(d
C
i − bCi )∧ (dDi − bDi )] ≤ LC ∧LD. Also,
by our notation, max1≤i≤n{|bCi − bDi | ∨ |dCi − dDi |} = W∞(C,D). Therefore,
from (5) and (6), we obtain
n∑
i=1
∫
|ψ(bCi , dCi , t)χ[bCi ,dCi )(t)− ψ(b
D
i , d
D
i , t)χ[bDi ,dDi )(t)| dt
≤
n∑
i=1
[
2Mi(|bCi − bDi | ∨ |dCi − dDi |) + [(dCi − bCi ) ∧ (dDi − bDi )]·
max
t∈[bCi ,dCi ]∩[bDi ,dDi ]
|ψ(bCi , dCi , t)− ψ(bDi , dDi , t)|
]
≤ 2κ(ψ,C,D)W∞(C,D) + (LC ∧ LD)δ(ψ,C,D).
Theorem 1 provides a general bound on the difference of two persistence curves.
The following examples illustrate (5) on specific PCs. Some bounds obtained
from (5) imply stability and some do not. In the next subsections, we demon-
strate how to apply Theorem 1 to curves that we proposed.
3.3 Betti number curve
We first consider the Betti number curve as defined in Example 1. In this case,
since ψ(b, d, t) = 1, by direct calculation one may obtain κ(ψ,C,D) = n and
δ(ψ,C,D) = 1 (recall that ψ(b, b, t) = 0 for all b). Therefore, by Theorem 1, the
bound for the Betti number curves is
‖β(C, t)− β(D, t)‖1 ≤ 2nW∞(C,D) + LC ∧ LD. (7)
This bound does not imply the stability, because as n → ∞, LC ∧ LD → ∞.
Up to authors’ best knowledge, although Betti numbers have been widely used
in many applications, the error bound (7) is one of the first attempts on the
analysis.
With a simple modification, the bound (7) can be improved. Let ψ(D; b, d, t) =
1
nD
1. We called this normalized Betti number curve βS(D, t) := P (D, 1
nD
1,Σ).
By direct calculation, we obtain δ(ψ,C,D) = 1
nD∧nC and κ(ψ,C,D) = 1. Thus,
‖βS(C, t)− βS(D, t)‖1 ≤ 2W∞(C,D) + 1
nD ∧ nC (L
C ∧ LD). (8)
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Although the bound (8) does not imply the stability, it shows that the bound
for the normalized Betti curve is smaller than that of the Betti curve. For in-
stance, suppose that maximum lifespan of each persistence diagram is uniformly
bounded by M. Then the latter term in (8) becomes 1
nD∧nC (n
C ∧ nD)M = M .
3.4 Bounds on lifespan related curves
Consider the example defined in Example 2, where ψ(b, d) = d − b and T =
Σ. By direct calculation, one may obtain κ(ψ,C,D) =
∑
1≤i≤n(d
C
i − bCi ) ∨∑
1≤i≤n(d
D
i − bDi ) = LC ∨ LD and δ(ψ,C,D) = max1≤i≤n |(dCi − bCi ) − (dDi −
bDi )| ≤ 2W∞(C,D).
Therefore, by Theorem 1 and that LC ∨ LD + LC ∧ LD = LC + LD,
‖l(C)− l(D)‖1 ≤ 2(LC + LD)W∞(C,D). (9)
This does not imply stability with respect to W∞(C,D) because LC (LD) might
change as n changes.
However, similar to the normalized Betti number curve, we consider the nor-
malized version of the lifespan curve by letting ψ(D; b, d, t) = d−b
LD
to obtain
sl := P (C,
d− b
LD
,Σ). (10)
Then it is straightforward to verify that κ( 1L (d − b), C,D) = L
C
LC
∨ LD
LD
= 1. In
order to obtain the estimate of δ, we first consider
|d
C
i − bCi
LC
− d
D
i − bDi
LD
|
≤ (|lCi | ∨ |lDi |) · |
1
LC
− 1
LD
|+ ( 1
LC
∨ 1
LD
) · |lCi − lDi |
≤ |l
C
i | ∨ |lDi |
LCLD
· |LC − LD|+ 1
LC ∧ LD 2W∞(C,D),
and take the maximum over i to obtain
δ(
d− b
L
,C,D) = max
1≤i≤n
|d
C
i − bCi
LC
− d
D
i − bDi
LD
|
≤ (L
C
∞ ∨ LD∞)
LCLD
· |LC − LD|+ 1
LC ∧ LD 2W∞(C,D)
≤ (L
C
∞ ∨ LD∞)
LCLD
2nW∞(C,D) +
1
LC ∧ LD 2W∞(C,D)
=
[
(LC∞ ∨ LD∞)
LCLD
2n+
2
LC ∧ LD
]
W∞(C,D). (11)
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Finally, by the above inequality and that L
C∧LD
LCLD
= 1
LC∨LD ,
‖sl(C)− sl(D)‖1
≤ 2κ(ψ,C,D)W∞(C,D) + (LC ∧ LD)δ(ψ,C,D)
≤ 2W∞(C,D) +
[
(LC∞ ∨ LD∞)
LC ∨ LD 2n+ 2
]
W∞(C,D)
=
[
LC∞ ∨ LD∞
LC ∨ LD 2n+ 4
]
W∞(C,D). (12)
The bound (12) is better than (9) because as n increases, the quantity LC ∨ LD
increases as well. For instance, in the case the grayscale image, the smallest
li = 1. If we further assume that there is a uniform lower and upper bound on
(d − b), then the normalized lifespan curve is stable with respect to the W∞.
More precisely, if we assume (d− b) ≤M , and d− b > m > 0 for all (b, d) ∈ D,
then (12) becomes[
LC∞ ∨ LD∞
LC ∨ LD 2n+ 4
]
W∞(C,D) ≤ [2M
m
+ 4]W∞(C,D). (13)
We formalize the discussion of the normalized lifespan curve in Example 2 in
the following result.
Corollary 1. (i) Let the normalized lifespan curve sl be defined as in (10).
Then for all C, D ∈ D,
‖sl(C)− sl(D)‖1 ≤
[
LC∞ ∨ LD∞
LC ∨ LD 2n+ 4
]
W∞(C,D).
(ii) Moreover, let M and m be some positive integers. Denote DM,m := {D ∈
D | d− b ≤M, d− b > m, ∀(b, d) ∈ D}. Then for all C, D ∈ DM,m,
‖sl(C)− sl(D)‖1 ≤ [2M
m
+ 4]W∞(C,D), (14)
which means that sl is stable with respect to W∞ in DM,m.
The collection DM,m is not empty. For instance, in the case of 8-bit digital
images, the smallest (largest) possible lifespan is 1 (255, respectively).
By a similar argument, we could establish the result for the midlife curve. More
precisely, consider
sml(D, t) := P (D,
u
U
,Σ), (15)
where u = d + b and U =
∑
(d + b). It is straightforward to verify that
max1≤i≤n |uCi − uDi | ≤ 2W∞(C,D), |UC − UD| ≤ 2nW∞(C,D), and that
LC∧LD
UC∧UD < 1. Thus κ(
u
U , C,D) ≤ 1 and δ( uU , C,D) ≤
[
(UC∞∨UD∞)
UCUD
2n+ 2
UC∧UD
]
W∞(C,D).
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Corollary 2. (i) Let the normalized midlife curve sml be defined as in (15).
Then for all C, D ∈ D,
‖sml(C)− sml(D)‖1 ≤
[
UC∞ ∨ UD∞
UC ∨ UD 2n+ 4
]
W∞(C,D).
(ii) Moreover, let M and m be some positive integers. Denote D˜M,m := {D ∈
D | d+ b ≤M, d+ b > m, ∀(b, d) ∈ D}. Then for all C, D ∈ D˜M,m,
‖sml(C)− sml(D)‖1 ≤ [2M
m
+ 4]W∞(C,D), (16)
which means that sml is stable with respect to W∞ in D˜M,m.
Lastly, we consider E(D) defined in Example 4 who also defined the relative
error between diagrams C and D to be r∞(C,D) =
2nW∞(C,D)
LC∨LD . If we assume
r∞(C,D) ≤ 14 then it can be verified that if |x−y| ≤ 2r∞(C,D), then |x log x−
y log y| ≤ 2r∞(C,D) log 2r∞(C,D). If ψ(D; b, d, t) = −d−bLD log d−bLD . Then we
find κ(ψ,C,D) ≤ ΨC∨ΨD ≤ log n and δ(ψ,C,D) = 22nW∞(C,D)
LC∨LD log(2
2nW∞(C,D)
LC∨LD ).
This bound is exactly the same as that of [4].
We can generalize the life entropy curve by recognizing its general shape as
ψ(D; b, d, t) = − f(b,d)∑ f(b,d) log f(b,d)∑ f(b,d) . One such example of this generalized
formula is the midlife entropy curve where we take f(b, d) = b + d = u.
Let UC =
∑
uC and analogously for D. Notice that if (b, d) ∈ R2≥0 for all
(b, d) ∈ C ∪D, then 2nW∞(C,D)
UC∨UD ≤ 2nW∞(C,D)LC∨LD . In particular, if r∞(C,D) ≤ 14 ,
we retrieve the following bounf on the midlife entropy curve. If ψ(D; b, d, t) =
ψ(D; b, d) = − u
UD
log m
UD
, then we find κ(ψ,C,D) = ΨC ∨ΨD and δ(ψ,C,D) =
2nW∞(C,D)
UC∨UD log
2nW∞(C,D)
UC∨UD .
3.5 Bounds on Persistence Landscapes
So far we have discussed persistence curves that use summation as the statistic.
Presently, we discuss the persistence landscape that uses ψ(b, d, t) = min{t −
b, d−t} and T = max. It is important to note that the Theorem 1 does not apply
in this case. However, using this framework, we could reproduce the stability
result (Theorem 12 in [8]) of persistence landscapes by elementary computation,
which states
‖P (C,ψ,max)− P (D,ψ,max)‖∞ ≤W∞(C,D). (17)
The main idea of this elementary proof is to establish a similar result to Lemma 1.
Lemma 2. Let f(t) = |ψ1(t)χ[b1,d1)(t)−ψ2(t)χ[b2,d2)(t)|, where ψi(t) = min{t−
bi, di − t} for i = 1, 2. Then
‖f‖∞ ≤ |d2 − d1| ∨ |b2 − b1|. (18)
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(a) Outex (b) UIUCTex (c) KTH-TIPS (d) FMD
Figure 3: The Betti curves ([ml0(I),ml1(I),ml0(I
C),ml1(I
C)]) for each image
I in 4 selected classes from the specified database.
Proof. Similar to the proof of Lemma 1, there are three cases to consider. In
each case, by the fact that maxt∈(b,d) min{t− b, d− t} = d−b2 when t = b+d2 , it
is straightforward to obtain the estimate (18). For the sake of the completion,
more details of the proof are included in the Appendix.
Thus, to prove (17), by Lemma 2 we obtain
‖P (C,ψ,max)− P (D,ψ,max)‖∞
= max
1≤i≤n
[
max
t∈[bCi ,dCi )∪[bDi ,dDi )
|ψ(bCi , dCi , t)χ[bCi ,dCi )(t)
− ψ(bDi , dDi , t)χ[bDi ,dDi )(t)|
]
≤ max
1≤i≤n
|dCi − dDi | ∨ |bCi − bDi | = W∞(C,D).
It should be noted that we can obtain persistence landscapes for any level by
taking T = maxk for the desired level k.
Persistence curves serve as a general framework that leads a family of vector-
izations of persistence diagrams. We have shown a general stability result from
which we can derive stability results for several specific curves. In the next sec-
tion, we will test the usefulness of this framework in an application to texture
classification.
4 Applications to texture analysis
In the previous sections, we developed persistence curve framework, demon-
strated several examples as existing summaries, and proposing new ones. In this
section, we will use persistence curves that are developed in Section 3 to study
real datasets. In particular, we are interested in texture classifications. Texture
analysis is a fundamental research area in computer vision. One challenge in
the area is to find intrinsic characteristics, or quantitative representations of
textures in order to perform classifications, or employ statistics. PCs can be
served as intrinsic characteristics of the textures, and this section is devoted to
demonstrating effectiveness of PCs and their usefulness in texture classification.
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4.1 Descriptions of the data
We consider four publicly available texture databases and describe each of them
below.
(i) Outex (OT): a database from the University of Oulu and consists of 15
test suites each with a different challenge [44]. We focus on the test suites 0,
and 10. Test suite 0 contains 24 texture classes with 20 grayscale images of each
class that are 128 by 128 in size. The test suite 0 is equipped with 100 preset
50-50 train/test splits. A score on the test suite 0 is the average accuracy over
all 100 splits. Test suite 10 tests rotational invariance. In this suite there is a
single train/test split of the 4320 images with the training set containing 1/9 of
the images. A score on this test suite is a single accuracy score.
(ii) UIUCTex (UIUC): a collection of textures from University of Illinois
Urbana-Champagne [34]. The dataset consists of 25 texture classes with 40
grayscale images of each texture. Each image is of size 640 by 480. Following
the methods of [47], a score on this set is the average accuracy of 100 random
80/20 train/test splits.
(iii) KTH-TIPS2b (KTH): The KTH Textures under varying Illumination,
Pose and Scale (TIPS) is a database containing 81 200 by 200 grayscale images
for each of its 10 textures [28]. As the name suggests, each texture class contains
images of different scales, rotations, and illuminations. A score on this set is
the average accuracy of 100 random 80/20 train/test splits.
(iv) FMD: The Flickr Material Database contains 100 RGB images of sizes 512
by 384 for each of its 10 materials [54]. This database is the most challenging as
it focuses more on material recognition rather than texture classification. That
is, the classes contain images of many different objects at different scales that
are of the same material (glass, leather, etc.) but may have widely different
textures. A score on this set is the average accuracy of 100 random 80/20
train/test splits.
Some sample images from each dataset are shown in Figure 3.
4.2 Feature Vectors
The main idea in the classification is to use PCs to produce input vectors for
machine learning algorithms. First, we use Perseus [42] to compute persis-
tence diagrams. For each image I, we use the 0 and 1 dimensional diagrams
D0(I), D1(I). We also consider the complement of the image. More precisely,
consider the image IC(i, j) := 255−I(i, j). Topologically speaking, taking both
I and IC into account yields the same result. However, due to the boundary ef-
fect, taking I into account provides an estimation of the true topological nature
and the complement of I provides a complementary estimation. We refer the
reader back to Figure 1. Hence, for each gray-scale image, we have four corre-
sponding diagrams, D0(I), D1(I), D0(I
C), D1(I
C). Finally, for an RGB image,
we consider each channel (i.e. the red, green, or blue channel) as a gray-scale
image. Hence, each RGB image yields 12 corresponding diagrams.
Since the images we consider are 8-bit grayscale images, their pixel values are
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integers from 0 to 255. Therefore, the persistence curves evaluated at those
integers are enough to represent the curves. More precisely, in the case of 8-
bit grayscale images, the set {P (D,ψ, T )(k)}255k=0 contains all information about
P (D,ψ, T ). Therefore, each P (D,ψ, T ) is a vector of dimension 256.
Secondly, we concatenate the persistence curve vectors and these vectors serve
as feature vectors. Each feature vector for a grayscale (color) image is a vector
of dimension 256×4 (256×4×3). E and S are sets of feature vectors consisting
of E = [le,mle,mule] and S = [sl, sml, smul], respectively. Thus, E for a
grayscale (color) image is a vector of dimension 256× 4× 3 (256× 4× 3× 3).
From the definition, we see that Persistence Curves extracts local information
from the persistence diagrams. In the interest of also extracting global infor-
mation, we include persistence statistics [17]. Persistence statistics summarize
diagrams by assigning them to a single number. For each diagram D, we con-
sider two sets of numbers: {(b+ d)/2 | (b, d) ∈ D} and {d− b | (b, d) ∈ D}. On
each of these sets we calculate the following 9 statistical measurements: mean,
median, standard deviation, skewness, kurtosis, the 10th, 25th, 75th, 90th per-
centiles. For an image I, PS will represent the vector composed of the above
statistics for D0(I), D1(I), D0(I
C), D1(I
C).
4.3 Models
In order to illustrate the effectiveness of PCs, we keep our classification pipeline
and model simple. Schematically speaking, for a given image I, (1) we consider
both I and its complement IC ; (2) we calculate persistence diagrams D(I),
D(IC) by perseus; (3) we compute discretized persistence curves from D(I)
and D(IC) by using the sequence {0, 1, . . . 255}; (4) we feed the resulting vectors
into machine learning algorithms. If I is a color image, then we consider each
channel independently and apply each the above pipeline to each channel.
The main machine learning algorithms we use in this article are random forest
(RF) with 500 estimators and Support Vector Machines with a linear kernel and
one-vs-rest multi-class strategy. For reproducibility, both are from the Python
package sci-kit learn.
4.4 Texture Classification
Table 3 shows the performances of various persistence curves, and other TDA
methods from the literature on the 4 databases. We reiterate that we did not
alter the original image in any way other than considering the image and its
complement. We also did not tune the RF nor SVM in an effort to check the
performance of persistence curves on raw images. Table 3 contains the highlight
of our performances. We include much more experiments and their performance
in the Appendix, specifically Table 5. We discuss the results below.
Observe the β curves, which do not take advantage of persistence diagrams,
already perform well on these four databases. This may suggest that topological
invariants are well-suited for the texture representations. The performances of
l, however, are on par with those of β. One explanation may be that total
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life span is correlated with the number of generators if the number of short life
generators dominates. When considering the normalized life span curves sl, the
performances improve considerably from those of β (e.g. from 87.3% to 92.9% in
the case of UIUC). The best performance for using only persistence curves is the
concatenation of normalized curves, S. We also observe that the performances
of entropy curves are similar to those of normalized curves as shown in Table 5
in Appendix; however, normalized curves are computationally less complex, and
have a better stability bound. Thus, we believe that normalized curves would
be the preferable option.
We turn our focus to compare the performances of our methods with those of
other TDA methods: Sparse-TDA developed by [27] (66%), kernel-TDA by [49]
(69.2%), CLBP-SMC by [35] (87.5%), kPSS by [11] (98.8%), and persistence
path by [16] (97.8%). These methods were all applied to OT0. Note that
Sparse-TDA, kernel-TDA, CLBP-SMC, kPSS are all kernel based methods. In
particular, kPSS seems to perform best out of the TDA methods on OT0. We
see all persistence curves perform consistently on a level similar to these high
performing TDA methods (> 96%), particularly E+PS+RF achieving a score
of 98.5. The Benchmark model for OT0 was given by the Gabor filtering [24].
It is on UIUCTex and KTH that we begin to see the effects of stability on the
curves. Both of these databases are more complex than Outex and it shows in
the performance reduction of the Betti and lifespan curves. The TDA method
EKFC+LMNN is a vectorization method that computes a descriptor based on
the topology of a klein bottle, then combines this set of vectors with a metric
learned through Large Margin Nearest Neighbors [47]. We find that on UIUC,
the models sl + RF, S + RF, S+PS + RF, and E+S+PS + SVM outperform
the klein bottle method; on KTH, the E + S + PS + SVM model outperforms
the klein bottle method.
Among these 4 databases, the FMD is the most challenging one. Within each
class these materials will have different colors and even different textures. The
scores shown in 3 is comparable to those in [37] (which is 44.6%). We see the
E + S + PS + SVM method falter a little bit here while the S + PS + RF
method performs best out of the persistence curves. The reason for this is likely
due to the fact that E and S contains local information while PS contains
global information. In Support Vector Machines each tiny change in global
features is treated the same as a tiny change in local features since all inputs are
considered vectors in Euclidean space. The Random Forest algorithm makes no
such assumption and attempts to discern which differences are more important.
Finally, we also compare our performances with state-of-arts ones reported in
the survey paper [38]. We observe that our performances fall a little behind the
state-of-arts, specifically 98.5% v.s. 99.5% in OT0, 97.7% v.s. 100% in OT10,
99.0% v.s. 93.5% in UIUC, 95.9% v.s. 99.4% in KTH, and 43.6% v.s. 59.8%
in FMD. Our method does not involve parameter tuning. Also, since the main
focus of this work is to demonstrate usefulness and effectiveness of PCs, we do
not optimize our procedure. There are many directions that may improve our
performances. For instance, we consider Euclidean distance for the persistence
curves, and perhaps there are better metrics for the distance between curves.
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Our Methods OT0 OT10 UIUC KTH FMD
β + RF 97.3 96.0 87.1 90.5 37.2
l + RF 95.8 94.5 87.3 90.5 35.8
sl + RF 96.8 94.7 92.9 93.8 40.2
S + RF 98.3 97.2 93.5 93.1 41.8
S + PS + RF 98.5 97.7 93.5 94.4 43.6
E + S + PS + SVM 95.9 96.1 92.2 95.9 33.7
Benchmarks* [38] 99.5∗∗ 100. 99.0 99.4 59.8
Other TDA models
sparse-TDA [27] 66.0 - - - -
Kernel-TDA [49] 69.2 - - - -
CLBP-SMC [35] 87.5 - - - -
kPSS [11] 98.8 - - - -
Persistence Paths [16] 97.8 - - - -
EKFC+LMNN [47] - - 91.2 94.8 -
Table 3: Performance on Outex, UIUCTex, KTH-TIPS, and FMD. Highlighted
rows signify the best performance in the column, bold text indicates the best
of the TDA methods, italics indicate the best PC model. *Benchmarks were
reported in [38] with different methods based on traditional bag of words based
texture representation; the results for CNN based representations are not shown
here. **Since the score of OT0 is not available in [38], we reported the score
from the work [24].
There are also several other tools we could use to better understand PCs, such as
developing a method of statistical curve selection or trying other MLAs. We’ve
simply seen so far that persistence curves form a useful, topological representa-
tion of the underlying set that has a meaningful interpretation.
4.5 Efficiency, Limitation, and Robustness
The computational efficiency of persistence curves depends on the chosen curve
ψ, the number of points in a given diagram #D, and the number of mesh points
(denoted by M) at which the curve is evaluated t. From the Definition 1, we
observe that the complexity of computing PC is roughly linear in both threshold
and number of generators. Numerical experiments confirmed the observation.
Details of this experiments are included in Appendix B.
It is important to note that these persistence curves have some limitations. Be-
cause diagrams are not unique to a particular space, different textures may have
similar persistence diagrams. This inverse problem is a challenging problem, and
is a new research area in TDA [19, 43, 45]. To illustrate this, we manually gen-
erate two images as shown in Figure 4(b)-(c). To the human eye, these look
like images of two different textures, but they actually produce the exact same
persistence diagrams. While it is unlikely that real textures will produce ex-
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(a) Misclassification on OT0.
(b) (c)
Figure 4: (a) Most frequently misclassified classes (Class9, Class10, Class14) in
OT0 and their corresponding Betti curves. (b)-(c) The two figures seem to have
different textures, but they yield the same persistence diagrams (not shown).
actly the same diagram, it is possible for different textures to produce similar
diagrams hence similar persistence curves. For example in Figure 4(a) we see 3
different classes of canvas textures in OT0. These 3 classes most often confused
the classifiers. The rotational and size invariance of the topological descriptors
play roles in this confusion as we see these textures have similar patterns in
different sizes and orientations. In the future work, it would be interesting to
investigate those textures with the same (or similar) persistence diagrams in
order to fully understand the bottleneck of this method and hence, to improve
it.
We end this section by discussing the experimental stability of curves. Table
4 shows the classification accuracies of the given curves after the images of
KTH and OT0 have been altered by the given percentage of salt and pepper
noise. There are two main observations. For one, the performances of nor-
malized curves are better. Moreover, we see the more unstable curves like the
Betti and lifespan curve lose performance more quickly than their more stable
counterparts.
5 Generalization and Conclusion
Persistence curves provide a simple general framework from which we can gen-
erate models that are suitable for modern data analytics techniques and that
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Database Curve 0% 10% 20% 30% 40%
KTH β+RF 90.5 86.4 84.2 80.3 79.2
KTH βS+RF 92.0 89.9 87.8 86.6 84.7
OT0 l+RF 95.8 81.9 83.6 85.3 84.3
OT0 sl+RF 96.8 93.4 92.9 91.6 90.8
Table 4: The effects of salt and pepper noise in the KTH and OT0 database on
persistence curves.
retain the topological information contained in the persistence diagrams they
are calculated from. These curves are compatible with machine learning al-
gorithms, they can be stable, they are efficient to compute, and by choice of
functions and statistics, one can alter the importance of points in different re-
gions of the persistence diagrams. We have also shown that these curves create
useful classifiers for texture analysis. The theory and experimentation presented
here are by no means complete. We conclude this paper by listing below several
potential directions for further investigation.
Questions.
Q1 In Theorem 1, the operator T is fixed as Σ. . What conditions on the
function ψ or the statistic T can lead to a more general and useful stability
result?
Q2 Several statistical properties, such as laws of large numbers, and stochastic
convergence [9,13,14], of persistence landscapes has been established. Since
persistence landscapes fall under the pc framework, it would be interesting
to investigate general conditions on ψ and T so that the same properties
hold.
Q3 The Euler Characteristics Transform [55] was proved to be a sufficient statis-
tic for distributions on the space of subsets of Rd that can be written as
simplicial complexes where d = 2, 3, and was applied to shape analysis. It
would be interesting to generalize this concept to persistence curves.
Q4 Is there a statistical framework to perform “curve selection” that will pro-
duce an optimal or near optimal set of curves for modeling?
Q5 Could weighting be used to improve performance? In particular, is there a
nice way to combine the local Persistence Curves with the global Persistent
Statistics?
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A Elementary Proof of Stability of Persistence
Landscapes in Section 3.5
Proof. We need similar estimates to that in Lemma 1. Consider f(t) = maxt |ψ1(t)χ[b1,d1)(t)−
ψ2(t)χ[b2,d2)(t)|, where ψi(t) = min{t − bi, di − t} for i = 1, 2. Case 1:
b1 ≤ d1 ≤ b2 ≤ d2 and [b1, d1) ∩ [b2, d2) = ∅. Then
f(t) =
{
maxt∈[b1,d1) |ψ1(t)| = (d1 − b1)/2 ≤ (b2 − b1)/2
maxt∈[b2,d2) |ψ2(t)| = (d2 − b2)/2 ≤ (d2 − d1)/2
. (19)
Thus, f(t) ≤ |b2 − b1| ∨ |d2 − d1|.
Case 2: b1 ≤ b2 ≤ d1 ≤ d2 and [b1, d1) ∩ [b2, d2) = [b2, d1). Then
f(t) =

maxt∈[b1,b2] |ψ1(t)|
maxt∈[b2,d1) |ψ1(t)− ψ2(t)|
maxt∈(d1,d2) |ψ2(t)|
. (20)
When t ∈ [b1, b2], there are two subcases: b1 ≤ m1 ≤ b2 and b1 ≤ b2 ≤ m1.
max
t∈[b1,b2]
|ψ1(t)| =

maxt∈[b1,m1] t− b1 = m1 − b1 = (d1−b1)2
maxt∈[m1,b2) d1 − t = d1 −m1 = (d1−b1)2
maxt∈[b1,b2) t− b1 = b2 − b1
(21)
Observe that for b1 ≤ m1 ≤ b2, we have (d1−b1)2 − (b2 − b1) = m1 − b2 ≤ 0. In
each of the cases above, maxt∈[b1,b2] |ψ1(t)| ≤ b2−b1. Thus, maxt∈[b1,b2] |ψ1(t)| ≤
|b2−b1| . Similarly, one may verify that when t ∈ (d1, d2), maxt∈(d1,d2) |ψ1(t)| ≤
|d2 − d1|.
When t ∈ [b2, d1) = [b1, d1) ∩ [b2, d2), there are 5 sub cases to consider.
i) m1 ≤ b2 ≤ d1 ≤ m2;
ii) b2 ≤ m1 ≤ d1 ≤ m2;
iii) m1 ≤ b2 ≤ m2 ≤ d1;
iv) b2 ≤ m1 ≤ m2 ≤ d1;
v) b2 ≤ m2 ≤ m1 ≤ d1.
One may verify that each case is bounded by |d2− d1| ∨ |b2− b1|. Therefore, we
have
max
t∈[b1,d1)∪[b2,d2)
|ψ1(t)χ[b1,d1)(t)− ψ2(t)χ[b2,d2)(t)| ≤ |d2 − d1| ∨ |b2 − b1|. (22)
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B More Experimental Results
B.1 Performances of more PCs
Table 5 contains an extensive list of performances with different combinations
of curves and machine learning algorithms. Generally speaking, we observe that
RF performs better than SVM. The performance of β curves are better than
ECC. For the entropy curves le, mle, mule , their performances on both SVM
and RF are similar. On the other hand, for the normalized curves sl, sml,
smul, the performances of RF are better than those of SVM. In this table, M
represents the concatenation of the lifespan, midlife, and multiplicative lifespan
curves. Similar to the main text we see that the regular curves are largely
unstable across the datasets, dropping in score after we leave Outex. Again, as
we saw in the main text, the S + PS + RF curve most often outperforms the
other persistence curves proving to be a powerful descriptor. We also note that
the entropy curves perform well in general.
B.2 Efficiency
For experimentation purposes, we consider the mule. We generate random
diagrams in the following way. Each birth value is sampled from a uniform
distribution on the interval 0 to 100. To each birth value b, we assign a death
value by sampling a uniform distribution on the interval b to 101. We perform
two experiments. First, we fix 1000 equidistant points in the interval 0 to
100, and hence M = 1000. Second, we vary #D from the the following set
{103, 104, 105, 106}. Finally, to account for statistical errors, we repeat this
process 100 times to obtain an average computational time. Table 6 shows
results of this experiment. We see computational time has a linear growth in
#D.
In the second experiment, we fix #D = 1000 and varyM from the set {100, 500, 1000, 5000, 10000, 50000}.
Again, we repeat this process 100 times to obtain an average computational
time. The result is shown in Figure 7. As expected, the computational time
has a linear growth in M . These experiments confirm the observation the com-
plexity of computing PC is roughly linear in both threshold and number of
generators.
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Our Methods OT0 OT10 UIUC KTH FMD
ECC + SVM 92.0 96.4 73.8 78.6 31.0
ECC + RF 96.1 95.0 84.4 89.3 35.8
β + SVM 98.0 97.2 84.5 82.3 31.8
β + RF 97.3 96.0 87.1 90.5 37.2
l + SVM 96.6 96.1 85.3 83.2 33.2
l + RF 95.8 94.5 87.3 90.5 35.8
ml + SVM 97.8 97.0 85.7 82.8 32.1
ml + RF 97.2 96.5 87.4 90.4 37.4
mul + SVM 96.2 96.0 87.1 86.4 34.4
mul + RF 97.1 96.7 86.5 90.6 37.4
M + SVM 98.1 97.1 87.5 87.8 34.0
M + RF 97.6 97.2 87.8 91.0 38.4
M + PS + SVM 98.1 97.1 88.1 87.0 34.5
M + PS + RF 98.3 97.8 90.3 93.4 40.9
sl + SVM 95.7 95.7 88.4 89.2 39.5
sl + RF 96.8 94.7 92.9 93.8 40.2
sml + SVM 93.2 95.0 83.6 80.8 39.8
sml + RF 97.3 96.5 91.2 91.3 39.2
smul + SVM 92.9 94.1 87.7 86.6 41.4
smul + RF 96.8 96.2 92.3 91.7 40.6
S + SVM 96.7 96.3 92.4 94.3 41.5
S + RF 98.3 97.2 93.5 93.1 41.8
S + PS + SVM 95.1 94.8 88.9 94.8 31.9
S + PS + RF 98.5 97.7 93.5 94.4 43.6
le + SVM 96.6 96.6 91.1 91.2 34.5
le + RF 96.9 94.2 92.2 92.7 40.9
mle + SVM 97.2 96.4 90.5 86.1 35.0
mle + RF 97.4 96.5 91.1 91.0 35.5
mule + SVM 97.3 96.6 91.9 90.1 38.5
mule + RF 97.4 96.6 91.8 91.4 35.7
E + SVM 97.7 97.3 92.9 94.3 39.5
E + RF 98.3 97.3 92.7 93.0 41.6
E + PS + SVM 95.9 96.1 92.8 95.8 33.7
E + PS + RF 98.5 97.6 93.2 93.7 42.3
E + S + SVM 97.7 97.3 92.8 94.3 39.6
E + S + RF 98.3 97.2 92.9 93.2 42.0
E + S + PS + SVM 95.9 96.1 92.2 95.9 33.7
E + S + PS + RF 98.5 97.4 93.2 93.2 42.3
Table 5: Performance on Outex, UIUCTex, KTH-TIPS, and FMD. Hightlighted
are the best performance in this table.
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Diagram points 103 104 105 106
Time (seconds) 0.007 0.068 0.719 6.735
Table 6: Computational time for mule with the fixed number of mesh points
M = 103.
Mesh points 100 500 1000 5000 10000 50000
Time (seconds) 0.026 0.045 0.068 0.240 0.452 2.141
Table 7: Computational time for mule with the fixed number of points in the
persistence diagram #D = 100.
C Texture Images
Figure 5: The 25 textures in UIUCTex.
Figure 6: The 24 textures in Outex.
Figure 7: The 10 textures of KTH-TIPS.
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Figure 8: The 10 textures in the FMD database.
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