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STABILITY OF LARGE SOLUTIONS FOR FULL COMPRESSIBLE
NAVIER-STOKES EQUATIONS IN THE WHOLE SPACES
LINGBING HE, JINGCHI HUANG, AND CHAO WANG
Abstract. The current paper is devoted to the investigation of the global-in-time stability of large
solutions for the full Navier-Stokes-Fourier system in the whole space. Suppose that the density and the
temperature are bounded from above uniformly in time in the Holder space Cα with α sufficiently small
and in L∞ space respectively. Then we prove two results: (1). Such kind of the solution will converge
to its associated equilibrium with a rate which is the same as that for the heat equation if we impose
the same condition on the initial data. As a result, we obtain the propagation of positive lower bounds
of the density and the temperature. (2). Such kind of the solution is stable, that is, any perturbed
solution will remain close to the reference solution if initially they are close to each other. This shows
that the set of the smooth and bounded solutions is open.
Keywords: full compressible Navier-Stokes system; large solutions; stability
1. introduction
The motion of the compressible viscous and heat-conductive gases is governed by the full Navier-
Stokes-Fourier system:
(1.1)

∂tρ+ div (ρu) = 0,
∂t(ρu) + div (ρu⊗ u) +∇P (ρ, T ) = divS(u),
∂t(ρE) + div (ρEu) + div (P (ρ, T )u) = div
(
S(u)u
)
+∆T,
lim
|x|→∞
(ρ, u, T ) = (1, 0, 1),
where (ρ, u, T ) are the density, the velocity field and the absolute temperature of the fluid, respectively.
In the present work, we only consider the perfect heat conducting and viscous gases. In this case, the
pressure P (ρ, T ) is given by P = ρT. E denotes total energy, where E = T + |u|
2
2 . Here S(u) is the stress
tensor, given by
S(u) = µ
(∇u+ (∇u)′)+ λdiv uI3,
x‘ where I3 is a 3× 3 unit matrix, and A′ means the transpose of matrix A. µ and λ are the coefficients
of viscosity, which are assumed to be constants, satisfying the following physical restrictions: µ > 0 and
2µ+ 3λ ≥ 0.
If the solutions are regular enough (such as strong solutions), (1.1) is equivalence to the following
system which is very useful in the proofs of the main theorems:
(1.2)

∂tρ+ div (ρu) = 0,
∂t(ρu) + div (ρu⊗ u) +∇P = µ∆u+ (µ+ λ)∇div u,
∂t(ρT ) + div (ρTu) + ρTdivu =
µ
2 |∇u+ (∇u)′|2 + λ(div u)2 +∆T.
In the present work, we are interested in the following two problems for the system (1.1): (i). What
is the long-time behavior of the solution to (1.1) ? (ii). Which kind of the solution to (1.1) is stable?
Obviously these two problems are fundamental for (1.1). However both of them are not solved well.
The main obstruction comes from the existence of global smooth solution. So far, all the results are
restricted to the perturbation framework. In other words, the global solution is constructed near the
equilibrium. We refer readers to [12, 13, 6] for the results in Sobolev space and to [2] in Critical Besov
spaces. Because of this restriction, the method on the global dynamics and the stability of (1.1) relies
heavily on the analysis of the linearization of the system. We refer readers to [3, 7, 8, 9, 10] and reference
therein for details. These results can be summarized as follows. Assume that the initial data (ρ0, u0, T0)
is a small perturbation of equilibrium (1, 0, 1) in L1(R3)×H3(R3)×H3(R3). Then we can prove that
‖(ρ− 1, u, T − 1)(t)‖L2 ≤ C(1 + t)−
3
4 .(1.3)
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This shows that in the close-to-equilibrium setting the rate of the convergence of the solution is the same
as that for the heat equations if we put the same condition on the initial data. In this sense, (1.3) can be
regarded as the optimal decay estimate for system (1.1). Finally we mention the work [20] on convergence
to equilibruim for the full Navier-Stokes-Fourier system in the bounded domain.
The aim of the paper is to investigate the long-time behavior and the global-in-time stability of the
solution to (1.1) for the general initial data. To do that, we need to impose some assumptions on the
solution itself which looks unsatisfactory. But our results are still interesting in the following sense:
(1). From the point of view of global dynamics, we disclose the stabilized mechanism for the system
(1.1) without the restriction that the solution is in the close-to-equilibrium setting. As a result, we obtain
the long-time behavior of the solution and the propagation of the lower bounds of the density and the
temperature.
(2). Technically we introduce a new method to deal with the parabolic-hyperbolic system to catch
the full dissipation. Compared to the standard linearization method, the new ingredients come from the
basic energy identity and the coupling effect behind the system. The key observation is as follows. The
basic energy identity shows that the system has the dissipation structure which is not complete. In the
case of full Navier-Stokes-Fourier system, there is no dissipation for the density. However the coupling
effect behind system help us to obtain the dissipation for the density. Finally the system will look like a
heat equation. By the key observation that there exists some cancellation structure which helps us to get
the control for the low frequency part of the solution, time-frequency splitting method can be applied to
obtain the global dynamics: the propagation of the smoothness and the convergence to the equilibrium
with the rate as the same as the result obtained by the linearization method.
To explain our strategy clearly, let us give a short review on [5] where we work on the isentropic case.
The proof relies on the uniform-in-time bounds for the propagation of the regularity and the dissipation
inequality for the system. Roughly speaking, starting from the basic energy identity and the assumptions
on the solution itself, in the first step, we want to get the uniform-in-time bounds for the high regularity
for the solution. Then in the second step, by using the result built in the first step, we derive the
dissipation inequality for the system which helps to consider the longtime behavior of the solution and
the propagation of the lower bounds for the density. Thanks to the interplay between these two steps,
finally we obtain the global dynamics for the compressible Navier-Stokes equations.
Inspired by the isentropic case, to get the stability of full Navier-Stokes system, the first step is to get
the uniform-in-time bounds for the propagation of the regularity. Because of thermal energy equation,
we need to involve some new methods which come from the corresponding blow-up results (see [17, 19]).
Firstly, because of the different definition of the effective viscosity flux G which contains temperature now,
some new terms from the (1.2)3 come out(see Lemma 2.2). To estimate them, we not only need to copy
some argument from isentropic case, but also need to use the coupling effect of the system. Secondly, the
linearization of (1.2)3 also brings some difficulties which need new idea to deal with. The biggest enemy
comes from the term ρTdivu. Since the density and the temperature are not integrable, we have to rewrite
the system (1.2) around the equilibrium (1, 0, 1). Then we derive that ρTdivu = (ρT − 1)divu + div u.
Obviously the linear term div u will bring the trouble to obtain the uniform-in-time estimates for the
solution. To deal with all the terms involved with this linear term in energy estimates, our key idea
is making full use of effective viscosity flux, the cancellation of the system and also the basic energy
identity(see Lemma 2.1-2.3 in the after).
Before we state our results, let us introduce the notations which are used throughout the paper. We
use the notation a ∼ b whenever a ≤ C1b and b ≤ C2a where C1 and C2 are universal constants. We
denote C(λ1, λ2, · · · , λn) by a constant depending on parameters λ1, λ2, · · · , λn.
Now we are in a position to state our main results on the system (1.1). Our first result is concerned
with the global dynamics of the equation (1.1).
Theorem 1.1. Let µ > 12λ, and (ρ, u, T ) be a global and smooth solution of (1.1) with initial data
(ρ0, u0, T0) where ρ0 ≥ c > 0, T0 ≥ c > 0, and satisfying the admissible condition holds:
ut|t=0 = −u0 · ∇u0 + 1
ρ0
div
(
S(u0)
)− 1
ρ0
∇(ρ0T0),
Tt|t=0 = −u0 · ∇T0 − T0div u0 + 1
ρ0
S(u0) : ∇u0 + 1
ρ0
∆T0.
(1.4)
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Assume that (ρ, T ) satisfies that
‖ρ, T ‖L∞ ≤M1,(1.5)
‖ρ‖Cα ≤M2,(1.6)
where α is a positive number. Denote that a
def
= ρ− 1, θ def= T − 1, then if (a0, u0) ∈ L1(R3)∩H2(R3) and
θ0 ∈ L1(R3) ∩H1(R3), we have
(1) (Propagation of the lower bounds of the density and the temperature) There exist two constants
c1 and c2 depending on c and M such that
ρ(t, x) ≥ c1 > 0, T (t, x) ≥ c2 > 0.
(2) (Uniform-in-time bounds for the regularity)
‖a, u‖2L∞t H2 + ‖θ‖
2
L∞t H
1 +
∫ ∞
0
‖a,∇u‖2H2 + ‖∇θ‖2H1 dτ ≤ C(M, ‖a0‖L1∩H2 , ‖u0‖L1∩H2 , ‖θ0‖L1∩H1),
(3) (Longtime behavior of the solution)
(1.7) ‖u(t)‖H1 + ‖a(t)‖H1 + ‖θ(t)‖H1 ≤ C(M, ‖a0‖L1∩H1 , ‖u0‖L1∩H2 , ‖θ0‖L1∩H1)(1 + t)−
3
4 ,
where M = max{M1,M2}.
Remark 1.1. It shows that the upper bounds of the density and the temperature can control the propa-
gation of positive lower bounds of the density and the temperature.
Remark 1.2. (1.7) shows that our decay estimate is comparable to (1.3) obtained in the perturbation
framework. In fact, if we assume that the initial data is in Lp with p ∈ [0, 1], then the decay estimate will
turn to be
‖u(t)‖H1 + ‖a(t)‖H1 + ‖θ(t)‖H1 ≤ C(M, ‖a0‖L1∩H1 , ‖u0‖L1∩H2 , ‖θ0‖L1∩H1)(1 + t)−
3
4
( 2
p
−1),
which is exactly as the same as that for the heat equation.
Remark 1.3. (1.5) and (1.6) are always satisfied in the perturbation framework. This shows that our
assumptions are reasonable.
Next we are in the position to state our global-in-time stability result for the system (1.1).
Theorem 1.2. Let (ρ¯, u¯, T¯ ) be a global and smooth solution for the system (1.1) with the initial data
(ρ¯0, u¯0, T¯0) verifying that
‖1
ρ¯
, ρ¯,∇ρ¯‖L∞t (Hs) + ‖u¯, u¯t, T¯ , T¯t‖L∞t (Hs) + ‖∇u¯,∇T¯‖L∞t (Hs) ≤ C,(1.8)
where s > 32 . Assume that (ρ¯0 − 1, u¯0, T¯0 − 1) ∈ L1(R3) ∩Hs(R3) satisfying the assumptions of Theorem
1.1. There exists a ε0 = ε0(C) depending only on C such that for any 0 < ε ≤ ε0, if
‖ρ0 − ρ¯0‖Hs + ‖u0 − u¯0‖Hs + ‖T0 − T¯0‖Hs ≤ ε,(1.9)
then (1.1) admits a global and unique solution (ρ, u, T ) with the initial data (ρ0, u0, T0). Moreover, for
any t > 0,
‖ρ− ρ¯‖Hs + ‖u− u¯‖Hs + ‖T − T¯‖Hs . min{(1 + δ| ln ε|)− 34 , (1 + t)− 34 + ǫ},
where δ is a constant independent of ε.
2. Global dynamics of the Navier-Stokes-Fourier equations
In this section, we give the proof to Theorem 1.1. To do that, we split our proof into two steps. In
the first step, we want to obtain the uniform-in-time bounds for the propagation of the regularity. Then
we use it to derive the dissipation inequality first. In the second step, we shall use the time-frequency
splitting method to obtain the convergence to the equilibrium with quantitative estimates. Here the key
part is making full use of the cancellation due to the coupling effect of the system.
2.1. Uniform-in-time bounds and the dissipation inequality. By the energy identity and the cou-
pling effect of the system, in this subsection, we will prove the uniform-in-time bounds for the regularity
and then derive the dissipation inequality which is crucial to obtain the decay estimate.
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2.1.1. Zero-order estimate for the system. In what follows, we set a
def
= ρ − 1 and θ def= T − 1. We first
recall the basic energy identities for (1.1):
Proposition 2.1. Let (ρ, u, T ) be a global and smooth solution of (1.1) and T > 0. Then the following
equality holds
d
dt
(∫
(ρ ln ρ− ρ+ 1) dx+ 1
2
∫
ρ|u|2 dx+
∫
ρ(T − lnT − 1) dx
)
+
∫ (µ|∇u + (∇u)′|2 + λ(div u)2
T
+
|∇T |2
T 2
)
dx = 0.
(2.1)
Proof. By the directly computation, we can get that
d
dt
∫
(ρ ln ρ− ρ+ 1) dx+
∫
ρdiv u dx = 0,
1
2
d
dt
∫
ρ|u|2 dx+ µ
∫
|∇u|2 dx+ (µ+ λ)
∫
(div u)2 dx+
∫
∇(ρT ) · u dx = 0,
d
dt
∫
ρT dx+
∫
ρTdivu dx = µ
∫
|∇u+ (∇u)′|2 dx+ λ
∫
(div u)2 dx,
− d
dt
∫
ρ(lnT − 1) dx =
∫
ρdiv u dx−
∫
µ|∇u+ (∇u)′|2 + λ(div u)2
T
dx−
∫
∆T
T
dx.
Combining all the above estimates, and noting that
µ
∫
|∇u|2 dx+ (µ+ λ)
∫
(div u)2 dx = µ
∫
|∇u + (∇u)′|2 dx+ λ
∫
(div u)2 dx,
∫
∆T
T
dx = −
∫
∇T · ∇( 1
T
) dx =
∫ |∇T |2
T 2
dx,
we arrive at (2.1). 
Remark 2.1. By Taylor expansion, it is not difficult to check that ρ ln ρ− ρ+ 1 ≥ C(M1)(ρ − 1)2 and
T − lnT − 1 ≥ C(M1)(T − 1)2 if (ρ, T ) satisfies (1.5). Moreover, if T > 0, we have
‖∇u‖L2 + ‖∇T ‖L2 ≤ ‖
√
T‖L∞‖∇u√
T
‖L2 + ‖T ‖L∞‖
∇T
T
‖L2.
Thus, from this lemma, we get that
‖a‖L2 + ‖
√
ρu‖L2 + ‖
√
ρθ‖L2 + ‖∇u‖L2t(L2) + ‖∇θ‖L2t(L2) <∞.
Proposition 2.2. Let µ > 12λ, and (ρ, u, T ) be a global solution of (1.1) and satisfy (1.5). Then the
following inequality hold
(2.2)
d
dt
∫
ρu4 dx+
∫
|u|2|∇u|2 dx ≤ C‖∇u‖2L2(‖a‖2L6 + ‖∇θ‖2L2 + ‖∇u‖2L2),
where C is a positive constants depending on µ, λ and M1.
Proof. Multiplying 4|u|2u to (1.2)2, and then integrating on R3, we can obtain that
d
dt
∫
ρu4 dx+
∫ [
4|u|2
(
µ|∇u|2 + (λ+ µ)(div u)2 + 2µ
∣∣∇|u|∣∣2)+ 4(λ+ µ)(∇|u|2) · udivu] dx
= 4
∫
div (|u|2u)(P − 1) dx ≤ C
∫
(P − 1)|u|2|∇u| dx ≤ C‖P − 1‖L6‖u2‖L3‖∇u‖L2
≤ C‖aT + θ‖L6‖∇u‖3L2 ≤ (‖a‖L6 + ‖θ‖L6)‖∇u‖3L2 ≤ C(‖a‖2L6 + ‖∇θ‖2L2)‖∇u‖2L2 + ‖∇u‖4L2.
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Using the inequality
∣∣∇|u|∣∣ ≤ |∇u|, we have
4|u|2
(
µ|∇u|2 + (λ + µ)(div u)2 + 2µ
∣∣∇|u|∣∣2)+ 4(λ+ µ)(∇|u|2) · udiv u
≥4|u|2
[
µ|∇u|2 + (λ+ µ)(div u)2 + 2µ∣∣∇|u|∣∣2 − 2(λ+ µ)∣∣∇|u|∣∣|div u|]
=4|u|2
[
µ|∇u|2 + (λ+ µ)
(
div u−
∣∣∇|u|∣∣)2]+ 4|u|2(µ− λ)∣∣∇|u|∣∣2
≥C|u|2|∇u|2,
where in the last step we use µ > 12λ. Combining these two estimates, we arrive at (2.2). 
2.1.2. First-order estimate for the system. We want to give the first order energy estimate for the system.
First, we need following three lemmas which are obtained due to the coupling effect of the system. They
will play the crucial role in the proof of main theorem.
Lemma 2.1. Let (ρ, u, T ) be a smooth global solution of (1.2) and satisfy (1.5). Then the following
estimates hold
(2.3)
∣∣∣ ∫ adiv u dx+ d
dt
∫
f(a) dx
∣∣∣ ≤ C‖a‖L6‖∇u‖L2,
(2.4)
∣∣∣ ∫ θdiv u dx+ 1
2
d
dt
∫
ρθ2 dx
∣∣∣ ≤ C(‖∇u‖2L2 + ‖∇θ‖2L2),
where f(a) = a− ln(1 + a), and C is a constant just depending only on µ, λ and M1.
Remark 2.2. It is not difficult to verify that there exists a small constant c such that |f(a)| ≤ ca2. And
thanks to Remark 2.1,
∫
ρθ2 dx can be controlled by
∫
ρ(T − lnT − 1) dx.
Proof. Noting that (1.2)1, we can get that∫
adiv u dx =
∫
a
ρ
ρdiv u dx = −
∫
a
ρ
(at + u · ∇a) dx
= − d
dt
∫
f(a) dx−
∫
u · ∇f(a) dx = − d
dt
∫
f(a) dx+
∫
f(a)div u dx,
which implies that ∣∣∣ ∫ adiv u dx+ d
dt
∫
f(a) dx
∣∣∣ = ∣∣∣ ∫ f(a)div u dx∣∣∣
≤ C‖f(a)‖L2‖∇u‖L2 ≤ C‖a‖L6‖∇u‖L2,
where we use Remark 2.2 in the last step. It completes the proof of (2.3).
The third equation of (1.2) can be rewritten by
(2.5) ρθt + ρu · ∇θ + (P − 1)div u− µ
2
|∇u+ (∇u)′|2 − λ(div u)2 −∆θ = −divu.
Then making the inner product to the above equation with θ, and noting that (a, θ) ∈ L∞((0,∞);L2 ∩
L∞), we obtain that
±
∫
θdiv u dx ≤ ∓
∫
ρθθt dx + C‖ρθ‖L3‖u‖L6‖∇θ‖L2 + C‖P − 1‖L3‖θ‖L6‖∇u‖L2 + C‖∇u‖2L2 + ‖∇θ‖2L2
≤ ∓
∫
ρθθt dx + C(‖∇u‖2L2 + ‖∇θ‖2L2).
And
∓
∫
ρθθt dx = ∓1
2
d
dt
∫
ρθ2 dx± 1
2
∫
ρtθ
2 dx = ∓1
2
d
dt
∫
ρθ2 dx∓ 1
2
∫
θ2u · ∇a dx∓ 1
2
∫
θ2ρdiv u dx
≤ ∓1
2
d
dt
∫
ρθ2 dx± 1
2
∫
adiv (θ2u) dx+ C‖ρθ‖L3‖θ‖L6‖∇u‖L2
≤ ∓1
2
d
dt
∫
ρθ2 dx+ C(‖∇u‖2L2 + ‖∇θ‖2L2).
Combining these two estimates, we arrive at (2.4). 
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Lemma 2.2. Let (ρ, u, T ) be a smooth global solution of (1.2) and satisfy (1.5). Denote the effective
viscosity flux as G = (2µ+ λ)div u− (P − 1). Then the following estimate holds
(2.6) −
∫
Tatdiv u dx ≤ − 1
2µ+ λ
d
dt
∫
F (a) dx+C(‖∇u‖2L2 + ‖∇θ‖2L2 + ‖u∇u‖2L2 + ‖∇u‖L2‖∇G‖L2),
where F (a) = 12a
2 + a− (1 + a) ln(1 + a). And C is a constant just depending only on µ, λ and M1.
Remark 2.3. Thanks to the upper bound of density, we have that |F (a)| . ρ ln ρ− ρ+ 1.
Proof. Using the first equation of (1.2), we can get that
−
∫
Tatdiv u dx =
∫
T (divu)2 dx+
∫
Tdiv (au)div u dx
≤ C‖∇u‖2L2 −
∫
au · ∇θ div u dx−
∫
Tau · ∇div u dx
≤ C‖∇u‖2L2 + C‖∇θ‖L2‖u∇u‖L2 −
∫
Tau · ∇div u dx.
(2.7)
By the definition of effective viscosity G, we can separate the last term into four parts
−
∫
Tau · ∇div u dx = − 1
2µ+ λ
∫
Tau · ∇Gdx− 1
2µ+ λ
∫
Tau · ∇(P − 1) dx
= − 1
2µ+ λ
∫
Tau · ∇Gdx− 1
2µ+ λ
∫
Tau · (ρ∇θ + θ∇a+∇a) dx
=
1
2µ+ λ
4∑
i=1
Ii.
Estimates of I1 and I2. It is easy to obtain that
I1 + I2 ≤ C‖a‖L3‖u‖L6(‖∇G‖L2 + ‖∇θ‖L2) ≤ C‖∇u‖L2(‖∇G‖L2 + ‖∇θ‖L2).(2.8)
Estimate of I3. Using integration by parts, we get that
I3 = −1
2
∫
Tθu · ∇(a2) dx = 1
2
∫
a2div (Tθu) dx
≤ C‖a‖L3(‖θ‖L6‖∇u‖L2 + ‖u‖L6‖∇θ‖L2) ≤ C‖∇u‖L2‖∇θ‖L2 .
(2.9)
Estimate of I4. Recalling T = θ + 1, we have
I4 = −
(∫
θau · ∇a dx+
∫
au · ∇a dx) = 2∑
i=1
I4,i.
We can estimate I4,1 similarly as I3 as follow:
I4,1 = −1
2
∫
θu · ∇(a2) dx = 1
2
∫
a2div (θu) dx
≤ C‖a‖L3(‖θ‖L6‖∇u‖L2 + ‖u‖L6‖∇θ‖L2) ≤ C‖∇u‖L2‖∇θ‖L2 .
(2.10)
For I4,2, we can obtain that
I4,2 = −
∫
ρu · ( a
1 + a
∇a) dx = −
∫
ρu · ∇f(a) dx
=
∫
f(a)div (ρu) dx = −
∫
f(a)at dx = − d
dt
∫
F (a) dx,
(2.11)
where f(a) is defined in Lemma 2.1.
Putting (2.8)-(2.11) into (2.7), we arrive at (2.6). 
Lemma 2.3. Let (ρ, u, T ) be a smooth global solution of (1.2) and satisfy (1.5). Then the following
estimate holds
−
∫
ρθtdiv u dx ≤ 1
2µ+ λ
d
dt
∫
H(a, θ) dx + C‖√ρut‖L2(‖u∇u‖L2 + ‖∇u‖L2)
+ C‖∇G‖L2
(‖∇u‖L2 + ‖u∇u‖L2 + ‖∇θ‖L2)+C‖a‖L6‖∇u‖L2
+ C
(‖∇u‖2L2 + ‖u∇u‖2L2 + ‖∇θ‖2L2),
(2.12)
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where H(a, θ) = ρθ(12θ− 12aθ−a)−f(a), and f(a) is defined in Lemma 2.1. C is a constant just depending
only on µ, λ and M1.
Remark 2.4. Thanks to the upper bound of density and temperature, we have that |H(a, θ)| . (ρ ln ρ−
ρ+ 1) + ρ(T − lnT − 1).
Proof. Recalling the definition of effective viscosity G, we can obtain that
−
∫
ρθtdiv u dx = − 1
2µ+ λ
∫
ρθt(aθ + a+ θ +G) dx
= − 1
2µ+ λ
[∫
aρθθt dx+
∫
a2θt dx+
∫
aθt dx+
∫
ρθt(θ +G) dx
]
=
1
2µ+ λ
4∑
i=1
IIi.
(2.13)
Estimate of II1. Using (1.2)1, we have that
II1 = −1
2
∫
aρ∂t(θ
2) dx = −1
2
d
dt
∫
aρθ2 dx+
1
2
∫
θ2(ρ+ a)at dx
= −1
2
d
dt
∫
aρθ2 dx− 1
2
∫
θ2(ρ+ a)(u · ∇a+ ρdiv u) dx
≤ −1
2
d
dt
∫
aρθ2 dx− 1
2
∫
θ2u · ∇(a+ a2) dx + C‖ρθ‖L3‖θ‖L6‖∇u‖L2
≤ −1
2
d
dt
∫
aρθ2 dx+
1
2
∫
(a+ a2)div (θ2u) dx+ C(‖∇θ‖2L2 + ‖∇u‖2L2)
≤ −1
2
d
dt
∫
aρθ2 dx+ C(‖∇θ‖2L2 + ‖∇u‖2L2).
(2.14)
Estimate of II2. Using (1.2)1 again, we have
II2 = − d
dt
∫
a2θ dx+ 2
∫
θaat dx = − d
dt
∫
a2θ dx− 2
∫
aθ(u · ∇a+ ρdiv u) dx
≤ − d
dt
∫
a2θ dx−
∫
θu · ∇(a2) dx+ C‖a‖L3‖θ‖L6‖∇u‖L2
≤ − d
dt
∫
a2θ dx+
∫
a2div (θu) dx+ C(‖∇θ‖2L2 + ‖∇u‖2L2)
≤ − d
dt
∫
a2θ dx+ C(‖∇θ‖2L2 + ‖∇u‖2L2).
(2.15)
Estimate of II3. Using (1.2)1 and (2.4), we can obtain that
II3 = − d
dt
∫
aθ dx+
∫
θat dx = − d
dt
∫
aθ dx−
∫
θ
(
div (au) + div u
)
dx
= − d
dt
∫
aθ dx+
∫
au · ∇θ dx−
∫
θdiv u dx
≤ d
dt
∫ (1
2
ρθ2 − aθ) dx+ C‖a‖L3‖u‖L6‖∇θ‖L2 + C(‖∇θ‖2L2 + ‖∇u‖2L2)
≤ d
dt
∫ (1
2
ρθ2 − aθ) dx+ C(‖∇θ‖2L2 + ‖∇u‖2L2).
(2.16)
Estimate of II4. Recalling ρE = ρT +
1
2ρ|u|2, we have
(2.17) II4 = −
∫
(ρE)t(θ +G) dx +
∫
(
1
2
ρ|u|2)t(θ +G) dx+
∫
Tρt(θ +G) dx =
3∑
i=1
II4,i.
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For II4,1, using (1.1)3, integration by parts, and (2.3), we can get that
II4,1 = −2
∫
(P − 1)u · ∇(θ +G) dx + 2
∫
(θ +G)div u dx−
∫
1
2
ρ|u|2u · ∇(θ +G) dx
+
∫
S(u)u∇(θ +G) dx+
∫
∇θ · ∇(θ +G) dx
≤ 2
∫
div u
(
(2µ+ λ)div u+ a+ aθ
)
dx−
∫
1
2
ρ|u|2u · ∇(θ +G) dx
+ ‖∇(θ +G)‖L2
(‖P − 1‖L3‖u‖L6 + ‖u∇u‖L2 + ‖∇θ‖L2)
≤ −2 d
dt
∫
f(a) dx−
∫
1
2
ρ|u|2u · ∇(θ +G) dx+ C‖∇G‖L2
(‖∇u‖L2 + ‖u∇u‖L2 + ‖∇θ‖L2)
+ C
(‖∇u‖2L2 + ‖u∇u‖2L2 + ‖∇θ‖2L2 + ‖a‖L6‖∇u‖L2).
(2.18)
For II4,2, using (1.1)1, we can obtain that
II4,2 =
∫
1
2
ρt|u|2(θ +G) dx+
∫
ρu · ut(θ +G) dx = −
∫
1
2
div (ρu)|u|2(θ +G) dx+
∫
ρu · ut(θ +G) dx
=
∫
1
2
ρ|u|2u · ∇(θ +G) dx +
∫
ρ(u · ∇u + ut) · u(θ +G) dx
=
∫
1
2
ρ|u|2u · ∇(θ +G) dx +
∫
ρ(u · ∇u + ut) · u
(
(2µ+ λ)div u+ aT
)
dx
≤
∫
1
2
ρ|u|2u · ∇(θ +G) dx + C(‖u∇u‖L2 + ‖
√
ρut‖L2)(‖u∇u‖L2 + ‖u‖L6‖aT ‖L3)
≤
∫
1
2
ρ|u|2u · ∇(θ +G) dx + C(‖u∇u‖L2 + ‖
√
ρut‖L2)(‖u∇u‖L2 + ‖∇u‖L2).
(2.19)
For II4,3, using (1.1)1 again, and (2.3), we can have that
II4,3 = −
∫
T (θ +G)div (au) dx−
∫
(θ +G)div u dx−
∫
θ(θ +G)div u dx
≤
∫
au · ∇[T (θ +G)] dx−
∫
(θ +G)div u dx+ C(‖a‖L3‖θ‖L6 + ‖∇u‖L2)‖∇u‖L2
≤
∫
Tau · ∇(θ +G) dx+
∫
(au · ∇θ − div u)((2µ+ λ)div u− a− aθ) dx+ C‖∇θ‖2L2 + C‖∇u‖2L2
≤ d
dt
∫
f(a) dx+ C(‖∇G‖L2 + ‖a‖L6)‖∇u‖L2 + C(‖∇u‖2L2 + ‖u∇u‖2L2 + ‖∇θ‖2L2).
(2.20)
Plugging (2.18), (2.19), and (2.20) into (2.17), we can obtain that
II4 ≤ − d
dt
∫
f(a) dx+ C‖∇G‖L2
(‖∇u‖L2 + ‖u∇u‖L2 + ‖∇θ‖L2)+C‖√ρut‖L2(‖u∇u‖L2 + ‖∇u‖L2)
+ C
(‖∇u‖2L2 + ‖u∇u‖2L2 + ‖∇θ‖2L2 + ‖a‖L6‖∇u‖L2).
(2.21)
Putting (2.14), (2.15), (2.16), and (2.21) into (2.13), we arrive at (2.12). 
Now we are in the position to give the first order energy estimate. More precisely, we have the following
proposition.
Proposition 2.3. Let µ > 12λ and (ρ, u, T ) be a smooth global solution of (1.2) and satisfy (1.5). Then
a ∈ L∞((0,+∞);L2 ∩L6)∩L2((0,+∞);L6), and u · ∇u ∈ L2((0,+∞);L2), u ∈ L∞((0,+∞);L4 ∩H1)∩
L2((0,+∞); H˙1 ∩ H˙2), θ ∈ L∞((0,+∞);L2) ∩ L2((0,+∞); H˙1). Furthermore, the following inequality
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holds
d
dt
[
A1‖ρ 14 u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ+ µ)‖divu‖2L2 −
∫
(P − 1)divu dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
( ∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx)]
+A5
(
‖√ρut‖2L2 + ‖|u||∇u|‖2L2 + ‖∇u‖2L2 + ‖∇θ‖2L2 + ‖a‖2L6
+ ‖∇G‖2L2 + ‖∇curlu‖2L2 + ‖∇u‖2L6 + ‖u‖2L∞
)
≤ 0,
(2.22)
where Ai(i = 1, · · · , 5) are positive constants depending on µ, λ and M1.
Remark 2.5. Thanks to the energy identity, choose A4 large enough and then we can derive that
A1‖ρ 14u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ + µ)‖divu‖2L2 −
∫
(P − 1)div u dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
( ∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx)
∼ ‖ρ 14u‖4L4 + ‖∇u‖2L2 +
∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx+ ‖a‖2L6.
Proof. To derive the desired results, we split the proof into several steps.
Step 1: Estimate of ∇u. First, taking the inner product of (1.2)2 and ut, we get that
d
dt
(
1
2
µ‖∇u‖2L2 +
1
2
(λ+ µ)‖div u‖2L2) +
∫
ρ|ut|2 dx
=
d
dt
∫
(P − 1)divu dx−
∫
(P − 1)tdivu dx−
∫
ρu · ∇u · ut dx
≤ d
dt
∫
(P − 1)divu dx−
∫
Tatdiv u dx−
∫
ρθtdiv u dx+ C‖√ρut‖L2‖u∇u‖L2.
(2.23)
Plugging (2.6) and (2.12) into (2.23), together with Young inequality, we obtain that
d
dt
(
1
2
µ‖∇u‖2L2 +
1
2
(λ + µ)‖divu‖2L2 −
∫
(P − 1)divu dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)+ C‖ρ 12ut‖2L2
≤ C(‖∇u‖2L2 + ‖u · ∇u‖2L2 + ‖∇θ‖2L2 + ‖a‖L6‖∇u‖L2) + Cη‖∇G‖2L2 ,
(2.24)
where η is a small constant, and the constant C depends on µ, λ and M1.
Step 2: Improving estimate by the elliptic system. Taking div and curl on both side of (1.2)2, we can
get that
(2.25)
{
∆G = div (ρut + ρu · ∇u),
− µ∆(curlu) = curl (ρut + ρu · ∇u).
By the standard elliptic estimate, we have
(2.26) ‖∇G‖2L2 + ‖∇curlu‖2L2 ≤ C(‖
√
ρut‖2L2 + ‖u · ∇u‖2L2).
Combining (2.24) and (2.26), and choosing η small enough, we can get that
d
dt
(
µ‖∇u‖2L2 + (λ+ µ)‖div u‖2L2 −
∫
(P − 1)div u dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+
(‖√ρut‖2L2 + ‖∇G‖2L2 + ‖∇curlu‖2L2) ≤ C(‖∇u‖2L2 + ‖u · ∇u‖2L2 + ‖∇θ‖2L2 + ‖a‖L6‖∇u‖L2),
(2.27)
where C is a positive constant depending on µ, λ and M1.
Step 3: Estimate of a. The first equation of (1.1) can be rewritten by
(2.28) at + u · ∇a+ 1
2µ+ λ
a+ adiv u = −(div u− 1
2µ+ λ
a).
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Then making the inner product to the above equation with |a|4a, we obtain that
1
6
d
dt
‖a‖6L6 +
1
2µ+ λ
‖a‖6L6 +
5
6
∫
div u|a|6 dx ≤ C‖div u− 1
2µ+ λ
a‖L6‖a5‖
L
6
5
,
which implies
1
6
d
dt
‖a‖6L6 +
1
2µ+ λ
∫
(1 +
5
6
a)a6 dx ≤ C‖div u− 1
2µ+ λ
a‖L6‖a5‖
L
6
5
≤ C‖div u− 1
2µ+ λ
a‖L6‖a‖5L6.
Dividing the above estimate by ‖a‖4L6, and recalling 1 + 56a ≥ 16 , we get that
d
dt
‖a‖2L6 + ‖a‖2L6 ≤ C‖div u−
1
2µ+ λ
a‖2L6 .(2.29)
Noting that div u− 12µ+λa = G+ρθ2µ+λ , we arrive that
d
dt
‖a‖2L6 + ‖a‖2L6 ≤ C(‖G‖2L6 + ‖ρθ‖2L6) ≤ C(‖∇G‖2L2 + ‖∇θ‖2L2).(2.30)
Step 4: Closing the energy estimates. Combining (2.1), (2.2), (2.27) and (2.30), we can get
d
dt
[
A1‖ρ 14 u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ+ µ)‖divu‖2L2 −
∫
(P − 1)divu dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
( ∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx)]
+A5
(
‖√ρut‖2L2 + ‖|u||∇u|‖2L2 + ‖∇u‖2L2 + ‖∇θ‖2L2 + ‖∇G‖2L2 + ‖∇curlu‖2L2 + ‖a‖2L6
)
≤ A6(‖a‖2L6 + ‖∇u‖2L2 + ‖∇θ‖2L2)‖∇u‖2L2,
(2.31)
where Ai(i = 1, · · · , 6) are positive constants depending on λ, µ and M1, and which ensure that the
term A2
(∫
(P − 1)div u dx + 12µ+λ
∫ (
H(a, θ) − F (a)) dx) can be controlled by A2(λ + µ)‖divu‖2L2 and
A4
(∫
(ρ ln ρ−ρ+1) dx+∫ ρ(T−lnT−1) dx). By Gronwall’s inequality, the above estimate ensures that u ∈
L∞((0,+∞);L4∩H1)∩L2((0,+∞); H˙1), ut ∈ L2((0,+∞);L2), a ∈ L∞((0,+∞);L2)∩L2((0,+∞);L6),
u · ∇u ∈ L2((0,+∞);L2), θ ∈ L∞((0,+∞);L2) ∩ L2((0,+∞); H˙1).
Using these estimates, we can improve the estimate (2.31). Notice that the term in the righthand
side of (2.31) can be bounded by C(‖∇u‖2L2 + ‖∇θ‖2L2). Then thanks to the energy identity (2.1), the
dissipation inequality in the proposition is followed by the fact that for i ≥ 1 and p ∈ [2, 6],
‖∇iu‖Lp ≤ ‖∇i−1curlu‖Lp + ‖∇i−1
(
div u− 1
2µ+ λ
(P − 1))‖Lp + 1
2µ+ λ
‖∇i−1(P − 1)‖Lp
‖∇iu‖L6 ≤ ‖∇icurlu‖L2 +
1
2µ+ λ
‖∇iG‖L2 +
1
2µ+ λ
‖∇i−1(P − 1)‖L6.
(2.32)
And the last estimate means ∇u ∈ L2((0,+∞);L6). By interpolation, we have
‖u‖2L2(L∞) ≤ C‖∇u‖L2(L2)‖∇u‖L2(L6),
which completes the proof of (2.22). 
2.1.3. Improving regularity estimate for u and θ. In order to get the dissipation estimate for a, we first
improve the regularity estimates for u and θ in this subsection. We still assume that (ρ, u, T ) is a global
and smooth solution of (1.2). We set up some notations. For a function or vector field (or even a 3 × 3
matrix) f(t, x), the material derivative f˙ is defined by
f˙ = ft + u · ∇f,
and div (f ⊗ u) = ∑3j=1 ∂j(fuj). For two matrices A = (aij)3×3 and B = (bij)3×3, we use the notation
A : B =
∑3
i,j=1 aijbij and AB is as usual the multiplication of matrix.
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Proposition 2.4. Let µ > 12λ and (ρ, u, T ) be a global and smooth solution of (1.2) and satisfy (1.5)
and the admissible condition (1.4). Then there exist constants Ai(i=1,. . . ,6) such that
d
dt
[
A1‖ρ 14 u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ+ µ)‖divu‖2L2 −
∫
(P − 1)divu dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
( ∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx)+A5(‖√ρu˙‖2L2 + ‖∇θ‖2L2
−
∫
θ(2µ|Du|2 + λ(div u)2) dx
)]
+A6
(
‖√ρut‖2L2 + ‖|u||∇u|‖2L2 + ‖∇u‖2L2 + ‖∇θ‖2L2 + ‖∇G‖2L2
+ ‖∇curlu‖2L2 + ‖a‖2L6 + ‖∇u‖2L6 + ‖∇u˙‖2L2 + ‖
√
ρθ˙‖2L2 + ‖G‖2W 1,6 + ‖curlu‖2W 1,6 + ‖∆θ‖2L2
)
≤ 0.
(2.33)
Proof. To derive the desired results, we split the proof into several steps.
Step 1: Estimate of u˙. We rewrite the second equation of (1.2) as
ρu˙+∇P − div S(u) = 0.
Then it is not difficult to check that
ρu˙t + ρu · ∇u˙+∇Pt + div (∇P ⊗ u)
= µ
[
∆ut + div (∆u⊗ u)
]
+ (λ + µ)
[∇div ut + div ((∇div u)⊗ u)].(2.34)
By the energy estimate, we derive that
d
dt
∫
1
2
ρ|u˙|2 dx−µ
∫
u˙ · (∆ut + div (∆u ⊗ u)) dx︸ ︷︷ ︸
def
= III1
−(λ+ µ)
∫
u˙ · ((∇div ut) + div ((∇div u)⊗ u))) dx︸ ︷︷ ︸
def
= III2
(2.35)
=
∫
Ptdiv u˙+ (u˙ · ∇u) · ∇P dx︸ ︷︷ ︸
def
= III3
.
Estimate of III1. It is easy to check that
−
∫
u˙ · (∆ut + div (∆u⊗ u))dx = ∫ [∇u˙ : ∇ut + u⊗∆u : ∇u˙] dx
=
∫ [
|∇u˙|2 − ((∇u∇u) + (u · ∇)∇u) : ∇u˙−∇(u · ∇u˙) : ∇u]dx
=
∫ [
|∇u˙|2 − (∇u∇u) : ∇u˙+ ((u · ∇)∇u˙) : ∇u − (∇u∇u˙) : ∇u− ((u · ∇)∇u˙) : ∇u]dx
≥
∫ [
3
4
|∇u˙|2 − C|∇u|4
]
dx.
Estimate of III2. Observe that
div
(
(∇div u)⊗ u) = ∇(u · ∇div u)− div (div u∇⊗ u) +∇(div u)2,
div u˙ = div ut + div (u · ∇u) = divut + u · ∇div u+∇u : (∇u)′,
then we get
−
∫
u˙ ·
[
∇div ut + div
(
(∇div u)⊗ u)]dx
=
∫ [
div u˙divut + div u˙(u · ∇div u)− div u(∇u˙)′ : ∇u+ div u˙(div u)2
]
dx
=
∫ [
|div u˙|2 − div u˙∇u : (∇u)′ − div u(∇u˙)T : ∇u+ div u˙(div u)2
]
dx
≥
∫ [1
2
|div u˙|2 − 1
4
|∇u˙|2 − C|∇u|4
]
dx.
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Estimate of III3. We have
III3 =
∫ (
(ρT )tdiv u˙− P (∇u)′ : ∇u˙− ρTu · ∇div u˙
)
dx
=
∫ (
(ρT )tdiv u˙+ div (ρTu)div u˙− P (∇u)′ : ∇u˙
)
dx =
∫ (
ρθ˙div u˙− P (∇u)′ : ∇u˙) dx
≤ C‖√ρθ˙‖L2‖div u˙‖L2 + ‖P‖L∞‖∇u‖L2‖∇u˙‖L2 .
Substituting these estimates into (2.35) yields
d
dt
∫
ρ|u˙|2 dx+ µ
∫
|∇u˙|2 dx+ (λ+ µ)
∫
|div u˙|2 dx
≤ C(‖∇u‖4L4 + ‖∇u‖2L2 + ‖
√
ρθ˙‖2L2) ≤ C(‖∇u‖4L4 + ‖∇u‖2L2 + ‖
√
ρθt‖2L2 + ‖u · ∇θ‖2L2).
(2.36)
Step 2: Estimate of θt. Multiply (1.2)3 by θt and take integration to obtain
1
2
d
dt
∫
|∇θ|2 dx+
∫
ρθ2t dx
=−
∫
ρu · ∇θθt dx−
∫
ρθdiv uθt dx+
∫
(2µ|Du|2 + λ(div u)2)θt dx
≤C‖ρ 12 θt‖L2(‖u · ∇θ‖L2 + ‖∇u‖L2) +
∫
(2µ|Du|2 + λ(div u)2)θt dx
≤η‖ρ 12 θt‖2L2 + Cη(‖u · ∇θ‖2L2 + ‖∇u‖2L2) +
∫
(2µ|Du|2 + λ(div u)2)θt dx.
Then we can estimate the last term in the following∫
(2µ|Du|2 + λ(div u)2)θt dx
=
d
dt
∫
θ(2µ|Du|2 + λ(div u)2) dx−
∫
θ
(
4µ(Du) : (Dut) + 2λ(div u)(div ut)
)
dx
=
d
dt
∫
θ(2µ|Du|2 + λ(div u)2) dx−
∫
θ
(
4µ(Du) : (Du˙) + 2λ(div u)(div u˙)
)
dx
+
∫
θ
(
4µ(Du) : (D(u · ∇u)) + 2λ(div u)(div (u · ∇u))) dx def= 3∑
i=1
IVi.
It is not difficult to derive that
IV2 ≤C‖∇u‖L2‖∇u˙‖L2 ≤ η‖∇u˙‖2L2 + Cη‖∇u‖2L2,
IV3 =
∫
θ
(
4µ(Du) : D(u · ∇)u+ 2λ(div u)div (u · ∇)u)) dx
+
∫
θ
(
4µ(Du) : (u · ∇(Du)) + 2λ(div u)(u · ∇(div u))) dx
=
∫
θ
(
4µ(Du) : D(u · ∇)u+ 2λ(div u)div (u · ∇)u) dx− ∫ (θ(div u) + u · ∇θ)(2µ|Du|2 + λ(div u)2) dx
≤C(‖∇u‖L2 + ‖∇θ‖L2)‖∇u‖2L4 ≤ C(‖∇u‖2L2 + ‖∇θ‖2L2 + ‖∇u‖4L4).
Substituting these above estimates, choosing η small enough, then we get
d
dt
∫ [1
2
|∇θ|2 − θ(2µ|Du|2 + λ(div u)2)] dx+ ∫ ρθ2t dx
≤ η‖∇u˙‖2L2 + C(‖u · ∇θ‖2L2 + ‖∇θ‖2L2 + ‖∇u‖2L2 + ‖∇u‖4L4),
(2.37)
where η is a small constant.
Step 3: Closing the energy estimates. Combining (2.36) and (2.37), and choosing η small enough, we
get that
d
dt
∫ [
ρ|u˙|2 + C|∇θ|2 − θ(2µ|Du|2 + λ(div u)2)] dx+ ∫ (µ|∇u˙|2 + (λ+ µ)|div u˙|2 + Cρθ2t) dx
≤ C(‖∇u‖2L2 + ‖∇u‖4L4 + ‖∇θ‖2L2 + ‖u‖2L∞‖∇θ‖2L2).
(2.38)
STABILITY OF LARGE SOLUTIONS FOR FULL NAVIER-STOKES SYSTEM 13
To conclude the estimate by Gronwall’s inequality, we use the term ‖√ρu˙‖L2 to control ‖∇u‖L4. By
Proposition 2.3 and (2.26), we have
‖∇u‖L∞(0,∞;L2) + ‖P − 1‖L∞(0,∞;L6) ≤ C,
‖curlu‖L6 + ‖G‖L6 ≤ ‖ρu˙‖L2 ≤ C‖
√
ρu˙‖L2,
which together with (2.32)2 imply that
‖∇u‖4L4 ≤ ‖∇u‖L2‖∇u‖3L6 ≤ C‖∇u‖2L6‖∇u‖L6
≤ C‖∇u‖2L6
(‖curlu‖L6 + ‖G‖L6 + ‖P − 1‖L6)
≤ C‖∇u‖2L6
(
1 + ‖√ρu˙‖L2
)
≤ C‖∇u‖2L6
(
1 + ‖√ρu˙‖2L2
)
.
Substituting this estimate into (2.38) and noting that ‖∇u(t)‖2
L6
, ‖u(t)‖2L∞ ∈ L1(0,∞), by Proposition
2.3, we get by Gronwall’s inequality that∫
(ρ|u˙|2 + C|∇θ|2) dx+
∫ ∞
0
∫
(|∇u˙|2 + Cρθ2t ) dxdt ≤ C,(2.39)
with C depending only on ‖ρ‖L∞ and ρ0, u0, T0. Moreover, back to (1.2)3, we have ∆θ ∈ L2((0,∞);L2).
By using (2.39), (2.38) can be improved as
d
dt
∫
(ρ|u˙|2 + C|∇θ|2) dx+
∫
(|∇u˙|2 + Cρθ2t ) dx ≤ C(‖∇u‖2L6 + ‖∇u‖2L2 + ‖u‖2L∞),
from which together with (2.22), (2.25) and Sobolev imbedding theorem implies (2.33).

2.1.4. Estimate for the propagation of ∇a. In this subsection, we want to give the proof to the upper
bound of ‖∇u‖L2((0,+∞);L∞) which in turn gives the estimates for propagation of ∇a. Here is the main
result of this subsection:
Proposition 2.5. Let 0 < α < 1, µ > 12λ and (ρ, u, T ) be a global and smooth solution of (1.2) and
satisfy (1.5)–(1.6). Initial data (ρ0, u0, T0) verify the admissible condition (1.4). Then
‖a‖L∞((0,+∞);W 1,6)∩L2((0,+∞);W 1,6) + ‖∇u‖L2((0,+∞);L∞) ≤ C,(2.40)
where C depends on the initial data (ρ0, u0, T0) and M . Moreover,
d
dt
‖∇a‖2L2 +
1
4(2µ+ λ)
‖∇a‖2L2 ≤ C(‖∇u˙‖2L2 + ‖u˙‖2L2 + ‖∇θ‖2L2 + ‖θ‖2H˙2 + ‖a‖2L6).(2.41)
Proof. First, we recall that an homogeneous Littlewood-Paley decomposition (∆˙j)j∈Z is a dyadic decom-
position in the Fourier space for Rd. One may for instance set ∆˙j := ϕ(2
−jD) with ϕ(ξ) := χ(ξ/2)−χ(ξ),
and χ a non-increasing nonnegative smooth function supported in B(0, 4/3), and with value 1 on B(0, 3/4)
(see [1], Chap. 2 for more details). Then we have the interpolation inequality
‖∇Λ−1a‖L∞ ≤ 2N2 ‖a‖L6 +
∑
j≥N
2−jα(2jα‖∆˙ja‖L∞) ≤ 2N2 ‖a‖L6 + 2−Nα‖a‖Cα .
Choosing 2N(
1
2
+α) = ‖a‖C
α
‖a‖
L6
, we get that ‖∇Λ−1a‖L∞ ≤ C‖a‖βL6‖a‖1−βCα with β = 1− 11+2α ∈ (0, 1). From
Proposition 2.3, we have θ ∈ L2((0,∞); H˙2) ⊂ L2(C 12 ). Then similar to a, we can get that ‖∇Λ−1θ‖L∞ ≤
C‖θ‖
1
2
L6
‖θ‖
1
2
C
1
2
≤ C‖∇θ‖
1
2
L2
‖θ‖
1
2
H˙2
. Therefore, we obtain that
‖∇u‖L∞ ≤ C(‖∇Λ−1curlu‖L∞ + ‖∇Λ−1G‖L∞ + ‖∇Λ−1(P − 1)‖L∞)
≤ C(‖curlu‖W 1,6 + ‖G‖W 1,6 + ‖a‖βL6‖a‖1−βCα + ‖∇θ‖
1
2
L2
‖θ‖
1
2
H˙2
).
(2.42)
On the other hand, recall that div u = 12µ+λ (G + ρT − 1) = 12µ+λ (G + θ + aT ), it is not difficult to
derive that
∂t∇a+ (u · ∇)∇a+∇u∇a+ div u∇a = −ρ∇div u = − 1
2µ+ λ
ρ
(∇(G+ θ) + T∇a+ a∇θ).(2.43)
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Multiplying (2.43) by |∇a|p−2∇a and integrating the resulting equation on R3, we can derive that for
p ≥ 2,
1
p
d
dt
‖∇a‖pLp +
1
2µ+ λ
∫
ρT |∇a|p dx
≤ 1
p
∫
div u|∇a|p dx+ C‖∇u‖L∞‖∇a‖pLp + C(‖∇G‖Lp + ‖∇θ‖Lp)‖∇a‖p−1Lp
≤ 1
(2µ+ λ)p
∫
(ρT − 1)|∇a|p dx+ C(‖G‖L∞ + ‖∇u‖L∞)‖∇a‖pLp + C(‖∇G‖Lp + ‖∇θ‖Lp)‖∇a‖p−1Lp ,
which means that
1
p
d
dt
‖∇a‖pLp +
1
(2µ+ λ)p
∫
[(p− 1)ρT + 1]|∇a|p dx
≤ C(‖G‖L∞ + ‖∇u‖L∞)‖∇a‖pLp + C(‖∇G‖Lp + ‖∇θ‖Lp)‖∇a‖p−1Lp .
Noting that p ≥ 2 and the non-negativity of density and temperature, dividing by ‖∇a‖p−2Lp , we can
obtain that
1
2
d
dt
‖∇a‖2Lp +
1
(2µ+ λ)p
‖∇a‖2Lp ≤ C(‖G‖L∞ + ‖∇u‖L∞)‖∇a‖2Lp + C(‖∇G‖Lp + ‖∇θ‖Lp)‖∇a‖Lp
≤ η‖∇a‖2Lp + C
(
(‖G‖2W 1,6 + ‖∇u‖2L∞)‖∇a‖2Lp + ‖∇G‖2Lp + ‖∇θ‖2Lp
)
,
with η small enough, which implies that
d
dt
‖∇a‖2Lp +
1
(2µ+ λ)p
‖∇a‖2Lp ≤ C
(
(‖G‖2W 1,6 + ‖∇u‖2L∞)‖∇a‖2Lp + ‖∇G‖2Lp + ‖∇θ‖2Lp
)
.(2.44)
By taking p = 6 in (2.44) and using (2.42) and (2.33), we obtain from Gronwall’s inequality that
‖a‖L∞((0,+∞);W 1,6)∩L2((0,+∞);W 1,6) ≤ C. From which together with (2.42) implies that ‖∇u‖L2((0,+∞);L∞) ≤
C. It completes the proof to (2.40).
Now we go back to (2.44) with p = 2. By Gronwall’s inequality, we obtain that∇a ∈ L∞((0,+∞);L2)∩
L2((0,+∞);L2). Thanks to the uniform-in-time bounds obtained in the above, (2.44) with p = 2 will
yield that
d
dt
‖∇a‖2L2 +
1
4(2µ+ λ)
‖∇a‖2L2 ≤ C(‖∇G‖2L2 + ‖∇θ‖2L2 + ‖θ‖2H˙2 + ‖G‖2W 1,6 + ‖curlu‖2W 1,6) + Cη‖a‖2L6,
from which together with the elliptic estimate for (2.25), we obtain (2.41). 
As a consequence, we can prove the propagation of the lower bounds of the density and the temperature.
Corollary 2.1. Let 0 < α < 1, µ > 12λ and (ρ, u, T ) be a global and smooth solution of (1.2) and satisfy
(1.5)–(1.6). Initial data (ρ0, u0, T0) verify the admissible condition (1.4). Then, there exists two constants
ρ = ρ(c,M) > 0 and T = T (c,M) > 0 such that for all t ≥ 0, ρ(t, x) ≥ ρ and T (t, x) ≥ T .
Proof. Using the equation of density and the estimate (2.40), we have
ρ(t, x) ≥ ρ0(x) exp−
∫
t
0
‖div u‖L∞ dτ ≥ ce−Ct
1
2 .
On the other hand, thanks to (2.29), we derive that lim
t→∞
‖a(t)‖L6 = 0, from which together with upper
bounds for ρ in Cα, we derive that lim
t→∞
‖a(t)‖L∞ = 0. These two facts imply that there exists a constant
ρ = ρ(c,M1) > 0 such that for all t ≥ 0, ρ(t, x) ≥ ρ.
Next we prove the lower bound of the temperature. First, by maximum principle of heat equation, it
is not hard to prove that the temperature is also positive. Next, let f = 1
T
− 1 which satisfies that
ρ(∂t + u · ∇)f −∆f = −(f + 1)2
(
(
µ
2
|∇u+ (∇u)′|2 + λ(div u)2) + T−1|∇T |2
)
+ ρ(f + 1)div u
≤ ρ(f + 1)divu.
Define f+ = max{f, 0}. Multiplying |f+|p−2f+ on the both sides of the above inequality to get
1
p
d
dt
‖ρ 1p f+‖pLp ≤ (‖ρdiv u‖L∞‖f+‖Lp + ‖ρdivu‖Lp)‖f+‖p−1Lp .
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Recalling that the density has the positive lower bound, we get there exists a constant C independent of
p such that
d
dt
‖ρ 1p f+‖Lp ≤ C(‖ρdivu‖L∞‖f+‖Lp + ‖ρdivu‖Lp),
which implies that for all t > 0, it holds
‖f+(t)‖Lp ≤ (1 + ‖f+(0)‖Lp)eNt,
where N = ‖ρ‖L∞(‖divu‖L2 + ‖divu‖L∞). Let p→∞, we get that
‖f+(t)‖L∞ ≤ (1 + ‖f(0)‖L2∩L∞)eNt,
This shows that in any finite time the temperature has positive lower bound.
Secondly we will prove the ‖θ‖L6 will converge to zero when t goes to infinity. Multiplying |θ|4θ on
the both sides of (2.5) and integrating by part, we obtain that
d
dt
‖ρ 16 θ‖6L6 + ‖θ2∇θ‖2L2 ≤ ‖∇u‖2L2 + ‖∇θ‖2L2 + ‖∇a‖2L2.
Because that the right hand of the above inequality is integrable with respect to time, we conclude that
‖ρ 16 θ‖6L6 is convergent when t goes to infinity. Recalling that θ ∈ L2([0,∞];L6), we get the desired result.
To conclude our result, by the argument used for the density, it seems that we only need to get the
uniform-in-time bounds for the high order estimate of θ. Taking ∂t on the both sides of (1.2)3, we get
ρ∂tθt −∆θt = −atθt − (ρu · ∇u+ ρTdivu)t + (µ
2
|∇u+ (∇u)′|2 + λ(div u)2)t.
Then by energy estimates, we have
d
dt
‖ρ 12 θt‖2L2 + ‖∇θt‖2L2 ≤ C(‖θt‖2L2 + ‖∇a‖2L2∩L6 + ‖∇u‖2H1 + ‖∇u‖2L∞ + ‖ut‖2H1)(‖θt‖2L2 + 1).
Applying the Gronwall’s inequality and the results obtained in the previous steps, it is easy to get that
‖θt‖L∞(0,∞;L2) <∞.
Going back to the (1.2)3, we obtain that ‖∇2θ‖L∞(0,∞;L2) <∞ which implies that Holder continuous of
the temperature. By copying the argument used for the density, the above facts will imply that there
exists a constant T = T (c,M) > 0 such that for all t ≥ 0, T (t, x) ≥ T .

2.1.5. Deriving the dissipation inequality. We want to prove
Proposition 2.6. Let 0 < α < 1, µ > 12λ, and (ρ, u, T ) be a global and smooth solution of (1.2)
and satisfy (1.5)–(1.6). Initial data (ρ0, u0, T0) verify the admissible condition (1.4). Then there exist
constants Ai(i = 1, · · · , 7) are positive constants depending on µ, λ and M such that
X(t)
def
= A1‖ρ 14u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ+ µ)‖div u‖2L2 −
∫
(P − 1)div u dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
( ∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx)
+A5(‖√ρu˙‖2L2 + ‖∇θ‖2L2) +A6‖∇a‖2L2
∼ ‖u‖2H1 + ‖a‖2H1 + ‖u˙‖2L2 + ‖θ‖2H1 ,
which verifies
d
dt
X(t) +A7
(
‖∇2u‖2L2 + ‖∇u‖2L2 + ‖∇a‖2L2 + ‖∇u˙‖2L2 + ‖∇2θ‖2L2
)
≤ 0.(2.45)
Proof. From (2.41) and (2.33), we get that there exist constants Ai(i = 1, · · · , 7) such that
d
dt
[
A1‖ρ 14u‖4L4 +A2
(
µ‖∇u‖2L2 + (λ + µ)‖divu‖2L2 −
∫
(P − 1)divu dx− 1
2µ+ λ
∫ (
H(a, θ)− F (a)) dx)
+A3‖a‖2L6 +A4
(∫
(ρ ln ρ− ρ+ 1) dx+ ‖√ρu‖2L2 +
∫
ρ(T − lnT − 1) dx
)
+A5(‖√ρu˙‖2L2 + ‖∇θ‖2L2) +A6‖∇a‖2L2
]
+A7
(
‖∇2u‖2L2 + ‖∇u‖2L2 + ‖∇a‖2L2 + ‖∇u˙‖2L2 + ‖∇2θ‖2L2
)
≤ 0.
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Thanks to the energy identity (2.1), the constant A4 can be chosen large enough to ensure that X(t) ≥
0. Thanks to the positive lower and upper bounds of density and temperature, one has
∫
(ρ ln ρ−ρ+1) dx ∼
‖ρ−1‖2
L2
and
∫
ρ(T− lnT−1) dx ∼ ‖T−1‖2
L2
, from which together with ρu˙+∇P = µ∆u+(λ+µ)∇divu,
we deduce that X(t) ∼ ‖u‖2H1 + ‖a‖2H1 + ‖u˙‖2L2 + ‖θ‖2H1 . It ends the proof of the proposition. 
2.2. Time-frequency splitting method and the longtime behavior of the solution. The aim of
this subsection is to show the longtime behavior of the solution with quantitative estimates.
First, note that ρt = at and Tt = θt, we can make a small modification on (1.1) to get
(2.46)

∂ta+ div (ρu) = 0,
∂t(ρu) + div (ρu⊗ u) +∇(P − 1) = divS(u),
∂t(ρE1) + div (ρE1u) + div (Pu) = div
(
S(u)u
)
+∆θ,
where ρE1 = ρθ +
1
2ρ|u|2. We begin with a crucial lemma on the estimate of the low frequency part of
the solution.
Lemma 2.4. Let a0, u0, θ0 ∈ L1(R3) ∩ L2(R3), and ρ0 ∈ L∞(R3). Then if ρ(t, x) ≤M , we have
∫
S(t)
(|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2) dξ ≤ C(‖a0‖2L1 + ‖ρ0u0‖2L1 + ‖ρ0θ0‖2L1 + ‖ρ0|u0|2‖2L1)(1 + t)− 32
+ C(M)(1 + t)−
3
2
∫ t
0
(‖u‖4L2 + ‖a‖4L2 + ‖θ‖4L2 + ‖∇u‖4L2 + ‖u‖3L2‖∇u‖3L2) ds,
(2.47)
where S(t) = {ξ ∈ R3 : |ξ| ≤ C(1 + t)− 12 }.
Proof. We take the Fourier transform of (2.46), and then multiply ¯ˆa to the first equation, multiply ρ̂u to
the second equation, multiply ρ̂E1 to the third equation respectively to obtain that
1
2
d
dt
|aˆ|2 + iξ · ρ̂u¯ˆa = 0,
1
2
d
dt
|ρ̂u|2 + ( ̂div (ρu⊗ u)− µ∆̂u − (λ+ µ)∇̂div u) · ρ̂u+ iξ(âθ + aˆ+ θˆ) · ρ̂u = 0,
1
2
d
dt
|ρ̂E1|2 +
(
̂div (ρE1u) + ̂div ((P − 1)u) + iξ · uˆ
)
ρ̂E1 =
(
iξ · Ŝ(u)u+ ∆̂θ)ρ̂E1,
which implies that
1
2
d
dt
(|aˆ|2 + |ρ̂u|2 + |ρ̂E1|2) = [− ̂div (ρu⊗ u) + µ∆̂u + (λ+ µ)∇̂div u+ iξâθ] · ρ̂u− iξθˆ · âu
− [ ̂div (ρE1u) + ̂div ((P − 1)u)− iξ · Ŝ(u)u− ∆̂θ]ρ̂E1 − iξ · uˆ(âθ + 1̂
2
ρ|u|2)
def
= F (ξ, t).
Integrating the above equation with time t, we get that
|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2 = |aˆ(ξ, 0)|2 + |ρ̂u(ξ, 0)|2 + |ρ̂E1(ξ, 0)|2 + 2
∫ t
0
F (ξ, s) ds.
Let S(t)
def
= {ξ : |ξ| ≤ C(1+ t)− 12 }, then we can split the phase space R3 into two time-dependent regions,
S(t) and S(t)c. Integrating the above equation over S(t), and noting that ρ̂u = uˆ+ âu, ρ̂θ = θˆ+ âθ, and
∆̂u¯ˆu = −|ξ|2|uˆ|2, ∇̂div u¯ˆu = −|ξ · uˆ|2, ∆̂θ ¯ˆθ = −|ξ|2|θˆ|2,
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we can obtain that
∫
S(t)
(|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2) dξ + ∫ t
0
∫
S(t)
(
µ|ξ|2|uˆ|2 + (λ+ µ)|ξ · uˆ|2 + |ξ|2|θˆ|2) dξds
=
∫
S(t)
(|aˆ(ξ, 0)|2 + |ρ̂u(ξ, 0)|2 + |ρ̂E1(ξ, 0)|2) dξ
+
∫ t
0
∫
S(t)
[
− ̂div (ρu⊗ u) · ρ̂u+
(
µ∆̂u+ (λ+ µ)∇̂div u
)
· âu+ iξ(âθ · ρ̂u− θˆ · âu)
−
(
̂div (ρE1u) + ̂div ((P − 1)u)− iξ · Ŝ(u)u
)
ρ̂E1 −
(|ξ|2θˆ + iξ · uˆ)(âθ + 1̂
2
ρ|u|2)] dξds
def
=
∫
S(t)
(|aˆ(ξ, 0)|2 + |ρ̂u(ξ, 0)|2 + |ρ̂E1(ξ, 0)|2) dξ + 5∑
i=1
Bi.
(2.48)
From Proposition 2.3, we have that a, u, θ and ∇u all belong to L∞((0,+∞);L2), which means ρ̂u⊗ u,
1̂
2ρ|u|2, âu, ρ̂θu, âθ, ̂(P − 1)u and Ŝ(u)u belong to L∞((0,+∞);L∞). Thanks to these facts, we can give
estimates to the terms Bi(i = 1, · · · , 5). We first have
|B1| ≤
∣∣∣ ∫ t
0
∫
S(t)
̂div (ρu ⊗ u) · (uˆ + âu) dξds
∣∣∣
≤ η
∫ t
0
∫
S(t)
µ|ξ|2|uˆ|2 dξds+ Cη
∫ t
0
∫
S(t)
∣∣ρ̂u⊗ u∣∣2 dξds+ ∫ t
0
∫
S(t)
|ξ|
∣∣ρ̂u⊗ u∣∣|âu| dξds
≤ η
∫ t
0
∫
S(t)
µ|ξ|2|uˆ|2 dξds+ Cη
∫ t
0
‖ρ̂u⊗ u‖2L∞
∫
S(t)
dξds
+ C(1 + t)−
1
2
∫ t
0
‖ρ̂u⊗ u‖L∞‖âu‖L∞
∫
S(t)
dξds
≤ η
∫ t
0
∫
S(t)
µ|ξ|2|uˆ|2 dξds+ Cη(1 + t)− 32
∫ t
0
‖u‖4L2ds+ C(1 + t)−2
∫ t
0
‖u‖3L2‖a‖L2 ds.
(2.49)
Similarly, one has
|B2| ≤ η
∫ t
0
∫
S(t)
µ|ξ|2|uˆ|2 dξds+ Cη
∫ t
0
∫
S(t)
|ξ|2∣∣âu∣∣2 dξds
≤ η
∫ t
0
∫
S(t)
µ|ξ|2|uˆ|2 dξds+ Cη(1 + t)− 52
∫ t
0
‖u‖2L2‖a‖2L2 ds,
(2.50)
and
|B3| ≤ η
∫ t
0
∫
S(t)
(µ|ξ|2|uˆ|2 + |ξ|2|θˆ|2) dξds+ Cη
∫ t
0
∫
S(t)
(∣∣âu∣∣2 + ∣∣âθ∣∣2) dξds+ ∫ t
0
∫
S(t)
|ξ||âθ||âu| dξds
≤ η
∫ t
0
∫
S(t)
(µ|ξ|2|uˆ|2 + |ξ|2|θˆ|2) dξds+ Cη(1 + t)− 32
∫ t
0
(‖u‖2L2 + ‖θ‖2L2)‖a‖2L2 ds
+ C(1 + t)−2
∫ t
0
‖u‖L2‖θ‖L2‖a‖2L2 ds.
(2.51)
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For B4, recalling that ρE1 = θ + aθ +
1
2ρ|u|2 and
∥∥|u|3∥∥
L1
≤ ‖u‖
3
2
L2
‖∇u‖
3
2
L2
, we can obtain that
|B4| ≤ η
∫ t
0
∫
S(t)
|ξ|2|θˆ|2 dξds+ Cη
∫ t
0
∫
S(t)
(∣∣ρ̂E1u∣∣2 + ∣∣ ̂(P − 1)u∣∣2 + ∣∣Ŝ(u)u∣∣2) dξds
+
∫ t
0
∫
S(t)
|ξ|(∣∣ρ̂E1u∣∣+ ∣∣ ̂(P − 1)u∣∣+ ∣∣Ŝ(u)u∣∣)(∣∣âθ∣∣+ ∣∣ 1̂
2
ρ|u|2
∣∣) dξds
≤ η
∫ t
0
∫
S(t)
|ξ|2|θˆ|2 dξds+ Cη(1 + t)− 32
∫ t
0
[‖u‖2L2(‖θ‖2L2 + ‖a‖2L2 + ‖∇u‖2L2) + ‖u‖3L2‖∇u‖3L2] ds
+ C(1 + t)−2
∫ t
0
[
‖u‖L2(‖θ‖L2 + ‖a‖L2 + ‖∇u‖L2) + ‖u‖
3
2
L2
‖∇u‖
3
2
L2
]
(‖a‖L2‖θ‖L2 + ‖u‖2L2) ds.
(2.52)
Similar to B2 and B4, one has
|B5| ≤ η
∫ t
0
∫
S(t)
(µ|ξ|2|uˆ|2 + |ξ|2|θˆ|2) dξds+ Cη
∫ t
0
∫
S(t)
|ξ|2(∣∣âθ∣∣2 + ∣∣ 1̂
2
ρ|u|2
∣∣2) dξds
+ Cη
∫ t
0
∫
S(t)
(∣∣âθ∣∣2 + ∣∣ 1̂
2
ρ|u|2∣∣2) dξds
≤ η
∫ t
0
∫
S(t)
(µ|ξ|2|uˆ|2 + |ξ|2|θˆ|2) dξds+ Cη(1 + t)− 52
∫ t
0
(‖a‖2L2‖θ‖2L2 + ‖u‖4L2) ds
+ C(1 + t)−
3
2
∫ t
0
(‖a‖2L2‖θ‖2L2 + ‖u‖4L2) ds.
(2.53)
Note that a0, ρ0u0, ρ0θ0 and ρ0|u0|2 belong to L1(R3). Then we have∫
S(t)
(|aˆ(ξ, 0)|2 + |ρ̂u(ξ, 0)|2 + |ρ̂E1(ξ, 0)|2) dξ
≤ C(‖a0‖2L1 + ‖ρ0u0‖2L1 + ‖ρ0θ0‖2L1 + ∥∥ρ0|u0|2∥∥2L1)(1 + t)− 32 .
(2.54)
Plugging (2.49)− (2.54) into (2.48), and choosing η small enough, we arrive at∫
S(t)
(|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2) dξ + C ∫ t
0
∫
S(t)
(
µ|ξ|2|uˆ|2 + (λ+ µ)|ξ · uˆ|2 + |ξ|2|θˆ|2) dξds
≤ C(‖a0‖2L1 + ‖ρ0u0‖2L1 + ‖ρ0θ0‖2L1 + ∥∥ρ0|u0|2∥∥2L1)(1 + t)− 32
+ C(1 + t)−
3
2
∫ t
0
(‖u‖4L2 + ‖a‖4L2 + ‖θ‖4L2 + ‖∇u‖4L2 + ‖u‖3L2‖∇u‖3L2) ds.
It ends the proof to the lemma. 
Now we are in a position to prove
Proposition 2.7. Let (ρ, u, T ) be a global smooth solution of (1.2) and satisfy (1.5)–(1.6) with 0 < α < 1
and µ > 12λ. Assume that initial data (ρ0, u0, T0) verify the admissible condition (1.4). Suppose that
(a0, θ0) ∈ L1(R3) ∩H1(R3) and u0 ∈ L1(R3) ∩H2(R3), then we have
(2.55) ‖u(t)‖H1 + ‖a(t)‖H1 + ‖θ(t)‖H1 ≤ C(1 + t)−
3
4 ,
where the constant C depends only on µ, λ, M, ‖a0‖L1∩H1 , ‖u0‖L1∩H2 and ‖θ0‖L1∩H1 .
Proof. We separate the proof into several steps.
Step 1: The first sight of the convergence. Thanks to (2.47) and the fact that a, u, θ and ∇u belong
to L∞((0,+∞);L2), we have∫
S(t)
(|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2) dξ
≤ C(‖a0‖2L1 + ‖ρ0u0‖2L1 + ‖ρ0θ0‖2L1 + ∥∥ρ0|u0|2∥∥2L1)(1 + t)− 32
+ C
(‖u‖4L∞(L2) + ‖a‖4L∞(L2) + ‖θ‖4L∞(L2) + ‖∇u‖4L∞(L2) + ‖u‖3L∞(L2)‖∇u‖3L∞(L2))(1 + t)− 12
≤ C(1 + t)− 12 .
(2.56)
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Due to the fact u = ρu− au and θ = ρE1 − aθ − 12ρ|u|2, we have∫
S(t)
|û(ξ, t)|2 dξ ≤
∫
S(t)
|ρ̂u(ξ, t)|2 dξ +
∫
S(t)
|âu(ξ, t)|2 dξ
≤ C(1 + t)− 12 + C(1 + t)− 32 |âu(ξ, t)|2L∞
≤ C(1 + t)− 12 ,
and ∫
S(t)
|θ̂(ξ, t)|2 dξ ≤
∫
S(t)
|ρ̂E1(ξ, t)|2 dξ +
∫
S(t)
|âθ(ξ, t)|2 dξ +
∫
S(t)
∣∣ 1̂
2
ρ|u|2(ξ, t)
∣∣2 dξ
≤ C(1 + t)− 12 + C(1 + t)− 32 (|âθ(ξ, t)|2L∞ + ∣∣ρ̂|u|2(ξ, t)∣∣2L∞)
≤ C(1 + t)− 12 .
Next, because of ρu˙ = µ∆u+ (λ+ µ)∇div u−∇P , following the same argument, we obtain∫
S(t)
|ρ̂u˙(ξ, t)|2 dξ ≤
∫
S(t)
|µ∆̂u + (λ+ µ)∇̂div u− (∇̂(aθ) + ∇̂a+ ∇̂θ)(ξ, t)|2 dξ ≤ C(1 + t)− 32 ,
which implies that
∫
S(t)
|̂˙u(ξ, t)|2 dξ ≤ C(1 + t)− 32 .
We recall the dissipation inequality (2.45). Then by time-frequency splitting method, it is not difficult
to derive that
d
dt
X(t) +
K
1 + t
X(t) ≤ 1
1 + t
∫
S(t)
(|aˆ(ξ, t)|2 + |û(ξ, t)|2 + |̂˙u(ξ, t)|2) dξ
≤ C(1 + t)− 32 ,
which implies
(2.57) X(t) ≤ C(1 + t)− 12 .
In particular, we have
(2.58) ‖u‖L2 + ‖a‖L2 + ‖θ‖L2 + ‖∇u‖L2 ≤ C(1 + t)−
1
4 .
Step 2: Improving the decay estimate (I). We want to improve the decay estimate. Thanks to (2.47)
and (2.58), we improve the estimate for the low frequency part as follows∫
S(t)
(|aˆ(ξ, t)|2 + |ρ̂u(ξ, t)|2 + |ρ̂E1(ξ, t)|2) dξ ≤ C(1 + t)− 32 log(1 + t).
Now following the simiar argument used in the previous step, we conclude that∫
S(t)
(|aˆ(ξ, t)|2 + |û(ξ, t)|2 + |θ̂(ξ, t)|2 + |̂˙u(ξ, t)|2) dξ ≤ C(1 + t)− 32 log(1 + t),
which implies that
d
dt
X(t) +
K
1 + t
X(t) ≤ C(1 + t)−1(1 + t)− 32 log(1 + t).
We obtain that
(2.59) X(t) ≤ C(1 + t)− 32 log(1 + t).
Step 3: Improving the decay estimate (II). Finally we try to get the sharp decay estimate. By (2.59),
we have ‖u‖L2 + ‖a‖L2 + ‖θ‖L2 + ‖∇u‖L2 ≤ C(1 + t)− 12 . Now we may repeat the same process in the
above to get that∫
S(t)
(|aˆ(ξ, t)|2 + |û(ξ, t)|2 + |θ̂(ξ, t)|2 + |̂˙u(ξ, t)|2) dξ ≤ C(1 + t)− 32 ,
which implies that
d
dt
X(t) +
K
1 + t
X(t) ≤ C(1 + t)−1(1 + t)− 32 .
It is enough to derive (2.55). We ends the proof to the proposition. 
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2.3. Proof of Theorem 1.1. Finally, we are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. We first note that the second results of the theorem are proved by Proposition
2.7. Due to Proposition 2.6, we have a ∈ L∞((0,+∞);H1) ∩ L2((0,+∞); H˙1), u ∈ L∞((0,+∞);H2),
∇u ∈ L2((0,+∞);H1 ∩ L∞), θ ∈ L∞((0,+∞);H1) and ∇θ ∈ L2((0,+∞);H1). Then the desired result
is reduced to the proof of the propagation of ∇2a.
We notice that by Proposition 2.5, ∇a ∈ L∞((0,∞);Lp) with p ∈ [2, 6], which will be used frequently
in what follows. Recall that
(2.60) ∇2at +∇2(u · ∇a) +∇2a divu+∇a∇div u+ ρ∇2div u = 0,
and div u = 12µ+λ (G+ aθ + a+ θ), then it is not difficult to derive that
1
2
d
dt
‖∇2a‖2L2 +
1
2µ+ λ
∫
ρT |∇2a|2 dx ≤
∣∣∣ ∫ divu|∇2a|2 dx∣∣∣+ ∣∣∣ ∫ ∇a∇div u∇2a dx∣∣∣
+
1
2µ+ λ
∣∣∣ ∫ ρ(∇2G+ ρ∇2θ +∇a∇θ)∇2a dx∣∣∣+ ∣∣∣ ∫ ∇2(u · ∇a)∇2a dx∣∣∣
def
= D1 +D2 +D3 +D4.
By Cauchy-Schwartz inequality and Proposition 2.5, we can estimate Di(i = 1, 2) easily by
D1 ≤ ‖divu‖L∞‖∇2a‖2L2 ≤ η‖∇2a‖2L2 + Cη‖∇u‖2L∞‖∇2a‖2L2,
D2 ≤ C‖∇a‖L3‖∇2u‖L6‖∇2a‖L2 ≤ η‖∇2a‖2L2 + Cη‖∇a‖2L3‖∇2u‖2L6.
For D3, we have
D3 ≤ C(‖∇2G‖L2 + ‖∇2θ‖L2)‖∇2a‖L2 + C‖∇a‖L3‖∇θ‖L6‖∇2a‖L2
≤ η‖∇2a‖2L2 + Cη(‖∇2G‖2L2 + ‖∇2θ‖2L2 + ‖∇a‖2L3‖∇2θ‖2L2).
For D4, thanks to integration by parts, we obtain that∫
u · ∇∇2a∇2a dx = −1
2
∫
div u|∇2a|2 dx
which implies that
D4 ≤ ‖∇a‖L3‖∇2u‖L6‖∇2a‖L2 + ‖∇u‖L∞‖∇2a‖2L2 + ‖divu‖L∞‖∇2a‖2L2
≤ η‖∇2a‖2L2 + Cη(‖∇a‖2L3‖∇2u‖2L6 + ‖∇u‖2L∞‖∇2a‖2L2).
Combining all the estimates in the above, and using the lower bounds of density and temperature, we
obtain that
1
2
d
dt
‖∇2a‖2L2 + C
1
2µ+ λ
‖∇2a‖2L2 ≤ C‖∇u‖2L∞‖∇2a‖2L2
+ C
(
‖∇2G‖2L2 + ‖∇2θ‖2L2 + ‖∇a‖2L3‖∇2θ‖2L2 + ‖∇a‖2L3‖∇2u‖2L6
)
.
(2.61)
Thanks to (2.25), we have
‖∇2G‖L2 + ‖∇2curlu‖L2 ≤ ‖∇(ρu˙)‖L2 ≤ C(‖∇au˙‖L2 + ‖∇u˙‖L2)
≤ C(‖∇a‖L3‖u˙‖L6 + ‖∇u˙‖L2) ≤ C‖∇u˙‖L2,
(2.62)
from which together with (2.32)2 and Proposition 2.6 imply that∫ ∞
0
(
‖∇2G‖2L2 + ‖∇2θ‖2L2 + ‖∇a‖2L3‖∇2θ‖2L2 + ‖∇a‖2L3‖∇2u‖2L6
)
dt ≤ C.
By Gronwall’s inequality, we have a ∈ L∞((0,+∞); H˙2)∩L2((0,+∞); H˙2), from which together with
(2.62), we deduce that ∇u ∈ L2((0,∞);H2). We ends the proof of Theorem 1.1. 
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3. Global-in-time Stability for system (1.1)
In this section, we want to prove Theorem 1.2. The main idea of proof falls into two steps:
(1) By the local well-posedness for the system (1.1), we show that the perturbed solution will remain
close to the reference solution for a long time if initially they are closer.
(2) With the convergence result implies that the reference solution is close to the equilibrium after a
long time, we can find a time t0 such that t0 is far away from the initial time, and at this moment
the solution is close to the equilibrium. Then it is not difficult to prove the global existence in
the perturbation framework.
3.1. Setup of the problem. Let (ρ¯, u¯, T¯ ) be a global smooth solution for the (1.1) with the initial data
(ρ¯0, u¯0, T¯0). And let (ρ, u, T ) be the solution for the (1.1) associated the initial data (ρ0, u0, T0), which
satisfies (1.9). We denote h = ρ − ρ¯, v = u − u¯ and T = T − T¯ which satisfy that error equations as
follows
(ERR)

∂th+ (u¯+ v) · ∇h = −(h+ ρ¯)div v − hdiv u¯,
∂tv − 1ρ(µ∆v + (λ+ µ)∇div v) = W1ρ ,
∂tT − 1ρ∆T = W2ρ
where
−W1 = h∂tu¯+ hu¯ · ∇u¯+ ρu¯ · ∇v +∇(hT + hT¯ + ρ¯T ) + ρv · ∇u¯+ v · ∇v,
−W2 = h∂tT¯ + ρu¯ · ∇T + hu¯ · ∇T + ρTdiv v + ρT div u+ hT div u¯+ v · ∇T
−ρµ
2
|∇v + (∇v)′|2 − ρλ(div v)2 − ρµ(∇u¯+ (∇u¯)′)(∇v + (∇v)′)− 2ρλdiv vdiv u¯.
Before proving the stability, we give the estimate to the term W1
ρ
and W2
ρ
. We have
Lemma 3.1. Assume that s > 32 . Let (ρ¯, u¯, T¯ ) be the smooth solution for (1.1) satisfying (1.8). There
exists a ε0 such that for any 0 < ε ≤ ε0, if
‖h, v, T ‖L∞
T
(Hs) ≤ ε
1
2 ,
then there holds
‖W1
ρ
,
W2
ρ
‖Hs−1 ≤ C1
(‖h‖Hs + ‖v‖Hs + ‖T ‖Hs)(1 + ‖h‖Hs + ‖v‖Hs+1 + ‖T ‖Hs+1),
where C1 is a positive constant depending only on µ, λ, and C in (1.8).
Proof. The proof is simply deduced by the standard estimate
‖fg‖Hs ≤ ‖f‖L∞‖g‖Hs + ‖f‖Hs‖g‖L∞,
and L∞ ⊂ Hs for s > 32 . 
3.2. Long time existence of (ERR). We want to prove that if the initial data of (ERR) is small,
then its associated solution will be still small during a long time interval. More precisely, we have the
following proposition.
Proposition 3.1. Let (ρ¯, u¯, T¯ ) associated with initial data (ρ¯0, u¯0, T¯0) be a global solution of (1.1) sat-
isfying (1.8). Given an ε > 0, if the initial data of (ERR) are determined by the following inequality
‖h0‖Hs + ‖v0‖Hs + ‖T0‖Hs ≤ ε,(3.1)
then there exists a constant δ independent of ε, such that for any t ∈ [0, δ| ln ε|], there holds
‖h(t)‖Hs + ‖v(t)‖Hs + ‖T (t)‖Hs ≤ ε 12 .
Proof. We use the continuity argument to prove the desired result. Let Γ be the maximum time such
that for any t ∈ [0,Γ], there holds
‖h(t)‖Hs + ‖v(t)‖Hs + ‖T (t)‖Hs ≤ ε 12 .
The existence of Γ can be obtained by the local well-posedness for the system. The the proof of Proposition
3.1 is reduced to prove that Γ ≥ δ| ln ε| where δ > 0 is a constant independent of ε.
By energy estimates, we have
d
dt
‖h‖2Hs ≤ ‖(h+ ρ¯)div v + hdiv u¯‖2Hs + (1 + ‖div (u¯+ v)‖L∞)‖h‖2Hs + ‖[〈D〉s, (u¯+ v) · ∇]h‖2L2
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≤ C(1 + ‖v‖2Hs+1)‖h‖2Hs .
For v, T , we have for any positive δ, it holds
d
dt
‖v‖2Hs − 〈
1
ρ
(µ∆v + (λ+ µ)∇div v), v〉Hs
≤ Cδ
(‖h‖Hs + ‖v‖Hs + ‖T ‖Hs)2(1 + ‖h‖Hs + ‖v‖Hs+1 + ‖T ‖Hs+1)2 + δ‖v‖2Hs+1 ,
d
dt
‖T ‖2Hs − 〈
1
ρ
∆T , T 〉Hs
≤ Cδ
(‖h‖Hs + ‖v‖Hs + ‖T ‖Hs)2(1 + ‖h‖Hs + ‖v‖Hs+1 + ‖T ‖Hs+1)2 + δ‖T ‖2Hs+1 .
All we left is that to prove
−〈1
ρ
(µ∆v + (λ+ µ)∇div v), v〉Hs ≥ ‖∇v‖2Hs − ‖v‖Hs‖v‖Hs+1 − ‖h‖Hs‖v‖2Hs+1 ,
and
−〈1
ρ
∆T , T 〉Hs ≥ c‖∇T ‖2Hs − ‖T ‖Hs‖T ‖Hs+1 − ‖h‖Hs‖T ‖2Hs+1 .
On one hand, we have
−〈1
ρ
∆T , T 〉Hs = 〈(1
ρ¯
− 1
ρ
)∆T , T 〉Hs − 〈1
ρ¯
∆T , T 〉Hs ≥ −〈1
ρ¯
∆T , T 〉Hs − ‖h
ρ¯
∆T ‖Hs−1‖T ‖Hs+1
≥ 〈1
ρ¯
∇T ,∇T 〉Hs + 〈∇1
ρ¯
∇T ,∇T 〉Hs − ‖h‖Hs‖T ‖2Hs+1
≥ c‖∇T ‖2Hs + 〈[〈D〉s,
1
ρ¯
]∇T , 〈D〉s∇T 〉L2 + 〈∇
1
ρ¯
∇T ,∇T 〉Hs − ‖h‖Hs‖T ‖2Hs+1
≥ c‖∇T ‖2Hs − ‖T ‖Hs‖T ‖Hs+1 − ‖h‖Hs‖T ‖2Hs+1 .
By the same argument, we have
−〈1
ρ
(µ∆v + (λ+ µ)∇div v), v〉Hs ≥ ‖∇v‖2Hs − ‖v‖Hs‖v‖Hs+1 − ‖h‖Hs‖v‖2Hs+1 .
Combining all the estimates, and according the definition of Γ, for any t ∈ [0,Γ] there holds
d
dt
(‖h‖2Hs + ‖v‖2Hs + ‖T ‖2Hs) + c(‖v‖2Hs+1 + ‖T ‖2Hs+1) ≤ C(‖h‖2Hs + ‖v‖2Hs + ‖T ‖2Hs),
‖h(t)‖2Hs + ‖v(t)‖2Hs + ‖T (t)‖2Hs ≤ ‖h0‖2Hs + ‖v0‖2Hs + ‖T0‖2Hs + C
∫ t
0
(‖h‖2Hs + ‖v‖2Hs + ‖T ‖2Hs) dτ,
which implies that Γ ≥ δ| ln ε| for a suitable δ independent of ε. Then the proof is completed.

3.3. Proof of Theorem 1.2. Now we are in a position to prove Theorem 1.2.
Proof of Theorem 1.2. First, thanks to Theorem 1.1, we can choose t0 =
1
2 (1 + |δ ln ε|) such that
‖(ρ¯− 1)(t0)‖H1 + ‖u¯(t0)‖H1 + ‖(T¯ − 1)(t0)‖H1 . (1 + |δ ln ε|)−
3
4 .
Recall that ρ− 1 = h+ (ρ¯− 1), u = v + u¯, and T − 1 = T + T¯ − 1 then from Proposition 3.1, we derive
that
‖(ρ− 1)(t0)‖H1 + ‖u(t0)‖H1 + ‖(T − 1)(t0)‖H1 . ε
1
2 + (1 + |δ ln ε|)− 34 . (1 + |δ ln ε|)− 34 .
This means that at the time t0, the system (1.1) is in the close-to-equilibrium regime. Then thanks to
the results in [12, 13], we obtain the global existence for (ρ− 1, u, T − 1). Moreover due to the definition
of Γ, we conclude that
‖h‖L∞t (Hs) + ‖v‖L∞t (Hs) + ‖T ‖L∞t (Hs) . min{(1 + δ| ln ε|)−
3
4 , (1 + t)−
3
4 + ǫ}.
It completes the proof of Theorem 1.2. 
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