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Was will man mit einem
solchen Datenwust
eigentlich noch anfangen?




Die Anzahl der Überwachungssysteme steigt nach wie vor an. Dafür lassen
sich verschiedene Begründungen heranziehen, unter anderem der „Krieg
gegen den Terrorismus“, sinkende Installationskosten und vor allem die
sich stetig verbessernden technischen Möglichkeiten. Durch die anhalten-
den Trends zur Digitalisierung [Hum08] und Vernetzung [Eur04] ist zu er-
warten, dass Installationen auf mehr Daten zugreifen können und noch




Besonderer Beliebtheit erfreuen sich Videoüberwachungssysteme in Groß-
britannien. Die Anzahl der tatsächlich installierten Kameras ist unbekannt.
Schätzungen variieren zwischen einer Million und 4,2 Millionen Kameras
[Gra03, Bue02, Mcc03]. Davon befinden sich alleine 500.000 in London. Auf
16 Einwohner kommt ca. eine Kamera. Diese Zahlen sind nur geschätzt,
vermitteln aber ein Bild davon, welche Bedrohung bereits aktuelle Instal-
lationen für die Privatsphäre darstellen. Auch wenn es sich um eine oft
zitierte moderne Legende handelt [Töp07], dass man in London täglich von
300 Kameras beobachtet wird [Arm99], so drückt sie die in der Gesellschaft
wahrgenommene Bedrohung durch Überwachung aus. Dies führt z. B. zur
Anwendung „iSee“1 des „Insitute for Applied Autonomy“, mittels der sich
ein Nutzer für verschiedene Städte den Weg mit den wenigsten Kameras
berechnen lassen kann.
In Deutschland befinden sich im Vergleich verhältnismäßig wenige Ka-
meras, ca. 30.000 im öffentlichen Bereich [Bue02, Bus99]und 400.000 im
industriellen Umfeld [Bue02]. Die Deutsche Bahn betreibt zusammen mit
der Bundespolizei eine Sicherheitszentrale in Berlin, die Zugriff auf mehr
als 2800 Kameras hat [Töp05]. An einigen Bahnhöfen wird eine ähnliche
Dichte, wie in Großbritannien erreicht. In Frankfurt am Main befinden sich
150 Kameras, in Leipzig 120.
Überwachungssysteme haben sich in den letzten Jahren von primitiven
„Ein-Kamera-ein-Monitor“ Lösungen, über große analoge Systeme mit einer
Vielzahl von Monitoren und Kameras, zu intelligenten digitalen Anlagen
entwickelt, die automatisiert Überwachungsaufgaben durchführen (mehr
Informationen in Abschnitt 2.1). Kameras sind nach wie vor der dominie-
rende Signalgeber, Systeme werden aber durch die Integration neuer Da-
tenquellen zunehmend heterogener. So können, unter anderem akustische
Sensoren [BL09] oder positionsgebende Sensoren (z. B. Global Positioning
System (GPS)) integriert werden.
1 http://www.appliedautonomy.com/isee.html, letzter Zugriff 04.12.2012
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Neben den strukturellen Veränderungen ist die technische Leistungsfähig-
keit der der Systeme stark gestiegen. Insbesondere Bild- und Videomaterial
bieten viele Ansatzpunkte zur computergestützten Überwachung. Personen
können in Kameranetzwerken durch Gesichts- [Bäu10] oder Aktivitätsana-
lyse [Ijs10] gefunden werden. Ebenso können sie über mehrere Kameras
[Mon11] oder über verschiedene Modalitäten [Ber09] hinweg verfolgt wer-
den. Es ist beispielsweise auch möglich, Personen zu detektieren [Enz09],
zu zählen, die Abwesenheit von Objekten zu detektieren [Den07], oder Alter
[Rho09] und Geschlecht [Mäk08] zu schätzen.2
Zusammenfassend lässt sich festhalten, dass bereits eine Vielzahl an Ka-
meras und Systemen existiert. Konventionell, d. h. rein durch einen mensch-
lichen Operator, lässt sich diese Informationsflut nicht mehr auswerten.
Moderne „intelligente“ Systeme können hier helfen und Daten automati-
siert verarbeiten. Dabei erzeugen und verarbeiten sie eine große Menge an
sensiblen Informationen.
Zum Schutz der Betroffenen existieren rechtliche Rahmenbedingungen,
unter denen Überwachungssysteme eingesetzt werden müssen (ausführ-
lich dargestellt in Kapitel 3). Primär relevant ist die Datenschutzrichtlinie
45/96/EG, die von allen Mitgliedsstaaten der Europäischen Union (EU) um-
zusetzen ist. Wie sich bereits an den Beispielzahlen der Kameras in Großbri-
tannien und Deutschland zeigt, wird dies von den Mitgliedstaaten bis jetzt
mit unterschiedlicher Intensität getan. In Deutschland wird Datenschutz
und damit die Richtlinie, in erster Linie durch das Bundesdatenschutzgesetz
realisiert.
Die Datenschutzrichtlinie soll in den nächsten Jahren von der Datenschutz-
Grundverordnung abgelöst werden, die Teil der EU-Datenschutzreform3
ist und im Januar 2012 vorgestellt wurde. Eine Verordnung ist bindend und
besitzt unmittelbare, innerstaatliche Geltung für alle Mitgliedsstaaten. Das
neue Datenschutzrecht sieht dabei in Art. 23 explizit Privacy by Design (PbD,
2 Vgl. Bier/Spiecker gen. Döhnmann in: [Bie12] S.610 ff. – Intelligente Videoüberwachungs-
technik: Schreckensszenario oder Gewinn für den Datenschutz?
3 http://ec.europa.eu/justice/newsroom/data-protection/news/120125_en.htm
4 1. Einleitung
Datenschutz durch Technik) und Privacy by Default (datenschutzfreundli-
che Voreinstellungen).4,5
Intelligente Überwachungssysteme stellen einen schweren Eingriff in
die Privatsphäre dar.6 Die Datenschutzrichtlinie und ihre Umsetzung im
deutschen Recht sollen die Privatsphäre schützen. Durch die kommende EU
Datenschutzreform ist es zu erwarten, dass Privacy by Design und Privacy
by Default essentielle Pflichtbestandteile künftiger Architekturen werden.
1.2. Herausforderungen für Privatheit und
Sicherheit
Die neuen technischen Möglichkeiten, die für die Ausgestaltung von intelli-
genten Überwachungssystemen zur Verfügung stehen, führen zu verschie-
denen Herausforderungen für Privatheit (Privacy) und Sicherheit (Security)
[Vag09b].
Privatheit und Datenschutz haben sich als Forschungsfelder etabliert und
es existieren Lösungsansätze für Probleme aus anderen Bereichen, z. B. für
den Schutz von Datenbankabfragen durch eine Generalisierung der Ant-
worten [Swe02a]. Technische Methoden zum Schutz der Privatheit werden
allgemein als Privacy Enhancing Technologies (PETs) bezeichnet. Durch PETs
stehen somit Ansätze zur Verfügung, die eingesetzt werden können, um die
Privatheit in intelligenten Überwachungssystemen zu verbessern. Die pri-
märe Vorgehensweise für Bildmaterial ist bisher das Unkenntlichmachen
von als sensibel identifizierten Regionen, z. B. in [Bou05]. Das Unkennt-
lichmachen ist zwar ein wesentlicher Bestandteil eines Schutzkonzepts,
reicht alleine aber offensichtlich nicht aus, um Datenschutz in modernen
Systemen durchzusetzen.
4 Vorschlag für eine Datenschutzgrudverordnung vom 25.01.2012 [Eur]
5 Vgl. Hornung in: [Hor11b], S.51 ff., Hornung in: [Hor12], S.99 ff. und Artikel-29-
Datenschutzgruppe in: [Eur12]
6 Durch den richtigen Einsatz, kann neue Technik aber auch den Beobachten schützen.
Siehe hierzu Bier/Spiecker gen. Döhnmann in: [Bie12] S.610 ff.
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Neben der gesellschaftlichen Verantwortung Systeme nach PbD zu entwi-
ckeln, ist insbesondere durch die kommende EU Datenschutzreform zu
erwarten, dass zukünftige Überwachungssysteme nach PbD entwickelt wer-
den müssen. Es existiert bisher kein methodischer Ansatz für den Aufbau eines
intelligenten Überwachungssystems nach dem Privacy by Design Prinzip. Ak-
tuelle Systeme setzen de facto keine PETs ein. Datenschutz wird vorrangig
organisatorisch durchgesetzt.
1.3. Zielsetzung und Beitrag der Arbeit
Diese Arbeit untersucht die Ausgestaltung eines Intelligenten Überwachungs-
systems nach dem Privacy by Design Prinzip unter dem Einsatz existierender
PETs.
Zielsetzung der Arbeit ist der systematische Aufbau eines Über-
wachungssystems, das geringer in die in Privatsphäre der Be-
troffenen eingreift als konventionelle Systeme und dabei die
technischen Vorteile intelligenter Verarbeitung bietet.
Rechtliche Grundlage für die technische Ausgestaltung des Systems sind die
Datenschutzanforderungen in Deutschland, die in dieser Arbeit herausge-
arbeitet werden. An ihnen wird das vorgeschlagene System auch evaluiert.
Ergänzt werden die rechtlichen Anforderungen von Datenschutzprinzipien,
die ebenfalls beim Design berücksichtigt werden.
Das System setzt konsequent einen auftragsorientierten Ansatz zur Date-
nerhebung und Verarbeitung um [Vag10a, Vag09c]. Ihm folgend und damit
durch den Zweckbestimmungsgrundsatz des Datenschutzrechts integrie-
rend, werden Daten nur für einen bestimmten Zweck erhoben und verarbei-
tet. Eine zentrale Komponente des Überwachungssystems ist die Objektori-
entierte Modellwelt [Bau09]. Sie speichert alle für die weitere Verarbeitung
relevanten Informationen in abstrahierter Repräsentation, losgelöst von den
Rohdaten. Auftragsbezogene Verarbeitung und abstrahierte Speicherung
6 1. Einleitung
ermöglichen den Einsatz von verschiedenen PETs, die im Rahmen der Ar-
beit auf ihre Einsatztauglichkeit in der Überwachung untersucht werden
[Vag11a].
Hauptbeitrag der Arbeit ist die Kombination von PETs zu einem ganz-
heitlichen Privacy by Design Ansatz, basierend auf den Anforderungen in
Deutschland. Das resultierende System ist weniger eingriffsintensiv als exis-
tierende Lösungen und assistiert zeitgleich dem Operator durch computer-
gestützte Datenverarbeitung.
Bei der Erweiterung der PETs wurden weitere Beiträge zum Wissen der
Informatik erzielt.
Die Arbeit untersucht Möglichkeiten zur Anonymisierung von Positions-
daten in Überwachungssystemen [Vag10c] und stellt einen neuen Ansatz
vor. Durch die Erweiterung der Anonymisierung in der zeitlichen Dimen-
sion und den dadurch gewonnenen Freiheitsgrad wird eine neue Qualität
erreicht [Vag11b].
Auch auf dem Gebiet der Datenschutzrichtlinien (Privacy Policies) wurde
ein Beitrag geleistet. Existierende Ansätze zum Formulieren von Privacy Po-
licies wurden evaluiert und die eXtensible Access Control Markup Language
(XACML) ausgewählt. XACML wurde erweitert, um Policies aller Stakeholder
mit abweichenden Prioritäten zu beschreiben und durchzusetzen [Vag11d].
Ein weiterer Hauptbeitrag dieser Arbeit, der die Leistungsfähigkeit von
Überwachungssystemen erheblich verbessert, ist die Ausrichtung des Über-
wachungssystems an den Bedürfnissen der Beobachteten. Beteiligte können
erstmalig aktiv mit einem Überwachungssystem interagieren und es für
eigene Zwecke nutzen [Vag11a]. Sie entscheiden selbst, welche Dienste sie
nutzen und welche Daten dabei verarbeitet werden dürfen [Vag12d]. Es
wird dem Beobachteten zudem leicht gemacht, Auskunft über seine Daten
und über laufende Überwachungsaufträge zu erhalten. Die Neuartigkeit
dieses Ansatzes manifestiert sich in der Eintragung eines Gebrauchsmusters
[Vag12b] beim Patentamt.
Die hier genannten Beiträge sind nötig, um ein intelligentes Überwa-
chungssystem nach PbD zu gestalten und die rechtlichen Anforderungen
bestmöglich umzusetzen. Für den erfolgreichen Einsatz von Überwachungs-
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technologie sind weitere Herausforderungen zu lösen [Vag09b], die im Rah-
men dieser Arbeit vorwiegend aus technischer Sicht untersucht werden.
Eine wichtige Fragestellung ist dabei das Vertrauen in Sensoren. Bereits
jetzt werden in Großbritannien Kameras von verschiedenen Parteien genutzt
(Polizei, Länder und private Betreiber). Die Polizei hat dabei den Überblick
über die installierten Sensoren verloren [Lin06]. Die Authentizität und Qua-
lität der Daten ist aber entscheidend für eine erfolgreiche und zielgerichtete
Überwachung. In dieser Arbeit werden Ansätze zur Berechnung des Vertrau-
ens auf ihre Tauglichkeit für intelligente Überwachungssysteme untersucht
und ein Vertrauensmodell für Sensoren vorgestellt [Vag12a, Vag11c].
Im Rahmen der Forschung, die zu dieser Arbeit geführt hat, wurde unter-
sucht, wie der Zweckbezug bei Auslagerung von Aufgaben an externe Anbie-
ter (z. B. in der Cloud) sichergestellt werden kann. Hierfür wurde ein Zugriffs-
kontrollverfahren entwickelt [Vag12c, Vag10b]. Da in dieser Arbeit davon
ausgegangen wird, dass es sich um ein geschlossenes Überwachungssystem
handelt, ist das Verfahren nicht Bestandteil dieser Arbeit.
1.4. Gliederung der Arbeit
Kapitel 2 legt den Unterschied zwischen konventionellen und intelligen-
ten Überwachungssystemen fest und stellt die für diese Arbeit relevanten
Arbeiten vor. Anschließend werden die rechtlichen Anforderungen an ein
Überwachungssystem in Kapitel 3 herausgearbeitet. Basierend auf den An-
forderungen wird in Kapitel 4 aufgezeigt, wie ein Überwachungssystem nach
Privacy by Design aufzubauen ist. Anschließend untersucht Kapitel 5 die
Nutzbarkeit existierender PETs für die Überwachung. In Kapitel 6 werden,
die in Kapitel 5 ausgewählten PETs kombiniert und erweitert, um das in
Kapitel 4 vorgestellte System umzusetzen. Kapitel 7 evaluiert das vorgestellte
System. Dafür wird, neben der Abgrenzung des technischen Beitrags zum
Stand der Wissenschaft, aufgezeigt, dass das vorgestellte System weniger tief
in das Recht auf informationelle Selbstbestimmung eingreift als existierende
Lösungen. Abschließend fasst Kapitel 8 den Beitrag der Arbeit zusammen.
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eigentlich erst da an
interessant zu werden, wo
sie aufhört.
(Justus von Liebig)
2.1. Kategorien der Videoüberwachung
Die Mehrzahl der in der Praxis eingesetzten Systeme arbeitet konventionell.
In der Forschung wurden eine Vielzahl intelligenter Systeme entwickelt.
Einen Überblick geben [Vel06, Ma10]. Es existiert keine etablierte Klassifizie-
rung von Überwachungssystemen. Konventionelle Systeme können hierbei
zwei Ausprägungen aufweisen, die auch nach § 6 BDSG so unterschieden
werden, Systeme zur unmittelbaren Beobachtung und Systeme zur Aufzeich-
nung. Ausgehend von den zwei konventionellen Kategorien lassen sich fünf
Klassen bilden. Mischformen sind möglich.
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2.1.1. Konventionelle Videoüberwachungssysteme
In der Praxis sind konventionelle Systeme nach wie vor weit verbreitet. Dies
ist vor allem den hohen Anschaffungskosten geschuldet, die für eine lange
Laufzeit der Installationen sorgen.
Kamera-Monitor Systeme ohne Aufzeichnung
Dies ist die einfachste Klasse an Überwachungssystemen. Dabei kann es sich
um Ein-Kamera-Ein-Monitor Systeme handeln oder auch um Multi-Kamera-
bzw. Multi-Kamera-Multi-Monitor Installationen, die zur Beobachtung ver-
wendet werden. Es kann sowohl analoge als auch digitale Kameratechnik
eingesetzt werden.
Beobachten ist dabei die Sichtbarmachung von Geschehnissen und Per-
sonen mit Hilfe geeigneter technischer Einrichtungen.7 Sie setzt keine Er-
fassung von personenbezogenen Daten oder deren Speicherung voraus.8,9
Die gegenläufige Meinung vertritt Scholz.10 Schon die bloße Beobachtung
mittels Bildübertragung hat Eingriffscharakter, da mit ihr regelmäßig die
Erhebung personenbezogener Daten verbunden ist. Der Eingriff durch Vi-
deotechnik geht in seiner Qualität und Intensität über eine menschliche
Beobachtung hinaus.11
Kamera-Monitor Systeme mit Aufzeichnung
Einen nächsten Schritt stellen Kamera-Monitor Systeme mit Aufzeichnung
dar. Bis auf eine zusätzliche Komponente zur Aufzeichnung unterscheiden
sich diese nicht von den oben genannten Systemen. Das Bildmaterial wird
dabei entweder analog auf Bändern oder digital auf Festplatten gespeichert.
7 Scholz in: [Sim11], § 6b, Rn. 63
8 BT-Drs. 14/4329, S. 38
9 Bizer in: [Sim06], § 6b, Rn. 38
10 Scholz in: [Sim11], § 6b, Rn. 66
11 Scholz in: [Sim11], § 6b, Rn. 25 f.
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Dabei kann die Aufzeichnung zu Beweiszwecken erfolgen oder zum späteren
Zugriff bei besonderen Vorkommnissen.
Hierbei hat sich die Videotechnik in den letzten Jahren erheblich wei-
terentwickelt. So können hochauflösende oder Infrarotkameras verwendet
werden. Ebenso nutzen Kameranetzwerke die vorhandenen TCP/IP Netz-
werkstrukturen.12
Maßnahmen der Videoüberwachung weisen ohnehin eine hohe Eingriff-
sintensität auf, da es sich um verdachtlose Eingriffe mit großer Streubreite
handelt.13 Der Eingriff wirkt durch die Aufzeichnung umso schwerer, da das
Bildmaterial durch die Speicherung in vielfältiger Weise genutzt, bearbeitet
und mit anderen Informationen verknüpft werden kann.14
2.1.2. Intelligente Überwachungssyteme
Die Digitalisierung der Sensorinformationen ermöglicht computergestützte
Auswertung (z. B. das Auffinden von Personen anhand von biometrischen
Merkmalen), sodass Überwachungsaufgaben signifikant besser durchge-
führt werden können.
Aufzeichnung mit intelligenter Auswertung
Systeme mit intelligenter Auswertung setzen Verfahren ein, um im gespei-
cherten Bildmaterial Informationen zu finden oder neue Informationen
daraus zu generieren. So kann die Polizei für eine Ermittlung herausfinden,
ob ein Verdächtiger sich an einem bestimmten Ort aufgehalten hat, ohne
dass ein Beamter viele Stunden an Videomaterial händisch durchsuchen
muss. Ein Beispiel für neu gewonnene Informationen sind „Heatmaps“, auf
denen, ähnlich einer Wetterkarte, die Personendichte über einen Zeitraum
dargestellt ist. Es gibt Verfahren bzw. Einsatzzwecke, die gespeicherte Daten
benötigen (z. B. die beiden oben genannten). In vielen Fällen ist es jedoch
12 Scholz in: [Sim11], § 6b, Rn. 12
13 BVerfG, NVwZ 2007, 688 (691)
14 Scholz in: [Sim11], § 6b, Rn. 31
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wünschenswert, Daten in Echtzeit auswerten zu können, die Verfahren leis-
ten dies jedoch noch nicht oder sind zu fehleranfällig.
Anhand der aufgezeigten Beispiele wird deutlich, welches Potential in
intelligenten Überwachungssystemen steckt. Der Abgleich mit Täterbildern
(Gesichtserkennung, ggf. anhand biometrischer Daten) ist genauso mög-
lich wie das Erstellen von Bewegungsprofilen.15 Es ist offensichtlich, dass
eine Eingriffsverschärfung durch die neuen technologischen Möglichkeiten
entsteht. Das ist im Rahmen des Verhältnismäßigkeitsprinzips zu berück-
sichtigen.16
Intelligente Auswertung in Echtzeit
Die nächste Stufe stellen Systeme dar, die eine intelligente Datenverarbei-
tung in Echtzeit zulassen. In vielen Fällen werden (temporär) gespeicherte
Daten benötigt, um in Echtzeit Ergebnisse zu liefern. Intelligente Systeme
sind in der Lage, Personen oder Objekte anhand bestimmter Merkmale zu
identifizieren und über mehrere Kameras zu verfolgen. Ebenso können be-
stimmte Ereignisse erkannt werden, z. B. dass eine maximale Anzahl von
Personen sich an einem öffentlichen Platz befindet. Wenngleich aktuelle
Systeme noch nicht ausgereift sind, ist davon auszugehen, dass in Zukunft
auffälliges Verhalten z. B. eine Gewaltsituation, detektiert werden kann.17,18
Obwohl es das Ziel aktueller Systeme ist, präventiv reagieren zu können,
wird dies doch erst durch die automatisierte Verarbeitung von Daten mög-
lich. Dabei handelt sich klar nicht mehr um ein „verlängertes Auge“19 des
Betreiber und die Intensität des Eingriffs ist höher zu bewerten als im Fall der
konventionellen Auswertung. Insbesondere durch eine falsche Beurteilung
des Systems kann es zu einer höheren Streubreite kommen, die Unbeteiligte
in den Fokus der Überwachung rückt.
15 Gola/Schomerus in: [Gol12], § 6b, Rn. 4, ebenso Scholz in [Sim11], § 6b, Rn. 15
16 Hornung/Desoi in: [Hor11a], S. 153 (155)
17 Hornung/Desoi in: [Hor11a], S. 153 (155)
18 Vgl. auch Bier/Spiecker gen. Döhmann in: [Bie12], S. 610 (611).
19 Scholz in: [Sim11], § 6b Rn. 65
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In intelligenten Systemen ist ebenfalls davon auszugehen, dass eine Verar-
beitung der Daten bereits in den Sensoren stattfindet [Bie10]. Im Fall von
bildgebenden Sensoren spricht man von Smart Cameras. Diese können
einen Alarm auslösen, wenn sie einen Sturz detektieren oder selbstständig
Personen identifizieren [Fle08b].
Intelligente Systeme mit heterogenen Sensoren
Kameras stellen nach wie vor die dominierende Sensorgattung dar, weitere
Sensoren können aber sinnvoll in ein Überwachungssystem integriert wer-
den. So kann ein akustischer Sensor Geschrei detektieren oder ein Tempera-
tursensor ein Feuer.20 Ebenso können RFID (Radio-frequency identification)
Tags21 oder GPS dazu genutzt werden, Personen bzw. Objekte zu lokalisieren
(siehe Abschnitt 2.3.2). Die Integration neuer Sensoren (z. B. Mikrofone) in
„optisch-elektronische“ Anlagen wirft neue rechtliche Fragen auf,22 die in
dieser Arbeit nicht diskutiert werden.
2.2. Der durch ein Überwachungssystem
Beobachtete
Im Rahmen dieser Arbeit wird die Überwachung aus verschiedenen Blick-
winkeln betrachtet. In den unterschiedlichen Kontexten nimmt der Beob-
achtete verschiedene Rollen rein. Aus rechtlicher Perspektive wird er als
Betroffener der Überwachung bezeichnet. Der Begriff drückt die Passivität
der Beobachteten in den bisherigen Überwachungssystemen aus.
Das im Rahmen dieser Arbeit entworfene System gibt den Beobachteten
die Möglichkeit aktiv am Überwachungsprozess zu partizipieren. Er agiert
20 Hornung/Desoi in: [Hor11a], S. 153 (154)
21 Scholz in: [Sim11]: § 6b, Rn. 15
22 Siehe hierzu Bier/Spiecker gen. Döhmann in: [Bie12], S. 610 (613)
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somit als Nutzer des Systems. In bisherigen Arbeiten wird der Operator des
System als Nutzer bezeichnet, dies ist hier nicht der Fall.
Betroffener, Nutzer und Beobachteter sind in dieser Arbeit die gleiche
Person. Die Bezeichnung wird abhängig vom Kontext gewählt.
2.3. Relevante Arbeiten zur Privatheit in der
Videoüberwachung
Bisherige Arbeiten lassen sich in drei Klassen einteilen. Als erstes existiert
eine Vielzahl an Arbeiten zum Schutz der Privatsphäre im Bildmaterial. Die
zweite Klasse hat ihren Fokus ebenfalls auf Videodaten, bezieht aber die
Beobachteten mit ein. Die dritte Klasse besteht aus Systemansätzen.
2.3.1. Privatheit in Bildaten
Generelles Vorgehen existierender Ansätze ist es, im Video eine „Region Of
Interest“ (ROI) zu identifizieren und diese unkenntlich zu machen. Die ein-
fachste Möglichkeit hierfür ist, den Bereich komplett zu entfernen. Dadurch
wird zwar die Privatsphäre geschützt (in der ROI), doch ein Großteil der
relevanten Information geht zusammen mit der ROI verloren. Cheung et al.
ersetzen in [Che06] die ausgeschnittenen Regionen durch den Hintergrund.
Verpixelung und Blurring der ROIs sind weniger geeignet als eine Verwürfe-
lung (scrambling), da Standardgesichtserkennungsverfahren sonst oftmals
noch funktionieren [Duf11].
Dufaux und Ebrahimi [Duf06b] verwürfeln ROIs. Nur wer im Besitz des
entsprechenden privaten Schlüssels ist, kann die Region sichtbar machen.
Ein ähnliches Vorgehen wählen Baaziz et al. [Baa07] und verwürfeln ROIs, in
denen Bewegung detektiert wurde. Auch Boult [Bou05] schlägt ein System
vor, in dem die Gesichter von Personen verschlüsselt werden. Chattopad-
hyay und Boult haben mit PrivacyCam [Cha07] eine Kamera entwickelt,
die basierend auf Hintergrundextraktion ROIs ermittelt und verschlüsselt.
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Es liegen weitere Ansätze vor, die nach dem gleichen Grundgedanken des
Unkenntlichmachens vorgehen [Rah10, TP09, Yab05].
Im kommerziellen Umfeld vertreibt KiwiSecurity ein Softwaremodul,23
das zwei Bildströme erzeugt und speichert, einen kryptographisch gesicher-
ten Klartextstrom und einen, in dem Bewegung und definierte Bereiche
verpixelt werden. Es ist der einzige „Privacy Filter“, der für den Einsatz in
der Videoüberwachung explizit empfohlen wird.24
Die genannten Ansätze steigern die Privatheit in Videodaten und ermögli-
chen es, sensible Bereiche in Sequenzen zu anonymisieren. Schwachstelle
aller Verfahren ist die Detektion der ROIs. Versagt diese in nur einem Bild
einer Sequenz, kann dies die Privatheit komplett zerstören. Durch Hin-
tergrundwissen kann es zudem möglich sein, anonymisierte Personen zu
identifizieren (z. B. an Hand von Bewegungsabläufen).
2.3.2. Berücksichtigung der Betroenen zur
Verbesserung der Privatheit
Die Detektion von ROIs ist eine Schwachstelle in existierenden Verfahren.
Zur Verbesserung setzt eine Gruppe von Ansätzen auf die aktive Mithilfe der
Beobachteten. Zudem gibt es eine weitere Klasse von Methoden, die sich
nicht auf das Unkenntlichmachen von ROIs beschränkt und dem Betroffe-
nen eine aktivere Rolle in der Überwachung einräumt.
Erkennung sensibler Bereiche unter Einbeziehung der Betroenen
In [Sch07] verwenden Schiff et al. Westen und Bauhelme als optische Mar-
ker um sensible Bereiche, bzw. Personen zu detektieren, deren Gesichter
anschließend ausgeblendet werden. Allgemeine visuelle Marker sind nur in
bestimmten Szenarien einsetzbar.
23 http://kiwi-security.com/de/69-privacy-protector-2/
24 Scholz in: [Sim11], § 6b. Rn. 151
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Um eine besser Differenzierung der Beobachtungen zu erreichen, setzen
verschiedene Ansätze auf den Einsatz von RFID Tags. Wickramasuriya et
al. kombinieren in [Wic04] RFID mit Bewegungsmeldern. Sobald in einem
überwachten Bereich eine Bewegung detektiert wird, sucht ein Reader nach
Tags. Wenn kein Tag gefunden wird oder er keine Berechtigung aufweist,
wird eine Kamera aktiviert. Personen mit Tag werden ausgeblendet. Chinomi
et al. [Chi08] verwenden ebenfalls RFID um Beobachtete zu identifizieren.
Für die Beobachteten sind Richtlinien im System hinterlegt, die den Grad25
der Anonymisierung bestimmen. Bewegungsdetektion und Signalstärke
werden kombiniert, um das zu anonymisierende Objekt zu lokalisieren.
Einen ähnlichen Ansatz verfolgen Cheung et al. [Che08], die den Benutzern
zusätzlich private Schlüssel zuordnen, sodass Bildmaterial nur mit ihrer
Zustimmung entschlüsselt werden kann.
Ohne RFID arbeitet Brassil in [Bra05]. Betroffene werden an Stelle dessen
mit einem privacy enabling device (PED) ausgestattet, das Positionsdaten
mit Zeitstempeln versehen zu einer vertrauenswürdigen Stelle sendet. Wenn
ein Operator Videodaten an einen Dritten weitergeben möchte, wird diese
kontaktiert. Wenn ein aktives PED im Sichtbereich der Kamera war, wer-
den die Videodaten vor der Weitergabe anonymisiert. Da kein Rückkanal
existiert, muss der Beobachtete dem Betreiber vertrauen.
In [Tan01] wird Gesichtserkennung eingesetzt, um dem System bekannte
Personen in einem Büroszenario unkenntlich zu machen. Im System ist es
ebenso möglich andere Techniken z. B. einen Irisscan, zur Identifikation und
Authentifikation einzusetzen [Ye09, Luo10].
Nutzergetriebene Ansätze
Verfahren, die zusätzliches Wissen einbeziehen, um Personen zu identifi-
zieren, sind robuster als Ansätze, die nur auf Bilddaten arbeiten. Nachteilig
ist, dass Personen zusätzliche Tags mit sich führen müssen. Zum einen kön-
25 Nur aus der informationstechnischen Perspektive existieren Grade, nicht aus der recht-
lichen.
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nen durch die RFID Tags Bewegungsprofile erstellt werden, zum andern
ist nicht davon auszugehen, dass die breite Masse der Betroffen Tags mit
sich führt, um sich zu schützen. Biometrie und optische Marker sind nur in
bestimmten Szenarios einsetzbar (Baustellen, Büros, etc.).
Der vorangegangene Abschnitt zeigt Ansätze, die darauf abzielen, den
Nutzer zu identifizieren und auszublenden. Daneben liegen weitere Ansätze
vor, die den Nutzer auf andere Weise einbeziehen.
Um die Transparenz existierender Systeme zu erhöhen, tragen Freiwil-
lige (Beobachtete) in verschiedenen Projekten Kameradaten zusammen.
So sind z. B. die Positionen der Kameras im Pariser Stadtkern im Internet
einsehbar.26 Auch die frei verfügbaren OpenStreetMaps Karten besitzen
einen Layer für Überwachungskameras.27 Noch einen Schritt weiter geht
die iSee Anwendung [Ins], durch die ein Nutzer einen Weg durch Manhattan
berechnet lässt, auf dem er von möglichst wenigen Kameras gesehen wird.
Winkler und Rinner greifen die Idee auf. Ziel ihres Ansatzes TrustCam
[Win12a, Win10a, Win10b] ist es, Informationen über Gebiete unter Video-
überwachung zu sammeln. Die Beobachteten geben Feedback, um Ver-
trauen zu schaffen. Über ein sicheres Kommunikationsprotokoll können
Nutzer per Handy mit einer über TPM (Trusted Platform Module28) gesi-
cherten Kamera kommunizieren. Zum einen können Nutzer die Position
und weitere Information zur Kamera in eine allgemein zugängliche Daten-
bank hochladen. Zum anderen können sich Nutzer Alarme senden lassen,
wenn sie in die Nähe von Kameras mit bestimmten Eigenschaften kommen.
Zudem kann der Nutzer durch das TPM validierte Informationen über die
Privacy Eigenschaften der Kamera einsehen. Eine realisierte Eigenschaft ist
die verpixelte Speicherung von ROIs.
Fleck und Straßer [Fle08b] setzten Smart Cameras (SmartSurv) ein, um die
Privatheit zu steigern. Dabei werden die Videodaten bereits in der Kamera
26 http://app.owni.fr/camera-paris/, letzter Zugriff am 08.02.2013
27 http://osmcamera.tk/, letzter Zugriff am 04.12.2012
28 http://www.trustedcomputinggroup.org/resources/tpm_main_specification , letzter Zu-
griff am 18.12.2012
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verarbeitet und das Rohbildmaterial verlässt diese nicht. Die Kamera kann
eine schnelle Größenveränderung (Sturz) einer Person detektieren und als
Ereignis melden, das dem Operator in Weltkoordinaten angezeigt wird. Nur
wenn die Kamera ein Ereignis detektiert, wird es angezeigt. Es findet keine
durchgehende Übertragung der Bilddaten statt.
Das Eintragen von Kameras auf Karten und die Abrufbarkeit von Infor-
mationen steigert die Transparenz. Je mehr Beobachtete Daten hinterlegen
und bestätigten, umso glaubwürdiger werden sie. Genauso wie in anderen
offenen Systemen, besteht immer das Risiko falscher Daten.
Vertrauenswürdige Informationen über eine Kamera abzurufen, stellt eine
signifikante Verbesserung zu konventionellen Systemen dar, da der Beobach-
tete detailliert Auskunft erhält, die über eine Kenntlichmachung hinausgeht.
Beobachtete bleiben aber weiter passiv, können ihre eigenen Daten nicht
einsehen und haben keine Möglichkeit das System zu beeinflussen. Die
Loslösung vom Bildmaterial und die Übermittlung von Ereignissen kann die
Privatheit deutlich steigern, da die Datenmenge stark reduziert wird. Ohne
einen datenschutzgewährenden Verarbeitungsprozess und die Integration
der Kameras in ein entsprechendes System besteht die Gefahr, dass die
gewonnene Privatheit direkt wieder verloren wird.
2.3.3. Systemansätze für Privatheit in Videodaten
Die bisher genannten Ansätze beziehen sich auf Videosequenzen oder ein-
zelne Kameras und nicht auf (intelligente) Systeme. Vor den relevanten
Systemansätzen seien noch zwei grundlegende Designideen erwähnt, die
von den Autoren bisher aber nicht technisch umgesetzt wurden.
Designparadigmen für Systeme
Cavallaro schlägt in [Cav04, Cav07] vor, Videodaten in zwei Klassen zu tren-
nen: Verhaltensdaten und persönliche Daten. Unter Verhaltensdaten ver-
steht er anonymisierte Videosequenzen, z. B. ausgeblendete Personen, Ge-
sichter oder Fahrzeuge. Vollständige Videosequenzen stellen persönliche
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Daten dar. Sie sind nur autorisierten Personen zugänglich und durch kryp-
tographische Verfahren geschützt.
Moncriff et al. fordern in [Mon09] eine dynamische Anpassung von Privat-
heit in Video. Sie ist dabei nicht nur abhängig von der Berechtigung des Be-
obachters, sondern auch vom Kontext. Ebenso sollte ein System dynamisch
reagieren. Wenn keine Gefahr vorliegt sind Personen abstrahiert dargestellt,
erst bei Detektion eines Ereignisses wird die Abstraktion aufgehoben.
Architekturen zur Gewährleistung der Privatheit
In [Spi06] stellen Spindler et al. ein System (PiViSA) vor, das es erlaubt,
Objekte abhängig vom Betrachter anzuzeigen oder zu verpixeln. Verschie-
dene Beobachtete erhalten unterschiedliche Streams. Das System verteilt
die Aufgaben (Identifikation, Tracking, Kombination von Streams, Ver- und
Entschlüsselung) auf verschiedene Konten. Als Beispielszenario dient ein Bü-
roraum, in dem alle überwachten Personen dem System bekannt sind. Die
Beobachteten sind sich ebenfalls bekannt, so dass sie entscheiden können,
wem sie Zugriff auf Bildaten erteilen. Identifikation und Tracking wurden im
Prototypen manuell durchgeführt und es wird auf Methoden der Computer
Vision verwiesen.
Senior et al. [Sen05] haben die Datenabstraktion in einem System proto-
typisch realisiert. Kameras sind über eine gesicherte Verbindung mit der
„Privacy-preserving Video Console“ verbunden, die den Kern des Systems
darstellt. Das Bildmaterial wird hier analysiert und transformiert. Erkannte
Objekte (Autos, Personen, etc.) werden entfernt. Für die Nutzer werden neue
Ströme erzeugt, in denen die Objekte nicht, in abstrakter Form oder voll-
ständig zu sehen sind. Der Operator kann Zugriff auf den Originalstrom
anfordern. Alle Aktionen werden protokolliert.
Fidaleo et al. stellen in [Fid04] ein System vor, das einen ähnlichen Ansatz
verfolgt. Zur Umsetzung von Datenschutz setzen sie einen „Privacy Buffer“
ein. Er ist zentral im System angeordnet und alle Daten, durchlaufen ihn
vor der ihrer Visualisierung. Sobald Daten zum Buffer gelangen, werden
identifizierende oder private Inhalte entfernt. Anschließend werden die
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Daten an darstellende Komponenten weitergeben. Es existieren Filter für
Tracking- und Temperaturdaten. Die Daten werden in einem 3D Modell
dargestellt.
Langheinrich hat für das Ubiquitous Computing, in dem Rechner all-
gegenwärtig sind, die Architektur pawS [Lan02] entworfen. Jeder Nutzer
(Beobachtete) ist mit einem PDA ausgestattet und ubiquitäre Umgebungen
mit Privacy Beacons, die bekanntgeben, welche Dienste dort laufen. Das
PDA sendet die empfangenen Informationen zum Privacy Proxy des Nut-
zers, der die Policies der Dienste mit den Richtlinien des Nutzers vergleicht.
Weichen diese voneinander ab, werden die Dienste deaktiviert.
Alle Videoarchitekturansätze analysieren Daten und stellen sensible Infor-
mationen abstrahiert oder gar nicht dar. Während [Spi06] das System nutzt
um die Verarbeitung zu verteilen, werden in [Sen05] und [Fid04] zentrale
Komponenten zur Anonymisierung verwendet. Äquivalent zu den Ansätzen
aus Abschnitt 2.3.1 hängt das erreichte Schutzniveau von der erfolgreichen
Detektion der sensiblen Bereiche ab. In [Spi06] können Beobachtete in ei-
nem geschlossenen Szenario festlegen, wer sie sehen darf. In [Sen05] und
[Fid04] ist das nicht vorgesehen. In keinem Videosystem erhalten Beobach-
tete eine Rückmeldung. Ziel aller Architekturen ist es, Daten in anonymisier-
ter Form zur Verfügung stellen zu können. Der komplette Überwachungs-
prozess wurde beim Entwurf nicht betrachtet. Das System pawS verfolgt
einen andern Ansatz, der nicht aus der Überwachung stammt. Nutzer kön-
nen ihr Umfeld aktiv beeinflussen und ggf. alle Anwendungen deaktivieren.
Nachteilig ist, dass ein Privacy Beacon vorhanden sein muss, ebenso wie
eine Verbindung zum Proxy, um die Richtlinien zu überprüfen.
3
Datenschutzrechtliche
Grundlagen und Privacy by
Design
A CCTV System can be set
up by anyone, there is no
need for a license, and the
central government does
not control the use to which
it is put.
(Katherine Williams [Wil00])
Das im Zentrum dieser Arbeit stehende System ist das erste intelligente
Überwachungssystem, das nach dem Privacy by Design Prinzip entwickelt
wird. Datenschutz und die Gewährleistung der Privatheit sind ein Hauptde-
signziel.
Der Term Privacy by Design wird unterschiedlich interpretiert und ver-
wendet. Um ihn und die dahintersteckende Thematik besser im Kontext
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der Videoüberwachung einordnen zu können, werden im ersten Teil des
Kapitels verschiedene Grundprinzipien des Datenschutzes dargestellt. Diese
sollten bei der Entwicklung eines Überwachungssystems berücksichtigt wer-
den. Der zweite Teil des Kapitels und zeitgleich der Schwerpunkt liegt auf
der nationalen Rechtslage. Die für die Überwachung relevanten Regelungen
werden dargestellt und es wird aufgezeigt, an welchen Stellen ein nach PbD
entwickeltes System ansetzen muss, bzw. welche Zielsetzung beim Aufbau
eines intelligenten Überwachungssystems nach PbD verfolgt werden muss.
3.1. Datenschutz Prinzipien
Die internationale Rechtslage ist heterogen und die Rechtmäßigkeit einer
Überwachungsinstallation ist fallspezifisch. Die hier genannten Prinzipien
sind allgemeiner und finden auch außerhalb der Überwachung Anwendung.
Im Gegenzug sind sie rechtlich nicht binden.
3.1.1. Fair Information Practices Principles
Bereits 1980 veröffentlichte die Organisation für wirtschaftliche Zusammen-
arbeit und Entwicklung (OECD) die „Guidelines on the Protection of Privacy
and Transborder Flows of Personal Data“29, in denen acht Prinzipien auf-
geführt werden, die jedes System zu Grunde legen sollte, das persönliche
Daten verarbeitet. In [Vag10a] wird aufgezeigt, wie ein Überwachungssystem
aufgebaut werden muss, das die acht „Fair Information Practice Principles“
(FIP) umsetzt. Die FIP stellen die ersten internationalen Richtlinien dar.
1. Collection Limitation Principle: There should be limits to the collec-
tion of personal data and any such data should be obtained by lawful
and fair means and, where appropriate, with the knowledge or consent
of the data subject.
29 OECD in: [Org02], S.14 ff.
3.1. Datenschutz Prinzipien 23
2. Data Quality Principle: Personal data should be relevant to the pur-
poses for which they are to be used, and, to the extent necessary for
those purposes, should be accurate, complete and kept up-to-date.
3. Purpose Specification Principle: The purposes for which personal data
are collected should be specified not later than at the time of data
collection and the subsequent use limited to the fulfilment of those
purposes or such others as are not incompatible with those purposes
and as are specified on each occasion of change of purpose.
4. Use Limitation Principle: Personal data should not be disclosed, made
available or otherwise used for purposes other than those specified in
accordance with Paragraph 930 except: a) with the consent of the data
subject; or b) by the authority of law.
5. Security Safeguards Principle: Personal data should be protected by re-
asonable security safeguards against such risks as loss or unauthorised
access, destruction, use, modification or disclosure of data.
6. Openness Principle: There should be a general policy of openness
about developments, practices and policies with respect to personal
data. Means should be readily available of establishing the existence
and nature of personal data, and the main purposes of their use, as
well as the identity and usual residence of the data controller.
7. Individual Participation Principle: An individual should have the right:
a) to obtain from a data controller, or otherwise, confirmation of whe-
ther or not the data controller has data relating to him; b) to have
communicated to him, data relating to him within a reasonable time;
at a charge, if any, that is not excessive; in a reasonable manner; and
in a form that is readily intelligible to him; c) to be given reasons if a
request made under subparagraphs(a) and (b) is denied, and to be
30 Purpose Specification Principle
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able to challenge such denial; and d) to challenge data relating to him
and, if the challenge is successful to have the data erased, rectified,
completed or amended.
8. Accountability Principle: A data controller should be accountable for
complying with measures which give effect to the principles stated
above.
3.1.2. Privacy by Design und Global Privacy Standard
Der Term Privacy by Design hat sich etabliert um zu beschreiben, dass Da-
tenschutzaspekte bereits während der Designphase berücksichtigt wurden.
Das erste Mal wurde PbD von Ann Cavoukian verwendet.31 Sie sieht PbD als
ein Konzept, das auf IT-Systeme, Geschäftspraktiken, physikalisches Design
und Netzwerkarchitekturen anwendbar ist. Das Ziel von PbD ist die Gewähr-
leistung von Datenschutz und die persönliche Kontrolle über die eigenen
Daten. Cavoukian gibt hierfür sieben Prinzipien an. Diese sind in Deutsch
verfügbar32 und hier verkürzt aufgeführt. Nach Cavoukian schließen sich
Privacy und Überwachung nicht aus, so können z. B. Personen in Kamera-
bildern unkenntlich gemacht werden.33 Bier et al. diskutieren Gültigkeit,
Umsetzbarkeit und Messbarkeit der Prinzipien in [Bie12a]. Ebenso wie die
FIP sind die PbD Prinzipien rechtlich nicht verbindlich.
1. Proaktiv, nicht reaktiv; als Vorbeugung und nicht als Abhilfe. Der Pri-
vacy by Design Ansatz ist von proaktiven statt reaktiven Maßnahmen
geprägt. PbD bietet keine Abhilfe im Falle von datenschutzrechtlichen
Verletzungen, wenn sie erst einmal eingetreten sind, es verhindert
vielmehr deren Auftreten.
31 http://www.ipc.on.ca/english/about-us/about-the-commissioner/, letzter Zugriff am
04.03.2013
32 http://privacybydesign.ca/about/principles/, letzter Zugriff am 04.03.2013
33 Cavoukian in: [Cav09], S.49 ff.
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2. Datenschutz als Standardeinstellung. Privacy by Design soll den größt-
möglichen Schutz der Privatsphäre bringen. Einzelpersonen sind
nicht gefordert, selbst etwas für den Schutz ihrer Privatsphäre zu
unternehmen – der Schutz ist bereits systemimmanent, als Standar-
deinstellung.
3. Der Datenschutz ist in das Design eingebettet. Privacy by Design ist in
das Design und die Architektur von IT-Systemen und Geschäftsprak-
tiken eingebettet. Datenschutz ist ein wesentlicher Bestandteil des
Systems, ohne Abstriche bei der Funktionalität.
4. Volle Funktionalität – eine Positivsumme, keine Nullsumme. Privacy
by Design will allen berechtigten Interessen und Zielen entgegenkom-
men, und zwar durch eine Positivsumme, die ein zufriedenstellendes
Ergebnis für beide Seiten erzielt, und nicht durch einen veralteten
Nullsummenansatz.
5. Durchgängige Sicherheit. Schutz während des gesamten Lebenszyklus.
Nachdem Privacy by Design vor der Ersterfassung der Information in
das System „eingebettet“ wurde, erstreckt sich dessen Wirkung auf
den gesamten Lebenszyklus der Daten.
6. Sichtbarkeit und Transparenz – Für Offenheit sorgen. Privacy by Design
will allen Beteiligten Sicherheit geben. Einzelne Komponenten und
Verfahren bleiben sichtbar und transparent und zwar gleichermaßen
für Nutzer und Anbieter.
7. Die Wahrung der Privatsphäre der Nutzer – Für eine nutzerzentrierte
Gestaltung sorgen. Privacy by Design fordert vor allem von den Archi-
tekten und Betreibern (von IT-Systemen), dass für sie die Interessen
der Einzelpersonen an erster Stelle stehen.
Neben den hier erwähnten Prinzipien setzt sich Cavoukian für die Schaffung
eines globalen „Datenschutzintruments“, den Global Privacy Standard34 ein.
34 http://www.ipc.on.ca/images/Resources/gps.pdf
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Den zehn Prinzipien liegen die gleichen Ideen zu Grunde wie den FIP. Das
erste Prinzip Consent verlangt die freiwillige und spezifische Einwilligung
der betroffenen Person (FIP 1 und 4). Accountability fordert den pflichtbe-
wussten Umgang mit Daten (FIP 8) und die Gewährleistung gleicher Daten-
schutzrichtlinien, wenn Daten unternehmensübergreifend ausgetauscht
werden. Letzteres wird in den FIP nicht explizit erwähnt. Das Purposes Prin-
zip verlang die Festlegung und Kommunikation des Verwendungszwecks
(FIP 3). Für diesen Zweck sollen, gefordert von Collection Limitation, in fairer
und rechtmäßigerweise nur benötigte Daten gesammelt werden (FIP 1). Das
Prinzip Use, Retention, and Disclosure Limitation schreibt einen verantwor-
tungsvollen Umgang mit den gesammelten Daten vor, insbesondere eine
schnellstmögliche Löschung (FIP 4). Accuracy soll gewährleisten, dass Daten
aktuell und korrekt sind (FIP 2). Dazu passend fordert Security die sichere
Verwahrung der Daten über deren gesamten Lebenszyklus (FIP 5). Openness
verlangt die Transparenz der Verarbeitungsrichtlinien und die Verwaltung
der Daten. (FIP 6). Access soll sicherstellen, dass ein Individuum Zugriff auf
seine persönlichen Daten erhält und diese bei Bedarf korrigieren kann (FIP
7). Das letzte Prinzip Compliance fordert die Einhaltung der Datenschutz
Regeln. Eine Organisation muss dafür die notwendige Überwachung und Be-
weisführung übernehmen (FIP 8). Das letzte Prinzip ist konkreter gehalten
als sein Äquivalent in den FIP.
3.1.3. Die Neuen Schutzziele
Die genannten internationalen Richtlinien werden auch in Deutschland
diskutiert. Insbesondere ist hier Arbeit von Bock und Rost35 zu nennen, die
Bezug nehmen auf die PbD und Global Privacy Standards. Zur Verbesserung
der Umsetzbarkeit werden sechs Schutzziele aufgeführt, die helfen sollen,
die Prinzipien zu operationalisieren. Dabei setzten sie die typischen Daten-
sicherheitsziele Verfügbarkeit, Integrität und Vertraulichkeit voraus. Zudem
werden drei weitere datenschutzbezogenen Ziele definiert.
35 Rost in: [Ros11], S. 30 ff.
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• Transparenz: Es muss gewährleistet sein, dass die Erhebung und Verar-
beitung von Daten mit zumutbarem Aufwand überprüft und bewertet
werden kann. Dies umfasst transparentes Projektmanagement, Doku-
mentation der Infrastruktur und eine entsprechende Dokumentation
für den Betroffenen.
• Nichtverkettbarkeit: Hier ist sicherzustellen, dass Daten nur mit un-
verhältnismäßig hohem Aufwand für einen anderen als den ausgewie-
senen Zweck erhoben, verarbeitet und genutzt werden können.
• Intervenierbarkeit: Das Schutzziel stellt sicher, dass Betroffene ihre
Rechte ausüben können. Es umfasst den Zugriff auf Daten in einem
laufenden Verfahren, die veränderbar und löschbar sein müssen. Ein
Betreiber muss nachweisen können, dass er sein System beherrscht
und dem nachkommen kann.
Mit den Zielen sollen Anforderungen spezifiziert werden, die eine nutzer-
bezogene Kontrolle ermöglichen, Datenschutzprozesse im Unternehmen
sichern und gesellschaftliche Anreize bieten.
In einer vorherigen Arbeit36 wird die Kontingenz eingeführt, die der Einen-
gung durch Technik entgegenwirken soll. Sie ist für ein Datum erfüllt, wenn
der Inhalt des Datums abstreitbar ist.
3.1.4. Demokratische und verantwortliche Nutzung von
Videoüberwachung in der EU
Die bisher aufgezeigten Prinzipien und Anforderungen sind allgemein ge-
halten und auf alle Systeme anwendbar, die sensible Daten verarbeiten.
Konkreter wird das Europäische Forum für Urbane Sicherheit (EFUS)37, das
eine Charta für die demokratische Nutzung von Videoüberwachung38 er-
arbeitet hat. Die Charta wurde von den beteiligten Städten erarbeitet und
36 Rost in: [Ros09], S. 353 ff.
37 http://www.efus.eu
38 [Eur10] ist in mehreren Sprachen online und als Buch verfügbar.
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stellt ebenfalls keine verbindliche Rechtsgrundlage, sondern „Soft Law“ dar.
Sie soll als Leitfaden für den Einsatz die Nutzung von Videoüberwachung in
Europa dienen und besteht aus den folgenden Grundsätzen.
1. Der Grundsatz der Legalität. Bei der Planung und Entwicklung von
Videoüberwachungssystemen müssen die geltenden Gesetze und Be-
stimmungen eingehalten werden. Sowohl europäisches und interna-
tionales Recht als auch nationale Bestimmungen.
2. Grundsatz der Notwendigkeit. Die Aufstellung eines Videoüberwa-
chungssystems kann nicht eine Anforderung per se darstellen. Dabei
ist es schwierig zu entscheiden, ab wann ein System notwendig ist.
Der Zweck des Systems (z. B. Bekämpfung von Kriminalität oder Er-
mittlungen im Nachhinein) muss festgelegt werden. Ebenso muss
entschieden werden, ob ein Überwachungssystem überhaupt eine
geeignete Lösung darstellt und mit welchen Maßnahmen es zu einem
Sicherheitskonzept zu ergänzen ist.
3. Grundsatz der Verhältnismäßigkeit. Die Ausarbeitung, Aufstellung
und Entwicklung von Videoüberwachungssystemen muss angemes-
sen sein. Dies geschieht mit Bezug auf die Notwendigkeit und der
zugrunde liegenden Problematik. Private Räume sollten nicht über-
wacht werden. Die technische und personelle Ausstattung muss dem
strikten Bedarf entsprechen. Es müssen strenge Regeln für die Auf-
zeichnung, Verarbeitung, Weitergabe und Löschung festgelegt und
durchgesetzt werden. In die Protokolle des Systems muss frühzeitig
Privacy by Design aufgenommen werden, um personenbezogene Da-
ten zu schützen.
4. Grundsatz der Transparenz. Jede für ein Videoüberwachungssystem
zuständige Behörde muss den Betrieb transparent gestalten. Zweck,
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verantwortliche Stellen und Rechte der Bürger müssen klar sein. Von
der Verwendung von fiktiver Kameras39 wird abgeraten.
5. Grundsatz der Verantwortung. Das Recht auf Überwachung des öf-
fentlichen Raums ist bestimmten Behörden vorbehalten. Sie sind für
die Systeme verantwortlich. Die Verantwortung gilt sowohl für die
Entscheidung ein System aufzustellen, als auch für die korrekte Funk-
tionalität.
6. Grundsatz der unabhängigen Überwachung. Der Betrieb von Video-
überwachungssystemen ist durch ein unabhängiges Kontrollverfah-
ren zu gewährleisten. Das betrifft die Entwicklung, Installation und
den Betrieb des Systems.
7. Grundsatz der Einbeziehung der Bürger. Die Bürger müssen in die
Errichtung und den Betrieb einbezogen werden. Das umfasst die Be-
teiligung an der Bedarfserkennung, Beurteilung des Systems oder
auch dessen Besichtigung.
3.1.5. Fazit
Zusammenfassend lässt sich festhalten, dass alle Datenschutzprinzipien
den Einsatz von PETs für ein adäquates Mittel halten, um die Privatheit
sicher zu stellen. Ebenso muss Datenschutz/Privacy von Beginn an in Sys-
teme integriert werden. Den Prinzipien liegen die gleichen Ideen, wie z. B.
Transparenz zu Grunde. Wie an PbD und FIPs in Abschnitt 3.1.2 gezeigt, sind
sie in einander überführbar. Die Umsetzung und der Grad der Erfüllung
der Richtlinien ist dabei schwierig.40 Bei der Ausgestaltung des Systems
sollten die Prinzipien berücksichtigt werden. In Abschnitt 3.3.2 wird über-
prüft, inwiefern sie bereits von der nationalen Gesetzgebung in Deutschland
abgedeckt werden.
39 Unter fiktiven Kameras werden Attrappen ohne Funktionalität verstanden, die dem Beob-
achteten nur das Gefühl einer Überwachung vermitteln sollen.
40 siehe hierzu auch Rost in: [Ros11] S. 30 (34)
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3.2. Rechtliche Grundlagen des Datenschutzes
Lange bevor Datenschutz in Europa und Deutschland Bestandteil juristi-
scher Diskussion wurde, hatten Warren und Brandeis 1890 in den USA Pri-
vacy als „Recht alleine gelassen zu werden“ eingeführt.41 Der Begriff Privacy
wird seitdem mit verschiedenen Bedeutungen verwendet. Im englischen
Sprachraum steht Privacy für den Schutz der Privatsphäre. Das deutsche
Gegenstück dazu ist der Datenschutz. Auf europäischer Ebene versteht man
unter Datenschutz „den Schutz der Privatsphäre natürlicher Personen bei
der Verarbeitung personenbezogener Daten“.42 Im englischen Sprachraum
wird dafür data privacy oder auch information privacy verwendet, im euro-
päischen data protection. In Deutschland wird Datenschutz allgemein als
Schutz des Persönlichkeitsrechts bei der Verarbeitung personenbezogener
Daten (§ 1 Bundesdatenschutzgesetz) verstanden.
Nachdem in Abschnitt 3.1 allgemeine, aber nicht rechtlich bindende Prin-
zip dargestellt wurden, schildert der folgende Teil die rechtlichen Rahmenbe-
dingungen für intelligente Überwachungssysteme. Es werden Anforderun-
gen herausgearbeitet, die ein (intelligentes) Überwachungssystem erfüllen
muss.
Im Zuge der Datenschutzreform43 der EU soll in Zukunft eine Daten-
schutzgrundverordnung in Kraft treten und die Richtlinie von 1995 ersetzten.
Auch wenn noch nicht abzusehen ist, wann die Verordnung in Kraft tritt, ist
davon auszugehen, das Datenschutz in Zukunft supranational auf Ebene
der EU geregelt wird.
41 Warren/Brandeis in: [War90] S. 193 (193)
42 Richtlinie 95/46/EG
43 http://ec.europa.eu/justice/data-protection/review/index_de.htm, letzter Zugriff am
13.06.2012
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3.2.1. Europarecht
Zwei primärrechtliche Rechtsakte bilden das Fundament für Datenschutz
auf europäischer Ebene. Die „Konvention zum Schutze der Menschenrechte
und Grundfreiheiten“ (EMRK) vom November 195044 gewährleistet in Ar-
tikel 8 das Recht auf Achtung des Privat- und Familienlebens. Art. 6 Abs. 2
und 3 des EU-Vertrags (EUV) verankern sie im Unionsrecht. Dabei wird
die EMRK vom Europäischen Gerichtshofs (EGMR) als ein „lebendiges In-
strument“ betrachtet45 und nach aktuellen sozialen und wirtschaftlichen
Bedingungen ausgelegt.
Ebenfalls relevant ist die Charta der Grundrechte der Europäischen Union
(GRC) in der Fassung vom 12. Dezember 2007, die durch Art. 6 Abs. 1 EUV
gleichrangig mit den Verträgen ist. In Art. 7 GRC wird das Recht auf Achtung
des Privat- und Familienleben definiert. Das Recht ist entsprechend der
Rechtsprechung des EGMR auszulegen (Präambel der GRC). Das Privatle-
ben beinhaltet alle Aspekte der Privatsphäre. Dazu legt Art. 8 den Schutz
personenbezogener Daten fest. Abs. 1 besagt: „Jede Person hat das Recht
auf Schutz der sie betreffenden personenbezogenen Daten“. Ergänzend legt
Abs. 2 fest, dass diese Daten nur für festgelegte Zwecke und nach Einwilli-
gung verarbeitet werden dürfen. Ebenso ist hier das Recht auf Auskunft und
Berichtigung verankert.46.
Basis für die Datenschutzgesetzgebung auf europäischer Ebene sind Art. 16
Abs. 2 des Vertrags über die Arbeitsweise der Europäischen Union (AEUV)
und Artikel 39 EUV für die gemeinsame Außen- und Sicherheitspolitik
(GASP). Art. 16 Abs. 1 AEUV wiederholt den in Art 8 Abs. 1 GRC niederge-
schriebenen Schutz personenbezogener Daten. Der Schutz personenbezo-
gener Daten wird aktuell durch die Richtlinie 95/46/EG (DSRL) umgesetzt,
die vor der GRC erstellt wurde.47 Erwägungsgrund 14 nennt explizit „Ton-
und Bilddaten“ und setzt damit Videoüberwachungssysteme in den An-
44 In der Fassung des Protokolls Nr. 11
45 EMGR-E 1, 256 (273)
46 Knecht in: [Sch09], Art. 8 GRC Rn. 4
47 Erläuterungen zur Charta der Grundrechte, 2007/C 303/02
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wendungsbereich der Richtlinie, insofern die Daten nicht zur Wahrung der
öffentlichen Sicherheit erhoben werden. Die Mitgliedsländer der EU müs-
sen die Richtlinie in nationales Recht umsetzten. In Abschnitt 3.3.2 wird die
DSRL mit den FIP verglichen.
3.2.2. Nationale Datenschutzgrundlagen
Ein Ziel dieser Arbeit ist es, den allgemeinen Vorteil eines entsprechend nach
PbD gestalteten Systems gegenüber existierenden Systemen herauszuarbei-
ten und seinen technischen Aufbau zu erläutern. Entsprechend beschränkt
sich die Diskussion im Wesentlichen auf das BDSG.
Historisch betrachtet sind für die Entwicklung des Datenschutzrechts
in Deutschland zwei Ereignisse zu nennen. Zuerst wurde 1970 das welt-
weite erste Datenschutzgesetz in Hessen geschaffen. Dem folgte 1983 das
Volkszählungsurteil des Bundesverfassungsgerichts.48 Daraus resultiert das
Recht auf informationelle Selbstbestimmung als Ausprägung des allgemei-
nen Persönlichkeitsrechts Art 2 Abs. 1 in Verbindung mit Art. 2 Abs. 1 des
Grundgesetzes (GG). Datenschutzrecht verteilt sich über verschiedene Ge-
biete und gleiches gilt für die Videoüberwachung, deren Rechtsgrundlage
sich ebenfalls über unterschiedliche Gesetzte verteilt.49 Auffanggesetz ist
das Bundesdatenschutzgesetz.50
Das personenbezogene Datum
Datenschutzrecht schützt das Persönlichkeitsrecht des Einzelnen.51 In sei-
ner Ausprägung als Recht auf informationelle Selbstbestimmung wird dabei
die „Befugnis des Einzelnen, grundsätzlich selbst die Preisgabe und Verwen-
dung seiner persönlichen Daten zu bestimmen“52 geschützt. Im Gegensatz
48 BVerGE 65,1 = NJW 1984
49 Z. B. § 26 BPolG, § 226 BKAG, §§ 12a, 19a VersG, § 3 BND-G, § 13 LDSG-BW. Eine Übersicht
bietet Lang in: [Lan06], S. 265 ff. oder Scholz in: [Sim11]: § 6b Rn. 153 ff.
50 In [Gol12], § 1 Rn. 23
51 § 1 I BDSG Art. 1; Art. 1 Abs. 1 DSRL
52 BVerfGE 65, 1 (43) = NJW 1984, 419 (422)
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zur allgemeinen Handlungsfreiheit ist es nicht subsidiär, sondern gewährt ei-
gene Freiheitsrechte neben den übrigen Grundrechten.53 Geschützt werden
personenbezogene Daten, da der Umgang mit ihnen das Recht auf informatio-
nelle Selbstbestimmung jedes Einzelnen beeinträchtigen kann. „Wer nicht
mit hinreichender Sicherheit überschauen kann, welche ihn betreffenden
Informationen in bestimmten Bereichen seiner sozialen Umwelt bekannt
sind, und wer das Wissen möglicher Kommunikationspartner nicht einiger-
maßen abzuschätzen vermag, kann in seiner Freiheit wesentlich gehemmt
werden, aus eigener Selbstbestimmung zu planen oder zu entscheiden.“54
Nach § 3 I BDSG sind personenbezogene Daten „Einzelangaben über per-
sönliche oder sachliche Verhältnisse einer bestimmten oder bestimmba-
ren natürlichen Person“. Durch persönliche und sachliche Verhältnisse ist
der Begriff bewusst weit gefasst und umfasst alle Information.55 Die Form
der Repräsentation spielt dabei keine Rolle.56 Angaben sind damit, dass in
Überwachungssystemen nach wie vor dominierende Ton- und vor allem
Bildmaterial.57,58 Der Begriff natürliche Person nimmt juristische Perso-
nen oder Sachen aus dem BDSG aus. Bildmaterial, das Personen zeigt, fällt
in den Anwendungsbereich. Dabei ist nicht relevant, ob es sich um reine
Übersichtsbilder handelt.59
Darüber hinaus fällt auch Bildmaterial darunter, auf dem Sachen zu sehen
sind, durch welche die Zuordnung zu Personen möglich ist.60 Selbst die
Abwesenheit von Personen und die Folgerung, dass sich niemand in einem
bestimmten Gebiet befindet, kann zum Personenbezug von Bildmaterial
53 Dreier in: [Dre04], Art. 2 Abs. 1 Rn. 94
54 BVerfGE 65, 1 (43) = NJW 1984, 419 (422)
55 Dammann in: [Sim11] § 3 Rn. 7
56 Dammann in: [Sim11] § 3 Rn. 4
57 Dammann in: [Sim11], § 3 Rn. 4
58 Erwägungsgründe 14 der Richtlinie 95/46/EG.
59 Ebenso Fetzer/Zöller in: [Fet07], S. 775 (777) und Roggan in: [Rog01], S. 134 (136); Die
Gegenauffassung vertritt Wohlfahrt in: [Woh07], S. 54 (55), Scholz ebenfalls in: [Sim11],
§ 6b Rn. 29, wenn eine Person in ihrer Identität nicht erkennbar ist
60 BVerfGE 120, 378 (400)
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führen.61,62 Personenbezug für Daten aus Personengruppen liegt dann vor,
wenn aus Merkmalen der Gruppe Rückschlüsse auf die einzelnen Perso-
nen gezogen werden können. Dadurch werden die Gruppendaten zu den
personenbezogenen jeder Person in der Gruppe.63
Einordnung von Videoüberwachung in den sachlichen
Anwendungsbereich
Videoüberwachung, sowohl konventionelle als auch intelligente, umfasst
die Erhebung, Verarbeitung und Nutzung personenbezogener Daten und
fällt somit in den sachlichen Anwendungsbereich des BDSG. Die Begrifflich-
keiten werden in § 3 BDSG definiert.
Nach § 3 III BDSG ist Erheben „das Beschaffen von Daten über den Be-
troffenen“. Beschaffen hat einen subjektiven und aktiven Teil.64 Es ist un-
erheblich, ob die Absicht besteht die Informationen personenbezogen zu
verwenden.65 Gleiches gilt für die Art der Erhebung.66 Bild- und Ton ist
ebenso möglich wie andere Intelligente Messverfahren oder GPS-gestützte
Lokalisierung.67 Ziel der Erhebung können Merkmale des Betroffenen sein
oder die Identifikation eines unbekannten Betroffenen. Es ist bedeutungslos,
ob die Information zur Kenntnis genommen wird oder anderweitig inhalt-
lich genutzt wird. Es genügt, wenn die Möglichkeit dazu eröffnet wird.68
61 In [Sae04], S. 218 (219, 223)
62 Dreier/Spiecker gen. Döhmann in: [Dre10], S. 80
63 Dammann in: [Sim11], § 3 Rn. 19, Vgl. auch Dreier/Spiecker gen. Döhmann in: [Dre10],
S. 74 ff. und S.79 ff.
64 Dammann in:[Sim11], § 3 Rn. 102
65 Vgl. Bergmann/Möhle/Herb, BDSG § 3, Rn. 64
66 Weyer in: DSG NW § 3 Rn. 4
67 Damann in: [Sim11], § 3, Rn. 105
68 Dammann in: [Sim11], § 3 Rn. 106, vgl. BVerfGE 120, 378 (399) – Automatisierte Kennzei-
chenerfassung
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Die Absicht zur Speicherung wird nicht vorausgesetzt. Speicherung und
Erhebung sind voneinander unabhängig.69,70
Es kommt zu keiner Erhebung, wenn bei einer Videoüberwachung die
Person nicht erkennbar ist. Ebenso findet bei einer Kamera-Monitor Über-
tragung ohne Aufzeichnung, die nicht auf bestimmbare Personen gerichtet
ist, keine Erhebung statt.71 Beides sind Spezialfälle der konventionellen Vi-
deoüberwachung (siehe Abschnitt 2.1). Im Regelfall ist davon auszugehen,
dass die Installation und Inbetriebnahme eines Überwachungssystems mit
dem Ziel Daten zu erheben einhergeht, was eine aktive Handlung darstellt.
Die Erhebung der Daten wird in allen Arten von Systemen durch die Sen-
soren durchgeführt. In intelligenten Systemen werden smarte Sensoren72
eingesetzt, in denen bereits eine Verarbeitung stattfindet.
Nach § 3 IV BDSG ist Verarbeiten „das Speichern, Verändern, Übermit-
teln, Sperren und Löschen personenbezogener Daten.“. Verarbeiten besteht
damit aus fünf Verarbeitungsphasen, die unabhängig von den gewählten
Verfahren für die Umsetzung sind.73
Speichern ist nach § 3 IV Satz 2 Nr. 1 „das Erfassen, Aufnehmen oder Auf-
bewahren personenbezogener Daten auf einem Datenträger zum Zweck
ihrer weiteren Verarbeitung oder Nutzung“. Abhängig davon, ob der Vor-
gang von einer Person oder von einer apparativen Vorrichtung durchgeführt
wird, ist der Begriff Erfassen oder Aufnehmen gültig.74,75 Der Datenträger
kann ein beliebiges Medium sein, auf dem Daten persistiert werden.76 Die
69 Dammann in:[Sim11], § 3 Rn. 106
70 Die Gegenauffassung, zumindest für private Stellen, vertreten Gola/Klug in: [Gol04],
S. 65 (65).
71 Dammann in: [Sim11], § 3 Rn. 110
72 Zu smarten Kameras siehe Hornung/Desoi in: [Hor11a] S. 153 (154)
73 In der DSRL schließt das Verarbeiten auch das Erheben und Nutzen personenbezogener
Daten mit ein (siehe Def. in Art. 2 b) DSRL).
74 Dammann in: [Sim11], § 3 Rn. 115
75 In: [Gol12] § 3 Rn. 26 wird das schriftlich Fixieren der Daten als Erfassen aufgefasst.
76 Dammann in: [Sim11], § 3 Rn. 118
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Speicherung setzt eine bedingte Verwendungsabsicht voraus und hat für
eine gewisse Dauer statisch angelegten Charakter.77
In konventionellen Überwachungssystemen werden Daten auf Videobän-
dern oder Festplatten gespeichert. Selbst intelligente Systeme greifen teil-
weise noch auf Bänder zurück, um Kosten zu reduzieren. Die Mehrheit der
aktuellen Systeme speichert Daten digital und analysiert das Material offline.
Systeme, die aus dem live Datenstrom Informationen generieren, speichern
i. d. R. gleichfalls alle Daten. Wenn smarte Sensoren über entsprechende
Ressourcen verfügen, können dort auch Daten gespeichert werden.
Verändern ist nach § 3 Abs. 4 Satz 2 Nr. 2 „das inhaltliche Umgestalten
gespeicherter personenbezogener Daten“. Es kommt zu einer Umgestaltung,
wenn sich der Informationsgehalt ändert. Es muss nach der Änderung eine
andere Information vorhanden sein als vorher. Löschen und Anonymisieren
sind i. d. R. keine Veränderung, da der Informationsgehalt nur reduziert und
nicht substituiert wird.78
In konventionellen Überwachungssystemen werden Daten unverändert
gespeichert. In intelligenten Systemen können Daten verändert werden. Der
Operator wird vom System mit zusätzliche Informationen unterstützt, die er
als Mensch nicht direkt aus dem Datenmaterial entnehmen kann. Zudem
kann bereits eine Verarbeitung in den Sensoren stattfinden. Bei Kameras
geht die Bandbreite von analogen Sensoren bis zu intelligenten, die aus dem
Bildmaterial zusätzliche Information gewinnen können. Dabei kann nicht
pauschal gesagt werden, ob eine Qualitätsveränderung stattfindet oder ob
sich nur die Art der Darstellung ändert und der Informationsgehalt gleich
bleibt. Dies ist im Einzelfall zu prüfen.
Zur Wahrung der Privatsphäre der Beobachteten ist es wichtig, Daten zu
anonymisieren oder zu pseudonymisieren. Nach BDSG § 3 VI ist Anonymisie-
ren das Verändern personenbezogener Daten, derart, dass sie „nicht mehr
oder nur mit einem unverhältnismäßig großen Aufwand an Zeit, Kosten
und Arbeitskraft einer bestimmten oder bestimmbaren natürlichen Person
77 Tinnefeld et al. in: [Tin05], S. 299
78 Dammann in: [Sim11], § 3 Rn. 129
3.2. Rechtliche Grundlagen des Datenschutzes 37
zugeordnet werden können“. Schwächer ist Pseudonymisieren (BDSG § 3 VI
a) als das Ersetzen von Identifikationsmerkmalen „zu dem Zweck, die Be-
stimmung des Betroffenen auszuschließen oder wesentlich zu erschweren“
definiert.
Wenn ein Datum einer Person nicht mehr zugeordnet werden kann, ist es
absolut anonym. Dies lässt sich nur durch absoluten Informationsverlust
erreichen und es ist fraglich, ob dann noch von anonymen Daten gesprochen
werden kann.79 Wenn einer Person ein Datum nur mit unverhältnismäßig
großen Aufwand an Zeit, Kosten, Arbeitskraft und sonstigen Ressourcen
zugeordnet werden kann,80 ist es faktisch anonym. Dies ist der Fall, wenn die
Reidentifizierung aufwändiger ist als die Neubeschaffung.81 Die Zuordnung
ist für den Datenverarbeiter bzw. Angreifer unterschiedlich schwierig, so
dass faktische Anonymisierung einen subjektiven Charakter aufweist.82
Der Geltungsbereich des BDSG erstreckt sich auf den Umgang mit perso-
nenbezogenen Daten (§ 1 I BDSG). Es liegt die Auffassung vor, dass faktisch
anonymisierte Daten keinen Personenbezug aufweisen.83 Das ist nicht seit
jeher gegeben.84
Personenbezogen sind nur Daten, die sich auf eine bestimmte oder be-
stimmbare Person beziehen lassen.85 Personenbezug ist relativ. Je nach Um-
fang des zur Verfügung stehenden Zusatzwissens, kann ein Datum aus Sicht
eines Dritten personenbezogen sein oder nicht.86 Dabei ist es für die Zugäng-
lichkeit unerheblich, ob das Zusatzwissen bereits bekannt ist oder ob eine
79 Roßnagel/Scholz in: [Roß00] S. 721 (723)
80 NJW (1987), 2807
81 Tinnefeld/Ehmann/Gerling in: [Tin05], S. 288
82 Steinmüller in: [Kaa80], Datenzugang und Datenschutz, 1980, Bd. 3, S. 115
83 Roßnagel/Scholz, MMR 2000, S. 721 (725 f.); Roßnagel/Pfitzmann/Garstka in: [Roß01],
S. 103; Gola/Schomerus in: [Gol12], § 3 Rn. 43; Hornung in: [Hor04], S. 429 (429); Saeltzer
in: [Sae04], S. 218 (219)
84 Damann sieht den personenbezug in: [Sim11], § 3 Rn. 196 nicht gegeben. Davor vertrat er
in [Sim06], § 3 Rn. 196 den gegenteiligen Standpunkt.
85 Gola/Schomerus in: [Gol12], § 3, Rn. 10
86 Tinnefeld/Ehmann/Gerling in: [Tin05], S. 280
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Absicht zur Reanonymisierung vorliegt.87 Zugänglichkeit ist dabei weit zu
fassen. Auch wenn der Gesetzgeber nicht von einem illegalen Datenverarbei-
ter ausgeht, ist die Formel, ergänzungsbedürftig.88 Insbesondere durch das
Internet verändern sich die Möglichkeiten.89 Jedes einer Einzelperson zu-
gängliche Wissen (z. B. über soziale Netzwerke) muss berücksichtigt werden.
Die technische Erschließbarkeit ändert sich sehr schnell90 und Verfügbar-
keit von mathematisch-statistischen Expertenwissen91 muss berücksichtigt
werden. Um zu ermitteln welches Zusatzwissen zugänglich ist, kann der
betreibenden Stelle nur ein vertretbarer Aufwand zugemutet werden.92
Abschließend soll ein Vergleich zur informationstechnischen Perspektive
gezogen werden. Hier wird der Begriff der Anonymisierung, nicht eindeutig
verwendet. Nach Pfitzmann und Köhntop ist Anonymität „der Zustand in
einer Menge von Subjekten, dem Anonymity Set, nicht identifizierbar zu
sein“.93 Im Kontext intelligenter Überwachung ist Anonymität eng verbun-
den mit Unverknüpfbarkeit. Zwei Objekte sind in einem System unverknüpf-
bar, wenn sie bezüglich des a priori Wissens nicht mehr oder weniger in
Beziehung stehen als sie es bezüglich des a posteriori Wissens tun.94
Konventionelle Videoüberwachungssysteme, bieten keine Möglichkeit
zur Anonymisierung bzw. Pseudonymisierung. Alle Daten liegen für den
Betreiber zugänglich im Klartext vor. Die technische Verknüpfung mit Zusat-
zwissen ist möglich, aber schwierig. Das Zusatzwissen eines Operators ist
fallabhängig. Über einen längeren Beobachtungszeitraum kann der Betrei-
ber Informationen über die Betroffenen lernen. Intelligente Systeme bieten
87 Gola/Schomerus in: [Gol12], § 3, Rn. 44
88 Dammann in: [Sim11], § 3, Rn. 28
89 Vgl. Spiecker gen. Döhmann in: [Spi10], S.311 ff. und Dreier/Spiecker gen. Döhmann in:
[Dre10]
90 Dammann in: [Sim11], § 3, Rn. 30
91 Tinnefeld/Ehmann/Gerling in: [Tin05], S. 289
92 Saelzer in: [Sae04], S. 218 (222)
93 Pfitzmann/Köhntopp in [Pfi01], S.1 ff.
94 Pfitzmann/Köhntopp in [Pfi01], S.1 ff.
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einen möglichen Zugang zu externen Datenquellen und Expertenwissen.
Das verfügbare Zusatzwissen ist im Einzelfall zu prüfen.
3.3. Beschreibung der Anforderungen an ein
intelligentes Überwachungssystems
Im Folgend wird aufgezeigt, welche Anforderungen ein Überwachungssys-
tems befolgen muss, wenn es einem strikten Privacy by Design Ansatz folgt.
Zuerst wird herausgearbeitet, welche Anforderungen sich aus dem rechtli-
chen Rahmen ergeben. Anschließend wird dargestellt, welche Datenschutz-
prinzipien zusätzlich bei einem System nach PbD berücksichtigt werden
müssen, die sich nicht aus dem rechtlichen Rahmen ergeben.
Konventionelle Systeme weisen bereits eine erhebliche Eingriffsintensi-
tät in das Recht auf informationelle Selbstbestimmung auf.95 Diese wird
durch Videoüberwachungssysteme der nächsten Generation wesentlich
vertieft.96,97
In Kapitel 4 wird ein auftragsorientiertes intelligentes Überwachungssys-
tem vorgestellt, dessen zentrales Designziel es ist, die Datenschutzanforde-
rungen umzusetzen.
3.3.1. Anforderungen an ein Überwachungssystem
Um es Betreibern zu ermöglichen, intelligente Überwachungssysteme nach
den Richtlinien des Datenschutzrechts, insbesondere des BDSG, aufzustel-
len, müssen verständliche Anforderungen existieren.98 Dies verlangt das
Datenschutzrecht.
95 BVerfG, NVwZ 2007, 688 (691)
96 Hornung/Desoi in: [Hor11a] S.153 (155)
97 Vgl. Bier/Spiecker gen. Döhmann in: [Bie12], S. 610 (610)
98 Bizer fordert in: [Biz07], S. 350 (350) Grundprinzipien, die leicht verständlich sind. Solche
Prinzipien stecken in den hier dargestellten Anforderungen.
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Zweckbindung
Zweckbindung ist eine der zentralen Anforderungen, was durch ihre Veran-
kerung auf allen Ebenen deutlich wird. So gestattet die GRC die Nutzung von
Daten nur „für festgelegte Zwecke“.99 Die DSRL fordert noch konkreter, dass
personenbezogene Daten „nicht in einer mit diesen Zweckbestimmungen
nicht zu vereinbarenden Weise weiterverarbeitet werden“.100 Der Zweck
muss bei der Datenerhebung festgelegt werden.101 Durch die Zweckbestim-
mung wird Betroffenen überhaupt erst Möglichkeit gegeben, zu überprüfen,
ob die verlangten Daten dem Zweck entsprechen. „Eine Erhebung, Verarbei-
tung oder Nutzung von Daten für nicht genannte Zwecke ist grundsätzlich
unzulässig“. Die Daten müssen für den Zweck erheblich sein und nicht über
ihn hinaus gehen.102,103 Auch ob Informationen sensible sind, hängt vom
Verwendungszweck und den Verwendungsmöglichkeiten ab. Das Bundes-
verfassungsgericht stellt ebenso einen „unaufhebbaren verfassungsrecht-
lichen Zusammenhang von Datenspeicherung und Verwendungszweck“
fest, der Zusammenhang muss dabei „von vornherein“ bestehen.104 Für
Videoüberwachung müssen explizit „der Anlass, der Zweck und die Grenzen
des Eingriffs“ präzise und normenklar festgelegt werden.105
Eine Zweckänderung für folgende Verarbeitungsschritte ist nur in sehr
begrenztem Umfang möglich.106 Die Zweckbindung gilt sowohl für die Er-
hebung beim Betroffenen107, als auch für eine Erhebung ohne sein Mit-
wirken.108 Der Zweckbezug kann nur sichergestellt werden, wenn er auch
nach der Erfassung erkennbar ist.109 Folglich muss die Zuordnung zum
99 Art. 8 Abs. 2 Satz 1 Alt. 2 GRC
100 Art. 6 Abs. 1 b) DSRL
101 DSRL, Erwägungsgrund 28
102 Art. 6 Abs. 1 c) DSRL.
103 BVerfGE 65, 1 (46) = NJW 1984, 419 (422)
104 BVerfG 125, 60 (345) = NJW 2010, 833 (846)
105 NVwZ 2007, 688 (690)
106 §§ 14 II und 28 II BDSG; BVerfGE 100, 313 (360)
107 § 4 III Satz 1 Nr. 2 BDSG
108 §§ 14 I und 28 I Satz 2 BDSG
109 BVerfGE 100, 313 (360)
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ursprünglichen Zweck über den gesamten Verarbeitungsprozess möglich
sein.
In konventionellen Systemen gibt es keine technischen Möglichkeiten den
Zweck kenntlich zu machen. Die gesamten Daten werden an einer zentra-
len Stelle gespeichert. Das Bildmaterial ist meist mit einem Zeitstempel
versehen. Weitere Informationen werden nicht gespeichert, d. h. man sieht
den Videodaten den Zweck nicht an. Die Informationen sind meist phy-
sisch geschützt. Der Zugriff kann protokolliert werden, insofern er über
vorher spezifizierte Schnittstellen erfolgt. Eine technische Einschränkung
der Verwendung auf einen bestimmten Zweck ist nicht möglich.
Intelligente Systeme generieren aus dem Bildmaterial Zusatzinformatio-
nen. Unabhängig davon, ob dies in Echtzeit oder offline geschieht, ist es
technisch (bis jetzt) nicht möglich eine Zweckbindung zu erzwingen. Defi-
nierte Ereignisse und Aktionen des Operators können protokolliert werden.
Datensparsamkeit
§ 3a BDSG fordert Datensparsamkeit. Datenverarbeitungssysteme „sind an
dem Ziel auszurichten, so wenig personenbezogene Daten wie möglich
zu erheben, zu verarbeiten oder zu nutzen.“ Datensparsamkeit setzt den
Grundsatz der Erforderlichkeit um und ist Teil des Systemdatenschutzes.110
Sie ist in allen Phasen der Videoüberwachung zu beachten.111 Wenn keine
personenbezogenen Daten vorhanden sind, kann auch kein Missbrauch
stattfinden. Entsprechend ist Datenvermeidung die extremste Ausprägung
der Datensparsamkeit. Sie geht als präventives Gestaltungsprinzip über
das herkömmliche Erforderlichkeitsprinzip hinaus und verlangt eine aktive
Gestaltung der Abläufe und technischen Verfahren.112
Bereits 1997 wurde der Einsatz von datenschutzfreundlichen Technolo-
gien von der Konferenz der Datenschutzbeauftragten unterstützt.113 Um
110 Dix in: [Roß03], S. 364 Rn. 2ff.
111 Weichert in: [Kil09], Kap. 132 Rn. 91
112 Scholz in: [Sim11], § 3a Rn. 3
113 Ernestus et al. in: [Arb97], S. 709 (709)
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diese zu realisieren, eignen sich Privacy Enhancing Technologies.114 Die
Idee Datenschutz durch eine entsprechende Technikgestaltung zu begleiten,
existiert bereits seit 1970; der Begriff der Privacy Enhancing Technologies
wurde erstmals 1995 verwendet.115 PETs stellen stellen einen wesentlichen
Baustein zur Gewährleistung und Förderung des Datenschutzes dar.116 In
diesem Zusammenhang ist die Umsetzung der „Auswahl und Gestaltung“
von datenschutzwahrenden Systemen aus § 3a zu betrachten. Dabei wird
die „Möglichkeit zur Anonymisierung und Pseudonymisierung“ in § 3a Satz
2 BDSG explizit erwähnt. Eine frühzeitige Anonymisierung wurde ebenfalls
vom Bundesverfassungsgericht verlangt117. So ist es zu erwarten, dass PETs
mit anderen datenschutzfreundlichen Technologien kombiniert werden.118
Theoretische Ausarbeitungen für PETs liegen für viele Anwendungsfälle vor.
In der praktischen Umsetzung befinden sich PETs aber noch am Anfang und
auch das Zusammenspiel von PETs bedarf weiterer Untersuchungen.119,120
Für die Videoüberwachung wird der Einsatz eines Privacy-Filters empfohlen,
der personenbeziehbare Objekte unkenntlich macht oder Bereiche sperrt,
sodass nur noch relevante Änderungen detektiert werden können.121
Das Verbot der „Speicherung von personenbezogenen Daten auf Vorrat
zu unbestimmten oder noch nicht bestimmbaren Zwecken“122 kann der
Datensparsamkeit und der Zweckbindung zugeordnet werden. Ebenso ist
die frühzeitige Löschung essentiell, um Datensparsamkeit zu gewährleisten.
Sie wird durch § 6 V,§ 20 II Nr. 2 und § 35 II Satz 2 Nr. 3 BDSG gefordert.
Zudem muss die Löschung von Daten protokolliert werden.123 Im konkreten
114 Borking in: [Bor01], S. 607 (607)
115 Hansen in: [Roß03], S. 294 Rn. 7 und 8
116 Hansen in: [Roß03], S. 292 Rn. 2
117 BVerfGE 65, 1 (49)
118 Borking in: [Bor01] S. 607 (608)
119 Hansen in: [Roß03], S. 293 Rn. 5
120 Die Tauglichkeit von PETs für intelligente Überwachungssysteme [Vag11a] wird in Kapitel 5
untersucht.
121 Scholz in: [Sim11], § 6b, Rn. 151
122 BVerfG 125, 250 (317) = NJW 2010, 833 (838).
123 BVerfG 125, 250 (333) = NJW 2010, 833 (842)
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Fall von (konventioneller) Videoüberwachung bewirkt eine Aufzeichnung
von Bildmaterial einen Eingriff von erheblichem Gewicht in das allgemeine
Persönlichkeitsrecht.124 Sie stellt einen intensiven Eingriff in das Recht auf
informationelle Selbstbestimmung dar. „Verdachtslose Eingriffe mit großer
Streubreite, bei denen zahlreiche Personen in den Wirkungsbereich einer
Maßnahme einbezogen werden, die in keiner Beziehung zu einem konkreten
Fehlverhalten stehen und den Eingriff durch ihr Verhalten nicht veranlasst
haben, grundsätzlich eine hohe Eingriffsintensität auf [...] Das Gewicht
dieser Maßnahme wird dadurch erhöht, dass infolge der Aufzeichnung das
gewonnene Bildmaterial in vielfältiger Weise ausgewertet, bearbeitet und
mit anderen Informationen verknüpft werden kann.“ Videoüberwachung
und dazu gespeicherte Daten erfassen „wie bei solchen Maßnahmen stets“
überwiegend Personen, die keinen Anlass dafür geschaffen haben.125
Ein grundsätzliches Problem beim Einsatz von Anonymisierungsverfah-
ren aus der Informatik besteht darin, dass die Qualität der Anonymisierung
(aus informationstechnischer Sicht) in der Regel mit der Menge an Aus-
gangsdaten steigt. Auf den ersten Blick widerspricht dies dem Grundsatz der
Datensparsamkeit und der Erheblichkeit aus Art. 6 Abs. 1 c) DSRL. Es muss
aber berücksichtigt werden, dass Datensparsamkeit aus zwei Dimensionen
zusammengesetzt ist: Quantität und Qualität.126 Beide müssen im Verhältnis
zu einander betrachtet werden, um das bestmögliche Datenschutzniveau
für den Betroffenen zu erreichen. Wenn durch eine zu strikte quantitative
Limitierung die Qualität der Sparsamkeit während der Verarbeitung nicht
gewährleistet ist, verfehlt die Vorschrift ihr Ziel. Folglich ist eine marginale
Mehrerhebung zulässig, wenn sie die Verarbeitung und Nutzung personen-
bezogener Daten reduziert.127 Sowohl konventionelle als auch existierende
intelligente Systeme folgen dem Prinzip der Datensparsamkeit nur bedingt.
Konventionelle Systeme bieten keine Möglichkeit dazu und speichern Daten
124 BVerfG, NVwZ 2007, 688 (691)
125 BVerfG, NVwZ 2007, 688 (691)
126 Scholz in: [Sim11], § 3a Rn. 33
127 Dies wird auch in § 31 BDSG angedeutet.
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meist für einen festgelegten Zeitraum. Dieser ist zweck- und fallabhängig.128
Meist werden Daten für die Dauer von vierundzwanzig Stunden bis zu sie-
ben Tagen gespeichert und dann automatisch überschrieben. Betreiber
intelligenter Systeme speichern in der Praxis ebenfalls alle Daten, um si-
cher zu stellen, dass bei Bedarf keine Daten fehlen. Zudem entstehen durch
intelligente Verarbeitung des Systems zusätzliche Informationen.
Datensicherheit
Nach dem Bundesverfassungsgericht beinhaltet das allgemeine Persönlich-
keitsrecht „das Grundrecht auf Gewährleistung der Vertraulichkeit und Inte-
grität informationstechnischer Systeme“.129 Das Recht auf informationelle
Selbstbestimmung kann nur ausgeübt werden, wenn ein Betroffener davon
ausgehen kann, dass die Vertraulichkeit seiner personenbezogenen Daten
sichergestellt ist.130
§ 9 BDSG fordert: „Öffentliche und nicht-öffentliche Stellen, die selbst
oder im Auftrag personenbezogene Daten erheben, verarbeiten oder nut-
zen, haben die technischen und organisatorischen Maßnahmen zu treffen,
die erforderlich sind“. Dabei muss der Aufwand in einem „angemessenen
Verhältnis“131 zum avisierten Schutzzweck stehen. Die Anforderung wird
durch die Anlage zu § 9 Satz 1 konkretisiert. Dabei sind die Vorgaben nach
dem Stand der Technik auszulegen.132,133,134 Konkret handelt es sich um:
1. Zutrittskontrolle - Unterbinden des Zutritts zur Datenverarbeitungs-
anlage für Unbefugte
2. Zugangskontrolle - Verhindern, dass das System von Unbefugten ge-
nutzt werden kann
128 Siehe hierzu auch Scholz in [Sim11], § 6b, Rn. 144
129 BVerfGE 120, 274 (302)
130 Gusy in: [Gus09], S. 33 (39)
131 §9 BDSG
132 BVerfG 125, 260 (324, 327) = NJW 2010, 833 (840)
133 Heibey in: [Roß03], S. 575 Rn. 19, S. 598 Rn. 145
134 In [Tin05], S. 628
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3. Zugriffskontrolle - Nutzung und Zugriff auf personenbezogene Daten
wird anhand der Zugriffsberechtigungen durchgeführt
4. Weitergabekontrolle - Daten können auf einem Datenträger nicht un-
befugt gelesen, kopiert, verändert oder von ihm entfernt werden.
5. Eingabekontrolle - Protokollierung der Verarbeitung personenbezoge-
ner Daten
6. Auftragskontrolle - Bei einer Verarbeitung im Auftrag muss sicherge-
stellt werden, dass sie entsprechend den Weisungen des Auftraggebers
geschieht.
7. Verfügbarkeitskontrolle - Personenbezogene Daten sind vor Verlust
oder zufällige Zerstörung geschützt.
8. Getrennte Verarbeitung von Daten für unterschiedliche Zwecke
Keine automatisierte Einzelentscheidung
Der Paragraph § 6a schützt die Würde135 eines Betroffenen. In § 6 I Satz 1
heißt es: „Entscheidungen, die für den Betroffenen eine rechtliche Folge
nach sich ziehen oder ihn erheblich beeinträchtigen, dürfen nicht aus-
schließlich auf eine automatisierte Verarbeitung personenbezogener Da-
ten gestützt werden, die der Bewertung einzelner Persönlichkeitsmerkmale
dienen“. Bei konventionellen Überwachungssystemen liegt nicht zwangs-
läufig eine automatische Datenverarbeitung vor. Im Gegensatz dazu ist ein
intelligentes Überwachungssystem eine Datenverarbeitungsanlage und ver-
arbeitet Daten entsprechend automatisch.136 Die Entscheidung, ob eine
Person überwacht wird, ist indirekt eine Bewertung ihres Verhaltens137 und
kann sie erheblich beeinträchtigen. Trifft eine Komponente des Überwa-
chungssystems eine Entscheidung, so basiert das auf Merkmalen, die ein
135 Art. 1 Abs. 1 GG
136 § 3 II Satz 1 BDSG
137 Art. 15 Abs. 1 DSRL letztes Beispiel
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Persönlichkeitsbild ergeben können. Eine natürliche Person138 ist in die-
sem Fall nicht beteiligt. Dem steht gegenüber, dass die Entscheidung nicht
„ausschließlich [...] zum Zweck der Bewertung einzelner Aspekte der Person
ergeht“.139 In Summe kann die Entscheidung über eine beobachtet Per-
son durch das Überwachungssystem als automatisierte Einzelentscheidung
kategorisiert werden.
Ein System kann so aufgebaut werden, dass es selbstständig keine Ent-
scheidung trifft, die eine Person nachteilig beeinflusst und dem Operator die
Möglichkeit bietet, an Hand des Ursprungsmaterials die Entscheidung zu
treffen. Es ist ein Trend dahingehend erkennbar, dass Überwachungsanla-
gen als sozio-technische Gesamtsysteme betrachtet werden. Dabei werden
Techniken der Mensch-Maschine Interaktion verwendet, um menschliche
und technische Stärken zu kombinieren.140
§ 6a II Nr. 2 BDSG erlaubt eine automatisierte Einzelentscheidung, wenn
die berechtigten Interessen des Betroffenen gewahrt werden und ihm die
Tatsache des Vorliegens einer automatisierten Entscheidung mitgeteilt wird.
Das Überprüfen einer Alarmmeldung durch einen menschlichen Operator
ist eine geeignete Maßnahme die Interessen geltend zu machen. Der Ope-
rator kann die Entscheidung des Systems nach seiner Prüfung revidieren.
Abschließend besteht die Option, dass ein Betroffener seinen Standpunkt
geltend machen kann.141,142 Eine Mitteilung an den Betroffenen kann i. d. R.
nur pauschal erfolgen, sodass eine Geltendmachung nur sehr schwer durch-
geführt werden kann. Die Pflicht zur Überprüfung einer Entscheidung muss
folglich unabhängig von der Geltendmachung des Standpunkts ausgelöst
werden. Die Mitteilung des Betroffenen unterliegt keinen Formvorschrif-
ten.143
138 § 6a Satz 2 BDSG
139 Art. 15 I Abs. 1 DSRL
140 Hornung/Desoi in: [Hor11a], S. 153 (154)
141 Voraussetzung aus Art. 15 Abs. 1 DSRL
142 Scholz in: [Sim11], § 6a Rn. 32
143 Scholz in: [Sim11], § 6a Rn. 37
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Die berechtigten Interessen des Betroffenen müssen auf eine andere Art ge-
sichert werden, z. B. indem der Operator eine manuelle Prüfung durchführt.
Transparenz
Die Transparenz eines Überwachungssystems hat verschiedene Facetten.
Grundsätzlich soll Überwachung öffentlich erfolgen, damit Betroffene ihr
Recht auf informationelle Selbstbestimmung wahrnehmen können. Das
manifestiert sich in § 6b II BDSG, der eine Kenntlichmachung der Überwa-
chung von öffentlichem Raum fordert. Wenn die Überwachung ohne die
Kenntnis der Betroffenen durchgeführt wird, resultieren aus § 19a I und § 33
I BDSG weitere Benachrichtigungspflichten.
Wichtiger Bestandteil der Transparenz und Erfordernis des effektiven
Grundrechtschutzes144 ist das Auskunftsrecht für den Betroffenen.145
Betroffene sollen nicht nur Auskunft über ihre Daten erhalten, sondern
auch nachvollziehen können, wie sie verarbeitet werden. Nur so kann Ver-
trauen aufgebaut werden. So umfasst das Auskunftsrecht bei automatisier-
ten Entscheidungen nach § 6a 3 auch den „logischen Aufbau der automati-
sierten Verarbeitung“. Wünschenswert ist es, dass der Quellcode offengelegt
wird und offene Standards verwendet werden. Dadurch wird ein System für
technische Laien aber nicht verständlicher. Entsprechend muss abstrakter
offengelegt werden, welche Entscheidungen durch oder mit dem System
getroffen werden und wie diese zu Stande kommen. Um die Überprüfbarkeit
für Laien zu erleichtern wird in § 9a BDSG ein Datenschutzaudit empfohlen.
Ein Audit kann nicht nur Vertrauen schaffen, sondern auch Sicherheit für
die verantwortliche Stelle.
In konventionellen Systemen wird Transparenz nicht zufriedenstellend
durchgesetzt und beschränkt sich auf die Ausübung der Kennzeichnungs-
pflicht. Selbst diese ist oft mangelhaft. Betreiber, Zweck und Speicherfristen
sind schwer zu ermitteln. Folglich nehmen Betroffene in der Regel ihr Aus-
144 BVerfGE 100, 313 (361)
145 §§ 19, 34 BDSG; Art. 12 DSR; Art. 8 Abs. 2 Satz 2 Alt. 1 GRC
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kunftsrecht nicht wahr. Für Betreiber, z. B. von Anlagen im öffentlichen
Nahverkehr, ist es darüber hinaus mit großem Aufwand verbunden, einer
Anfrage nachzukommen. Ohne Systeme, die dies technisch unterstützten,
ist keine Änderung zu erwarten.
Beim Einsatz von intelligenten Überwachungssystemen ist es fraglich, ob
aktuelle Kennzeichnung durch Piktogramme dem Überwachten deutlich
machen, dass er nicht nur beobachtet wird, sondern dass seine Daten au-
tomatisiert auf Auffälligkeiten hin untersucht werden.146 So sollen Art und
Ausmaß der Kennzeichnung entsprechend dem Stand der Technik ausge-
staltet werden.147
3.3.2. Zusätzliche Anforderungen resultierend aus den
Datenschutzprinzipien
Nachdem aus dem rechtlichen Rahmen Anforderungen formuliert wurden,
an denen zukünftige Überwachungssysteme ausgerichtet und gemessen
werden müssen, stellt sich noch die Frage, ob aus den generell anerkannten
Datenschutzprinzipien (siehe Abschnitt 3.1) noch zusätzliche Anforderun-
gen abgeleitet werden müssen.
In Abschnitt 3.1.2 wurde bereits gezeigt, dass die FIP der OECD und die
Global Privacy Standards (GPS) aufeinander abbildbar sind. Im folgenden
Abschnitt wird gezeigt, wie die FIP sich in der DSRL wiederfinden, die auch
durch das deutsche Datenschutzrecht umzusetzen ist.
Die mit den GPS eng verbundenen PbD Prinzipien werden in dieser Arbeit
beim Entwurf des Systems berücksichtigt. Konkret heißt dies, dass Daten-
schutz in das Design eingebettet wird und proaktiv frühestmöglich greift.
Durchgängige Sicherheit ist ebenso wie Transparenz durch die Anforderun-
gen abgedeckt. Dass Datenschutz als Standardeinstellung verwendet wird,
muss in der Praxis vom Betreiber sichergestellt werden. Die Möglichkeiten
146 Hornung/Desoi: in [Hor11a], S. 153 (157)
147 Hornung/Desoi in: [Hor11a], S. 153 (157)
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bzw. Voreinstellungen muss vom Integrator/Hersteller bereitgestellt wer-
den. Nicht schlüssig ist das vierte Prinzip148 in seiner Originalfassung. Es
wird in der Form ausgelegt, dass sich Funktionalität und Datenschutz nicht
ausschließen. Das in Kapitel 4 vorgestellte System, bietet eine höhere Funk-
tionalität und bessere Umsetzung der Datenschutzvorgaben. Das siebte
und letzte Prinzip fordert eine nutzerorientierte Gestaltung und wird beim
Entwurf berücksichtigt.
Ebenfalls abgedeckt sind die neuen Schutzziele. Transparenz, Intervenier-
barkeit und die Sicherheitsziele ergeben sich direkt. Die Nichtverkettbarkeit
fällt unter die Anforderung nach Zweckbezug. Teilweise direkt abgedeckt
sind die Grundsätze für die verantwortliche Nutzung von EFUS: Legalität,
Transparenz, Verantwortung und Einbeziehung der Bürger. Für die Verhält-
nismäßigkeit werden technische Vorkehrungen beim Systementwurf getrof-
fen. Die Notwendigkeit ist fallabhängig. Unabhängigkeit ist organisatorisch
zu lösen.
Die Fair Information Principles und die Europäische
Datenschutzrichtlinie
Überwachungssysteme werden in der Richtlinie adressiert, Bild- und Tonda-
ten werden explizit in Erwägungsgrund 14 genannt.
Das Data Collection Principle ist Teil der Datensparsamkeit und betrifft
jegliche Verarbeitung von personenbezogenen Daten (Art. 2 c) und konkreti-
siert das Prinzip der Notwendigkeit. Entsprechend ist nicht nur das Erheben,
sondern auch das Speichern, Übermitteln und Verarbeiten von personenbe-
zogenen Daten zu begrenzen. Eine Komponente der Datensparsamkeit ist
es, Daten, die die Identifizierbarkeit der betroffenen Personen ermöglichen,
nur so lange wie nötig zu speichern (Art. 6. e).
Das Data Quality Principle findet sich in Art. 6, insbesondere in 1 d). Es
verpflichtet die für die Verarbeitung personenbezogener verantwortlichen
148 Bier et al. in: [Bie12b]
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Personen, Behörden und Unternehmen zur Einhaltung einer adäquaten
Datenqualität (Erwäggrund 25).
Art. 6 1 (b) beinhaltet das Purpose Specification und das Use Limitation
Principle. Sie finden sich ebenso in Artikel 8 II GRC. Erwäggrund 28 ver-
langt die Festlegung des Zwecks bei der Datenerhebung. Die Nutzung der
personenbezogenen Daten ist eng an den spezifizierten Zweck gebunden.
Angemessene technische und organisatorische Schutzmaßnahmen zur
Gewährleistung der Datensicherheit fordert das Security Safeguard Principle
genauso wie Art. 17. Dazu gehört ebenfalls Erwäggrund 46.
Das Openness Principle verlangt einen offen Umgang mit der Datenver-
arbeitung, wie er von Art. 21 (1) eingefordert wird. Ferner wird in (2) ein
Register der gemeldeten Verarbeitungen verlangt.
Das Individual Participation Principle soll den Betroffenen in die Lage
versetzten, Informationen über die Erhebung und Verarbeitung seiner per-
sonenbezogenen Daten zu erhalten (Erwäggrund 38). Der Betroffene hat
das Recht auf Information und ein Recht auf Auskunft (Art. 11 und 12). Dies
umfasst die Auskunft über den logischen Aufbau einer automatischen Verar-
beitung, sowie das Recht auf Berichtigung, Löschung oder Sperrung.
Ein „für die Verarbeitung Verantwortlicher“, wie er in Art. 2 d) definiert ist,
setzt das Accountablity Principle um.
Das Openness Principle und das Individual Participation Principle bil-
den gemeinsam das Prinzip der Transparenz aus dem europäischen Daten-
schutzrecht ab.
Die Prinzipien werden ebenfalls durch die Anforderungen in Abschnitt
(3.3.1) abgedeckt, die sich aus dem deutschen Datenschutzrecht ergeben.
Das Data Collection Principle wird durch die Anforderung an die Daten-
sparsamkeit, das Purpose Specification durch Zweckbindung, das Security
Safeguard Principle durch Datensicherheit, das Openness und Individual
Participation durch die Transparentz gefordert. Eine verantwortliche Stelle
wird in den Begriffsbestimmungen in § 3 Abs. 7 definiert (Accountablity
Principle). Eine Verbesserung der Datenqualität (Data Quality Principle)






They who can give up
essential liberty to obtain a
lile temporary safety
deserve neither liberty nor
safety.
(Benjamin Franklin)
Kapitel 2.1 definiert verschiedene Klassen von Überwachungssystemen.
Bereits konventionelle Systeme stellen einen erheblichen Eingriff in das
Recht auf informationelle Selbstbestimmung dar.149 Durch die Speicherung
der Daten und der damit potentiell verbundenen Verarbeitung und Ver-
knüpfung mit anderen Informationen wird die Eingriffsintensität erhöht.
149 BVerfG, NVwZ 2007, 688 (691)
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Intelligente Überwachungssysteme stellen eine noch stärkere Bedrohung
der Privatsphäre dar.150 Smarte Kameras, computergestützte Auswertung
zur Identifikation von Personen und Detektion von Ereignissen können bis
hin zur Verhaltenskategorisierung und diskriminierenden Profilbildung füh-
ren. Der Hoffnung auf eine verbesserte Gefahrenabwehr und Strafverfolgung
stehen Risiken für die Persönlichkeitsrechte der Bürger gegenüber. Anderer-
seits können technische Analyseverfahren aber auch grundrechtssichernd
wirken, wenn die Kriterien und Parameter entsprechend objektiv gewählt
werden.151
Im Folgenden wird ein intelligentes Überwachungssystem nach den An-
forderungen aus Kapitel 3.3 und damit nach dem Privacy by Design Prinzip
entworfen. Es integriert technisch die aus dem rechtlichen Rahmen abge-
leiteten Anforderungen von Beginn an: Zweckbindung, Datensparsamkeit,
Datensicherheit, keine automatisierte Einzelentscheidung152 und Transpa-
renz.
Es ist prinzipiell im öffentlichen und im nicht-öffentlichen Raum ein-
setzbar und kann von öffentlichen und nicht-öffentlichen Stellen betrieben
werden. Dabei ist die Verhältnismäßigkeit einer Installation im Einzelfall zu
prüfen. Durch den PbD Ansatz kann die grundrechtsgefährdende Technolo-
gie angemessen eingesetzt und die schutzwürdigen Interessen der Betroffe-
nen gewahrt werden. Das Haupteinsatzgebiet von Überwachungssystemen
ist der öffentlich zugängliche Raum, dessen Beobachtung durch § 6b BDSG
geregelt wird. Das vorgestellte System soll unterbinden, dass Unbeteiligte
einem Überwachungs- und Anpassungsdruck153 ausgesetzt werden, der
durch den Einsatz der neuen Technologie entsteht.
150 Hornung/Desoi in:[Hor11a], S. 153 (153ff.), vgl. auch Bier/Spiecker gen. Döhmann in:
[Bie12], S.610 (610ff.)
151 Hornung/Desoi in: [Hor11a], S. 153 (155f.)
152 Es wird keine automatisierte Einzelentscheidung getroffen, die den Betroffenen erheblich
beeinflusst.
153 Scholz in: [Sim11], § 6b, Rn. 71
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Datenschutz wird in allen Prozessschritten der Überwachung154 eingefügt,
und die Datenschutzmechanismen sind in den Voreinstellungen aktiv. Über
die Transparenz hinaus stellt das System den Überwachten in den Mittel-
punkt155 und bietet ihm die Möglichkeit aktiv als Nutzer zu agieren.
Ein intelligentes Überwachungssystem nach PbD integriert verschiedene
PETs, um die Persönlichkeitsrechte der Betroffenen zu schützen. Kapitel
5 untersucht vorliegende PETs im Hinblick auf ihre Einsatztauglichkeit in
intelligenter Überwachung. Anschließend stellt Kapitel 6 die technische
Umsetzung und technischen Erweiterungen der Ansätze dar. Im Folgenden
wird aufgezeigt, wie die Anforderungen zum Aufbau des gesamten Systems
führen.
4.1. Zweckbindung und Abstraktion
In § 6b Abs. 1 BDSG wird die Beobachtung öffentlich zugänglicher Räume
durch optisch-elektronische Einrichtungen geregelt, denen auch intelligente
Überwachungssysteme zuzuordnen sind. §6b legt als mögliche Zwecke die
Aufgabenerfüllung öffentlicher Stellen, die Wahrung des Hausrechts und die
Wahrnehmung berechtigter Interessen für konkret festgelegte Zwecke fest.
Insbesondere den berechtigten Interessen wird die Eingriffstiefe der intelli-
genten Überwachung nicht gerecht. Auch wenn eine Pflicht zur Definition
eines konkreten Zwecks besteht, kann sich der Bezug auf ein berechtigtes
Interesse als Freibrief auswirken.156 Die Pflicht zur Festlegung hat primär
verfahrensrechtliche Bedeutung. Die Begründungslast wirkt jedoch limitie-
rend und setzt eine Schranke für die nachfolgende Bearbeitung.157 Dabei
gilt nicht nur rechtliches, sondern auch wirtschaftliches oder ideelles Inter-
esse als berechtigt. Allerdings muss es objektiv begründbar sein und sich
154 Siehe hierfür auch Abschnitt 5.1.1.
155 Wie von den Privacy by Design Prinzipien gefordert (siehe Abschnitt 3.1.2)
156 V. Zetschwitz in: [Roß03], 9.3, Rn. 17
157 V. Zetschwitz in: [Roß03], 9.3, Rn. 79
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aus der konkreten Sachlage ergeben.158 Im Gegensatz dazu kann von einem
berechtigten Interesse ausgegangen werden, wenn die Anlage zum Zweck
der Gefahrenabwehr installiert wird. Auch eine abstrakte Gefahrenlage kann
ausreichend sein, wenn eine Situation vorliegt, die typischerweise gefährlich
ist.159
Wie bereits geschildert muss der Zweck konkret festgelegt werden und
zwar vor Beginn der Inbetriebnahme der Überwachungsinstallation. Die
Zweckbestimmung erfolgt schriftlich und die Beweislast für die konkrete
und rechtzeitige Festlegung liegt bei der verantwortlichen Stelle.160
Zweckbindung, bzw. die Konkretisierung des Einsatzzwecks in einem an-
gemessenen Rahmen, der die Erforderlichkeit und Verhältnismäßigkeit klar
herausstellt, ist somit die rechtliche Grundlage eines Überwachungssystems
nach PbD. Das gilt insbesondere, da die Eingriffsintensität in die Grund-
rechte durch eine mögliche computergestützte Verarbeitung der gespeicher-
ten Daten wesentlich höher ist. Neue Möglichkeiten zur Auswertung und
Verknüpfung der gespeicherten Daten führen zu einer Informationsdichte,
die von konventionellen Systemen nicht erreicht wird. Ihre Verwendung
muss klar auf bestimmte Zwecke eingegrenzt werden. Durch einen eng und
präzise definierten Zweck lassen sich „verdachtlose Eingriffe mit großer
Streubreite“, die nach dem Bundesfassungsgericht einen schwerwiegenden
Eingriff in das Persönlichkeitsrecht darstellen,161 zwar nicht verhindern aber
zumindest weiter eingrenzen.
Aktuelle Videoinstallationen (konventionelle und intelligente) können
als sensororientiert bezeichnet werden, d. h. sie erheben und speichern alle
verfügbaren Informationen. Zum einen für eine nachträgliche maschinelle
Auswertung der gesammelten Informationen, zum anderen stellen Betrei-
ber sicher, dass Daten vorliegen, wenn diese zu einem späteren Zeitpunkt
158 Scholz in: [Sim11], § 6b, Rn. 78
159 Scholz in: [Sim11], § 6b, Rn. 79
160 Scholz in: [Sim11], §6b, Rn. 82ff.
161 BVerfG, NVwZ 2007, 688 (691)
4.1. Zweckbindung und Abstraktion 55
benötigt werden. Insbesondere letzteres kann zur Missachtung der Zweck-
bindung führen.
Die sensororientierte Speicherung stößt bereits aus technischen Gründen
an ihre Grenzen. Hochauflösende Bilder führen zu einer hohen Rechenzeit,
sodass viele Algorithmen, z. B. zur Identifikation von Personen, nicht in
Echtzeit funktionieren. Ebenso werden selbst moderne Gigabit-Netzwerke
von der Datenmenge überlastet.162
Letzteres macht deutlich, welche Masse an (hochwertigen) Rohdaten
einem intelligenten Überwachungssystem zur Verfügung steht. Für viele
Zwecke wird nur ein Bruchteil der Informationen benötigt, während die
Majorität verdachtslose Eingriffe mit großer Streubreite darstellt. Deren
Eingriffsintensität ist noch schwerer zu gewichten, da Unbeteiligte in hoher
Qualität aufgezeichnet und ggf. aus großer Entfernung noch identifiziert
werden können.
Sensororientierte Datensammlung ist nicht geeignet um PbD in einem
Videosystem umzusetzen und ein neuer Ansatz wird benötigt.
4.1.1. Ein auragsorientierter Ansatz
Um PbD von der Datenerhebung an umzusetzen, muss ein auftragsorientier-
ter Ansatz [Vag10a, Moß10] gewählt werden. Dabei werden Daten explizit
für einen bestimmten Zweck erhoben und eine weitere Verarbeitung ge-
schieht nur in dessen Rahmen. Die Zweckbindung wird von der Erhebung
über eine mögliche Speicherung, Verarbeitung und Löschung beibehalten.
Alle Daten, die zur Erfüllung eines Zwecks nicht benötigt werden, sollen
nach Möglichkeit nicht erhoben werden, bzw. sobald sie als nicht relevant
klassifiziert werden, sind sie zu löschen. Konventionelle Systeme erheben
Daten auch für einen vorgesehenen Zweck, allerdings wird die Datenmenge
bei der Erhebung nicht eingeschränkt.
162 23 Kameras, die 15 Bilder pro Sekunde in HDTV-1080p Qualität, mit jeweils 375 KByte,
übertragen, überlasten bereits ein Gigabitnetzwerk durch eine Bandbreite von
1035000 Kbps.
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Deutlich wird das Prinzip am Beispiel einer Personenverfolgung. Ein Un-
ternehmen möchte sicherstellen, dass Besucher nicht in sensible Bereiche
gelangen. Ein Gast, der das Gebäude für eine Tagung besucht, meldet sich an
der Pforte an und begibt sich auf den Weg zum Konferenzraum. Ein sensor-
orientiertes Überwachungssystem erfasst alle Personen im Eingangsbereich
und überprüft, ob diese einen sensiblen Bereich betreten. Insbesondere sind
Mitarbeiter betroffen, über die Bewegungsprofile erstellt werden könnten.
Ein auftragsorientiertes System erfasst hingegen nur den Gast und greift nur
in sein Recht auf informationelle Selbstbestimmung ein.163 Dafür startet der
Pförtner einen Überwachungsauftrag, in dem der Gast registriert wird. Eine
Kamera an der Pforte erfasst seine Merkmale, und nur er wird vom System
bis zum Konferenzraum verfolgt. Der Pförtner erhält eine Nachricht, sobald
der Gast den Raum erreicht hat, bzw. sobald er einen Weg einschlägt, der in
einen sensiblen Bereich mündet. Ein ähnliches Szenario kann sich im öffent-
lichen Raum, z. B. bei der Verfolgung eines Verdächtigen in einem Bahnhof
abspielen. Das Prinzip ist in Abbildung 4.1 dargestellt. Ein Überwachungs-
system kann einen oder mehrere Zwecke haben. Daten dürfen nicht über
die Zweckgrenze hinaus ausgetauscht werden. In Abbildung 4.1 ist als Bei-
spielzweck die Überwachung von Gästen dargestellt. Es sind zwei Aufträge
aktiv, einer für Gast 1 und einer für Gast 2. Auch die Daten aus verschiede-
nen Aufträgen sind generell zu separieren. So braucht ein Wachmann, der
den vom Weg abgekommen Gast 1 auffinden soll, keine Informationen über
Gast 2. Je nach Kontext kann es innerhalb eines Zwecks legitim sein Daten
zwischen Aufträgen zu teilen.
Der Zweckbezug wird von der Erhebung, über die Verarbeitung bis zur
möglichen Speicherung beibehalten. In einem auftragsorientierten System
muss vor Inbetriebnahme, im Rahmen der Konfiguration, genau festgelegt
werden, welche Daten erhoben, verarbeitet und ggf. gespeichert werden.
Der Zweck- und Auftragsbezug folgt ebenso der Anforderung nach Daten-
sparsamkeit.




Auftrag 1 Auftrag 2
Gästeüberwachung
Gast 1 Gast 2
Zweck n
Auftrag i Auftrag j...
...
...
Abbildung 4.1.: Zweckbindung und auftragsorientierte Überwachung
4.2. Datensparsamkeit
Datenverarbeitungssysteme sollten so wenig wie möglich personenbezo-
gene Daten erheben und verarbeiten.164 Wenn es möglich ist, sind diese
zu anonymisieren oder zu pseudonymsieren. Das gilt für alle Phasen der
Videoüberwachung.165 Ein System muss aktiv nach dem Prinzip der Daten-
sparsamkeit gestaltet werden und entsprechende technische Verfahren sind
auszuwählen.166
Durch die auftragsorientierte Erfassung wird die Datenmenge drastisch
minimiert. Die Eingriffsintensität wird frühestmöglich verringert. Gegen-
über sensororientierten Systemen ist die Streubreite geringer, da weniger
Personen in den Wirkungsbereich der Maßnahme kommen, die den Eingriff
nicht veranlasst haben.167
164 § 3a BDSG, siehe auch Abschnitt 3.3.1.
165 Weichert in: [Kil09], Kap. 132 Rn. 91
166 Scholz in: [Sim11], § 3a Rn. 3
167 Die Streubreite und resultierende Eingriffsintensität wird in BVerfG, NVwZ 2007, 688 (691)
als ein Hauptkritikpunkt der konventionellen Überwachung mit Aufzeichnung gesehen.
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4.2.1. Datenabstraktion und temporäre Speicherung
Es herrscht Einigkeit darüber, dass konventionelle Videoüberwachung mit
Aufzeichnung einen Eingriff in das Recht auf informationelle Selbstbestim-
mung darstellt.168 Ein sensororientiertes intelligentes Überwachungssystem
greift noch tiefer ein, da aus der großen Datenmenge computergestützt wei-
tere Informationen generiert werden können.
Datenspeicherung
Ein grundlegendes Problem bisheriger Systeme ist, dass alle erfassbaren
Daten gespeichert werden. Hier ist es erforderlich die Datenmenge zu redu-
zieren.
Eine Speicherung der (Roh)Daten ist nur notwendig, wenn ein Ereignis
vorgefallen ist, das dies rechtfertigt. Die präventive Detektion von Vorfäl-
len ist meist noch Wunschdenken und wird es auf absehbare Zeit auch
bleiben.169 Rohdaten werden aus zwei Gründen benötigt: zum einen zur
späteren Beweisführung, zum anderen, um es dem geschulten Operator zu
ermöglichen, ein detektiertes Ereignis beurteilen zu können und ggf. weitere
Schritte einzuleiten.
Aus den genannten Gründen ist eine Speicherung von Daten in vielen
Fällen unumgänglich. Das Rohmaterial ist für ein dem Zweck angemessenes
Zeitfenster zwischenzuspeichern. Dabei werden die Daten in einem Puffer
an der Kamera automatisiert gelöscht, wenn kein Ereignis detektiert wurde.
Man kann eine Zwischenspeicherung vom Begriff des Speicherns ausneh-
men, wenn die Löschung im direkten zeitlichen Zusammenhang durch ein
automatisiertes Verfahren garantiert ist.170
168 Hornung/Desoi in [Hor11a], S.153 (154)
169 Siehe hierzu auch Abschnitt 4.6.3.
170 Dammann in [Sim11], § 3, Rn. 124
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Datenabstraktion
Intelligente Kameras171 verarbeiten und verändern Daten. Aus dem Bildma-
terial werden nur die für den Zweck relevanten Informationen extrahiert
und zur Verarbeitung an das System weitergegeben. Die Extraktion relevan-
ter Informationen kann auch, dem Sensor nachgelagert, in einer separaten
Auswertungseinheit durchgeführt werden.
Die Abstraktion der Rohdaten und die damit verbundene Reduktion auf
relevante Informationen, minimiert die Datenmenge. Wenn es dem Opera-
tor nicht möglich ist auf die Rohdaten zuzugreifen, können diese nicht für
andere Zwecke missbraucht werden. Das kann durch den Einsatz krypto-
grafischer Verfahren garantiert werden. Weiterhin ermöglicht die abstrakte
Darstellung den Einsatz von existierenden Anonymisierungs- bzw. Pseudo-
misierungsverfahren [Vag11b].
4.2.2. Wahrung der Verhältnismäßigkeit durch
kontrollierten Zugri auf Überwachungsdaten
Nach § 6b BDSG ist eine Überwachung nur zulässig, wenn die schutzwürdi-
gen Interessen des Betroffenen nicht überwiegen. Grundsätzlich muss der
Einzelne eine Einschränkungen seines Rechts auf informationelle Selbstbe-
stimmung im überwiegenden Allgemeininteresse hinnehmen. Videoüber-
wachungsanlagen, die eine automatisierte Datenverarbeitung durchführen
können, sind nach dem Prinzip der Verhältnismäßigkeit auszugestalten.172
Die Überwachung muss für den angestrebten Zweck geeignet und erforder-
lich sein. Dabei ist zu berücksichtigen, dass bei der automatischen Daten-
verarbeitung kein belangloses Datum mehr existiert.173
171 Je nach System auch andere intelligente Sensoren.
172 BVerfGE 65,1 (54)
173 BVerfGE 65,1 (44f.)
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Datenminimierung für den Operator
Durch den konsequenten Zweckbezug und die Abstraktion der Rohdaten
wird die Eingriffsintensität eines intelligenten Überwachungssystems bereits
stark reduziert.
Entscheidend für die Intensität des Eingriffs sind die Möglichkeiten des
Betreibers zur automatisierten Datenverarbeitung und zum möglichen Miss-
brauch. In konventionellen Anlagen, insbesondere bei Aufzeichnung, kann
ein menschlicher Operator im Bildmaterial sensible, personenbezogene
Daten sehen, die nicht für den Zweck relevant sind. Auch ohne eine Absicht
zum Missbrauch des Systems fehlt ihm die Möglichkeit wegzusehen.
Für den verhältnismäßigen Einsatz von Überwachungstechnologie muss
der Operator eine angemessene Sicht auf die Ereignisse haben. Nur für die
Sache relevante Informationen dürfen einsehbar sein. Je nach Anwendungs-
fall kann dies bedeuten, dass dem Operators nichts visualisiert wird und ihn
das System nur bei Detektion eines Ereignisses benachrichtigt. Erst dann
werden ggf. personenbeziehbare Daten visualisiert. Anhand der neuen In-
formationen kann der Operator die weitere Vorgehensweise entscheiden. Je
nach Ereignis und Zweck kann ein neuer Auftrag gestartet werden, der mehr
Informationen anzeigt. So wird schrittweise die Intensität erhöht, was z. B.
in einem Drei-Stufen-Modell174 umgesetzt werden kann.
Dieses ergebnisgetriebene Management by Exception [Vag09b] und die
daraus resultierende Reduktion der Daten hat zudem den Vorteil, dass der
Operator sich auf seine Aufgabe konzentrieren kann und nicht abgelenkt
wird. Bei Arbeiten an einer konventionellen Multimonitorwand werden
nach zweiundzwanzig Minuten 95% der Aktivitäten auf dem Bildschirm
übersehen.175
Durch den Einsatz intelligenter Videotechnik werden personenbezogen
Daten erhoben. Die schrittweise Darstellung der Informationen bei Bedarf
beschränkt sich jedoch auf das Verhältnismäßige und mildert den Eingriff
174 Roßnagel/Desoi/Hornung in: [Roß11], S. 694 ff.
175 Ainsworth in: [Ain02], S. 20f.
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in das Recht auf informationelle Selbstbestimmung.176 Wenn der Operator
ein Ereignis als Falschdetektion klassifiziert, werden keine Daten gespei-
chert. Personenbeziehbare Daten werden zum spätmöglichsten Zeitpunkt
angezeigt, was die Möglichkeit zur Profilbildung, Diskriminierung oder sons-
tigem Missbrauch durch den Betreiber minimiert. Das setzt voraus, dass die
erfassten Daten sicher verwaltet werden und der Betreiber die Schutzmecha-
nismen nicht umgehen kann. Eine Zertifizierung kann dies gewährleisten.
Datenverwaltung und Datenzugri
Um den Zugriff auf die Daten zu reglementieren, müssen sie an zentraler
Stelle im System vorliegen. Verschiedene Datenstrukturen können zur Spei-
cherung verwendet werden. Naheliegend ist eine objektorientierte Form
der Speicherung des überwachten Teils der Realität, die Objektorientierte
Modellwelt (OOMW) genannt wird. Das Prinzip wurde erfolgreich in der
Videoüberwachung [Bau09], in der maritimen Überwachung [Fis10] und
in intelligenten Gebäuden [Vag11d] angewendet. Abbildung 4.2 zeigt den
Informationsfluss im System auf. Dabei sind rechts Kameras (Sensoren)
skizziert, die Rohdaten sammeln und an intelligente Verarbeitungsmodule
weiterreichen, z. B. ein Modul zur Objektverfolgung, das Positionsdaten de-
tektierter Objekte an die OOMW liefert. In der OOMW werden die Daten
der Module fusioniert und verwaltet. Die Grundlage der Architektur bildet
das Fusionsmodell der Joint Directors of Laboratories (JDL) [Ste99] . Auf
die Informationen der OOMW greifen weitere Verarbeitungsmodule zu, wie
z. B. ein Modul, das den Zutritt in einen als sensibel klassifizierten Bereich
überwacht. Die Benutzerschnittstelle für den Operator setzt ebenfalls auf
die Modellwelt auf und visualisiert abhängig vom Zweck die Geschehnisse.
Abbildung 4.3 zeigt eine solche Ansicht. Da kein Ereignis vorliegt, wird dem
Operator nur die Position des Sicherheitspersonals angezeigt und andere
Personen bleiben verborgen. Am rechts positionierten Wachmann ist in
Türkis ein Bewegungspfad zu erkennen.
176 Roßnagel/Desoi/Hornung in: [Roß11], S. 698 f.















Abbildung 4.2.: Zentrale Datenverwaltung durch die Objektorientierte Mo-
dellwelt
Architektur des Überwachungssystems und der Dienstklassen
Zur Realisierung des auftragsorientierten Ansatzes, bzw. zur technisch-
organisatorischen Umsetzung von Zweckbezug und Datenminimierung, ist
eine Service-Orientierte-Architektur (SOA) [Erl07] in Verbindung mit einer
ereignisgetrieben (event-driven) Architektur geeignet [Moß10]. Ein Überwa-
chungsauftrag wird als Kombination verschiedener Dienste realisiert, die
nach dem SOA Prinzip gekoppelt werden. Bei der Gestaltung eines Auftrags
werden nur für den Zweck benötigte Dienste verwendet, die ausschließlich
Zugriff auf relevante Daten erhalten. Technische Details zur Umsetzung sind
in [Moß10] zu finden. Die folgende Darstellung beschränkt sich auf die für
PbD relevanten Elemente.
Um den Eingriff in das Recht auf informationelle Selbstbestimmung so
gering wie möglich zu halten und dem Betreiber nur die minimale Menge an
Daten zugänglich zu machen, verwendet ein intelligentes Überwachungs-
system nach PbD vier Dienstklassen [Vag12d]. Abbildung 4.4 zeigt einen
Überblick über das System und die vier Klassen. Kern der Architektur sind
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Abbildung 4.3.: Karte für den Operator ohne Ereignisse
zwei Datenbusse. Über den Steuerungs- und Kontroll-Bus werden Dienste
vom Auftragsausführungsmodul (Task Execution Engine) orchestriert. Dabei
wird auf a priori Wissen zugegriffen. Bei einem System am Flughafen sind
dies z. B. Flugpläne, Kartenmaterial und aktuelle Randbedingungen (Ferien-,
Tageszeiten, etc.). Beliebige Datenquellen sind denkbar und können einen
erheblichen Eingriff in die Privatsphäre darstellen. Nur für den Zweck rele-
vante Daten dürfen den Diensten zur Verfügung gestellt werden. Über den
Ereignis-Bus werden die Ausgaben der Dienste gesendet.
Die Verwertung von Daten innerhalb des Systems wird durch die Signal-
verarbeitungs- und Datenverarbeitungsdienste durchgeführt. Darunter be-
finden sich Basisdienste, die für viele Aufgaben der Überwachung essentiell
sind, dem Betreiber oder dem von der Überwachung Betroffenen aber nicht
zur Verfügung stehen und vom System gesteuert werden.
Dies kann z. B. ein Dienst sein, der in einem Flughafenbereich detektiert,
ob verdächtiges Gepäck abgestellt wurde. Ein terroristischer Akt in Form
einer Bombe stellt eine essentielle Bedrohung der öffentlichen Sicherheit
dar. Es ist offensichtlich, dass der anschlagausübende kein Interesse an
einer Beobachtung hat, entsprechend darf ein Nutzer des Systems nicht die
















































Abbildung 4.4.: Architektur eines intelligenten Videoüberwachungssystems
nach Privacy by Design
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Möglichkeit haben, diesen Dienst zu blockieren. Ebenso muss unterbunden
werden, dass der Betreiber die Fluggäste unverhältnismäßig stark überwacht
oder das System auf diskriminierende Weise einsetzt. Entsprechend wird
der Operator erst benachrichtigt, wenn ein Gepäckstück detektiert wird.
Der Zugriff auf Daten in der Modellwelt ist für den Operator nur durch
Betreiberdienste möglich, die den Zugriff abhängig vom Zweck beschränken.
Nur wenn ein Ereignis es nötig macht, erhält der Betreiber direkten Zugriff
auf eine Kamera (aus Übersichtsgründen in Abbildung 4.4 nicht visualisiert).
Dieser wird vom System protokolliert.
Mit den Nutzerdiensten, die es dem Beobachteten ermöglichen mit dem
System zu interagieren, ergeben sie die folgenden Klassen:
Signalverarbeitungsdienste sind an die Sensoren angebundene Dienste zur
Datenerhebung. Die Funktionalität ist vom Sensortyp abhängig. Ty-
pisch sind Personenverfolgung oder Gestenerkennung. Die Ausgabe
eines Signalverarbeitungsdienstes wird als Beobachtung bezeichnet
(z. B. Position eines Objekts oder Detektion einer bestimmten Geste)
und über den Ereignis-Bus an die Modellwelt geliefert.
Datenverarbeitungsdienste arbeiten nicht mehr auf Rohdaten, sondern nur
noch auf abstrakten Daten, die aus dem Rohmaterial extrahiert wur-
den. Die Ausgabe dieser Dienste fließt entweder in die Modellwelt
oder löst ein Ereignis für den Betreiber oder Nutzer aus.
Betreiberdienste ermöglichen dem Betreiber Zugriff auf Daten in der Mo-
dellwelt. Um die Überwachten zu schützen und die Streubreite unge-
rechtfertigter Überwachung einzuschränken, werden nur Informatio-
nen angezeigt, die für die Erfüllung des Auftrags, bzw. für die aktuelle
Situation notwendig sind. Falls es nötig ist, könnten weitere Daten
freigegeben werden.
Nutzerdienste ermöglichen es dem Beobachteten das Überwachungssys-
tem aktiv zu nutzen. Dies umfasst zum einen Dienste zur Sicherstel-
lung der Transparenz (siehe Abschnitt 4.5) und zum anderen Dienste
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von denen der Nutzer profitiert (siehe Abschnitt 4.6). Für letztere kann
ein Nutzer selbst entscheiden, welche Daten er über sich frei gibt. Sie
können vom Betreiber, aber auch von Drittanbietern zur Verfügung
gestellt werden.
Kapitel 6 geht auf die Umsetzung, insbesondere von Betreiber- und Nut-
zerdiensten, genauer ein und zeigt eine prototypische Realisierung für ein
Überwachungssystem nach PbD an einem Flughafen.
Privacy Manager
Bereits konventionelle Systeme mit Aufzeichnung liefern eine Vielzahl von
Informationen, die im Extremfall bis zur Bildung eines Profils des Überwach-
ten177 führen können. Es sind technisch-organisatorische Maßnahmen zu
treffen (§ 9 BDSG), um Überwachungssysteme am Ziel der Datensparsam-
keit auszurichten. Der Zugriff auf potentiell personenbeziehbare Daten
muss für Betreiber- und Nutzerdienste limitiert werden. Daten, die den
Kern des Systems verlassen, sind nach § 3a BDSG „zu anonymisieren oder
zu pseudonymisieren, soweit dies nach dem Verwendungszweck möglich
ist“. Der Datenzugriff erfolgt hierfür über den Privacy Manager (PM) (siehe
Abbildung 4.4).
Abbildung 4.5 gibt einen schematischen Überblick über Aufgaben bzw.
Module des Privacy Managers. Um Profilbildung zu verhindern, wird ein
durchgängiges Identitätsmanagement benötigt, das die Verbindung zwi-
schen den Identitäten im System (innerhalb der OOMW) und den Pseudony-
men, auf denen die externen Dienste arbeiten, verwaltet [Vag10d]. Damit
verbunden sind Anonymisierungsmodule.178 Je nach eingesetzter Senso-
rik und Verwendungszweck, können unterschiedliche Daten anfallen, die
unterschiedliche Strategien zur Anonym- bzw. Pseudonymisierung erfor-
dern. Eine besondere Bedeutung kommt hierbei Positionsdaten zu [Vag11b],
177 NVwZ, 2007, 688 (690)
178 Hierbei ist Anonymisierung aus informationstechnischer Perspektive zu sehen.
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welche die Grundlage vieler Überwachungsdienste darstellt. Datenschutz-
anforderungen werden in Richtlinien (Privacy Policies) ausgedrückt. Sie
beschreiben, ob und in welcher Weise Dienste auf Daten zugreifen dür-
fen. Die Policies werden vom PM verwaltet. Die Beobachteten müssen aber
in der Lage sein, sie einzusehen und zu verändern (siehe Abschnitt 4.5).
Hierfür werden Module zur Nutzerinteraktion benötigt. Die Zugriffe auf die
Modellwelt werden über Zugriffskontrolle gesichert.
Zusätzlich werden noch weitere Verwaltungsmodule benötigt, die Aufga-
ben wie Schlüsselverteilung und -management übernehmen.




















Abbildung 4.5.: Module des Privacy Managers
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4.3. Datensicherheit
In Abschnitt 3.3.1 wurden die Anforderungen an die Datensicherheit de-
tailliert aufgezeigt. Auch hier verlangt §9 BDSG technisch-organisatorische
Maßnahmen, die in der Anlage zu §9 Satz 1 konkretisiert werden und in
einem angemessenen Verhältnis zum Schutzzweck stehen müssen. Ins-
besondere sind sie nach dem aktuellen Stand der Technik auszulegen.179
In konventionellen Überwachungssystemen können etablierte Verfahren
verwendet werden, um die IT-Sicherheitsanforderungen zu erfüllen. Zum
Schutz werden Systeme in der Regel in abgetrennten Netzbereichen be-
trieben und die Zugriffspunkte physisch und organisatorisch kontrolliert.
Ein Operator hat durchgehend vollen lesenden Zugriff auf die Daten (Ka-
meras), der protokolliert wird. Ein Missbrauch eines Systems kann nur per
Stichprobe oder auf Verdacht im Nachhinein festgestellt werden.
In einem PbD folgenden System ist das nicht ausreichend. Wie in konven-
tionellen Fall ist das System gegen externe Angreifer abzusichern. Weiterhin
muss es vor dem Operator (Betreiber) geschützt werden. Dafür wird der
Systemkern vor ihm abgeschottet und er kann nur über Betreiberdienste
die Funktionalität des Systems nutzen. Der Privacy Manager überprüft die
Richtlinien für die Betreiberdienste und setzt diese durch. So wird sicher-
gestellt, das der Operator das System nicht für einen andern Zweck nutzen
kann, als den spezifizierten.
4.4. Keine automatisierte Einzelentscheidung
In einem intelligenten Überwachungssystem findet automatisierte Daten-
verarbeitung statt und eine Fehleinschätzung des Systems kann denn Be-
troffenen erheblich beeinträchtigen. Um eine automatisierte Einzelent-
scheidung zu unterbinden, ist der Operator einzubeziehen. Es ist zulässig,
179 BVerfG 125, 260 (324, 327) = NJW 2010, 833 (840)
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menschliche Entscheidungen durch einen automatisierten Prozess voranzu-
treiben.180 Ein System darf ein Ereignis generieren, wenn im Anschluss im
Kontrollraum oder vor Ort entschieden wird, ob weitere Schritte notwendig
sind.181
Ein Vorschlag zur grundrechtsschonenden Gestaltung intelligenter Über-
wachung ist ein Drei-Stufen-Modell182. In der ersten Stufe existiert für den
Operator nur eine abstrakte Darstellung (z. B. sehr starke Verpixelung), wäh-
rend im Hintergrund Bewegungen analysiert werden. In der zweiten Stufe
wird temporär aufgezeichnet und dem Operator wird eine erkannte Situa-
tion dargestellt, wobei identifizierende Merkmale ausgeblendet werden. Der
Operator trifft anschließend die Entscheidung darüber, ob das System in die
dritte Stufe wechselt. Ansonsten werden Informationen verworfen und das
System schaltet zurück.
Diese Art der Einbindung des Operators folgt dem PbD Gedanken und
schützt die Betroffenen. In einem nach PbD ausgelegt System, werden
menschliche und technische Stärken kombiniert. Das System, d. h. Signal-
und Datenverarbeitungsdienste arbeiten autonom, bis ein Ereignis erkannt
wird. Je nach Zweck können dem Operator bereits vor der Detektion eines
Ereignisses Daten visualisiert werden, wenn dies verhältnismäßig ist und
ihn unterstützt. Ebenso können Betreiberdienste vom System generierte
Zusatzinformationen darstellen, um den Operator zu unterstützten (z. B.
Zeit bis zum möglichen Eintreffen von Sicherheitspersonal).
4.5. Transparenz
Überwachung hat grundsätzlich öffentlich zu erfolgen, sodass Betroffene ihr
Recht auf Informationelle Selbstbestimmung ausüben können. Die Kennt-
lichmachung wird in § 6b II BDSG gefordert und soll sich in Art und Ausmaß
180 Roßnagel/Desoi/Hornung in: [Roß11], S.694 (699)
181 Hornung/Desoi in [Hor11a], S.153 (158)
182 Roßnagel/Desoi/Hornung in: [Roß11], S.694 (694 ff.)
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nach dem technischen Fortschritt richten.183 Betroffene haben zudem ein
Auskunftsrecht,184 in dem sie nicht nur Auskunft über ihre Daten erhal-
ten, sondern auch die Verarbeitung nachvollziehen können. Aufklärungs-,
Auskunfts- und Löschungspflichten sind wesentliche verfahrensrechtliche
Schutzvorkehrungen.185
Die bei konventionellen Systemen übliche Kenntlichmachung durch Pik-
togramme ist für intelligente Systeme nicht ausreichend. In der Praxis wer-
den Betroffene oft nicht hinreichend über den Betreiber, Zweck, usw. in-
formiert und können ihr Auskunftsrecht nicht ausüben. Die Problematik
wird durch den Einsatz computergestützter Auswertung verstärkt. Ein tech-
nischer Laie kann die Leistungsfähigkeit intelligenter Überwachung nicht
korrekt beurteilen. Darüber hinaus können Betroffene nicht erkennen, wel-
che Verfahren für welchen Zweck angewendet werden.
4.5.1. Aufklärung
Ein intelligentes Überwachungssystem muss den Beobachteten die Mög-
lichkeit geben, alle relevanten Informationen über das System abzufragen.
Das umfasst generelle Informationen (Betreiber, Zweck, Speicherfirsten,
etc.) und detailliertere Informationen (eingesetzte Verfahren oder Details
über die Sensoren). Alle Informationen müssen dem Beobachteten verständ-
lich dargestellt werden. Insbesondere müssen Kontaktinformationen zur
verantwortlichen Stelle vorliegen.
4.5.2. Auskun
Während die Aufklärung durch eine sorgfältige Beschilderung möglich ist,
ist die Auskunft über gespeicherte personenbezogene Daten weitaus schwie-
riger. In konventionellen Systemen besteht hier keine einfache Möglichkeit.
183 Hornung/Desoi in [Hor11a], S. 153 (157)
184 §§ 19, 34 BDSG; Art. 12 DSR; Art. 8 Abs. 2 Satz 2 Alt. 1 GRC
185 BVerfGE 65, 1 (46)
72 4. Ein intelligentes Überwachungssystem nach Privacy by Design
Ein System, das sich am technische Fortschritt orientiert, kann moderne
Kommunikationsmittel verwenden. Naheliegend ist es dabei, die mobilen
Endgeräte (z. B. Smartphones) der Beobachteten zu nutzen.
Um Auskunft über aktuelle im System vorhandene personenbezogene Da-
ten zu erhalten, ist eine Authentifizierung nötig. Es darf nicht möglich sein,
Informationen über andere Beobachtete abzurufen oder diese zu verändern.
Entsprechend ist eine völlig anonyme Einsicht nicht möglich. Je mehr Infor-
mationen über den Anfragenden dem System zur Verfügung stehen, desto
mehr eindeutige Daten können ermittelt werden.
Betroffene sollen grundsätzlich selbst entscheiden, innerhalb welcher
Grenzen sie persönliche Daten offenlegen.186 Ein Überwachungssystem
nach PbD, muss verschiedene Stufen für eine Anmeldung zulassen. Abhän-
gig von der Anmeldung gibt der Betroffene Informationen frei. Je mehr er
offen legt, desto mehr Dienste (z. B. die Auskunft über vorliegende Daten)
kann er nutzen und je größer ist der Mehrwert für ihn. Die Entscheidung
darüber bleibt aber beim Betroffenen.
Zur Umsetzung von Auskunft und Löschung ist im Privacy Manager eine
Komponente zur Nutzerinteraktion vorgesehen, auf die Nutzerdienste zu-
greifen können. Die Anmeldungsstufen werden in Abschnitt 4.6.1 beschrie-
ben.
4.6. Ausrichtung des Systems am Betroenen
Die Forderung nach Transparenz verlangt für die Betroffenen ein Recht auf
Aufklärung und Auskunft, das zeitgemäß durch mobile Endgeräte umgesetzt
werden kann. Smartphones haben eine hohe Leistungsfähigkeit erreicht,
sind weit verbreitet und können nicht Opfer von Vandalismus werden (wie
z. B. Notrufsäulen). Sie bieten Betroffenen die Möglichkeit mit einem Über-
wachungssystem zu interagieren. Die Umsetzung von PbD geht darüber
186 BVerGE 65, 1 (42 f.)
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hinaus und fordert eine nutzerorientierte Gestaltung.187 Der von der Über-
wachung Betroffene muss im Mittelpunkt der Betrachtungen stehen und
zum Nutzer des Systems werden. Er muss nicht nur Daten einsehen können,
sondern eine Möglichkeit zur aktiven Nutzung haben.
4.6.1. Aktive Nutzung eines Überwachungssystemes
Für die aktive Nutzung eines intelligenten Überwachungssystems sind ver-
schiedene Schnittstellen denkbar. Eine bereits existierende Form sind In-
formationssäulen, wie sie beispielsweise seit 2011 von den Berliner Ver-
kehrsbetrieben eingesetzt werden.188 Gegenstand aktueller Forschung sind
„Augmented-Reality Brillen“,189 die in Zukunft als Schnittstelle genutzt wer-
den können. Aktuell bieten mobile Endgeräte die besten Voraussetzungen
zur Etablierung eines bidirektionalen Kommunikationskanals zwischen Nut-
zer und System.
Die Kameras stellen ebenfalls einen geeigneten Ansatzpunkt zur Inter-
aktion dar. Sie befinden sich vor Ort, besitzen aber keinen Rückkanal, der
nachzurüsten wäre (z. B. visuelles Feedback durch Leuchtdioden).
Authentifizierung und Anmeldung am System
Zur aktiven Nutzung ist in vielen Fällen ein Anmeldung nötig. Zum einen
um einen Rückkanal zum Nutzer aufzubauen, zum anderen um einen Miss-
brauch des Systems zu unterbinden, der durch die Öffnung für Beobachtete
möglich wird.
Um sich am System anzumelden muss der Nutzer Daten über sich preisge-
ben. Diese müssen dem System bekannt sein, aber nicht dem Betreiber. Der
Nutzer kann dabei selbst entscheiden, welche Informationen er preis gibt190
187 Siehe Abschnitt 3.1.2 und Abschnitt 3.3.2.
188 http://www.bvg.de/index.php/de/951332/name/Notruf-+und+Informationssaeulen.html,
letzer Zugriff am 14.10.2012
189 Z. B. „iStar“ http://www.istar-project.org/ oder „Google Glasses“:
https://plus.google.com/+projectglass/posts, letzter Zugriff: 14.10.2012
190 BVerGE 65,1 (42 f.)
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und welche Möglichkeiten er im Gegenzug vom System erhält. Angelehnt
an die in [Sen05] vorgestellten Klassifizierung von Videoüberwachungssys-
temen sind drei grundlegende Anmeldungsstufen möglich:
1. Anonyme Anmeldung: In dieser Stufe muss der Nutzer keine persönli-
chen Daten offenlegen. Es besteht folglich nicht die Möglichkeit perso-
nalisierte Dienste zu nutzen. Der Nutzer kann generelle Informationen
über System und Kameras abrufen und den Betreiber kontaktieren,
um Sicherheitsvorfälle zu melden. Da keine personenbezogenen Da-
ten übermittelt werden, muss der Zugang nicht abgesichert werden.
2. Relative Anmeldung: Alle Dienste der ersten Stufe stehen zur Verfü-
gung. Zusätzlich weitere Dienste, für die eine relative Authentifizie-
rung ausreichend ist. Hierfür meldet sich der Nutzer temporär beim
System an, gibt seine volle Identität aber nicht preis. Es wird eine
Bindung zwischen dem Nutzer und dem dazugehörenden Objekt in
der Modellwelt hergestellt.191 Das System nutzt die bei der Anmel-
dung aufgenommen Merkmale zur weiteren Identifizierung. Durch
die Bindung zum System ist es dem Nutzer möglich, einzusehen wel-
che Daten über ihn vorhanden sind. Personalisierte Nutzerdienste
können ebenfalls genutzt werden.
3. Absolute Anmeldung: In dieser Stufe muss der Nutzer neben der relati-
ven Anmeldung noch eine volle Authentifizierung durchführen. Dies
kann z. B. durch ein Zertifikat oder durch den Abgleich eindeutiger
biometrischer Merkmale geschehen. Der Nutzer hat die Möglichkeit
zusätzliche Merkmale über sich frei zu geben, die eine bessere Iden-
tifikation ermöglichen. Personenbezogene Daten, die nicht für die
Identifikation durch Sensoren gebraucht werden (z. B. Name, Perso-
nalausweisnummer), verbleiben auf dem Endgerät des Nutzers, bis
sie von einem Nutzerdienst angefordert werden.
191 Das wird durch ein optisches Challenge-Response Verfahren realisiert (siehe Abschnitt
6.6.2).
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4.6.2. Nutzerdienste
Durch die Anmeldung am System und Nutzung eines mobilen Endgeräts,
kann der Nutzer im Gegensatz zu konventionellen Systemen192 seine Ein-
verständniserklärung über die Nutzung seiner Daten abgeben. Im Sinne der
Nutzerorientierung muss das Überwachungssystems den Betroffen unter-
stützen. Neben Diensten zum Schutz seiner Persönlichkeitsrechte, kann der
Nutzer Mehrwertdienste zum eigenen Komfort verwenden.
Verwaltung von Datenschutzrichtlinien und Auskun
In Abschnitt 4.2.2 wurde bereits gefordert, dass Nutzer Datenschutzricht-
linien einsehen und festlegen können. Ein intelligentes System muss da-
für entsprechende Schnittstellen anbieten. Ein angemeldeter Nutzer kann
einsehen, welche Daten zu seiner Person im System gespeichert sind und
von welchen Diensten sie verwendet werden. Ebenso kann er für Nutzer-
dienste Datenschutzrichtlinien angeben. Für Signal- und Datenverarbei-
tungsdienste ist dies nur begrenzt möglich.
Mehrwertdienste
Ein intelligentes Überwachungssystem kann dem Nutzer eine Vielzahl von
Mehrwertdiensten bieten. In Abschnitt 6.2 werden einige Beispieldienste
dargestellt, die prototypisch für ein Flughafenszenario umgesetzt wurden:
• In-Gebäude-Navigation
• Eine Suchfunktion für Freunde
• Die aktive Nutzung von Kameras
• Beabsichtigte Überwachung, in der man vom Operator besondere
Aufmerksamkeit erhält
192 BVerfG, NVwZ 2007, 688 (690)
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Weitere naheliegende Anwendungen sind die Überwachung von Gepäck-
stücken oder Kindern. Auch auf dem Gebiet der sozialen Netzwerke und
ortsbasierten Diensten (location-based services) sind eine Vielzahl von An-
wendungen denkbar. Eine detaillierte Betrachtung ist zukünftigen Arbeiten
vorbehalten.
4.6.3. Aktive Nutzung des Systems durch den
Betroenen
Intelligente Überwachungssysteme analysieren das Datenmaterial, um Er-
eignisse zu detektieren. Entsprechend ist es naheliegend, den Beobachte-
ten193 die Möglichkeit zu bieten, durch ein Bewegungsmuster, z. B. durch
eine Geste, ein Ereignis auszulösen. Vorteil der Nutzung von Gesten ist, dass
kein zusätzliches Gerät verwendet wird und dass sie schnell, ggf. auch unauf-
fällig durchgeführt werden kann. Prinzipiell können Gesten für verschiedene
Anwendungen verwendet werden.
Hauptaufgabe eines Überwachungssystems ist es, die Sicherheit zu ver-
bessern. In konventionellen Systemen ist es für den Operator schwierig
sicherheitsrelevante Fälle zu erkennen und präventives Eingreifen ist meist
unmöglich. Das Haupteinsatzgebiet konventioneller Überwachung liegt in
der Verfolgung repressiver Ziele. Intelligente Überwachung unterstützt den
Operator und macht einen schnelleren Eingriff möglich. Das computerge-
stützte Erkennen einer Gefahrensituation bleibt nach wie vor schwierig.
Durch Gesten von Nutzern kann die Sicherheit signifikant verbessert wer-
den. Personen, die sich bedroht fühlen, können dies signalisieren (z. B. durch
das Heben der Arme), die Geste wird vom System detektiert und die Situa-
tion dem Operator visualisiert. Auch wenn Nutzer nicht von der Gefahr
betroffen sind, können sie durch eine Geste auf die Situation aufmerksam
machen.
193 Die Beobachteten werden zu Nutzern des Überwachungssystems.
4.6. Ausrichtung des Systems am Betroenen 77
Durch das Management by Exception (Abschnitt 4.2.2) wird Überwa-
chungstechnologie verhältnismäßig einsetzt und die Eingriffsintensität der
Maßnahme verringert. Grundsätzlich erhöht eine gestenbasierte Auslösung
von Ereignissen die Eingriffsintensität. Der auslösende Nutzer möchte wahr-
genommen werden und entscheidet sich bewusst für die Überwachung.
Ihm benachbarte Personen werden dadurch einer stärkeren Überwachung
ausgesetzt. Liegt eine Gefahrensituation vor, ist dies gerechtfertigt und der
Situation angemessen.
Gleichzeitig kann der Mechanismus böswillig dazu verwendet werden,
Dritte in das Blickfeld der Überwachung zu setzten. Wie in Abschnitt 4.4
beschrieben, führt dies allerdings nicht zu einer automatisierten Einzelent-
scheidung, da die Bilder immer durch den Operator geprüft werden. Nur
bei einer positiven Entscheidung des Operators, wird die Situation aufge-
zeichnet und weitere Schritte werden eingeleitet. Weiterhin lässt sich die
Intensität durch das Ausblenden von Merkmalen weiter absenken. Dar-
über hinaus kann der Einsatz von Gestenerkennung organisatorisch auf








Privacy – like eating and
breathing – is one of life’s
basic requirements.
(Katherine Neville)
PETs sind ein wesentlicher Baustein zur Gewährleistung und Förderung
des Datenschutzes194 und sind bei der Umsetzung von Privacy by Design
zu verwenden. Insbesondere eignen sie sich zur Realisierung von Daten-
sparsamkeit, Transparenz und Zweckbindung. Für viele Anwendungsfelder
194 Hansen in: [Roß03], S. 292 Rn. 2
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liegen theoretische Ansätze vor. Die Zusammen- und Umsetzung von PETs
steht allerdings noch am Anfang und verlangt weitere Untersuchungen.195
Im Folgenden werden existierende Ansätze in Kategorien eingeteilt, die
den Phasen des Verarbeitungsprozesses der Überwachung zugeteilt werden
können. Anschließend wird ein Modell zur Bewertung von aktuellen und
zukünftigen PETs herausgearbeitet, anhand dessen geeignete PETs für das
System, bzw. für die Verarbeitungsphasen, ausgewählt werden.
PET ist nach Blarkom in [vB03] wie folgt definiert:
Privacy Enhancing Technology ist ein System der ICT (Infor-
mations- und Kommunikationstechnologien). Es beinhaltet
Maßnahmen zum Schutze der informationellen Privatsphäre,
indem es persönliche Daten vernichtet oder minimiert und
somit verhindert, dass diese unnötigerweise oder ungewollt ver-
arbeitet werden. Die Funktionalität des Informationssystems
wird hierbei erhalten.
Intelligente Überwachungssysteme können eine Vielzahl von Datenquellen
verwenden. Die zur Verfügung stehenden Informationen werden durch das
Internet fortlaufend dramatisch erweitert.196
Den Quellen (z. B. Messung elektronischer Abstrahlung von Geräten) sind
theoretisch keine Schranken gesetzt. Ein gezielter aktiver Schutz durch PETs
kann somit nicht generell garantiert werden. Die Untersuchungen beschrän-
ken sich auf elektronische Datenquellen, die von einem Betreiber mit ver-
tretbarem Aufwand gezielt eingesetzt werden können:
1. Kameras: Bildgebende Sensoren im öffentlichen und nicht öffentli-
chen Raum.
2. Funk- und Ortungstechnologien: Technologien, die zur Bestimmung
der Position oder gar zur Bildung von Bewegungsprofilen verwendet
werden können, z. B. Global Positioning System (GPS) oder WLAN.
195 Hansen in: [Roß03], S. 293 Rn. 5
196 Dammann in [Sim11], § 3, Rn. 30
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3. Soziale Netzwerke: Bewusst oder unbewusst preisgegebene persönli-
che Daten (Freunde, Hobbys, etc.).
4. E-Mails: Gezielte Überwachung einer bestimmten Adresse.
5. Mikrofone: Bei der auditiven Überwachung ist ebenfalls von einer
gezielten Maßnahme auszugehen.
6. RFID: Mittels RFID (Radio-Frequency Identification) können Profile
erstellt werden, z. B. über Kaufverhalten durch markierte Produkte.
7. Loyal Shopping Cards: Durch die Nutzung von Karten und Program-
men (z. B. Payback197) ist Profilbildung möglich.
In existierenden Überwachungssystemen werden zur Erhebung primär Ka-
meras verwendet. Durch eine computergestützte Auswertung des Bildma-
terials können vielfältige Informationen gewonnen werden. Da die Erwei-
terung von Systemen mit zusätzlicher Sensorik sehr kostspielig ist, werden
bildgebende Sensoren auch in Zukunft dominieren.
Angesichts der zunehmenden Verbreitung mobiler Endgeräte und der
Nutzung sozialer Netzwerke ist ebenfalls zu erwarten, dass durch Ortungs-
dienste vermehrt Positionsdaten erhoben werden. Die restlichen genannten
Quellen haben für legale Installationen aktuell eine geringe Bedeutung.
Tabelle 5.1 fasst die Datenquellen in Kategorien zusammen. Unter Profil-
bildung ist im Folgenden die Bildung von Bewegungsprofilen zu verstehen.
Diese haben für Überwachungssysteme die größte Relevanz.
Internet Video Audio Profilbildung
Soziale Netzwerke Kameras Mikrofone Funk & Ortung
E-mail - - RFID
- - - Loyal Shopping Cards
Tabelle 5.1.: Kategorisierung der Datenquellen
197 http://www.payback.de/, letzer Besuch 01.11.2012
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5.1. Zielsetzung für den Einsatz von PETs
Grundlegendes Ziel der PETs ist der „Schutz der informationellen Privat-
sphäre“ [vB03]. Zur Realisierung von PbD sind PETs, soweit dies möglich ist,
in allen Bereichen der automatisierten Verarbeitung einzusetzen.
5.1.1. Automatisierte Verarbeitung in der Überwachung
Nach § 3 II BDSG umfasst die automatisierte Verarbeitung: Erhebung, Verar-
beitung und Nutzung personenbezogener Daten. Nach § 3 IV BDSG besteht
Verarbeiten aus: Speichern, Verändern, Übermitteln, Sperren und Löschen
personenbezogener Daten. Die Begrifflichkeiten stammen aus der Zeit vor
der Einführung intelligenter Überwachungssysteme und es ist zu klären, wie
sie auf die Prozessschritte in aktuellen Systemen übertragbar sind. Abbil-
dung 5.1 stellt die Schritte schematisch dar.
Erhebung Speicherung  Verarbeitung Nutzung 
Abbildung 5.1.: Informationsverarbeitungsprozess in der Überwachung
Zuerst findet die Erhebung der Daten statt. Je nach Ausprägung des Systems
(siehe Abschnitt 2.1.2) erfolgt zeitgleich eine direkte Verarbeitung der Daten.
Hierbei werden Daten verändert und gelöscht. Die Speicherung der Daten
ist der zweite Schritt. Je nach System werden Videodaten oder bereits extra-
hierte Daten gespeichert, sodass ebenfalls eine Veränderung oder Löschung
möglich ist. Die Speicherung kann temporär sein. Anschließend wird die
intelligente Verarbeitung der Daten durchgeführt. Im letzten Schritt findet
die Nutzung statt, primär die Visualisierung von (verarbeiteten) Daten.
5.1.2. Zielsetzung von PETs
Um die Einsetzbarkeit von PETs für Überwachungssysteme zu analysieren,
sind die von ihnen zu erwartenden Eigenschaften festzulegen. Während
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die generelle Zielsetzung einer PET durch Blarkom beschrieben wird, befas-
sen sich wenige Arbeiten mit der Konkretisierung der Ziele. Die folgenden
Arbeiten sind zur Erstellung von Bewertungskriterien relevant.
Privatsphäre in Kommunikationsnetzen
Pfitzmann definiert vier Eigenschaften, um die Privatsphäre in Kommuni-
kationsnetzen zu erhöhen [Pfi90], die in vielen Arbeiten zu PETs verwendet
werden.
Anonymität: Benutzer sind nicht in der Lage die Identität eines andern
Nutzers oder einer Operation zu ermitteln.
Peusdonymität: Identisch zur Anonymität. Zusätzlich bleibt der Benutzer
haftbar für seine Aktionen.
Unbeobachtbarkeit: Andere Benutzer können nicht ermitteln, ob eine Ope-
ration durchgeführt wird.
Unverkettbarkeit: Andere Benutzer können nicht ermitteln, ob bestimmte
Operationen vom gleichen Benutzer durchgeführt wurden.
Die Common Criteria
Die Common Criteria for Information Technology Security Evaluation198
(CC) sind ein internationaler Standard zur Zertifizierung von IT-Sicherheits-
eigenschaften in Computersystemen. Die CC definieren Funktionalitäts-
klassen, die von Systemen erfüllt werden müssen. Die vier oben genannten
Eigenschaften sind Teil der Klasse „Privatheit“. Neben diesen klaren Zielen
für die Privatheit existieren weitere relevante Funktionalitätsklassen. Sie
stellen Anforderungen an: Protokollierung, Nichtabstreitbarkeit, Schutz von
Benutzerdaten, Identifikation von Nutzern und an das Sicherheitsmanage-
ment.
198 http://www.commoncriteriaportal.org/cc/, Version 3.1 rev. 4, letzter Zugriff am 01.11.2012
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Richtlinien für Privacy Enhancing Technologies
Blarkom hat in [vB03] sieben Richtlinien definiert, an denen PET auszu-
gestalten sind. Die Prinzipien orientieren sich an den Anforderungen der
Datenschutzrichtlinie 95/46/EC.
Das erste Prinzip propagiert Datenminimierung. Der zweite Grundsatz un-
terbindet unbefugte Datenverarbeitung. Der dritte Leitsatz stellt sicher, dass
Daten nur für statistische Auswertung versendet werden, wenn adäquate
Sicherheitsmechanismen verwendet wurden. Nach dem vierten Grundsatz
sind Nutzer generell anonym, ihre Identität kann bei Bedarf aufgedeckt
werden. Das fünfte Prinzip fordert Verschlüsselung zur Unterstützung des
Datenschutzes. Die sechste Regel geht auf Biometrische Merkmale ein, die
unterstützend wirken können, gleichzeitig eine Bedrohung darstellen, wenn
sie diskriminierend eingesetzt werden. Das letzte Prinzip fordert die Über-
prüfbarkeit der etablierten Maßnahmen.
5.1.3. Klassifizierung von PET
Es sind Klassen zu identifizieren, die den in Abschnitt 5.1.1 dargestellten
Verarbeitungsschritten zugeordnet werden können.
Das erste Modell zur Klassifizierung wurde 1997 vorgestellt [Bur97] und
unterscheidet vier Konzeptkategorien. Es wird zwischen Konzepten zum
Schutz der Nutzer-, Objekt- und Transaktionsidentität unterschieden. Letz-
tere beseitigen Spuren, die ein Subjekt bei der Durchführung von Aktionen
hinterlässt. Die vierte Klasse umfasst kombinierte Ansätze aus den ersten
drei Kategorien. Das Modell kann einige aktuelle Ansätze nicht einordnen
und ist folglich nicht zur Klassifikation geeignet.
Einen gegenläufigen Ansatz verfolgt das Modell in [Oli03], das verschiedene
Ebenen an Stelle von Klassen definiert. Dabei werden vier Ebenen verwen-
det: Sichere Kommunikation, Kontrolle persönlicher Daten, Verwaltung von
Pseudonymen und organisatorische Maßnahmen. Ein PET setzt Mechanis-
men aus einer oder mehreren Ebenen ein. Das Verfahren ist flexibel, erlaubt
aber keine allgemeine eindeutige Kategorisierung.
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Das Modell der OECD [OEC03] teilt PETs auch in vier Kategorien auf. Es
erreicht ebenfalls keine völlig eindeutige Klasseneinteilung. Die Zuordnung
ist aber eindeutiger möglich als in [Oli03] und im Gegensatz zum Modell
in [Bur97] können alle Technologien klassifiziert werden. Entsprechend
werden die Klassen der OECD verwendet:
1. Persönliche Privacy Enhancing Technlogies (PPETs) umfassen alle An-
sätze, die persönliche Informationen des Subjekts (Betroffene der
Überwachung) schützen.
2. Webbasierte Technologien (WT) stellen die Privatsphäre sicher, wenn
der Austausch von Daten über das Internet im Vordergrund steht.
3. Informationsvermittler (IV) sind PETs, die Daten bei der Übermittlung
und vor der Nutzung anonym-/pseudonymisieren.
4. Netzwerkbasierte Technologien (NT) setzen die Übermittlung der Da-
ten über ein Netzwerk voraus. Im Gegensatz zu den webbassierten
Technologien werden auch komplette Systemansätze betrachtet, bei
denen Daten über ein Netzwerk ausgetauscht werden.
Abbildung 5.2 zeigt die Zuordnung der PETs zu den Prozessschritten der
intelligenten Überwachung und für welche Art von Daten sie geeignet sind.
Informationsvermittler sind geeignet, um den Zugriff auf gespeicherte Da-
ten zu kontrollieren. Netzwerkbasierte Technologien können bereits bei
der Erhebung eingesetzt werden. Webbasierte Technologien eignen sich
gleichermaßen zur Wahrung der Privatheit während der Verarbeitung und
Nutzung. Persönliche PETs können in allen Prozessschritten eingesetzt wer-
den.
Bei der genauen Betrachtung der Datenquellen fällt auf, dass viele PETS
(siehe Abschnitt 5.2) für den Einsatz im Internet und zum Unterbinden einer
Profilbildung existieren. Für Videodaten existieren einige PPETs und netz-
werkbasierte Ansätze. Für die Gewährleistung von Privatheit in Audiodaten
sind nahezu keine Ansätze vorhanden.












Abbildung 5.2.: Zuordnung von PETs zu Prozessschritten und Datenquellen
5.2. Existierende Privacy Enhancing
Technologies
Im Folgenden wird ein Überblick über existierende PETs gegeben. Eine
ausführliche Beschreibung der Ansätze übersteigt den hier verfügbaren
Platz. Details können den Referenzen entnommen werden. Innerhalb der
Kategorien findet anschließend eine Bewertung statt. Die Kriterien dafür
werden in Kapitel 5.3 herausgearbeitet.
5.2.1. Persönliche Privacy Enhancing Technologies
1. Interaktionsmöglichkeit ist keine „klassische“ PET und kann durch
verschiedene Techniken umgesetzt werden, z. B. durch Gestenerken-
nung oder mit Hilfe von Smartphones. Durch sie hat der Betroffene
überhaupt erst die Möglichkeit seine Daten zu kontrollieren.
2. Das Vier-Augen-Prinzip ist ebenfalls kein konkretes technisches Ver-
fahren und kann unterschiedlich umgesetzt werden. Das Prinzip be-
sagt, dass zwei Subjekte an einer Aktion beteiligt sein müssen.
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3. Karten mit Kamerainformationen erlauben es den Betroffen Über-
wachte Gebiete, bzw. bestimmte Kameras zu meiden199.
4. Nutzungskontrolle ist eine Fortführung von Zugriffskontrolle und er-
laubt es Nutzern, Daten zu kontrollieren, nach dem sie diese aus der
Hand gegeben haben [Pre08].
5. Off-the-Record Messaging erlaubt eine verschlüsselte Kommunikation,
bei der die Abstreitbarkeit der gesendeten Nachrichten erhalten bleibt
[Bor04].
6. Beim Privacy-Preserving Ubiquitous Computing werden Personen
mittels RFID Tags identifiziert, anhand derer entschieden wird, ob
zugehörige Daten verarbeitet werden [Dua04].
7. Verpixelung von „Regions of Interest“ im Bildmaterial macht vorher
spezifizierte Bereiche unkenntlich, die sensiblen Informationen bein-
halten. Hierzu existiert eine Vielzahl von Ansätzen (siehe Abschnitt
2.3.1).
8. Verpixelung mit Authentifizierung erlaubt eine zielgerichtete Unkennt-
lichmachung von Personen. Es existieren verschiedene Ansätze um
sich am System zu authentifizieren (siehe Abschnitt 2.3.2)
9. Die Kamera TrustCam zeigt authentische Datenschutzeigenschaften
über eine sichere Verbindung an. Nutzer können sich benachrichtigen
lassen, wenn sie in die Nähe einer Kamera kommen (siehe Abschnitt
2.3.2).
10. Es existiert eine Vielzahl an Datenschutzmechanismen für RFID [Gar05,
Kar05, Zou06], z. B. die automatische Zerstörung von Tags, wenn diese
nicht mehr benötigt werden.
199 Für z. B. Paris auf der Seite http://app.owni.fr/camera-paris/ (letzer Zugriff am 09.02.2013).
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11. Unter Werkzeugen werden alle Techniken subsumiert, die unterstüt-
zend wirken, z. B. Verschlüsselungsverfahren.
5.2.2. Webbassierte Technologien
1. Anyonyme Remailer sind eine der frühsten PET. Ein Nutzer kann hier-
bei eine E-Mail versenden, ohne identifiziert zu werden [Sch95].
2. Datenverarbeitungsrichtlinien beschreiben Zugriffsregeln für perso-
nenbezogene Daten in maschinenlesbarer Form [Vag11d], z. B. durch
XACML [Mos05a].
3. Mix Kaskaden bauen eine schwer zurückverfolgbare Kommunikation
durch Proxy Server auf [Cha81].
4. Das Platform for Privacy Preferences Framework (P3P) erlaubt es Nut-
zern und Betreibern von Webseiten Verarbeitungsrichtlinien für per-
sönliche Daten auszutauschen[Cra06].
5. Beim Privaten Teilen von Positionsdaten wird die Position nur an
Freunde weitergeben [Fre10]. Das Verfahren basiert auf Kryptogra-
phie und einer Methode zum Schlüsselaustausch.
6. OpenID ist ein Standard zur Umsetzung eines dezentralisierten Au-
thentifizierungsverfahrens. Ein Nutzer meldet sich einmalig mit seiner
OpenID an, der Provider leitet anschließend nur benötigen Daten wei-
ter [Rec06].
5.2.3. Informationsvermiler
1. Anomyisierungsstrategien und Metriken bieten die Möglichkeit, Privat-
heit zu quantifizieren. Exakte Positionsdaten können z. B. zu einem
Bereich mit n Personen erweitert werden. Bekannte Metriken sind:
k-anonmyity [Swe02b], l-diverstiy [Mac07] und differential privacy
[Dwo06].
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2. Durch Path Confusion werden aus einer Position mehrere hypothe-
tische Positionen in einem bestimmten Radius berechnet [Hoh05].
Auch das Vertauschen von Identitäten ist möglich, wenn sich Pfade
kreuzen [Bel09b].
3. Die Aufklärung über die Datenerhebung (z. B. Beschilderung bei Vi-
deoüberwachung) ist eine Methode zur Steigerung der Transparenz.
4. Durch den Einsatz des Privacy-preserving Data Acquisition Protokolls
ist es möglich Anfragen an eine Datenbank zu stellen, ohne dass diese
rekonstruiert werden können [Kwe10].
5. Privacy-Preserving Face Recognition [Erk09] basiert auf homomorpher
Verschlüsselung [Gen09]. Alice kann an Bob fragen, ob ein Gesicht in
seiner Datenbank liegt. Bob erhält keine Information über das Gesicht
und Alice keine Information über die Datenbank.
5.2.4. Netzwerkbasierte Technologien
1. Firewalls blocken spezifische Inhalte. Dies können sensible Informa-
tionen sein, z. B. [Fre00].
2. Mix Kaskaden, siehe Abschnitt 5.2.2.
3. Videoüberwachungssystem nachdem auftragsorientierten Prinzip und
Zugriff über den Privacy Manager [Vag10a] (siehe auch Kapitel 4).
4. Durch den Einsatz eines Privacy Buffers können Informationen gezielt
entfernt werden, bevor sie dem Operator visualisiert werden [Fid04].
5. Durch eine Privacy-preserving Video Console wird der Zugriff auf Vi-
deodaten in unterschiedlichen Detailstufen gewährt [Sen05].
6. SmartSurv ist eine intelligente Kamera, die Ereignisse detektiert und
diese an Stelle des Videobilds an den Operator übermittelt [Fle08b].
7. Privacy Awareness System (pawS) ist eine Architektur zur Umsetzung
von Privatheit im Ubiquitous Computing und setzt P3P sein [Lan02].
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5.3. Ein Bewertungsmodell für PETs
In [Hen04] wurde ein erster Versuch unternommen PETs für RFID zu beur-
teilen. Es wurde eine Checkliste verwendet. Diese Idee wird hier aufgegriffen.
Im Folgenden wird ein Fragenkatalog aufgestellt, anhand dessen PET be-
werten werden können. Er bildet, die in Abschnitt 5.1.2 dargestellten Ziele
ab.
Einige Punkte wurden nicht berücksichtigt. Aus den Richtlinien ist „Bio-
metrie“ zu spezifisch und somit als allgemeines Kriterium zur Bewertung
einer PET nicht geeignet. Aus den CC findet die „Nichtabstreitbarkeit“ keine
Berücksichtigung, da sie der Unverkettbarkeit widerspricht. Wenn Nichtab-
streitbarkeit in einem System gefordert wird, ist sie über einen eigenständi-
gen Mechanismus zu realisieren, der nur bei begründetem Verdacht genutzt
werden kann. Ebenso wird die Forderung nach „Sicherheitsmanagement“
nicht berücksichtigt, da sie zu weit gefasst ist und über das eigentliche Ziel
einer PET hinausgeht.
Es ergibt sich ein Katalog mit zehn Fragen anhand dessen PETs objek-
tiv bewerten werden können. Insgesamt können 20 Punkte erzielt werden.
Die Fragen haben ein unterschiedliches Gewicht. Weniger wichtige kön-
nen einen Punkt erzielen, wichtige zwei Punkte und sehr wichtige können
drei Punkte erreichen. Wenn eine Anforderung teilweise erfüllt ist, dürfen
Teilpunkte vergeben werden. Die Fragen sind in Tabelle 5.2 dargestellt.
Eine exakte Punktevergabe ist schwierig. Entsprechend sind die im nächs-
ten Abschnitt vorgenommen Bewertungen relativ zu betrachten. So kann
beurteilt werden, ob eine Technologie generell geeignet ist oder nicht (hohe
oder niedrige Punktzahl). Anhand einer geringen Differenz bei der Bewer-
tung kann nicht pauschal entscheiden werden, ob eine Technologie besser
geeignet ist als eine andere.
Die Gewichtungen für die einzelnen Fragen ergeben sich aus den folgenden
Begründungen.
1. Hauptziel einer PET (3 Punkte).
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Nr. Frage Punkte
1 Wird die Sammlung persönlicher Daten limitiert? 3
2 Werden die Daten ausreichend durch Kryptographie gesichert? 1
3 Ist der Einsatz von Pseudoidentitäten möglich? 2
4 Werden eindeutige Merkmale des Nutzers anonymisiert? 2
5 Wird der Nutzer für das weitere Vorgehen eindeutig identifiziert? 1
6 Hat der Nutzer die volle Kontrolle über seine Daten? 3
7 Kann der Nutzer nachträglich seine Daten verändern? 2
8 Ist die PET ohne eine immense Erhöhung der Komplexität integrierbar? 1
9 Birgt der Einsatz auch Risiken für den Schutz der Privatsphäre? 2
10 Wird durch die PET die Privatsphäre geschützt? 3
Gesamtpunktzahl: 20
Tabelle 5.2.: Fragenkatalog zur Bewertung von PETs
2. Kryptographie ist unabdingbar, kann aber meist durch etablierte Stan-
dardverfahren sichergestellt werden (1 Punkt)
3. Die Verwendung von Peusdoidentiäten, ermöglicht es dem Nutzer
anonym zu bleiben und trotzdem personalisierte Dienste zu nutzen
(2 Punkte).
4. Die Verwendung von eindeutigen Nutzermerkmalen erlaubt eine ein-
fache Identifizierung und soll entsprechend vermieden werden (2
Punkte).
5. Identifikation bzw. Authentifikation ist wichtig um den Missbrauch
auszuschließen, kann aber ebenfalls durch existierende Verfahren
realisiert werden (1 Punkt).
6. Wie 1) ein Hauptziel von PETs, entsprechend werden auch hier 3
Punkte vergeben.
7. Die Berichtigung von falschen Daten ist ein wichtiges Recht des Be-
troffenen (2 Punkte)
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8. Wenn eine Technologie aufwendig zu integrieren ist, gefährdet dies
ihren Einsatz in der Praxis (1 Punkt).
9. PETs könnten auch ein Risiko beinhalten, z. B. wenn für die Anonymi-
sierung einer Person weitere Daten einer anderen Person gesammelt
werden müssen. Das Risiko muss kontrollierbar sein (2 Punkte).
10. Auch ohne Datensparsamkeit und Verbesserung der Kontrolle kann
sich eine PET positiv für den Nutzer auswirken. Die Verbesserung der
Privatsphäre ist das zentrale Anliegen (3 Punkte).
5.4. Bewertung existierender PETs
Alle aufgelisteten PET wurden einer Bewertung unterzogen. Die Ergebnisse
sind im Folgenden innerhalb ihrer Klassen dargestellt. Eine detaillierte Über-
sicht über alle Ansätze befindet sich im Anhang B dieser Arbeit.
PET Punkte
Vier Augen Prinzip 4
Kartenmaterial mit Information 6
Mechanismen für RFID 10




Verpixelung mit Authentifizierung 12




Tabelle 5.3.: Bewertung der persönlichen Privacy Enhancing Technologies
Tabelle 5.3 gibt einen Überblick über die PPETs. Zur besseren Übersicht
wurden verschieden Technologien für RFID hier zusammen gefasst. Die
5.4. Bewertung existierender PETs 93
Bewertungen lagen hier zwischen 7 und 12 Punkten (10 in Tabelle 5.3). Nut-
zungskontrolle erzielt die meisten Punkte und erhält Abzüge durch den









Tabelle 5.4.: Bewertung der webbasierten Technologien
Auch bei den webbasierten Technologien (Tabelle 5.4) erzielt mit den Daten-
verarbeitungsrichtlinien eine PET zur Kontrolle für den Nutzer die meisten
Punkte.
PET Punkte
Kennzeichnungspflicht für Videoüberwachung 7
Anonmyisierunsstrategien 11
Path-Confusion 12
Privacy-Preserving Data Acquisition Protocol 12
Privacy-Preserving Face Recognition 13
Tabelle 5.5.: Bewertung der Informationsvermittler
Bei den Informationsvermittlern (Tabelle 5.5) erzielt, wie bei den PPETs, ein
Systemansatz die meisten Punkte. Allerdings mit weniger Abstand zu den
einzelnen Verfahren.
In der letzten Kategorie (Tabelle 5.6) erzielt das auftragsbasierte System
die meisten Punkte. Dies ist nicht überraschend, da es wie die Privacy-
preserving Video Console oder der Privacy Buffer Datenabstraktion auf
verschiedenen Stufen umsetzt, aber im Gesamtumfang darüber hinausgeht.






Privacy-preserving Video Console 12
SmartSurv 12
pawS 14
Auragsorientierte Überwachung und Zugri 15
Tabelle 5.6.: Bewertung der netzwerkbasierten Technologien
5.5. Auswahl von PETs für intelligente
Überwachungssysteme
Die aufgeführten Techniken machen deutlich, dass eine Vielzahl von An-
sätzen existiert. Es existiert allerdings keine ganzheitliche Lösung für den
Einsatz in visuellen Sensornetzwerken, die Forschung beschränkt sich hier
auf isolierte Bereiche.200 Auch jenseits von Kameranetzwerken steht die
Zusammensetzung von PETs noch am Anfang der Forschung.201
Beim Aufbau eines intelligenten Überwachungssystems nach PbD, müs-
sen existierende Verfahren kombiniert und erweitert werden, sodass eine
ganzheitliche Lösung entsteht, die alle Prozessschritte abdeckt.
Die Ansätze können dafür nicht rein nach ihrer Bewertung ausgewählt
werden. Vielmehr ist fallspezifisch nach den Anforderungen des Systems
zu kombinieren. Wenn ein Überwachungssystem z. B. keine Anbindung an
eine Bilddatenbank hat, können auch keine Methoden zu ihrem Schutz
eingesetzt werden. Im Folgenden wird von einem „typischen“ intelligenten
Überwachungssystem ohne besondere Anforderungen ausgegangen. Die
200 Winkler/Rinner in: [Win12b], S. 32
201 Hansen in: [Roß03], S. 293 Rn. 5
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Mehrheit der konventionellen Systeme können somit durch das in dieser
Arbeit vorgestellte System ersetzt werden. Konkret bedeutet das, keinen
Einsatz von RFID und externen Datenquellen.
Grundlage des Systems ist eine auftragsorientierte Struktur, wie sie in
Kapitel 4 dargestellt ist. Der Ansatz erzielt unter den netzwerkbasierten
Technologien die beste Bewertung und ermöglicht Datenminimierung be-
reits während der Erhebung. Die grundlegenden Ideen von SmartSurv und
der Privacy Video Console sind ereignisgetriebene Datenübermittlung und
Datenabstraktion. Beide lassen sich beim Aufbau einer auftragsorientierten
Architektur berücksichtigen.
Bei den Informationsvermittlern werden „Privacy-Preserving Face Reco-
gnition“ und das „Privacy-Preserving Data Acquisition Protocol“ nicht für
ein typisches System benötigt. Um den Zugriff auf die (temporär) gespei-
cherten Daten minimal zu halten (Datensparsamkeit), werden Anonymisie-
rungstrategien und Metriken verwendet.
„Path-Confusion“ erzielt einen Punkt mehr, kann in sicherheitskritischer
Überwachung aber problematisch sein. Metriken bzw. Strategien können
zudem kombiniert und erweitert werden, um Schwachstellen zu eliminieren
(siehe Abschnitt 6.4). Durch die Anonymisierung bei der Übermittlung wird
die Informationsmenge für die Verarbeitung und Nutzung minimiert.
Aus den webbasierten Diensten werden „Datenverarbeitungsrichtlinien“
ausgewählt. Durch Richtlinien können Betreiber und Nutzer Anforderungen
in allen Prozessschritten ausdrücken und im System hinterlegen. Primär
werden Richtlinien für die Verarbeitung und Nutzung benötigt. Für den
Einsatz in der Überwachung sind existierende Ansätze noch zu erweitern
(siehe Abschnitt 6.3).
Unter den PPETs befinden sich verschieden Technologien, die in einem
System nach PbD verankert werden sollten. „Nutzungskontrolle“ erzielt
die meisten Punkte, ist aber noch Gegenstand aktueller Forschung und
kann nicht zuverlässig eingesetzt werden. Access Control ist zwar weniger
weitreichend, aber robust genug für den Einsatz. In geschlossenen Systemen
kann auf etablierte Standardmethoden zurückgegriffen werden.
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Für die Nutzung von Videodaten sind Technologien zur Verpixelung ein-
zusetzen, um dem Operator und auch dem Beobachteten nur benötigte
Ausschnitte anzuzeigen. Hier existiert eine Vielzahl von Ansätzen, die leicht
auf einen Videostrom angewendet werden können. Ihre Verwendung wird
in dieser Arbeit nicht weiter thematisiert.
Eine sehr gute Bewertung erzielten Interaktionsmöglichkeiten. Sie sind zu
integrieren, um die passiven Überwachten zu aktiven Nutzern zu machen
(siehe Abschnitt 4.6) und um die Transparenz sicherzustellen.
Das anschließende Kapitel zeigt auf, wie die ausgewählten PETs in einem
Überwachungssystem zu kombinieren und zu erweitern sind.
6
Neue Ansätze zur Realisierung
von Privacy by Design in
Überwachungssystemen
Eine wirklich gute Idee





Kapitel 4 zeigt den Aufbau eines intelligenten Überwachungssystems nach
Privacy by Design auf und in Kapitel 5 werden geeignete PETs für die Rea-
lisierung gewählt. Im Folgenden wird aufgezeigt, wie die Ansätze zu einer
ganzheitlichen Lösung zu kombinieren sind. Ziel der Komposition ist ein
kontrollierter Zugriff der Betreiber- und Nutzerdienste auf die Daten des
Überwachungssystems über den Privacy Manager.
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Um die Realisierbarkeit des Systems zu beweisen, wurden die Ansätze pro-
totypisch umgesetzt. Als Einsatzszenario wurde ein Flughafen gewählt. Im
Verlauf des Kapitels wird daran die Umsetzung der Anforderungen (Zweck-
bindung, Datensparsamkeit, Datensicherheit, keine automatisierte Einzel-
entscheidung und Transparenz) und der erreichte Fortschritt durch die
neuen Ansätze hervorgehoben. Das Szenario wird in Abschnitt 6.2 vorge-
stellt.
Abschnitt 6.1 zeigt die Arbeitsweise des Privacy Managers bei Zugriff durch
Betreiber- und Nutzerdienste auf. Anschließend werden die dafür benötigten
Komponenten dargestellt. Abschnitt 6.3 beschreibt, wie Datenschutzrichtli-
nien für die Überwachung dargestellt und durchgesetzt werden können. In
Abschnitt 6.4 wird die Anonymisierung von Überwachungsdaten beleuchtet.
Der Fokus dieser Arbeit liegt auf Positionsdaten. Abschließend stellt Ab-
schnitt 6.6 neue Methoden zur Interaktion mit einem Überwachungssystem
dar.
6.1. Zugri auf Überwachungsdaten durch
Betreiber- und Nutzerdienste über den
Privacy Manager
Ein intelligentes Überwachungssystem nach PbD minimiert die Menge der
erhoben Daten bereits bei der Erhebung. Daten werden nur für den festgeleg-
ten Zweck erhoben (siehe Abschnitt 4.1) und die Signalverarbeitungsdienste
führen eine Abstraktion und Reduktion der Sensordaten auf relevante Merk-
male durch (siehe Abschnitt 4.2). Die verbleibenden Informationen werden
in der Modellwelt (temporär) gespeichert, um den Datenverarbeitungsdiens-
ten einen Realitätsausschnit zum Beobachtungszeitpunkt zur Verfügung
zu stellen. Je nach Anwendungszweck generieren die Datenverarbeitungs-
dienste daraus Ereignisse.
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Die genannte Erhebung und Verarbeitung findet im geschlossenen Kern des
Systems statt, der für den Betreiber (Operator) und Nutzer nicht zugänglich
ist.
Wenn Daten das System verlassen, durchlaufen sie den Privacy Manager
(siehe Abschnitt 4.2.2), der die einzige externe Schnittstelle zum Datenzugriff
auf die Modellwelt darstellt. Der Privacy Manager ist die zentrale Kompo-
nente zur Umsetzung des technischen Datenschutzes. Der Betroffene kann
über den Privacy Manager sein Auskunftsrecht wahrnehmen und die zu
seiner Person vorliegenden Daten einsehen. Ebenso kann er kontrollieren,
welche Dienste auf seine Daten Zugriff haben. Der Zugriff auf die Daten
wird über Datenschutzrichtlinien geregelt, die im Privacy Manager verwaltet
werden. Dies umfasst vom System festgelegte Regeln und vom Beobachteten
selbst gestaltete Richtlinien. Nur die wirklich benötigten Daten verlassen
den Kern des Systems. Basierend auf den Richtlinien findet vor der Heraus-
gabe eine Anonymisierung statt. Nur wenn alle Schritte durchlaufen werden,
sendet der Privacy Manager die Daten an den anfragenden Dienst.
Wenn Betreiber und Nutzer auf Daten aus der Modellwelt über den Privacy
Manager zugreifen, wird der in Abbildung 6.1 dargestellte Prozess durchlau-
fen. Er realisiert ganzheitlichen technischen Datenschutz und kombiniert
dafür verschiedene PETs zu einem Prozess.
Ein Betreiber- oder ein Nutzerdienst durchläuft dabei die folgenden Schritte:
1. Ein Dienst meldet sich beim Privacy Manager an und sendet eine
Datenanfrage. Anschließend fragt der PM die angeforderten Daten an
der Modellwelt ab.
2. Datenschutzrichtlinien werden auf den angefragten Daten durchge-
setzt. Entweder es wird eine vom System vorgegeben Richtlinie an-
gewendet oder eine vom Nutzer verwaltete. Es werden alle Attribute
entfernt, für die der Dienst keine Berechtigung hat.
3. Wenn die Richtlinien es fordern, werden die angeforderten Daten
durch die entsprechenden Module anonymisiert. In dieser Arbeit wird








































































Abbildung 6.1.: Fluss personenbezogener Daten aus der Modellwelt zu
Betreiber- und Nutzerdiensten
eine Methode zur Anonymisierung von Positionsdaten vorgeschlagen.
Je nach Datentyp sind weitere Module denkbar.
4. Bevor der Datensatz das System verlässt, werden die Objektbezeich-
ner vom Identitätsmanagement durch Pseudonyme ersetzt (siehe
Abschnitt 6.5).
5. Der Privacy Manager aktualisiert seine interne Datenbank über Dienste
und verwendete Daten. Anhand der Datenbank kann ein Nutzer ein-
sehen, welche seiner Daten von welchen Diensten verwendet werden.
Der Prozess stellt zudem sicher, dass der Betroffene seine Daten einsehen,
verwalten und kontrollieren kann.
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Die im Flughafenszenario umgesetzten Betreiber- und Nutzerdienste wer-
den nächsten Abschnitt vorgestellt.
6.2. Intelligente Flughafenüberwachung
An Flughäfen bietet sich der Einsatz des in dieser Arbeit entwickelten Sys-
tems besonders an. Computergestützte Bildauswertung kann den Betreiber
unterstützen und den Beobachteten Mehrwertfunktionen anbieten. Es wird
davon ausgegangen, dass im System ausschließlich (intelligente) Kameras
zur Datenerhebung eingesetzt werden. Gleichfalls wird angenommen, dass
sowohl Beobachtete als auch Betreiber (Sicherheitspersonal) über mobile
Endgeräte verfügen (siehe Abschnitt 4.6.1 und 6.6), um mit dem System zu
kommunizieren.
6.2.1. Nutzung durch den Betreiber
Zweck des Systems ist die Gewährleistung der öffentlichen Sicherheit. Ka-
meras (Signalverarbeitungsdienste) senden dafür Beobachtungen an die
Modellwelt. Aus den dort vorliegenden Daten werden Ereignisse generiert.
Die dafür benötige Situationsanalyse ist nicht Bestandteil der Arbeit. Schwer
erkennbare Ereignisse werden mit Unterstützung der Beobachteten erkannt
(Abschnitt 4.6.1).
Solange keine Detektion vorliegt, werden dem Betreiber keine Informatio-
nen über die Betroffen am Flughafen aufgezeigt. Einzig das Sicherheitsperso-
nal wird auf einer Übersichtskarte dargestellt (Abbildung 4.3). Die mobilen
Einsatzkräfte haben ebenfalls Zugriff auf die Karte und können die Position
ihrer Kollegen einsehen.
Sobald ein Ereignis vorliegt, wird es dem Operator auf der Karte angezeigt.
Um beurteilen zu können, ob es sich um eine Fehldetektion handelt, wird
ihm eine Videosequenz aus dem Puffer der Kamera gezeigt. Dabei kann in
einer ersten Stufe Verpixelung eingesetzt werden und erst bei Bedarf, werden
alle Informationen angezeigt. Gleiches gilt für die mobilen Einsatzkräfte.
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Der Operator kann ihnen das Ereignis auf ihrer Karte markieren und Instruk-
tion übermitteln. Nur wenn der Operator bestätigt, dass es sich um einen
relevanten Vorfall handelt, werden Daten gespeichert.
6.2.2. Nutzung durch den Beobachteten
Das System stellt den Beobachteten verschiedene Dienste zur Verfügung,
die im Rahmen des Kapitels näher dargestellt werden. Nutzerdienste werden
dabei unterteilt in Diensten zur Kontrolle/Verwaltung der persönlichen
Daten (Prinzip der Transparenz):
• Aufklärung: Abruf von Informationen über den Zweck, Betreiber und
Verantwortlichen, sowie Kontaktinformationen und technische De-
tails,
• Auskunft über vorliegende personenbezogene Daten,
• Verwaltung von Datenschutzrichtlinien,
• Volle Sicht durch Kameras, wenn sich Beobachtete im Sichtfeld befin-
den
und Mehrwertdiensten, die der Beobachtete freiwillig nach seinen Vorgaben
nutzen kann (nutzerorientierte Gestaltung):
• Alarmierung des Operators in einer Gefahrensituation,
• Bewusste Überwachung zur Steigerung des Sicherheitsgefühls,
• „Buddy Finder“ zur Ortung von Freunden am Flughafen, inklusive der
Möglichkeit die eigene Position nur eingeschränkt zu teilen,
• „In-Gebäude-Navigation“ zu wichtigen Punkten,
• Anonymisierte Sicht durch Kameras (z. B. um die Länge der Schlange
am Sicherheitscheck beurteilen zu können).
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6.3. Datenschutzrichtlinien (Privacy Policies)
Bevor Datenschutz technisch umgesetzt werden kann, müssen die Anfor-
derungen maschinenlesbar formuliert werden. Ziel der Richtlinien202 ist
es, den Zugriff der Nutzer-und Betreiberdienste auf die Modellwelt zu be-
schränken. Der Zugriff auf verwaltete Objekte muss bis auf Attributebene
reguliert werden.
Nach der Analyse existierender Ansätze wird aufgezeigt, wie Richtlinien
allgemein durch XACML (eXtensible Access Control Markup Language) be-
schrieben werden können. In der intelligenten Überwachung legen verschie-
dene Stakeholder Richtlinien fest (Betreiber, Betroffene, etc.). Es wird ein
Erweiterungsansatz für XACML vorgestellt, sodass Policies der Interessen-
gruppen verarbeitet werden können. Anschließend wird eine Architektur
zur Durchsetzung aufgezeigt und wie durch sie Richtlinien für den Buddy
Finder umgesetzt werden.
6.3.1. Analyse existierender Strategien
Es existieren verschiedene Beschreibungsansätze aus unterschiedlichen Be-
reichen der Informatik, was die Vergleichbarkeit erschwert. Abbildung 6.2
stellt diese im Bezug auf ihre Leistungsfähigkeit und ihre Verbreitung dar.
P3P (Platform for Privacy Preferences Project) schützt die Privatsphäre im In-
ternet, REL (Right Expression Languages) umfasst alle Sprachen zum Schutz
von Multimediainhalten. XACML und EPAL (Enterprise Authorization Lan-
guage) beschreiben Zugriffskontrollanforderungen für beliebige Objekte.
P-RBAC (Privacy-aware Role Based Access Control) ist eine Erweiterung der
rollenbasierten Zugriffskontrolle (RBAC).
Im Folgenden werden die Ansätze kurz dargestellt und auf ihr Einsetz-
barkeit in intelligenten Überwachungssystemen untersucht. Wichtigstes
202 Wenn im Folgenden von Datenschutzrichtlinien gesprochen wird, sind konkrete Richtlini-
en für Systeme gemeint. Es besteht kein direkter Bezug zur Datenschutzrichtlinie der EU
(siehe Abschnitt 3.2.1).















Abbildung 6.2.: Überblick über Zugriffskontrollstrategien
Kriterium ist die Ausdrucksstärke. Neben der Identität der Person müssen
dazugehörige persönliche Angaben und Randbedingen (Ort, Uhrzeit, etc.)
darstellbar sein. Um zu gewährleisten, dass ein Ansatz Verbreitung findet
und in Systeme integriert werden kann, wird die Existenz freier Implementie-
rungen positiv bewertet. Das umfasst eine Komponente zur Durchsetzung
von Richtlinien (Policy Enforcement Point, PEP) und eine Komponente zur
Entscheidungsfindung (Policy Decision Point, PDP). Da in der Überwachung
widersprüchliche Policies auftreten können, werden die existierenden Me-
thoden zur Konfliktauflösung ebenfalls bewertet. Abschließend ist noch
maßgebend, ob eine zentrale Speicherung der Daten möglich ist und ob
die Richtlinien von Menschen gelesen werden können. Alle Anforderungen
können 10 Punkte erzielen, abgesehen von der Ausdrucksstärke (30 Punkte)
und der Menschenlesbarkeit (5 Punkte), die entsprechend wichtiger bzw.
unwichtiger sind. Tabelle 6.1 fasst die Kriterien zusammen.
Right Expression Languages (REL)
REL sind Teil des Digital Right Managements (DRM) und beschreiben Li-
zenzen in maschinenlesbarer Form. Das Objekt wird dazu um die Lizenz
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Anforderung Punkte
Ausdrucksstärke 30
Implementierung eines PDP 10
Implementierung eines PEP 10
Verarbeitung von Konflikten 10
Zentrale Speicherung 10
Menschenlesbarkeit 5
Tabelle 6.1.: Bewertungskriterien für Beschreibungsverfahren
erweitert. REL definieren nur den Vertrag über die Nutzung, die eigentliche
Durchsetzung wird vom DRM übernommen. Ein bekannter Vertreter ist die
extensible Rights Markpup Language (XrML) [Wan02], in der eine Ressource,
zugreifende Klienten, Rechte und Bedingungen spezifiert werden können.
Einen ähnlichen Aufbau verwendet auch die Open Digital Rights Language
(ODRL) [Ian04], in der Rechte aus Beschränkungen, Voraussetzungen und
Bedingungen bestehen.
REL sind geeignet, komplexe Regeln zu beschreiben. Es existieren jedoch
entscheidende Nachteile. Neben fehlenden freien Implementierungen ist
keine zentrale Speicherung möglich und die Policies sind an die Objekte ge-
bunden. Aufgrund der Bindung existieren auch keine Verfahren zu Konflikt-
auflösung. I. d. R. sind XML basierte REL zu ausführlich, um für Menschen
leicht verständlich zu sein.
Platform for Privacy Preferences Project (P3P)
P3P [Cra06] ist ein Protokoll zum Austausch von Datenschutzrichtlinien im
Internet. Der Anbieter hinterlegt auf seinem Server, welche personenbe-
zogenen Daten von ihm oder von Dritten verarbeitet werden. Der Nutzer
verwendet einen P3P Agenten, der die Datenschutzerklärung beim Aufruf
der Seite lädt. Wenn diese mit den gespeicherten Anforderungen des Nut-
zers übereinstimmt, wird die Seite geladen. Dabei kann festgelegt werden,
welche Daten zu welchem Zweck von wem verwendet werden.
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P3P hat ein auf Webseiten eingeschränktes Vokabular. Es existieren freie
PDP Implementierungen, die auf Grund des Alters Kompatibilitätsprobleme
aufweisen. P3P kontrolliert nicht die Umsetzung der Richtlinien und es
existieren keine einsetzbaren PEPs. Konfliktmanagement ist nicht vorgese-
hen. Policies können zentral gespeichert werden und sind auf Grund ihrer
Beschränktheit lesbar.
Enterprise Authorization Language (EPAL)
EPAL [Ash03] ist eine formalisierte Sprache zum Schutz personenbezogener
Daten. Innerhalb einer Policy kann ein Wortschatz definiert werden, um
Richtlinien flexibel zu gestalten. Anhand des Vokabulars wird festgelegt,
wer zu welchem Zweck mit welcher Aktion auf welches Datum zugreift und
dadurch welche Verpflichtung eingeht.
EPAL ist ein flexibler und mächtiger Ansatz. Nach einer Veröffentlichung
von Anderson [And06] wurde EPAL zu Gunsten von XACML gestoppt. Es
sind keine weiteren Entwicklungen zu erwarten. Policies können zentral
gespeichert werden, sind kompakt und gut lesbar.
Privacy-aware Role Based Access Control (P-RBAC)
RBAC [San96] ist eine etablierte Variante der Zugriffskontrolle. Nutzer sind in
Rollen aktiv, denen Rechte zugeordnet sind. In [Ni09] wird eine Erweiterung
zur Umsetzung von Privacy Anforderungen vorgestellt, in der RBAC um
Zweck, Bedingungen und Verpflichtungen erweitert wird.
P-RBAC ist ausdrucksstark und erlaubt Formulierungen, die zentral ge-
speichert werden können. [Ni09] gibt keinen Syntax vor. Die dargestellte
Struktur, lässt jedoch eine gute Lesbarkeit vermuten. Angesichts der ge-
ringen Verbreitung sind keine Implementierungen zu erwarten. Konflikte
können gesucht, aber nicht aufgelöst werden.
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eXtensible Access Control Markup Language (XACML)
XACML [Mos05a] ist eine auf XML basierende Beschreibungssprache für den
Zugriff auf Ressourcen. Eine Policy besteht aus Ziel (Target) und Regel (Rule).
Es kann flexibel angegeben werden, welche Subjekte Aktionen an Ressour-
cen ausführend dürfen (Ziel). Dafür werden Bedingungen, Verpflichtungen
und Auswirkung spezifiziert (Regel).
XACML ist ausdrucksstark und erweiterbar. Ebenso ist es durch seine Stan-
dardisierung weit verbreitet und es existieren Implementierungen von PDP
und PEP. Ansätze zur Konfliktauflösung sind vorhanden und Policies kön-
nen zentral gespeichert werden. Infolge der Mächtigkeit ist keine Lesbarkeit
gegeben.
Abschließende Bewertung
Tabelle 6.2 fasst die Bewertung zusammen. Es wird deutlich, das XACML
geeignet ist, Datenschutzvorgaben maschinenlesbar zu formulieren, sodass
diese automatisiert durchgesetzt werden können.
Anforderung REL P3P P-RBAC EPAL XACML
Ausdrucksstärke 30 15 30 30 30
Implementierung eines PDP 0 5 0 0 10
Implementierung eines PEP 0 0 0 0 10
Verarbeitung von Konflikten 0 0 0 0 10
Zentrale Speicherung 0 10 10 10 10
Menschenlesbarkeit 0 5 5 5 0
Summe 30 35 45 45 70
Tabelle 6.2.: Bewertung der Beschreibungsverfahren
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6.3.2. Einsatz von Datenschutzrichtlinien in einem
Überwachungssystem
Im Folgenden wird ein allgemeines Modell zur Erstellung von Zugriffsregeln
zur Durchsetzung von Datenschutz angeben. Nach Überführung in XACML,
werden die Regeln erweitert, um Konflikte durch verschiedene Stakeholder
aufzulösen.
Beim Einsatz von XACML wird ein PEP verwendet, der Anfragen in XACML
requests übersetzt, die an den PDP weitergeleitet werden. Ein Request be-
steht aus genau einem Subjekt, beliebig vielen Ressourcen und genau einer
Aktion. Das Subjekt ist der zugreifende Dienst, Ressourcen sind Objektat-
tribute, auf die dieser durch die Aktion zugreifen möchte. Um über einen
Request zu entscheiden, durchsucht der PDP alle aktiven Policies, die auf
die Anfrage passen und wertet diese aus.
Allgemeines Modell zur Formulieren von Zugrisrechten
Als Basis dient das Modell von Ni et al. [Ni09], das für den Einsatz in der
Überwachung erweitert wird. Es setzt sich aus den folgenden Grundmengen
zusammen:
• Menge O von Objekten, über die Informationen gesammelt werden,
• Menge D der Attribute,
• Menge S von zugreifenden Subjekten,
• Menge G von Gründen für einen Zugriff,
• Menge A von Aktionen auf den Daten (Attributwerten),
• Menge V von Verpflichtungen, die vom System erfüllt werden,
• Menge B der Bedingungen, die zum Zugriffszeitpunk erfüllt sein müs-
sen und
• Menge E der möglichen Entscheidungen.
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Daraus können Zugriffsrechte konstruiert werden:
• Menge der personenbezogenen Daten P ⊆O ×2D ,
• Menge der Anfragen F ⊆ P × A×2G ×2S ,
• Menge der Rand- und Systembedingungen R ⊆ 2V ∪2B ,
• Menge der Zugriffsbedingungen Z ⊆ F ×R ×E .
Es werden nur Policies in einer einfachen Form verwendet, d. h. es werden
keine Policy Sets eingesetzt und jede Policy enthält nur eine Regel. Somit
besteht eine Richtlinie aus zwei Blöcken: Target und Rule. Durch den Target-
Block wird entschieden, ob eine Regel zum Request passt und angewendet
wird.
Target enthält das Feld Resource, in dem sowohl Objekte O als auch At-
tribute D über Stringvariablen umgesetzt werden. Für Objekte mit dem
Namen „ID“ und Attribute entsprechend durch „Attribut“. Es handelt sich
hier um reine Bezeichner. Die Menge der Personenbezogenen Daten P kann
nicht direkt abgebildet werden, da nur einfache Variablen möglich sind, d. h.
eine Erweiterung auf hierarchische Variablen existiert [And05], wird aber in
der Praxis nicht verwendet. Um Kompatibilität zu gewährleisten wird jedes
p ∈ P über mehrere Variablen kodiert. Nur wenn alle Variablen erfüllt sind,
greift die Regel.
Für die Subjekte und Aktionen sieht XACML das Schlüsselwort Subject
bzw. Action im Target Block vor. Zur Kodierung der Zugriffsgründe existiert
eine Erweiterung [Mos05b], die noch nicht in freien Implementierungen
umgesetzt wurde. Alternativ kann der Zweck über ein Resource Feld abge-
bildet werden, was nicht dem Standard entspricht. Wenn Dienste exklusiv
einem Zweck zugeordnet werden können, kann der Zweck implizit über das
Subjekt kodiert werden.
Der Rule Block beinhaltet Informationen, die sich nicht direkt auf die
abgefragten Informationen beziehen. Im Feld Obligation können beliebige
Verpflichtungen angeben werden. Ihre Durchsetzung liegt in der Verantwor-
tung des zugehörigen PEP. Bedingungen werden durch das Schlüsselwort
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Condition angegeben. Sie werden nach vorgegebener Syntax zu „true“ oder
„false“ ausgewertet (Aufgabe des PDP). Zur Beschreibung der Entscheidun-
gen wird das Feld Effect verwendet. Es lässt zwei Ausprägungen zu: erlauben
(permit) oder verbieten (deny).
Zur Verdeutlichung wird das Modell zur Bildung von Zugriffsrechten für
die Überwachung und die Umwandlung in XACML an einem einfachen
Beispiel dargestellt. Sei folgendes Szenario gegeben:
• O = {13, 42}
• D = {Name, Position, Größe}
• S = {Dienst1, Dienst2}
• G = {Gebäudeüberwachung, statistische Auswertung}
• A = {lesen, schreiben}
• V = {Vorgang protokollieren}
• B = {Aktuelle Uhrzeit zwischen 8:00 und 20 Uhr}
• E = {erlauben, verbieten}
Im Szenario seien die folgenden Regeln gegeben.
Regel 1: Der schreibende Zugriff auf alle Namen ist verboten und ein Ver-
such wird protokolliert.
Regel 2: Dienst 1 darf den Namen und Position von Objekt 13 zwischen 8
und 20 Uhr lesen.
Diese führen zu den folgenden Zugriffsrechten:
zO13 = ((13,{Name}), schreiben, G , S),{Vorgang protokollieren}, verbieten)
zO42 = ((42,{Name}), schreiben, G , S),{Vorgang protokollieren}, verbieten)
zO13N = ((13 ,{Name}), lesen , G , {Dienst1}),;, erlauben)
zO13P = ((13,{Position}), lesen, G , {Dienst1}),;, erlauben)
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Für jedes Objekt in Regel 1 muss ein Zugriffsrecht erstellt werden. Die Anzahl
der benötigen Vorgaben steigt somit linear mit den Objekten. Abbildung 6.3
zeigt den Aufbau der dazugehörigen XACML Regeln. Zur besseren Lesbarkeit
wird abstrahiert, die zugehörigen textuellen Beschreibungen befinden sich
























Daytime between: 0800 - 2000
Effect: Deny
Abbildung 6.3.: Regel 1 und Regel 2 als XACML Policies
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6.3.3. Konfliktvermeidung
In der Intelligenten Überwachung können verschiedene Quellen für Policies
existieren. Ein Überwachungssystem an einem Flughafen stellt beispiels-
weise eigene Regeln bereit, um generelle Anforderungen zu erfüllen (z. B.
Überwachung von Airlinemitarbeitern nur außerhalb der Arbeitszeiten).
Mitarbeiter können speziellere Regeln festlegen ebenso wie Passagiere. Mit
einer steigenden Anzahl von Policies steigt das Konfliktpotential und Me-
thoden zur Auflösung werden benötigt.
Viele Ansätze existieren, die Konflikte detektieren [Mon07, Cup01] und
diese dem Anwender anzeigen, sodass er sie beseitigen kann. In einem
Überwachungssystem ist das nicht möglich, da dies den Betreiber bei vielen
Personen/Konflikten schlicht überlastet.
Ein anderer Ansatz ist automatisierte Konfliktbehebung durch das Über-
wachungssystem. Der XACML Standard sieht dafür vier Strategien vor. Bei
First-Applicable wird der Policyspeicher durchsucht, bis eine anwendbare
Richtlinie gefunden wird. Diese wird durchgesetzt. Bei Verwendung der
Only-One-Applicable Strategie wird geprüft, ob nur genau eine gültige Richt-
linie existiert, sodass die Auswertung unabhängig von der Reihenfolge ist.
Bei mehreren gültigen Regeln wird keine Entscheidung getroffen. Die ein-
zigen Algorithmen, die Konflikte in beschränkter Form verarbeiten sind
Deny-Override und Permit-Override. Hier setzt sich bei mehreren gültigen
Policies immer Deny bzw. Permit durch. Neue Ansätze versuchen Konflikte
intelligenter zu lösen [Ben03, Syu05], beispielsweise durch Role-Hierarchy-
Override. Hier werden Rollen verwendet, denen Hierarchiestufen zugeord-
net sind. Regeln einer höheren Stufe sind dominant. Durch Hierarchien
können viele Strukturen abgebildet werden.
Ein offenes Problem ist das Überschreiben von Regeln. Wenn das Über-
wachungssystem die höchste Priorität hat, sind die Regeln der Betroffenen
wirkungslos, sobald das System eine Standardregel verwendet. Umgekehrt
könnten die Betroffenen sich über Anforderungen des Systems hinwegset-
zen und Überwachung deaktivieren, was in vielen Fällen dem Systemzweck
widerspricht. Daraus resultieren zwei Anforderungen an Strategien:
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1. Es müssen mehrere Hierarchiestufen möglich sein. Höher eingestufte
Policies sind dominant.
2. Ausgewählte Richtlinien müssen von niedriger eingestuften Richtli-
nien überschreibar sein.
Ausgehend von den Anforderungen wird ein Priority-Deny-Override-OptOut
Algorithmus, basierend auf Role-Hierachry, vorgeschlagen. Policies haben
Prioritätsstufen. Höher klassifizierte sind dominant. Bei mehreren auf der
gleichen Stufe wird der Zugriff unterbunden, falls eine diesen verbietet.
Weiterhin werden Policies um eine OptOut Option erweitert. Wenn diese
aktiv ist, kann eine Policy von einer niedriger eingestuften überschrieben
werden. Der Algorithmus sucht alle anwendbaren Richtlinien und wertet sie
nach den folgenden Schritten aus:
1. Richtlinien mit gesetztem OptOut werden durch Policies ohne OptOut
überschrieben.
2. Bei identischem OptOut Wert, greift die höher eingestufte Regel.
3. Bei gleichem Prioritätswert wird der Zugriff verweigert, falls mindes-
tens eine Regel dies fordert.
4. Wenn keine Entscheidung getroffen werden kann, wird der Zugriff
verweigert.
Algorithmus 1 stellt das Vorgehen in Pseudocode dar. Er ermöglicht es in
einem Überwachungssystem eine Menge an Standardregeln festzulegen.
Diese können von Betroffenen überschreiben werden, wenn sie nicht im
Konflikt mit dem berechtigten Interesse des Betreibers stehen.
Nachdem es nun möglich ist, Policies zu priorisieren und zu überschrei-
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Algorithmus 1 Priority-Deny-Override-OptOut
Eingabe: Menge der anwendbaren Richtlinien P
Ausgabe: Zugriffsentscheidung z ∈ {deny,permit,error}
1: prioDeny ← 0; prioPermit ← 0
2: prioDenyOptOut ← 0; prioPermitOptOut ← 0
3: while P 6= ; do
4: p ← getPolicy(P); P ← P \ p
5: if getDecision(p)= deny then
6: if isOptOutEnabled(p) then
7: if prioDenyOptOut < getPriority(p) then
8: prioDenyOptOut ← getPriority(p)
9: end if
10: else if prioDeny < getPriority(p) then
11: prioDeny ← getPriority(p)
12: end if
13: else if getDecision(p)= permit then
14: if isOptOutEnabled(p) then
15: if prioPermitOptOut < getPriority(p) then
16: prioPermitOptOut ← getPriority(p)
17: end if
18: else if prioPermit < getPriority(p) then






25: if prioDeny ≥ prioPermit and prioDeny 6= 0 then
26: return deny
27: else if prioPermit 6= 0 then
28: return permit
29: else if prioDenyOptOut ≥ prioPermitOptOut and prioDenyOptOut 6= 0
then
30: return deny
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3. Persönliche Einstellungen der Nutzer.
Die drei Ebenen lassen sich in eine Hierarchie bringen (siehe Abbildung 6.4).
Die rechtlichen Anforderungen greifen für alle Betroffenen. Systemanforde-
rungen, die spezifischeres Verhalten angeben, können für alle Betroffenen
oder auch für Gruppen gelten. Persönliche Anforderungen gelten nur für
den festlegenden Nutzer. Genau umgekehrt verhält sich der Grad der Detail-
lierung.
Durch die logische Trennung, kann das System sehr flexibel angepasst
werden. Für den Einsatz in einem anderen Land müssen lediglich die gesetz-
lichen Vorgaben verändert werden. Gleiches gilt für Anpassungswünsche









Abbildung 6.4.: Hierarchie von Datenschutzrichtlinen
Rechtliche Vorgaben haben die höchste Priorität. Hier sind Regelungen
einzugruppieren, die alle Personen innerhalb des Systems betreffen. So
dürfen auf einem Flughafen, beispielsweise keine Informationen aus den
Toilettenräumen angezeigt werden. Auf Systemebene kann der Betreiber
die Einstellungen rollen- und ortsspezifisch anpassen, sodass Mitarbeiter
von Airlines nur außerhalb ihres Schalterbereichs visualisiert werden. Durch
die persönlichen Einstellungen können Überwachte das System nach in-
dividuellen Vorgaben adaptieren, z. B. kann sich ein Passagier sein Gepäck
beobachten lassen.
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6.3.4. Eine Architektur zur Umsetzung von
Datenschutzrichtlinien
Die Module zur Prüfung und Durchsetzung der Policies für Nutzer- und
Betreiberdienste, die im Privacy Manager umgesetzt werden, folgen dem Fra-
mework für Policy basierte Zugriffskontrolle [Yav00, Wes01]. Dabei werden
drei Komponenten zur Durchsetzung verwendet. Der Policy Enforcement
Point (PEP) agiert als Schnittstelle nach außen zu den Diensten. Er nimmt
die Datenanfragen entgegen, wandelt diese in XACML Anfragen um und
sendet diese an den Policy Decision Point (PDP) weiter. Der PDP nimmt
diese entgegen, ruft die anwendbaren Policies vom Policyspeicher ab, über-
prüft sie und schickt die Entscheidung zurück an den PEP. Dieser setzt die
Entscheidungen um und sendet die bearbeiteten Daten an den anfragenden











Abbildung 6.5.: Ablauf von Datenanfrage
Zur Umsetzung im System müssen die Policies an einer zentralen Stelle
(Policyspeicher) verwaltet werden oder es muss zumindest der Zugriff über
eine zentrale Stelle möglich sein.
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Entscheidend für das erreichte Schutzniveau ist die Granularität der Daten
und Dienste. Kann eine zehnminütige Videosequenz nicht in kleinere Blöcke
geteilt werden, lässt sich auch der Zugriff nicht feiner regulieren. Gleiches
gilt für Dienste, je präziser und knapper die Leistungsfähigkeit ist, desto














Abbildung 6.6.: Verarbeitung von Policies im Privacy Manager
Abbildung 6.6 zeigt auf, wie Datenschutzrichtlinien in einem System nach
PbD verarbeitet werden. Dafür wurde die in Abbildung 6.5 dargestellte Ar-
chitektur für den Einsatz in intelligenten Überwachungssystemen erweitert.
Modellwelt, Privacy Manager und PEP
Die Modellwelt fungiert als zentraler Datenspeicher, bietet jedoch keine
Schnittstelle für Benutzer- und Betreiberdienste. Nur der Privacy Manager,
bzw. der im PM verankerte PEP ist autorisiert auf die gespeicherten Daten
zuzugreifen und sichert den Zugriff nach außen ab. Dienste greifen über
das Dienstzugriff Interface zu. Der PEP fordert Modellweltdaten über das
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Datenzugriff Interface an. Die Überprüfung von Policy Anfragen wird über
die Anfrageüberprüfung Schnittstelle an den PDP weitergereicht.
Nutzerzugri
Durch das Nutzerinterface können Applikationen der Benutzer auf den
Privacy Manager zugreifen, um Richtlinien zu verwalten und einzusehen.
Hierfür ist eine Authentifikation notwendig. Darüber hinaus kann über die
gleiche Schnittstelle auch Einsicht und Änderung der im System gespei-
cherten Daten vorgenommen werden.203 Abbildung 6.7 zeigt die technische
Realisierung als JavaTM Servlet. Neben zwei Reitern zur Einsicht der ge-
speicherten Daten und zugreifenden Diensten zeigt der dritte Reiter aktive
Policies an. Dabei kann der Nutzer sehen, welche Policies aktiv sind und
welche optionalen Richtlinien er (de-)aktivieren kann. Die Kommunikation,
wird über das Simple Object Access Protocol (SOAP)204 realisiert, das für die
anderen Komponenten der Architektur ebenfalls zum Einsatz kommt.
Abbildung 6.7.: Nutzer Interface zur Richtlinienverwaltung [Kre11]
203 Umsetzung der Transparenz und aktive Nutzung des Systems wird ausführlich in Abschnitt
6.6 dargestellt.
204 http://www.w3.org/TR/soap12-part1/
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Dienstzugri
Wenn ein Nutzer- oder Betreiberdienst Daten aus der Modellwelt anfragt,
muss er sich am Privacy Manager anmelden. Nach erfolgreicher Authentifi-
kation übermittelt er an den PEP seinen Auftrag und fragt für diesen Daten
an. Wenn er nicht berechtigt ist die angefragten Daten zu erhalten, antwortet
der PEP mit einer entsprechenden Meldung.
Durchsetzung der Richtlinien
Nachdem der PEP eine Anfrage an die Modellwelt weitergeleitet hat, ant-
wortet diese mit einer Liste der angefragten Objekte, ihren Attributen und
zugehörigen Werten. Aus allen Attributen generiert der PEP Anfragen im
XACML Format, die er an den PDP versendet, der seine Zugriffsentschei-
dungen ermittelt und zurücksendet. Zur Durchsetzung anonymisiert (siehe
Abschnitt 6.4) und entfernt der PEP die Objekte und Attribute entsprechend
der vorliegenden Richtlinie. Abschließend werden die Daten an den anfra-
gen Dienst übermittelt.
Policy Decision Point und Policyspeicher
Zur technischen Umsetzung wurde auf dem HERASAF Framework aufge-
baut. Der Policyspeicher konnte ohne Anpassung verwendet werden. Der
PDP wurde um den in Abschnitt 6.3.3 dargestellten Priority-Deny-Override-
OptOut Algorithmus erweitert.
6.3.5. Einsatz von Richtlinien im Buddy Finder
Zur Gewährleistung von Datensicherheit, Zweckbindung und Datenmini-
mierung sind Zugriffs- bzw. Datenschutzrichtlinien im gesamten System
einzusetzen. Im Folgenden wird anhand des „Buddy Finders“ aufgezeigt,
wie Policies in einem Überwachungssystem nach PbD einzusetzen sind.
Abbildung 6.8 zeigt zwei Screenshots aus der „Airport App“, unter der
verschiedene Nutzerdienste zusammengefasst sind. Der Nutzer, hier Hans,
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kann festlegen, wer in welcher Form seine Position sehen kann (Teil (a)
der Abbildung). Herbert hat z. B. die Berechtigung die Position nach einer
Anonymisierung zu sehen. Ihm wird nur ein Rechteck angezeigt, das Hans
und mindestens zwei weitere Personen umfasst (k-Anonymity mit k = 3,
Details zur Anonymisierung im Buddy Finder werden in Abschnitt 6.4 dar-
gestellt). Abbildung 6.8 (a) zeigt noch Einstellungen für weitere Freunde. So
ist die Position für Daniel nicht freigegeben, für Erik wird ein dynamisches
Verfahren verwendet, das die Anonymisierung an abhängig zum Abstand
durchführt (siehe Abschnitt 6.4.7). Im Gegensatz zu Abbildung 6.7 wurde
hier Wert darauf gelegt, dass der Nutzer in der Lage ist, Policies zu setzten
und zu verstehen. Entsprechend werden Namen anstelle von IDs verwendet
und auch die zugrunde liegende XML Syntax bleibt dem Nutzer verborgen.
Teil (b) zeigte eine nicht erfolgreiche Positionsanfrage. Der gesuchte Freund
hat seine Position nicht freigegeben und dem Nutzer wird nur eine leere
Karte visualisiert.
Abbildung 6.9 stellt die Policy zu Abbildung 6.8 (a) dar. Hier hat der Nutzer
Hans festgelegt, dass Herbert sein Positionsdaten in anonymisierter Form
sehen darf. Er legt die Richtlinie in seiner Airport App fest und sendet sie über
die Nutzerzugriff Schnittstelle an den Privacy Manager, der diese an den PDP
weitergibt. Wenn Herbert auf die Positionsdaten über seinen Buddy Finder
zugreifen möchte, erhält der PEP die Entscheidung vom PDP und passt die
Position vor der Rückgabe entsprechend an. Der vollständige XACML Code
zur Policy befindet sich in Anhang C.3.
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(a) (b) 
Abbildung 6.8.: Polices für den Buddy Finder
















Abbildung 6.9.: Buddy Finder Richtlinie für Nutzer Hans
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6.4. Anonymisierung
§ 3a des BDSG fordert Anonym- oder Pseudonymisierung, insofern es der
Verwendungszweck zulässt. Ein intelligentes Überwachungssystem muss
diese Möglichkeit bieten. Die meisten Ansätze beschränken sich auf das Ab-
strahieren im Videostrom und das Ausblenden von sensiblen Daten (siehe
Kapitel 2). Neben der Beschränkung auf Videodaten existiert keine Möglich-
keit das Niveau der Anonymisierung allgemein anzugeben.
6.4.1. Anonymisierung in der Überwachung
Moderne Überwachungssysteme können über unterschiedliche Datenquel-
len eine Vielzahl von Informationen sammeln (siehe hierzu auch Kapitel 5).
Generelles Ziel der Datensammlung in den meisten Systemen ist es, Objekte
bestmöglich zu beschreiben und unterscheiden zu können. Hinzu kommen
weitere Attribute, die für den jeweiligen Einsatzzweck relevant sind. Typische
Attribute sind: Position, Größe, Farbe(n), Geschlecht, usw. Um gruppenbezo-
gene Datenschutzrichtlinien durchzusetzen, muss ein Objekt auch als „Typ“
klassifiziert werden (z. B. Kunde, Mitarbeiter der IT, Roboter, etc.). Ebenso
ist es denkbar, dass beispielsweise die Blickrichtung von Personen erfasst
wird, um die Anordnung von Produkten zu beurteilen.205
Datenrepräsentation
Durch die abstrakte Datenrepräsentation in der Modellwelt ist es möglich,
generelle Ansätze zur Anonymisierung zu verwenden. Die Modalität der
Datenaufnahme wirkt nicht mehr limitierend, z. B. ist die Beschränkung auf
Verpixelung zur Anonymisierung von Videodaten aufgehoben. Prinzipiell
können alle in der Modellwelt gespeicherten Informationen in Tabellen
überführt werden. Dadurch sind existierende Metriken anwendbar, um den
205 Eine Firma, die Produkte dafür vertreibt, ist Videmo, eine Ausgründung des KIT.
124 6. Realisierung von Privacy by Design in einem Überwachungssystem
Grad der Anonymisierung eines Datensatzes zu beschreiben. Im Folgenden
wird angenommen, dass die Daten in Tabellenform vorliegen.
Grundlegende Methoden zur Anonymisierung
Grundsätzlich existieren drei Möglichkeiten, ein Datentupel in der Über-
wachung zu anonymisieren. Es können Daten (Dummyeinträge) hinzuge-
fügt, gelöscht oder verändert werden. Zur Veränderung stehen verschiedene
allgemeine Verfahren zur Verfügung. Das bekannteste ist die Generalisie-
rung [Sam98], bei der Attributwerte auf eine allgemeine Form gebracht
werden, sodass Werte unterschiedlicher Tupel identisch sind. Beim Verwür-
feln (Scrambling) werden einzelne Ziffern von Attributwerten vertauscht.
Im Gegensatz dazu werden bei einer Permutation Attributwerte zwischen
Tupeln permutiert. Dadurch bleibt der Informationsgehalt innerhalb eines
Tupels erhalten, während die Zuordnung aufgelöst wird [Zha07]. Weiterhin
können Attributwerte gezielt oder ungezielt verrauscht werden. Letzteres
kann den Informationsgehalt stark reduzieren ohne zu anonymisieren. Ab-
schließend ist es noch möglich, Daten auf verschiedene Tabellen aufzuteilen
[Xia06].
6.4.2. Begrie und Metriken für die Überwachung
Neben den wichtigen Begrifflichkeiten werden folgend die verwendeten Me-
triken vorgestellt. Für detaillierte Angaben wird auf die angegebene Literatur
verwiesen.
Grundlegende Definitionen
Gegenstand der Anonymisierung ist ein Datensatz der Modellwelt D, der
einem Betreiber- oder Nutzerdienst als veröffentlichter Satz V zur Verfügung
gestellt wird, bzw. DT und VT wenn diese durch Tabellen gegeben sind. Die
verwendeten Definitionen basieren auf Begrifflichkeiten in relationalen
Datenbanken [Swe02b].
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Definition 1 (Poplulation) Die Population von natürlichen PersonenΩ zu
einer Tabelle T = {t1, t2, ..., tn} umfasst alle natürlichen Personen pi , die zu
einem Element tk in T führen können. 2
Definition 2 (Attribut) A = {A1, ..., Am} ist die endliche Menge der Attribute
in einer Tabelle T (A1, ..., Am) mit einer endlichen Anzahl an Tupeln. 2
Mit T (A1, ..., Am), {Ai , ..., A j } ⊆ {A1, ...,Am} und einem Tupel t ∈ T , wird Fol-
gendes definiert:
• t [Ai , ..., A j ] die Folge der Werte von Ai , ..., A j in t ,
• T [Ai , ..., A j ] die duplikaterhaltende Projektion der Werte Ai , ..., A j in
T und
• |T | die Kardinalität, d. h. die Anzahl der Tupel in T [Sam98].
Die Anonymität einer Tabelle ist von der Relevanz der Attribute abhängig.
Wenn ein Attribut ein Individuum eindeutig identifizieren kann, ist es ein
Expliziter Identifier EI .
Definition 3 (Expliziter Identifier) Gegeben seiΩ, T (A1, ..., Am), sowie
fc :Ω→ T und fg : T →Ω′ mitΩ⊆Ω′. Dann ist ein Expliziter Identifier von
T EIT ein Attribut Ai ∈ {A1, ..., Am} für das gilt: es existiert ein pi ∈Ω sodass
fg ( fc (pi )[E IT ]) = pi . 2
Neben dem EI gibt es auch einen Quasi Identifier QI , der eine Menge von
Attributen darstellt, die zusammen identifizierend wirken.
Definition 4 (Quasi Identifier) Gegeben seinΩ, T (A1, ..., Am), sowie
fc :Ω→ T , fg : T →Ω′ mit Ω ⊆Ω′. Dann ist ein Quasi-Identifier QIT eine
Menge von Attributen {Ai , ..., A j } ⊆ {A1, ..., Am}, für die gilt: es existiert ein
pi ∈Ω, sodass fg ( fc (pi )[QIT ]) = pi [Swe02a, Dal86]. Ein Attribut Ai ∈ QIT
wird als Quasi-Identifier Attribut QIA bezeichnet. 2
Definition 5 (Quasi-Identifier Äquivalenzklasse) Die Gleichheit der Werte
der QIA bildet eine Äquivalenzrelation über der Menge der Tupel in t ∈ T .
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Eine Quasi-Identifier Äquivalenzklasse QI-EC ist eine Menge von Tupeln
t ∈ T mit identischen QIA-Werten.[Won09] 2
Anonymität und EI schließen sich aus. Ob ein QIA sich negativ auf die An-
onymität auswirkt, ist vom Hintergrundwissen des Angreifers abhängig, das
von ihm mit den herausgegeben Daten verknüpft werden kann [Sam01]. Ihre
Veröffentlichung ist zu kontrollieren [Sam98]. Eine Zuordnung zwischen ei-
nem Tupel und einem Individuum ist nur kritisch, wenn dadurch vorher
nicht bekannte Attribute offenbart werden. Als Angreifer Adv wird jemand
bezeichnet, der auf eine Tabelle zugreift, für die er keine Berechtigung hat.
Definition 6 (Hintergrundwissen eines Angreifers) Das Hintergrundwissen
eines Angreifers Adv sei mit KAdv bezeichnet. Sein Hintergrundwissen kann
eine externe Tabelle TK oder die Kenntnis der Verteilung der Werte von
Attributen inΩ beinhalten. 2
Definition 7 (Sensitives Attribut) Ein sensitives Attribut SA sei ein Attribut,
dessen Wert ein Angreifer Adv nicht erfahren darf [Mac07]. 2
Sensitive Attribute können z. B. besondere personenbezogene Daten, wie
die ethnische Herkunft, nach §3 IX BDSG sein.
Basierend auf diesen Begrifflichkeiten werden die relevanten Verfahren
zur Anonymisierung vorgestellt.
Anonymity Set Size
Die Anonymity Set Size dient als Grundlage vieler Metriken zur Bestimmung
des Anonymisierungsgrads. Sie besagt, dass ein Individuum in einer Gruppe
nicht von den andern Gruppenteilnehmern unterschieden werden kann.
Die Gruppe wird als Anonymity Set und die Gruppengröße als Anonymity
Set Size bezeichnet [Kel08]. Das heißt, ein Tupel t ∈ T kann zu mindestens k
Individuen pi ∈Ω in Bezug gesetzt werden.
Problematisch an der Metrik ist, dass keine unterschiedlichen Wahrschein-
lichkeiten für Zuordnung der pi zu t berücksichtigt werden können. Die
Entropie einer Verteilung P kann als Anzahl der Bits interpretiert werden, die
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ein Angreifer an zusätzlicher Information benötigt, um ein Tupel einem In-
dividuum zuzuordnen [Ser03]. Davon ausgehend wurden entropiebasierte
Ansätze entwickelt [And08, Bez07, FH01].
k-Anonymity
Durch die Kombination von öffentlich verfügbarem Wissen und einem
Quasi-Identifier kann die Anonymität in einem Datensatz aufgehoben wer-
den. Die Idee hinter k-Anonymity [Sam98] ist der Anonymity Set Size ähnlich.
Bei der Betrachtung einer Tabelle und der zugehörigen Population, ergibt
sich das k-Anonymity Requirement:
Definition 8 (k-Anonymity Requirement) In jeder Veröffentlichung muss
jede Kombination von Werten von Quasi-Identifiern ununterscheidbar min-
destens k Individuen zugeordnet werden können. 2
Dafür wird voraussetzt, dass bekannt ist, wie viele Individuen aus der Po-
pulation einem Tupel zugeordnet werden können. Da dies bei der anony-
misierenden Stelle nicht immer bekannt ist, wird die folgende Definition
verwendet, die nur auf den veröffentlichten Daten beruht.
Definition 9 (k-Anonymity) Sei T (A1, ..., Am) eine Tabelle und sei QIT ein
zugehöriger Quasi-Identifier. T erfüllt k-Anonymity in Bezug auf QIT genau
dann, wenn für jedes Tupel t ∈ T k-1 andere Tupel ti1 , ti2 , ..., tik−1 ∈ T existie-
ren, sodass für alle QI ∈ QIT : t [QI] = ti1 [QI] = ti2 [QI] = ... = tik−1 [QI]. 2
Die Quasi-Identifier müssen hierfür nach wie vor bekannt sein. Zudem
wird angenommen, dass für jedes Individuum aus Ω höchstens ein Tupel
existiert.
Es existieren verschiedene Erweiterungen zur Verbesserung der k-Anonymität.
So fordert (k,e)-Anonymity einen gewisse Breite im Wertebereich sensitiver
Attribute [Zha07]. Ebenso gibt es eine Erweiterung für ortsbasierte Dienste,
um die Verknüpfung von Positionsdaten zu unterbinden [Mas09].
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l-Diversity
k-Anonymity garantiert, dass jede QI-EC mindestens k Elemente enthält,
berücksichtigt aber keine sensitiven Attribute. So kann ein Angreifer bei
einer ungünstigen Werteverteilung in der Äquivalenzklasse auf Attributwerte
von bestimmten Individuen schließen.
Es wird angenommen, dass jedes Individuum ausΩ in höchstens einem
Tupel t vorkommt, und dass die sensitiven Attribute SA bekannt sind.
Definition 10 (l-Diversity Prinzip) Eine QI-EC einer Tabelle T ist l-divers,
wenn für SA mindestens l wohlrepräsentierte Werte existieren. T ist l-divers,
wenn alle QI-EC l-divers sind. 2
Wohlrepräsentiert wird dabei über die Ausprägungen des Prinzips genauer
definiert. Eine Form ist das Simple l-Diversity Prinzip.
Definition 11 (Simple l-Diversity Prinzip) T erfüllt Simple l-Diversity, wenn
für jede Äquivalenzklasse QI-EC von T gilt: r1∑m
i=1 ri
≤ 1l . Dabei ist ri die Häu-
figkeit mit der der i -häufigste sensitive Wert in dieser Äquivalenzklasse
vertreten ist und m die Anzahl unterschiedlicher Werte von SA in QI-EC. 2
Neben der genannten werden in [Mac07] noch weitere Ausprägungen be-
schrieben.
t-Closeness
Durch das t-Closeness Prinzip wird sichergestellt, dass die Verteilung der
sensitiven Attribute innerhalb aller QI-EC in T in etwa der Verteilung der
Gesamttabelle entspricht [Li07].
Definition 12 (t-Closeness Prinzip) Eine QI-EC erfüllt t-Closeness, wenn
die Distanz zwischen der Verteilung eines sensitiven Attributs in QI-EC und
der Verteilung des Attributs in der gesamten Tabelle T unter oder gleich
einer Schranke t bleibt. Eine Tabelle T erfüllt t-Closeness, wenn alle QI-EC
t-Closeness erfüllen. 2
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t-Closeness ist in Tabellen mit wenigen, ungleich verteilen Attributen leich-
ter herzustellen als l-Diversity. Für große Tabellen kann das (n,t)-Closeness
Principle angewendet werden, in dem nur eine echte Obermenge O von
QI-EC anstelle von T betrachtet wird, die mindestens n Elemente hat.
Dierential Privacy
Differential Privacy [Dwo06] garantiert, dass das Hinzufügen oder Entfernen
eines einzelnen Datensatzes in einer Datenbank keine signifikante Auswir-
kung auf das Ergebnis einer Anfrage hat.
Definition 13 (ε-differential Privacy) Eine Funktion K erfüllt ε-differential
Privacy, wenn für alle Datenmengen D1 und D2, die sich nur um genau ein
Element unterscheiden und S ⊆ Bereich(K ),
Pr[K (D1) ∈ S]
Pr[K (D2) ∈ S]
∈ [1−ε,1+ε],
gilt, wobei Bereich(K ) den Wertebereich der Funktion K bezeichnet. 2
Weitere Verfahren
Die m-Confidentiality [Won09] bezieht das Hintergrundwissen eines An-
greifers ein, und stellt eine stärkere Anforderung als l-Diversity dar. Die
m-Invariance [Xia07] beschreibt Anonymität für wiederholt veröffentlichte
Daten unter Berücksichtigung von Löschen und Einfügen. Konträr zu den
anderen Metriken, betrachtet δ-Presence [Ner07] nicht wie gut ein Tupel
innerhalb einer Tabelle zugeordnet werden kann, sondern ob sich ein be-
stimmtes Individuum in der Tabelle befindet.
Zudem existieren verschiedene Bayes-optimale Privacy [Mac07] Defini-
tionen, deren Ziel es ist, dass ein Angreifer Adv aus einer veröffentlichten
Tabelle möglichst wenig lernt, was über sein Hintergrundwissen KAdv hinaus-
geht. Sie besitzen verschiedene Nachteile, auf Grund derer Bayes-optimal
Privacy nicht in der Praxis verwendet werden kann [Mac07], z. B. ist KAdv
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i. d. R. nicht bekannt. Ebenso kann die Definition nicht verwendet werden,
wenn KAdv nicht wahrscheinlichkeitstheoretisch modelliert werden kann.
Klassifikation und Auswahl der betrachteten Daten
Wie bereits geschildert, können eine Vielzahl von Daten bzw. Attributen
in einem Überwachungssystem erfasst werden. Wenn Auskunft über ein
Objekt erteilt wird, sind Attribute zu streichen oder zu generalisieren. Die
Verwendung von Dummyeinträgen ist gefährlich, wenn ein System der öf-
fentlichen Sicherheit dient. Dafür ist zu beantworten, wie die einzelnen
Daten zu klassifizieren sind.
Soll eine Veröffentlichung vollständig anonymisiert werden, ist jedes Attri-
but als ein sensitives Attribut zu betrachten. Wenn für einen Angreifer ein
Attribut bezüglich eines Individuums erfahrbar wird, handelt es sich um ein
personenbezogenes Datum.
Als expliziter Identifier sind alle eindeutig identifizierenden Merkmale
zu betrachten. In einem intelligenten Überwachungssystem sind das in-
tern verwendete Bezeichner (IDs).206 In der in Kapitel 4 vorgestellten Archi-
tektur werden Objekt-IDs in der Modellwelt verwendet. Die Bestimmung
von Quasi-Identifiern ist schwierig, da das Hintergrundwissen eines An-
greifers schwer abzuschätzen ist. Durch eine Kombination von Position
und Größe kann unter Umständen auf ein Individuum geschlossen werden.
Ebenso kann eine Folge von Positionsdaten ebenfalls zur Identifikation ei-
nes Individuums führen. In den meisten Arbeiten zur Anonymisierung wird
angenommen, dass Quasi-Identifier und sensitive Attribute disjunkt sind
[Sam98, Mac07, Zha07]. Dies gilt in der Überwachung nicht.
Positionsdaten verlangen eine intensivere Betrachtung, da die Position der
überwachten Objekte für die meisten Überwachungsaufgaben relevant ist
und sie entsprechend häufig für alle Zwecke verwendet werden. Neben der
häufigen Nutzung weisen Positionsdaten besondere Eigenschaften auf. Zum
206 Daneben können weitere existieren, je nach Ausprägung des Systems. Biometrische Tem-
plates sind beispielsweise ebenfalls ein EI.
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einen sind sie zugleich Quasi-Identifier und sensitives Attribut. Zum anderen
haben Positionsdaten eine besondere Semantik, durch die eine numerische
Anonymisierung erschwert wird. Der semantische Informationsgehalt wird
durch eine geringfügige Vergröberung um Zentimeter oder wenige Meter
nicht verändert. Weiterhin kann Hintergrundwissen den Informationsgehalt
stark beeinflussen, z. B. über die Funktion bestimmter Räume.
Aus diesen Gründen werden im Folgenden Positionsdaten genauer be-
trachtet. Es existiert eine Vielzahl von Ansätzen im Bereich der Location
Based Services (LBS), die allerdings nicht übertragbar sind. Bei Nutzung von
LBS werden Anfragen mit Positionsdaten an die LBS-Anbieter gesendet. In
der Überwachung, werden zwar ebenfalls Anfragen gestellt, allerdings vom
Überwachenden an das System. Es gilt also nicht die Anfrage zu anonymi-
sieren, sondern die Informationen, die an den Überwacher zurückgegeben
werden. Folglich werden neue Konzepte benötigt.
Bewertung der Metriken
Grundsätzlich sind alle vorgestellten Metriken auf Positionsdaten anwend-
bar. Bei der Auswahl sind die genannten Besonderheiten zu berücksichtigen,
bzw. die Metriken sind entsprechend zu modifizieren.
Es bietet sich an, ein erprobtes und einfaches Maß zu verwenden, die
k-Anonymity. In [Gru03] wird das Verfahren auf Positionsdaten angewendet.
Dabei muss eine Positionsangabe mindestens k Personen umfassen. Das
entspricht der Definition des Anonymity Sets und erfüllt k-Anonymity sowie
das k-Anonymity Requirement.
In [Bet05] werden bestimmte räumlich-zeitliche Muster als identifizie-
rend betrachtet. Innerhalb eines Musters müssen sich mindestens k Per-
sonen befinden. Das Verfahren ist für den praktischen Einsatz in einem
Überwachungssystem allerdings nicht geeignet, da die Muster nicht bei der
Konzeption bzw. Installation einer Anlage bekannt sind.
Wenn viele Personen auf engem Raum zusammen kommen, ist der se-
mantische Gehalt ihrer Positionen nahezu identisch, d. h. alle Tupel in einer
Quasi-Identifier Äquivalenzklasse haben das gleiche Attribut. Wenn ein An-
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greifer weiß, wie sich ein bestimmtes Individuum verhält, kann er auch
aus anonymisierten Positionsdaten Informationen folgern (Known User
Attack [Mas09]) und z. B. eine exakte Postion bestimmen. Somit genügt
k-Anonymity als Maß nicht. Durch die Verwendung von (k,e)-Anonymity
könnte dies abgeschwächt werden. Da die Wahl des Parameters e beliebig
ist und nicht auf semantische Unterschiede eingeht, bietet sich der Einsatz
nicht an.
Zur Lösung des Problems wird die Quasi-Identifier Eigenschaft und die
Sensitivität getrennt. Dazu wird das Hilfsattribut Raum eingeführt. Durch
eine eindeutige Zuordnung fh : (x,y) → r wird einer Position (x,y) ein Raum
r zugeordnet. Die Position behält die Quasi-Identifier Eigenschaft, während
die sensitive Information in Raum übergeht. Die Position ist somit ein reiner
Quasi-Identifier und die Ausgestaltung des semantischen Aussagehalts setzt
am Raum an.
Im Allgemeinen sind zwei Metriken für die Ausdifferenzierung geeignet:
l-Diversity und t-Closeness. Letztere basiert auf Verteilungen und entspricht
damit den Forderungen an eine Anonymisierungsmetrik. Es sprechen aller-
dings verschiedene Nachteile gegen den Einsatz in der Überwachung. Bei
der Observierung von Einzelobjekten entsteht genau eine Äquivalenzklasse,
nämlich die des Objekts. Somit ist t-Closeness trivial erfüllt. Auch in ande-
ren Fällen, in denen eine kritische Menge an Objekten nicht überschritten
wird, ist t-Closeness nicht anwendbar. Zudem ist das benötigte Distanzmaß
attributabhängig, was einen flexiblen Einsatz über Positionsdaten hinaus
unterbindet.
Demzufolge wird l-Diversity als Metrik verwendet. Nachdem aufgezeigt
wurde, welche Metriken sich für den Einsatz in einem intelligenten Überwa-
chungssystem anbieten, wird ein Verfahren für die Überwachung entwickelt.
6.4.3. Untersuchung des Faktors Zeit
Bisherige Arbeiten berücksichtigen den Faktor Zeit nicht, obwohl dieser
Anonymisierungsverfahren entscheidend beeinflussen kann.
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Integration von Zeit in ein Überwachungssystem
Der Faktor Zeit kann in verschiedene Aspekte des Anonymisierungsprozes-
ses eingebunden werden. Zwei Aspekte sind dabei mit wenig Aufwand in ein
Überwachungssystem zu integrieren. Zum einen ist die Abfragefrequenz φ
zu begrenzen, die einen Einfluss auf die Nachverfolgbarkeit der Individuen
hat. Zum anderen kann eine Latenz λ integriert werden.λ ist die Zeit, die ver-
geht, bis das Überwachungssystem eine Anfrage beantwortet. Je größer λ ist,
desto mehr zukünftige Positionen, können aus Sicht des Abfragezeitpunkts
berücksichtigt werden.
Zuletzt kann die zeitliche Abweichung ∆t des Beobachtungseindrucks
variiert werden. Der Zeitpunkt der Beobachtung wird dabei mit reduzierter
Genauigkeit zurückgegeben. Die Beobachtung wird damit um eine neue
Dimension erweitert. Hier sind zwei grundsätzliche Varianten denkbar.
1. Die Zeit wird identisch zur räumlichen Dimension betrachtet, d.h. in
einem Algorithmus zur Anonymisierung wird in jedem Schritt ent-
schieden, ob in die Zeit oder im Raum anonymisiert wird. Was den
größeren Gewinn bringt, wird gewählt.
2. Eine Anfrage kann immer für ein festes Intervall beantwortet werden,
z. B. für [t −∆t , t +∆t ]. Durch die Verwendung des Intervalls, ergeben
sich verschiedene Möglichkeiten.
Für Variante 1 wird im Folgenden ein Algorithmus vorgeschlagen, der ba-
sierend auf k-Anonymity und l-Diversity, Positionsdaten in Raum und Zeit
anonymisiert. Die verschiedenen Möglichkeiten von Variante 2 werden in
Abschnitt 6.4.4 ebenfalls genauer untersucht.
Um die Betrachtung in zeitlicher Dimension durchführen zu können, müs-
sen Daten in einer Historie temporär gespeichert werden. Dadurch erhöht
sich die Menge der (temporär) im System vorliegenden Daten, zeitgleich
wird dadurch die Qualität der Anonymisierung verbessert.
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6.4.4. Von den Metriken zu konkreten Verfahren
Dieser Abschnitt leitet ein Anonymisierungsverfahren für Positionsdaten
her, basierend auf den Anforderungen in der Überwachung.
Graphen- und rasterbasierte Anonymisierung
Grundsätzlich existieren zwei Herangehensweisen für die Anonymisierung
von Positionsdaten. Es kann ein graphenbasierter Ansatz verwendet werden,
in dem die Objekte als Knoten repräsentiert sind und die Kanten, bzw. deren
Gewicht die Entfernungen zwischen den Objekten repräsentieren. Alternativ
kann ein rasterbasierten Verfahren eingesetzt werden. Dabei wird über die
beobachtete Fläche ein Raster gelegt und es wird nach der kleinsten Fläche
gesucht, die das gesuchte Objekt enthält und das Anonymisiserungsmaß
erfüllt (Abbildung 6.10 (c)). Das Ziel in einem Graphen es es, eine Clique zu
finden. Anstelle der Fläche wird die kumulierte Distanz zwischen den Kno-
ten minimiert (Abbildung 6.10 (a)) Der Cliquenansatz bestimmt eine Lösung
(b) (a) (c) 
Abbildung 6.10.: Grundlegende Ansätze zur Anonymisierung von Positions-
daten [Bie10]
mit minimaler Fläche, kann aber rechenaufwendig sein. Alternativ kann die
Clique schrittweise um die Nachbarn erweitert werden (Abbildung 6.10 (b)).
Dies führt aber nicht zur kleinstmöglichen Fläche. Der rasterbasierte Ansatz
führt ebenfalls zu keiner optimalen (flächenminimalen) Lösung, hat aber
einen Geschwindigkeitsvorteil (abhängig von der Größe des Rasters).
Die Anonymisierung in einem Überwachungssystem muss effizient durch-
geführt werden können. Aus diesem Grund werden zwei Varianten weiter
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verfolgt. Zur Umsetzung eines Algorithmus nach Variante 1 wird ein rasterba-
sierter Ansatz verfolgt. Zur Umsetzung von Variante 2 wird eine schrittweise
Erweiterung um den nächsten Nachbarn durchgeführt. Dies führt i. d. R. zu
einer etwas geringeren Ausgabefläche, im Vergleich zum rasterbasierten
Verfahren (siehe Abbildung 6.11 und 6.13).
Auswahl eines rasterbasierten Algorithmus
Es existieren zwei Herangehensweisen, um eine rasterbasiete Anonymisie-
rung durchzuführen. Die resultierende Fläche kann entweder top-down,
ausgehend von der gesamten Fläche, oder bottom-up, ausgehend von der
Postion des gesuchten Objekts, gesucht werden. Dabei ist eine top-down Va-
riante effizienter, wenn die Zielfläche nahe an der Gesamtfläche liegt. Liegt
die Zielfläche nahe um die betrachtete Person, ist bottom-up vorteilhaft.
Gruetser und Grundwald, die als erste k-Anonymity auf Positionsdaten
angewendet haben, verwenden einen top-down Quad Tree Algorithmus
[Gru03]. Das Gebiet wird in Quadranten gleicher Größe aufgeteilt, in jedem
Schritt wird der Quadrant auswählt in dem sich das Objekt befindet. In jeder
Runde steigt der Algorithmus eine Eben tiefer in der Hierarchie, wenn die
Anzahl der Objekte kleiner k ist, wird der Elternquadrant zurückgeben.
In [Mok06, Cho09] wird ebenfalls ein hierarchischer top-down Ansatz ver-
folgt. Schwerwiegender Nachteil hierarchischer Ansätze ist, dass die Fläche
in jedem Schritt rapide abnimmt, was zu ungenauen Ergebnissen führt
(k wird oft weit überschritten), auch ist der Pfad der Anonymisierung fest
vorgeben.
Einen Kompromiss zwischen Geschwindigkeit und Genauigkeit stellt das
Verfahren von Bamba und Lui [Bam07] dar, das ebenfalls l-Diversity be-
rücksichtigt. Weitere raumbasierte Verfahren, ohne Berücksichtigung von
l-Diversity, werden in [Cor08] und [Gru04] dargestellt.
Im Verfahren wird ein Gebietssegment zurückgeben, das neben der Ziel-
person k−1 weiter Personen enthält und l Orte umfasst. Dabei wird anhand
eines Rasters bottom-up vorgegangen, aber nicht hierarchisch. In jedem
Schritt wird das Rasterfeld in Nord-, Süd-, Ost- oder Westrichtung erweitert.
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Dadurch bleibt der Rastervorteil erhalten, während die Genauigkeit steigt.
Während k-Anonymity weiterhin an die Objekte gebunden ist, bezieht sich l-
Diversity auf das Rasterfeld. Dadurch wir das Hilfsattribut Raum nicht mehr
Positionen sondern Rasterfeldern zugeordnet, was zu folgenden Vorteilen
führt:
• Sind k-Anonymity und l-Diversity beide an Personen gebunden, füh-
ren Personencluster zu einem hohen k Wert, bei gleichzeitig niedri-
gem l. Bei einer Trennung, tritt dieser Effekt nicht auf.
• Wenn ein einzelnes Objekt überwacht wird, garantiert l-Diversity, dass
die resultierende Fläche nur in Bezug zur überwachten Person steht.
Aus den Grenzen des Gebiets kann kein Bezug zu anderen Objekten
hergeleitet werden.
• Die Betrachtung von k-Anonymity und l-Diversity erfolgt unabhän-
gig voneinander. Folglich können beide für sich entsprechend des
Einsatzszenarios ausgestaltet werden.
• Die Sensitivität von Räumen ist unabhängig von den sich darin befin-
denden Personen. Das wird korrekt abgebildet.
• Die Sensitivität von Räumen kann erweitert werden (siehe unten).
Die genannten Vorteile treten nur auf, wenn ein Raster verwendet wird. Was
dafür spricht, einem rasterbasierten Verfahren den Vorzug zu geben.
Sensitivität von Räumen
Im oben beschrieben Fall wird die Sensitivität von Räumen rein am Raster
ausgelegt und l über die Felder des Raster bestimmt. Hier bieten sich drei
Erweiterungen an.
1. Bei der Rückgabe der Fläche wird diese auf alle wirklichen Räume
erweitert, die in der Karte vorliegen. Es werden keine „halben“ Räume
zurückgeben.
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2. Der Parameter l bezieht sich nicht auf Rasterfelder, sondern direkt auf
Räume des Gebäudes.
3. Räume können eine unterschiedliche Sensitivität haben. Sie können
gewichtet werden. Ebenso kann die Auswahl eines bestimmten Raums
die Hinzunahme weiterer Räume nötig machen.
Die Auswahl der Erweiterung hängt von den Randbedingungen ab und muss
im konkreten Einsatzfall gewählt werden.
Weitere Erweiterungsmöglichkeiten zur Verbesserung der
Anonymität
Der Kern des Algorithmus könnte, wie in [Kid05] und [Xia08] vorgeschla-
gen, um Dummyeinträge erweitert werden, um die Zufälligkeit zu erhöhen.
Dagegen spricht, dass das zufällige Bewegungsmuster leicht als unecht er-
kannt werden kann und dass Sicherheitssysteme nicht auf falschen Daten
operieren sollten.
Um die Bildung von Bewegungsprofilen zu erschweren können Identifier
von Personen getauscht werden, wenn sich ihre Pfade kreuzen [Bel09b] oder
eine Position wird ungenauer herausgegeben, wenn sich zwei Pfade nahe
sind [Hoh05]. Ebenso kann ein Pseudonymwechsel beim Verlassen bzw.
Betreten bestimmter Bereiche vollzogen werden [Ber03].
Die Integration der Verfahren ist nicht notwendig, da der Pfad einer Beob-
achteten Person durch den rasterbasierten Ansatz genügend anonymisiert
wird. Wichtig ist es jedoch, eine maximale Abfragefrequenz zu wählen φmax,
um eine Profilbildung durch die Überlagerung von Bereichen zu verhindern.
Der Wert ist von der Geschwindigkeit der Objekte abhängig.
6.4.5. Ein Algorithmus zur Anonymisierung von
Positionsdaten
Bamba und Lui betrachten in ihrem Ansatz keine zeitlichen Aspekte. Der Al-
gorithmus wurde um diese erweitert und durch eine getrennte Betrachtung
von k und l ergänzt. Er bestimmt einen Raum-Zeit-Quader (cuboid).
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Die Qualität der Ausgabe kann über drei Parameter gesteuert werden. Durch
δmax wird die maximale räumliche Abweichung bestimmt, ∆tmax gibt die
maximale zeitliche Abweichung an und λmax definiert die maximale Latenz.
Algorithmus 2 gibt den Rahmen vor. Eingabedaten sind die ID der gesuch-
ten Person, ein Abfragezeitpunkt t , die Qualitätsparameter sowie k und l .
In den ersten vier Zeilen wird die Startposition im erlaubten Zeitintervall
bestimmt. Anschließend werden zwei Funktionen für die Anonymisierung
nach k und l aufgerufen (Zeile 5 und 6) und abschließend der Quader in allen
Dimensionen zurückgeben (Zeile 7). Die k-Anonymität wird im Algorithmus
Algorithmus 2 Anonymisierung von Positionsdaten
Eingabe: {I D, t }, {δmax,∆tmax,λmax}, {k, l }
Ausgabe: {[x1, x2], [y1, y2], [t1, t2]}
1: t2 ← random(t −∆tmax, t +min(∆tmax,λmax))
2: x2 ← xPosOf(ID, t2)
3: y2 ← yPosOf(ID, t2)
4: C ← getCuboidOf(x2, y2, t2)
5: C ← find_k_cuboid(C, t, {δmax,∆tmax}, k)
6: C ← find_l_cuboid(C, δmax, l )
7: return C.XYT
3 hergestellt. Der Quader wird unter Berücksichtigung der Qualitätspara-
meter (Zeile 2-4) solange erweitert, bis er mindestens k Objekte beinhaltet
(Zeile 1). In den Zeilen 5 bis 18 wird geprüft welche Richtung (Raum oder
Zeit) den größten Gewinn bringt. Anschließend wird die beste Richtung
ausgewählt (Zeilen 19-23).
Um l-Diversity zu erreichen, müssen l Felder einbezogen werden. Algo-
rithmus 4 ist ähnlich zum Algorithmus für k-Anonymity aufgebaut. Die Zeit
wird nicht berücksichtigt. Der Algorithmus bezieht sich auf Quadrate im




Eingabe: Ausgangsquader C, t, {δmax,∆tmax}, k
Ausgabe: Ergebnisquader C
1: while C.kValue < k do
2: if C.sizeX + gridElementSizeX > δmax
and C.sizeY + gridElementSizeY > δmax
and C.sizeT + gridElementSizeT >∆tmax then
3: return PrivacyNotPossibleError
4: end if
5: if C.sizeX + gridElementSizeX ≤ δmax then
6: cuboidExtension(S) ← C ∪ southern 3D row
7: cuboidExtension(N ) ← C ∪ northern 3D row
8: end if
9: if C.sizeY + gridElementSizeY ≤ δmax then
10: cuboidExtension(E) ← C ∪ eastern row
11: cuboidExtension(W ) ← C ∪ western row
12: end if
13: if C.sizeT + gridElementSizet ≤∆tmax then
14: if C.upperT + gridElementSizeT ≤ t +λ then
15: cuboidExtension(F ) ← C ∪ 3D row in future
16: end if
17: cuboidExtension(P ) ← C ∪ 3D row in the past
18: end if
19: for all d ∈ {S,N ,E ,W,F,P } do
20: if C.kValue < cuboidExtension(d).kValue then
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Algorithmus 4 find_l_cuboid
Eingabe: Ausgangsquader C, δmax, l
Ausgabe: Ergebnisquader C
1: while C.LValue < l do
2: if C.sizeX + gridElementSizeX > δmax
and C.sizeY + gridElementSizeY > δmax = then
3: return PrivacyNotPossibleError
4: end if
5: if C.sizeX + gridElementSizeX ≤ δmax then
6: cuboidExtensionS ← C ∪ 3DZeile southern 3D row
7: cuboidExtensionN ← C ∪ 3DZeile northern 3D row
8: end if
9: if C.sizeY + gridElementSizeY ≤ δmax then
10: cuboidExtensionE ← C ∪ 3DZeile eastern 3D row
11: cuboidExtensionW ← C ∪ 3DZeile western 3D row
12: end if
13: for all d ∈ {S,N ,E ,W } do
14: if C.LValue < cuboidExtension(d).LValue then





Im Folgenden wird anhand von Simulationsdaten aufgezeigt, zu welcher
Anonymisierung der Algorithmus führt und welche Auswirkung die Wahl
eines festen Zeitintervalls hat.
Grundlage für die in dieser Arbeit dargestellten Simulationsergebnisse ist
das 2. Stockwerk des Fraunhofer IOSB, bzw. die Karte des Stockwerks. Es
werden neun Objekte über einen Zeitraum von vier Minuten im Gebäude
simuliert.
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Simulation des rasterbasierten Ansatzes
Um die Auswirkung der Zeit besser darzustellen, wurde auf eine Kombina-
tion mit l-Diversity in der ersten Darstellung verzichtet. Abbildung 6.11 zeigt
den Vergleich zwischen einer Anonymisierung in ausschließlich räumlicher
Dimension und Anonymisierung unter zusätzlicher Betrachtung der Zeit. Im
oberen Teil der Grafik ist die Größe der zurückgebenden Fläche über die Zeit
aufgetragen. Der untere Teil zeigt die zeitliche Erweiterung mit ∆tmax = 20s.
Es ist zu erkennen, dass die räumliche Ausdehnung kleiner ausfällt, sobald
zusätzlich in der zeitlichen Dimension erweitert wird. Weiterhin ist zu sehen,
dass kein konstantes Verhältnis zwischen Fläche und Zeit existiert. Zum
Zeitpunkt t = 50s ist die räumliche Ausdehnung unter Berücksichtigung
der Zeit größer als ohne. Das ist in der rundenbasierten Wahl der Nachbarn
begründet, die zu nicht optimalen Flächen führen kann (siehe Abbildung
6.10 (b)). Ein Nachbar wird durch zeitliche Erweiterung gewonnen (er läuft
in den Raum des gesuchten Objekts und verlässt diesen wieder). Seine Wahl
ist dem Schritt des Algorithmus optimal, vergrößert aber insgesamt die
Rückgabefläche. Ohne Berücksichtigung der zeitlichen Dimension, wäre er
nicht gewählt worden.
Der vorgestellte Algorithmus anonymisiert nach k-Anonymity und l-Di-
veristy. Der dadurch erreichte Unterschied in den resultierenden Flächen
wird in Abbildung 6.12 dargestellt. Dabei ist exemplarisch k ∈ {3,4} gewählt.
Zur Ausgestaltung von l wurden die Räume im Gebäude verwendet und
keine Quadrate des Rasters. Damit es zu keiner Überlagerung durch Effekte
aus der zeitlichen Erweiterung kommt, ist diese in Abbildung 6.12 nicht
dargestellt.
Es ist zu erkennen, wie sich durch die Auswahl von l = 2 die Fläche si-
gnifikant vergrößert. Dies steigert die Anonymität der gesuchten Person,
im Gegenzug nimmt die Verwendbarkeit der Daten durch die gestiegene
Ungenauigkeit ab. Bis Zum Zeitpunkt t = 90s ist die Fläche unter Berücksich-
tigung von l-Diversity deutlich größer als danach. Dies liegt daran, dass sich
eine Person im Foyer des untersuchten Gebäudes befindet und der kom-
























































Abbildung 6.11.: Rasterbasierter Ansatz mit und ohne Erweiterung in der
Zeit
plette Raum bei der Rückgabe einbezogen wird. Das Foyer ist wesentlich
größer als die anderen Räume.
Varianten bei Fixierung eines festen Zeitintervalls
Die Erweiterung auf die Zeit eröffnet neue Möglichkeiten zur Anonymi-
sierung. Im Gegensatz zum oben vorgestellten Algorithmus wird hier be-
reits zu Beginn ein Zeitintervall festgelegt, aus dem Daten gewählt werden.
Es existieren verschiedene Möglichkeiten, um Daten zu selektieren. Um
die Vergleichbarkeit zwischen den verschiedenen Varianten zu garantieren,
wurde eine schrittweise Cliquenbildung verwendet. Da die Flächen nicht
vom Raster abhängig sind, können genauere Angaben über die Größe der



































Abbildung 6.12.: Vergleich der Rückgabeflächen bei Hinzunahme von l-
Diversity
Es wurden vier Möglichkeiten zur Auswahl von Objekten oi ∈O innerhalb
eines Zeitintervalls [t1, t2] zur Anonymisierung eines beobachteten Objekts x
nach k-Anonymity untersucht. Auf eine Überlagerung mit l-Diversity Werten
wurde verzichtet, da diese nicht zeitabhängig sind.
Es werden die k−1 Nachbarn N = {o1, . . . ,ok−1} ⊆O mit geringster Distanz
d(oi ,x) zu x ausgewählt. In allen Fällen wird nur die Position von x während
des Abfragezeitpunkts betrachtet. Diese wird nicht variiert.
1. Bestimme die Nachbarn Nta zum Abfragezeitpunkt ta .
2. Wähle N , sodass
∑k−1
i=1 d(oi ,x) minimal über alle Zeitpunkte t j ∈ [t1,t2]
ist.
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3. Wähle zum Abfragezeitpunkt ta die Nachbarn Nta , die für alle gewähl-
ten oi ∈ Nta die minimalen Abstände d(oi ,x) über alle Zeitpunkte
t j ∈ [t1,t2] haben.
4. Für k−1 zufällige Zeitpunkte ti mit i ∈ {1, . . . ,k−1} wähle den nächsten
Nachbarn oti zum Zeitpunkt ti . Entweder es wird eine Mehrfachaus-
wahl der oti zugelassen oder nicht.
In allen Fällen wird aus den Positionen der Nachbarn ein Rechteck bestimmt,
das als anonymisierte Fläche in Verbindung mit dem Zeitintervall auf eine
Positionsanfrage zurückgegeben wird.
Abbildung 6.13 vergleicht die vier Verfahren. Es ist zu erkennen, dass die
minimal gewählten Werte im Intervall zu der kleinsten Fläche führen (Fall 2).
Die Flächen mit den fest gewählten Nachbarn (Fall 3), liegen zwischen Fall 1
und Fall 2. Das Verfahren stellt einen Kompromiss dar. Die Fläche, die aus
der zufälligen Auswahl resultiert (Fall 4), ist wie zu erwarten meist größer als
die Flächen aus dem Zeitintervall (Fälle 2 und 3). Sie ist mal größer und mal
kleiner als die Auswahl zum festen Zeitpunkt ohne Berücksichtigung der
Zeit (Fall 1). Bei t = 50 s ist wieder zu erkennen, das die zeitliche Erweiterung
sich unter Umständen auch negativ auswirken kann.207
Abbildung 6.14 vergleicht die Auswirkung der Zeitintervallgröße auf die
Ausgabefläche des Algorithmus, bei einem k-Anonymity Wert von k = 4. Es
ist zu erkennen, dass die Fläche mit zunehmender Intervallgröße abnimmt.
Basierend auf dem rundenbasierten Vorgehen des Algorithmus sind eben-
falls wieder Ausnahmen möglich. Zum Zeitpunkt t = 210 s ist die Fläche bei
∆tmax = 10 s kleiner als die Fläche bei ∆tmax = 20 s. Im Fall von ∆tmax = 10 s
wird ein sehr schmales Rechteck erzeugt, während bei ∆tmax = 20 s die Flä-
che nahezu quadratisch ist, was zu einer erheblich größeren Fläche führt.
Wenn zusätzlich l-Diversity berücksichtigt wird, tritt ein solch großer Unter-
schied nicht mehr auf.






























2. Intervall [ta−10, ta+10]
3. Fest gewählte Nachbarn
4. Zufällig gewählte Zeitpunkte
Abbildung 6.13.: Vergleich der verschiedenen Möglichkeiten zur Anonymi-
sierung in einem fest gewählten Zeitintervall
Zusammenfassung der Simulationsergebnisse
Im Folgenden werden die in den Abbildungen 6.11 - 6.14 dargestellten Si-
mulationsläufe in Boxplots zusammengefasst (Abbildungen 6.15-6.18). Die
untere Linie (unterer „Whisker“) eines Boxplots gibt den minimalen Wert
im Datensatz an, die obere den maximalen. Folglich gibt die Spannweite
den Wertebereich des Datensatzes an. 25 %der Datenwerte sind kleiner oder
gleich dem Wert an dem die Box beginnt (unteres Quartil). Der Balken in-
nerhalb der Box gibt den Median an, d. h. 50 % der Werte sind kleiner oder
gleich diesem. 75 % der Werte sind kleiner oder gleich dem oberen Ende
der Box (oberes Quartil). Entsprechend befinden sich die mittleren 50 % der
Daten innerhalb der Box (Interquartilsabstand).



























k=4 mit unterschiedlichen Intervallgrößen
[ta − 10, ta + 10]
[ta − 20, ta + 20]
[ta − 30, ta + 30]
ta
Abbildung 6.14.: Resultierende Flächengrößen bei unterschiedlich groß
gewählten Zeitintervallen
Abbildung 6.15 zeigt die Unterschiede zwischen den beiden Simulations-
läufen des rasterbasierten Ansatzes, in denen k = 4 und l = 0 ist. Der rote
Boxplot zeigt die räumliche Ausdehnung der Anonymisierung ohne Berück-
sichtigung der Zeit, der grüne Boxplot zeigt die resultierende Fläche mit
zeitlicher maximaler Ausdehnung ∆tmax = 20 s. Die oben genannten und
in der Abbildung erkennbaren Kennwerte machen deutlich, dass die Flä-
chen deutlich kleiner ausfallen, wenn eine Anonymisierung in die zeitliche
Dimension stattfindet.
Abbildung 6.16 zeigt die Unterschiede von k ∈ {3,5} und l ∈ {0,2} auf. Es
wird deutlich, wie sich die räumliche Ausdehnung ändert, wenn l = 2 ge-
wählt wird. Es ist zudem zu erkennen, dass durch eine Erhörung von k bei
l = 2, das untere Quartil signifikant nach oben verschoben wird, während



























Abbildung 6.15.: Kennwerte zum Vergleich des rasterbasiertern Ansatzes mit
und ohne Erweiterung in der Zeit
Abbildung 6.17 vergleicht die verschiedenen Möglichkeiten zur Auswahl von
Positionsdaten aus einem Zeitintervall. Es ist zu erkennen, dass sich der 1.
und der 4. Fall kaum unterscheiden, d. h. eine zufällige Wahl der Zeitpunkte
ist für den Empfänger der anonymisiserten Positionsdaten nicht ersichtlich.
Fall 2, d. h. die Auswahl der kleinsten Werte im Intervall, führt auch zu den
niedrigsten Kennwerten. Die Kennwerte von Fall 3 liegen erwartungsgemäß
etwas über denen von Fall 2.
Vorteilhaft an den Verfahren der Fälle 2-4 ist, dass die berechneten Berei-
che aus Positionen berechnet werden, die aus unterschiedlichen Zeitpunk-
ten stammen, während in Fall 2 alle minimalen Distanzen vom gleichen
Zeitpunkt kommen können. In Fall 4 besteht durch die zufällige Wahl die
höchste Wahrscheinlichkeit, dass die Positionen aus verschiedenen Zeit-





























Abbildung 6.16.: Kennwerte zu den Rückgabeflächen bei Hinzunahme von
l-Diversity
punkten kommen. Da die Positionen aus unterschiedlichen Zeiten stammen,
existiert kein Bildmaterial, das der Situation zugeordnet werden kann.
In Abbildung 6.18 ist dargestellt, wie sich die Größe des Zeitfensters auf die
Flächengröße auswirkt. Es ist zu erkennen, dass die Verwendung eines Inter-
valls die Kennwerte verkleinert. Wie zu erwarten, nehmen die Kennwerte
ab.
6.4.7. Anonymisierung im Demonstratorsystem
Im Demonstratorsystem wurden Versuche mit simulierten Beobachtungen
durchgeführt, die zur geschilderten Anonymisierung temporär gespeichert
wurden. Weiterhin zeigt die Buddy Finder App den Nutzen für den Anwender





























2. Intervall [ta−10, ta+10]
3. Fest gewählte Nachbarn
4. Zufällig gewählte Zeitpunkte
Abbildung 6.17.: Kennwerte zum Vergleich der verschiedenen Möglichkei-
ten zur Anonymisierung in einem fest gewählten Zeitintervall
welcher Form Freunde seine Position einsehen dürfen. Der Nutzer kann eine
Standardrichtlinie und freundespezifische Richtlinien erstellen. Es wurden
zwei Varianten im Demonstrator realisiert.
In der ersten Variante, kann der Beobachtete seine Anonymisierungspara-
meter direkt angeben, sodass er orts- und personenbezogen entscheiden
kann, wie seine Daten angezeigt werden. Zur einfacheren Visualisierung
gegenüber Probanden verwendet die Anwendung nur Daten zum Beobach-
tungszeitpunkt und anonymisiert nicht in der zeitlichen Dimension.
Bei Nutzung der zweiten Variante, bietet die Applikation dem Nutzer die
Möglichkeit dynamisch zu anonymisieren. Seine Positionsangaben werden
dabei abhängig von der Distanz zum Anfragenden angezeigt. In der höchsten
Stufe, d. h. beim Überschreiten des maximalen Distanzwerts wird keine


























k=4 mit unterschiedlichen Intervallgrößen
Abbildung 6.18.: Kennwerte zu den resultierenden Flächengrößen aus unter-
schiedlich groß gewählten Zeitintervallen
Position angezeigt. Bei kleiner Distanz wird die Position des Gesuchten
immer genauer, bis hin zu den exakten Koordinaten. Abbildung 6.19 zeigt
die dynamische Anpassung im Buddy Finder der Airport App. In Orange
wird die eigene Position dargestellt, die Position des Freundes in Grün. Es ist




Abbildung 6.19.: Dynamische Anonymisierung von Positionsdaten
6.5. Identitätsmanagement
Eine zentrale Komponente des Privacy Managers ist das Identitätsmana-
gement (IdM) (siehe Abschnitt 4.2.2). Das IdM verwaltet Pseudonyme, die
nötig sind, um Betreiber- und Nutzerdiensten Zugriff auf Daten zu geben,
ohne dass diese die eindeutig identifizierende und ggf. wirkliche Identität
der Objekte kennen.
Es werden drei Mengen von Objektbezeichnern verwendet. Die Senso-
ren bzw. Signalverarbeitungsdienste verwenden für ihre Beobachtungen
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Bezeichner aus IDS . Die Beobachtungen werden in der Modellwelt den Ob-
jekten zugeordnet, die Bezeichner oi aus der Menge IDM verwenden. Die
Bezeichner oi ∈ IDM sind eindeutig im System. Die Datenassoziation von
Beobachtungen zu Objekten wird durch Nearest Neigbor mit Gating [Mit07]
druchgeführt.208 Sie erfolgt innerhalb des geschlossenen Systemkerns und
ist weder für den Betreiber noch für den Betroffen einsehbar. Aus Perspektive
des Datenschutzes ist die Zuordnung von IDM zu den Nutzer- und Betrei-
berdiensten relevant, welche die expliziten Identifier in IDM nicht erfahren
dürfen. Betreiber- und Nutzerdienste verwenden die Menge IDP . Durch die
x j ∈ IDP wird sichergestellt, dass Dienste außerhalb des Systems die inter-
nen Bezeichner der Objekte in der Modellwelt nicht kennen. Sie erhalten
Pseudonyme, die mit den jeweils benötigten Daten verknüpft sind.
Grundsätzlich können IDs auf drei Arten von IDM in IDP abgebildet wer-
den. Entweder es besteht eine feste Zuordnung für einen Auftrag, die im
Privacy Manager gespeichert ist oder für jede Kommunikation, d. h. für je-
den Dienst d j , der im Rahmen eines Auftrags zugreift, wird eine eigene
ID xd j ∈ IDP erstellt. Als dritte Option kann eine xd j ∈ IDP jedes Mal neu
















Abbildung 6.20.: Phasen des Identitätsmanagements
208 Zur Assoziation können auch andere Verfahren verwendet werden, z. B. Joint Integrated
Probabilistic Data Association (JIPDA) [Mus04] oder Markov Chain Monte Carlo Data
Association (MCMCDA) [Oh09].
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Abbildung 6.20 stellt die Phasen eines Überwachungsauftrags aus Sicht des
Identitätsmanagements dar. In der Initialisierung werden alle benötigten
Dienste parametrisiert und gestartet. Nach Ausführung des Auftrags werden
diese in der Finalisierung beendet und nicht mehr benötigte Daten werden
aus der Modellwelt entfernt.
Während der Akquise melden sich die Dienste am Privacy Manager an.
Nach der Authentifizierung am Privacy Manager erhält ein Dienst di die
Menge aller Pseudonyme IDP (di ), auf die er zugreifen darf. Dabei ist es mög-
lich, dass der Zugriff auf Objekte on ∈ IDM für andere Dienste d j blockiert
wird, d. h. es dürfen erst neue Pseudonyme xd j ∈ IDP (d j ) erstellt werden,
wenn on wieder freigegeben wurde.
Während des Auftrags (Abfragephase) ruft di unter Angabe von xdi ∈
IDP (di ) Informationen beim Privacy Manager ab. Hierfür stellt di eine An-
frage an den PEP. Der PEP erfragt beim IdM die zugehörige on mit der er, wie
in Abschnitt 6.3.4 beschrieben, eine Anfrage an die Modellwelt stellt. Eine
Anmeldung kann ungültig werden, z. B. wenn der Zugriff auf ein Objekt nur
einmal gestattet ist. Wenn ein Dienst erneut zugreifen will, muss er erneut
eine ID anfragen.
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Existierende Systeme bieten den Beobachtete keine Möglichkeit zur Interak-
tion. Sie partizipieren nur passiv an der Überwachung. Ebenso werden sie
nur unzureichend über die Funktionalität einer Installation aufgeklärt und
können ihr Auskunftsrecht nicht wahrnehmen. Für Betreiber von Anlagen
ist die Situation nicht minder ungenügend. Computergestützte Bildauswer-
tung hat zwar die Effizienz verbessert, Gefahrensituationen werden jedoch
meist zu spät oder gar nicht erkannt und Sicherheitspersonal kann nicht
eingreifen.
Um seinen Einsatz und damit den Eingriff in die Rechte des Betroffe-
nen zu rechtfertigen, muss ein System nach PbD effizienter sein und die
Anforderung nach Transparenz für den Betroffenen besser umsetzten.
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6.6.1. Betreiberdienste
Das System detektiert vorher festgelegte Ereignisse und visualisiert diese
dem Betreiber.
Vorfallerkennung durch Betroene
Die Detektion komplexerer Ereignisse (z. B. sich anbahnende Gewaltsitua-
tion ) ist schwierig. Die Erkennung zu einem frühen Zeitpunkt, der noch ein
Einschreiten ermöglicht, ist noch schwieriger. Alleine durch computerge-
stützte Methoden ist dies aktuell nicht zu realisieren.
Um ein Überwachungssystem effektiv zu nutzen, sind die Beobachteten
aktiv einzubeziehen. Der Mensch kann durch seine verschiedenen Sinne
eine Gesamtsituationen gut wahrnehmen, nach kurzer Zeit beurteilen und
seine Meinung schnell an neue Gegebenheiten anpassen. Er ist somit her-
vorragend geeignet, ein kritisches Ereignis zu erkennen und zu melden.
Bisherige Systeme greifen auf diese Ressource nicht zurück und bieten kei-
nen Kommunikationskanal dafür.
Die vorhandenen Kameras können vom Betreiber dazu verwendet, Signale
der Beobachteten zu erkennen, z. B. eine Hilfegeste. Das Augenmerk des
Operators kann dann gezielt auf eine Situation gelenkt. werden Nach der Be-
nachrichtigung entscheidet der Operator, ob es sich um eine Fehldetektion
handelt oder ob weitere Schritte notwendig sind. Durch die Fokussierung auf
ein konkretes Ereignis wird die Streubreite der Überwachung auf berechtigte
Verdachtsmomente limitiert. Material wird nur gespeichert, wenn ein Vorfall
weiter verfolgt wird. Die Begrenzung auf relevante Vorfälle ermöglicht dem
Betreiber eine zielgerichtet Überwachung und damit die Gewährleistung
der Sicherheit der Beobachteten.
Umsetzung im Überwachungssystem
Abbildung 6.21 zeigt wie Überwachte durch eine Hilfegeste, die von einer
Kamera erkannt wird, ein Ereignis auslösen. Dabei ist es denkbar, dass eine
Geste durchgeführt wird, ohne dass die ausführende Person direkt an einer
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Gefahrensituation beteiligt ist (a). Sie will entweder zusätzliche Aufmerk-
samkeit vom Operator erhalten oder ihn auf eine Situation in der Nähe
hinweisen (z. B. ein Handgemenge an einem Bahnsteig).
Zur Signalisierung hebt der Beobachtete beide Hände zu einer typischen
Hilfegeste über den Kopf.
(a) (b) 
Abbildung 6.21.: Signalisierung einer Gefahrensituation
In Abbildung 6.21 (b) winkt eine Frau, deren Handtasche gestohlen wird, in
eine Kamera, um ein Ereignis auszulösen. Die Karte in Abbildung 6.22 (a)
zeigt die dazugehörige Ansicht für den Operator. Ihm wird zusätzlich zum
Wachpersonal die Position der detektierten Geste auf der Karte angezeigt
(rote Person). Personen im Umkreis zur Detektion werden ebenfalls markiert
(in Magenta). Zu der Position wird dem Betreiber eine kurze Sequenz zum
Vorfall angezeigt (temporär gespeichert). Wenn der Operator entscheidet,
dass eine Fehldetektion vorliegt, wird die Sequenz gelöscht sowie das Ereig-
nis aus der Karte gelöscht. Ist weiterhin anzunehmen, dass es sich um einen
Vorfall handelt, wird die verdächtige Person vom System verfolgt (Abbildung
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6.22 (b)).
(a) (b) 
Abbildung 6.22.: Detektion und Markierung für den Operator
Neben der App für die Beobachteten gibt es eine weitere App für das Sicher-
heitspersonal. Sie ist in Abbildung 6.23 dargestellt. Dem Wachmann wird
seine eigene Position angezeigt sowie die seines Kollegen. Das System hat
den Ausgangspunkt des Ereignisses markiert und gibt den Standpunkt der
verfolgten Person an (in Violett). Unbeteiligte bleiben dem System verbor-
gen. Je nach Einsatzzweck des Systems kann der Operator veranlassen, dass
weitere Informationen (z. B. ein Bild des Verdächtigen) und Anweisungen
dem Sicherheitspersonal angezeigt werden.
Die durch Gesten herbeigeführten Alarme sind zeitgleich ein Nutzerdienst,
da sie von den Beobachteten ausgelöst werden. Um dem Beobachteten
Rückmeldung zu geben, ist ein bidirektionaler Kommunikationskanal zu
etablieren (siehe Abschnitt 4.6.1).
6.6.2. Eine optische Challenge-Response
Authentifizierung zur Anmeldung am
Überwachungssystem
Zur Umsetzung der Transparenz und zur aktiven Nutzung muss sich ein
Nutzer am System anmelden können. Die Anmeldung kann in drei Stufen
erfolgen: anonym, relativ und absolut (siehe Abschnitt 4.6). Auf den letzten
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Abbildung 6.23.: Visualisierung für das Wachpersonal
beiden Stufen werden Informationen bereitgestellt, die sich eindeutig auf
das Objekt im System beziehen, das den Nutzer repräsentiert.
Zur Kommunikation mit dem Beobachteten muss das Überwachungssys-
tem zum einen wissen welches, mobile Endgerät dem Nutzer zuzuordnen
ist, und zum anderen, welches Objekt aus der Modellwelt zu ihm gehört. Um
eine Bindung zwischen einem Objekt im System und dem Nutzer herzustel-
len, wird eine optische Challenge-Response Authentifizierung durchgeführt.
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Mobile Tagging zum Informationsabruf
Bevor die Authentifizierung durchgeführt werden kann, muss der Nutzer
im ersten Schritt Informationen über das System abrufen können, damit
er weiß gegenüber wem er sich authentifiziert. Hier haben sich Barcodes
[Kat10] etabliert, wie sie auf Postern, Verpackungen, etc. abgedruckt sind.
Ein Anwender kann sie mit seinem Handy einscannen und die Informa-
tionen aus dem Code weiter verarbeiten (Mobile Tagging). Typischerweise
werden im Tag Verlinkungen auf Internetseiten hinterlegt.
In einem Überwachungssystem können die Tags in der Nähe der Kamera
angebracht werden (Abbildung 6.24 (a)). Nachdem der Nutzer die Informa-
tionen mit einem mobilen Endgerät aus dem Tag eingelesen hat, kann er alle
Dienste nutzen, die keine, d. h. nur eine anonyme Anmeldung benötigen. Ab-
bildung 6.24 (b) zeigt die verfügbaren Dienste des Demonstrationsszenarios
am Flughafen. So kann er z. B. die Kontaktdaten des Datenschutzbeauftra-
gen abrufen. Wenn er Dienste nutzen möchte, die eine relative oder absolute
Anmeldung voraussetzen, muss er sich weiter authentifizieren. Abbildung
6.29 (b) zeigt die dann verfügbaren Dienste.
Optische Challenge-Response Authentifizierung
Der Prozess zur Durchführung ist in Authentifizierung 6.25 dargestellt. Zu-
erst fordert der Nutzer eine Challenge vom System an (1), die ihm anschlie-
ßend übermittelt wird (2). Danach wird die aktive Challenge zur intelligenten
Kamera bzw. zum auswertenden Dienst gesendet (3). Parallel wird sie auf
dem mobilen Endgerät des Nutzers angezeigt (4). Eine Challenge kann po-
tentiell alles sein, was von der Kamera detektierbar ist (z. B. eine bestimmte
Gestenfolge). Beim Einsatz von Smartphones bietet es sich an, Marken zu
verwenden, die von der Kamera erkannt werden. Im Demonstratorsystem
wurden Multi-Cursor-MarkerXtracktT (MC-MXT) Marken verwendet, die
für die Verfolgung von Crashtest Dummies verwendet werden [Gei07]. Nach-
dem die Challenge dem Nutzer bekannt ist, zeigt er sie der Kamera (5). Die
Challenge (Marke) in der App des Nutzers ist in Abbildung 6.24 (c) dargestellt.
Bei erfolgreicher Authentifizierung erhält der Beobachtete eine Bestätigung
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(a) (b) (c) 
Abbildung 6.24.: Mobile Tagging vor der Anmeldung
(6) und kann seinen Kommunikationskanal nutzen. Das System stellt eine
Bindung zwischen ihm (seinem Smartphone) und dem Objekt her, das sich
an der Position der erkannten Challenge befindet.
Nachdem die Bindung hergestellt ist, kann der Nutzer Dienste nutzen, die
eine relative Anmeldung benötigen. Die volle Identität des Nutzers ist dem
System nicht bekannt, nur sein Endgerät ist identifiziert. Für eine volle An-
meldung muss sich der Nutzer gegenüber seinem Endgerät authentifizieren.
Dafür können etablierte Standardmethoden verwendet werden.
6.6.3. Nutzerdienste
Nutzerdienste lassen sich in zwei Klassen aufteilen. Zum einen umfassen
sie Dienste zur Umsetzung von Transparenz, die zur Einhaltung der rechtli-
chen Anforderungen notwendig sind. Zum anderen Mehrwertdienste (siehe
hierzu auch Abschnitt 4.6.2), die das System dem Nutzer zur Verfügung stellt.








Abbildung 6.25.: Ablauf der optischen Challenge-Response Authentifizie-
rung
Aufklärung und Auskun
Durch mobiles Tagging und eine App für die Beobachteten können weitere
Informationen, die in aktuellen Systemen schwer zu ermitteln sind, leicht zu-
gänglich gemacht werden. Abbildung 6.24 (b) zeigt den Auswahlbildschirm.
Beobachtete finden hier Basis- und Kontaktinformation, weitere Informa-
tionen über den Zweck der Anlage und Details zur Kamera, an der sie den
Barcode eingelesen haben. Abbildung 6.26 zeigt dies beispielhaft für das
Flughafenszenario auf. In Teil (a) sind grundlegende Informationen, wie die
Speicherdauer von Videomaterial, angezeigt. Der Screenshot in (b) zeigt die
Kontaktdaten, die direkt vom Handy aus verwendet werden können. In (c)
ist für den Nutzer zu erkennen, für welche Zwecke seine Daten verarbeitet
werden.
Wenn der Nutzer sich durch die geschilderte Authentifizierung angemel-
det hat, ist dem System bekannt, welche Daten ihm zugeordnet werden
und er kann sein Auskunftsrecht wahrnehmen. Abbildung 6.29 (c) zeigt,
die in der Modellwelt gespeicherten Daten in der App des Nutzers an. Im
Demonstrationsszenario am Flughafen, sind es Größe, Position, eine ID und
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(a) (b) (c) 
Abbildung 6.26.: Aufklärung über ein Überwachungssystem durch Mobile
Tagging und eine mobile Anwendung
der Name des Nutzers. Beliebige weitere Daten können angezeigt werden.
Abbildung 6.27 (a) zeigt den Zugriff auf die Modellweltdaten über ein JavaTM
Servlet.209 In (b) ist zudem für den Nutzer einsehbar, welche Dienste seine
Daten in den letzten 24 Stunden verwendet haben. So kann er falsche Ein-
stellungen erkennen und seine Policies ändern (Nutzerdienste) oder den
Kontakt zum Betreiber (Betreiber- und Datenverarbeitungsdienste) suchen.
Selbstnutzung von Kameras
Eine Kamera vermittelt vielen Personen ein negatives Gefühl, da ihr Sichtfeld
nicht erkennbar und ihre Leistungsfähigkeit unbekannt ist. Beobachtete
fühlen sich ihnen ausgeliefert.
209 Das Servlet ist plattformunabhängig. Ein Reiter dient zur Konfiguration von Datenschutz-
richtlinien (siehe Abschnitt 6.3.4).
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(a) 
(b) 
Abbildung 6.27.: Nutzerinterface zur Einsicht gespeicherter Daten und
verarbeitenden Diensten [Kre11]
Um den Beobachteten mehr Kontrolle und einen Mehrwert zu geben, kön-
nen Kameras aktiv genutzt werden. Ohne weitere Anmeldung kann der
Nutzer technische Details über die Kamera einsehen (Abbildung 6.28 (a)).
Ebenso kann er auf entfernte Kameras zugreifen, in deren Blickfeld er sich
nicht befindet, um eine Übersicht über die dortige Situation zu erhalten. Das
System bietet dafür „Komfort Kameras“ an (Abbildung 6.24 (b)). Der Zugriff
wird nur auf verpixelte Bilder gestattet, sodass keine Personen identifiziert
werden können. Am Flughafen lässt sich auf diese Weise z. B. entscheiden,
ob sich eine Schlange an der Sicherheitskontrolle befindet (Abbildung 6.28
(b)). Befindet sich ein Nutzer im Sichtfeld einer Kamera, kann er für einen be-
grenzten Zeitraum klar durch sie sehen. Äquivalent zur Anmeldung weist er
durch das Ausführen einer Challenge nach, dass er sich aktuell im Sichtfeld
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der Kamera befindet. Abbildung 6.28 (c) zeigt den Blick durch die Kamera
am Check In Bereich des Flughafen Demonstrators nach erfolgreicher Au-
thentifikation.
(a) (b) (c) 
Abbildung 6.28.: Interaktion mit Kameras
Bewusste Überwachung
Unter den Betreiberdiensten wurde bereits beabsichtigte Überwachung
(Alarmierung des Operators) aufgeführt, die durch die Geste eines Beobach-
teten ausgelöst wird. Dies ist ebenfalls ein Nutzerdienst. Neben der Alarm-
geste hat der Beobachtete die Möglichkeit, seine Überwachung gezielt zu
starten bevor ein Ereignis vorliegt. Äquivalent zur Authentifizierung fragt
der Nutzer dafür am System einen Marker an und präsentiert ihn einer Ka-
mera. Durch Vibration seines Endgeräts, erhält er die Bestätigung über die
gestartete Überwachung. Er kann sie über sein Gerät ebenfalls beenden.
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In-Gebäude Navigation
In großen und fremden Gebäuden kann es schwierig sein, sich zurecht zu
finden. Folglich bietet es sich an, das System für In-Gebäude Navigation
zu nutzen. Der Nutzer präsentiert hierfür ebenfalls einen Barcode, sodass
das System weiß, wer zu überwachen ist. Zeitgleich lädt die Applikation
eine Richtlinie in das System, die es erlaubt die Positionsdaten des Nutzers
zum Zweck der Navigation zu nutzen. Der Navigationsdienst darf ihm seine
Position so lange anzeigen bis er sein Ziel erreicht hat und die Verfolgung
gestoppt wird (Abbildung 6.29 (b)). Am Flughafen hilft das System dem
Nutzer die nächstgelegenen Toiletten oder sein Gate zu finden (Abbildung
6.29 (a)).
(a) (b) (c) 
Abbildung 6.29.: Dienste für angemeldete Nutzer, Navigation und persönli-
che Daten in der Airport App für den Benutzer
Suchfunktion für Freunde (Buddy Finder)
Mit Hilfe des Buddy Finders können überwachte Personen ihre Position mit
Freunden teilen. Wenn ein Nutzer das Überwachungssystem auf diese Weise
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nutzen möchte, kann er hierfür Datenschutzrichtlinien festlegen (siehe Ab-
schnitt 6.3.5). Seine Positionsdaten können für bestimmte Gruppen oder
Nutzer nach festen k-Anonymitäts und l-Diversity Werten festgelegt wer-
den. Ebenso kann die Anonymisierung abhängig vom Abstand zur Person
dynamisch berechnet werden (Abschnitt 6.4.7).

7
Evaluation und Bewertung des
Systems
Es ist schwieriger, eine
vorgefaßte Meinung zu
zertrümmern als ein Atom.
(Albert Einstein)
Diese Arbeit untersucht, wie ein intelligentes Überwachungssystem nach
Privacy by Design auszugestalten ist. Das dabei entwickelte System unter-
stützt den Betreiber, in dem es Daten intelligent, d. h. automatisiert, verar-
beitet und zeitgleich weniger tief in Privatsphäre der Beobachteten eingreift.
Im Folgenden wird der technische Beitrag des Systems in Bezug auf die
existierenden Arbeiten (Abschnitt 2.3.1) dargestellt.
Der Schwerpunkt der Evaluierung liegt jedoch auf der juristischen Ana-
lyse. Die hier vorgestellte Architektur greift weit weniger in das Recht auf
informationelle Selbstbestimmung der Betroffenen ein als konventionelle
sowie existierende intelligente Anlagen.
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7.1. Technischer Beitrag der Arbeit
Existierende Arbeiten und PETs aus anderen Bereichen fokussieren einzelne
Aspekte der Privatheit. Die vorliegenden Systemansätze zielen ebenfalls auf
eine abstrahierte Darstellung von Videomaterial ab und betrachten nicht
den gesamten Überwachungsprozess.
7.1.1. Komposition von PETs zu einem ganzheitlichen
Datenschutzkonzept
Das vorgestellte System setzt in allen Prozessschritten (siehe Abschnitt 5.1.1)
PETs aufeinander abgestimmt ein (siehe Abschnitt 6.1) und erzielt dadurch















Abbildung 7.1.: Abstimmung der PETs im Überwachungsprozess
Durch die gezielte Komposition wird nicht nur punktueller Fortschritt er-
reicht, sondern die technische Umsetzung eines ganzheitlichen Daten-
schutzkonzeptes. Wird eine PET isoliert oder ohne Beirücksichtung des
Verarbeitungsprozesses eingesetzt, kann der durch sie erziele Gewinn an
anderer Stelle verloren gehen.
Nur der abgestimmte und durchgängige Einsatz von PETs garantiert, dass
die Datenschutzanforderungen an intelligente Überwachungssysteme ein-
gehalten werden.
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7.1.2. Vergleich des Systems mit dem Stand der
Wissenscha
Tabelle 7.1 fasst die Leistungsmerkmale der bestehenden Arbeiten (Ab-
schnitt 2.3) zusammen und vergleicht sie mit dem nach Privacy by Design














































































s. Anonymisierung • • ◦ • • • • • ◦ •
Datenminimierung ◦ ◦ ◦ ◦ • ◦ ◦ ◦ • •
Richtlinien (System) • • ◦ • ◦ ◦ • • • •







Aktive Nutzung (System) ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • •
Aktive Nutzung (Ansatz) ◦ • • • ◦ ◦ ◦ ◦ • •
Kamerainformationen ◦ ◦ • • ◦ ◦ ◦ ◦ ◦ •
Systeminformationen ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •





he Zweckbindung ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •
Einzelentscheidung ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦ •
Mehrere Datenquellen ◦ ◦ ◦ ◦ ◦ ◦ • ◦ • •
Tabelle 7.1.: Übersicht über den Stand der Wissenschaft
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Anonymisierung
Wie die Mehrzahl der Ansätze, setzt PbDS eine Anonymisierung der Da-
ten um. Dafür können flexibel verschiedene Module im Privacy Manager
geladen werden.
PbDS minimiert, durch den strikten Zweck- und Auftragsbezug, die Menge
der erhobenen Daten von Beginn an.210 Ähnlich zu SmartSurv werden Daten
nur angezeigt und gespeichert, wenn ein Ereignis vorliegt.
Datenschutzrichtlinien und aktive Nutzung des Systems
Im PbDS können vom Betreiber und Nutzer Richtlinien festgelegt werden.
Das PbDS bietet dadurch größere Kontrollmöglichkeiten als die vorliegen-
den Videosystemansätze.
pawS [Lan02] erlaubt es dem Nutzer ebenfalls, Datenschutzrichtlinien
festzulegen, die er mit einer Ubiquitous Computing Umgebung (UCU) aus-
tauschen kann. Würde ein überwachter Bereich als UCU betrachtet, könnte
der Betroffene die Infrastrtuktur nach seinen Richtlinien kontrollieren. Das
würde den Sinn der meisten Systeme ad absurdum führen.
So können Betroffene nur ihre Nutzerdienste kontrollieren. PbDS bietet
als einziges Überwachungssystem eine aktive Nutzung der Kameras (Mehr-
wertdienste, temporärer Zugriff). Sie wird durch das optische Challenge-
Response Verfahren möglich.
Aufklärung und Einsicht in persönliche Daten
TrustCam und von Freiwilligen erstellte Karten machen Informationen über
Kameras öffentlich zugänglich. PbDS bietet darüber hinaus Informationen
über das gesamte System an.
Als einziges System ermöglicht PbDS dem Betroffen, über ihn gespei-
cherten Daten einzusehen. Während pawS anzeigt, welche Dienste Zugriff
verlangen, protokolliert und visualisiert PbDS darüber hinaus den erteilten
Zugriff.
210 Je nach verwendetem Anonymisierungsansatz können zusätzliche Daten nötig sein.
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Zweckbindung und Auragsbezug
Durch den Auftragsbezug und das Mitführen des Zwecks durch den gesam-
ten Verarbeitungsprozess, wird die Zweckbindung durchgehend sicherge-
stellt. Das leistet kein anderes System.
PbDS und SmartSurv benachrichtigen den Operator bei einem Ereignis,
ansonsten darf er keine Daten einsehen. Durch die explizite Benachrichti-
gung bzw. durch die Einbindung des Operators wird eine nachteilige auto-
matisierte Einzelentscheidung durch des Systems verhindert.
Einbindung von Datenquellen
PbDS, pawS und die dem Privacy Buffer zugrundeliegende Architektur bie-
ten die Möglichkeit, neben Kameras weitere Datenquellen zu integrieren.
7.2. Rechtliche Betrachtung des vorgestellten
Überwachungssystems
Bereits konventionelle Überwachung weist eine erhebliche Eingriffsintensi-
tät auf, da sie ohne begründeten Verdacht in großer Streubreite eine Vielzahl
von Personen erfasst und aufgezeichnetes Material in vielfältiger Weise
ausgewertet werden kann.211 Intelligente Systeme, die computergestützte
Verfahren einsetzten, intensivieren diese Situation. Zum einen durch den
Einsatz verbesserter Sensoren und einer höheren Dichte an Kameras.212
Zum anderen kann ein intelligentes System durch den Einsatz von Musterer-
kennungsverfahren auf „normales“ Verhalten prüfen und das in einer Weise,
die ein menschlicher Operator nicht leisten kann.213 Die Zielsetzungen bei
der Ausgestaltung intelligenter Überwachungssysteme wurden in Abschnitt
211 BVerfG, NVwZ 2007, 688 (691)
212 Hornung/Desoi in [Hor11a], S. 153 (155)
213 Coudert in [Cou10], S. 377 (378 ff.)
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3.3 aus den rechtlichen Randbedingungen hergeleitet. Kapitel 4 zeigt auf,
wie diese beim Aufbau der Architektur berücksichtigt wurden.
Moderne Überwachungstechnik stellt eine Bedrohung der Privatsphäre
dar und intensiviert den bereits schwerwiegenden Eingriff in das Recht auf
informationelle Selbstbestimmung. Das erschwert den Einsatz intelligenter
Verfahren in der Praxis und verhindert damit ihre positiven Anwendungs-
möglichkeiten.
Die neuen technischen Optionen ermöglichen aber auch eine gesteuerte,
differenzierte und zielgerichtete Überwachung.214,215
Diese Arbeit untersucht den Aufbau eines solchen Systems unter Berück-
sichtigung existierender Ansätze (siehe Abschnitt 2.3) und PETs aus anderen
Bereichen (siehe Kapitel 5). Im Folgenden wird aufgezeigt, welche daten-
schutzrechtlichen Verbesserungen sich aus dem vorgestellten System erge-
ben. Die Vorteile computergestützter Verarbeitung sollen erhalten bleiben,
während zeitgleich die Eingriffsintensität absinkt. Im Folgenden werden erst
die Vorteile des vorgestellt Systems herausgearbeitet und anschließend die
Verhältnismäßigkeit des Eingriffs durch das System genauer beleuchtet.
7.2.1. Kennzeichnungspflicht und Auskunsrecht
§6b Abs. 2 BDSG fordert eine Kenntlichmachnung der Überwachung und
die Nennung der verantwortlichen Stelle. Art. 10 der DSRL fordert darüber
hinaus die Bekanntmachung des Zwecks und Hinweise auf Auskunfts- und
Löschungsansprüche.216 Beim Einsatz intelligenter Überwachung ist frag-
lich, ob herkömmliche Piktogramme über das Ausmaß der Verbreitung
hinreichend aufklären.217
Kennzeichnung durch Piktogramme ist gängige Praxis, oft werden diese
jedoch mit zu wenig Informationen versehen oder schlecht positioniert.
214 Bier/Spiecker gen. Döhmann in: [Bie12], S.610 (610)
215 Aus juristischer Perspektive bemerkt dies bereits Weichert in: [Wei00], S. 662 (668) und aus
technischer Perspektive Vagts in: [Vag09b], S. 94 (95).
216 Weichtert in: [Wei00], S. 662 (644)
217 Hornung/Desoi in: [Hor11a], S. 153 (157)
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Eine optische Kennzeichnung von überwachten Arealen ist weiterhin unab-
dingbar, aber nicht ausreichend. Transparenz ist ein Gestaltungsziel des hier
vorgestellten Systems. Durch „Mobile Tagging“ können Beobachtete über
ihre Smartphones leicht Informationen über das System abrufen (siehe Ab-
schnitt 6.6.2) und u. a. Zweck und Speicherdauer einsehen (siehe Abschnitt
6.6.3).
§ 34 Abs. 1 BDSG verpflichtet die verantwortliche Stelle, dem Betroffen
Auskunft über die zu seiner Person gespeicherten Daten zu erteilen.218 Man-
gelhafte Beschilderung macht es dem Betroffen oft unmöglich, sein Recht
wahrzunehmen. Systeme aus Praxis und Wissenschaft bieten keine tech-
nischen Mechanismen dafür, im Gegensatz zum hier vorgestellten System
(siehe Abschnitt 4.5.2 ff.). Nach der Anmeldung über sein Smartphone kann
ein Betroffener direkt Daten zu seiner Person abrufen. Da das System Da-
ten nur bei Bedarf speichert, umfasst das i. d. R. die zum Abfragezeitpunkt
vorliegenden Daten und eine Liste an Diensten, die darauf innerhalb der
letzten 24 Stunden zugegriffen haben (siehe Abschnitt 6.6.3). Die Auskunft
über die Daten dient als Anknüpfungspunkt für Löschung und Berichtigung.
7.2.2. Automatisierte Einzelentscheidung
Nach § 6a Abs. 1 dürfen Entscheidungen, die den Betroffenen erheblich be-
einträchtigen, nicht ausschließlich auf eine automatisierte Verarbeitung ge-
stützt werden. Die Vorbereitung einer abschließenden Entscheidung durch
Meldung einer Beobachtung ist im Rahmen von § 6a BDSG zulässig.219 § 6
Abs. 2Nr. .2 BDSG erlaubt eine automatisierte Einzelentscheidung, wenn die
Interessen den Betroffenen gewahrt werden und dieser über die Automatisie-
rung informiert wird. Eine erneute Überprüfung durch einen menschlichen
Operator stellt eine geeignete Maßnahme zur Wahrung der Interessen des
Betroffenen dar.220
218 In der DSRL ist das Auskunftsrecht in Art. 12 verankert.
219 Roßnagel/Desoi/Hornung in: [Roß11], S. 649 (699)
220 Hornung/Desoi in: [Hor11a], S. 153 (158)
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Das Unterbinden einer automatisierten Einzelentscheidung (siehe Abschnitt
4.4) ist Gestaltungsziel des hier entworfenen Systems. Der Operator steht
dafür im Mittelpunkt einer Mensch-Maschine-Interaktion. Datenverarbei-
tungsdienste verwerten die erhobenen Daten im Kern des System und wei-
sen den Operator auf ein mögliches Ereignis hin. Erst wenn dieser nach
einer Prüfung das Ereignis bestätigt, werden weitere Schritte unternommen.
Die Erkennung von Gefahren über Muster funktioniert nicht robust und
ist noch Gegenstand aktueller Forschung. Wenn ein Betroffener eine Si-
tuation erkennt, löst er über eine Geste oder unter Zuhilfenahme seines
Smartphones ein Ereignis aus. Lediglich die Erkennung der Geste findet
automatisiert statt. Die Überprüfung der Gesamtsituation obliegt nach wie
vor dem Operator.
Konventionelle Überwachungssysteme weisen keine automatisierte Da-
tenverarbeitung auf. Nach dem hier verfolgten Ansatz werden Entscheidun-
gen, die den Betroffenen erheblich beeinträchtigen können, vom Operator
getroffen. Das System oder ein Betroffener bereiten diese unterstützend vor.
7.2.3. Datensparsamkeit
Das vorgestellte System wurde nach dem Gestaltungsziel der Datensparsam-
keit gestaltet, das aus den rechtlichen Anforderungen hergeleitet wurde(siehe
Abschnitt 3.3.1). Die Umsetzung in das System wird in Abschnitt 4.2 darge-
stellt. Datensparsamkeit ist Teil des Systemdatenschutzes221 und muss in
allen Phasen der Überwachung beachtet werden.222
Das PbDS setzt dies in allen Phasen besser um als existierende Systeme.
Der Informationsverarbeitungsprozess besteht aus: Erhebung, Speicherung,
Verarbeitung und Nutzung (siehe Abschnitt 5.1.1). Abschnitt 3.2.2 stellt die
relevanten Begrifflichkeiten aus §3 BDSG dar.
221 Dix in: [Roß03], S. 364 Rn. 2 ff.
222 Weichert in: [Kil09], Kap. 132 Rn. 91
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Erhebung
Datenvermeidung ist die stärkste Form der Datensparsamkeit. Beobachtun-
gen mit Aufzeichnung erhöhen, gerade weil die Aufzeichnung in vielfältiger
Weise verarbeitet und verknüpft werden kann, die Eingriffsintensität.223
Maßnahmen der Videoüberwachung weisen dabei bereits eine hohe Ein-
griffsintensität auf, da es sich in der Regel um Eingriffe mit großer Streubreite
handelt, in die Personen einbezogen werden, die nicht in Beziehung zum
konkreten Fehlverhalten stehen.224
Existierende intelligente und konventionelle Systeme erheben und spei-
chern alle Daten, um diese (automatisiert) auswerten zu können.225 PbDS
setzt genau hier an und erhebt nur für den Zweck benötigten Daten (siehe
Abschnitt 4.1). Einzig bei Detektion eines Ereignisses werden Daten gespei-
chert. Die Informationen in der Modellwelt repräsentieren nur den aktuellen
Zeitpunkt, d. h. alle für den Zweck relevanten Daten zum aktuellen Moment.
Wenn „Daten unmittelbar nach der Erfassung technisch wieder spurlos,
anonym und ohne die Möglichkeit, einen Personenbezug herzustellen, aus-
gesondert werden“, besteht kein Eingriff in das Recht auf informationelle
Selbstbestimmung.226 Das gilt für alle Daten, die in einem Signalverarbei-
tungsdienst direkt am Sensor gefiltert werden.
Durch die Zweckbindung im PbDS und die Fokussierung auf relevante
Objekte und Vorgänge wird die Streubreite der Überwachung verringert. Sie
wird zielgerichtet durchgeführt. Bei der Erhebung wird der Zweck festge-
halten und mitgeführt. Dadurch kann in den späteren Stufen sichergestellt
werden, dass Daten ausschließlich für den spezifizierten Zweck genutzt
werden.
Durch den mit der Zweckbindung verknüpften Auftragsbezug wird zur
Entwurfszeit festgelegt, welche Sensoren und Signalverarbeitungsdienste
223 Scholz in: [Sim11], § 6b, Rn. 31
224 BVerfG, NVwZ 2007, 688 (691); Scholz in: [Sim11], § 6b, Rn. 31
225 Einzige Ausnahme sind die Smarte Kameras von Fleck [Fle08b]. Sie könnten in PbDS
eingesetzt werden.
226 BVerfGE 120, 378 (399)
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benötigt werden. Eine geeignete Auswahl verringert die Datenmenge und
Streubreite.
Um Anonymisierungsverfahren sinnvoll bei der Verarbeitung und Nut-
zung einzusetzen, müssen gegebenenfalls mehr Daten erhoben werden, als
nötig. Datensparsamkeit hat zwei Dimensionen: Quantität und Qualität.
Somit ist eine quantitative Mehrerhebung gerechtfertigt, wenn dadurch eine
entsprechende qualitative Verbesserung bei der Verarbeitung und Nutzung
erzielt wird.
Speicherung
Das PbDS speichert, nach dem oben geschilderten Prinzip, die Beobachtun-
gen der Signalverarbeitungsdienste in der Modellwelt. Aus den Beobachtun-
gen wird eine Darstellung der aktuellen Lage berechnet. Die Beobachtungen
werden nicht archiviert, sondern temporär gespeichert. Die Speicherung
dient dem Zweck, den Datenverarbeitungs-, Nutzer- und Betreiberdiensten
eine Momentaufnahme des beobachteten Weltausschnitts zur Verfügung
zu stellen. Ein Weltausschnitt aus der Vergangenheit ist nicht einsehbar.227
Eine Zwischenspeicherung ist vom Begriff des Speicherns auszunehmen,
wenn die Löschung im direkten zeitlichen Zusammenhang durch ein auto-
matisiertes Verfahren garantiert ist.228
Die Modellwelt ist keine „lernende Komponente“, die auffälliges Verhalten
über die Zeit bestimmt oder einmal auffällig gewordene Objekte wieder
identifiziert.229 Die in der Modellwelt repräsentierten Daten werden von
Datenverarbeitungsdiensten verwendet, um die „intelligente“ Verarbeitung
zu realisieren (siehe Phase Verarbeitung).
227 Wenn zur Anonymisierung Daten aus der Vergangenheit verwendet werden (siehe Ab-
schnitt 6.4.3), müssen Beobachtungen über ein Zeitfenster vorgehalten werden. Das kann
in einem Ringspeicher realisiert werden, in dem diese durchweg überschrieben (gelöscht)
werden.
228 Dammann in [Sim11], § 3, Rn. 124
229 Vgl. Bier/Spiecker gen. Döhmann in: [Bie12], S. 610 (615)
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Innerhalb der Kameras findet eine temporäre Speicherung in einem Ring-
speicher statt. Das Bildmaterial wird dem Operator zur Nutzung zur Verfü-
gung gestellt, wenn ein Ereignis vorliegt. Er entscheidet, ob es sich eine Fehl-
detektion handelt (siehe Phase Nutzung). Nur wenn er darauf entscheidet,
dass die Situation weiter zu verfolgen ist, werden sie zur späteren Verwen-
dung gespeichert.
Das PbDS System minimiert die Menge der gespeicherten Daten signifi-
kant, was zu einer weiteren Reduktion der Streubreite führt. Solange kein
Ereignis vorliegt, werden Daten nur vorgehalten, um die aktuelle Lage dar-
zustellen. Während der Erhebung als für den Zweck unnötig klassifizierte
Daten, wurden dort bereits entfernt nicht in der Gesamtlage dargestellt.
Sensorinformationen werden bei einem Ereignis langfristig gespeichert. Die
Menge der gespeicherten Daten ist vom Ereignis und seiner Verfolgung
abhängig. Die Länge der in den Ringspeichern vorliegenden Ausschnitte,
die dem Operator eine Beurteilung der Situation erlauben, ist fallspezifisch
anzupassen.
Verarbeitung
Die in dieser Arbeit beispielhaft verwendeten Dienste (Personenzähler und
Bereichsüberwachung), die eine intelligente Verarbeitung realisieren, arbei-
ten auf der Momentaufnahme der Modellwelt. Sie verändern und speichern
keine Daten. Ohne Speicherung von Daten in den Diensten können auch
komplexere Situationen, z. B. eine Cliquenbildung an einem Bahnsteig, er-
kannt werden. Einer solchen Verarbeitung sind Grenzen gesetzt und es
sind Dienste denkbar, die Modellweltdaten speichern und verändern, um
ein Ereignis zu detektieren. Im Fall der Cliquenbildung könnte ein Dienst
analysieren, ob sich in einer Gruppe über die Zeit ein mögliches Opfer iden-
tifizieren lässt. Findet eine Speicherung in den Diensten statt, müssen die
Voraussetzung und der Verwendungsumfang eng begrenzt werden.230
230 BVerfG, NJW 2010, 833, (840 f.)
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Die Abstraktion der Daten und ihre Granularität bis auf Attributebene, ge-
paart mit dem Zweckbezug, ermöglichen eine Begrenzung auf eine be-
stimmte Aufgabe, zu deren Verarbeitung nur die wirklich benötigten Daten
herangezogen werden. Die Funktionalität des Dienstes ist, z. B. über eine Zer-
tifizierung, sicherzustellen. Die Dienste arbeiten im abgeschotteten Kern des
Systems. Der Betreiber spezifiziert im Rahmen der Überwachungsaufträge
ihre Funktionalität. Während des Betriebs besteht für ihn keine Möglichkeit,
auf ihre Daten zuzugreifen. Die Verarbeitung läuft für ihn in einer Black-Box
ab.231
Datenverarbeitungsdienste können wie Nutzer- und Betreiberdienste
nicht nur auf abstrahierten, sondern auch auf anonymisierten oder pseud-
noymisiererten Daten arbeiten. Das hier vorgestellte System pseudonymi-
siert Daten nur für Nutzer- und Betreiberdienste (siehe Phase Nutzung).
Durch die vom Zweck abhängigen, vorher festgelegten Aufträge wird eine
zielgerichtete Überwachung erreicht. Weniger vom konkreten Fehlverhalten
nicht betroffene Personen werden beobachtet und die Eingriffsintensität
wird erheblich herabgesetzt. Die im System sicher gekapselte, dem Betreiber
nicht zugängliche, Verarbeitung verringert das Missbrauchspotential.
Nutzung
Für die Nutzung durch den Operator oder Betreiber verlassen Daten den
Kern des Systems und passieren dabei den Privacy Manager (siehe Abschnitt
6.1). Die Daten können, wie am Beispiel von Positionsdaten in dieser Ar-
beit dargestellt, bei Herausgabe pseudonymisisert werden. Abschnitt 6.4
zeigt eine mögliche Anonymisierung. Hierbei ist Anonymisierung im infor-
mationstechnischen Sinn zu betrachten. Aus rechtlicher Perspektive leistet
das PbDS eine Pseudonymisierung, da die Zuordnung zu den Beobachtun-
gen im Privacy Manager wieder hergestellt werden kann. Eine Zuordnung
wird nur im Verdachtsfall aufgedeckt, um gezielte Maßnahmen ergreifen zu
können. Ohne Verdacht wird dem Operator kein Ereignis visualisiert. Die
231 Vgl. Roßnagel/Desoi/Hornung in: [Roß11], S. 649 ff.
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Anlasslosigkeit ist ein zentraler Grund für die hohe Eingriffstiefe konven-
tioneller Systeme,232 sodass die Eingriffsintensität durch PBdS erheblich
reduziert wird.
Durch die Abstraktion vom Bildmaterial ist es möglich, neue Methoden zur
Anonymisierung und Pseudonymisierung einzusetzen.233 Die Forderung
nach Anonymisierung und Pseudonymisierung aus § 3a BDSG wird schon
vor der Nutzung umgesetzt.234 Bereits während der Erhebung findet die
Abstraktion und Reduktion der Daten in den Sensorverarbeitungsdiensten
statt. Auch eine Identifikation von Objekten (z. B. durch Gesichtserkennung)
ist möglich. Nicht relevante Attribute können hier entfernt oder anonymi-
siert werden. Die Beobachtungen werden anschließend an die Modellwelt
weitergegeben. Die hier stattfinde Veränderung der Daten ist gerechtfertigt,
da Datenschutz einen legitimen Zweck darstellt und aus sich heraus zulässig
ist.235
In welcher Form Betreiber- und Nutzerdienste auf Daten zugreifen dürfen,
wird durch Datenschutzrichtlinien festgelegt, die am Zweck ausgerichtet
sind. Das Gewicht der Grundrechtsbeeinträchtigung ist damit niedriger
einzustufen als bei konventionelle Überwachung, in der die vielfältige Nut-
zung236 nicht technisch beschränkt ist. Der Privacy Manager reguliert den
Zugriff auf die Daten des Systems anhand der Richtlinien. Äquivalent zur Ver-
arbeitung muss die Funktionalität der Dienste hier ebenfalls sichergestellt
sein.
Für Nutzerdienste kann der Betroffene selbst entscheiden, in welcher
Intensität er sie wahrnehmen möchte, d. h. welche Daten er freigibt. Das
beinhaltet auch eine selbst veranlasste Überwachung durch das System.
232 BVerfG, NVwZ 2007, 688 (691)
233 Die Verpixelung von Bilddaten wird von Hornung/Desoi in: [Hor11a], S. 153 (155) skeptisch
betrachtet. Auch aus technischer Perspektive zeigt Dufaux in [Duf11], das Verpixelung
nicht ausreichend ist, da Tracking und Gesichtserkennung nach wie vor funktionieren
können.
234 Bereits in BVerfGE 65, 1 (49) wird eine frühzeitige Anonymisierung gefordert.
235 Bier/Spiecker gen. Döhmann in: [Bie12], S. 610 (615)
236 BVerfG, NVwZ 2007, 688 (691)
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7.2.4. Benutzergesteuerte Ereignisse
Die hohe Eingriffsintensität existierender Systeme ist den in der Regel ver-
dachtlosen Eingriffen mit großer Streubreite geschuldet.237 Das PbDS er-
möglicht es dem Betroffenen, selbst ein Ereignis zu generieren, welches
dem Operator visualisiert wird. Der Operator prüft die Situation und kann
davon ausgehend weitere Schritte einleiten. Durch die Einbeziehung des
Betroffenen kann das System zielgerichtet arbeiten. Der Wirkungskreis der
Maßnahme wird dadurch auf die Beteiligten der Situation eingeschränkt
und es besteht ein begründeter Verdacht. Demgegenüber steht, dass der
Auslöser des Ereignisses Personen in seiner Nähe in den Fokus der Über-
wachung bringt und somit Kontrolle über die Eingriffsintensität gegenüber
Dritten erhält. Die Klärung, ob es sich um ein berechtigtes Ereignis handelt,
obliegt dem Operator. Er nimmt die Interessen der anderen Betroffenen
wahr.
Gesten können auch von Personen ausgelöst werden, die nicht selbst Teil
einer Situation sind, die Anlass zur Überwachung bietet. Hier sind zwei Fälle
zu unterscheiden.
Zum einen kann sich der Betroffene in der Nähe einer Situation befin-
den und möchte diese melden, z. B. wenn er einen Diebstahl bemerkt hat
oder eine sich an anbahnende Gewalttat am Bahnsteig beobachtet. Analog
zum oben geschilderten Fall wird hier die Eingriffsintensität gegenüber Drit-
ten erhöht. Wenn die Funktionalität nicht böswillig missbraucht wird, ist
i. d. R. davon auszugehen, dass die Betroffenen, d. h. die Bestohlenen oder
Bedrohten der Überwachung zustimmen würden.
Anders stellt sich die Situation dar, wenn jemand gezielt und böswillig
versucht ein Ereignis für eine Situation auszulösen, an der er nicht beteiligt
ist. Es kann nicht davon ausgegangen werden, dass die Betroffenen dies
bemerken. Auch hier nimmt der Operator die Interessen der Betroffenen
war. In welchem Ausmaß die Intensität gegenüber dritten zunimmt, hängt
von der Häufigkeit des Missbrauchs ab. Vereinzelter Missbrauch ist nicht
237 Scholz in: [Sim11], § 6b, Rn. 31
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höher zu bewerten als eine Fehldetektion. Es ist aber auch denkbar, dass
eine Person gezielt über einen längeren Zeitraum in den Mittelpunkt einer
Überwachung gestellt wird. Das sollte vom Operator bemerkt werden und
ist dem Betreiber anzuzeigen.
Betroffene sind über die Maßnahme aufzuklären und es ist durch eine ent-
sprechende Beschilderung darauf aufmerksam zu machen. Eine erweiterte
Aufklärung kann über Mobile Tagging stattfinden (siehe Abschnitt 6.6.2).
Wenn sich ein Betroffener am System anmeldet, kann er über die Liste der
zugreifenden Dienste der letzten 24 Stunden einsehen, ob er im Fokus der
Beobachtung, ausgelöst durch Gesten stand. Ebenso ist es denkbar, dass
der Operator dem Betroffenen eine Mitteilung schickt, wenn Missbrauch
bemerkt wurde. Unabhängig von Beschilderung und Auskunft, können be-
nutzergesteuerte Ereignisse auf bestimmte Gebiete (z. B. Bahnhöfe) oder
Einsatzzeiten begrenzt werden.
7.2.5. Verhältnismäßigkeit des Eingris
Ob der Eingriff in das Recht auf informationelle Selbstbestimmung zulässig
ist, ist am Grundsatz der Verhältnismäßigkeit zu prüfen. Die Beobachtung ist
nach § 6b BDSG Abs. 1 nur zulässig, wenn „keine Anhaltspunkte bestehen,
dass schutzwürdige Interessen der Betroffenen überwiegen.“ Gleiches gilt
für die nachgelagerte Verarbeitung und Nutzung.238
Geeignetheit
Die Tauglichkeit konventioneller Überwachungssysteme präventiv Straf-
taten zu verhindern, ist umstritten. Oft bleibt nur repressive Verfolgung
basierend auf dem Videomaterial.239,240
238 Vgl. Gola/Schomerus in: [Gol12], § 6b, Rn. 19; Scholz in: [Sim11], § 6b, Rn. 62
239 NvwZ 2007, 775 (778)
240 Mit der Wirksamkeit der Videoüberwachung und ihren gesellschaftlichen Auswirkungen
befasst sich das noch junge Forschungsfeld der Surveillance Studies, z. B. in [Zur07].
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Während der Einsatz konventioneller Systeme in vielen Fällen fragwürdig
erscheint, ist das hier vorgestellte System geeignet, Aufgaben zur Wahrung
der öffentlichen Sicherheit wahrzunehmen. Durch die intelligente Verarbei-
tung der Daten wird es überhaupt erst möglich, präventiv zu agieren. Die
Auslösung von Ereignissen durch Betroffene leistet ebenfalls einen Beitrag
zur präventiven Erkennung. Das ab der Ereignisdetektion gespeicherte Da-
tenmaterial kann zur Beweisführung verwendet werden. Neben dem Einsatz
in öffentlichen Plätzen ist es zudem geeignet, Personen vor sich selbst zu
oder in gefährlichen Bereichen zu schützen (z. B. in psychiatrischen Einrich-
tungen oder in Hochsicherheitsbereichen).
Bei der durchgehenden Beobachtung mehrerer Monitore nimmt der Ope-
rator nach zweiundzwanzig Minuten 95 % der Aktivitäten nicht mehr war.241
Durch die automatische oder benutzergetriebene Ereignisdetektion kann
der Operator seine Aufmerksamkeit auf den Sachverhalt legen. Die abstrakte
Darstellung der Informationen ermöglicht eine schnelle Beurteilung der
Situation.
Erforderlichkeit
Der konventionellen Videoüberwachung sind weniger invasive Maßnahmen
vorzuziehen. Eine Überwachungsmaßnahme ist nicht erforderlich, wenn
sie durch Maßnahmen ersetzt werden kann, die einen geringeren Eingriff in
die Rechte der Betroffenen darstellen.242
Die Erforderlichkeit eines intelligenten Überwachungssystems, wie dem
vorgestellten, ist gegeben, wenn die Aufgabe nicht adäquat durch Personal
oder andere, z. B. bauliche Maßnahmen gelöst werden kann. So kann ein
intelligentes System schneller ermitteln, in welche Richtung sich ein Ver-
dächtiger bewegt, als Sicherheitspersonal, das sich nicht vor Ort befindet
und die Verfolgung aufnehmen soll. Auch in Bereichen, in denen Personen
einer großen Gefahr ausgesetzt sind und in denen sie sich nur kurzfristig
241 Ainsworth in: [Ain02], S. 20f.
242 Hilpert in: [Hil09], S. 160 (163)
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aufhalten sollten, ist der Einsatz von Überwachung der Positionierung von
menschlichem Wachpersonal vorzuziehen. Andere äußere Gegebenheiten,
z. B. die Überwachung bei Dunkelheit, können den Einsatz ebenfalls nö-
tig machen. Hier kann durch geeignete Sensorik das Übertreten eines sich
räumlich weit erstreckenden Grenzbereichs detektiert werden, was patrouil-
lierendem Wachpersonal nicht möglich wäre.
Angemessenheit
Eine flexible Architektur, wie die des vorgestellten Systems, erlaubt es, eine
Vielzahl an Technologien zu integrieren, sodass die schutzwürdigen Inter-
essen der Betroffenen gefährdet sind. Es können verschiedene Sensoren
verwendet werden, um unterschiedliche Informationen zu erhalten. Bereits
die Möglichkeit zur Verknüpfung erhöht die Eingriffsintensität243 und die
Modellwelt ist darauf ausgelegt, diese auch durchzuführen. Dabei leisten
die Datenverarbeitungsdienste eine Vorverarbeitung und können, z. B. eine
biometrische Erkennung durchführen, welche die Intensität besonders er-
höht.244 Die Intensität wird weiter dadurch erhöht, dass ein Überwachungs-
system die qualitativ hochwertigen Daten dazu verwendet, Verhaltensmus-
ter zu erkennen.245
Die verbesserte Qualität der Daten und gesteigerten Auswertungsmög-
lichkeiten wirken sich aber auch positiv auf den Betroffen aus. Es wird
verhindert, dass das System falsche Schlüsse zieht. Die Wahrscheinlichkeit
zu Unrecht überwacht zu werden sinkt. Weiterhin wird es durch die hohe
Datenqualität für den Betroffenen erst möglich, Auskunft über seine Daten
zu erhalten. Moderne Methoden ermöglichen die Identifikation gegenüber
dem System und die Aufnahme seiner Merkmale, die eine Zuordnung zu
den erhobenen Daten erlaubt.
243 BVerfG, NVwZ 2007, 688 (691)
244 Vahle in: [Vah08], S.444 (445)
245 Coudert in: [Cou10], S.377 (378)
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Durch die vorgestellte Architektur, kann die risikoreiche Technologie so
eingesetzt werden, dass sie die schutzwürdigen Interessen der Betroffenen
nicht gefährdet.
Das Erkennen von Gefahrensituationen und die Identifikation von Ziel-
personen ermöglicht eine anlassbezogene und selektive Überwachung, die
eine wesentlich geringere Streubreite aufweist. Beim Aufbau des Systems
wird festgelegt, welche Informationen relevant sind. Zielgerichtet wird dafür
Sensorik ausgewählt. Die Signalverarbeitungsdienste filtern nicht relevante
Daten direkt aus.246 Nur benötigte Beobachtungen werden an die Modell-
welt gesendet.
Das vorgestellte System ist besonders geeignet, Zweckbindung umzuset-
zen. Zu jedem Datum wird der Zweck der Erhebung mitgeführt und der
Zweckbezug bleibt während der gesamten Verarbeitung erhalten.247
Basierend auf den Daten der Modellwelt führen die Datenverarbeitungs-
dienste eine Analyse durch. Sie erhalten nur die für ihren Zweck benötigten
Daten. Die Zusammenführung in der Modellwelt und die Analyse laufen
im geschlossenen Kern des Systems ab. Der Operator, bzw. Betreiber hat
nicht die Möglichkeit, Daten außerhalb des vorgesehenen Zwecks zu ver-
wenden. Solange die Daten im Systemkern bleiben, sind sie für den Betreiber
pseudonym.248
Sobald Daten den Systemkern verlassen werden, durchlaufen sie den
Privacy Manager. Wenn möglich werden sie anonymisiert.
Die abschließende Bewertung eines Systems ist von seiner konkreten
Ausgestaltung im Einzelfall abhängig.
246 Im Nichttrefferfall greift das Recht auf Informationelle Selbstbestimmung nicht. Vgl.
BVerfGE 120, 378 (399)
247 BVerfGE 100, 313 (360)
248 Roßnagel/Desoi/Hornung in: [Roß11], S. 649 (699)
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Zusammenfassung und Ausblick
I respect someone’s right to
privacy and I want them to
know it.
(Terry Gross)
Intelligente Überwachungssysteme können unterschiedlichste Sensorik
integrieren, computergestützte Verfahren, wie Gesichtserkennung, Alters-
schätzung anwenden und basierend auf der Datenmenge eine Verhaltens-
analyse ausführen. Die Eingriffsintensität solcher Systeme in das Recht auf
informationelle Selbstbestimmung ist noch höher einzustufen, als der be-
reits schwerwiegende Eingriff durch konventionelle Überwachung.
8.1. Zusammenfassung der Beiträge und
Ergebnisse
Die Arbeit untersucht den Aufbau eines intelligenten Überwachungssystems
nach Privacy by Design.
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Hauptbeitrag der Arbeit ist die Entwicklung eines Systems, das die rechtli-
chen Datenschutzvorgaben besser berücksichtigt als konventionelle Über-
wachung und weniger tief in das Recht auf informationelle Selbstbestim-
mung eingreift. PETs wurden in allen Phasen des Überwachungsprozesses
eingesetzt und zu einer ganzheitlichen Lösung kombiniert. Das entworfene
System erhält zeitgleich die technischen Vorteile intelligenter Überwachung
und erlaubt eine effizientere Verarbeitung als konventionelle Systeme. Der
Betroffene kann das System aktiv nutzen, um sich zu informieren oder Mehr-
wertdienste zu nutzen.
Dabei weist das System folgende signifikanten datenschutzrechtlichen
Vorteile gegenüber konventionellen Systemen auf:
• Verbesserte Transparenz und Nachverfolgbarkeit für den Betroffenen.
Durch mobile Tagging kann er leicht Informationen zum System ab-
rufen und sich ausführlich über die Leistungsfähigkeit, Zweck und
den Betreiber informieren. Der Betroffene kann, nach Anmeldung
am System, die über ihn vorliegenden personenbezogenen Daten
einsehen.
• Durch die konsequente Umsetzung von Datensparsamkeit wird die
Menge der erhobenen und verarbeiteten Daten stark reduziert. Nur
benötigte Daten werden gezielt erhoben. Dadurch wird die Eingriff-
sintensität verringert.
• Der Überwachungszweck wird bei der Erhebung der Daten gespei-
chert und bleibt im gesamten Verarbeitungsprozess erhalten. Die
Verwendung von Daten für einen anderen, als den vorgesehen Zweck,
wird damit unterbunden.
• Wenn Daten den Systemkern verlassen, um dem Operator oder Be-
troffenen angezeigt zu werden, können sie anonymisiert werden. Die
Eingriffsintensität wird dadurch ebenfalls verringert.
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• Dem Operator werden erst (anonymisierte) Informationen angezeigt,
wenn ein Ereignis detektiert wurde. Bis dahin verbleiben sie im abge-
schotteten Kern des Systems.
Aus informationstechnischer Perspektive setzt das vorgeschlagene System
als erstes PETs in allen Phasen der Überwachung zur technischen Durch-
setzung von Datenschutz ein. Nur durch das Zusammenwirken aller Me-
chanismen wird eine niedrigere Eingriffsintensität des Gesamtsystems er-
reicht. Der Beitrag zur Wissenschaft spiegelt sich in der Leistungsfähigkeit
des vorgestellten Systems gegenüber existierenden Lösungen wieder (siehe
Abschnitt 7.1).
Die folgenden zwei erzielten Eigenschaften sind als wesentliche Beiträge
hervorzuheben. Durch sie werden Betroffene von Überwachung zu aktiven
Nutzern des Systems.
• Beobachtete können durch Gesten ein Event auslösen. Sie können das
System aktiv nutzten und selbst entscheiden, wann sie Hilfe benöti-
gen. Situations- und Verhaltensanalyse arbeiten nicht zuverlässig und
sind fehleranfällig. Durch die Einbeziehung der Beobachteten in den
Überwachungsprozess wird dieses Problem umgangen. Das System
kann effektiver und zielgerichteter arbeiten.
• Durch das vorgestellte optische Challenge-Response Verfahren wird
eine Bindung zwischen Beobachtetem und dem System hergestellt. So
können ihm seine persönlichen Daten zugeordnet werden, die er ein-
sehen kann. Durch die Bindung wird eine aktive Nutzung möglich, die
eine Vielzahl von Anwendungen erlaubt. Der Beobachtete kontrolliert
dabei die Freigabe seiner Daten an Applikation.
Bei der Realisierung des Systems wurden verschiedene Nebenbeiträge geleis-
tet. Es wurden existierende PETs untersucht und ein Modell zur Bewertung
aufgezeigt. XACML Richtlinien wurden für den Einsatz in Überwachungssys-
temen so erweitert, dass sie gruppiert und gewichtet werden können. Mar-
kierte Richtlinien dürfen von niedriger gewichteten überschrieben werden.
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Ein etabliertes Verfahren zur Anonymisierung von Positionsdaten wurde
um die zeitliche Dimension erweitert, sodass ein neuer Freiheitsgrad zur
Anonymisierung in der Überwachung zur Verfügung steht.
Das Vertrauen in Kameras und andere Sensoren bzw. in die Qualität ih-
rer Daten, stellt ein Problem in intelligenten Überwachungssystemen dar.
Hier wurde ein weiterer Beitrag geleistet. In Anhang A wird aufgezeigt, wie
Reputationssysteme in der Überwachung einzusetzen sind.
Während der Anfertigung der Arbeit wurde zudem untersucht, wie Zu-
griffskontrollmechanismen zur Sicherung des Zwecks- und Auftragsbezugs
eingesetzt werden können. Das ist insbesondere relevant, wenn Funktionali-
tät Dritter genutzt wird (z. B. Datenverarbeitungsdienste aus der Cloud). Der
hier vorgestellte Systemkern wird jedoch als geschlossen betrachtet, sodass
auf [Vag12c] verwiesen wird.
8.2. Ausblick
Überwachung und Sicherheitstechnologie sind ganzheitlich zu betrachten
[Vag09b, Vag12d]. Dabei sind technische, rechtliche und gesellschaftliche
Aspekte zu berücksichtigen. Im Fokus dieser Arbeit liegt die Verbindung von
Recht und Technik durch Privacy by Design. Die interdisziplinäre Arbeit ist
weiter konsequent fortzusetzen. Insbesondere durch Betrachtung und Inte-
gration von „Sociality by design“ [GB12]. Hier ist zum einen zu ergründen,
welche Auswirkung der Einsatz von Überwachung für die Gesellschaft hat,
zum andern bedarf die Akzeptanz und das Verständnis von Technologie
weiterer Forschung. Dabei ist zu untersuchen, wie Systeme ausgestalten und
einzusetzen sind, damit sie von den Beobachteten als eine Bereicherung
wahrgenommen werden. Durch die Einführung von Nutzerdiensten wurde
in dieser Arbeit ein erster Schritt geleistet, dem weitere methodische Unter-
suchungen folgen sollten. Das Verständnis von PETs ist eine weitere offene
Frage. Es müssen Wege gefunden werden, die Funktionalität für Anwender
greifbarer zu machen.
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Im Rahmen der Arbeit wurde eine Methode zur Anonymisierung von Positi-
onsdaten aufgezeigt. [Bie10] befasst sich mit der Anonymisierung weiterer
Attribute in Überwachungssystemen. Hier sind weitere konkrete Methoden
zu entwickeln, die im PBdS System integriert werden können.
Das im Anhang der Arbeit vorgestellte Vertrauensmodell bietet ebenfalls
Raum für weitere Arbeiten (siehe Abschnitt A.11.2), z. B. eine ausführliche
Behandlung potentieller Ausreißer in den Bewertungen.
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Alles Reden ist sinnlos,
wenn das Vertrauen fehlt.
(Franz Kafka)
Wie bereits in Abschnitt 2.1.2 dargestellt, kann ein intelligentes Überwa-
chungssystem aus einer Vielzahl von Sensoren bestehen. Für Betreiber ist
es attraktiv, sich die Infrastruktur zu teilen, da sich dadurch Kosten sparen
lassen und ein größer Bereich abgedeckt werden kann. Neue Technologien,
wie smarte Kameras und intelligente Überwachungssysteme, die service-
orientiert arbeiten, erleichtern zudem den Zugriff auf Sensoren bzw. deren
Dienste. Der aktuelle Trend des Cloud Computings wird dies zudem verstär-
ken.
Folglich ist davon auszugehen, dass Betreiber sich die Infrastruktur teilen
bzw. Komponenten von Partnern bei Bedarf nutzen. Aktuell geschieht das
in konventionellen Systemen in Großbritannien. Öffentliche Stellen, private
Operatoren und die Polizei bilden hier ein Kooperationsnetz [Lin06]. Im
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„Camerawatch“ Netzwerk sind nach einem Bericht des EU Projekts Urbaneye
[Mcc02] 400 Organisationen mit 373 Systemen und mehr als 1200 Kameras
beteiligt.
Zwangsläufig stellt sich die Frage:
Wie kann das Vertrauen in Sensoren gewährleistet werden?
Die Vertrauensbeziehungen zwischen den Überwachungssystemen können
als Graph modelliert werden. So sind existierende Ansätze zur Berechnung
von Vertrauen in anderen Einsatzfeldern, wie beispielsweise für Peer-to-Peer
Netzwerke (z. B. Gnutella) [Yu04, Fel04] oder elektronische Märkte (eBay,
Amazon, etc.), anwendbar. Bekannt sind zudem Zentralitätsansätze, die ein
„Zentralitätsmaß“ (centrality measure) [Was94] verwenden, um Knoten in
einem Graphen zu bewerten. Ein prominenter Vertreter dieser Klasse ist
PageRank [Pag99], der die Basis für Googles Webseitenbewertung darstellt.
In intelligenten Überwachungsnetzwerken sind sowohl Betreiber als auch
ihre Sensoren längerfristig aktiv, auch wenn die Ressourcen nur für be-
stimmte Aufträge dynamisch genutzt werden. Folglich bietet es sich an,
Sensoren nach ihrem „guten Ruf“, d. h. nach ihrer Reputation (siehe Duden
[Raz07]) auszuwählen.
Zuerst zeigt Abschnitt A.2 die Struktur intelligenter Überwachungssys-
teme auf. Abschnitt A.3 legt die in der Literatur unterschiedlich verwende-
ten Begriffe für diese Arbeit fest. Intelligente Überwachungssysteme stellen
spezielle Anforderungen, die bei der Modellbildung zu berücksichtigen sind.
Diese werden in Abschnitt A.4 herausgearbeitet. Ein Überblick über rele-
vante Ansätze zur Berechnung von Reputation gibt Abschnitt A.5. Die Taug-
lichkeit der existierenden Ansätze wird in Abschnitt A.6 untersucht. In den
Abschnitten A.7 und A.8 wird ein Modell für Vertrauen in intelligenten Über-
wachungssystemen vorgestellt, Algorithmen zur Umsetzung in Abschnitt
A.9. Abschnitt A.10 untersucht das Verhalten des Modells anhand typischer
Bewertungen.
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A.1. Nomenklatur der Vertrauensbgegrie
Tabelle A.1 definiert die in diesem Kapitel verwendeten Symbole.
Symbol Beschreibung
a Ein Agent: eine Datenquelle (q) oder ein Reputations-
system (R), bei Aufzählungen mit Index j versehen
b Bewertung, b ∈ [0,1] im hier vorgeschlagenen Modell
bi (a) Bewertung für einen Agenten zum Zeitpunkt ti
e(R,a) Empfehlung eines Reputationssystems R über
einen Agenten a
g (R j ,R j+1) Manueller Gewichtungsfaktor von R j für R j+1, g ≥ 0
i (x,y) Interaktion zwischen Agent x und y , dabei fließt
Information von x zu y .
i dreq Eindeutige ID einer Anfrage req
q Eine Datenquelle: ein Überwachungssystem (U )
oder ein Sensor (s)
r Reputation, r ∈ [0,1] im hier vorgeschlagenen Modell
ri (q) Reputation der Datenquelle q zum Zeitpunkt ti
ti Zeitpunkt ti
T Periodenlänge; in der gleichen Einheit wie ti
v Vertrauen, v ∈ [0,1] im hier vorgeschlagenen Modell
vi (a) Vertrauen in einen Agent a zum Zeitpunkt ti
vi (ax ,ay ) Vertrauen in ay aus Sicht von ax zum Zeitpunkt ti
vχx:y (a) Vertrauen von x in y aus über die Empfehlungskette χx:y
V (a) Vertrauenswürdigkeit eines Agenten a
w Die Anzahl der Weiterleitungen
∆t ti − ti−1, ∆t ≥ 0
χ1:n Kette der Agenten (a1, . . . , an)
η Anzahl Zeitperioden, für die Aktualität
des Vertrauens, η> 0
λ,σ Alterungsfaktoren, mit λ,σ ∈ [0,1[
θ Schwellenwert der Vertrauenswürdigkeit, θ ≥ 0
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RN Die Menge der benachbarten Reputationssysteme
SN Die Menge der benachbarten Sensoren
SE Die Menge der eigenen Sensoren
T List von Empfehlungen
UE Menge der eigenen Überwachungssysteme
UN Die Menge der benachbarten Überwachungssysteme
Tabelle A.1.: Definition der Symbole
A.2. Struktur zur Vernetzung von intelligenten
Überwachungssystemen
Bei der Betrachtung von Vertrauen werden Sensoren und Überwachungs-
systeme aus einer externen Perspektive gesehen.
A.2.1. Struktur ohne Reputationssystem
Die Topologie der einzelnen Komponenten bzw. Systeme ist in Abbildung
A.1 dargestellt. Es sind die drei Betreiber a, b und c zu sehen, die unter-
schiedliche Sensoren betreiben und nutzen. Beispielhaft sind in der Abbil-
dung Kameras (z. B. sa4 ), Mikrofone (z. B. sc1 ) und Lichtschranken (z. B. sb6 )
dargestellt. Dabei betreiben a und b jeweils zwei Überwachungssysteme, c
betreibt nur ein System Uc1 . Die einzelnen Systeme sind äquivalent zu den in
dieser Arbeit beschriebenen aufgebaut. Zu jedem System gehört eine Menge
an Sensoren, z. B. gehören zu Ua1 die Sensoren sa1 , sa2 und sa3 . Ein System
kann Sensoren anderer Systeme einsetzten. So nutzt Ua2 die Kamera sa3 . Es
können auch Kameras von anderen Betreibern partnerschaftlich genutzt
werden, z. B. wird Kamera sa4 für einen Überwachungsauftrag in Ub2 ver-
wendet. Neben Sensoren kann ein System auch den Informationsspeicher
(z. B. eine Modellwelt, die in dieser Arbeit verwendet wird) eines anderen
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Systems nutzen. Hier greift Ua1 auf Daten des Informationsspeichers von
Ub1 zu.
Um Nachrichten zwischen Systemen austauschen zu können, wird davon
ausgegangen, dass Betreiber, Systeme und Sensoren eindeutig identifizier-
bar sind.



















Abbildung A.1.: Vernetzung intelligenter Überwachungssysteme
A.2.2. Struktur mit mit Reputationssystemen
Ein Reputationssystem und die berechnete Reputation werden durch ver-
schiedene Merkmale charakterisiert [Wan07, Sch04b]. Die Reputation kann
personalisiert, d. h. aus Sicht eines Agenten bzw. einer Gruppe berechnet
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werden oder global. Bei einer globalen Berechnung werden alle Meinungen
berücksichtigt und die Reputation ist anschließend öffentlich.
Die Betreiber intelligenter Überwachungssysteme sind unabhängig und
verfolgen unterschiedliche Interessen. Auch wenn Infrastruktur geteilt wird,
sind die übermittelten Informationen potentiell sensibel. Reputation ist
nicht grundsätzlich öffentlich. Weiterhin hat jeder Betreiber eigene Anforde-
rungen, die aus seinen Aufträgen resultieren, nach denen er das Vertrauen
bestimmt.
Folglich werden Vertrauen und Reputation personalisiert berechnet. Jeder
Betreiber k verwendet sein eigenes Reputationssystem Rk . Abbildung A.2
zeigt diese Situation.
Wie im oben beschriebenen Szenario ohne Reputationssysteme, betreibt
jeder Partner eine Menge an eigenen Sensoren SE (k) und Überwachungs-
systemen UE (k). Er benutzt eine Menge von benachbarten Sensoren SN (k).
Benachbart heißt, dass eine Partnerschaft zwischen den Betreibern vorliegt
und der benachbarte Sensor s ∈ SN (k) aktuell von k in einem Auftrag ge-
nutzt wird oder in der Vergangenheit genutzt wurde. Analog gibt es eine
Menge an benachbarten Überwachungssystemen UN (k), auf deren Modell-
welt k zugreift und benachbarte Reputationssysteme RN (k).
Ein Reputationssystem hat dabei zwei Schnittstellen. Nach außen, d. h.
von Reputationssystem zu Reputationssystem, tauschen sie untereinander
Empfehlungen über Sensoren und Überwachungssysteme aus, stellen An-
fragen über Sensoren und reichen diese weiter. Nach innen bieten sie einen
Reputationsdienst an. Über diesen können Dienste des Betreibers Bewer-
tungen über Sensoren, Überwachungssysteme und Empfehlungen anderer
Reputationssysteme abgeben. Ebenso können interne Dienste Anfragen
über die Vertrauenswürdigkeit anderer Systeme und Sensoren stellen.
Abbildung A.2 stellt die Struktur aus Abbildung A.1 unter dem Einsatz
von Reputationssystemen dar. Zur besseren Übersicht, sind die Verbindun-
gen zur Datenübertragung nur zwischen den Uk eingetragen (gestrichelte
Linien). Es gelten die gleichen Beziehungen wie in Abbildung A.1. Hinzuge-
kommen sind die drei Reputationssysteme Ra , Rb und Rc . Die UE (k) eines
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Abbildung A.2.: Topologie mit Reputationssystemen
Betreibers k können auf die interne Schnittstelle von Rk zugreifen. In der
Abbildung tauschen Ra und Rb Daten aus, sowie Rb und Rc .
Durch den gestrichelten Pfeil ist in Abb. A.2 angedeutet, dass a bzw. Ua2
die Kamera sc3 von c verwenden möchte. Bis zu diesem Zeitpunkt hat a
noch keinen Kontakt mit c. Entsprechend kann Ua2 eine Vertrauensanfrage
an Ra stellen, die von Rb beantwortet wird.
Zur Berechnung der Reputation stellt Rk Anfragen an die benachbarten
Systeme RN (k). Basierend auf den Empfehlungen und eigenem Vertrauen
wird die Reputation berechnet.
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A.3. Begriserklärungen
Die umgangssprachlichen und entsprechend nicht sauber definierten Be-
griffe Vertrauen und Reputation werden in der Literatur unterschiedlich
verwendet [Kin03, Mui02a, Wan07]. Eine bekannte und weit verbreitete De-
finition von Vertrauen ist die von Gambetta (aus dem Englischen übersetzt)
[Gam88]:
Vertrauen (oder, symmetrisch dazu Misstrauen) ist ein bestimm-
tes Niveau an subjektiver Wahrscheinlichkeit, mit dem ein Agent
einschätzt, ob ein anderer Agent oder ein Gruppe von Agenten
eine bestimmte Aktion durchführen[...].
Andere Begriffe sind in der Literatur ebenfalls mit unterschiedlichen Bedeu-
tungen belegt. Für diese Arbeit sind sie wie folgt definiert.
A.3.1. Agent, Datenquelle und Betreiber
In Arbeiten über Reputation wird oft der Begriff Agent verwendet. Im Kontext
von sensordatenverarbeitenden Systemen, ist ein Agent a entweder ein
Reputationssystem oder eine Datenquelle q . Letztere stellt Informationen
bereit. Somit kann es sich entweder um einen Sensor handeln oder um ein
Überwachungssystem, aus dessen zentralem Informationsspeicher Daten
abgerufen werden können.
Ein Betreiber unterhält ein oder mehrere Überwachungssysteme und ein
Reputationssystem. Wenn mehrere Betreiber sich gegenseitig Daten und
Sensoren zur Verfügung stellen, agieren sie als Partner und sind Teilnehmer
eines gemeinsamen Überwachungsverbunds. Die drei Begriffe werden im
Folgenden synonym verwendet.
A.3.2. Begrie zu Beziehungen zwischen Agenten
Definition 14 (Direkte Interaktion) Bei einer Interaktion können beliebige












Abbildung A.3.: Zusammenhang zwischen Vertrauen und Reputation
benötigt werden. Daten werden dabei ohne Zwischenstationen übermittelt.
Direkte Interaktion ist nicht zwangsläufig bidirektional. 2
Vertrauen ist die subjektive Beurteilung der Qualität einer Datenquelle. In
Abbildung A.3 ist der Zusammenhang der Definitionen dargestellt. Es sind
vier Parteien (a,b,c,d) zu sehen. b ist eine Datenquelle, die sich in direkter
Interaktion i (b,a) mit a befindet. Ebenso interagiert b mit c und d , was
entsprechend durch i (b,c), bzw. i (b,d) gekennzeichnet ist. Interaktion wird
hier als das Bereitstellen von Daten betrachtet.
Definition 15 (Vertrauen) Vertrauen ist die subjektive Erwartung eines Agen-
ten an die Zuverlässigkeit und Qualität der Daten eines anderen Agenten.
Vertrauen wird aus direkter Interaktion gewonnen. 2
Aus den Interaktionen resultiert entsprechend das Vertrauen. So ist das Ver-
trauen von a in b durch v(a,b) dargestellt. Simultan ergibt sich das Vertrauen
v(c,b) und v(d ,b) der beiden anderen Partner.
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Generell kann Vertrauen auch aus beobachteter Interaktion anderer Agenten
gewonnen werden [Yu00]. Für Überwachungssysteme sind diese Annahmen
nicht sinnvoll, da davon auszugehen ist, dass die übermittelten Daten ent-
weder sensibel oder wertvoll sind. In beiden Fällen ist die Übermittlung bzw.
der Inhalt der Daten vertraulich. Zudem können Daten von den Teilnehmern
unterschiedlich verwendet werden. Somit ist ohne eigene Verarbeitung eine
sinnvolle Beurteilung nicht garantiert.
Ebenso wie Vertrauen, wird Reputation in der Literatur unterschiedlich
definiert. In [Mui02a] ist Reputation der Eindruck über die Absichten eines
Agenten, basierend auf vergangenen Aktionen. Ähnlich wird sie in [AR00]
als die Erwartung über das Verhalten eines Agenten, basierend auf Erfah-
rungen und Beobachtungen aus der Vergangenheit angegeben. In [Kin03]
ist sie das durchschnittliche Vertrauen aller Partner in die Datenquelle. Für
Wang [Wan07] ist Reputation die öffentliche Meinung über Zuverlässigkeit,
Ehrlichkeit und Kompetenz. In [Buc07] wird Reputation für Ad-Hoc Netz-
werke als aggregierte Summe von Beobachtungen definiert, die allen Knoten
bekannt ist. Ausgehend von den genannten Arbeiten, wird Reputation im
Folgenden definiert. Sie basiert auf Empfehlungen anderer.
Definition 16 (Empfehlung) Eine Empfehlung ist weitergegebenes, eige-
nes Vertrauen in eine Datenquelle. 2
Eine Empfehlung wird von einem Reputationssystem gesendet, das in die-
sem Fall als Empfehlender agiert.
Definition 17 (Empfehlender) Ein Reputationssystem, das eine Empfeh-
lung versendet, wird als Empfehlender bezeichnet. 2
In Abbildung A.3 agieren c und d als Empfehlende für a über b. Weiterhin
gibt d gibt eine Empfehlung e(d ,b) über b ab, c entsprechend e(c,b).
Reputation beschreibt die Qualität einer Datenquelle basierend auf der
Vergangenheit. Mit einer steigenden Zahl an Empfehlungen wird sie objekti-
ver.
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Definition 18 (Reputation) Reputation ist das kumulierte Vertrauen meh-
rerer Parteien in eine Datenquelle.249 Es setzt sich zusammen aus den Emp-
fehlungen Dritter und dem eigenen Vertrauen, falls dieses vorhanden ist.2
Die Reputation r (a,b), die a von b berechnet, setzt sich zusammen aus den
Empfehlungen e(d ,b) und e(c,b) sowie dem eigenen Vertrauen v(a,b) in b.
Partner c berechnet die Reputation r (c,b) nur mit der Empfehlung e(d ,b)
und dem eigenen Vertrauen v(c,b)
Definition 19 (Vertrauenswürdigkeit) Eine Datenquelle ist vertrauenswür-
dig, wenn ihre Reputation einen Schwellenwert überschreitet. 2
Abschließend ergibt sich daraus die Rolle eines Reputationssystems.
Definition 20 (Reputationssystem) Ein Reputationssystem verwaltet Ver-
trauen und Reputation und trifft Entscheidungen über die Vertrauenswür-
digkeit von Datenquellen. Es nimmt Bewertungen über Agenten entgegen,
berechnet Vertrauen. Es stellt dieses anderen Reputationssystemen in Form
von Empfehlung zur Verfügung. 2
A.4. Anforderungen an Reputationssysteme
für die intelligente Überwachung
Intelligente Überwachungssysteme stellen spezielle Anforderungen an Re-
putationssysteme, die berücksichtigt werden müssen, um die Vertrauens-
würdigkeit von Datenquellen zu berechnen. Im Folgenden werden zehn
Anforderungen [Vag12a] spezifiziert, aus denen sich das im Abschnitt A.8
dargestellte Modell herleitet.
Jeder Betreiber von Überwachungssystemen hat unterschiedliche Aufga-
ben und Ziele für seine Systeme. Entsprechend muss er in der Lage sein,
249 Das Modell zur Berechnung von Reputation wird in Kapitel A.8 dargestellt.
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seinen persönlichen Schwellenwert für die Vertrauenswürdigkeit einer Da-
tenquelle selbst festzulegen. Entsprechend kann die Bewertung von Senso-
ren unterschiedlich ausfallen. Eine zentrale Berechnung und Verwaltung
von Vertrauenswerten aller Betreiber ist nicht möglich.
Anforderung 1 Jeder Betreiber muss die Vertrauenswürdigkeit einer Daten-
quelle nach seinen eigenen Anforderungen bestimmen können.
Aus der Unabhängigkeit der Betreiber resultieren noch weitere Anforde-
rungen. So soll ein Betreiber in der Lage sein, die Empfehlungen anderer
Betreiber manuell zu gewichten. Die Gewichtungen können z. B. auf Erfah-
rungen in der Vergangenheit beruhen oder auf Geschäftsverhältnissen in
der realen Welt.
Anforderung 2 Ein Betreiber muss in der Lage sein, die Empfehlungen ande-
rer zu gewichten.
Das Weiterreichen von Empfehlungsanfragen erlaubt es Betreibern über den
Partnerkreis hinaus, von Vertrauenswerten zu profitieren. Dies ist insbeson-
dere dann sinnvoll, wenn es eine große Anzahl an (privaten) Betreibern gibt,
die sich untereinander nicht alle gegenseitig kennen. In Großbritannien sind
der Polizei bereits jetzt nicht alle Betreiber der genutzten Kameras bekannt
[Lin06].
Wie in anderen „Webs of Trust“, z. B. Pretty good Privacy (PGP, [Cal07]),
muss es aber möglich sein, die Transitivitätstiefe, d. h. die Länge der Vertrau-
enskette, individuell festzulegen.
Anforderung 3 Ein Betreiber muss festlegen können, wie oft eine Anfrage
weitergeleitet werden darf.
Wenn Vertrauensketten aufgebaut werden, um Empfehlungen anderer Par-
teien zu berücksichtigen, darf nur direktes Vertrauen weitergegeben werden
[Jøs05]. Sobald indirekte Erfahrungen weitergeben werden, kann Erfahrung
mehrfach in die Berechnung von Reputation einfließen und zu unerwünsch-
ten Ergebnissen führen. „Fluss-Modelle“, wie z. B. PageRank [Pag99] können
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dies durch Normalisierung verhindern [Jøs07]. Wenn Sensoren für eine be-
stimmte Aufgabe kombiniert werden, lässt sich kein regulärer Fluss festlegen,
und ein zentrales Modell ist somit nicht geeignet.
Anforderung 4 Indirektes Vertrauen darf nicht in Empfehlungen einfließen.
Sensordaten können aus unterschiedlichen Gründen verwendet werden.
Entsprechend muss das Modell allgemein genug sein, um Vertrauen in
verschiedenen Kontexten berechnen zu können. Neben verschiedenen Auf-
gabenbereichen, soll auch das Vertrauen in Empfehlende berechnet werden
können.
Anforderung 5 Das Modell muss so allgemein sein, dass Reputation und
Vertrauen in unterschiedlichen Kontexten berechenbar ist.
Einige Vertrauensmodelle erlauben nur eine binäre Bewertung von Daten
(gut, schlecht). Für Überwachungssysteme ist dies i. A. nicht ausreichend
und mehrere Abstufungen werden benötigt, um Daten moderat bewerten
zu können. Da die Beurteilung der Qualität in vielen Fällen schwierig ist, ist
eine Skala mit einer adäquaten Anzahl diskreter Werte, wie z. B. Schulnoten
von „sehr gut“ bis „ungenügend“, ausreichend. Eine kontinuierliche Skala
kann ebenfalls gewählt werden.
Anforderung 6 Die Qualität der Daten muss durch die Bewertungsskala
hinreichend genau beschrieben werden.
In intelligenten Überwachungssystemen werden die Daten der einzelnen
Sensoren in einem zentralen Datenspeicher gehalten. Betreiber können
Informationen nicht nur direkt über Sensoren austauschen, sondern auch
über die Speicher. Aus externer Sicht bestimmt sich die Qualität eines Über-
wachungssystems aus der des zugehörigen Speichers, bzw. der darin gespei-
cherten Daten. Um die Güte zu steigern, werden Daten im Informationsspei-
cher fusioniert. Mehr über Informationsfusion ist in [Hal97, Hei10, Fis12] zu
finden. Da ein direkter Zusammenhang zwischen den Sensoren und dem
Speicher besteht, muss das Vertrauen in den Informationsspeicher aktuali-
siert werden, wenn sich das Vertrauen in einen Sensor ändert. Dies ist nur
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möglich, wenn eine Bewertung der Informationen im Speicher eindeutig
auf einen Sensor zurückverfolgt werden kann.
Anforderung 7 Vertrauen muss für Sensoren und Überwachungssysteme
berechenbar sei. Dabei besteht ein Zusammenhang zwischen beiden.
Mit jeder Interaktion kann sich das Vertrauen ändern. Entsprechend muss
es mit jeder Bewertung aktualisierbar sein. Es kann schnell fluktuieren, z. B.
infolge einer Fehlfunktion oder eines Wetterwechsels. Solche Veränderun-
gen und somit zukünftiges Verhalten sind schwer vorherzusagen. Vertrauen
basiert auf alten Erfahrungen und muss entsprechend altern. Bei der Berech-
nung eines neuen Vertrauenswerts, muss das alte Vertrauen gemäß seines
Alters gewichtet werden.
Anforderung 8 Vertrauen ist schwer prädizierbar und muss schnell an Ver-
änderungen adaptiert werden. Alte Vertrauenswerte verlieren an Bedeutung.
Bewertungen werden auf einer vorgegeben Skala durchgeführt und nicht nur
als „gut“ oder „schlecht“ klassifiziert (siehe Anforderung 6). Es ist möglich,
dass durchgehend minimal positive Bewertungen abgegeben werden. Der
Vertrauenswert muss dann gegen den Wert konvergieren, der das leicht
positive Vertrauen darstellt und nicht gegen den maximalen Vertrauenswert.
Dasselbe gilt entsprechend für negative Bewertungen. Eine Vorbedingung
dafür ist, dass der maximale und minimale Vertrauenswert a priori bekannt
sind. Daraus ergeben sich die letzten beiden Anforderungen.
Anforderung 9 Es existieren ein maximaler und minimaler Vertrauenswert.
Beide sind bekannt und konstant über die Zeit.
Anforderung 10 Das Vertrauen darf nicht gegen den maximalen, bzw. mi-
nimalen Wert konvergieren, wenn keine gänzlich positiven bzw. negativen
Bewertungen abgegeben werden.
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A.5. Existierende Ansätze zur Berechnung von
Vertrauen
Im Folgenden werden bekannte Vertrauensmodelle vorgestellt, deren Eig-
nung für die Überwachung untersucht wird. Es wurden nur Modelle berück-
sichtigt, die eine dezentrale Berechnung des Vertrauens durch die Betreiber
zulassen. So finden z. B. Zentralitätsansätze [Kam03, Yam04] keine Berück-
sichtigung. Dabei werden neben modellspezifischer Notation die Symbole
aus Abschnitt A.1 verwendet.
Marsh (1994)
Das Modell von Marsh [Mar94] findet in der Praxis kaum Verwendung
[Pad00], stellt aber als eines der ersten Modelle die Grundlage für weitere
Modelle dar. Vertrauen wird im Intervall [-1,1[ dargestellt. Vertrauen ist 1,
kein Vertrauen ist 0 und Misstrauen wird durch -1 dargestellt. Orientiert an
[Luh00] repräsentiert 1 das blinde Vertrauen, das nicht durch Bewertungen
erreicht werden kann. Marsh bezeichnet das Vertrauen von Agenten ax in
Agenten ay mit vax (ay ). Ist dies von einer Situation α abhängig, wird dies
durch vax (ay ,α) ausgedrückt. Dabei sind „cooperatives“ positive Bewertun-
gen und „defects“ negative. Der Wert B ist ein Parameter, der den Vorteil
durch die Kooperation ausdrückt. Entsprechend ist C abhängig von den
Kosten, die bei Nichtkooperation entstehen. Beide werden nicht genauer
definiert. Es gilt:
Cooperates(ay ,α)
t ⇒ vax (ay )t+1 := vax (ay )t +B mit B > 0
Defects(ay ,α)
t ⇒ vax (ay )t+1 := vax (ay )t −C mit C > 0,
wobei t der Zeitpunkt der Bewertung ist. Es werden zwei Schwellenwerte
su und so verwendet mit −1 ≤ su < so < 1. Wenn vax < su , ist davon auszu-
gehen, dass sich ax nicht kooperativ verhält (nicht vertrauenswürdig ist),
umgekehrt bei so < vax . Der Bereich zwischen su und so ist nicht definiert.
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Yu und Shing (2000)
Das Modell von Yu und Shing [Yu00] basiert auf der Arbeit von Marsh. Das
Vertrauen wird aus eigenen Beobachtungen und Aussagen von Dritten be-
rechnet. Vertrauen soll im Modell schwierig aufzubauen, aber leicht abbau-
bar sein. Dabei können positive α ∈ [0,1] oder negative β ∈ [−1,0] Bewertun-
gen abgeben werden. Das Vertrauen eines Agenten ai in a j zum Zeitpunkt
t +1 ist dabei vom Vertrauen vi ( j )t ∈]−1,1[ zum Zeitpunkt t abhängig. Bei
positiven Bewertungen nimmt es zu oder bleibt unverändert, bei negati-
ven verhält es sich umgekehrt. Es wird empfohlen, |α| < |β| zu wählen. Die
Vertrauensaktualisierung ist in Tabelle A.2 dargestellt.
vi ( j )t Kooperation bei j Nicht Kooperation bei j
> 0 vi ( j )t +α(1− vi ( j )t ) (vi ( j )
t+β)
1−mi n(|vi ( j )t |,|β|)
< 0 (vi ( j )t+α)1−mi n(|vi ( j )t |,|α|) vi ( j )
t +β(1+ vi ( j )t )
= 0 α β
Tabelle A.2.: Yu et al. 2000, Vertrauensaktualisierungsfunktionen
Durch zwei Schwellenwerte su , so ∈ [−1,1] wird wie bei Marsh definiert, ob
ein Agent vertrauenswürdig ist oder nicht, bzw. ob keine Aussage getroffen
werden kann.
Weiterhin ist in [Yu00] dargestellt, wie eine Empfehlungsketteχ= (a0,..., an)
von einem anfragendem Agenten a0 bis zum Agenten an , dessen Reputation
abgefragt wird, aufgebaut werden kann. Auch eine Methode zur Kombi-
nation von Aussagen unterschiedlicher Agenten wird vorgestellt. Yu et al.
stellen zudem Gerüchte (gossip) vor, die Mitteilungen ohne vorherige Anfra-
gen darstellen.
Yu und Shing (2002)
Das zweite Modell in [Yu02] baut ebenfalls auf Marsh auf und berücksichtigt
Aussagen Dritter. Sie wählen diesmal einen anderen Ansatz und verwenden
die Dempster-Shafter-Theorie (DS) [Sha76] als Grundlage für das Modell.
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Ausführliche Erläuterungen zu DS sind in [Sen02] und [Bei08] zu finden.
Der Ergebnisraum wird in DS als WahrnehmungsrahmenΩ bezeichnet, der
alle möglichen Ereignisse enthält, die sich gegenseitig ausschließen. Statt
einem Wahrscheinlichkeitsmaß wird ein Basismaß über Ω angegeben. Eine
Funktion m :P(Ω) → [0,1], die die folgenden beiden Bedingungen erfüllt:
m(;) = 0 und ∑
A⊆Ω
m(A) = 1
wobei die Größe m(A) das Maß an Glauben ist, das der Menge A zugewiesen
wird. Jede Teilmenge A ⊆Ω ist ein fokales Element von m, wenn m(A) > 0 ist.
Das Basismaß ist im Allgemeinen nicht additiv und die einzelnen Elemente
des Wahrnehmungsrahmens schließen sich gegenseitig aus. Anhand des
Basismaßes m über dem WahrnehmungsrahmenΩwird anschließend die
Glaubensfunktion Bel (A) wie folgt definiert:
Bel :P(Ω) → [0,1] und Bel (A) = ∑
B⊆A
m(B).
Bel (A) ist das totale Maß an Glauben, das mit Sicherheit der Menge A zuge-
wiesen wird [Bei08].
In der Arbeit wird lokaler Glauben τ und totaler Glauben π verwendet. τ
berechnet sich aus eigenen Erfahrungen und π aus Empfehlungen dritter.
Wenn kein lokaler Glauben vorhanden ist, wird totaler Glauben verwendet.
Die untere Grenze des Glaubens ist su , und die obere Grenze des Unglaubens
wird mit so angeben, wobei 0 ≤ su ≤ so ≤ 1 ist.
In dem Modell ist eine diskrete Bewertung mit den Werten W = {0,0; 0,1;...;
1,0} vorgesehen. Anhand W wird durch m einer Aussage ein Glaubensmaß
zugeordnet. Die Aussage, dass ein Agent „glaubwürdig“ ist, wird hierbei mit
V bezeichnet, „unglaubwürdig“ mit ¬V . So istΩ= {V ,¬V }. Jedem Element
in P(Ω) wird durch m ein Glaubensmaß zugeordnet.
Dafür wird der Anteil der Bewertungen in jeweiligen Grenzen 0−su , su−so
und so −1 zusammenaddiert. Das Glaubensmaß wird für lokales Vertrauen
m({V }) = ∑1xk=so f (xk ), Misstrauen m({¬V }) = ∑xk=su0 f (xk ) und den unsi-
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cheren Bereich m({V ,¬V }) =∑xk=soxk=su f (xk ) berechnet, wobei f (xk ) die rela-
tive Häufigkeit der Bewertung xk ∈W ist.
In [Yu02] wird ebenfalls gezeigt, wie Aussagen von mehreren Zeugen über
Dempsters Kombinationsregeln zusammengeführt werden können. Zur
Berechnung von Reputation werden Nachbarn nach Empfehlungen gefragt.
Diese antworten oder leiten die Anfrage weiter. Die Reputation r ∈ [−1,1] ist
die Differenz zwischen dem totalen Glauben und Unglauben.
Jøsang und Ismail (2002)
Jøsang und Ismails Arbeit [Jøs02] basiert auf Wahrscheinlichkeitstheorie und
verwendet die Beta-Verteilung, die als Wahrscheinlichkeitsdichte definiert
ist. Durch die Dichte wird die Verteilung der Wahrscheinlichkeit für die
positive Kooperation mit einem Agenten dargestellt.
Die Dichtefunktion f (p|α,β) ∈R + hat die Parameter α,β> 0. Die Beta-
Verteilung ist durch die Dichtefunktion f definiert:
f (p|α,β) = 1
B(α,β)
pα−1(1−p)β−1,






definiert [Cov06][Mar07] ist. Bei Gleichverteilung in [0,1], wenn noch keine
Ereignisse aufgetreten sind, sind α,β = 1. Um von der a priori zur poste-
riori Verteilung zu kommen, werden in α und β die Anzahl der positiven
Ergebnisse r = |r1, . . . ,rn | ≥ 0 und negativen Ergebnisse s = |s1, . . . ,sn | ≥ 0 auf-
addiert. Für eine symmetrische Verteilung um 0,5 ergibt sich α= r +1 und
β= s +1. In der Arbeit wird nur der Erwartungswert E für die Zufallsvariable
X = p der Beta-Verteilung [Geo07]:
E(p) = α
α+β
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verwendet, da dieser für Nutzer besser verständlich ist. Er liefert für α=β
den neutralen Wert 0,5, der auf [-1,1] transformiert wird. Für die Zufallsva-
riable X = p gilt Linearität und Normierung [Deh04], sodass die Reputation
durch
Rep(r,s) = (E(ϕ(p|r, s))−0.5) ·2 = r − s
r + s +2
basierend auf r und s berechnet werden kann. Die ri bzw. si können mit
Alterungsfaktoren λi versehen werden.
Die Unsicherheit einer Aussage kann durch eine Meinung beschrieben
werden. Die Meinung ω eines Agenten aX über eine Aussage eines Agenten
aY ist ein Tupel w XY = (bXY ,d XY ,uXY ) [Jøs01]. Dabei ist bXY die Wahrscheinlich-
keit, dass die Aussage von aY wahr ist, d XY dass diese falsch ist und u
X
Y ist
die Unsicherheit über die Aussage von aY .
Die Meinung w X :YT von aX über aT durch eine Empfehlung von aY wird
durch die Kombination der Meinungen von aX über aY und von aY über
aT gebildet. Anstelle (r,s) anzugeben, kann Feedback auch in Form eines
einzelnen Wertes v ∈ [−1,1] angegeben werden, aus dem anschließend r und
s berechnet werden. Aus v ergeben sich r = w · (1+v)/2 und s = w · (1−v)/2.
Dabei wird ein Normalisierungsfaktor w verwendet, sodass w = r + s gilt.
Jonker und Treur (1999)
Jonker und Treur befassen sich in [Jon99] primär mit Algorithmen zur Ver-
trauensaktualisierung. Hier wird ein symmetrisches und ein asymmetrisches
Modell vorgestellt. In beiden Fällen handelt es sich um Verfahren, die auf
exponentieller Glättung [Sch04a] basieren. Dabei wird ein neuer Schätz-
wert Si+1 aus dem alten Wert Si und einem eingegangen Erfahrungswert Ei
berechnet. Allgemein führt das zur Formel
Si+1 := (1−α) ·Si +α ·Ei ,
wobei α ∈ [0,1] der Glättungsfaktor ist. Vorteile des Verfahren sind seine
Einfachheit, geringer Speicherplatz und vor allem die Verwendbarkeit für
Zeitreihen, die keinen eindeutigen Trend zulassen [Sch01].
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Bei der asymmetrischen Aktualisierungsfunktion werden zwei Gewichtungs-
parameter λ1 und λ2 verwendet um positive Gewichtungen stärker zu ge-
wichten. Der Faktor α= 12 · ((1−bi ) ·λ1 + (1+bi ) ·λ2) ändert sich durch ein-
gehende Bewertungen. Für das Vertrauen v und eingehende Bewertungen
bi gilt: v,bi ∈ [−1,1]. Damit ergibt sich
vi := 1
2
·((1−bi ) ·λ1+(1+bi ) ·λ2) ·vi−1+(1− 1
2
·((1−bi ) ·λ1+(1+bi ) ·λ2)) ·bi
für die Berechnung des Vertrauens vi . Im Fall einer symmetrischen Aktua-
lisierungsfunktion wird ebenfalls das existierende Vertrauen vi−1 und die
aktuelle Bewertung bi zur Berechnung verwendet. Es existiert aber nur ein
Alterungsfaktor λ ∈ [0,1], der als Glättungsfaktor fungiert. Analog zur asym-
metrischen Funktion wird das Vertrauen vi durch
vi :=λ · vi−1 + (1−λ) ·bi
berechnet.
Kinateder und Rothermel (2003)
In [Kin03] übertragen Kinateder und Rothermel Vertrauensaspekte aus der
realen Welt in die digitale. Vertrauen wird ebenfalls aus dem vorherigen
Wert und der aktuellen Bewertung berechnet. Es wird eigene Erfahrung
und Erfahrung von Dritten verwendet. Vertrauen wird dezentral bei jedem
Agenten gespeichert. Es wird in unterschiedlichen Kategorien berechnet, die
in einem Graph repräsentiert werden. Ähnliche Kategorien beeinflussen sich.
So hat z. B. die Kategorie „Entwicklung in Java“ Auswirkung auf „Entwicklung
in C#“ und auf „Webserver Anwendungen“. Die ersten beiden beeinflussen
sich allerdings stärker.
Das Verfahren basiert ebenfalls auf exponentieller Glättung mit binären
Bewertungen bi ∈ {0,1}. Das Verfahren funktioniert allerdings auch für bi ∈
[0,1]. Das Vertrauen v ist ebenfalls in [0,1], genauso ist c ∈ [0,1]. Dabei ist c
die Einschätzung über eine eigene Empfehlung. Als Gewicht für den Pfad
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von der Kategorie des Anfragenden zum Abgefragten wird der Distanzfaktor
d ∈ [0,1] verwendet. Zudem kann für jede Kategorie ein Alterungsfaktor λ ∈
]0,1[ definiert werden. Alle Parameter werden im Glättungsfaktor verwendet.
Das Vertrauen vi wird folglich durch
vi := (1− (λ · c ·d)) · vi−1 + (λ · c ·d) ·E
berechnet.
Yu, Shing und Sycara (2004)
In [Yu04] wird ein Model für Peer-to-Peer Netzwerke [Ste04a] vorgestellt.
Dabei sind die Bewertungen h ∈ [0,1]. Vertrauen wird für die Zuverlässig-
keit, d. h. Datenqualität und Qualität der Bewertungen berechnet. Hi j =
{h1i j ,h
2
i j , . . . ,h
n
i j } mit h
k
i j ∈ [0,1] ist die Historie der letzten Bewertungen vom
Agenten ai über a j , wobei n durch die maximale Länge der Historie N be-
grenzt ist. Reputation setzt sich aus eigenem Vertrauen und Empfehlungen
Dritter zusammen.
Dabei kann das Vertrauen von ai in a j auf zwei Arten berechnet werden.
Entweder über den Mittelwert v(ai ,a j ) = ∑nk=1 hi j /n, wobei v(ai ,a j ) = 0,
falls n = 0. Alternativ durch exponentielle Glättung
v(ai ,a j ) =λ[hni j + ...+ (1−λ)nh1i j ],
wobei v(ai , a j ) = 1, wenn n = 0. In beiden Fällen ist v(ai , a j ) ∈ [0,1] und
der Glättungsfaktor λ ∈]0,1[. Die Mittelwertbildung für Vertrauen ist jedoch
instabil gegenüber Angriffen.





v(wk , a j )
l
erstellt, wobei P = 0,5 falls l = 0, k ∈ {1, . . . ,l } und l die Anzahl der empfeh-
lenden Dritten wk ist. Die Empfehlungen werden mit gk ∈ [0,1] gewichtet.
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Das Gewicht gk wird mit 1 initialisiert und folgend ist gk := gk ·θ, wobei
θ = 1− (1−β) · |v(wk ,a j )−h| ∈]0,1]
mit der Konstanten β ∈]0,1[. Die Reputation
r (ai , a j ) = c · v(ai , a j )+ (1− c) ·P
setzt sich dann aus dem eigenen Vertrauen und der Prognose zusammen.
Wobei c = nN , d. h. wenn n = N , basiert die Reputation nur auf eigenem
Vertrauen und nicht auf Empfehlungen.
A.6. Evaluierung existierender Ansätze
Im Folgenden werden die beschrieben Ansätze anhand von, für die Überwa-
chung typischen Testreihen evaluiert. Es werden 15 Testreihen verwendet.
Die Datensätze werden später auch zur Evaluierung des hier vorgestellten
Modelle genutzt.
A.6.1. Testreihen
Es werden zwei Typen von Testreihen (A und B) verwendet. In Typ A werden
die Bewertungen bi ∈ [0,1] abgegeben, in Typ B sind die bi ∈ [−1,1] Beide Se-
rien stellen die gleichen Fälle dar. Die Reihen 1 und 2 stellen durchgehende
Maximalmal- und Minimalbewertung dar, in Testreihe 3 werden erst zehn
bestmögliche und dann zehn schlechtestmögliche Bewertungen abgege-
ben. Letzteres kann durch den Ausfall eines Sensors verursacht werden. In
Testreihe 4 werden durchgängig schlechte Bewertungen abgegeben, dann
kurzzeitig bessere, die dann wieder auf einen schlechten Wert absinken. Das
passende Gegenstück, mit primär positiven Werten ist Reihe 6. Reihe 5 be-
steht, bis auf den elften Wert nur aus sehr guten Bewertungen. Der elfte Wert
ist somit ein typischer Ausreißer. Testreihe 7 ist eine weniger ausgeprägte
Form von Reihe 3, in der erst zehn positive und dann zehn negative Bewer-
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tungen gemacht werden. Abschließend stellt 8 einen gemischten Verlauf dar.
Die Testreihen sind in den Tabellen A.3 und A.4 abgebildet.
A1 A2 A3 A4 A5 A6 A7 A8
1 0 1 1 0,2 0,9 0,9 0,7 0,8
2 0 1 1 0,2 0,9 0,9 0,7 0,3
3 0 1 1 0,2 0,9 0,9 0,7 0,5
4 0 1 1 0,2 0,9 0,9 0,7 0,8
5 0 1 1 0,2 0,9 0,9 0,7 0,5
6 0 1 1 0,2 0,9 0,9 0,7 0,8
7 0 1 1 0,2 0,9 0,9 0,7 0,3
8 0 1 1 0,2 0,9 0,9 0,7 0,8
9 0 1 1 0,2 0,9 0,9 0,7 0,7
10 0 1 1 0,2 0,9 0,9 0,7 0,6
11 0 1 0 0,9 0,2 0,2 0,3 0,5
12 0 1 0 0,9 0,9 0,2 0,3 0,9
13 0 1 0 0,4 0,9 0,7 0,3 0,4
14 0 1 0 0,3 0,9 0,8 0,3 0,5
15 0 1 0 0,2 0,9 0,9 0,3 0,3
16 0 1 0 0,2 0,9 0,9 0,3 0,4
17 0 1 0 0,2 0,9 0,9 0,3 0,1
18 0 1 0 0,2 0,9 0,9 0,3 0,8
19 0 1 0 0,2 0,9 0,9 0,3 0,5
20 0 1 0 0,2 0,9 0,9 0,3 0,6
Tabelle A.3.: Typ A Testreihen für die Evaluierung
A.6.2. Auswertung der Testreihen
Im Modell von Yu aus dem Jahr 2000 wird die Vertrauensaktualisierungs-
funktion aus Tabelle A.2 verwendet. Für das Modell von Yu von 2002 wird
zuerst das Maß an Glauben m({V }) und Unglauben m({¬V }) berechnet und
daraus die Reputation R = m({V })−m(¬{V }). Für das Modell von Jøsang et
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B1 B2 B3 B4 B5 B6 B7 A8
1 0 1 1 -0,6 0,8 0,4 0,6
2 0 1 1 -0,6 0,8 0,4 -0,4
3 0 1 1 -0,6 0,8 0,4 0
4 0 1 1 -0,6 0,8 0,4 0,6
5 0 1 1 -0,6 0,8 0,4 0
6 0 1 1 -0,6 0,8 0,4 0,6
7 0 1 1 -0,6 0,8 0,4 -0,4
8 0 1 1 -0,6 0,8 0,4 0,6
9 0 1 1 -0,6 0,8 0,4 0,4
10 0 1 1 -0,6 0,8 0,4 0,2
11 0 1 -1 0,8 -0,6 -0,4 0
12 0 1 -1 0,8 -0,6 -0,4 0,8
13 0 1 -1 -0,2 0,4 -0,4 -0,2
14 0 1 -1 -0,4 0,6 -0,4 0
15 0 1 -1 -0,6 0,8 -0,4 -0,4
16 0 1 -1 -0,6 0,8 -0,4 -0,2
17 0 1 -1 -0,6 0,8 -0,4 -0,8
18 0 1 -1 -0,6 0,8 -0,4 0,6
19 0 1 -1 -0,6 0,8 -0,4 0
20 0 1 -1 -0,6 0,8 -0,4 0,2
Tabelle A.4.: Typ B Testreihen für die Evaluierung
al. werden aus dem Feedback v ∈ [−1,1] die Bewertungen s und r und an-
schließend das Reputationsrating Rep(r,s) = r−sr+s+2 berechnet. Das Modell
von Jonker wurde sowohl mit der symmetrischen als auch der asymme-
trischen Funktion getestet. Die Modelle von Kinateder et al. und Yu 2004
verhalten sich wie die asymmetrische Glättungsfunktion von Jonker, nur um-
gekehrt, d. h. der Einfluss neuer Bewertungen steigt mit dem Glättungsfaktor.
Entsprechend werden sie an dieser Stelle nicht dargestellt.
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Dabei wurden in allen visualisierten Modellen Bewertungen die B Testreihen
verwendet, nur Yu 2002 verwendet Reihen vom Typ A. Das Vertrauen wird in
[-1,1] abgebildet, außer in Yu 2000, das ]-1,1[ verwendet.
Dabei werden in den folgenden Abbildungen der Testreihen die Parame-
ter und Farben aus Abbildung A.4 verwendet. Die einzige Ausnahme stellt
Testreihe 3 dar. Hier wird die gleiche farbliche Codierung verwendet, aber
die Parameter werden in Abbildung A.7 und A.8 variiert.
 
 
Jonker und Treur (asym., λ1 = 0,3, λ2 = 0,3)
Yu et al. 2002 (su = 0,3, so = 0,5)
Yu et al. 2000















Abbildung A.4.: Legende zu den abgebildeten Modellen und Parametern
Testreihe 1 und 2
In Abbildung A.5 ist das Verhalten bei bestmöglichen bzw. negativsten Be-
wertungen dargestellt. Es ist zu erkennen, dass die Modelle von Yu (2000
und 2002) nach der ersten Beobachtung den maximalen bzw. minimalen
Wert erreichen und dieser sich nicht mehr ändert. Die Modelle von Jonker
und Jøsang erreichen 1 bzw. -1 langsamer. Im Modell von Jonker können
Parameter angepasst werden, um einen langsameren Anstieg des Vertrauens
zu erreichen.
Testreihe 3
Abbildung A.6 zeigt, dass im Modell von Yu 2000 das Vertrauen direkt von 1
auf -1 wechselt. Beim Modell von Jonker findet der Abfall etwas langsamer
statt und kann noch über Parameter geändert werden. Es ist zu erkennen,
dass der Vertrauensabfall bei Jøsang und Yu 2002 deutlich langsamer vollzo-
gen wird.
Abbildung A.7 stellt den Unterschied zwischen der symmetrischen und
asymmetrischen Funktion von Jonker und Treu dar. Da λ2 hoch gewählt ist,
baut sich das Vertrauen wesentlich schneller ab, als es sich aufbaut. Zudem






























Abbildung A.6.: Testreihe 3
ist zu erkennen, dass im Modell von Jøsang (λ= 1) das Vertrauen ähnlich
schnell sinkt wie im symmetrischen Modell von Jonker.
Im Modell von Jøsang wird durch den Alterungsfaktor zeitgleich ein Schwel-
lenwert für das maximale und minimale Vertrauen gegeben. Dies ist in Ab-
bildung A.8 zu sehen. Somit ist es mit diesem Modell nicht möglich, bei
einem kleinen Alterungsfaktor den maximalen Vertrauenswert zu erreichen.
Es ist ebenfalls dargestellt, wie beim asymmetrischen Modell von Jonker die
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Jonker und Treur (sym., λ= 0,9)
Jonker und Treur (asym., λ1 = 0,3, λ2 = 0,9)















Abbildung A.7.: Testreihe 3 mit variierten Parametern (1)
negativen Bewertungen weniger intensiv eingehen.
 
 
Jonker und Treur (sym., λ= 0,3
Jonker und Treur (asym., λ1 = 0,9, λ2 = 0,3)















Abbildung A.8.: Testreihe 3 mit variierten Parametern (2)
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Testreihen 4,5 und 6
in den Abbildungen A.9 und A.10 sind Serien mit Ausreißern dargestellt.
In Abb. A.9 sind negative Bewertungen und Ausreißer nach oben darge-
stellt. A.10 zeigt das umgekehrte Szenario. Das Modell von Yu 2000 reagiert
nur minimal auf die Ausreißer, während das Model von Jonker stark darauf
anspricht. Das Modell von Yu 2002 zeigt im Vergleich dazu eine geringere
Reaktion. Bei Yu 2002 und bei Jøsang nimmt das Vertrauen anschließend
wieder zu, bzw. ab. Das Modell von Jonker kann durch veränderte Parame-
ter so angepasst werden, dass geringere Sprünge entstehen. Im Gegenzug















Abbildung A.9.: Testreihe 4
Testreihe 7
In Abbildung A.11 ist die träge Reaktion auf Änderungen des Modells von Yu
2000 zu sehen. Sein Modell von 2002 erreicht schnell den maximalen Wert
und fällt ebenso schnell ab. Es ist auch zu erkennen, dass beide einen Ver-
trauenswert von 1 erreichen. Das Model von Jøsang steigt und fällt, ebenso
wie in den vorausgegangenen Reihen, wesentlich langsamer. Das Modell
von Jonker erreicht relativ schnell die Werte der abgegebenen Bewertung,
wobei die Parameter wieder angepasst werden können.






























Abbildung A.11.: Testreihe 7
Testreihe 8
Abschließend ist eine Reihe mit abwechselnden Werten in Abbildung A.12
dargestellt. Es ist deutlich zu sehen, dass sich das Model von Yu 2000 von den
anderen unterscheidet, da sich der Wert der Reputation durchgehend dem
Wert 1 annähert, solange positive Bewertungen abgeben werden. Es ist gut
zu sehen, wie das Model von Yu 2002 erst auf 1 steigt und sich anschließend
stabilisiert. Das Vertrauen steigt hier mit jeder Bewertung in [so ,1]. Es ist
260 A. Vertrauen in Sensoren
zudem zu erkennen, dass sich das Modell von Jøsang sehr stabil verhält.
Im Gegensatz dazu wird deutlich, welchen Schwankungen das Modell von















Abbildung A.12.: Testreihe 8
Ergebnisse der Testreihen
Das Modell von Yu 2000 ist nicht für die Verwendung in intelligenten Über-
wachungssystemen geeignet. Wie in den Testreihen zu sehen ist, nähert sich
das Vertrauen dem Wert 1, wenn die Bewertungen bi ausschließlich aus ]0,1]
kommen. Bei negativen Bewertungen wird äquivalent immer -1 erreicht.
Das verletzt Anforderung 10.
Das Modell von Yu 2002 lässt nur diskrete Bewertungswerte zu und diese
können nicht einzeln gewichtet werden, bzw. altern. Das verletzt Anforde-
rung 8. Das Vertrauen resultiert aus den bi ∈ [so ,1]. Die relative Häufigkeit
der Bewertungen wird akkumuliert. Die eigentliche Qualität von Sensorda-
ten kann durch die erhaltene Reputation nicht dargestellt werden.
Mit dem Modell von Jøsang kann die Qualität von Sensordaten repräsen-
tiert werden, d. h. der Wert nähert sich den abgegeben Bewertungen an. Das
Verfahren ist aber problematisch, sobald ein Alterungsfaktor verwendet wird.
Durch ihn wird der Abstand zwischen dem minimalem und maximalem
Vertrauenswert verringert. Wenn der Alterungsfaktor (einem Partner) nicht
A.7. Modell für ein Reputationssystem 261
bekannt ist, wird Anforderung 9 verletzt. Noch kritischer ist, dass durch das
berechnete Vertrauen nicht die wahrgenommen Qualität des Vertrauens
erkennbar ist, auch wenn dies keine Anforderung verletzt.
In allen Modellen ist es möglichm Bewertungen und Vertrauen in einem
adäquaten Intervall abzubilden, d. h. Anforderung 6 ist durchweg erfüllt.
Allerdings spiegeln die Vertrauenswerte nicht unbedingt die Qualität der
Daten wider, zu denen die Bewertungen abgegeben wurden, d. h. ein Partner,
der diesen Wert erhält, kann nicht anhand eines eigenen Schwellenwertes
entschieden, ob die dazugehörige Datenquelle vertrauenswürdig ist.
In Modellen, die auf exponentieller Glättung basieren, kann die Qualität
der Daten direkt wiedergegeben werden. Der Alterungsfaktor bestimmt nur,
wie stark sich neue Bewertungen auf das existierende Vertrauen auswir-
ken. Im Gegenzug haben die Modelle den Nachteil, dass durch eine starke
Glättung Ausreißer eliminiert werden, die Entwicklung des Vertrauens aber
zeitgleich sehr träge ist. Trotzdem können die Modelle von Jøsang, Jonker,
Kinateder und Yu 2004 generell zur Vertrauensberechnung verwendet wer-
den. Der Glättungsfaktor kann dabei beliebig angepasst und durch mehrere
Faktoren (siehe Abschnitt A.5) oder auch eine Funktion substituiert werden.
Im Rahmen dieser Arbeit wird das Modell von Yu 2004 ausgewählt und für
den Einsatz in intelligenten Überwachungssystemen erweitert. Die restli-
chen Modelle bleiben zukünftigen Arbeiten vorbehalten. Im Folgenden wird
eine Funktion zur Berechnung des Vertrauens vorgeschlagen. Nach der in
Abschnitt A.4 gegeben Definition wird Reputation aus eigenem Vertrauen
und den Empfehlungen Dritter berechnet, ähnlich zur Prognose in Yu 2004,
welche die Aussagen Dritter zusammenfasst und mit eigener Erfahrung
kombiniert. Im Gegensatz zu Yu 2004 werden im unten vorgestellten Modell
Empfehlung von Dritten nie komplett von eigener Erfahrung verdrängt.
A.7. Modell für ein Reputationssystem
In der Überwachung bieten Reputationssysteme zwei Dienste an: einen
Reputationsdienst und einen Empfehlungsdienst. Der Reputationsdienst ist
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nur organisationsintern verfügbar. Er bietet Schnittstellen an, um Bewertun-
gen über externe Datenquellen abzugeben und Vertrauen, Reputation sowie
Vertrauenswürdigkeit abzufragen. Nach außen agiert das Reputationssys-
tem als Empfehlungsdienst. Es fragt bei andern Systemen ab, beantwortet
Anfragen oder leitet diese weiter.
Das hier verwendete Modell von Reputationssystemen berücksichtigt
keine Anforderungen an die Sicherheit. Allgemeine Sicherheitsziele für Infor-
mationssysteme werden in [Ble05b] und [Eck08] gegeben. Ismail betrachtet
in [Ism04] speziell die Sicherheit von Reputationssystemen.
Jede Organisation hat eigene Anforderungen und muss in der Lage sein,
Reputation selbst zu bestimmen und zu verwalten (Anforderungen 1, 2
und 3). Die Informationshaltung erfolgt entsprechend dezentral, um den
Betreibern Konfigurationsfreiheit zu gewährleisten. Das Reputationssystem
speichert die Vertrauens- und Reputationswerte. Alle werden hinreichend
genau auf einer Skala von 0-1 angegeben (Anforderung 6). Viele andere
Arbeiten nutzen ebenfalls das Intervall [0,1] als Wertebereich. In dieser Arbeit
werden alle Werte für Bewertungen, Vertrauen und Reputation ebenfalls
im Intervall [0,1] angegeben. Eine neutrale Bewertung wird durch den Wert
„0,5“ repräsentiert.
Zudem liegt beim Reputationssystem eine Liste aller organisationsinter-
nen Datenquellen und weiterer Konfigurationsparameter, die zur Berech-
nung benötigt werden, vor. Für jeden Kontext ki , in dem ein Überwachungs-
system eine Aufgabe durchführt, bzw. für das Vertrauen berechnet wird,
wird ein Schwellenwert θki gesetzt, der spezifiziert, ab wann ein Agent ver-
trauenswürdig ist. Weiterhin wird die Transitivitätstiefe wki gespeichert.
Das in Abschnitt A.8 vorgestellte Vertrauensmodell erlaubt es, Vertrauen in
verschiedenen Kontexten zu berechnen. Entsprechend können für jeden
Kontext θki und wki festgelegt werden. Im Folgenden wird nur der Kontext
Datenqualität betrachtet, entsprechend werden nur ein θ und ein w verwen-
det. Zudem wird die Qualität der Empfehlungen bewertet, um das Vertrauen
in Reputationssysteme bestimmen zu können.
Ein Betreiber k gibt für benachbarte Agenten a ∈ {RN (k)∪UN (k)∪SN (k)}
Bewertungen b ab und berechnet Vertrauen v . Die Reputation r wird nur für
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eine Datenquelle q ∈ {UN (k)∪SN (k)} berechnet. Das Vertrauen in ein nicht
benachbartes Reputationssystem wird über eine Vertrauenskette gebildet
(siehe Abschnitt A.8.5).
Eine Aufgabe des Empfehlungsdienstes ist es, eine Empfehlungsanfrage
req zu beantworten oder weiterzuleiten. Dabei enthält eine Anfrage eine
Empfehlungskette χ0:n = (R0,R1, . . . ,Rn). Bei jeder Weiterleitung der Anfrage
wird die eindeutige Identität Ri des weiterleitenden Systems hinzugefügt.
R0 ist dabei das anfragende System. Weiterhin mitgesendet wird die Anzahl
der zulässigen Weiterleitungen w . Aus n und w kann das empfangende
System Rn+1 bestimmen, ob die Anfrage noch weitergeleitet werden kann.
Eine ursprüngliche Anfrage von R0 nach qz hat dabei die Form
req(idreq,R0, qz ,χ0:0, w), (A.1)
wobei i dr eq ein eindeutiger Bezeichner für die Anfrage ist, der als Referenz
in der Antwort benötigt wird. Wird die Anfrage weitergeleitet, verlängert
sich χ. Falls Rn+1 die Anfrage beantworten kann, schickt es eine Antwort
res an Rn zurück. Diese beinhaltet eine Empfehlung von Rn+1 über die Da-
tenquelle qz , die das Ziel der ursprünglichen Anfrage ist zum Zeitpunkt ti ,
d. h. ei (Rn+1,qz ). Sonst sendet Rn+1 die Anfrage mit erweiterter Kette an die
Nachbarn RN(n+1) \ {R|R ∈ χ0:n} weiter, d. h. an alle Nachbarn, welche die
Anfrage noch nicht erhalten haben.
Damit R0 die Reputation ri (qz ) über die Kette χ0:n berechnen kann, benö-
tigt es für alle R j mit j ∈ {1, . . . ,n−1} das Vertrauen v(R j ,R j+1) in die nächsten
Reputationssysteme in der Kette und eine letzte Empfehlung e(Rn ,qz ) über
qz . Die Liste aller Empfehlungen wird mit T bezeichnet. Allgemein besteht
eine Antwort
res(idreq,T ,χ j+1:ne ) (A.2)
an R j aus dem Bezeichner der Anfrage idreq, den bis dahin gesammelten
Empfehlungen T und der der Kette χ j+1:ne . T enthält die Empfehlung
ei (Rne ,qz ) der empfehlenden Systeme und alle Vertrauenswerte in die jewei-
264 A. Vertrauen in Sensoren
ligen R j zurück bis Rn+1. Die Antworten werden zurück bis an R0 gereicht
und χ sowie T erweitert.
Die Berechnung der Reputation wird in Abschnitt A.8.5 genauer beschrie-
ben, ein Algorithmus zur Umsetzung in A.9. Im Algorithmus werden immer
die Ketten bzw. Empfehlungen mit den höchsten Werten verwendet, wenn
R j mehrere Wege zum empfehlenden Reputationssystem Rne zur Auswahl
hat. Andere pessimistischere Auswahlkriterien sind ebenfalls möglich.
A.8. Vertrauensmodell
Resultierend aus den Anforderungen in Abschnitt A.4 und den vorgestellten
Ansätzen zur Berechnung von Vertrauen, ergibt sich für sensordatenverarbei-
tende Systeme das folgende Vertrauensmodell. Es besteht aus einer Funktion
zur Aktualisierung von Vertrauen in Agenten. Es wird durch Bewertungen
nach direkter Interaktion aktualisiert. Die Bewertungen werden ebenfalls
verwendet, um Empfehlende zu beurteilen und haben Auswirkungen auf
das Vertrauen in das gesamte Überwachungssystem bzw. den Datenspeicher.
Fußend auf den Vertrauenswerten wird die Reputation berechnet, aus der
die Vertrauenswürdigkeit abgeleitet wird. Abschließend besitzt das Modell
eine Funktion zur Berechnung des Vertrauens bei Inaktivität.
A.8.1. Vertrauensaktualiserungsfunktion
Vertrauen basiert auf der Bewertung direkter Interaktion. Es wird anderen
Reputationssystemen in Form von Empfehlungen zur Verfügung gestellt.
Aus den Vertrauenswerten wird Reputation berechnet.
In Abschnitt A.4 wurden die Anforderungen an die Vertrauensaktuali-
serungsfunktion dargestellt. Anforderung 5 verlangt, dass ein Modell zur
Berechnung von Vertrauen und Reputation so allgemein gehalten ist, dass
es in verschiedenen Kontexten anwendbar ist. Da das Vertrauen anderen Re-
putationssystemen als Empfehlung zur Verfügung gestellt wird, darf es nur
auf direkter Erfahrung beruhen (Anforderung 4). Die unten vorgeschlagene
Funktion erfüllt diese Bedingungen.
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Das Verhalten eines Sensors ist schwer vorhersehbar und kann sich schnell
ändern. Entsprechend verlangt Anforderung 8 eine Funktion für die Berech-
nung und Aktualisierung von Vertrauen, welche die Unvorhersehbarkeit
berücksichtigt. Zudem muss das alte Vertrauen und dessen Alter bei der
Berechnung eines neuen Werts berücksichtigt werden. Die Gewichtung des
bisherigen Vertrauens hängt dabei vom zeitlichen Abstand zwischen der
letzten Bewertung und der aktuellen ab.
Wie die Evaluierungsergebnisse gezeigt haben, bietet es sich an ein Mo-
dell zu verwenden, das auf exponentieller Glättung beruht. Das Gewicht
der aktuellen Bewertung wird dabei durch einen Alterungsfaktor α be-
stimmt. Das Vertrauen vi (a) ∈ [0,1] in einen Agenten a, d. h. einen Sensor,
ein Überwachungs- oder ein Reputationssystem zum Zeitpunkt ti , wird
durch
vi (a) :=α · vi−1(a)+ (1−α) ·bi (a) (A.3)
beschrieben. Die aktuelle Bewertung bi (a) ∈ [0,1] für a wird mit 1−α gewich-
tet und das alte Vertrauen vom Zeitpunkt ti−1 mit α. Wenn die Daten mit
konstanter Qualität gesendet werden, resultiert daraus bei zeitabhängiger
Gewichtung keine Abwertung des Vertrauens in den Agenten.
Für Sensoren existieren mannigfaltige Gründe für eine Verhaltensände-
rung, von einem Wetterumschwung bis hin zu einem technischen Defekt.
Folglich kann man kein allgemeines mathematisches Modell festlegen, um
die Verhaltensänderung eines Sensors zu beschreiben. In dieser Arbeit wird
davon ausgegangen, dass alte Vertrauenswerte mit einem hohen Risiko be-
haftet sind. Aus diesem Grund wird es exponentiell abgewertet. Um die
Gewichtung des alten Vertrauens in Abhängigkeit vom zeitlichen Abstand
zwischen zwei Bewertungen zu betrachten, d. h. abhängig vom Alter der
letzten Interaktion, wird für den Glättungsfaktor α die Funktion
α= e− ∆tT ·λ ·σ (A.4)
verwendet. Sie berücksichtigt exponentiell die zeitliche Differenz∆t ≥ 0, d. h.
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die Zeit zwischen der aktuellen Bewertung bi (a) und der letzten Bewertung
bi−1(a).
Der Betreiber legt dabei die Parameter nach seinen eigenen Bedürfnis-
sen fest. Die Periodenlänge T beschreibt in welchen Zeitabständen eine
Änderung des Glättungsfaktors stattfinden soll. Der Betreiber legt ebenfalls
den Alterungsfaktor λ ∈ [0,1] fest. Wie in Gleichung A.4 zu sehen ist, stehen
beide in Abhängigkeit zu einander. Die beiden Faktoren wurden getrennt,
um die Gewichtung intuitiver zu gestalten. Alterung soll einen Bezug zu
einer Periode der Länge T haben, innerhalb derer eine Bewertung erwartet
wird. Ein weiterer Alterungsfaktor zur Gewichtung des alten Vertrauens ist
σ ∈ [0,1[.
Neben der Annahme, dass altes Vertrauen risikobehaftet ist, kann zudem
angenommen werden, dass neue Bewertungen, die innerhalb der gleichen
Periode eingehen, gleich gewichtet werden. Dafür wird der Wert ∆tT abge-




⌋·λ ·σ ist. Wenn ⌊∆tT ⌋ den Wert 0 annimmt, hängt
die Alterung nur noch von σ ab. Wenn Bewertungen in derselben Periode
abgegeben werden, führen kleine Werte für σ zu einer hohen Gewichtung
der neuen Bewertung. Durch λ kann der Einfluss der Anzahl der vergange-
nen Perioden seit der letzten Bewertung ∆tT gewichtet werden. Mit kleinem
λ steigt e−
∆t
T ·λ. Die Auswirkungen der unterschiedlichen Parameter von
α= e− ∆tT ·λ ·σ werden im Folgenden dargestellt.
Die Abbildungen A.13 - A.16 stellen den Einfluss der Parameter dar. In
Abbildung A.13 ist zu sehen, wie α bei kleinen T schneller abfällt. Bei starker
Interaktion, wenn viele Bewertungen erwartet werden, kann ein kleines
T gewählt werden. Der Term 1−α ist dann entsprechend groß und neue
Bewertungen werden stark gewichtet. Umgekehrt nimmt α mit großen T
langsamer ab.
Abbildung A.14 stellt im Zusammenhang dazu den Einfluss von λ dar. Mit
einem kleineren λ fällt α langsamer bei gleichem T . Abbildung A.15 zeigt
den Verlauf der Funktion bei konstanten T und σ in Abhängigkeit von λ.
Abschließend zeigt Abblidung A.16 die Auswirkung des Parameters σ,
























































Abbildung A.14.: Geringeres λ bei sonst äquivalenten Werten aus A.13
maximale Gewichtung des alten Vertrauens und zeitgleich die Mindestge-
wichtung des neuen Vertrauens festlegen. Alle Funktionswerte werden um
den Faktor σ verringert.
Das Ersetzen von α in Gleichung A.3 führt dann zur Gleichung
vi (a) := e−
∆t
T ·λ ·σ · vi−1(a)+ (1−e−
∆t
T ·λ ·σ) ·bi (a) (A.5)





















































Abbildung A.16.: Verringertes σ mit konstantem λ bei variierten T
zur Berechnung von vi (a). Die Vertrauensaktualisierungsfunktion wird in
Abschnitt A.10 mit Testdaten evaluiert, die typische Bewertungsverläufe
darstellen. Nach der Wahl von T , λ und σ sind der maximale und minimale
Vertrauenswert bekannt. Anforderung 9 ist somit erfüllt. Zudem konvergie-
ren beide bei gänzlich positiven oder negativen Bewertungen gegen diese.
Somit ist Anforderung 10 ebenfalls erfüllt. Dies zeigt z. B. A.22 in Abschnitt
A.10.
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Wie oben beschrieben, kann es gewünscht sein, alle Bewertungen, die wäh-
rend der gleichen Periode eingehen, gleich zu gewichten und das Vertrauen
stufenweise zu altern. Dafür kann ∆tT abgerundet werden,




⌋·λ ·σ · vi−1(a)+ (1−e−⌊ ∆tT ⌋·λ ·σ) ·bi (a) (A.6)





σ ist in den Abbildungen A.17 und A.18 dargestellt. Abbildung A.17 stellt
unterschiedlich lange T mit korrespondierendem λ da. Man sieht, dass
die gleiche Funktion bei gleicher Steigung doppelt so viele Stufen hat. In
Abbildung A.18 mit σ= 0,7 ist T ist in beiden Funktionen gleich, aber die
beiden λ-Werte sind unterschiedlich.
 
 
T = 200s, λ= 0,6





















Abbildung A.17.: Verlauf des Glättungsfaktors α für stufenweise Alterung:
Unterschiedliche T mit passenden λ bei σ= 1
A.8.2. Bewertung eines Überwachungssystems
Anforderung 5 verlangt, dass Vertrauen in verschiedenen Kontexten bere-
chenbar ist. Anforderung 7 wird hier noch konkreter und verlangt dies für
Überwachungssysteme und Sensoren. Ein Überwachungssystem besteht
aus l Sensoren, die Daten generieren und zentral speichern. Auch wenn sich
nach der Fusion von Daten nicht sagen lässt, welcher Sensor gute Informa-


























Abbildung A.18.: Verlauf des Glättungsfaktors α für stufenweise Alterung:
Unterschiedliche λ bei konstantem σ= 0,7 und T = 100 s
tionen geliefert hat, basiert die Qualität der gespeicherten Daten auf der
Qualität der l Sensoren. Generell steigt und fällt die gesamte Qualität des
Systems mit der Qualität der Sensoren.
Wenn zum Zeitpunkt ti eine Bewertung bi (s) ∈ [0,1] über einen Sensor s
abgegeben wird, wird daraus eine Bewertung
bi (U ) = l −1
l
· vi−1(U )+ 1
l
·bi (s) (A.7)
für das zugehörige Überwachungssystem U abgeleitet. Das Vertrauen in U
zum Zeitpunkt ti−1 wird mit vi−1(U ) angegeben. Da bi (s) nur einen Sensor
betrifft, wird es mit 1l gewichtet und vi−1(U ) entsprechend mit
l−1
l .
Die Vertrauensaktualisierungsfunktion aus Gleichung A.5 wird auch für
die Berechnung von Vertrauen in Überwachungssysteme genutzt. Dabei wer-
den die oben dargestellten indirekten Bewertungen verwendet oder direkte
Bewertungen, d. h. Bewertungen für Daten aus dem Informationsspeicher.
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A.8.3. Bewertung eines Reputationssystems
Neben der Berechnung von Vertrauen für Sensoren und Überwachungs-
systeme, soll auch das Vertrauen in Reputationssysteme berechenbar sein
(Anforderung 5). Das Vertrauen in ein Reputationssystem basiert auf der
Qualität der Empfehlungen. Eine Bewertung bi (R) ∈ [0,1]
bi (R) = 1−|(bi (q)−e(R,q))| (A.8)
für ein Reputationssystem R zum Zeitpunkt ti wird aus der Empfehlung
e(R,q) ∈ [0,1] des Systems über die Datenquelle q berechnet. Diese wird
verglichen mit der Bewertung bi (q) ∈ [0,1], die aus der Interaktion mit q
resultiert. Analog zu den anderen Fällen wird das Vertrauen in das Reputati-
onssystem durch Gleichung A.5 bzw. A.6 bestimmt.
A.8.4. Aktualisierung von Vertrauen bei Inaktivität
Vertrauen ändert sich durch Bewertungen. Es muss sich aber auch ohne
eingehende Bewertungen verändern (Anforderung 8). Das Verhalten einer
Datenquelle kann sich schnell ändern (z. B. durch einen Wetterumschwung).
Mit zunehmendem Alter eines Wertes steigt die Wahrscheinlichkeit, dass
eine Änderung der Umstände stattgefunden hat und Datenquelle nicht mehr
die gleiche Qualität besitzt. Um dies auszurücken, soll das Vertrauen in eine
Datenquelle über die Zeit abnehmen, wenn keine Interaktion stattfindet.
Die Alterung von Vertrauen ist schwer vorherzusagen. Je nachdem, ob eine
optimistische oder pessimistische Grundeinstellung vorliegt, können unter-
schiedliche Vertrauensfunktionen gewählt werden. Hier sei angenommen,
dass eine neutrale Funktion das Vertrauen linear abnehmen lässt, so dass es
nach einer gewissen Zeit auf Null absinkt. Sobald ein Wert η ∈N Perioden
zurückliegt, soll er nicht mehr berücksichtigt werden. Das Vertrauen vi (a)
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1− ∆tT · 1η
)
, für ∆tT < η
0, sonst
(A.9)
berechnet. Die Alterungsfunktion f1 = 1− ∆tT · 1η ist beispielhaft in Abbildung
A.19 dargestellt. Dabei wurde T = 5 s und η= 5 gewählt. Entsprechend ist ab
∆t = 25 s das Vertrauen auf Null abgesunken. Es kann auch hier sinnvoll sein,
das Vertrauen über einen gewissen Zeitraum konstant zu belassen und es




⌋ · 1η . Es gilt: f1/2 = 0



















Abbildung A.19.: Alterungsfunktion für Vertrauen bei Inaktivität
A.8.5. Berechnung der Reputation
Die Berechnung von Reputation basiert auf eigenem Vertrauen und Empfeh-
lungen von Dritten. Indirektes Vertrauen wird nicht verwendet (Anforderung












Abbildung A.20.: Berechnung der Reputation
Die Reputation einer Datenquelle qz zum Zeitpunkt ti wird durch
ri (qz ) :=
m∑
i=0




Alle Reputationssysteme der m Nachbarn Rni ∈RN = {Rn1 , . . . ,Rnm } von
qz geben eine Empfehlung e(Rni ,qz ) ∈ [0,1] über qz ab. Diese wird gewichtet
mit dem Vertrauen vχ0:ni in das Reputationssystem von ni , das über die
Kette χ0:ni = (R0, . . . ,Rk ) berechnet wird. Zur Erinnerung: R0 bezeichnet das
ursprünglich anfragende System und Rk = Rni . Das eigene Vertrauen in qz
geht über e(Rn0 ,qz ) ein und wird vom Betreiber durch vχ0:0 gewichtet, wobei
Rn0 = R0.
Abbildung A.20 stellt dies schematisch dar. R0 berechnet die Reputation
von qz , welche drei Nachbarn hat, die jeweils eine Empfehlung abgeben.
Die Pfeile zeigen, wie die Anfragen weitergegeben werden und sich Vertrau-
ensketten aufbauen, bzw. wie Rni ihre Empfehlungen abgeben. Der breite
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graue Pfeil deutet die Kette χ0:n1 an. Die Empfehlung von Nachbarn des
anfragenden Systems, werden mit dem direkten Vertrauen von R0 gewichtet,
in Abbildung A.20 ist das Rn2 .




v(Rk ,Rk+1) · g (Rk ,Rk+1) bzw., (A.11)
vχ0:0 := g (R0,R0) (A.12)
berechnet, wobei v(Rk ,Rk+1) das Vertrauen von Rk in Rk+1 angibt. Durch
g (Rk ,Rk+1) ≥ 1 wird das Vertrauen gewichtet (Anforderung 2). Nur das Ver-
trauen in die (direkten) Nachbarn von R0 wird mit g (R0,R1) ≥ 1 gewichtet,
für alle anderen ist g (Rk ,Rk+1) = 1 mit k ∈ {1, . . . , j −1}. Durch g ist es mög-
lich, Beziehungen aus der realen Welt zu übertragen, z. B. eine langjährige
erfolgreiche Partnerschaft, auf Grund derer das Vertrauen eines Betreibers k
in Empfehlungen von Partner p gewichtet werden. Die Länge der Vertrau-
enskette wird durch Anzahl der möglichen Weiterleitungen einer Empfeh-
lungsanfrage w beschränkt (Anforderung 3).
A.8.6. Berechnung der Vertrauenswürdigkeit
Anforderung 1 fordert, dass jeder Betreiber die Vertrauenswürdigkeit von
Agenten selbst bestimmten kann, was zu einem dezentralen Datenmodell
führt. Im letzten Schritt wird die Vertrauenswürdigkeit V (q) einer Daten-
quelle q anhand des Schwellenwerts θ ∈ [0,1] durch
V (q) =
{
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A.9. Algorithmen zur Umsetzung
Nachdem in Abschnitt A.8 das Vertrauensmodell dargestellt wurde, zeigt
dieser Abschnitt mögliche Algorithmen zur Umsetzung der wichtigsten
Schritte in Pseudocode auf. Andere ggf. effizientere Umsetzungen sind mög-
lich. Dies sind Algorithmen zur Vertrauensaktualisierung von Sensoren,
Überwachungs- und Reputationssystemen und zur Abfrage von Vertrauen,
Empfehlungen und Reputation.
Der Algorithmus zur Abfrage von Empfehlungen an ein Reputationssys-
tem wird im Alogrithmus 5 skizziert. Ri leitet eine Anfrage
req(idreq,Ri , q,χ0:i , w),
die ursprünglich von R0 über eine Datenquelle q gestellt wurde, an Ri+1
weitergeleitet. Diese beinhaltet einen eindeutigen Bezeichner i dr eq , die
aktuelle Kette χ0:i und die maximal erlaubte Anzahl der Weiterleitungen w .
Ri+1 erstellt die Antwort
res(idreq,T ,χi+1:ne )
und sendet diese an Ri zurück. Wenn ein Vertrauenswert für q vorliegt, kann
Ri+1 direkt antworten. Ist dies nicht der Fall, leitet Ri+1 die Anfrage an seine
Nachbarn weiter und wartet auf die Antworten. Wie in Zeile 13 zu sehen ist,
wählt Ri+1 immer den Pfad mit dem höchsten Vertrauen zum empfehlenden
System Rne . Dieser wird in res eingefügt, d. h. die Vertrauenskette χi+1:ne
wird um die eigene Identität erweitert und die Liste T um die Empfehlung
e(Ri+1,Rn) in den Nachbarn Rn bzw. in q mit e(Ri+1,q). Immer wenn ein
Ri+1 nicht antworten kann, sendet es eine leere Antwort an Ri zurück.
Die Empfehlungen von Nachbarn werden lokal festgehalten, um sie später
bewerten zu können. Transitive Berechnungen werden verworfen. Wie in
Abschnitt A.8 beschrieben, wird das Vertrauen in einen Sensor s bei einer
Bewertung aktualisiert, und es findet anschließend eine Aktualisierung des
zugehörigen Überwachungssystems U statt. Algorithmus 6 deutet einen sol-
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Algorithmus 5 Verarbeitung einer Empfehlungsanfrage
Eingabe: Anfrage req(idreq,Ri , q,χ0:i , w)
Ausgabe: Antwort res(idreq,T ,χi+1:ne )
1: if Vertrauen über q vorhanden then . beantworte die Abfrage
2: T ← e(Ri+1, q)
3: χi+1:ne ← Ri+1 . Ri = Rne , da Ri+1 die Empfehlung versendet
4: return res(idreq,T ,χi+1:ne )
5: else . Anfrage weiterleiten
6: if |χ0:i+1| < w then .Max. Transitivitätstiefe noch nicht erreicht
7: Erstelle die Liste aller Nachbarn N
8: χ0:i ← Ri+1 . Füge eigene Identität hinzu
9: for all ni ∈ N do
10: if Rni ∉χ then
11: Sende req(idreq,Ri+1, q,χ0:i+1, w) an Rni
12: Warte auf res von Rni






18: if r es ist nicht leer then . Anfrage kann beantwortet werden
19: rufeVertrauenAb(Rn) . Rn ist der empfehlende Nachbar
20: T ← v(Ri+1,Rn)
21: return res(idreq,T ,χi+1:ne )
22: else
23: return leere Antwort . keine Antwort erstellbar
24: end if
25: else
26: return leere Antwort .Max. Tiefe erreicht
27: end if
28: end if
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chen Zusammenhang an. Trivial ergibt sich dazu die direkte Aktualisierung
von U bei einer eingehenden Bewertung (siehe Algorithmus 7).
Algorithmus 6 Aktualisierung des Vertrauens in einen Sensor
Eingabe: bi (s) .Neue Bewertung
1: Rufe vi−1(s) und vi−1(U ) aus Datenbank ab
2: vi (s) ← Berechne mit bi (s) und vi−1(s)
3: vi (U ) ← Berechne mit bi (s) und vi−1(U )
4: Speichere vi (s) und vi (U )in der Datenbank
5: aktualisiereVertrauenInEmpfehlenden(bi (s))
Algorithmus 7 Aktualisierung des Vertrauens in ein System
Eingabe: bi (U ) .Neue Bewertung
1: Rufe vi−1(U )
2: vi (U ) ← Berechne mit bi (U ) und vi−1(U )
3: Speichere vi (U )in der Datenbank
4: aktualisiereVertrauenInEmpfehlenden(bi (U ))
Alogrithmus 8 beschreibt die Aktualisierung des Vertrauens in ein Reputa-
tionssystem nach einer abgegebenen Empfehlung über eine Datenquelle.
Nur benachbarte Systeme werden aktualisiert. Empfehlungen werden ge-
speichert bis das empfehlende System bewertet wurde.
Algorithmus 8 Aktualisierung des Vertrauens in einen Empfehlenden
Eingabe: bi (q) . Bewertung von Quelle q
1: Erstelle Liste aller Empfehlungen Eq = {e1(R1,q), . . . ,en(Rn ,q)}
2: for all e j ∈ Eq do
3: Rufe vi−1(R j ) aus Datenbank ab
4: bi (R j ) ← Berechne mit bi (q) und e j (R j ,q)
5: vi (R j ) ← Berechne mit bi (R j ) und vi−1(R j )
6: Lösche e j (R j ,q) und speichere vi (R j )
7: end for
Wenn ein Reputationssystem Vertrauen abruft, ist die Alterung zu berück-
sichtigen. Erst danach erhält man den aktuellen Vertrauenswert.
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Algorithmus 9 Rufe Vertrauen Ab
Eingabe: a
Ausgabe: vi (a)
1: vi−1(a) ← Vertrauen über a aus Datenbank abrufen
2: vi (a) ← aktualisiere vi−1(a) anhand der η vergangen Perioden
3: return vi (a)
A.10. Evaluierung anhand von Testfällen
Im Folgenden wird das vorgestellte Modell anhand von charakteristischen
Testfällen evaluiert. Es wurden dabei die gleichen Testdaten verwendet, mit
denen die Vertrauensmodelle in Abschnitt A.6 untersucht wurden. Insge-
samt wurden sieben Testreihen mit jeweils 20 Testwerten verwendet, die in
Tabelle A.3 aufgelistet sind. Die Testreihe A1 wird nicht verwendet, da das
Vertrauen im hier vorgestellten Modell konstant auf 0 bleibt.
A.10.1. Evaluation durch die Testreihen
Basis für die Evaluierung ist die Funktion A.5 zur Berechnung des Vertrauens.
Zu den Testreihen wird der Verlauf des Vertrauens für unterschiedliche Werte





erläutert. In jeder Grafik ist zudem die Testreihe, d. h. die
jeweils eingehende Bewertung (σ = 0) dargestellt. Auf der Abszisse sind
die Nummern der Bewertung, auf der Ordinate das Vertrauen aufgetragen.
Solange noch keine Bewertungen eingegangen ist, hat das Vertrauen den
Wert 0.
Die Testreihen machen deutlich, wie durch σ der Glättungsfaktor α ge-






werden. Die Kombination von σ und λ reguliert die Gewichtung des alten
Vertrauens gegenüber der neuen eingehenden Bewertung. Die Auswirkung




⌋·λ ·σ wurde bereits in Abschnitt A.8.1 erläu-
tert. In diesem Abschnitt wird α= 1 oder α= 0 gewählt.
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Testreihen A2 und A3
Anhand der zwei Testreihen soll der Verlauf der Vertrauensfunktion bei ma-
ximal positiven bzw. negativen Bewertungen untersucht werden. So zeigt
Grafik A.21 den stetigen Anstieg des Vertrauens bei durchgehenden ma-
ximalen Bewertungen und beispielhaften Werten für die Parameter. Die
Bewertungen werden dabei immer in der nächsten Periode abgegeben, d. h.⌊
∆t
T
⌋= 1. Es ist zu erkennen das bei λ= 0,1 und σ= 0,99 das maximale Ver-
trauen von 1 nach zwanzig Bewertungen noch nicht erreicht ist. Bei λ= 0,3
wird dieser Wert nach 18 Bewertungen erreicht. Durch eine weitere Verrin-
































Abbildung A.21.: Datensatz A2
In Abbildung A.22 gehen erst zehn maximale Bewertungen ein und anschlie-
ßend noch 10 minimale. Solche Bewertungen können z. B. bei einem Defekt
eines Sensors auftreten. Hier wird bei identischen Parametern wie in Abbil-
dung A.21 aufgezeigt, wie die Funktion abfällt.
Anhand der beiden Abbildungen A.21 und A.22 zu den Testreihen A2 und
A3 wird deutlich das Anforderung 9 und 10 erfüllt sind.































Abbildung A.22.: Datensatz A3
Testreihen A5 und A6





das Verhalten beeinflussen und wie die Funktion auf Ausreißer bzw. ab-
weichende Bewertungen reagiert. Die Reihe A5 hat dabei einen Ausreißer in
der elften Bewertung. Reihe A6 hat im Vergleich dazu zwei schlechte Bewer-
tungen, gefolgt von zwei weniger positiven. Bis zum Schluss werden dann
Bewertungen mit dem Wert 0,9 abgegeben. Abbildung A.23 zeigt das Verhal-
ten von Reihe A6 bei variierenden λ Werten. Man kann erkennen wie das
Vertrauen unterschiedlich stark einbricht, bzw. mit welcher Geschwindigkeit
es ansteigt.











⌋ = 1, außer die jeweils elfte Bewertung (⌊∆tT ⌋ = 3 bzw. ⌊∆tT ⌋ = 10).
Durch den Zeitabstand wird die neue Bewertung entsprechend stärker ge-
wichtet.
In Abbildung A.25 ist die Auswirkung eines einzelnen Ausreißers zu sehen.
Dabei werden zweimal die gleichen Parameter wie in Abbildung A.24 ver-































Abbildung A.23.: Datensatz A6 (1)
wendet. Zum Vergleich ist eine Funktion zu sehen, bei der die Bewertungen
immer in der nächsten Periode eingehen (bei λ= 0,3). Das Vertrauen bricht
hier stärker ein, steigt aber auch schneller.
Testreihen A7 und A8
Die beiden Testreihen A7 und A8 verdeutlichen zum einen die Wirkung von
λ und σ, zum anderen sollen sie aufzeigen, welchen Einfluss Bewertungen




⌋= 1 (Abbildungen A.26, A.27,




⌋ = 0 (Abbildung A.28,
A.31) haben. Testreihe A7 besteht dabei aus zehn leicht positiven (0,7) sowie
10 leicht negativen (0,3) Bewertungen. Die Reihe A8 besteht aus gemischten
Bewertungen.





⌋ = 0 ist, ist zu erkennen, dass diese einen geringeren Einfluss




⌋ = 1. Dies ist gut an den blau
dargestellten Vertrauensverläufen in A.27 und A.28 bzw. A.30 und A.28 zu
erkennen. Dabei wurde σ = 0,99 gesetzt. Ist ⌊∆tT ⌋ = 0, dann werden die































Abbildung A.24.: Datensatz A6 (2)
Bewertungen mit 1−σ = 0,1 gewichtet, wie es in Abb. A.28 und A.31 zu
sehen ist. Vertrauen wird hier wesentlich langsamer aufgebaut. In Abb. A.28
wird mit σ = 0,85 durch 10 Bewertungen nicht der maximal erreichbare
Vertrauenswert von 0,7 erreicht. Bei σ= 0,5 ist zu erkennen, dass nach zehn
Bewertungen das Vertrauen noch weiter ansteigt, da das Vertrauen noch
nicht 0,3 erreicht hat.


























































Abbildung A.26.: Datensatz A7 (1)


























































Abbildung A.28.: Datensatz A7 (3)






















































Abbildung A.30.: Datensatz A8 (2)































Abbildung A.31.: Datensatz A8 (3)
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A.11. Fazit und Ausblick
In verteilten intelligenten Überwachungssystemen ist es notwendig das Ver-
trauen zu bilden und Reputation von Datenquellen berechnen zu können.
A.11.1. Fazit
In dieser Arbeit wurden existierende Ansätze auf ihre Tauglichkeit in sol-
chen Systemen untersucht. Kein Modell war ohne Anpassungen verwendbar.
Basierend auf zehn Anforderungen für intelligente Überwachung und der ge-
gebenen Vernetzungsstruktur, wurde ein Reputationssystem, insbesondere
ein Vertrauensmodell entworfen. Das Modell kann Daten in verschiedenen
Kontexten handhaben und ist für unterschiedliche Überwachungsaufträge
einsetzbar. Neben der Beurteilung der Qualität von Sensordaten können
auch Empfehlungen beurteilt werden. Das vorgestellte Modell ermöglicht
es Betreibern von Überwachungssystemen Sensoren und Daten zu teilen,
auch mit Partnern, die ihnen vorher nicht bekannt waren.
Bewertungen stellen die Grundlage des Vertrauensmodells dar. Basierend
auf diesen werden weitere Berechnungen durchgeführt. Jede Organisation
betreibt ein Reputationssystem. Darin registrierte Überwachungssysteme
können Bewertungen für Datenquellen oder andere Reputationssysteme
abgeben. Reputationssysteme können untereinander Vertrauenswerte als
Empfehlungen weitergeben. Reputation wird aus eigener Erfahrung (Ver-
trauen) und aus Empfehlungen gebildet, um einen möglichst objektiven
Wert zu erhalten.
Das Modell ermöglicht eine variable und zeitabhängige Gewichtung von
Bewertungen, die für Datenquellen und Empfehlungen getrennt vorgenom-
men werden kann.
Es wurden Algorithmen vorgestellt, nach denen Bewertungen und Berech-
nungen durchgeführt werden können. Ebenso wurde ein exemplarischer
Algorithmus zur Suche von Empfehlungen aufgezeigt. Das Modell und die
Algorithmen wurden prototypisch in einer Service-Orientierten Architektur
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umgesetzt [Vag11c], sodass es in eine heterogene Umgebung integrierbar
und erweiterbar ist.
Ein vom Reputationssystem unabhängiges Problem stellt die Bewertung
der Sensordaten dar. Dies wird aktuell von keinem System, auch nicht vom
in der Arbeit vorgestellten geleistet. Eine Evaluierung unter echten Bedin-
gungen ist somit nicht möglich. Der Einsatz von echten Daten aus in der
Praxis eingesetzten Systemen ist aufgrund von Datenschutzanforderungen
nicht möglich. In dieser Arbeit wurden die existierenden Ansätze und das
vorgestellte Modell mit den gleichen Testreihen evaluiert, die typische Ver-
läufe darstellen.
A.11.2. Zukünige Forschungsthemen
Das in dieser Arbeit vorgestellte Modell zur Vertrauens- und Reputations-
bildung in intelligenten Überwachungssystemen erfüllt die notwendigen
Anforderungen. Es bleiben aber weiterhin Fragen offen, die in dieser Arbeit
nicht mehr geklärt werden können. Neben der Evaluation mit „echten“ Da-
ten, die bisher mit keinem Reputationssystem durchgeführt wurde, kann das
Vertrauensmodell erweitert werden, um die Leistungsfähigkeit zu steigern.
So kann das Modell zur Bewertung von Empfehlungen um weitere Parame-
ter ergänzt werden, sodass z. B. die zeitliche Differenz der Empfehlungen
und vorangegangene Empfehlungen berücksichtigt werden. Generell kann
die Behandlung von Ausreißern, bzw. von Werten, die Ausreißer vermuten
lassen, verbessert werden. Weitere Untersuchungen sind notwendig, um an-
hand von fusionierten Daten, das Vertrauen in die ursprünglichen Quellen
zu ermitteln.
B
Detailierte Bewertung der PETs
Die folgenden Tabellen geben einen Überblick über die Bewertung der PETs.
Die 10 Fragen des Bewertungskatalogs sind jeweils in den Spalten aufge-
tragen (F1-F10). In der letzten Spalte befindet sich die Gesamtpunktzahl
(G).
Im Gegensatz zur Zusammenfassung im Kapitel 5, sind hier unter den Per-
sönlichen PETs (Tabelle B.1) fünf Verfahren für den Einsatz von RFID detail-
liert aufgelistet: Blocker Tags [Gar05], Clippend Tags [Kar05], Kill-Command
[Gar05], Physically Changeable Bits [Zou06] und Tag Pseudonyme. Beim zu-
letzt genannten Ansatz werden auf dem Chip verschiedene IDs gespeichert
und bei Leseanfragen stets eine andere ausgegeben. Unter die Kategorie
Werkzeuge fallen: Access Control und Kryptosysteme.
In Tabelle B.2 sind alle webbasierten Technologien, die auch in Kapitel 5
genannt wurden, aufgeführt.
Tabelle B.3 zeigt alle Informationsvermittler. Im Gegensatz zu Kapitel
5 werden die bekanntesten Anonymisierungsmetriken einzeln dargestellt:
k-Anyonymity [Swe02b], l-Diversity [Mac07], t-Closeness [Li07] und Diffe-
rential Privacy [Dwo06].
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Technologie F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 G
Interaktion 3 1 0 2 1 3 2 0 0 3 15
Vier-Augen-Prinzip 0 1 0 0 1 1 0 1 0 0 4
Kartenmaterial 0 0 0 0 0 0 0 1 2 3 6
Nutzungskontrolle 3 1 0 2 1 3 2 0 2 3 17
OTR Messaging 3 1 2 0 1 1 0 1 2 3 14
PP Ubic. Comp. 1 1 2 0 1 1 1 0 2 3 12
Verpixelung 2 0 0 2 0 0 0 1 2 3 10
Verpix. & Auth. 2 0 0 2 0 2 0 1 2 3 12
TrustCam 2 0 0 2 0 2 0 1 2 3 12
RFID: Blocker Tags 3 0 0 0 0 1 0 1 2 1 8
RFID: Clipped Tags 3 0 0 0 0 3 0 1 2 1 10
RFID: Kill Command 3 0 0 0 0 0 0 1 2 1 7
RFID: Changeble Bit 3 0 0 0 0 3 0 1 2 1 10
RFID: Pseudonyme 3 0 2 2 1 0 0 1 2 1 12
Access Control 1 1 2 0 1 1 1 1 2 1 11
Kryptosysteme 0 1 2 2 1 0 0 1 2 1 10
Tabelle B.1.: Komplette Bewertung für persönliche PETs
Technologie F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 G
Remailer 1 1 2 2 1 3 0 0 0 3 13
Richtlinien 3 1 0 0 1 3 2 0 2 3 15
Mix Kaskaden 1 1 2 1 1 1 0 0 2 1 10
P3P 3 0 0 0 1 1 2 0 2 3 12
Priv. Position 3 1 0 2 1 1 0 1 2 3 14
OpenID 1 1 0 0 1 3 2 1 2 3 14
Tabelle B.2.: Komplette Bewertung für webbasierte Technologien
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Technologie F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 G
k-Anonymity 2 0 0 2 0 0 0 1 0 3 8
l-Diversity 2 0 0 2 0 0 0 1 2 3 10
t-Closeness 2 0 0 2 0 0 0 1 2 3 10
Di. Privacy 2 0 0 2 0 0 0 1 2 3 10
Path Confustion 3 1 0 2 1 0 0 1 2 3 13
Aufklärung 3 0 0 0 1 0 0 0 2 1 7
PP Data Acquistion 1 1 0 0 1 3 0 1 2 3 12
PP Face Recognition 1 1 0 2 1 3 0 0 2 3 13
Tabelle B.3.: Komplette Bewertung für Informationsvermittler
Abschließend stellt Tabelle B.4 alle netzwerkbasierten Technologien detail-
liert dar. Es besteht kein Unterschied zur Auflistung in Kapitel 5.
Technologie F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 G
Firewalls 0 0 0 0 1 3 0 1 2 1 8
Auragsbezug 3 1 2 2 1 1 0 0 2 3 15
Privacy Buer 0 0 1 2 1 1 0 0 2 3 10
PP Video Console 0 1 2 2 1 1 0 0 2 3 12
SmartSurv 3 0 2 2 0 0 0 0 2 3 12
PAWS 3 0 0 2 1 1 2 0 2 3 14




Im Folgenden werden die in Kapitel 6 verwendeten Policies dargestellt. In
Auflistung C.1 und C.2 sind Regel 1 sowie Regel 2 aus Abschnitt 6.3.2 von
vollständigem XACML aufgelistet.





































Listing C.1: Regel 1 in XACML




























































































Listing C.2: Regel 2 in XACML
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Die Anzahl der Überwachungssysteme steigt nach wie vor an. Dafür lassen 
sich verschiedene Begründungen heranziehen, unter anderem der „Krieg 
gegen den Terrorismus“‚ sinkende Installationskosten und vor allem die sich 
stetig verbessernden technischen Möglichkeiten. Die Systeme haben sich in 
den letzten Jahren von primitiven „Ein-Kamera-ein-Monitor“ Lösungen, über 
große analoge Systeme mit einer Vielzahl von Monitoren und Kameras zu 
intelligenten digitalen Anlagen entwickelt, die automatisiert Überwachungs-
aufgaben durchführen. Dabei erzeugen und verarbeiten sie eine große 
Menge von sensiblen Informationen. Zum Schutz der Betroffenen existieren 
rechtliche Rahmenbedingungen, unter denen Überwachungssysteme einge-
setzt werden müssen. Diese Arbeit untersucht die Ausgestaltung eines In - 
telligenten Überwachungssystems nach dem „Privacy by Design“ Prinzip, 
unter dem Einsatz existierender Privacy Enhancing Technologies (PETs). Es 
wird der systematische Aufbau eines Überwachungssystems aufgezeigt, das 
geringer in die Privatsphäre der Betroffenen eingreift als konventionelle Sys-
teme und dabei die technischen Vorteile intelligenter Verarbeitung bietet. 
Rechtliche Grundlage für die technische Ausgestaltung des Systems sind die 
Datenschutzanforderungen in Deutschland, die in dieser Arbeit herausgear-
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