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NOTAÇÕES 
O - indica final de urna demonstração. 
[A.- J - se refere as definiçõe~ e teoremas do apêndice. 
§J(L) - indica o domínio do operador L •. 
~~ 11 - indica a norma de um elemento em um espaço de B.anach~ · 
N(L) - indica o nÚcleo do operador L. 
Im(L) indica a imagem do operador L • 
dim N(L) - indica a dimensão dó subespaço N(L). 
Id - indica aplicação identidade definida em espaços de -
Banach. 
n1F - denota a i-ésima derivada parcial de F. 
XCt) - denota a derivada da função x em relação a variável t 
c~ - indica a classe das funções que são infinitamente di. 
ferenciáveis. 
<.,> ~indica o produto interno de dois elementos pertence~ 
a(S) 
X .Ly 
tes a um espaço de Hilbert. 
- indica o complemento ortogonal do conjunto A • 
- denota o espectro de um operador S. 
- indica que x é ortogonal a y. 
indica que a sequência xn' n ( JN ,converge para x • 
- indica o fecho de s. 
L2 ( [-tr ,1T])- indica o espaço das funções reais definidas em [-7r,1T} 
de quadrado integrável no sentido de Lebesgue. 
~ (X 1 ,IR) -indica o espaço das transformações lin~ares e contí~ 
nuas. 
-ii-
IR 'indica conjunto dos - reais. o numeres 
JR* - indica o conjunto dos números reais positivos. + 
:r+ - iildica o conjunto dos números inteiros não-negativos 
lN indica conjunto dos - naturais. - o numeras 
ogggo 
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INTRODUÇÃO 
.A Teor~a de Bifurcação para equações diferenciaiS ardi 
.~ 
nárias teve origém com Poincaré que se preocupava em encontrar.-
soluções· periÓdicas que aparecem em. geral na· mecânica celeste.A_ 
teoria tem sido desenvolvida e aplicada por vários autores,· mas 
sempre. voltada para o estudo de soluções periÓdicas de Equacões 
Diferenciai~. 
Recentemente alguma atenção t~rn sido dir~gida para es-
ta teoria devido a sua fundamental importancia em problemas sur 
gidos na Teoria da Turbulência, no· estudo de movimentos periód~ 
cos e outros. 
O objetivo deste trabalho é estudar alguns resultados-
da Teoria de Bifurcação seguidos de uma aplicação à bifurcação-
de· soluções de equações diferenciais. t conveniente observar -
que as provas dos teoremas são recentes e redigidas de tal for-
ma que é necessário somente o conhecimento de cálculo em espa-
ços de Banach, isto significa que nenhum pré-requisito em Teo-
ria de Grau ou Genus é requerido. 
Nós nos preocupamos em estudar as soluções (não-triviais)-
u(Ã) de uma equação do tipo F(u,~) = O onde F é um operador e 
~ é um parâmetro (vetorial ou escalar) , as quais tendem a zero 
quando u tende para algum valor particular P 0 chamado ponto de 
bifurcação~ 
S.ejam X e Y espaços de Banach e F:Y x :R ->X uma aplic~ 
~ çao C tal que 
-i v-
para todo ~E IR. Seja 
.5 = { (u,~) E Y •IR: F(u,~) = O e u -f' O} • 
Um ponto JJ
0 
pertencente a m é um ponto de bifurcaç_ãQ 
para o problema: 
(I) .F(u,)J). = 0 1 ·com {U 1 JJ) E Y X m 
se (O , l1 
0
} pertence ·ao fecho de 5, em Y x IR • 
Consideraremos a bifurcação ein JJ
0 
= O. Pãra· ver isto, 
expandiremos~ como série de Taylor em u, ista·é, 
onde !IH(u,~>ll I llull tende a zero, quando llull tende a zero. 
Agora a equação (I) é equivalente· a: 
(II) Lu+ C(~)u + R(u,~) = O , com (u,~) E Y "lR 
onde L = D1F(O,jJ 0) 
' 
\ = jl-jl 
' ' 
R(u,~) = H(u,À +j! 
o 
) e 
~ ->[p, F(O,~ + ll,) - D1F(O,\l 0l] se ~ -1 o ' 
C(~) = 
D2D1 F(O ,j! 0 ) se ~ = o 
Portanto u 0 é um ponto de bifurcação para o problema(I) 
se e so se À = O é ponto de bifurcação para o problema (II) .D~ 
remos nossos resultados em termos do problema (II) • 
Faremos algumas hipóteses no capítulo que valem para -
todos os· capítulos subsequentes. Ainda neste capítulo motivare-
mOs o estudo da Teoria de Bifurcação através de ilustrativos e-
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-xemplos 
o· capítulo II contém a Redução de Lyapunov-Schmi_dt para 
o problema II. A idéia básica deste rnétod·a é tomar o problema "em 
algum espaço de Banach e reduzir para um problema equivalerite em 
1.?Il. espaço de de dimensão menor. No caso, reduziremos o problema·-. 
do espaço espaço de Banach X para o.· espaço N(L) (núcleo do op~r~ 
dor L ') 
o Capí tuld III contém ~ condição necessária para À= a· 
ser ponto de bifurcação e através de um exemplo mostraremos que 
esta condição é necessária mas nao é suficiente. 
Os próximos ··três -capítulos contém respectivamente os 
·três principais resultados deste trabalho. 
Introduziremos também no capítulo VI a noçao de bifurca 
çao assintótica e discutimos alguns resultados desta bifurcação. 
No capítulo VII consideraremos o problema de bifurcação 
de soluções 2"1r-periÓdicas da equação diferencial 
(III) •<t) + px(t) + f(t,x(t)) + g(t,i(t)) -O 
onde f e g sao funções C~ tais que 
f(t,O) - D
2 
f(t,O) - g(t,O) - D g(t,O) - O 
' 
e 
f(t+2n,s) - f(t,s) g(t+2n ,s) - g(t,s) , 
para todo t, s pertencentes a m. • 
Usaremos o teorema 4.1 para provar que~ = O é ponto de 
bifurcaçãO • Para determinar se ~ = n 2 é ponto de bifurcação ou 
não, quando n pertence a · 3 , faremos hipóteses sobre f· e g. Por 
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exemplo, se g ~O então o teorema 6.2 implicará que o conjunto 
de todos os pontos de bifurcação para o problema (III) e exata-
mente {n 2 : n e: z.} . Se g "1 O, então o teorema 6. 2 não pode 
.ser aplicado e usaremos o teorema 5.1 . Daremos dois resultados 
onde' aplicamos o teorema 5.1 e encontramos um caso simples quan-
·do a equação (III) é autônoma e o teorema 5.1 não pode ser apli-
cado. Agbra, se g é uffia -f~nção par reformularemos o problema 
{III) e deduziremos que o conjunto dos pontos de bifurcação de 
(III} é {n 2 -: n EZ} Por outro lado, se g_ é uma· função impar· e 
g(s) f o· para s f O, os três teoremas não podem ser aplicados e 
motraremos que 1-1 = O é o Único ponto de bifurc.àção de (III) .• 
Para maior facilidade na compreensão deste trabalho op-
tamos pela inclusão de um apêndice, contendo algumas definições 
e enunciados de teoremas fundamentais, utilizados no desenvolvi-
mento desta dissertaçãOa 
Convém ressaltar que quando falamos da derivada de um o 
perador é no sentido de Fréchet • 
ogggo 
• 
CAPÍTULO I 
PRELIMINARES 
Seja X um espaço real de Banach com a norma 11 11 • 
Durante todo o trabalho estaremos s.upondo as seguintes 
hipóteses: 
H 1- L: Ú) (L)C X-4-X designará um operador linear f~chado [vide. A.l] 
onde X = N(L)·E9Im(L) é a soma topolÓgica do núcleo com a· i 
rnagern de L; assim a projeção P:X-e-X de X sobre N(L). assoe!_ 
ada com a soma direta é contínua. Além disso, o domínio 
~(L), com a nOrma do gráfico, 
llxU = ( llxll' + IILxll '> 112 
1 
é um espaço real de Banach, o qual denotaremos por X ;isto 
1 
decorre imediatamente do fato de L ser um ·operador linear 
fechado. 
Notemos que X1 = N(L)$(Im(L)n x ) e P:x-,x é çontínua. 1 1 
Denotaremos por z o espaço de Banach Im(L)(ix 1 com a-
norma 11 11 • 1 
Seja B(X 1 ,X) o espaço .real de Banach de todos os oper~ 
dores lineares limitados de X1 em X. O operador L indicado 
acima e um elemento de B(X 1 ,X) ; 
R(O,À) = D
1
R(O,À) =O , 
-2-
para todo elemento À de lR • 
Consideraremos a equaçao 1!, dada na introdução , 
F(x,À) = LX + ÀC(l) + R(x,l) = O, 
para (x,).)e:X1x:me o conjuntoS= {(x,À)eX 1xlR:F(x,À)=O e xt!O}.· 
1.1.- DEFINIÇÃO: V-L-ze.rno.b que ).= O ~ um pont:o de bi..bu.Jtc.aç.ão pa-
'"' o pJtobiema (li) H (0 ,O) peJt.tence ao 6.echo de S em 
xxm. 
1 
Daremos a seguir uma série de exemplos de bifurcação 
de soluçÕes de equações não-lineares • 
. 
Analisaremos as soluções da equaçaG 
(1.1.2) F(l,u) = O 
onde .F é_ urna transformação não-linear de Xx~ em X,tal que -
F().,O) == O,para todo elemento À de JR .. 
Urna solução de (1.1.2) é um par ordenado ().,u) onde u 
pode depender parametricamente de À.~ óbvio que u =O é solu-
ção de (1.1.2) e é conhecida como solução básica. 
O nosso interesse é estu-dar a bifurcação da solução 
básica,isto é,encontrar soluções não-básicas que estão arbitra-
riamente próximas da solução básica,quando o parâmetro À tende 
ao ponto de bifurcação. 
Suporemos .uma forma particular de (1."1.2): 
(1.1.3) Au-Àu = O, com AO = O 
onde A é um operador não-linear de X em X. 
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Diremos que o operador A é linearizável em u se exis- · 
te um operador~~ tal·que 
lim 11 Ru 11 = Q. 
h .. O 11 h 11 
O operador Tu' linear em h, é a derivada de Fréchet _de 
A em u e pode ser também denotada por ~(u) • 
1. 2~ EXEMPLOS 
1. 2.1 Consideraremos X = m. e examinaremos os seguintes ca-
sos: 
(a) Para o operador linear da forma lu ternos que: 
tu = ÀU 
e o Único autovalor é À = t. 
O diagrama de bifurcação,isto é, o gráfico da solução 
da equação (1.1.3} em funç,ão do parâmetro -e o seguinte : 
u 
• 
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Assim,o conjunto s e o gráfico acima,com exceçao do -
ponto (.t, O) • 
Agora, o ponto À=.f é ponto de bif-q.rcação. De fato- : 
qualquer Vizinhança aberta de (.t,O) intercepta o conjunto S en-
tão {.f,O) pertence a S. 
(b) Consideraremos o operador não-linear 
2 Au ~lu+ cu , com c i O. 
Assim, 
(b .1). 2 .tu + cu = ÀU 
e admite a solução básica, u = O. 
Para À~l , ternos a solução 
u ~ (),-./.)/c. 
o diagrama de bifurcação é o seguinte:: 
u 
À 
• 
-s-
Cada ponto deste gráfico, com exceção do ponto (l,O), é 
um elemento do conjuntoS, e o Único ponto de bifurcação da 
equação (b.l) é em À = t. 
(c) Seja agora, 
Au =tu+ cu 3, com c~ O. 
Assim, temos que u = O é uma solução de: 
' ÀU = lu + cu 
para ·todo À perte~cente a .IR • 
se·c>O, então 
u = ± ~(À-l)/c 
~ Encontramos duas soluções reais não-nulas para À>l bi 
furcando da solução básica. 
o diagrama de bifurcação é o seguinte: 
u 
t 
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Os pontos da parábola .'com exceção do ponto (i,O) ,per-
tencem ao conjunto s, e o Único ponto d·:= bifurcação -e À = .e 
Se c< O, temos duas soluções reais não-nulas para-
Ã< i bifu~cando-se da solução básica .. 
u 
( d) Au ={ u •• I uI< 1, Seja (u 2+1)/2 •• u?-1: ' 
-(u 2 +1)/2 •• u<-1 . 
As._ seguintes situações devem ser analisadas 
(i) Para lu I< 1 temos que: 
u - ÀU = o • 
donde se conclui que À ~ 1. 
(ii) Para u~l temos que: 
(u 2+1)/2 - Àu = O. 
Assim, -. 
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u = (2À± ~4(À2 -l) 0 )/2 
e tem solução real para À~ 1 .. 
(iii) Para u~·-1 temos que: 
~(u2+l)/2- ÀU. =O., 
donde extraimós 
u = (-2H ~4(Ã2 -l) )/2 
que tem solução real para À~l • 
O diagrama de bifurcação é o seguin~e: 
u 
l 
Os pontos do gráfico acima, com exceção do ponto (1,0), 
sao elementos dO conjuntoS, e o único ponto de bifurca-
çao e À = 1. 
Apesar do problema ser não-linear o ramo 
ta-se em torno do ponto (1,0) corno linear. 
apresen-
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1.2.2 Seja agora X = l\ 2 • 
Consideraremos um operador não-linear da forma 
Au = Lu + Cu 
= (881 "') ' com 8> >·~>Q 
,u, 
e C é homogênea de grau 3,isto é, 
C(au) = a 3 C(u) • 
. A lineariz.açãO de A em torno de _u =:= O é L. O opera-
dor L tem autovalores B1 .e ~ com respectivos autovalores 
(b\ e {~) • 
O operador C está definido por : 
Cu = 
De Au - ÀU = O tiramos 
( 81 u1) 8 u, 
l ' 
Finalmente , 
• 
, com y > y >O • 
1 2 
= ( ~) • 
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S u + y u (u 2 + u 2 ) = 1u
1 1 1 1 1 1 2 
13 2 U'2 + y 2 u 2 (u: + u;) = À~ • 
Calcularemos a solução do problema não-linear quando 
u 2 = O. e u 1 # O. Assim 
e 
a u~ + v u. = À I~ I-, '! I -, 
UI= ± ~ (À - ~~) h I • 
. 1 I 
Assim existe bifurcação da solução básica à direita -
de À = 13
1
. e O ramo de bifurcação é uma parábola no plano (u
1 
, 1) . 
quando u2 # O e u1 = O encontramos 
u, = ± ~ (À - 8; > IY, • 
A bifurcação da solução básica ! está à direi ta de -
À= 6
2
; o ramo é uma parábola no plano (u2 ,1). 
Com u 1 '# O e Uz # O , temos 
donde concluimos que : 
u 1
2 + u,' = (À - S1 ) /r 1 e u,_' + u,' = (À - a, >h, 
respectivamente. 
Assim, 
-lO-
À - ~ À - ll, 
= 
Y, Y, ' 
a, Y, - ~ Y, À = 
Y, Y, 
e 
. 2 
+ 
. 2 a, ll, 
u, u, = Y, Y, 
* 
a, r a, Y 
Seja agora· À = . 1 2 . Como a,> a, temos que: 
-y_L ~ y, 
,,._.* > 
132 y 1 Bt 1'2 
= a, 
Y, Y, 
e 
uf + U: > O. 
Assim para ~ t O: e ~ 2 ~ O a solução é um círculo) 
e as parábolas sao equidistantes do eixo À • De fato: 
para temos 
e 
u, = ± v c a, - 13, > /Cy,.:. r,>'. 
* A dis_tância._do'porito. (À· ,O) ao ponto 
e ~(S2 -a 1 )/(y 1 -y2 >' e o seu quadrado -e 
·· ct .~ ca,-,a, >l(y,-r, >'! 
(ll, -a, r I (y, ~y,) • Por-
tanto o círculo intercepta as parábolas. 
O diagrama de bifurcação é o seguinte: 
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u, 
\ 
\ 
I 
----"'"'\ 
>.* 
' 
..___o,.' 
' I 
I 
I 
I 
' I 
I 
Os pontos do gráfico acima,com exceção dos pontos 
(0,8,,0) 
• 
e (0,!3
2 
,O), pertencem ao conjunto S. Os pontos de 
bifUrcação sao À= B e À= B-· 1 1 ' 2 ~ 
O circulo é considerado uma bifurcação secundária do 
problema acima, isto é, uma solução que surge da bifurcação da-
solução básica através de uma pertubação do parâmetro À em tôr-
no de Ã0 = O • 
1. 2. 3 - Consideraremos o operador do -- _ exemplo 1. 2. 2 com 
Ou melhor, 
Au = Lu+ Cu 
onde Lu = ( ~ ~H~) e C ( au) = a' c ( u) 
• com 
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C(U) c u1 (u~ + lt}>) y ~y >0. ~ 1 2 u2) Y
2 
Uz (ul + 2 1 2 
Da equaçao (1.1.3) temos: 
f3u 1 + y 1 li1 (u1
2 + u;) = ÀU1 
au2 + y u, (u,' + u,') ~ ÀU,. 
A linearização de A em u. = O é L,o qual tem 8 corno au 
tovalor de multiplicidade .dois. 
ou· ainda 
de À ~ B· 
À ~ B • 
Encontraremos as soluções do problema 
Se u2 = O e ~tO temos que; 
Su + yu' ~ À"-1 l 1 • 
± ~ (À-8)/y '. 
1 
Então a bifurcação da solução básica está 
Se u = o 1 e temos: 
-a direita 
A birfucação da solução básica está a direita de -
O diagrama de bifurcação é o seguinte: 
• 
u· I . 
u 
2 
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------~­.. 
Os pontos dó gráfico acirna,com exceçao do ponto 
pertencem ao conjunto S o ponto de bi.furcação 
Se u ;1- o e u 2 ;< O ternos; I 
eu, + 
e 
6u, + 
Ou melhor 
u 2 + u 2 = 0-6) /v 
1 2 11 
respectivamente. 
Assim, 
e finalmente ).=fl". 
y U (U 2 + u2) = Ãu
1 1 I I 2 
Y u2 (~2 + U:> = ÀU, 2 
e u 2 + u 2 = (Ã-6) /y 
I 2 2 
).-6 
r 2 
e À=6 •. 
À 
<o,a,o>, 
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Portanto , 
que é equivalente dizer ·que ~ == ~ = O·. Ne'ste caso não temos a 
bifurcação secundária. 
1.2.4 Consideraremos o exemplo 1.2.2 com 0 .- 0 = 0 
" "• "' 
O problema se reduz a 
p,-S)/y· 
e 
Neste caso À = S é um ponto de bifurcação da equaçao 
e o conjunto de soluções da equação acima é uma superfíci 
e de um parabolói'de de revolução ao redor do eixo À. 
o diagrama de bifurcação é o se_guinte: 
u 
\ 
' 
' 
' ' 
' 
X 
' 
' ' 
' 
' 
' 
' 
' 
CAP1TULO II 
A REDUCÃO DE LYAPUNOV-SCHHlDT 
Usaremos a decomposição X = N(L) e Im(L) para tro-
carmos a eqúação{II) por 
F(x,À) = Lx + ÃC(À)X + R(x,À) =O, com (x,À)EN(L)xiR. 
Seja Q:X~X dàda por Q = Id - P onde Id denota a -
·aplicação identidade em ~- ASsim Q é a projeção de X sobre a -
imagem de L. Então, 
F(x,À) = Lx + ÃC(Ã)x + R(X,À) = O 'é equivalente a 
então 
bre N(L) 
{: : ÃPC(Ã)(Px + Qx] + PR(Px + Qx,À) LQx + ÃQC(À) [Px + Qx] + QR(Px + Qx,À) 
De fato; se. 
Lx + ÀC(À)X + R(x,À) =O, para (x,>.:) e:XxlR 
{
P(O) = 
Q(O) = 
PL(Idx) + ÀPC(À) [Idx] 
QL(Idx) + ÃQC(Ã)[IdxJ 
+ PR(Idx, À) 
+ QR(Idx,À) 
Como x_= Idx = Px + Qx temos que: 
{O = PL(Px + Qx) + ÃPC (Ã) [Px + Qx] + PR(Px 
O = QL(Px + Qx) + ÃQC(Ã)[Px + Qx] + QR(Px 
' 
+ Qx, À) 
+ Qx,À) 
Sendo que L(Px + Qx)E·Im(L) e P • a projeção de X so-e 
concluímos que PL(Px + Qx) = o. 
Assim, 
• 
{
o = 
o = 
{
o = 
o = 
-16-
QL(Px + Qx) = LQx. 
Portanto, 
ÀPC(À) [Px + Qx] + PR(Px + Qx,À) 
LQx + ÀQC(À) [l'x + Qx] + QR(Px +.Qx,À). 
Se (x, A) E x x m satisfaz_ 
{
o = 
o = 
{
o = 
o = 
).PC( À) [Px + QxJ + PR(Px + Qx,~) .· 
LQx + ÀQC(À) [Px + Qx] + QR(Px + Qx,À) 
então como Q = Id - P vem~ 
ÃPC (À) (Px + Qx) + PR(Px + Qx, ).) 
L(Id-P)x H(Id-P)C(Ã) [Px+Qx) + (Id-P) R(Px+Qx,l.) 
ÀPC(À) [Px + Qx]+ PR(Px + Qx,À) 
LQX + ).C ( Xl[Px+Qx] +· R(Px+Qx, l.) -XPC \X) [Px+Q>.}- PR (Px+Qx ,;\) • 
Assim, 
LQx + ÃC(l.) [Px + Qx] + R(Px + Qx,l.) = O 
ou melhor 
LX+ ÀC(À)X + R(x,).) = O, para (x,À) E XxiR 
Agora, chamando Px = v e Qx = w temos que: 
.. 
encontrar (x.,).J E 5 é equivalente encontrar (v,w 1 À) E: N(L} xzx:m. 
tal que 
{
o -
O= Lw + ÃQC(Ã)[v + w] + QR(v + w,À) 
ÀPC(Ã)[v + w] + PR(v + w,À) 
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e (v,w) r o. 
Seja f:N(L).x z xJR-Hm(L) definida por 
f(v,W,À) = LW + ÀQC(À)[v + w] + QR(V + W,À). 
·Então - ~ f e C , f(O,O,O) = O e 02 f(O,O,O) :Z-Hm(L) e dada por 
o,f(O,O,O)h = (LLwj· + fao, R(w,o>) , aw w=O \ w=o 
donde concluímos que: 
0 2 f(O ,O ,O) = L. 
A hipótes.e H 1 assegura que L:Z~Irn(L) -e um horneo-
morfismo linear; logo D~f(O,O,O) é um homeomorfismo linear e P~­
lo teorema da função implita ternos que exitem uma vizinhança U 
de (0,0) em N(L) x IR e uma aplicação c~ g:U-+Z tais que 
g(O,O) =O 
e 
f(v,g(v,À) ,À) = O 
para todo (v,À) €:U-. Assim,existe uma vizinhança de (0,0,0) em 
N(L) x Z x IR tal· que, cada zero da f nesta vizinhança pertence ao 
gráfico da g. 
Desde que f{O,O,À) = O para todo elemento À de IR ,en-
tão g(O,À) = O, para todo elemento À de m. 
Encontrar (X,À) E S e equivalente encontrar 
(V,À) € N(L) x lR tal qUe 
( 2 .l) ÀPC(À) [v+ g(v,À)] + PR(v + g(v,À) ,À) = O. 
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A eqaçiio ( 2 .1) é chamada 11 equaçao de bifurcação " 
associada a (II) • Este método é conhecido como o método de 
Lyapullov-Schmidt. 
• 
00000 
000 
CAPÍTULO III 
ill1A CONDIÇÃO NECESSÁRIA PARA BIFURCAÇÃO 
A redução dada no capitule:> II revela urna condição ne-
cessária para bifurcação. 
-3; 1 - TEOREMA Suponha.moh que N(L) = {O}. Então À = O na.o e, um 
(II) F(X,À) = Lx + ÀC().)x + R(x,À) =O, 
po.}f.(J. (x,À) E N(L) x IR. 
DEMONSTRAÇÃO: 
O gráfico da função g, G(g)CN(L) xZxlR, é 
G(g) = {(O,g(O,À),À) : {O,À) eU} 
onde Uc:N(L} x IR é uma vizinhança aberta de (O ,O). 
Vimos que g(O,À) = O para todo ~ E R .Assim, 
G{g) = {(O,O,À) (O,À) EU }.• 
Se p está suficientemente próximo de (0,0,0) em 
N(L) x z x-JR · e p é zero de f, então é Óbvio que p e: G(g) ,is-
to· significa que p = (O,O,À) para algum À E lR. 
Se (X, À) é solução de (II), então (Px,Qx,Ã) é zero de 
f .Assim, para cada solução {X,-À) s_uficientemente prÓxima de 
(0,0) ternos que (Px,Qx,;>,,) é zero de f e está s_uficienteme,!! 
te próximo de (0,0,0). Assim, {Px,Qx, À) é elemento de G(g), 
donde, 
• 
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(Px,Qx, À) =(O,O,Ã). 
Segue que x = O. .. ' 
Desde que P ~ Q sã-o aplicações contínuas de X1 sobre 
X
1 
,cada solução da equação (II) que e·stá suficientemente próxi-
ma de (0,0) é da forma (O,À). como U e S não se interceptam e 
(O ,·À) pertence a U,ternos que (O ,0) -na o pertence a s. o 
3.2 - OBSERVAÇÃO: 
Se· zero é um pOnto de bifurcação de (II) ,temos que 
. dim N(L)>O. Está condição é necessária mas não é suficien 
te, como mostra o seguinte exemplo: 
Sejam X ::= xl = IR? , L :; o I C(À) =· Id para todo ele-
mento 4 de m.e R(x,y-:,À)~·,;._·{y 3 ', ... x 3) para·-·(:X,ytÀ) ·e: JR 3• 
Então a equação (II) se escreve da seguinte maneira 
À(x,y) + (y', x 3 ) =(0,0). 
oU melhor 
ÀX + y 3= 0 
ÀY .... x 3= O· 
Se x for diferente de zero,isto implica que À = -y 3 /x . 
Assim, 
-y'/x - x'= O 
donde segue que, 
• X = y = O, 
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O que é absurdo, pois X r 0. Sendo 
s = {(x,y,À) e JR'' F(x,y,À) =O ex 'f O y 'f O) 
ternos que, S = $- Portanto, dirn N(L) = 2 e nao existe ponto de 
bifurcação. 
• 
ooooo· 
000 
CAP!TULO IV 
BIFURCAÇÃO DE UM AUTOVALOR SIMPLES 
Nesta secçao consideraremos o Caso simples onde a di-· 
mensao de N(L) é igual a um. 
Para dar continuidade ao nosso trabalho precisamos 
dos_ lemas dados ~baixo. 
Sejam v0 E N(L)'-{0} e r(a,À) = g(av0 ,À). Então r ·• 
está definido sobre uma vizinhanÇa aberta V de {0 ,0) em JR? •-
4.1- LEMA: Pa.!La. c.a.da. À plt.Õx.l.mo de z·e.Jt.o,.e..<.m a.-1 r(cx,),);; t{À) e-
. a+o 
~-i..6:te 1 e. a. c.OJUr.e..&pond-ê.nc.ia À + t(À) ê uma 6unç.ã.o. -
eon.tinua.me.n:te. d.i6e.Jr.e.nc..<.â.ve{ .c.om t(O) = O. 
DEMONSTRAÇÃO: • 
Sabemos do capítulo III que g:U~Z · e uma função c~ a 
que g(O,À) = O, para todo À. 
Aqui 
lim a- 1r(a,À) = lim a- 1 [g(av0 ,À) - g(O,À)] a.+o a+o 
= D1 g(O,À)v0 
Colocando t(À) = q g(O,À)Vo, segue que te continua-
mente diferenciável.Resta provar que t(O) =O. 
Para todo À suficientemente próximo de zero, 
[L+ ÀQC(À)]:Z-+Irn(L) é um homeomorfismo linear • Da de-
finição da g temos que: 
a- 1r(a,À) = -[L + ÀQC(À)] -I {ÀQC(À)V0 +a- 1QR(av0 +r(a,À) ,À)} 
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para cr ~O. De fato: 
f(v,w,~) ~ Lw + ~QC(~)[v+w] + QR(v+w,~) 
e na vizinhança U de (0,0)_ ternos f(v,g(v,i.) ,À) =O . 
. f(v,g(v,~) .~) = Lg(v,).) + ~QC(~) [v+g·(v,~l] + QR(v+g(v,~) ,À) =O 
~ Lg(v,~)+).QC(~)vHQC(~) [g(v,~)] +QR(v+g(v,~).~)= O 
=[L+ ~QC().)] {g(v,~) }+QR(v+g(v,~) .~)+ QC(~) [v]= O, 
[L+ ~QC(~l}{g<v.~)J. ~ -QR(v+g(v,~) .~) - ~QC(~)[v]. 
g(v,~) =-[L+ ~QC(Ã)J _, {QR(v+g(v,~.).~) + ~QC(~)v}, 
g(crv0,\) =-[L+ ~QC(~)}- 1 {QR(av0+r(av0 .~) .~) + ~QC(~) Lcrv0]l. 
a-,.1g(av, .~)=-[L+ ~QC(~l]~ 1 {a- 1 QR(av, +r(av, .~) .~)HQC(~)v0 } 
e 
Assim, 
lim Ct-.1 r(a,~) ~ Hm -[L + ~QC(~)]-. 1 {a- 1QR(av + r(av
0 
.~) .~)} 
a,_,. o a.-+ ll I) 
+ lim -[L+ ~QC(~)]- 1 {~QC(~)v0 }. a~o 
Através de um cálculo direto tiramos que: 
Portanto, 
t(~) =-[L+ ).QC(~)] - 1 QC(~)v0 , 
para todo À sUficientemente prOximo de zero e ·t(O) = O. O 
• 
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4. 2- LEMA: Seja h:V~N(L) deó-i.nida pOI< 
= {/-PC(?-J[v, +a- 1r(a,?-)] +·a- 1PR(av0 +r(a,?-) ,?-) 
I-PC().)[ V, +t(?-fl . 
Então h e D2 h .6a.o ·c.ont.ZnuaA na. vizinhanç.a. de {0,0) 
e 02 h(O,O) = PC(O)v0 
DEMONSTRAÇÃO: 
Os possíveis pont9s de desçont~nuidad~ de h sao da· • 
forma (.O, À} para todo À na vizinhS:nça do zero em lR . 
Como 
lim h(a,)d 
C<+O 
= lim I.PC(I.)[v +a· 1r(a,l.l] + 
a+ o 
= I.PC(I.)[v
0 
+ t(l.)] 
=h(O,I.). 
lim !'R(av0 +r(a,À) ,À) 
a+ o 
Concluimos que h é contínua em (O,À). 
Para a Y,. O, 
D
2
h(a,l.) = PC(I.J[v
0
+u-'r(a,l.)]+ ÃPDC(I.l[v
0
+a- 1 r(a,À)].a-.1 D
2 
r(a,l.) 
+ PDJR(av11 +r(a.,À) ,À)D2r(a.,À) + PD2 R(av0 +r(a,À) ,À) • 
Para a= O, 
D2 h(a,À) = PC(I.J( v0 + t(I.J] + ÃPDC(I.) [V,+ t(À)1 t' (À) • 
Assim os possíveis pontos de descontinuidade de D2 h 
sao da forma (O,À} para todo À na vizinhança do zero. 
Temos que: 
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lim "-'o, r(e<,À) = li'!' ,-.'o, g (av,, À) e<+o a+ 
= lim cx-:1!Í1
2
g(nv
0
. ,À) 
- 0 2 g(O,Àj] 
"•' 
= 0 1 00 g(O,l)v0 
= t' (À) 
·e 
lim o,h(a,À) 
a,;+.O . 
= lim{PC(À)[v, + "-'r(Cl,Àm 
0.+0 ' 
+l~Ú.POC'(X) [v. +à-~r(a,À).}é<" 1 0,~(a,À)} 
"• . 
+à!W{cx- 1PD 1R(av0 + r(a,À) ,À)D2 r(ajÃ)} 
+H'!'l"-;'Po, R(av, + r(a,À) ,À)} 
= PC(À)[v0 + t(À)] +WOC(Àl[V, +tOl]J:'(À). 
~ortanto, ~h{a,À) é contínua sobre U e 
o,h(a, À) = PC(O)[v0 + t(Ol) 
= PC(O) 'lj • o 
4.3 - TEOREMA: Suponhamo.& q <L e N(L) = · {Sv 0 : 6 < JR e v 0 ;i O} e 
q<Le PC(O)v 0 ;i o. Então À = O ê <Lm ponto de bi6<L~ed~âo dd e 
q u.a.ç.a.o; 
F(x,À) = Lx + ÀC(À)X + R(X,À) =O, 
-paka (x,À) E N(L)x~, i6~o e, exi.&te uma. ~on.&tante o>O e 
apR..Lc.aç.Õe.JJ c.on.Únu.a..b p:(-O',O')~Z e q:(-o,o)~JR ta.<...& que. 
p(O) = O , q(O) = O 
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DEMONSTRAÇÃ,O: 
Existe uma vi.zinhança v·de (0,0) em :iR2 tal que 
(av
0 
, À)· e: U (onde U é ·a do.nínio da função g) para todo (v
0 
, À) 
Pertencente a v. 
Seja r:V~Z definida por r(a,À) = g{a.v
0 
,À) .Então,pé-: _ 
lo lema 4.1, lim a- 1 r(a:,À) ;: t(À) existe,para todo À_.,t = t(À-) ~ 
. Ct.-+-_0_ . 
continuamente diferenciável e t(O) = O. 
Seja h:V->N(L) definida por 
= {ÀPC(Àl[ v, +<>-'r(<>,Àl] + <>-'p~(<>v, +r(<>,XÍ ,X) 
ÀPC(ÃJ[v, + t(À)) . 
se <> f' O 
se a= O 
~ntão pelo lema 4. 2 h é contínua, D2 h é contínua e 
D2hr9,0.l = PC(O)v0 • Notemos que h(O,O) =O e N(L) é o espaço. 
gerado por PC(O}v
0
• Pelo teorema da fun_ção implÍcita ternos quê 
existem cr>O e U..'Tla aplicação contínua q: (-a ,a) ~JR tais que 
q(O) = o e h(<>, q(a)) = O, 
para todo <> com I<> I< cr. 
Para a ~ O, temos: 
h(<>,q(<>l) = q(<>)PC(q(<>JJ[ v 0 + <>- 1 r(<>,q(<>))] 
i- PR[<>V, + r(<>,q(<>)) 1q(<>l) 
Sabemos da equaçao (2.1) que encontrar (x,À) E S é 
equivalente a encontrar (v,À) e: N(L)~IR tal que 
XPC(À)[v + g(v,À)] + PR(v + g(v,À) ,À) =O 
e v to. Assim, 
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q(a)PC(q(a)) [v +a- 1g(av,q(a))] +a- 1PR(av0 +g(av +g(av,q(a) ,q(a))=O O o O G 
colocando p(a) = a- 1 g(av0 ,q(a)), pelo lema 4.1 concluirnos que 
lim p(a) = O. Daí, a-.•· 
(a"i + ap(a) ,q(a)) E S, 
para O <I a I < a • O 
4. 4 - OBSERVAÇÃO: 
(a) 
(b) 
A condição PC(O)~ ~ O é chamada condição de transversa-
lidade. A condição de transversalidade não é necessáriá. 
para bifurcação c·omo mostram os seguintes exemplos: 
Consideraremos X = lR L = O, C (À) = O, 
para todo elemento À de m e R(x,\) = ~ 2 para todo elemen-
toÃdem.. 
Segue da equaçao (II) que x 2 = O e S = $ , 
Neste caso N (L) = IR , a condição de transversalid~ 
de não é válida e nao existe ponto de bifurcação •. 
Consideraremos X = m. , L ;;: O , C {À) _ O para todo e-
lemento À de m e R(x, À) = ÀX 2 • 
Segue da equaçao (II) que Ãx 2 = O . Sendo 
S = {(x,À): F(x,À) = O e x -1 O) 
temos que À = O é ponto de bifurcação. 
4.5 - OBSERVAÇÃO: Um estudo mais refinado [ver c.j]pode reve-
lar que cada elemento de S suficientemente próximo de 
(0,0) em x 1.xJR está sob a curva a ~(a.v0 + p(a.) ,q{a)) 
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para I a I <a • 
Para ja]<cr, seja a-7{u(a),q(ci))t:X1xm. uma curva C
00
, 
solução da equação (II) bifurcando-se em À ~ O,isto é, u(O) = O 
e q(O) = O. Sendo que: 
2 ' . q.(a) = aq'(O) +" q"(Ol +a q'-"(0) + ... TI TI-
2 
' u(a) = au' ( 0) +a u"(O) + ~-u '" (O) + ... TI 3. 
o comportamento deste ramos de soluções podem .ser determinados 
calculando os coeficientes u' (O). u'•(o·), ... e q' (O), q"(O) ,_;:. 
Colocaremos h(a) = F(u(a) ,q(a)). Então h(a) = O, 
para todo Jo:] <a. Consideraremos as equações h' (0) = O, h"(O')=O, 
h'" (O) = _o,. etc. 
h(a) = Lu(a) + q(a)C(q(a)) [u(a)] + R(u(ti) ,q(a)) -O, 
para la I< a. 
h' (a) =Lu' (a) + q' (a)C(q(a)) [u<a>} + q(a)C( q(a)) \:u• (a>] 
+D 1R(u(a) ,q(a))u' (a) + D2 R(u(a) ;q(a))q' (a) =O, 
h' (O) =Lu' (O) + q' (O)C(q(O)) [u(O)) + q(O)C(q(O) [u' (O)] 
+D1 R(u(O) ,q(O) )u' (O) +02 R(u(O) ,q(O))q' (0) = O, 
atavés de um cálculo direto tiramos que: 
h' (0) =LU' (O) = 0, 
Assim, u'(O)oN(L). Se u'(O) =O temos que u(a) _O. 
vamos supar que u'(O)EN(L),{O}, 
• 
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h"(a) = Lu"(a) + q"(a)C(q(a)) [u<a)] + q'(a)C(q(a)) [u'(al] 
+ q'(aJC(q(aJJr'<aJ) + q(a)c(q(aJJ(u" "J] 
' . ' 
+DiR(u(a) ;q(C<))u' (C<) + D2 D1 R(u(a) ,q(a))u' (C<)q' (a) 
+D
1
R(u(a),q(C<))u'(a)u"(<l) +D
1
D
2
R(u(a),q(a))q'(a)u'(a}. 
+D,;'R(u(a) ,q(a))q' 2 (C<) + D
2
R(u(a) ,q·la))q"(a). 
E através de um cálcu~o direto tiramos que·: 
(4.5'1) h"('O) = Lu"(O) + 2q' (O)C(O)u' (0) + o:R(O,Q)u' 2 (0) =O 
e então 
Ph"(O) = PLu"(O) + 2q'(O)PC(O)u'(O) + PD1
2R(O,O)u' 2 10)= o, 
2q'(0)PC(O)u'(O) + PD 2 R(O,O)u' 2 (0)· =.O. 
I 
A cOndição de transversalidade assegura que esta equ~ 
çao determina q 1 (O) . 
Se q'(O) =O, então 
h"' (<l) =Lu'"' (<l) + q"' (a) C( q(a)) [u(C<l]+ q"(C<)C(q(C<)) [u'(aJ] 
+ q"(<l)C(q(a)) [u'(al]+q' (a)C(q(a)) [u"(al] 
+ q"(<l)C(q(C<)) [u'" (al]+ q'(a)C(q(aJJ\!>"(aJ} 
'f q'(a)C(q(a)) [u"(C<J] + q(<l)C(q(a)) [u" (ai] 
+ D
1
3 R(u(a),q(<l))u'(a) +D D 2 R(u(a),q(C<))u' 2 (<l)q'(<l) 
2 I 
+ 2DfR(u (C<) ,q (C<) ) u' (a) u" (a) +Dflll,R (u (a) ,q (a)) u'2 (a) q'(a) 
• '> D D R(u(C<),q(a))u'(a)q' 2 (a)+D D R(u(a),q(C<))u'(a)<j'(C<) 
2 1 2 1 . 
+ D D R(u(<l) ,q(C<))u' (C<)q' (a)+D 2 R(u(a) ,q(a))u 2 (a)u''il) 
2 1 I 
+ D D R(u(a) ,q(C<))u'(C<)q'(a)u"(a)+D R(u(a) ,q(a))u" 2i>) 
2 I 1 
h'" (O} 
e 
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+01 R(u(a) ,q(a))u' (a)u'" (a)+o:o, R(u(a) ,q(a))q'(a)u'
2 (a) 
+o1o, R(u (a) ,q (a)) q' (a) u' 2 ·( a) +02 0 1 Of(~ (a)~ (a) l. q' 1 a) u'(a) 
+01 [) 2 R ( u (à) q (a) ) q" (a) u' (a) +01 0 2 R ( u (a) , q (a) ) q' (a) u" la) 
+O 3 R ( u (a) ,q (a) ) q' ' (a) +.20 2 R ( u (a) ,q (a) ) q' (a) q" (a) 
2 2 ' . 
' . +O 1 0 2 R ( 1i (a) , q (a) ) q' (a) u' (a) +01 02 R ( u (a) >'l (a) ) u'( a) q'l a). 
' +0
2 
R ( u (a) ~ q (a)) q' (a) q" (a) +02 R ( u (a) , q (a) ) q '" (a) •. 
·Através .de um cálcul.o direto tiramos que: 
. 3 . 
;=Lu"' (0)+3q" (O) C(O) u'(O)+O, R(O ,0) 1Í3 (0)+30 2 R(O ,O)u(O)u" (O) =O 
1 
P ( 0) = PLu''( 0) +3q" (O) PC (O) u'( O) +P01
3 R( O, O) u'3 (O) +3P01
2 R( O, O) ti( O) u' (O) • 
Então, 
3q"(O)PC(O)u'(O) + P01
3 R(O,O)u' 3 (0) + 3P012R(O,O)u'(O)u"(O) =O, 
A condição de transversalidade assegura que esta equ~ 
çao determina q" (O) ;uma vez que u" (0) foi obtida como solução 
da equação ( 4 • 5 .1) • 
Se q 1 {0) ::::: O para i~.s -1 e qS·.tO) f O ,então a bifurcação e ·:. 
transcrí tica se s 
- supercrí tica se s 
- subcrí tica se s 
-e 
-e 
e 
impar 
par e 
par e 
qs(O)> O 
q"(o) <O .. 
Bifurcação 
Transcri. tica 
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lR 
Bifurcalão 
Supercr~tica 
X 
1 
BifUrcaçãO 
Subcrí tica. 
R 
Podemos ter q 5 (0) =O para todo elemento i de IN,co-
mo mostra o seguinte exemplo: 
X 
= 
X = m, L e o, c (À) = Id para todo elemento À 1 
e 
={-; exp(-x 2)senx- 1 se X ;' o' R(x,).) se X 
= 
o. 
Então se " ;' o temos que: 
F(a,q(a)) = aq(a) - ~exp(-a'l sen a- 1 =O. 
e a. ~(a,q(a)) é um ramo da solução não-trivial onde 
q (a) 
={e~(-a 2 )sen a- 1 
o . 
se a .;. O, 
se a =O. 
de lR 
Em particular, se --considerarmos a equação(II) linear 
( R_ O) teremos ·qi(Q), =O para:-.·bódo elemento i de ru. 
' 
ogggo 
CAP!TULO V 
BIFURCACÃO AO LONGO DE UU AUTORAIO NÃO-DEGENERADO 
Neste capítulo não restringiremos a dimensão de N(L). 
No'entanto,podemos encontrar uma solução da equaçao homogênea 
em N(L). 
ExpressandO ~ como série de Taylor na variável x,te 
mos: 
R(x, À) . 2 = ~(O,À) + D1 R(O,À)X +}o1 R(O,À)x 2 
R{x, À) r 5 l k ,. k 
= k=Z k!D 1 R O,À)X + H(x,);) 
onde k D R(O,À): 
1 
xk~x é k-linear e simétrica 
1 
e 
JJ!i(x,À)JJ/11 x I~+ O quando li x 111 -+ O 
Sejam Nk:N(L)~X definida por 
e 
'\;:N(L)->N(L) definida por 
'\ = PC(O) + PNk 
5.1 - TEOREMA~ Suponhamoh que exiote s?2 tal que: 
1- Nk - O pa~a todo k~s-1, 
2- E xi.-6 te. z0 E N(L)-...{0} ;tat que M(z)=O, 5 ' 
3- DM
5
(z0 ) :N(L)->N(L) ê homeomo~6lomo tl•ea~. 
+ • • • I 
E•;tiío À =·O i um po•t:o de. bl6uJLoaçiio da equação (li), 
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1-6to. é.,e.x.i&.te. urna eon&.tante. cr>O e. uma. aplicação con-
.t1.nua. p: (-cr,cr)-!>X ta'l qu.ei 
l 
p(O) =O e (az, + ap(a) ,as- 1 ) E s, 
paJta O <I ai< o . 
Para. demonstrar este .teorerna,precisamos dos sequintes 
resultados_: 
Sejam z €: N(L),{O} e q(z,a) = g(az,a5 - 1). Então q.e~ 
tá definida sobre uma vizinhança aberta de (z,O) em N(L) xiR. ._ 
5. 2 - LEMA: Sob ah hi.pÕteHh do teoJtema 5 .l temo• q u.e: 
lim a-(s->lq(z,a) = O 
a+ O 
e lim ~ g(az,~ 5 - 1 ) =O. 
(X-+0 . 
DEMONSTRAÇÃO: 
Provaremos que lirn ·a-(s-I)q(z,a) = O por indução. 
ll+O 
Para s = 2,o resultado segue do lerna(4.1) 
Suponhamos que s>2 e que lima-kq(z,a) = O, 
a+o 
para todo k< s-1. 
Então pela definição da função -g,isto e, 
para (z,a.) e: UCN(L) xJR, temos _que: 
Lg(az,a5- 1)+a5- 1QC(a5- 1) [az+g(az, aS-1)]+QR[(a.z+q(z,a) ,a.s- 1]= O, 
e 
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-La- (k+ 1) q ( z ,a) =a5 - (k+>) QC (as-l) ~z+q ( z ,a i] +a- (K+ 1 ) QR[a.z+q ( z ,a) ,as.-~ 
Sendo que k~ s-t, o primeiro termo à direita da igua! 
·aade tende a ze_ro ,quandq a tende a z·ero. 
Desenvolvendo em séri.e de Taylor o segundo termo da i--
_gualdade acima,vemos que o seu primeiro termo não-nulo é da fór-· 
ma: 
-(k+l) 2 
a2 , [QD R(O,a5 -
1 ). (az + q(z,a)) 2] 
• 1 
para a 'I O. 
Temos por hipótese que 2 . -D1 R(O,O) = O. Assim, 
(-k+l) (-k+1) ' . . 
.TI [QD
1
2
_R( O, a 5- 1 ).( az+q ( z, a) ) 2 J -~! {a 2 Q [D
1
2 R( O, a 5- 1 ) -q2 R(O, O)]z 2 
+ 2ak+ 1 QD12 R.(Q,aS~ 1 )[za-kq(z,aJ 
+ a 2kQofR(O,a5 - 1 ) (akq(z,a)) 2 ); 
%i--k+l) [9D12 R(O,a•-1 ) (az+q(z,a)) 2]-i1JQD2 D:R(0,0)[9.5;a 2 a-k+ 1 z~ 
+ QD1
2R(O,a5 - 1) za-kq(z,a) 
k-1 k 
+TI QD:R(O,a"- 1 ) [a· q(z,a)]' 
Quando a tende a zero, o:R(O,a5 - 1) é limitada e pe-
la hipótese da indução -k a q (z,a) tende a zero . Daí 
.. o. 
E de maneira sirnilar···vê-se que as demais derivadas -
o1 R{O a5- 1 ) envolvidas na série de Taylor 1 tendem a zero quan-1 • ' 
do À tende a zero,para i~ s-t. Finalmente, consideraremos o -
. resto, que tem a seguinte propriedade: 
quando. JJxJJ + O. 
1 
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[JH(x,XJJJ I JJxJ[5 -1+ O , 
! 
Desde que, 
Jl a-(k+l)QH(aztq(z,") ,a•·•) Jl <>lal-(k;.J li az+q(z,a) JJ•-:-'11 az 
e 
+ q(z,a) 11 1 -;s IIQH(az+q(z,a) ,as->) li-
laJ-(k+•l !laztq(z,a) JJS-l = lal -(k_+z) JJ z+a· 1.q(z,a) JJ•-•, 
I 
quando ex tende a zero ternos que a.- 1q(z,a.) tende a zero.Assim, 
-(k+•) s-• JaJ iJaztq(z,a) JJ
1 
é limitada para k< s-i e por (S.2.l) 
deduzimos que: 
•-s J[QH(az+q(z,a) ,a 5 - 1 ) JJ. :Jaztq(z,a) JJ + O, 
quando ct -+0. 
Finalmente, -La-(k+nq(z,ct) -+0 , quando a +O ;isto-
prova a primeira asserção do lema. 
Como g é C~ temos que lim D1 g(cxz,a5 1 ) = D1 g(O,O), (l+O 
assim do lema(4.l) segue-se que D g(O,O) = t(O) =O • O I .· 
5.3- LEMA: Sejam B ={z e N(L): J,JzJJ < !Jz, 11 +l } e 
h ( z, a) 
h:Bx(-v,v)~N(L) definida por: 
=[ PC(aS- 1 ) [z+a- 1q(z,al]+a- 5 PR(az+q(z,a) ,a5 - 1 ) 
M ( Z) , 
s 
-e de6in.ida po!t: 
.&e cx :1 O, 
.6e. a= o. 
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Então Q e D1h ~ao tont1nua6 hob~e uma vizinhança a 
beJt:ta de (z 0 ,0) em N(L) xiR. 
DEMONSTRAÇÃO: 
Seja z c B.Provaremos primeiramente que h é contínua 
em (z,O). 
Pelo lema (4.1) ternos que a-lq(z,a) tende a zero 
quando a tende-a zero. 
PC(a8 • 1 ) [z+a- 1q(z,al] • PC(O)z, 
quando a -.. O. 
Se s>2, o primeiro tei:rno da série. de Taylor para 
e 
[az+q(z,a)] 2 
-2a8 PD
1
2 R( o ,a"-!) za- < s- 1 l q ( z, a) 
+a z (s-1) PD~R(O ,as-1) ~- (s- d C[ ( z.~~l. 
Através de um cálculo direto tiramos que: 
-s TI PD~R(O,a5- 1 ) [az+q(z,a)] 2 + o, 
quando a+ O. 
Agora; 
-s :s 1 TI P[)i R(O,n 5 -i) [nz+q(z,nl] 
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3 c 2 ' ( s-i) 3 ) +---zr-PD1 R O ,_a - q {z,a } 
-s 
=a {a 3PD D3R(0 O)aS-lz 3 TI 2 1 ' 
+.3a5 + 1PD1
3R( O ,c1P- 1) z 2 (a- (s- ~) q ( z; a)) 
+~ 2 T [a2s-tpo:R(O ,~S-t) z (a- (s-1) q (z,Q:))j 
+l.J a.' (s-i)PDi3 R(Op)[jn-(s-dq(2j(l) 'JJ. 
2. . . 
Quando a ' tende a zero, [\ R(O,a5 .,... 1) é limitada e. 
a-(s-l)q(z,a) tende a zero. Assim, 
Usando o binômio de Newton para as demais derivadas-
da série de Taylor
1
temos que: 
-s s i s s 
=a {PD1 R(O,a5 - )a z 
+sPD:R(O,a 5- 1)aS-lz5- 1q(z,a) 
+s(s-l)PDSR(0,aS-t)as-2ZS-2q2(z,~+ 
. i 
5 s-t s + ••• + ••• +PDiR(O,n )q (z,n) }. 
As derivadas até ordem s-1, de maneira similar ten-
deffi a zero quando a tende a zero. Considerando a s-ésima deri 
v a da ternos: 
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5 ( s-1 s 
= + ... +PD 1R O,a )q (z,a). 
Quando a tende a zero
1 
D~R{O,a5- 1 ) é lirnit.ada e 
Finalmente, consideremos o res.to H da sé::ç-ie de Tay-:-
lar, sendo que : 
(5.3.1) [[H(x,Al[[ !llxtt"+ 
1• 
O; 
quando [[x[[ + O· 
1 
lla-9 PH(az+q(z,a) ,a9 - 1 ) li .:[a[-5 [[az+ 
• 
e quando 
(5.3.1). 
então 
+q ( z, al!l ~ li PH ( az+q ( z, a) , a s- 1 ) I U [ az 
-s 
+q(z,al[[ 
1 . 
s 
[[z+a- 1q(z,a) 11 1 
s 
a tende a zero [[z+a- 1q(z,al[[ 
1 
e limitada e por -
Assim, 
-s [[PH(az+q(z,a) ,a9 - 1l[[. [[z+q(z,al[[ +O, 
l 
lim h(z,cx) 
!I+ O 
= PC(O)z + PD9R(O,O)z9 
1 
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lim h(z,a) = M (z) 
a?o s 
donde concluímos que h é contínua. 
Provaremos agora que D h é contínua em 
1 
( z, O) .• Usan-
do a série de Taylor para a aplicação R, a aplicação h pode ser 
escrita 1 para a # O 1 corno 
h(z,a) = PC(~5 - 1 ) (z+a- 1q(z,a)j+Ek:Z 
+n-5 PH(az+q(z,a) ,a5 - 1) 
-k 
a 
IT 
k (az+q(z,a) J. 
onde JJH(x,1.)JJ I JlxJ~ .. O quando JJxJ\ .. O • 
• Da~, 
-k k 
D1h(z,a)v = PC(a
5
-
1) [v+o,_ g(az,a5 - 1)vj+E 5 kg,_ •. PD1 R(O,a5 - 1) [az 
. k=2 
. k-1 
+q(z,a) J [av+aD1 g(az,aS- 1)v]+a-5 PD1 H(az+q(z_a),a5"
1l(av 
+an1 g(az,a5 - 1 )v]. 
Corno por hípótese 1 k 
- ITD1 R(O,O) :: O, para k~ s-1, temos que: 
-s 
0
1
h(z,a)v = !?C(a5 - 1 )(v+n
1
gtxz,a5 - 1 )v]+h PD1R(O,a5 - 1) [a z 
+q(z,a) ] 5 - 1 [av+aD g(az,a5- 1 )v]+a.-5PDH(az+q(~a),a.5-9fav 
1 1 c 
+ D g(az,aS- 1)v] . 
1 
Através de um cálculo direto tiramos que: 
PC(O) v + s s PD1 R(O,O)z v , 
quando a tende a zero. 
Portanto; 
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quando a. tende a zero. e o
1 
h é cont!nua. O 
DEHONSTRACÃO DO TEOREMA 5 .1 
Consideremos a equaçao 
Se (z,a) é solução da equaçao acima com z ~ O, en-
tão (az,aS- 1) é solução da equação de bifurcação (2.1). 
Vaffios encontrar uma solução da equação acima na vi-
zinhança de ( z 0 '·O) , .usando o teorema da função implÍcita. 
Seja B = {z < N(L): !lzll <; )]z0 jj +11. Então existe u-, 
ma constante .v> O tal que {(az,aS- 1): ]a]< v e z e: B} está-· 
contido no domínio da função g. 
h ( z, a) 
Seja h:B }(. (-v,v)-+N(L) definida por· 
=I PC(a 5 - 1) [z+a- 1q(z,al]+a-5PR(az+q(z,a) ,a5 - 1) 
1 MS ( Z) 
onde q:B X (-v,v)-+Z' aefinida por 
q(z,a) = g(az,a.5 - 1 ). 
se a. j O, 
se a = O 
Segue do lema 5.3 que h e D1h sao contínuas na vi 
zinhança de (z 0 ,0). 
Dos itens 2 e 3 da hipÓtese, concluimos que:. 
h(z
0
,0) =O e D1 h(z 0 ,0):N(L)-+N(L) é um homeomorfismo linear. 
Pelo teorema da função implícita,existem uma constante 
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cr>O e uma aplicação contínua $:(-cr,cr)~N(L) tal que $(0)=0 e 
h(z0 +~(a) ,a) =O, para ·todo la!< cr •. Ou ainda 
para I a·! < cr. 
Colocando 
ent·ão, 
e 
para O <I a I< cr. O 
5.4 -OBSERVAÇÃO: 
A solução z da equaçao (5.1.1) é chamada de auto4aio. 
o 
Um autoraio tal que DH5 (z0} :N(L)~N(L) e horneomorfis 
mo linear, éharnamos de não-degene4ado. 
5.5 - OBSERVAÇÃO: 
No caso onde sé impar,consideremos a mudança de vari 
áveis v= az e À= -a 5 - 1 .Isto no~ conduz ao segui~ 
te resultado: 
~ = -PC(O) + PNk 
e 
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5.6 -TEOREMA: Suponhamo.& vâ..t.ida.6 ali hi..pôte..õe.-6 do t.e.oll..c-ma 5.1, 
. ~~Oedndo Ms po~ Ms . En~~o ~ = O é ponto de b~6u~ed~ão 
e 
pMd O<lal< a. 
DEMONSTRAÇÃO:. 
Análoga a demonstração do teorema 5.1. 
Note que se s é par, este resultado está contido no 
teorema 5.1, desde que 
CAPÍTULO VI 
PROBLE~IAS VARIACIONAIS 
Estaremos considerando neste capítulo as seguint~s hi 
póteses adicionais: 
X -e um espaço de Hilbert ·e os operadores c e R sao in-
dependentes de À •. 
Portanto, a. equação- (II) pode ser escrita como 
Lx + ÀCX + .Rx =o, para (x,À) E xl X lR. 
Suporemos que L+R é o gradiente de um funcional,is-
to é, existe uma função diferenciável f:X~~ tal que 
para u,v € X1 , onde < , > denota o produto interno em X. 
6.1- LEI1A: -e. u.m gJta.d-i.e.n.te. 
<Lv,w> = <Lw,v> e <R' (u)v,w> =<R' (u)w,v> , 
·_ pa.Jt.a. .todo u,v,w E X 1 -I .6 .to e, .6 e e. .6 om e.nte. h e., L_ e 
R' (u) h/10 ll .i m ê..tiL.i ca.ll õabJr.e X ,pa.Jta. toda u e x1 • 1 
DEMONSTRAÇÃO: 
Suponhamos f:X1 ~1R - tal que que e 
f'(u)v = <Lu+Ru,v> , 
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para todo u,v e x
1 
Então, 
f"(u)vw = <Lu+R' (u)w,v> 
para todo u,v,w E X1• Desde que, e simétrica te 
mos que: 
<Lw+R'(u)w,v> = <Lv+R'{u)V,w> 
. ' 
para todo u,v,w E X1 • 
Colocando u =O e sendo R'(O) _O ternos queõ 
<Lw,v> = <Lv,w>. 
Portanto, L é simétrica sobre ~ • 
Agora, 
<Lw+R' (u)w,v> = <Lv+R' (u)v,w>, 
<Lw,v> + <R'(u)w,v> = <Lv,w> + <R'(u)v,w>, 
<R' (u)w,v> =<R' (u)v,w> r 
donde concluimos que R' (u) é simétrica para todo u E X-)_. 
ReCÍpt6camente, suponhamos que L e R'(u) são simé-
tricos sobre X1 , para todo u E x 1 . 
Seja f:X1 ~IR definida por 
f(u) = J: <L(tu)+R(t,u) ,u> dt • 
Donde, 
1 
f(u) = J, <L(tu) ,u> dt 
1 
= f < tL(u) ,u> dt 
' 
1 
= J t < Lu,u> dt 
' . 
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1 
+ f <R(tu) ,u> dt 
' 
1 
+ J <R( tu) ,u> dt 
' 
+ ( < R(tu) ,u> dt 
=..l,__<Lu,u:> 
2 
1 
+ I <R( tu) ,u> dt 
o 
Derivando a função f temos que: 
1 . 
f' (u) v 1 = 2 <L~,u> + 1 .L - < u,v> 2 + f ( < R' (tu) ; V' 
' 
+ <R(tu),v> )dt. 
Por hipótese L é simétrica daí 
J
1 
f' (u)v = <Lu,v> + d < R(tu) ,tv> 
o dt 
= <Lu,v> + <Ru,v> 
= <Lu+Ru,v>, 
para todo u,v E X1 O 
6.2- OBSERVAÇÃO: 
dt 
Suporemos no próximo teorema que C 8 B(X ,X) é 
1 
diente de um funcional convexo.Isto é equivalente 
que C é simétrica e não-negativa sobre x 1 • 
o grª-
dizer 
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6.3 - TEOREMA:: Seja L+R um glla.die.n:te.. e lle..ja. c o gtt.a.d.tente. de. 
um üu.nc.iona.l. c.onve..xo.Su.ponh"a.mq-6 que 0< d.im N(L) <co , 
C(N(L))CN(L) e que existe ~>O tal que 
<CV,v> >a 1\vll' , 
paJLa todo v < N(L). Então À = o i ponto de b.ifiLLJLoaçá:o -
da eqLLação (II). 
Para demonstrar o teorema precisamos do.seguinte lemá: 
6.4- LEMA: ~oba~ h.ipÕteHh do. teoltema 6.3 , h:U-,>JR de6.in.i-
da po1!. 
À + <R(v+g:(v,).)) ,v> se v 'i' O, 
h(v,).) = < Cv,v> 
À se v = o 
DEHONSTRAÇÃO: 
Seja (O,À) EU. Provaremos que h e continua em {O,À,·. 
Para isto,é suficiente mostrar que: 
quando llvll + O , pois 
I ~ R ( v+g (v, À) ) , v> I !I< R ( v+g (v, À) ) > li . li v li 
----------------< [Vide A.l2] 
l<cv,v>l I<CV,v> I 
e da hi.PÓtese temos que.: 
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[IR(v+g(v,~))ll • llvll IIR(v+g(v,~llll . llvll 
-----,-----'--1 __ _..1 " . 1 1 
I<CV,v>l "llvll 
I 
então,. 
lim· 
llvil"" 
I <R(v+g(v,~)) ,v> I 
l<cv,v>l 
Sabemos que: , 
' ~ { llvll 
~ llvll 
Desde que, 
IIR(v+g(v,~llll 
" li v 11 l 
2 t/2 
+ I!Lvll) 
pois v E N(L) ,, 
i!R(v+g(v, ~)) - R(Ollk ~ 
llv+g(v,~lll 
. I 
~ o 
IIR(v,~) 11 
é suficiente provar que llv+g(v,~lll,/ llvll . e limitada quando 
11 vil .,. O. Agora, 
lirn Jlv+g(v,~) - g(O,~lll, ~ lirn 1 
IIVIf>o li v li M•o 
assim 
, 11 g(v,~) - g(O,~) 11, 
11 v li 
11, llv+g(v,~) - g(O,Ãlll IIVl~ 11 V li ~ l+D1 g(O,~)v. 
Sendo D1 g(O,À) limitada, então llv+g(v,~) IIJ llvll é li 
rni tada quando li v li tende a zero . 
Portanto, 
• 
quando 
IIR(v+g(v,À)) Jk = 
IJviJ 
llvll + O. 
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11 R(v+g (v, À)) 11, 
llv+g(v,À) 11 • 
~v+g(v,À) 11, 
llvll 
+ o • 
Provaremos agora que D h(v,À) 
2 
é contínua em (O,À)EU. 
Sendo 
D2 h(v,À) 
<DR(v+g(v,À))D2 g(V,À) ,v> 
<cv ,v>'· se .v;.o, 
se v:: O, 
basta provar que : 
quando 
<DR(v+g(v,À))D,g(v,À) ,v> · +o, 
llvll + o. 
Cornà 
< cv ,v> 
IIDR(v+g(v,À))D2 g(v,À) 11· ~vil 
1 < cv,v> J 
(Yide A.l~ e da hipótese temos que: 
' 
11 DR ( v+g (v, À) ) D2 g (v, À) ij IIDR(v+g(v,À) )D, g(v,).) 11 • li vil ~ 2 
I < Cv,v> I a llvll 
então 
I <DR(v+g (v, À)) D2 g (v,~) v> I 
I< cv,v>l 
< IIDR(v+g(v,À)D2 g(v,À) 11 ~ a llv ~ 
Agora é suficiente provar que 
11 DR ( v+g (v, À l ) D, g (v, À) 11 
li vil 
+ o. 
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quando llvll + O. Desde que DR(O) = O, basta provar que 
llo, g(v,À) I( I li vil é limitada quando li vil tende a zero. 
quando 
e orno 
llo,g(v,À) 11. = 
Ud 11 o, g (v' À) - o, g (o 'À) li. llvll 
11 v 11 + O ternos que: 
·llo,g(v,À) - b,g(O,Ã) li 
li vi\ 
e sendo li O, 02 g(O,Ãl.ll limitada, então IID, g(v,Ã) U I Uv~ e limita 
da. Daí segue que D2 h é contínua em (O,À) EU. O 
DEMOS TRAÇÃO DO TEOREHA 6 .1: 
Sejam C(z) E C(Z) e w E N(L) .Desde que z e IrnL0X1 , 
então existe x c ~ (L) tal que: 
L (x) = z • 
Assim, 
<C(z) ,w> = <z,C(w}> , 
= <Lx,C(w}> , 
= <x,LC(W)> 
. 
Como C(w) E N(L) ,pois C(N(L))CN(L), segue que: 
LC(w) = O 
e 
<C(z) ,w> = O, 
• 
para todo w c N(L). Portanto, 
.L 
C(z) E N(L) 
-so-
e 
.L 
C(Z)C N(L). 
Como C e R independem d~ À, a equaçao (2.1) se es 
creve da seguinte maneira:. 
ÀPC[v+g(V,À)J -i- PR(v+g(V,À) ,À) = 0. 
J. 
Como g(v,À) E Z então C(g(v,À)) E N(L) e PC(g(v,À))=O. 
(6.3.1) 
h(V,À) = 
As-sim 
À PCv + PR[v+g(v,ÀJ} =O. 
E para qualquer sOlução de ( 2 .1) temos que: 
À <Cv,v>· + <R(v+g{v,À)) ,v> =. O .. 
Seja h:u~m definida por 
À + <R(v+g(v,À)) ,v> 
<CV,V> 
À 
sev-:f-0, 
se v= O. 
Então, pelo lema 6.4 concluímos que h e 0
2 
h 
tínuas numa vizinhança de (0,0) em N(L) x lR. 
-sao con-
Desde que h(O,O) = O e D2 h(O,O) = Id , segue do te 
orerna da função impl!cita que exist"em uma vizinhança aberta V 
de zero em N(L) e uma aplicação contínua !p:V~lR tais que 
$(0) =O e h(v,ljr(v)) =O, 
• para todo v € v • 
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W é diferenciável em V,exceto possivelmente no ponto 
zero. Podemos escolher V suficientemente pequeno tal que 
(v, I)J{v)) pertence a U para todo elementó v de V. 
Para resolver a equaçãO de bifurcaçãO (6. 3 .1), ·pre·ci-
sarnas encontrar um elemento v de V,{Q} tal que 
(6.3.2) $(v)PCv + PR(v+g(v,$(V)) =O. 
·seja q.:v~z defin.i:da por 
~(v) = g(v,$(v)). 
s_ejam a.:V_,.JR e B:V-?>m definidas por 
a {v) = f {v+${ v)) e B{v) = <C(v+~(v)) ,v+~{v)> , 
ou seja, 
B{v) = <Cv,v> + <C~{v),~{v)>, 
para todo elemento v de V, pois 
B{v) = <Cv+C~{v) ,v+~(v)> , 
C(Z) e 
= <Cv,v> + <Cv,q,{v)> + <C<f>(v) ,v>+ <C<f>{v) ,$(v)> 
Como 
C ( Z) 
-$(v} e um elemento 
~ 
está contido em N(L) 
<v,C$(v)> =O. 
Por outro lado, 
deZ, C(q,(v)). pertence 
,segue-se que 
< v,C~(v)> = <Cv,~(v)> 
a 
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donde se conclui a afirmação. 
Tentaremos minimizar a relativamente -a 6(v) =E , 
isto é, mostraremos que,para e>O suficientemente pequeno,eS-
te mínimo_ é alcançado em 
M(&) = {v E V l 6(V) =E}. 
f claro que, ~era nao pertence à M(~) 
para todo v e V·-
2 
e 6(v)>n!lvll 
Escolhendo E suficientemente pequeno, vemos que M(~} 
está contido em W'{O}, onde W é um.a Vizinhança aberta de zero 
em N(L) tal que wcv. 
Como dim N (L) é." fiiri.ta e S contínua sobre V , Con-
cluimos que- M(s) é compacto. Sendo a.:.V~JR. _contínua, existe -
v
0
€ ~1(E.) tal que a(v0 )~ a.(v), para todo v e: M(e:)~ 
Desde que, 1.\1 é diferenciável sobre V'{O}, temos que 
a e S são diferenciáveis em uma vizinhança de M(E). 
Para E. pqsitivo e suficientemente pequeno,temos que; 
6' (v) v'! O, 
para todo elemento v de M(e:) • 
De fato, através de um cálculo direto tiramos que: 
S'(v)v = 2 <Cv,v> + 2<C\fl(v},<fl'(v)v> .. 
Quando 11 v 112 tende a zero temos que·: 
<C$ (v) ,dl' {v) v> 
11 v 11" • 
o ' 
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e este resultado sera mostrado a seguir no lema 6.5. 
Assim; 
!s'(v)v 
2 > n .llvll 
2 
Pelo teorema de. Lagrange [vide 
existe ~ e JR tal que 
a' (v
0 
)w =. ~~S' (~ )w, 
para todo elemento ·w de -N(L). Isto e, 
para todo elemento w de N(L). 
• 
A.l3 J temos que: 
Por outro lado, o funcional f é c' gradiente de L+ R 
e o primeiro membro de (6.3.3) pode ser escrito da seguinte ma 
neira: 
(6.3.4) <L(v0 +$(v0 ))+R(v +$(v0 )),W+$'(v0 )w> , 
para todo elemento w de N(L). 
Como L é linear e v pertence a N(L) resulta que: 
L(v0+$(V0 )) = L(~(v0 )) 
e daí a expressao (6o3.4)se escreve como 
(6.3.5) <L(~(v ))+R(v +~(v )),w+~'(v )w>, 
o o o o 
para todo elemento w de N(L) . 
Agora, 
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R(V +~(V)) 
o o 
+ Q[R(v +t(v l] 
o . o 
.e 
<v,w> = o,· 
para todo elemento v de Im(L) • 
Segue-se que (6-.3.5) pode ser escrita da segu_inte rnane 
ira: 
(6.3.6) <R(v0 +~(v0 )),w> +<Lt(v0 )+QR(v0 +~(v0 l),t'(V, )w>. 
O segundo membro de (6.3.3) pode ser escrito como 
(6.3.7) • 
De ·fato, 
C(v0 +q:.(v0 }) ,w+<fl' (v0 )w = ~<Cvc ,w> + .; <C<fl(VG) ,w> 
+ f; <Cv0 , <11' ("o )w> + 1; <C$ (v0 ) ,q:.• ('fj)w> 
e 
j_ 
C(t(v
0 
)) e N(L) , C(v0 ) e 
..L 
N(L) , t'(v IW e 
o 
Im(LI • 
(6.3.8) 
-Da expressao (6.3.6) e (6.3.71 temos que: 
<R(v0 +t(v0 I) ,w> + <Lt(v0 I+QR(v,+~('biw> 
= I; <Cv
0 
,w> + ~ <Cv
0 
,cj>' (v0 )w> ·, 
para todo elemento w de N(L) • 
Agora da definição de g (e $) temos que : 
. (6.3.91 L(~(v0 l) + QR(v0 +$(v0 l) + ,P(v0 IQC[v, +~(v0 I] = O, 
-ss-
para todo (v,~(v)) pertence a U onde U e uma vizinhança aber 
ta de (0,0) em N(L) xlR. 
Como Cv0 E N(L) e C~ (v0 ) E N(L) ·temos que: 
QC (v0 ) = O e QC~(~) = C~(v0 ). 
E {6.3.9} pode ser escrita da seguinte maneira: 
L~(v0 ) +QR(v+~(v)) =-,P(v0 )C~(v0 ) • • o o 
As_sim, 
(6.3.10) <L~(v0 )+QR(v0 +~(v0 )) .~'(v0 )w>.= -w(v0 )<q(v0 ) .~'(v0 )w> 
para todo elemento w de N(L) . 
Agora da definiç_ão da aplicação W temos que: 
h(v,$(v)) =O, 
para todo elemento v de V, onde V -e uma vizinhança aberta --
de zero em N(L). Mas, 
Assim, 
(6.3.11) 
<R{v 0 +1.jl{vn)) ,v0 > 
<Cv 0 ,vog> 
+ $(v 0 ) -O. 
Considerando w = V
0 
em {6.3.9) temos que: 
<R (v0 +cfl (v0 ) ) , v 0 > + < L$ (v0 ) +QR ( v0 +cjl ( v0 ) ) , $ ' ( v 0 ) vo > 
=Ç<Cv
0
,v
0
> + 1;<C·<t>(v
8
·),tf>'(v0 )v0 >. 
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De (6.3.10) e (6.3.11) segue que: 
-;p(w) <Cv
0 
,v0 > - lp(v0 ) <Ccll(v0 ) ,(jl' (v11 )v0 > = !;<Cv0 ,v0 > 
+f;<C~(v0 ),~'(v0 )V,>. 
Desde: que, 
segue que 
c: = -w(v, > • 
Portanto (6.3.7) e (6.3.9) mostram que: 
para todo elemento w de N(L) • 
-Assim demonstramos que v satisfaz a equaçao de bifurca-
çao (6.3.2) e (v0 ,iJ(v0 )) satisfaz (2.1). 
Para completarmos a demonstração , precisamos mostrar 
que v tende a zero quando E tende a zero. Mas isto segue do 
o 
fato que: 
E = S (V0 ) 
= <Cvn ,v6 + <Ccjl(v0 ) ,<jl(v0 )> 9 a. \l"oll 
2 O 
6.5- LEMA: Sob ah hJ..pÕt:e..6 e..õ do .te.oJLema 6. 3 , 
2 <C~(V) ,~'(v)>/ [[v[f _,. O, 
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quando llvll .. O. ~'(v) :N(L)~Z deno:ta a dett.i.oadd.·da>apLéca-
çao ~ :V--<>Z dada polt · 
~(v) = g(v,lji(V)). 
DEtiONSTRAÇÃO: 
Da desigualdade de cauchy-Schwarz [vide A.l2] temos: 
I< C<j>(v) ,<j>' (v) v> I < IIC<b(v)lf,. h' (v)vl. 
llvl\ 2 
Como 
llv 11' 
C E B(X ,X) temos que: 
l 
l!c~(v) \\, h' (v) vk H c!!, 1\ <j>(v) \!,I\ <I>' (v) v\\,< KJI d> (v)!!, h' (v) v!\, 
1\v\! 2 ' \lvr ' 1\vll' 
onde K é .llllla constante. Daí, 
\\<q(v) •<I>' (v)v>\11 !\v~' 
< K \!p(v) \1..\\<1>' (v)vfl, 
!\v\\' 
Assim. e~suficiente provar que: 
quando \lv\\ -> O 
Então, 
llo<vl\\.. llf<vlv\1, .. o 
llv\1 
.IL!M.1vl = \1 g (v, w (v) ) 11, < I! D, g (e O) v, ld \1, .I\ v 11, com 0 < 6 < 1 • lfv!f 1\v\1 ' llv!i ' 
Como· ro g.o c e D1g(O,O) = o segue que: 
~ .. o' 
quando \\v\1 -> O 
Para completarmos a demonstração, precisamos provar que: 
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11 ~' (v) 11, é limita da, quando 11 v !I tende- a zero. 
Agora,para w E N(L) e v E V com v f O temos que: 
~·(v)w = o.,g(v,I/J(v))w + o,g(v,I/J(v))I/J'(v)w. 
Como D1 g(v,lJ!(v)) e 02 g(v,I/J(v)') tendem a zero quando 
· I] v[[ tende a zero, é suficiente provar que $' (v)w é limitada 
quando 11 v 11 tende a· zer.o; 
Mas,pela definição de f , 
h(v,I/J(v)) = O , 
para todo elemento v de u. Assim, 
(6 .5 .1) D1 h(v,I/J(v))w + ~ h(v+I/J(v))I/J'(v)w =O , 
para todo elemento w de N(L). 
Pelo lema 6.4 ternos que 
D h(v,I/J(v)) ~ Id, 
' 
quando v tende a zero ,onde Id é aplicação identidade de N(L) 
em N(L). 
Agora provaremos que ~h(v,lJ!(v)) 
li v li tende a zero. 
Sendo, 
D h(v,I/J(v) )w 
1 
= <DR(v+<j (v) [i.+~' (v)w] ,v> 
<Cv,v> 
-2< R{v+$ (v) ,v> <Cv,w> 
<Cv,v> 2 
-e limitada quando -
+ <R(v+<j>(v)),w> 
A desigualdade de Cauchy-Schwarz fornece que; 
• 
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Jo,h(v,~(v)) I.,; !IDR(v+4(v)) [w+d>'(v)w] lll!vl! + !JR(v+p(v)!l.l!wll 
J<Cv,v>! 
+ 2i!R(v+<l(v))!l.!!vll.llcl!l!v!l !wij 
2 I<Cv,v> I 
Da hipótese temos que: 
lo h(v,ljJ(v))l ~ ~DR(v+p(v))[w+o'(v)wJI!.I!vll+ IIR(v+o(v)!I.Jiwll 
1 
ac!lvll 2 · 
+ 2l!R(v+<IJ(v)J!.IIvl!.!!cl[.llvl!.!lwll· 
" !lvl! ' 
2 
Como DR(O) =O e consequentemente IIR(v) 11 I !lvll é li 
mi tado quando 11 v 11 tende a zero. 
Para provar que: 
\l R(v+<$ (v)) IJ. !lw 11 
li vil' 
.. o. '· 
quando Jl v \1 -+.O, e suf.iciente provar que 
quando !I v 11 + O· 
!!v+p (v) 11 
\I vil' 
Ternos que: 
IIR(v+p(v) 1!. llwll 
!lvll
2 
2 
= 11 R(v+<l> (v) li. 11 v+<l (v) l!.llw 11 
llv+<jJ(vlll 2 !lvl! 2 
como 
seque que: 
<!lvll +l!p(vlll 
li vil 
. 11 v+p (v) 11 é limitado, quando 11 v 11 tende a zero. 
li vil 
I 
e limitado 
Agor~, sendo D urna aplicação continua temos que: 
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lim DR(v+p(v)) [w+<j>' (v)w] 
2 IIVIJ.o ~JJv[l 
= D lim R(v+p(v))[w+f(v)w} 
M""' llvll. 
= o. 
Assim concluímos que Dl h(vttjJ(v)) -·e lirni ta da, quando -
JJvll tende a zero e por conseguinte \\4' (vl[\ é limitada. D 
6 .• 6 - OBSERVAÇÃO: 
Notemos que a conclusão do teorema 6.3 r~o contém a a-
fir.mação de que existem curvas contínuas de soluções nao-
triviais bifurcando-se da solução básica,como ocOrre nos 
teorem"as 4.3 e 5.1 • E tal afirmação não é possívei,como 
mostrá. o séguinte exemplo dado por BÕhrne !Yer B. 2]. 
Seja q,:m2-+m uma função m C tal que 
t!>(t + 2n,s) = tjl(t,s + 21f)·= !f>(t,s) 
:para todo t,s pertencentes a IR. 
Suporemos que 
2~ 
J 4(t,s)ds 
o 
para todo t pertencente a lR • 
Se 4::IR 2 ~IR é definida.por 
2TI 
= o , 
·~(t,s) = J 4(t,r)dr , 
o 
para todo t, s pertencentes a IR ,então t é C00 e 
~(t+2n,s) = 4l(t,s+2rr) = c1l(t,s) , 
para todo t,s pertencentes a m. 
Seja f :lR~:R definida por 
' 
' 
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se p >O, 
se p >O 
onde (p,8) sao coordenadas polares de (x,y} pertencentes a IR 2 • 
Seja R:m. -+lR 2 o gradiente de f. consideremos a equaçao 
.(II) onde X=X =m 2 ,L=O e c-::Id,istoé, 
1 
gràd f(x,y) + À(x,y). = O • 
Colocando 
F(p,e) = {:r"-',e)exp-p-2 
ternos que (II) e equivalente a. 
aF x_ +aF cós e. + Àpsen e 
ao p a e p (6 .6 .1) 
aF z+aF cose + ÀOtoos e 
ao o dp o 
para p>O e e o [0,2~). 
se p >O, 
se p =O 
= o 
' 
= o, 
Assim, se (x,y,Ã) E S ternos que (p,8) ,com p >0, 
1ução de (6 .6 .1) Consequentemente 
X 
-ÀpCOS 9 
o 
y 
-ÀPsen e 
BF(p,e) p 
= 
a e 
-sen e X 
o o 
:L cos e 
p o 
• 
-e so 
ou melhor 
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= -xXsen 9 + yAcos 9 
xcos e + ysen e 
= -ÀpCOS 6 sen 6 + Àpsen El COS 9 = Q • 
pcós 1l + psen2 6 
Da definição da função F, temos que: 
Assim, 
~(p _, ,e)exp-p _, - O 
a e 
~(p-' ,e) 
a e = o • 
e finalmente 
Suporemos agora que existem cr > O e aplicações continu 
as 
y:(-cr,cr)---?IR. 2 e 1J:(-a,cr)~1R 
tais que 
y(O) = O e ~(O) = O 
e (y{a) ,1J(a)} é solução de (II) para todo a pertencente a(-cr,cr~. 
Seja (r(a) ,l)J(a)} as coordenadas polares do ponto y(a) 
pertencente a m?. Suporemos que existe a pertencente a (-cr,cr) 
o 
tal que r(a
0
) >0. Então ~(r(a0 )- 1 ,~(a0 )) =O. 
Seja K o conjunto das componentes que anulam ~- Então 
(r(a
0
} ~ 1 ,l)J{a0 )) pertencem a K. 
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Como K é limitado e y e i.l sao contínuas temos que: . 
(r(a) ·l,~(a)) E K , 
para todo a E (-cr,cr) • :rsto contradiz r(P) = O e assim concluirnps 
que y(a) =O ,para todo a E· (~cr,cr). 
Para p >O podemos escolher 8 (p) e: [o, 2Tr) tal que-
~<o ·',e(oll =o. 
Seja y(p) e: IR 2 • Consideremos (p,8(p)) as coordenadas· 
polares de y(p). Então (y(p) ,À) e· solução de (II) se (p,9(p)) 
é solução de (6.6.1). 
sendo que 
Assim, 
a F c os e + Àpcos e o = ap 
a F sen é + Xpsen e = o 
ao 
aF(e,e(p)) =o, pois 
a e 
~co·',e<oll =o. 
Portanto (y (p), À) é uma solução de (II) se 
À ( p) -1 aF = p ãP(p,9(p)) • 
Logo À(p) + O quando p ~ O .Assim concluimos que 
À = O é ponto de bifurcação de (II) 
6. 7 - DEFINIÇÃO: Se-ja G:YxiR-+X uma. aplic.a.çã.o c<»~ onde x e Y 
~ao e.hpa.ço~ de Ba.nac.h . Um pon~o ~o e: IR , é chamado ponto 
de. b.i6uJtca.ç.ão- a.h!:Jlntõt.Lco pa.Jt.a o pJt.ob.te.ma., 
(6.7.1) 
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G(u,p) = O, 
' 
uma .6 e.q uência., { (u , 11 ) } , de. .6 o.tuçÕe4 de 
n n 
(6.7.1) ta!' que llunll eonveltge pa!La o ,én&,én:;_to e pn oonvettge. 
pa.ILa. 11
0 
quando n c.onve.ILge. pa.Jt.a. o .i..n6.i.nLto: 
6.8- DEFINIÇÃO: Vlze.mo~ que. a a.ptica.çâo G:Yx~X 
:tlc.ame.nte. i.-i.ne.a.Jt. pa.Jut c.a.d"lt 11. e: IR ,quando e.x..i..lJ:te. uma. apli..-
c.a.ç._a.o .t.i n e.a.Jt .tim.i.. ta. da D G(co,lJ) :Y-4>-X 
1 
ta!' que 
\IG(u,~) - D1 G(~,plull/ 1\u! + O, 
quando 1\ui + ~ • 
Agora, podemos redu7.ir o problema de bifurcação assint§ 
tica para o problema da forma. (II) . Para istO definimos uma apl.!. 
caçao F:YxiR_,.X .por 
jJiu
0
11' G(u/ llull',p) (6.8.1) F(u,p) L se u '1- O, 
se u =O. 
Quando 2 2 u tende a zero, llull tende a zero e G(u/]lul\,p) 
é limitada.Isto implica que F é uma aplicação contínua. 
lim 
IIU\I+o 
Como 
IIF(u,p) - F(O,g) I 
1\ull 
= lirn 
UUI\'""0 
' 1\G(u/ llull ,p) ll·llull • 
Seja agora u =6-t .Isto dá 
l;xu 
' lim 1\G(u/ \lu\1 ,p)\\.llull uun...,o = lim IJG(x,pl]l. IIX"•• llxll 
• 
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Assim, 
para todo l1 pertencente a mo 
f: claro que 11
0 
pertencente a JR . é ponto. de bifurcação 
assintótico de (6.7.1) se,e somente' se,~ ~ponto de- bifurcação 
de (II) ,onde G e -F estão definidas por (6 .8;1) 
6.9 - OBSERVACÃO: 
O problema de bifurcação assintótica para problemas va-
riacionais, pode ser discutido usando teorema 6.3 .Supore-
mos que X é um espaço de Hilbert real e consideraremos o -
problema , 
(6.9.1) LX + lx + T{x) = 0 , 
para (x,À) E~ xm, T:Xl~x e uma aplicação c"" I tal que 
DT(x) tende a zero ,quando x tende a infinito. 
Suporemos que L+T é uma aplicação simétrica sobre X1e 
que T é o gradientG do seguinte funcional , 
1 
h(u) = J, <T'(tu),u>dt , 
para u pertencente a xl . 
De fato; 
Il h' (u)v = (<T 0 (tu)tv,u> + <T(tu) ,u>)dt 
o 
= fo
l 
2.._ < T(tu) ,tv>dt--
dt 
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= <T(u) ,v> • 
Afirmamos que.quando IJxJJ·tende a infinito, IJTxJI /llxiJ 
2 
·e JJh(x)Jj /JJxJI tendem a zero. De fato, DT(x) tende a >.ero qúa!! 
do J\xl\ tende a infinito, isto é, para todo e:> O, existe M 'tal· 
que IIDT (y) li< < sempre que I!Y 11 >M • 
(6.9.2) 
Considere xn , um_ ponto qualqu~r de X , com \1 xn \\ = ~ ._ 
Pela desigualdade do valor médio temos que: 
liT(x) - T(x0 ) 11 .$ sup IIDT(x +t(x-x )) II.Jix-x li 
· o(t~t · ll · o_ 
Para qualquer x e: ~K (_O) ,onde BK (O) é uma bola aberta 
de centro zero e raio K, temos que: 
IJT(x) - T(X, >I! ~ sup IJDT(x +t(x-x,))!I.2K 
Cc.tc.1 
Como K pode ser considerado tão grande quanto se quei-
r a , tornemos K > M e assim 
JJ T (X) - T (X ) JJ <. EK 
o 
Seja c E IR! . Ternos que: 
IJT(x) - T<'f~ll >li ~,~~f, IIDT( M + t(x -ffij»l!llx- llx~ll 
Agora seguem as, seguintes desigualdades: 
(6. 9. 3) IIT (x) 11 _,; i:~fi I! DT ( u~ +t(x- ,&~)) II·Jix+ ,15@-11 + IIT ( ,&~) 11 
Dividindo a equação (6.9.3) por J!xll, temos que ; 
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DaÍ segue _que para 1/xll > M 
M ex as IIXU 
Jl'1' (l<)j( ) li T ((-fxltj XX.' 11 Txf- < e: + ~xll + lfXr 
tem norma igual a ·a e sendo 
demos tqmar c > r-1 e -como· 
IIT( HxÍJlll - IIT<x,lll·· ~ IIT( cxx) - T(x
0
lll 
da equàção (6.9.2) concluimos que: 
Assim, 
IIT< ~~11 <E + IIT<x, lll 
<~ + \lxll 
\IT(:Xolll 
tlxll 
Agora, para 11 x \1 >!1 temos que: 
c arbLtrário,p~ 
Como JlT(x
0
) \! = K(K uma constante real) então 
Assim, 
E • 
' 
I!T(;TF) 11 < E + <2 
• 11 X 1 
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donde concluimos que : 
Analogamente, demonstra-se que lih(x)\1 lfXli"' tende a zero -
quando a llxll + m. 
Em particular, notamos que: 
G(x,Ã) = Lx + ÀX + T(x) 
e assintóticamente linear e que D
1
G(oo,À) =L +ÀI ~ 
6.10 .-TEOREMA: Seja. L+T. um g'<.a.d.i.ente.Suponhamo• que,DT(x) +O, 
qua.ndo !!x[!,. + m e que O< d.i_m N(L) < m .Então À = O é um -
pott.to de. b..i.ôtutc.a.ç.ã.o a~.6i...n.tÕ.tic.o pa.Jtci .~ e.qua.ç.ao 
(6.10.1) LX+ ÀX +·Tx::::: 0 , 
com I x, À) c x1 xm . 
DE110NSTRAÇÃO: 
Seja f:Xl-+IR definida por 
f(u) = 
1 T<LU,U> + seu'#-0, 
o se u = O. 
Então f:X,. -+lR é duas vezes diferenciável.De fato,f 
diferenciável ,corno sorna de funções diferenciáveis,com 
exceçao do ponto u = O. Mas 
lirn f(u) - lirn <Lu,u> lirn llul['h(~) IIUI~o 11 u 11, - 1n11~o 11 U 1\, + IIUII~o ' 11 u 11, 
-e 
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Como Lu + O ,quando 11 u lf, + O e u/ li u ll é limitado então 
Seja agora x ··=n ~ 1\ 1 .Isto. dá: 
. ' 
Pela observação ( 6 :9) ternos que 
do 11 x 11, + oo, Como 1/ Jl x 11, é limitado quando 
h(x)/ llxll' + O,quan- · 
' 
11 x 11 +oo ,então 
l 
Isto permite concluir que: 
= o 
e f é diferenciável no ponto u = O,com f' (0);:; O. 
Agora mostraremos que f' :X ~f.(~ ,IR) é contínua e di 
1 
ferenciável em todos os pontos u pertencentes a ~ ,concluindo 
assim o resultado desejado. 
A diferencial da função f no ponte u se escreve da se-
guinte maneira: 
f'(u)V= ~ <Lv,u> + }<Lu,v> + 2 !]u]\:. G:u,v> + <v,u>]h(W 
' 
+ lluJI 'h'(-~--+[v llull' \. IIU li~ - u [< u,v> + <v,u>J l. 1/u 1/' . :J 
' 
Pela simetria da aplicação L, pela definição de h,pela 
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linearidade da aplicação u . h' ( llul~) e pelas propriedades do prod~ 
to interno temos as seguintes igualdadeS: 
·
2 u ur., 2 f'(u)v = <Lu,v> + 4.llull; <u,v>h( IIUif!) +h'(~) Lv iull, -2u<u,v>] 
=<Lu+ 4 llull 2h( ul\ll")u,v> + <T(--,!!,.) ,v.llull 2 -2u<u,v>> 
' l u ~ llllii,L t. 
= <Lu+4.Wull:h( 11~ 11pu,v> + <T( · 1~ 11:>,vlluii,'>-<T(II~I<'),2u<u,v>> 
= <Lu+4. 11 uI[ 'h ( llutf"l u, v> + !lu ll2 <T ( li~ll' ) , v> -2<u, v><T ( 11~11; ),u> 
. ' ' 
= <Lu+4.llull,'h< 11~ 11 : )u,v> + lluii.'<T< 1\~JI:) ,v>-<2<T( ~~~~~) ,u>u,v> 
= <Lu+4.lluij,'h( ll~ll~)u + lluii~T( II~IF.) - 2<T( ll~lli) ,u>u,v> . 
• Da~, 
f'(u)v =<Lu+ Au,v> , 
para todo u e v pertencente a X
1
, onde A:X
1 
~JR é urna função -
def.inida por 
__ {4
0 
11 u n:h < 11 ~11 : > A(u) + 11 u i['T ( li~ li;') -2 <T ( 1~11:> , u>u se u ~O, 
se u = o. 
Assim,é suficiente provar que A é continua e diferenciá 
vel. A é uma função continua como soma de funções contínuas,exc~ 
to no ponto u = O. Agora, basta mostrar que: 
lim A(u) 
U+O 
Agora, 
Seja agora • 
lim A(u) = O • 
U+O 
2 
+ llull, T( 
. Isto dá · 
2 <T ( ll~\1' ) , u>u) 
. ' 
-71-
lirn A(~) = lirn ( 4tr(~},6, + O(H) - 2<Tx,6,>ÓJ>) 
\lXII-+"" uXt:1 UXJt-+m X,~. 11X111 X 1 uxl11 11xl11 
Pela observação (6.9) ternos que 
Como I]~]~ é lími ta do quando 
lirnA(u) =o, 
u+o 
quando llxll,~ooltr~Íii +O . 
. J 
llxll.t+ co,concluímos que: 
A é também diferenciávei em todos os pontos,com exceção 
do ponto zero. Mas 
11!\ l. Ar,w IUII+o U 
1 
= 1lirn ~ullh(pu )u + um lluiiT(-,&..) - 2 lim ~T(T\ru IUJt+o J iillll1 Uut+ o 1 uu111 lut+o U 1 
Novamente, consideremos x 
Daí, 
+. lim ti& -
l!XU-+<» li X 1\1 
lirn hlill. = O • 
IIUJI+ 0 11 U ~~ 
2lim <- w (i!) X > X 
ltxll-+ "" . X : ' ~ lX'll:. 
Assim concluímos que DA(O) = O e A diferenciável em to 
dos os pontos. Isto implica que f é duplamente diferenciável. 
Pelo teorema de Schwarz [vide A.lS ] f"(u) :x__,.;l(X/lR) 
1 1 
é uma aplicação bilinear simétrica. E assim pelo lema 6.1, L+A é 
o gradiente da aplicação f. 
Agora, segue do teorema 6.3 que À= O e um ponto de bi 
furcação para a equaçao --- --
(6.10.2) Lx + ÀX + A(x) = O , 
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para (x,À) < X, xiR. 
Seja (u11 , \"n)· uma sequênc.ia de soluções não-triviais 
. de '( 6 .10. 2) tal que 11 un !IL e Àn convergem para zero ,quando n- ten 
de a infinito. Assim, 
e 
X 
L(rr;fr.l 11Xn11; 
·seja agora 
Dai, 
ternos que : 
X -n- li~~ 11,. Isto dá, 
= o 
par a todo elemento n de JN • 
+ T(x ) = O. 
n 
como 11 un 11
1 
tende a zero ,quando n tende a infinito, te 
mos que 11xnlt. tende a infinito e consequentemente llt..r11 ll1 tende a 
zero. Assim,quando n tende a infinito, (Àn + JJn) -+O e llun!IJ-f<X> · 
Portanto_ À = O é ponto de bifurcação assintótico de 
(6.10.1) o 
ogggo 
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CAP 1 TULO VII 
BIFURCAÇÃO DE SOLUÇÕES PERIÓDICAS 
Sejam f:IR4lR e _g:lR4JR funções C00 , tais que 
f(t,O) ~ D
2
f(t,O) ~ g(t,O) ~ D
2
g(t,O) ~O 
e 
f(t+2w,s) ~ f(t,s) ; g(t+2n,s) ~ g(t,s) 
para todo el_ernento t, s de IR. 
Encontraremos soluções da equaçao diferencial 
(7.0.1) x<t> + ~x<t> + f(t,x<t> > + g(t,xit> > ~ o , 
para t pertencente a lR, a-s quais satisfazem- as condições: 
(7.0.2) x(-•) ~ x(n) e x(-w) ~ x(w) 
É Óbvio que x =O é solução de {7.0.1) e (7.0.2),para 
cada~ pertencente a IR. 
Denotaremos por H o espaço de Hilbert de todas funções 
reais que sao 2'1T-periódicas e pertencem a L2fl-TI ,1r)], isto é, 
e 
- 2•1 J" <u,v>- u(t)v(t)dt 
•• 
' 
para u e v pertencentes a H. 
Assim, 
• 
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l[u !f b') ~I 2 k • 
Seja 
Os elementos de D(S) sao fu!lções Continuamente dife-
renciáveis,tais que u{t+2n) = u(t) para todo elemento t de ~. 
Se u E D(S) então ü e: H. Agora para u cD(S) ,.consider~ · 
mos Su = u. Afirmamos que S:D(S}cH~H é um operador auto-a 
djunto [vide A.9 ]. De fato, 
•li" r,; 
·1T 
< Su,v_> = <-u,v> 
= :t\rP(t)v(t)dt 
•1T 
Integrando por partes temos que: 
ü(t)v(t)dt = ~[v(1T)~(1T)-v(-1T)Ü(-1T)-u(1T)V (1r) +u(-1T)v(-1T)] 
- 2~ <u(tl ,v(tl >. 
Como v e u sao funções 2n-periódicas ternos que: 
•2~1: Ü(t)v(t)dt = ;;; <u(t) ,v(t)> 
= <U,SV> • 
Assim, 
< Su,v> = <u,Sv>. 
D(S) com a norma do gráfico 
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-e um espaço de Hilbert, o qual denotaremos por H, . 
Podemos notar que: 
llu 11, " 
e existe uma constante K > O tal que 
(7.0.3) maxluCt>l + max!,;(t) I <du!l 1 , 
para todo u e: H1 •. 
Afirmamos que: 
1- O· espectro de S,o(S), [vide A.SJ é {n 2 : n E lN} 
2- dim N(S) = 1 
3- dim N(S-n 2 I) = 2 ,para todo n pertencente lN'-.{0}. 
De fato, 
1- cr(S) = {p: Su + pu = O , u 1 H
1
) 
Assim,se ~ c cr(S) temos que: 
(7.0.4) -ü +pu= O 
Uma solução da equação diferencial (7.0.4) é da forma 
u(t) = exp rnt ,com m E: lN. 
Portanto u = m2 e cr(S) = {ni 2 : me: lN}. 
2- Sabemos que: 
N(S) 
Dai, 
= {u € H : S(u) = O) 
I 
= {u € H1 : ü = O) . 
3-
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N(S) = {at + b t €: lR e a ,b sao constantes reais} 
Assim, dim N(L) = 1. 
N(S - n2 Id) = {u e H : (S - n 2 Id)u = O} 
= {u e H : ~ü- n 2u =O}. 
Resolvendo·a ~quaçao diferencial 
temos que u(t) = exp kt é solução , Com k = ~in. 
Assim, as soluções da equação acima -se escrevem como 
combinação linear das funções sen nt e cos nt e 
N(S- n 2 I) = {u e: H :u(t) - a_cos nt + bseri nt,com a,b e: JR} 
Portanto, dim N(S - n 2 I) = 2 • 
CornoS é auto-adjunto em H, 
.L Im(S + ~Id) = N(S + ~Id) 
para todo elemento u de m.. De fato, se u e: Im(S + 1-1Id) então e 
xiste w E. H1 tal que u = (S + 11Id)w. Seja v E: N(S + uid) .-1-'emos 
que: 
<u,V> = <SW + lJW 1 V> 
= <Sw ,v> + l..I<W,V> 
= <w ,Sv> + ll<w,v> 
= <w,V> + l..I<WtV> 
= -ll<w,v> + lJ<w,v> 
• 
= o . 
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Assim,u é ortogonal a todo v pertencente a N(S + ~Id). 
Isto implica que: 
J.. Im(S + ~Id)CN(S + pid). 
Por outro lado, se z_ e: N (S + llidfc H1 , isto implica ,-
que z ~ x + y com x e: N(S + llld) e Y e: Im(S + llld) .Agora,para ·-
todo w pertencente a N(S + llld) temos que: 
·<x + y,w> =o. 
Assim, 
cx,w> + cy,w> =O, 
para todo w E N(S + liid). Corno y e: Im(S + lJir") ternos que ex:i:.ste 
r e H tal que y = (S + pid)r 
1 
:Assim, 
<y,w> = <(S + 1Jld)r,w> _ 
Como S é auto-adjunto ternos que: 
<{S + llid)r,w> = <Sr,w> + ll<r,w> 
= <r,w> + 1-1<r,w> 
= <r,(S + llld)W> • 
Sendo que w ~ N(S + llid) temos que: 
(S + ~Id)w =O, 
isto implica que---
<y,w> = O. 
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Assim, 
<x,w> = O , 
para tOdo w e: N(S + 11Id). Donde se conclui que x :;; O. 
Portanto, z = y E Im(S + ~Id ) . 
Para u e: H , consideremOs 
R(u(t)) = f (t,u(t)) + g(t,Ü(t)), 
para todo tE IR. R é uma apli~ação C®, como soma de aplicaÇões 
~ C , e temos que: 
quando 
Assim, 
11~~1:11• O, 
llul[-+ O. De fato, 
i 
ILB.i.l!LII= ~f(t,u(t)! + g(t,~(t)}ij 
Tull, lull 1 · . 
, llf(t,u(tllll+llg<t,u(tllll 
' llulj
1 
llull
1 
lim Jl!ti.yJJL 
IIUI1-+ o ljU-JJ 1 ~ lim IIUII+O 
Jlf(t,u(t)) li 
11 u 111 
\lg(t,Ü(t)) 11 
11 u 111 
Mas, 
e 
Dai, 
lirn 
ilull+o 
ilf(t,u(tllll 
11 u 111 
= IID2 f (t, O)li 
=o. 
1 . llqrt,u(tlll ;J?or(7.0.3) $11\ll;.m, maxlu(t) l+maxlú(t) I 
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lim i!g(t,u(t)) Jl, 
IIUJI..O maxfu(t) f+maxfú(t) f " lim 11~' 
= D g(t,O) =O. 
2 
' 
Portanto, 
• 
lim llli.iYlL , O • 
IIUII?-0 ))u!ll -
Estudar a bifurcação das so"!uções da equaçao 
x(t) +~x(t) +'f (t,x(t)) + g(t,i(t)) = o' 
para todo _t pertencente a IR, as quais satisfazem as condições 
x(-n) = x(n) e x(-rr) = x(rr)' 
é equivalente estudar a bifurcação das soluções do seguinte .pr~ 
blema, 
(7.-0.5) -Su + ~u + R(u) = O, 
com (u, ll.) e H1 x m. 
Considerando L= -s + ~ Id, À = \l-~ e C= Id, as hi 
o 
póteses do capitulo I continuam válidas. 
7.1 - TEOREMA: Todoh Oh pon~Oh de bi6u~ca~ão da equa~ao 
-Su + \lU + R(u) = 0, 
eom (u,u) e H
1
xJR, pe~tencem ao ehpect~o de S. 
DEMONSTRAÇÃO: 
o(S) = {n 2 : n e IN}. 
Seja \l um ponto de bifurcação de (7.0.5) .Então exis-
o 
• te uma sequência (un,un) convergindo para {U 0 ,O) com un 
-ao-
diferente de zero e 
(7.7.1) 
temos que: 
-Su + ~ u + R(u ) =O, 
n n n n 
Assim, 
-Su + JJ 0 U n . n = JlnUn + ~o un - R(~) 
= un<~, - ~n)- R(unl. 
Dividindo por (- 11 u //. 1 ) temos que: 
u 
Agora,considerando Zn = l!u~\Ji 
Seja 
sz - ~ z = z (~ - ~ ) + 
n o n n n o 
fn = Sz -·Jl z • Eritão 
n o n 
z (~ -
n n 
e substituindo em(?.l.U 
R(un) 
/1 unll. 
R(un) 
lim fn = lim z (p - 11 ) + lim 
n+oo n+O) n n o n-+oo 11 un\\
1 
Assim ,. 
lim fn =O. 
n .... 
Agora suporemos que(S lJ Id} tem inversa limitada.Daí, 
o 
implica que 
= ( S - ~ Id) -t f 
o n 
e /lz /1= n, 
-I 
/1 ( S - ~ Id) f 11 • o n ; 
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Por outro lado, 
!l<s - ~ Id) .,f 11 
o . n 
então 
"1 
11 Z 11 ~ 11 S - ~ Id 11 . li f 11 
n o n 
Como llznll= 1, temos que 
Absurdo, pois llfnjl .. O quando n .. m. 
Pqrtanto, (S - 11 Id) não é inVersível , isto e., exisf*· 
o . 
te v e: H tal que 
1 
ou melhor ~. < a(S). 
' o 
7.2 - OBSERVAÇÂO: 
(S - ~ Id) v = O 
o 
o >teorema nos diz que todos os pontos de bifurcação do 
problema não-linear são encontrados no espectro do proble 
ma linearizado. A recíproca do teorema não é verdadeira , 
como mostra o. seguinte exemplo: 
Seja u E m 2 ,u = (u, u ), e A:IR~2 um operador nao 
1 2 
linear tal que 
Então, substituindo na equaçao Au - ÀU = O temos que 
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Através de um cálculo imediato temos que 
u~+ui=o·, 
Assim,a Única solução de Au- ÀU =O é-a solução nula 
e nao _existe ponto de bifurcação. 
A derivada do operador A no ponto _(u 1 ,u 2 ) = (0,0), se 
escreve da seguinte maneira: 
A'(O)v = \::)· 
Daí, a derivada é o operador identidade e o problema 
linearizado tem 1 corno autovalor,corn multiplicidade 2. 
7.3 - TEOREMA: O pon~o u= O ê pon~o de b~6u~ea~ão da equa~ao 
-su + uu + R(u) =O. 
DEMONSTRAÇÃO: 
Como dim N(S) = 1 e C = Id, o resultado segue ime 
díatamente do teorema 4.1 • O 
7.4 -OBSERVAÇÃO: 
Como dim N(S) = l,o· zero é um autov~lor simples e-
dim N(S - n 2 Id) = 2 os demais aUtovalores tem multiplic! 
• 
dade 2. Daí, todos os autovalores em o(S),{O} tem multi-
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plicidade dois ~ Portanto, nao podemos usar o teorema 4.1 para 
assegurar que eles são pontos de bifurcação. 
No que segue mostraremos sob certas condições,que 
À = O é o Único ponto de bifurcação da equação (7.0.5). 
Por outro lado, se o _teorema 6. 3 pode ser aplicado ,en-
tão os pontos de cr(S} sao pontos ·de bifurcação da equação(~Q5) 
Consideremos a primeira possibilida.de. 
7.5 ..,. LEMA: 0 plta.bf.e.ma. {7.0 .. 5} é va.Jt..i.a.c.iona.i .óe,e .6omente. .Se, 
g = o • 
. DEMONSTRAÇÃO: 
Como S é auto-adjunto sobre H
1 
, então S é simétrico -
sobre H1 • Assim o problema (7.0.5) é v .... riacional se,somen 
te se, R'(u) for siffiétrico sobre H ,para todo elemento u 
1 
pertencente a H • 
1 
Agora provaremos que R' (u) é simétrico se e só se g::o·. 
R'{u) é simétrico sobre H ,para todo elemento u de H 
1 1 
<=> <R' (u~v.~w> =<R' (u)w,v> , V u,v,w e H
1 
1T 1T 
"'=> 
z!J n,g(t,Ü(t))Vwdt + 2~1 n, f(t,u(t) )vwdt _, 
·1T 
..!.r o 2 g(t,Ü(t))Wvdt + lr n, f(t,u(t) )wvdt = 21T 21T 
_, _, 
v u,v,w e: H 
_!_r 1 <=> n, g(t,Ü(t)) [v(t)w(t) -w(t) v(t) ]dt = o ;v'u,v,w "H1 21T 
-1T 
(7.5.1). 
então 
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Agora resta provar que se 
J
n 
o,g(t,ú(t) [v<t>w<t> -w(t)v(t) ]dt 
-n 
g = o. 
=O, Vu,V,W e H
1 
Colocando v= 1, a equação (7.5.1) se escreve corno r D2 g(t,Ú(t).)w(t)dt =O, \/u,v,w e H 1 • 
_, 
Resolvendo a integral acima por partes temos que:_ 
J
n • 
w(t)D D g(t,u(t))dt 
I 2 
-n. 
=·o, Yu,w e·H 
I 
Ou melhor, 
c~(t) ,o1 o,g(t,Ú(t))> =o, 
para todo u,w pertencente a H1 • Isto implica que 
para todo u 
D1 D2 g(t,Ú(t)) =O, 
perten-cente ·a H • ·Da!, 
• I 
o,g(t,Ú(t)) = C(u) , 
-para· .todo t· Ein, onde C{u) e uma constante dependendo possível, 
mente de u. 
Como u é uma função periódica e continuamente diferen 
ciável ,então existe t 0 p~rtencente a lR tal que Ü(tg) = O. 
Desde que, 
= o, 
isto implica que C{u) = O,para todo u pertencente a H1 • 
Assim, 
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D g(t,s) = O, 
' 
para todo t,s pertencentes a JR 1 e como g(t,O) =O/para todo ele 
menta t de JR , isto implica que g :; O. O 
7.6 - TEOREMA: Se g = O en.tiio o oonjun.to de .todo~ o~ pon.to• de 
b.inUitC11ÇÕ:O d11 equ11çiio (7 .0 .5) e um ~uboonjun.to de 
cr(S) = {n' nEJN}. 
DEMONSTRAÇ!i,O: 
Sendo g ::: O, a equaçao ( 7. O·. 5) é variacional.Então 
pelo teorema 6.3 ~ = O é ponto de bifurcação. 
Agora pelo teorema 7.1 todos os pontos de bifurcação 
pertencem ao espectro de S. O 
7;7 -OBSERVAÇÃO: 
Se g t O, voltemos para O· teorema 5.1 . Para isto 1 va-
mos escrever f e g como série de Taylor na segunda variá-
vel. sejam s,r > 2 tais que 
i O ,para i-' s-1 cdt) ;!,-o~f (t,o) t o o,f(t,Ol 
-
e 
- s. 
e 
D1g1t,O) 
2 -
O,para i~ r-1 e a< t) .Lorg(t O\ t o. 
- ri , . 
. ' 
Então 
f(t,p) = cdt) p 5 + w5 (t,p) 
g(t,p) = a(t)pr + e (t,p) 
r 
:m.2 ..... m e :m2~IR - - 00 onde w e sao funçoes C tais que 
s r 
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uniformemente em t, quando p ·; O. 
Como as funções f e g sao t 2n-periódiCas temos que 
<l(t + 21T) = <l(t) e S(t + 21f). = S(t), 
w (t + 2n,s) = w (t,s) e e (t + 2n,s) = er(t,s), 
s . s . r · 
para todo t,s pertencentes a m.. 
7.8 -TEOREMA: Su.ponha.mo-6 que. 2 ~ s ~r e sê pa.Jt...Se.ja a uma. 6u.nç.ão 
.. J <l (t) sen5 +1nt d t 
-1T 
f' o e r êi (t) sen5 +1nt dt f' o .• 
-1T . 
pa1t11. :toáoc n € lN. En:tiio ~= n• é pon:to de b.i.tíMo11.çã:o da e-
q<t~tção (7.0.5). 
DEMONSTRAÇÃO: 
Seja L = -s + n 2 Id e À = 11-n 1 . Mostraremos que as 
hipóteses do teorema 5.1 são válidas. Seja P:H~N(L) dada 
por: .. 
Pu(t) 
1T 
= ~l u(t)sen 
-1T 
1T 
ntdt.sen nt + _!_ ( 
Tr )_'IT 
: É claro que P é uma projeção. 
u(t) cos ntdt.cos nt. 
Agora, encontrar z 0 € N(L),{O} tal que z0 + PN5 (z0 ) =O 
é equivalente a encontrar (a,b) E IR 2 ,{(0,0)} tal que 
(7.8.1) 
{
a + 
b + k(a,b) = O 
h(a,b) = O 
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onde 
h(a,b) = ;r 
-W 
a ( t) {asen nt + s bcos nt } sen nt dt 
e 
k(a,b) _!_r a(t) {asen nt s = + bcos nt} cos nt dt. w 
-w 
De fato, seja z t N(L). Corno L = -s + n 2 Id temos que 
N(L) = N(-S + n 2 Id). 
Vimos anteriormente que um elemento de N(-S + n 2 Id) -
se escreve como combinação linear das funções , sen nt e cos nt • 
Então existem a e b pertencentes a lR tais que 
e 
temos que 
Sendo, 
Assim, 
z = a sen nt + b cos nt • 
l sf (. O) s 
-= ;::-rD, t, z 
s. -
D~g(t,O)z 5 =O , pois s ~r 
= a(t)z 8 • 
s 
a(t) z sen nt dt.sennt + s a(t)z cosnt dt .cosnt 
a(t) (a sen nt + b cos nt )5 sen nt dt.sennt 
s 
a_(t) (a Sen r1: + b cos nt) cos ntdt.cos nt 
Portanto, 
b + 
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In a(t) [a sennt+b cosnfj 5 senntdt =O e -n 
J
n 
n(t) [a sen nt +b cos ntfcos n,t dt. =O . 
-n 
Assim, para aplicarmos o teorema S.l,precisamos encon-
' 
trar (a ,b0 ) E I{,{( O, O)} tal que o 
.[a' 
. b 
o 
+ h(a0 ,b 0 ) = O 
+ k(a0 ,b 0 ) = O 
e 6 (a, ,b0 ) 'I' O onde 
D2 h(a0 ,b 0 ) 1 1 + D k (a ,b ) 2 o ·o 
-
Agora de (7.8.1) temos que k(a,O) = O,para todo ele-
mento a de IR. Então (a 0 ,0) satisfaz (7.7.1) se 
a = -h(a ,O), 
o o 
isto é, 
ao.--~:J: .l1/(l-s) l .. " a(t) sen5 +1nt dtJ '(7.8.2) 
Afirmamos que h e k sao homogêneas de grau s[vide A.l~ 
De fato, 
;r [P s h(p(a,b)) = " ( t) a sennt + p b c os nt] sen nt dt 
-n 
n 
-;-p• f · a ( t) [a s = sen nt + b cos n ~ J sennt dt 
-n 
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E analogamente para a função k. 
Pela Relação de Euler [vide A.l4] temos que: 
s h(a,b) =a D1h(a,b) + b D2h(a,b) 
s k(a,b) =a D1 k(a,b) + b D2 k(a,b). 
Daí, 
D1 h(a0 ,O) = ~s h(a, ,0) 
disf'lf s+l 
= - Cl(t)a sen ntdt 
1f ·1T G' . 
s+l 
" ( t) a0 sen nb dt 
-e da equaçao (7.8.2) temos que: 
e 
D
1
k(a
0 
,O) =o. 
Agora, 
6(a0 ,0) = det 
1+ D1 h(a0 ,0) o,h<a,,o) 
o
1
k(a
0
,0) 
r lo- s 
= det l 
1 + D2 k(a0 ,0) 
J 
q h(a0 ,0) 
l+O,k(a
0
,0) 
= (1 - s) (1 + D
2
k(a
0 
,O)) • 
• 
o, k (a,b) 
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Assim, podemos aplicar o teorema 5.1 se l+D2 k(a0 ,0) ~O. 
Mas,notemos que: 
s-1 2 _ 
a(t) (a sen nt + b cos nt) cos nt dt 
-
- s
11 
J'lf ;;-1 -a(t) (a sen nt+ b cos .nt1 (1-sen'nt)dt 
·11 
11 
= ~J a(t) (a sen nt + b cos nt s-l dt 11' ·1T I 
s J11 
-;;:- a(t) {a sen nt + b cos nt) S-lsen2nt dt. 
Como •11 
D1h(a,b) = a(t) (a sen nt + b cosnt) sen'nt dt 1T
s ÍTr s-1 
·11 
temos que: 
D2 k (a,b) = ~ 1T J
1T 
a(t) (a sennt + b cos nt } 5 - 1 dt - D1 h(a,b) 
•11 
e consequentemente, 
Assim, 
s.-1 
a siTF s-1 
11 
a(t)sen nt dt 
o1T 
+ s = o ll(a0 ,O) = O <i=> 1 + 
<-> 1 + s 
s-1 '11' 
-sa f 
= o 
1T 
·11 
11 . 
<-> (1 + s)al-s =-~f a(t)sen5 - 1nt dt 
o 1T )_1T -
~> (1 + s)I: a(t)sen5 +1nt dt =si: a(t)sen 5 - 1ntdt 
(s + 
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Integrando por partes temos que: 
1T 
1) i" a(t) sen5 +1nt dt = f." s-1 s a{t)sen · nt -1T dt 
Portanto, 
6(a 0 ,0) =O <=> 
1T 
1 i s+1 
- (s+1ln' -1T a(t) sen nt dt 
f." .. s+l a(t)sen nt dt = ·1T o. 
Agora, por hipÓtese êi(t) sen5 +.1ntdt tl- O então 
i1T
1T 
/::,.(a 0 ,0) -:/-O e consequentemente podemos aplicar o teorema 5.1. 
Logo À = O é ponto de bifurcaçã9 ou melhor ~ = n 2 é 
ponto de bifurcação de ( 7. O. 5) • O 
-Existe um resultado complementar, que e o seguinte: 
7.9 - TEOREMA: Suponhamo.õ qu.e 2.:; r < s -e. que. r e pa!L. Seja fj 
f
1T 
B(t)senrnt.cos ntdt '#O , 
-1T 
palla. algum n ~ JN. Então J.1 = n 2 e pon..to de. b.i6ullea.ç.ã.o -
da ~qua~ão (7.0.5) 
DEMONSTRAÇÃO: 
Esta prova serã análoga ao teorema 7.& e por este moti 
vo omitiremos os detalhes feitos anteriormente 
• 
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Encontrar N (L) tal + PN (z ) o - equiva-. z, E que z = e ,. r o 
2 
lente a encontrar (a,b) E lR tal que 
-
{ b + 
h(a,b) = o (7.9.1) 
-
-a + k (a,b) = o 
onde 
- ;f Íl (t) (a r h(a,b) = sen ót+ b cos nt) sennt dt 
·7T 
- ~r r k(a,b) = S (t) (a sen nt+ b cos nt) c os ntdt 
7T ·7T 
. 
Agora, h(a,O) = O para todo a pertencente a IR e 
assim (a ,Q) é solução de (7~9.1) se 
o 
ou ainda 
onde 
a, = ;f S ( t) a,r senr n t. ccis nt dt 
·7T 
= ~r B (t) senrnt.cos nt dt 
·" 
] 
1/(1-r) 
nt dt • 
Para aplicarmos o teorema 5.1 precisamos provar: 
,\(a ,O) = 
o 
det 
• 
<~(a0 ,0l ~o 
-
-1 + D1 k(a~ ,O) 
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Como h e k sao homogêneas de grau r ~emas pela Relação 
de Euler [vide A .14] que 
-r h{a;~) = a D1h(a,b) + b D~h(a,b) • 
- -
r k(a,b) = a D
1
k(a,b) + b D2 k(a,b) 
Assim, 
-
r h(a0 ,O) = a0 D 1 h(a-0 ,0) 
e 
r k(a 0 ~0) = a0 D 1 k'(a0 ,0) • 
Então concluirnos que 
D
1
h(a 0 ,0) = o e D 1 k(a0 ,0) = r. 
Ago+a, 
o -1 + r 
~(a 0 ,0) = det 
= (l-r) (1 + D2 h(a0 ,O)) 
Portanto·, precisamos mostrar que: 
-(1-r) (1 + D2 h(a., ,0)) ;'O. 
Ora,como 
- LJ1T B(t)a~-1senrnt.cosrt dt , 
- 1f -Tf 
segue-se que 
r-1 1r · 
r a, i r l+D
2
h(a
0
,0) =1'+ Tr S(t)sennt.cosntdt 
-~ 
= 1 + r. 
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' 
' Então concluimos que- 3(a0 ,0) ~O. Pelo teorema 5.1 
À = O é ponto de bifurcação de (7.0.5} ou ainda u = n 2 é ponto 
' ' 
de bifurcação de (7 .O .5) o 
7.10.- OBSERVAÇÃO: 
· É claro que· as. hipótes·es dos. teoremas 7. 8 e 7. 9 podem 
ser válidas para ·algum n _pertencente a lNe não para o~ 
tros. No entanto
1
é fácil analisar casos.nos quais elas-
· falham para todo n pertencente a lN , corno mostra o se 
guinte exemplo: 
Para 2 <s·<r, conStante, 
o se s e par, 
h(a,b) = s-1 
C.a(a 2 + b'l2 se s e impar 
e 
k(a,b) = 
[c.b(:2 + 
s-1 
b'l2 
-se s e par 
-se s e impar 
onde c é urna constante dependendo somente de 
" e s. 
Assim, se s é par , encontrar z ~ O que satisfaça 
z+PN (z) = O é equivalente a encontrar (a,b) € m 2 '{ (O ,O)} 
s 
tais que 
{b
a + h(a,b) =O 
, +k(a,b) =O. 
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Daí, 
a = O e b = o. 
Portanto, z + PN5 (z) nao tem solução em ::R
2
,{(0.,0)}se .s 
-e par. 
Se s e impar temos que: 
s..:J. 
+ a (a 2 +· b2) 2 o 
" 
c = 
;s-1 
b + c b(az+ bz). 2 = O, 
Isto implica que: 
Portanto, â solução em IR 2,{(0,0)} e- um círculo. 
7.11- TEORE~~: Suponhamo~ que 
f(-t,s) = f(t,s) e g(-t,-s) = g(t,s), 
paJLa . .todo t,s pe.Jt..te.nc.e.n.te..6 a :m .En.tiio o conju..n.to de .to-
do• o• ponto• de bL6uhca;io da equa;io (7.0.5) i 
a(S) = {n 2 : n < IN}. 
DEMONSTRAÇÃO: 
Seja 
subespaço fechado de H. Seja J 1 = JnH 1 • Notemos que, 
S(J.)C: J Denotaremos SI H, por T . Assim, 
a (T) = {k 2 : k E IN} • 
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Afirmamos que dim N(T - k 2 Id) = l,para todo k pertence~ 
te a IN .De fato, 
N(T - k 2 Id) = (v e J 
= (v E J ii - k 2v = O} • 
Resolvendo a equaçao diferencial,· 
temos que as soluções se escrevem como combinação linear das 
funçÕes sén kt e cos ·kt • Como Sen kt não pertence a J 
1 
ternos-
que as soluções se escrevem como combinação linear da funçã'o 
cos kt. Portanto, dim N(T - k 2 Id). = 1. 
Nossas hipóteses implicam qu~ R(J 1 JC J e podemos con 
siderar o problema, 
(7.11.1) -Tu + ~u + R(u) = O, 
para (u,v) € J x lR 
' ' 
' 
onde 
Pelo teorema 4.1 temos que cada autovalor de T é um-
ponto de·.bifurcação da equaçao (7.11.1) e
1
consequenternente,da-
equação (7.0.5) • o 
7.12 - TEOREMA: Suponh~mo~ que f e g ~ão 6unçõe~ ~ndependente~ 
d~ t , sg(s) não muda de ~lna! pa~a s ciR e que o ze~o e 
Wll ze11.0 üolado de g . Entiio ~=O é o ponto de bilc6ucaçiio 
d~ equ~çiio (7.0.5) 
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DEMONSTRAÇÃO: 
Suponhamos que (x,~) é urna solução da equaçao (7.0.5) 
Daí segue-Se que 
(7.12.1) x<t> + ~x<t> + f<x<t> > + g<x<t> > = o • 
Então 
"d 1 • dt(zx'<t> + -fx<t>' + F(x(t)) l = -g<x<t»x<t> 
' 
-. . . . S· 
para todo t pertenc,;nte m , onde F(x(t)). = f f(r) dr. 
·. . 1 2 o 
Definimos· E.(t) = 2x(t) + -fx<t> + F(x(t)). 
Assim, 
dE ct>- -g<x<t»x<t> • dt . -
Agora segue-se da hipótese que 
Isto significa que E(t) é monótona. 
concluímos que E{t) é constante e 
Dai, 
• • g(x(t)) x(t) = O , 
Como x 
muda de sinal~ 
é periódica, 
d E (t) = O 
dt 
Isto implica que g(X(t)) =O sempre que X(t) for diferente 
de zero. Sendo x periódica, existe t pertE~.ncente a lR tal 
que x(t0 ) =O. Assim, 
g<x<to» = g<o> 
= o . 
Como o zero é um zero isolado de g temps que nao exis-
te i(t) diferente de zero pertencente a urna vizinhança 
• 
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do zero em :m que anule g. Sendo X urna função contínua e 
g(x(t)) =o, para todo • x ( t) '#- O, podeJ1,tos concluir que X ( t) :: O, 
para todo t percente a IR e·consequenternente x(t} -e urna cons-
tante, a _qual denotaremos_por c. Substituindo na equação(7.12.1) 
temOs que: 
~c + f(c) = O , 
ou ainda 
Se c converge para zero , isto implica que 
lim = lim fi!& 
C+o c+o c 
= lirn f(c) - f(O) 
C-+0 C 
= Df(O)c 
= o. 
Assim, o único ponto de bifurcação da equaçao (7.0.5) 
-e ~ = O. O 
7.13 -OBSERVAÇÃO: 
Notemos o forte contraste entre os teoremas 7.11 e 7.12. 
Se g(s) = sk e f é independente de t, o conjunto de to 
dos os pontos de bifurcação da equação (7.0~5) é 
{n 2 : n E lN ) se k -e· par 
e 
{O), se k -e impar. 
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De fato, se k é par então g(s) ~ g(-s) e f(-t,s) ~ f(t,s) 
e,pelo teorema 7.11
1
temos que o conjun~o de todos os pontos de 
bifurcação é. {n': n E IN} . Se k é impar., s g(s) = sk+l e 
assim s g(s) não muda de sinal . Pelo teorema 7.12 o Único pon-
to de birfucação de (7.0.5) é o zero • 
• 
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APilNDICE 
Este apêndice contém certos conceitos e teoremas funda 
mentais usados·na dissertação. 
A .. l - DEFINIÇÃO: Seja X um espaço reàl de. Banach._ Seja T:X-+X 
um operador linear. O gráfico de T é o conjunto de .todos 
os pontos no espaço produ~o- X xx, da forma (x,Tx) com~ 
x e: fJ (T) • O operador T é fechado se o gráfico é fecha~o 
no espaço produto X x X ,·ou 
~ e fechado se x e: iJ ,(T) , 
n 
X < ~(T) e Tx = y, @.1] 
equivalentemente: o operador 
· A.2 - DEFINIÇÃO: Sejam x,y pertencentes a um espaço de Hilbert. 
Dizemos que x,y são ortogonais se <x-,y> = 0 .. [§.1] 
A.3 - DEFINIÇÃO: Um vetor x pertencente a- X, X espaço de Hil-
bert, é ortogonal a um conjunto não-vazio SC:X se é orto-
gonal a todos elementos de S [}> .1] 
A.4 - DEFINIÇÃO: Complemento ortogonal de S, denotado por sf 
é o conjunto de todos os vetores ortogonais a S. [s .1] 
A.S - DEFINIÇÂO: seja X um espdço de Banach. Seja s:x~x um o 
perador linear. O conjunto de todos os autovalores de S é 
chamado espectro de s, denotado por a(S). [s.l] 
A.6 - DEFINIÇÃO: Seja N um espaço linear nor.mado.O espaço dos-
operadores lineares contínuos de N sobre~, é chamado o 
espaço conjugado de N , denotado por N* • ~.1] 
L t '' 1 c .•, . 
' ' • l ."·;. .\ 
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A.7- DEFINIÇÃO: Seja T um operador linear sobre N. Seja 
T* :N*~IR definido por 
[T*(f)}(x) ~ f(T(x)) , 
onde f pertence a N.* e o:ç* é chamado o conjug~do de ~· [s.l]. 
A. 8 - TEOREMA :Seja H um espaço de Hilbert • Seja f um funcio• 
nal pertencente a H* • Então existe um Único vetor y e~ H 
tal que 
f {x) = <x,y> ,-
para cada x pertencente a H . ~.1] 
Sejam y pertencente a H e fy o funcional corresponde~ 
te pertencente· a H*. Assim, temos que 
= <Tx,y>. 
Agora consideremos as aplicações: 
Seja agora z ~ T*y Assim 
= < x, Z> 
* = <X,T y> · 
Portanto_,---
<Tx,y> = <x,T*y> , 
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para todo x,y pertencentes a H. ~ .1] 
A.9 - DEFINIÇÃO: Um operador T:H~H e auto-adjunto se T* = T. 
A.lO - DEFINIÇÃO: Seja ~ uma função definida em X1 X é um esp~ 
ço de Banach. Dizemos que f é hàrnogênea de grau m se e 
xiste um inteiro positivo m tai que f{tx) = t~f(x) ,pará. 
todo t pertencente a IR e 'diferente de zero e para todo x 
pert:encente ·.a X. [L.l] 
A.ll- TEOREMA DA FUNÇÃO IMPLICITA:: Sejam X,Y,Z espaços de Ba-
nach. Sejam (x
0 
,y
0
} pertencente a X x Y e T um aplicação-
contínua de uma vizinhança A de (x01 ~~) em Z tal que D2 T 
existe e é contínqa em A. Suponhamos que T(x0 ,y0 ) =O e 
O T·(x ·,y ) é um homeomorfismo linear de Y em Z. Então e-
' o o 
(i) 
(ii) 
(iH) 
(i v) 
xiste uma vizinhança aberta U de x e existe urna vizinhan 
o 
ça· exi.ste V de yQ. tais que· 
Existe uma Única função cont!nua f :U-?V tal que 
T(x,f(x)) = O, para todo x pertencente a U. 
Se X E u e y E v T(x,y) = o então f(x) = y. 
Se T E c (A) então f E c (U) e a derivada de f e dada por 
Df(x) = -[D2T(x,f(x)]"
1
, D1T(x,f(x)) 
- n entao f E c (U) . [w.l] 
A.l2 -DESIGUALDADE DE CAUCHY-SCHWARZ: Se x,y sao dois vetores 
pertencentes a H, H espaço de Hilbert, então 
I <x,y> I< llxii.IIYII [? .1] 
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A.13 - TEOREI'.l\ DE EULER-LAGRANGE: Sejam UCIRn aberto, f:U-,>-IR 
' uma função de classe C 1 e s o' subconjunto de U de todos 
x pertencentes a u tais gue f(x) = b e grad f(x) ~O. 
·Sejam P €- S e g·:u_,. IR uma: função diferenciável. Sup~ 
nhamos que Pé um ponto de m~ximo de g, isto é,g(P)>g(x) 
para todo s pertencente a S. Então existe ~ pertencente-
a IR tal que 
grad g (I') = ~ grad f (P) [ L.1J 
A.l4 - RELAÇÃO DE EULER: Seja f urna função diferenciável sobre 
A.15 
IRn. Suporemos que f é homogênea de grau m Então 
- TEOREMA DE 
c' (UCIR 
a f x-~~x 
. 1 
+ · · · + x li = ·m f (x) • 
.axn 
SCHWARZ: Seja f_:U~lRnuma aplicação 
aberto) • Para cada x E U, a segunda 
-f 11 {x} .~ (JR n :m nl 
' ' 
e uma aplicação bilinear. 
• 
00000 
000 
(}:..1] 
de classe 
derivada 
~-2] 
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