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 BIO-132 
Mining and Analyzing the Topological Structure of Protein–
Protein Interaction Networks 
 
Abstract 
 
We report a comprehensive evaluation of the topological structure of protein-protein interaction (PPI) 
networks by mining and analyzing graphs constructed from the popular data sets publicly available to the 
bioinformatics research community. We compare the topology of these networks across different species, 
different confidence levels, and different experimental systems used to obtain the interaction data. Our 
results confirm the well-accepted claim that the degree distribution follows a power law. However, further 
statistical analysis shows that residues are not independent on the fit values, indicating that the power law 
model may be inadequate. Our results also show that the dependence of the average clustering coefficient 
on the vertices degree is far from a power law, contradicting many published results. For the first time, we 
report that the average vertex density exhibits a strong powder law dependence on the vertices degree for 
all the networks studied, regardless of species, confidence levels, and experimental systems. 
 
1. Introduction 
 
Proteins are important players in executing the genetic program. When carrying out a particular biological 
function or serving as molecular building blocks for a particular cellular structure, proteins rarely act 
individually. Rather, biological complexity is encapsulated in the structure and dynamics of the 
combinatorial interactions among proteins (as well as other biological molecules) at different levels, 
ranging from biochemical pathways to ecological phenomena [1]. Therefore, one of the key challenges in 
the post genomic era is to understand these complex molecular interactions that confer the structure and 
dynamics of a living cell. 
 
The development of high-throughput data collection techniques has generated tremendous amount of data 
about protein-protein interactions (PPI). This provides a rich data source for further investigations 
including those employing computational approaches in an attempt to understand and model the structure 
and dynamics of biological systems [2]. 
  
Modeling protein-protein interactions often takes the form of graphs or networks, where vertices represent 
proteins and edges represent the interactions between pairs of proteins. Research on such networks so far 
has revealed a number of distinctive topological properties, including the “small world effect”, the power-
law degree distribution, and clustering (or network transitivity), and the community structure [3]. These 
properties are shared by many biological networks and appear to be of biological significance. Examples 
of such biological relevance include the correlation between gene knock-out lethality and the connectivity 
of the encoded protein [4], and between the evolutionary conservation of proteins and the connectivity [5-
7]. Consequently, topological information has been exploited in the predictive functional assignment of 
uncharacterized proteins and the theoretical modeling for the evolution of PPI networks [8-12].   
 
Different data sets of protein-protein interactions, however, contain information gathered from different 
experimental systems where interactions are detected under different conditions. One caveat is that there 
is a surprisingly small overlap among different data sets [13]. Moreover, these data sets are constantly 
being updated. Therefore, it is important to evaluate these available PPI data sets and to validate any 
conclusions drawn from these data.  
 
 
 In this paper, we report a comprehensive evaluation of the topological structure of PPI networks across 
different species, with different confidence levels, and from different experimental systems. We begin 
with a review of related work, followed by a description of data sets and metrics we use to analyze the 
topological structure of PPI networks. We then report our findings and conclude the paper with a 
discussion.   
 
2. Related Work 
 
One of the topological properties is the so-called “small world” property, referring to the small average 
distance between any two vertices in the network. The “small world” model was first proposed by Watts 
and Strogatz [14] who started a large area of research related to the small world topology.  
 
In their pioneering work, Barabasi and Albert [15] discovered a highly heterogeneous PPI network with 
scale-free connectivity properties in the yeast. The signature of scale-free networks, as opposing to 
random networks, is that the degrees (or connectivity) of vertices are distributed following a power-law,  
 
P(k) ~ k-γ
 
where  P(k) is the probability of a vertex having a degree of k and γ > 0.  
 
Power law feature has been observed in many networks, such as PPI networks of S. cerevisiae, H. pylori, 
C.elegans, and D. melanogaster all exhibit scale-free behavior [16-18]. Thus, since its emergence, the 
scale-free network model has been well accepted.  
 
In PPI networks, not only the degree distribution exhibits power-law dependence, other topological 
properties have also been shown scale-free topology [19, 20].One such property is the clustering 
coefficient. Yook and colleagues [20] observe that the clustering coefficient of S. cerevisiae follows a 
power-law,  
 
C(k) ~ k -β.  
 
However, not all research agrees on the power-law behavior in all PPI networks. Thomas and colleagues 
[21] find that the connectivity distribution in a human PPI network does not follow a power law. They 
argue that the current belief of power-law connectivity distribution may reflect a behavior of a sampled 
sub-graph. Since we only have an incomplete and low coverage sample of an entire protein interactome, 
the behavior in a sampled sub-graph does not necessarily imply the same behavior for the whole graph. 
Therefore, they call for the attention of importance to assess the accuracy of the observed degree 
distribution in reference to the full proteome.  
 
From a slightly different angle, Tanaka and colleagues [22] recently report that some PPI networks do not 
follow power law if using a rank-degree plot instead of regularly used frequency-degree plot.  
 
Colizza and colleagues [23] also evaluate three PPI networks constructed from three different yeast data 
sets. Although they observe that the connectivity distribution follows a power law, only one of the three 
networks exhibits approximate power law behavior for the clustering coefficient. Soffer and Vazquez [24] 
find that the power law dependence of the clustering coefficient is to some extent caused by the degree 
correlations of the networks, with high degree vertices preferentially connecting with low degree vertices.  
 
All of the above mentioned work concerns only one or a few topological properties, or data sets, or 
species. We notice that a recent work done by Ng and Huang [25], carrying out a study on two 
 
 topological properties, degree distribution and diameter, of PPI networks for six species. Their work 
confirms the popular scale-free topology across different species based on these two measurements.    
 
In this paper, through statistical analysis, we show that the scale-free model is inadequate in capturing all 
the features in the interaction data , in spite of the fact that the degree distribution in PPI networks follows 
a power law. We also show that a power law is not generally a strong model for the clustering coefficient. 
In addition, we observe that the vertex density, a topological property similar to the clustering coefficient, 
exhibits a power law behavior, which is consistent across different species and insensitive to data quality.     
 
3. Method 
 
We represent a network as a simple graph, meaning that it is undirected, unweighted, and without self-
loops. Each vertex of the graph represents a protein and each edge represents an interaction between the 
two proteins connected by it.  
 
3.1 Data Sets 
 
We analyze the topology of three sets of PPI networks: 1) The species-specific set includes E. coli, H. 
pylori, S. cerevisiae, D. melanogaster, C. elegans, M. musculus, and H. sapiens PPI networks. The data 
sets were downloaded from the Database for Interacting Proteins (DIP) [26]. 2) The experimental 
systems-specific set includes fly and yeast PPI networks. The data sets were downloaded from the 
General Repository for Interactions Datasets (GRID) [27]. From fly data set, we constructed three 
individual PPI networks, each representing the protein interactions detected by one of the following 
experimental systems: Enhancement, Suppression, and Two Hybrid. From yeast data set, three individual 
PPI networks constructed represent three different experimental systems: Affinity Precipitation, Synthetic 
Lethality, and Two Hybrid. For each data set, we also constructed a network representing the entire set of 
protein interactions. 3) The third set contains PPI networks with different confidence levels. The data set 
was downloaded from the Biomolecular Interaction Network Database (BIND) [28]. We used the fly data 
set to build three PPI networks: the first one containing interactions with confidence score >= 0.5 (high 
confidence), the second on with confidence score >= 0.3 (medium confidence), and the third one 
containing all interactions.  
 
3.2 Measurements of Network Topology 
 
The basic properties are measured for each PPI network, including: 1) the number of proteins, measured 
by the number of vertices; 2) the number of interactions, measured by the number of edges; 3) the number 
of connected components within the network; 4) the size of the largest (or giant) component, measured by 
the size of the largest connected sub-graph;  
 
We also measure three degree related metrics: the maximum degree (kmax), the average degree (<k>), 
defined as <k> = 2e/n, where e is the total number of edges and n is the total number of vertices, and the 
degree distribution (P(k)) which the frequency of a vertex in the network with degree k. 
  
The diameter of a network, <l>, is defined as the average distance between any two vertices. The distance 
between two vertices is defined as the number of edges along their shortest path. 
 
For a vertex i, we adopt the definition of the clustering coefficient from [15] as  
 
Ci = 2ei/ki*(ki -1)  
 
 
 where ei is the number of edges connecting the neighbors of vertex i and ki*(ki -1)/2 denotes the 
maximum number of possible edges connecting these neighbors. A global measurement related to this is 
the average clustering coefficient  
 
<C> = (∑ )/n  i Ci
where n is the total number of vertices in the network. Assuming the same degree distribution, we use the 
following to obtain an average clustering coefficient of a random network [29]:  
 
<Crand> = (<k2> - <K>)2/(n*<k>3).  
 
We also calculate a local property called vertex density <D>. The definition of vertex density is inspired 
by Bader and Hogue [30] who define a local density by expanding the definition of the clustering 
coefficient for vertex i to include i itself in the formula when calculating Ci.    
 
All statistical analyses are performed using SPSS software package.  
 
4. Results 
 
4.1 Basic properties of the PPI networks 
 
Table 1 – 3 list the basic properties of all PPI networks used for our analysis. The sizes of networks vary 
significantly across species, indicating the varied status in data collecting and documenting for the 
specific data source and virtually our understanding of PPI for these organisms. Table 1 shows the small 
sizes of so called giant components for H. sapiens and especially for M. musculus, meaning that we have 
a fairly large number of unconnected small sub-graphs in these two networks. As one can expect, the size 
of the giant component decreases in higher confidence networks while the number of unconnected sub-
graphs increases.  
  
 
Table 1 
PPI networks of different species. 
SPECIES PROTEINS INTERACTIONS #COMPONENTS GIANT COMPONENT(*) 
E. coli 1640 6658 200 1396 (85.1%) 
H. pylori 702 1359 9 686 (97.7%) 
S. cerevisiae (Core) 2614 6379 66 2445 (93.5%) 
D. melanogaster 7441 22636 52 7330 (98.5%) 
C. elegans 2629 3970 99 2386 (90.8%) 
M. musculus 327 274 79 49 (15.0%) 
H. sapiens 1059 1318 119 563 (53.2%) 
*Number inside the parenthesis: percentage of the size of the giant component in the entire network. 
 
Table 2 
PPI networks with different confidence levels. 
NETWORK CONFIDENCE PROTEINS INTERACTIONS #COMPONENTS GIANT COMPONENT 
Fly00 > 0 7064 21111 68 6929 (98.1%) 
Fly30 >= 0.3 6382 9157 213 5881 (92.1%) 
Fly50 >= 0.5 4689 4877 590 3068 (65.4%) 
 
 
 
 
 Table 3 
PPI networks from different experimental systems 
NETWORK EXPERIMENTAL SYSTEMS PROTEINS INTERACTIONS #COMPONENTS 
GIANT 
COMPONENT 
Fly Combined 7938 25827 72 7793 (98.2%) 
Fly-E Enhancement 1054 1819 56 902 (85.6%) 
Fly-S Suppression 1121 2247 44 1020 (91.0%) 
Fly-TH Two Hybrid 5614 17544 12 5591 (99.6%) 
Yeast Combined 4918 18119 48 4824 (98.1%) 
Yeast-AP Affinity Precipitation 2388 7405 39 2292 (96.0%) 
Yeast-SL Synthetic Lethality 1468 4773 44 1343 (91.5%) 
Yeast-TH Two Hybrid 3937 6358 138 3632(92.3%) 
 
 
4.2 Average global topological properties of PPI networks 
 
In Table 4, we report the average global topological properties of PPI networks. Across species, PPI 
networks all exhibit small values of average degree and diameters, even though the absolute values differ 
significantly. Also, except for C. elegans, PPI networks for all other species have larger average 
clustering coefficient comparing to the corresponding random clustering coefficient, indicating a non-
random and hierarchical structure within these networks.   
 
As shown in Table 4, networks with higher confidence level have higher diameters, higher average 
clustering coefficient, a lower average degree, and shifting further away from random structure. Because 
we can reasonably assume that the higher the confidence level, the closer a proposed networks to the real 
one, this makes it plausible to postulate the presence of organizational architecture in PPI networks.  
 
Also shown in Table 4 is the significant impact of different experimental systems on the topological 
structure of the resulting networks. In fly data set, PPI networks obtained from “enhancement” and 
“suppression” systems have an average clustering coefficient dramatically larger than that of networks 
built from “two hybrid” system. Similar results are also shown in yeast PPI networks, with significantly 
smaller average clustering coefficient for “two hybrid” networks. The diameters of networks tend to be 
insensitive to differed experimental systems.  
 
Contrary to the average clustering coefficient, the average vertex density shows much lesser variability 
across species. It is less susceptible to the changes in confidence levels and in experimental methods.    
 
 
4.3 Degree distribution P(k) 
 
Degree distribution P(k) is the probability that a selected protein has exactly degree k. We evaluate the 
distribution of degrees P(k) as a function of k. Figure 1 – 3 show the degree distribution for all the 
networks we evaluate. The log-log plot clearly demonstrates the power law dependence of P(k) on degree 
k. For our analysis, we select to use directly the raw data, instead of following [4] with exponential cutoff. 
The results of statistical analysis are listed in Table 5. Without exponential cutoff, our regression analysis 
yields power-law exponents γ between 1.31 and 2.76, in fairly good agreement with previously reported 
results.  
 
Even though the regression analysis and figures clearly show strong power-law degree distribution, we 
want to conduct further statistical analysis to test if the power law model adequately captures all the 
 
 features in the testing data. Using SPSS software package, we create a scatter plot of residues by fit values 
for the power law model. The result is shown in Figure 4, which clearly indicate a pattern in the data that 
is not captured by the power law model. This means that the power law is a model that has excellent fit 
statistics, but has poor residuals, indicating its inadequacy.   
 
 
 
Table 4 
Average global topological properties of PPI networks. 
NETWORK Kmax <k> <l> <D> <C> <Crand> 
E. coli 152 8.12 3.73 0.7053 0.5889 0.1168 
H. pylori 54 3.87 4.14 0.4514 0.0255 0.0403 
S. cerevisiae (Core) 111 4.88 5.00 0.5609 0.2990 0.0103 
D. melanogaster 178 6.08 4.39 0.3920 0.0159 0.0097 
C. elegans 187 3.02 4.81 0.4885 0.0490 0.0462 
M. musculus 12 1.68 3.57 0.6082 0.1011 0.0062 
H. sapiens 33 2.49 6.80 0.5703 0.1658 0.0098 
Fly00 178 5.98 4.45 0.4002 0.0281 0.0095 
Fly30 59 2.87 7.06 0.4989 0.0518 0.0015 
Fly50 42 2.08 9.42 0.5636 0.0793 0.0008 
Fly 178 6.51 4.39 0.4077 0.0675 0.0104 
Fly-E 110 3.45 4.44 0.6206 0.3441 0.0725 
Fly-S 124 4.01 4.30 0.6004 0.3459 0.0735 
Fly-TH 144 6.25 4.23 0.3813 0.0093 0.0123 
Yeast 288 7.37 4.12 0.4659 0.1538 0.0240 
Yeast-AP 69 6.20 4.43 0.5177 0.2646 0.0163 
Yeast-SL 157 6.50 3.84 0.5402 0.2324 0.1600 
Yeast-TH 288 3.23 4.96 0.5372 0.0869 0.0368 
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Figure 1 Degree distribution P(k) of PPI networks across species. 
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Figure 2 Degree distribution P(k) of PPI networks with different confidence levels. 
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Figure 3 Degree distribution P(k) of PPI networks of different experimental systems. 
 
  
 
Figure 4 Residuals vs fit values. 
 
 
Table 4 
Statistical analysis of PPI networks. 
NETWORKS γ† (R2) α† (R2) β† (R2) 
E. coli 1.355 (0.882) 0.562 (0.656) 0.536 (0.756) 
H. pylori 1.651 (0.899) 0.495 (0.373) 0.826 (0.985) 
D. melanogaster 1.945 (0.923) 3.050 (0.311) 0.836 (0.989) 
S. cerevisiae (Core) 1.977 (0.911) 0.893 (0.721) 0.759 (0.867) 
C. elegans 1.599 (0.839) 0.625 (0.362) 0.833 (0.976) 
M. musculus 2.360 (0.931) 0.598 (0.431)* 0.689 (0.965) 
H. sapiens 2.025 (0.931) 0.657 (0.190)* 0.626 (0.699) 
Fly00 1.980 (0.930) 0.382 (0.194) 0.789 (0.913) 
Fly30 2.540 (0.931) 0.698 (0.265) 0.780 (0.918) 
Fly50 2.763 (0.915) 0.791 (0.375)* 0.783 (0.920) 
Fly 1.947 (0.934) 0.555 (0.334) 0.758 (0.865) 
Fly-E 1.518 (0.858) 1.020 (0.539) 0.769 (0.886) 
Fly-S 1.527 (0.936) 0.879 (0.513) 0.747 (0.893) 
Fly-TH 1.912 (0.923) 0(0)* 0.783 (0.867) 
Yeast 1.761 (0.919) 0.752 (0.326) 0.728 (0.698) 
Yeast-AP 1.819 (0.904) 0.635 (0.301) 0.619 (0.664) 
Yeast-SL 1.311 (0.830) 0.650 (0.342) 0.674 (0.734) 
Yeast-TH 1.614 (0.843) 1.453 (0.664) 0.947 (0.918) 
† P(k) ~ k-γ, C(k) ~ k-α, D(k) ~ k-β
* p > 0.05 
 
 
 
 
 
  
4.4 The average clustering coefficient distribution 
 
We have shown results of average clustering coefficient for PPI networks in a previous section. We now 
take a closer look at the distribution of the clustering coefficient by averaging the clustering coefficient 
over vertices with degree k: C(k) =  ( )/n∑i kkiCi ,δ k. 
 
The results, as shown in Figure 5 – 7, indicate that while E. coli and S. cerevisiae (also shown in Table 4) 
PPI networks show somewhat weak power law distribution, networks of other species do not follow a 
power law. Different experimental systems and different confidence levels do not seem to change this 
non-scale-free behavior.  
 
4.5 The average vertex density distribution D(k) 
 
Finally, we evaluate the distribution of the average vertex density over the vertices with degree k. The 
results for the vertex density spectrum (D(k) over degree k) display consistent power law behavior for all 
the networks (Figure 8 for different species, Figure 9 for different experimental systems, and Figure 10 
for different confidence levels).  
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Figure 5 Average clustering coefficient C(k) as a function of degree k in PPI networks across different species. 
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Figure 6 Average clustering coefficient C(k) as a function of degree k in PPI networks derived from different 
experimental systems. 
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Figure 7 Average clustering coefficient C(k) as a function of degree k in PPI networks with different 
confidence levels.  
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Figure 8 Average vertex density D(k) as a function of degree k in PPI networks across different species. 
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Figure 9 Average vertex density D(k) as a function of degree k in PPI networks derived from different 
experimental systems. 
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Figure 10 Average vertex density D(k) as a function of degree k in PPI networks with different confidence 
levels. 
 
 
5. Discussion and Future Work 
 
In this paper, we used the graph theory and statistical approaches to analyzing the topological structure of 
protein-protein interaction networks across different species. We also evaluated the impacts of different 
confidence levels and different experimental systems on the topology of PPI networks. We have shown 
the polarity on our data and perhaps knowledge about the PPI networks across a variety of species.  
 
Our results confirmed that PPI networks have small diameters and small average degrees. All networks 
we evaluated display power law degree distribution. However, further statistical analysis indicates an 
inadequacy of such model in capturing certain features in the data. We strongly believe that further 
investigation into this issue may shed some new light on our understanding of PPI networks.  
 
Most of the networks we evaluated also reveal a larger clustering coefficient, indicating the non-random 
structure of the networks. However, the values of the clustering coefficient varied significantly across 
different species. This may result from the incompleteness and noise of the data, since we have shown 
significant differences in the clustering coefficient between networks with different confidence levels. In 
addition, networks consisting of interactions detected from different experimental systems differed 
significantly in the values of the clustering coefficient. The spectrum of the average clustering coefficient 
over the vertices degree k fails to exhibit scale free behavior in most of the networks tested. 
 
One interesting finding of this paper is the power law distribution of average vertex density over the 
vertices degree k. This may not be total surprise because by computing vertex density, we introduce a new 
k into the formula. The intriguing part of this finding is related to a new definition introduced by Soffer 
and Vazquez [25] to eliminate degree correlation bias. They argue that the dependence of the clustering 
coefficient with degree k is partially due to this bias. The new definition they propose actually makes the 
power law behavior disappeared. On the contrary, we did not observe the power law distribution of C(k) 
 
 over degree k, but the power law behavior appears when we modify the C(k) to D(k). We expect this 
information will be helpful because we have already seen the application of vertex density in [30].   
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