As a paradigm to recover the sparse signal from a small set of linear measurements, compressed sensing (CS) has generated a great deal of interest in recent years. In order to apply the CS techniques to wireless communication systems, there are a number of things to consider.
where y is the vector of received signals, H ∈ C m×n is the system matrix, 1 s is the desired signal vector we want to recover, and v is the noise vector (v ∼ CN (0, σ 2 I)). In this article, we are primarily interested in the scenario where the desired vector s is sparse, meaning that the portion of nonzero entries in s is far smaller than its dimension. This is a standard model and depending on the way the desired vector is constructed, the CS-related problem can be classified into several distinctive subproblems.
1) (Sparse estimation)
When the signal vector is sparse and its nonzero element is real (or complex), the problem to recover s from y is classified into sparse estimation problem. Sparse estimation problem is popular and often regarded as a synonym of sparse signal recovery problem. Channel estimation is a typical example of the sparse estimation. In many wireless channels, such as ultra-wideband (UWB), underwater acoustic (UWA), or millimeter wave (mmWave) channels, delay spread is larger than the number of significant paths and hence the channel vector can be well approximated as a sparse signal [4] - [8] . Even for the cellular environment (e.g., EVA or ETU channel model in LTE systems [9] ), time-domain channel impulse responses (CIR) are well modeled as a sparse vector since only a few channel paths are dominant (see Fig. 1 ). In the channel estimation problem, the system matrix is constructed via known transmit signals referred to as pilot signals (or training signals). Since the received signal y n is a linear convolution of the CIR and the pilot sequence (i.e., y n = h n * p n ), one can express the relationship using a matrix-vector form y = Ph+v where y = y 0 y 1 · · · y n T and h = h 0 h 1 · · · h n T are vectorized received signal and CIR, respectively, and P is the toeplitz matrix constructed via pilot sequence. Since the number of nonzero taps in h is small and their positions are unknown, CS technique is effective in recovering h from the measurements y. In fact, using the CS technique, one can better estimate the channel with a given number of pilots or obtain a reliable channel estimate with less number of pilots than conventional techniques require [10] , [11] .
2) (Sparse detection) In recent years, internet of things (IoT), providing network connectivity of almost all things at all times, has received much attention for its plethora of applications such as healthcare, automatic metering, environmental monitoring (temperature, pressure, moisture), surveillance, automotive systems, and many more [12] . Common feature of the IoT networks is that the node density is in general higher than the cellular network (see Fig. 2 ), yet the data rate is very low and not every devices transmits information at given time. In view of this, the transmit vector s can be readily modeled as a sparse vector. Furthermore, since the reception of the information in IoT systems is sporadic in terms of the power consumption 2 and the cost of RF circuits and antenna, the number of receive antennas N r is typically much smaller than the dimension N s of transmit vector (N s ≪ N r ). The corresponding 2 In fact, a duty cycle based energy management is required for IoT sensors whose power consumption is very small, and hence they are sustainable by the energy harvesting from renewable resources, such as solar, wind, motion, and RF signals. In this regard, CS technique fits well into the "opportunistic" harvesting and transmission of the IoT sensors to meet the "bursty" energy and traffic arrivals, unlike the existing cellular network. input-output relationship is y = i h i s i + v = Hs + v where h i ∈ C Nr is the channel vector from the node i to the receiver and H ∈ C Nr×Ns is the overall channel matrix.
This problem is distinct from the sparse estimation problem in the sense that elements of signal vector s are chosen either from the set of finite alphabets (when the node is active) or zero (when the node is inactive). To distinguish this problem from the sparse estimation problem, we henceforth refer to this type of recovery problem as sparse detection problem. In handling this problem, traditionally, an approach to treat all interfering signals as a noise has been employed. Denoting s 1 as the desired symbol, the system model for this approach is given by y = h 1 s 1 + ( i =i h i s i + v) where the quantities inside the parenthesis are assumed to be an effective noise. While this strategy is simple to implement, it is generally not so appealing since the signal recovery operation is performed in a very low signal-to-interference-noise ratio (SINR) regime
. Since s is a sparse vector, it can be reconstructed from y = Hs + v via the CS technique, and thus the effective SINR is much better than the former approach. As a result, CS-based detection provides better solution to the problem at hand (see Section III-G for details).
3) (Support identification) As a means to improve the overall spectrum efficiency, 
and H is the measurement matrix relating y and s. Since the large portion of the spectrum band is empty, s can be readily modeled as a sparse vector and thus the task is summarized as a problem to find s from y = Hs.
Interestingly, this problem is distinct from the sparse estimation problem in the sense that an accurate estimation of nonzero values is unnecessary. Since the main purpose of the spectrum sensing is to identify the empty spectrum, it might not be a serious problem to relax the false alarm constraint (by false alarm we mean the spectrum is empty but decided as an occupied one). However, special attention should be paid to avoid the misdetection event since the penalty would be severe when the occupied spectrum is declared to be an empty one.
4) (Non-sparse detection) Even in the case where the transmit symbol vector is nonsparse, we can still use CS techniques to improve the quality of the symbol detection.
There are number of applications where the transmit vector cannot be not modeled as a sparse signal (e.g., massive MIMO). Recently, interesting approach exploiting both conventional linear detection and sparse recovery algorithm has been proposed for this type of problem [14] . In this scheme, conventional linear detection such as linear minimum mean square error (LMMSE) is performed initially to generate a rough estimate (denoted bys in Fig. 3 ) of the transmit symbol vector. Since the quality of detected (sliced) symbol vectorŝ is generally acceptable in the operating regime of the target systems, the error vector e = s −ŝ after the detection would be readily modeled as a sparse signal. Now, by a simple transform of this error vector, one can obtain the new measurement vector y ′ whose input is the sparse error vector e. This task is accomplished by the re-transmission of the detected symbolŝ followed by the subtraction (see Fig. 3 ). As a result, the newly obtained received vector y ′ is expressed as y ′ = y − Hŝ = He + v. In estimating the error vector e from y ′ , a sparse recovery algorithm can be employed. Once the estimateê of the error vector is obtained, it is added to the sliced symbol vectorŝ, producing a more reliable estimate of the transmit vectorŝ = s + (ê − e). 
III. Issues to Be Considered When Applying CS techniques to Wireless Communication Systems
In this section, we go over several important issues that wireless communication researchers need to be aware of when applying CS techniques to wireless communication systems.
A. Is Sparsity Important?
If you have an application that you think CS-based technique might be useful, then the first thing to check is whether the signal vector to be recovered is sparse or not. As mentioned, k is given? Although there is no clean-cut boundary on the measurement size under which CS-based technique does not work properly, 4 it has been shown that one can recover the original signals using m = O(k log( n k )) measurements via many of state-of-the-art sparse recovery algorithms. Since the logarithmic term can be approximated as a constant, one can set m = ǫk as a starting point (e.g., ǫ = 4 by four-to-one practical rule [2] ). Note that if the measurement size is too small and comparable to the sparsity (e.g., m < 2k in Fig. 4 ), sparse recovery algorithm usually exhibits poor performance.
B. Predefined Basis or Learned Dictionary?
Traditional CS algorithm is performed when the signal can be sparsely represented in an orthogonal basis, and many robust recovery theories are based on this assumption, see [2] and references therein. Sometimes the interested signal may not be able to be sparsely represented in an orthogonal basis, but in an overcomplete dictionary [15] . Furthermore, such dictionary is usually unknown beforehand, but can be learned from a set of training data, which is known as "dictionary learning" [16] , [17] . Assume for a set of specific signals
x ∈ C N ×1 , we wish to learn an overcomplete dictionary D ∈ C N ×M , N < M such that any x can be approximated as x ≈ Ds, where s ∈ C M ×1 and s 0 ≪ M. Then, by collecting a training set X which contains L samples of x, i.e., x 1 , x 2 , . . . , x L , we solve the following optimization problem
where
is the matrix formed from all sparse coefficients that satisfy x k ≈ Ds k . Note that λ is the parameter that trades off the data fitting error X − DS A and v are the transfer function modeling the measurement process and the measurement noise, respectively. We can write y = ADs+v with combined matrix H = AD as the system matrix. Then, all algorithms in CS to recover s can be applied to produce the estimated signalx = Dŝ. Notice that due to the non-orthogonality of D, new theories are required to guarantee robust recovery [15] , [18] .
In practice, many signals can only be sparsely represented in an overcomplete dictionary.
For example, sparsity of wireless channels can be observed in adequately chosen overcomplete basis (e.g., delay-Doppler domain [19] and spatial domain [20] ). A commonly used basis to induce sparsity is the orthogonal DFT basis which is derived from a uniform linear array deployed at the base station. However, the sparsity assumption under orthogonal DFT basis is only valid when the scatters in the environment are extremely limited (e.g. a point scatter) and the number of antennas at the base station goes to infinity [21] , [22] , which is not applicable in more general case. In [23] , an overcomplete dictionary learned from samples of a specific cell has shown to more sparsely represent the channel compared to the orthogonal DFT basis and the overcomplete DFT dictionary.
C. What is the Desired Property for System Matrix?
A common misconception when using the CS technique is that the signal can be recovered accurately as long as the original signal vector is sparse. The condition that the underlying vector should be sparse is only necessary since the accurate recovery would not be possible when poorly designed system matrix is used. For example, suppose the support Ω of s is Ω = {1, 3} and the system matrix H is designed such that the first and third columns of H are filled with zeros. Then the received vector y will not preserve any information on s and hence the recovery of the original signal is by no means possible. Intuitively, the more the system matrix preserves the energy of the original signals, the better the quality of the recovered signal would be. The system matrices supporting this idea need to be designed such that each element of the measurement vector contains similar amount of information on the input vector s. Although exact quantification of the system matrix is complicated (see also next subsection), good news is that most of random matrices, such as Gaussian
), well preserve the energy of the original sparse signal. When a CS technique is applied to the wireless communications, the system matrix H can be determined by the process of generating the transmit signal or wireless channel characteristics. Fortunately, many of system matrices in wireless communication systems, such as Walsh-Hadamard matrix in CDMA and subsampled Fourier matrix in OFDMA, behave like a random matrix. Recently, the system design strategies that can produce nice structure of system matrix in terms of recovery performance was proposed [11] , [24] . Fading channel is often modeled as Gaussian random variable so that the channel matrix whose column corresponds to the channel vector between mobile terminal and the basestation can be well modeled as a Gaussian random matrix. In Fig. 4 , we plot the performance of two well-known sparse recovery algorithms (BPDN and OMP) and MMSE for four distinct system matrices. In these results, we observe that the performance using subsampled DFT and linear feedback shift register (LFSR)-based system matrix is not much different from that using pure random matrices.
D. Performance Guarantee -Is It Useful?
When one tries to read the CS paper, one can often be overwhelmed by hundreds of equations to derive the performance guarantee. There are a number of analysis tools such as spark, mutual incoherence property (MIP), phase transition, and restricted isometry property (RIP). We do not investigate this issue in details but provide a brief explanation satifying the inequality, the minimum is denoted by δ K . In essence, δ K indicates how well the system matrix preserves the energy of the original signal. On one hand, if δ K ≈ 0, the system matrix is close to orthonormal so that the reconstruction of s would be guaranteed almost surely with a simple matching filtering operation (e.g.,ŝ = H H y). On the other hand, if δ K ≈ 1, it might be possible that Hs 2 2 ≈ 0 (i.e., s is in the nullspace of H) so that the measurements y = Hs may not preserve any information on s. In this case, obviously, the recovery of s would be nearly impossible. For example, well-known result of the ℓ 1 -norm minimization approach is that the stable recovery (exact recovery for noiseless scenario) of k-sparse signals is ensured when the system matrix H satisfies δ 2k (H)
While the performance guarantees obtained by RIP or other tools provide a simple characterization of system parameters (number of measurements, system matrix, algorithm)
in the recovery algorithm, these results need to be taken with a grain of salt, in particular when designing the practical wireless systems. This is because the performance guarantee, expressed as a sufficient condition in most cases, is loose and working mainly for asymptotic sense. Also, some of them are based on impractical assumptions (e.g., Gaussianity of the system matrix, strict sparsity of input vector) and further it is very difficult to check whether the system setup satisfies the recovery condition or not. 5 Due to these, analytic results often do not shed light on the performance estimation of real applications and designer needs to check the performance via proof-of-concept simulations.
E. What Recovery Algorithm Should We Use?
When the researchers consider the CS technique in their applications, they can be easily confused by a plethora of algorithms. There are hundreds of sparse recovery algorithms in the literatures, and still many new ones are proposed each and every year. The tip for not being flustered in a pile of algorithms is to clarify the main issues like the target specifications (performance requirement and complexity budget), system environment (quality of system matrix, operating SNR regime), dimension of measurement and signal vectors, and also 5 For example, one need to check n 2k
submatrices of H to identify δ 2k .
availability of the extra information. Perhaps two most important issues in the design of CS-based wireless communication systems are a mapping of the wireless communication problem into the CS problem and an identification of the right recovery algorithm. Often, one might need to modify the algorithm to satisfy the system design requirements. Obviously, identifying the best algorithm for the target application is by no means easy and one should have basic knowledge on the sparse recovery algorithm. In this subsection, we provide a brief overview on four major approaches: ℓ 1 -norm minimization, greedy algorithm, statistical sparse recovery technique, and sparse Bayesian learning algorithm. Although not all sparse recovery algorithms can be grouped into these, these four approaches are important in various standpoints such as popularity, effectiveness, and historical value.
• ℓ 1 -norm minimization: Given the measurement y and the knowledge of the signal s being sparse, it is natural to find a sparse input vector under the input-output constraint 
Since the ℓ 1 -minimization problem is convex optimization problem, efficient solvers based on the linear programming (LP) exist (e.g., BP-interior [26] H Ω s Ω = s Ω in the absence of noise. In many cases, greedy algorithm attempts to find the support in an iterative fashion, obtaining a sequence of estimates (ŝ 1 , · · · ,ŝ n ). For example, orthogonal matching pursuit (OMP) picks a column of the channel matrix H one at a time using a greedy strategy [28] . In the i-th iteration, the estimateŝ i is generated by projecting the observation y into the subspace spanned by the submatrix constructed from chosen columnsĤ = h π 1 h π 2 · · · h π k where π i is an index chosen in i-th iteration. Since the iteration number is usually set to the sparsity k, computational complexity of OMP is fairly small as long as the input vector is sparse. Indeed, the greedy algorithm offers the computational benefit while achieving comparable (sometimes better) performance to the ℓ 1 -norm minimization approach.
• Statistical sparse recovery: Statistical sparse recovery algorithms treat the signal vector s as a random vector and then infer it using the Bayesian framework. 
Note that the MAP-based approach with the Laplacian prior model leads to the algorithm similar to the BPDN in (2) . When one chooses other super-Gaussian priors, the model reduces to a regularized least squares problem as shown in [29] - [31] , which can be solved by a sequence of reweighted ℓ 1 or ℓ 2 algorithms.
• Sparse Bayesian learing: Sparse Bayesian learning (SBL) was first proposed for regression and classification in machine learning [32] , and then extended to the sparse signal recovery in [33] . Assume each element of s is a zero mean Gaussian random variable with variance γ k , i.e. s k ∼ N (0, γ k ), and the CS measurement y = Hs + n where n ∼ N (0, σ 2 I). A suitable prior on the variance γ k allows for modeling of several super-Gaussian densities. Often a non-informative prior is used and found to be effective.
Let γ = {γ k , ∀k}, then the hyperparameters Θ = {γ, σ 2 } which control the distribution of s and y can be estimated from data by marginalizing over s and then performing evidence maximization or Type-II maximum-likelihood estimation [32] :
the signal s can be inferred from the maximum-a-posterior (MAP) estimate after obtainingΘ:
Solving (3) will give solution of γ with most of elements being zero, and only several with nontrivial values. Notice γ control the variance of s, when γ k = 0, it implies s k = 0, which results in a sparse solution. It has been shown that with appropriately chosen parameters, SBL algorithm is superior to ℓ 1 and iteratively reweighted algorithms [33] .
F. Is Compressed Sensing Useful for Noisy Scenario?
Since the perfect recovery is not possible for the noisy scenario, the performance guarantee is described by the condition ensuring the stable recovery. By stable recovery we mean that the sparse signal can be recovered approximately, with the estimation error being at worst proportional to the input noise level:
While the quality of the sparse recovery algorithm is generally acceptable in noisy scenario, such is not the case for low SNR regime. This is because the performance of the sparse recovery algorithm depends strongly on the SNR (obviously, obtain better performance for high SNR) and the fundamental benefits of CS will disappear in low SNR regime. This behavior can be well explained by the two-step processes of the OMP algorithm. If the operating SNR is very low, then the OMP algorithm might choose the incorrect indices (and hence wrong subspace) so that we cannot obtain a faithful estimate of the sparse signal. Similar argument can be applied to the ℓ 1 -norm minimization approach. In fact, in the low SNR scenario, the feasible region satisfying the constraint ( y − Hs 2 < ǫ) would be very large and hence the obtained sparse solution might not be an original vector. Due to this reason, it is no wonder that the performance of sparse recovery algorithm is no better than the conventional estimation scheme for low SNR regime as shown in Fig. 5 .
G. Can We Do Better If Integer Constraint Is Given?
When the nonzero elements of the signal vector s are from the set of finite alphabets, one can exploit this information for the better reconstruction of the sparse vector. Good example for this scenario is the symbol detection in IoT network. To consider the integer constraint, one can either modify the detection algorithm or incorporate an integer constraint into the sparse recovery algorithm. When the detection approach is used, one can simply add the zero into the constellation set Θ. For example, if nonzero elements of s are chosen from BPSK (i.e., s i ∈ Θ = {−1, 1}), then all that needed is to use the modified constellation set Θ ′ = {−1, 0, 1} in the search. Sparsity constraint s 0 = k can also be used to limit the search space. On the other hand, when the sparse recovery algorithm is used, one can incorporate the quantization step and use the quantized output Q Ω (ŝ i ) whenever the estimateŝ i is generated. Note, however, that just using the quantized output might not be effective, in particular for the sequential greedy algorithms due to the error propagation. For example, if an index is chosen incorrectly in some iteration, then the estimate will also be incorrect and thus the quantized output will bring additional quantization error, deteriorating the subsequent detection. In this case, parallel tree search strategy can be better option in recovering the discrete sparse vector. For example, recently proposed algorithm called multipath matching pursuit (MMP) performs the parallel search to find multiple promising candidates [34] .
Among the multiple candidates, the best one minimizing the residual magnitude is chosen in the last minute. The main benefit of searching multiple candidates, in the perspective of incorporating the integer slicer, is that it deteriorates the quality of incorrect candidate yet enhances the quality of correct one. This is because the quality of incorrect candidates gets worse due to the additional quantization noise caused by the slicing while no such phenomenon happens to be the correct one (recall that the quantization error is zero for the correct symbol). As a result, as shown in Fig. 6 , the recovery algorithms accounting for the discrete property of the symbol vector outperform those without considering this property.
H. Should We Know Sparsity in a priori?
Some algorithm requires the sparsity of an input signal while others do not need this. For example, sparsity information is unnecessary for the ℓ 1 -norm minimization based approaches but greedy algorithms like OMP need this since the sparsity equals the number of iterations (e.g., OMP). When needed, one should estimate the sparsity using various heuristics. Before we discuss on this, we need to consider what will happen when an incorrect sparsity is used.
In a nutshell, setting the number of iteration not being equivalent to the sparsity leads to either early or late termination of the greedy algorithm. In the former case (i.e., underfitting scenario), the transmit signal will not be fully recovered while some of the noise vector is treated as the transmit signal for the latter case (i.e., overfitting scenario). Both cases are undesirable, but performance loss is typically more severe for underfitting due to the loss of the signal so that it might be safe to use slightly higher sparsity. For example, if the sparsity estimate isk, one can take 1.2k as an iteration number of OMP.
As a sparsity estimation strategy, residual based stopping criterion or cross validation [35] are popular. The residual based stopping criterion is widely used to identify the sparsity level (or iteration number) of the greedy algorithm. Basically, this scheme terminates the algorithm when the residual power is smaller than the pre-specified threshold ǫ (i.e., r i 2 < ǫ). The iteration number at the termination point is set to the sparsity level. However, since the residual magnitude decreases monotonically and the rate of decay depends on the system parameters, it is not always easy to identify the optimal terminating point. Cross validation (CV) is another technique to identify the model order (sparsity level k in this case) [35] . In this scheme, the measurement y is divided into two; a training vector y (t) and a validation vector y (v) . In the first step, we generate a sequence of possible estimates (ŝ 1 , · · · ,ŝ n ) using a training vector y (t) . In the second step, the sparsity is predicted using the validation vector y (v) . Specifically, for each estimateŝ i , the validation error
i 2 is computed. Initially, when the count i increases, the quality of the estimate improves and thus the validation error ǫ i will decrease. However, when the count i exceeds the sparsity, that is, when we have more columns than needed, no more decrease in ǫ i will be made and simply noise will be added to the validation error. Thus, the number generating the minimum validation error is returned as the sparsity estimate (k = arg min i ǫ i ). 2) The support of multiple measurement vectors is the same but the values for nonzero positions are distinct. The system matrix is identical for all measurement vectors.
I. Can We Do Better If Multiple Measurement Vectors
3) The support of multiple measurement vectors is the same but the values for nonzero positions are distinct. The system matrix for all measurement vectors are also distinct.
4) The support of multiple measurement vectors slightly changes.
In the first scenario, the problem can easily be solved by stacking the measurement vectors in a single vector (i.e., y = y among MMV, the recovery performance can be improved substantially over the scenario using SMV [36] - [39] . By exploiting the statistical correlations between the signal amplitudes, further improvement can be achieved [40] . Wireless channel estimation is a good example since the channel responses are correlated in time so that the nonzero values as well as the support are correlated in time. The third scenario is a bit more general in the sense that system matrices are different for all measurement vectors. Extensions of OMP algorithm [41] , iteratively reweighted algorithm [42] , sparse Bayesian learning algorithm [42] , [43] , and Kalman-based sparse recovery algorithm [44] can be applied to this setting. It is also shown in [45] that the graph-based inference method is effective in this scenario. In the last scenario, the recovery algorithms should keep track of temporal variations of the signal support since the sparsity pattern changes slowly in time. Since the variation is small, it can be tracked by estimating the difference between two support sets for consecutive measurement vectors [46] .
IV. Conclusion
In this article, we discussed key premises and useful tips and tricks that wireless communication researchers need to know when designing compressed sensing (CS) based wireless systems. These include promise and limitation of CS techniques, subtle points that one should pay attention to, and discussion of wireless applications that CS techniques can be applied to. We hope that this article will be a useful guide for wireless communication researchers, in particular for those who are interested in compressed sensing, to grasp the gist of CS techniques. Since our treatment in this paper is somewhat casual and non-analytical, one should check details from further study. However, if the readers keep in mind that essential knowledge in a pile of information is always sparse, the journey will not be that painful.
