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Abstract
In this work we prove in a constructive way a theorem of Rudin which says
that ifE is an analytic subset of the bidiscD

with multiplicities which does not
intersect a neighbourhood of the distinguished boundary then E is the zero set
with multiplicities of a bounded holomorphic function This approach allows
us to generalize this theorem and also some results obtained by PS Chee
I Introduction and statement of the results
Let H

D
n
 be the algebra of bounded holomorphic functions in the polydisc Very
few results are known on the analytic sets wich are zero sets of functions in H

D
n

Some non trivial examples of such sets were given by W Rudin in 	 
Ru and
PS Chee in 	 
Che Rudin showed that if E is an analytic set in the polydisc
D
n
 fz  z

     z
n
  jz
i
j      i  ng such that the intersection of E with a
neighbourhood of T
n
 where
T
n
 fz  z

     z
n
  jz
i
j      i  ng
is empty then E is the zero set of a bounded holomorphic function in D
n
counting
multiplicity

This work was done during the visit of the rstnamed author to the Centre de RecercaMatematica
at Barcelona He wants to thank this institution for its support

Partially supported by DGICYT grant PB	C
 and grant HF	 of the Programa
de acciones integradas hispanofrancesas
A few years later in 	 S Zarantonello 
Za proved that if E is an analytic set in
D
n
such that there exist an r    and a continuous function   
r  
r  such
that for all z  z

     z
n
 belonging to E  fz  D
n
 jz
i
j  r    i  ng we have
jz
n
j  

jz

j    jz
n
j
n 


then E is the zero set of a function F of the usual Nevanlinna class of D
n
ie
sup
r
Z
T
n
log

jF rz

     rz
n
jd   A question posed by S Zarantonello in
his paper was whether under the same hypothesis a bounded function F can be taken
Chee in 	 
Che gave an armative answer to that question
The same problem in the unit ball B of C

was considered by B Berndtsson in 

Be and he proved that if E is an analytic subset of B of nite area with multiplicity
then it can be dened by a bounded holomorphic function In his proof he used the
connection between the zero sets of holomorphic functions and the equation
iu    
where  is a positive closed  current found by P Lelong 
Le P Lelong proved
that to each analytic set with multiplicities ie to each divisor E there is an associated
  current

E
 i
X

ij
d	
i
	 d	
j
which is positive and closed ie d 
E
  and showed that any solution u of  with
  
E
 can be written as u  log jf j where f vanishes exactly in E with the given
multiplicities Thus if we can nd a solution u of  which is bounded from above we
have a bounded homomorphic function which denes the divisor E We will denote by
Supp E the support of the associated   current 
E

Here we will use this method to prove the following
Theorem  Let E be an analytic subset of D

with multiplicities ie a divisor in D


Suppose that there exist two continuous functions 

 

 
   
  lim
t

i
t  
such that
Supp E 
n
z

 z

  D

 jz

j  

t jz

j  

t t  
 
o
 

then E is the divisor associated to a bounded holomorphic function in D


Remarks
 Observe that any Rudin variety satises the hypothesis of theorem  and also the
varieties considered by Zarantonello and Chee

 One can give an analogous result for the polydisc in the case n   but the
computation involved is more tedious
As the following example shows the condition of nite area of E is not sucient for
the existence of a bounded holomorphic function which vanishes on E
Let a
i
be a sequence in D such that

X
i
 ja
i
j

  but

X
i
 ja
i
j   
Consider E  

i
E
i
with E
i
 fz

 z

  D

st z

 z

 a
i
g Then the area
of E is comparable to

X
i
 ja
i
j


If there were a function f  H

D

 such that f vanished on E then g  D  D
gz  fz z is bounded and its zeros are fa
i
g which do not satisfy the Blaschke
condition This example was previously considered in 
Ch In fact in 
Ch see
also 
Ch it is proved that the nite area condition for a divisor in D

is sucient to
assure the existence of a function belonging to the Nevanlinna class and dening the
given divisor and in this particular example which consists of a union of hyperplanes
the nite area condition is also necessary to assure the existence of a function in the
Nevanlinna class with zeros the hyperplanes
Nevertheless there are zero sets E of innite area which satisfy the hypothesis of
theorem  they are even Rudin varieties ie they are far from T

 Consider for
instance the analytic disc dened by
f  D D

 fz  z


gz
where g is any inner function of the disc dierent from a nite Blaschke product As
kf

zk 


the analytic disc is far from the distinguished boundary The area of the
variety is comparable to the sum of the areas of the projections on the axis counting
multiplicity But it can be proved see for instance theorem  of 
Ga that given
any inner function g dierent from a nite Blaschke product then there exists a set
L  D of logarithmic capacity  such that for all z  D n L card g

z   So
the projection of the analytic disc in the z

axis is a disc centered in zero and of radius


with innite multiplicity possibly the whole disc minus L Therefore it has innite
area
Now we can observe that W Rudins result can be stated as follows If X is a
divisor in D

that in a neighbourhood of T

is equal to the trivial divisor associated to
the constant function  then it is dened by a bounded function H Alexander asked
us whether the same result is true if we substitute the function  by any bounded
holomorphic function
In this direction we can prove the following

Proposition  Let X be a divisor in D
n
 If there exists a divisor Y associated to a
function h  H

D
n
 and a neighbourhood of T
n
 
T
n
 such that
X  
T
n
  Y  
T
n

then X is the divisor associated to some bounded holomorphic function in D
n

In the bidisc we can prove also
Theorem  Let X be a divisor in D

 Suppose that there exists a function h 
H

D

 and an r   such that if Y is the divisor associated to h then
X
j
r
 Y
j
r

where 
r
 fz

 z

  D

 r  jz

j  jz

j  g Then X is contained in a divisor
associated to a bounded holomorphic function
Remarks
 The same result remains true if we substitue   fz

 z

  D

jz

j  jz

jg by
fz

 z

  D

jz

j  jz

j  g   
 
 In theorem  we cannot assure that the divisor is equal to one dened by a
bounded holomorphic function as the next example which has been previously
considered by E Amar shows Let f  L

D  HD with zeros a
n
that do
not satisfy the Blaschke condition ie

X
i
 ja
i
j 
Let gz

 z

  f

z

 z




 Consider V  Zg where Zg denotes the zero
set of g Suppose that there is a bounded holomorphic function h such that
V  Zh Then H	  h	

 	 is an holomorphic bounded function in the
disc but its zeros do not satisfy the Blaschke condition H	   	

 a
i

therefore such an h does not exist Now consider
kz

 z

  f

z

 z




z


 z




As jfzj  kfk
L

D	
 jzj



 see for instance theorem 	 of 
Ru Then
jkz

 z

j  kfk
L

D	
jz


 z

j









z

 z










A

 kfk
L

D	


So k is a bounded holomorphic function and Zk  V  fz


 z

g So V is
contained in the zero set of k Note that it intersects  in the same set as Zk
In fact it coincides with Zk outside fz


 z

g
II Proof of theorem 
Let E be a divisor in D

which satises the hypothesis of theorem  and let  
i

X
ij

ij
d	
i
	 d	
j
be the  closed positive current associated We want to solve the
equation  with an upper bound for the solution
This bound will be directly related with the following elementary lemma which
was also used in 
Ru and 
Za
Lemma  Under the hypothesis of theorem  there exist two constants M   N  
such that for all t  
  there is a neighbourhood 

t
of T


t	
 T


t	
 fz

 z

 
D

 jz

j  

t jz

j  

tg with
Z
j

j

t	


	

 z

 M
Z
j

j

t	


z

 	

  N  z

 z

  

t

Proof As E is a divisor in D

 there is an holomorphic function h such that denes
E ie i log jhj   Let n

z

 t be the number of zeros of h in the disc f	


z

 j	

j  

tg By the argument principle
n

z

 t 

i
Z
j

j

t	
h
z

z

 	


hz

 	


d	


Z
j

j

t	


z

 	

 
Similarly if n

x

 t z

 D is the number of zeros of h in the disc fj	

j 


t  	

 z

g then
n

z

 t 

i
Z
j

j

t	
h
z

	

 z


h	

 z


d	


Z
j

j

t	


	

 z

 
We choose 

t
such that the support of  does not intersect it As long as z

 z

  

t

both functions n

z

 t and n

z

 t are continuous in z
i
and in t because h	

 	

  
when 	

 	

  

t
for any t  
  As they are integer valued functions n

z

 t and
n

z

 t are constant for z

 z

  T


t	
 T


t	
 t  
 
That means that
n

z

 t  N n

z

 t M
which was the desired result

Later on in order to assure the convergence in a regularization process we will need
that the current satises the Blaschke condition The next lemma takes care of it
Lemma  If we have a divisor E with associated   current  such that it satises
the conclusion of lemma  ie
Z
j

j

t	


	

 z

 M
Z
j

j

t	


z

 	

  N  z

 z

  

t
and the support of  does not intersect 

t
 then the divisor E satises the Blaschke
condition ie if 
D

is the distance to the boundary of D


Z
D


D

jj 
Proof Let f be an holomorphic function such that it denes the divisor E ie  
i log jf j by 
Ch it suces to prove that
sup
r
Z
T
r
T
r
log jf j d  
We use the Jensen formula in the following way if u is an holomorphic function in D
for any   r

 r  
Z
T
r
log juj d 
Z
T
r

log juj d 
Z
r
r

dt
t

Z
D
t
log juj

 
Now we x t

 and take t big enough such that   t

 t   and 
j
t  
j
t


j   
We make a partition of the parameter interval t

     t
n
 t such that for any
  i  n the set
S
i
 fz

 z

 min
j
t
i
 
j
t
i
  jz
j
j  max
j
t
i
 
j
t
i
 j   g
does not intersect the suport of  We x   i  n and we consider
Z
T


t
i

T


t
i

log jf j d 
Z
T


t
i

T


t
i

log jf j d 

Z
T


t
i

T


t
i

log jf j d 
Z
T


t
i

T


t
i

log jf j d  

Z
T


t
i

T


t
i

log jf j d 
Z
T


t
i

T


t
i

log jf j d
Dene A to be the dierence of the rst two integrals of the right hand side member
of equality  and B to be the dierence of the last two integrals of  Applying
Jensens formula  to B we get
B 
Z


T


t
i

	
Z


t
i
	


t
i
	
ds
s

Z


D
s


	

 	







As the support of  does not intersect S
i
then for any j	

j  j

t
i
j and any
s  
min

t
i
 

t
i
max

t
i
 

t
i
 we have
Z


D
s


	

 	

 
Z


D


t
i



	

 	


Thus because of the hypothesis of the lemma we get
B  N
Z


t
i
	


t
i
	
ds
s
 
Now we estimate A applying again Jensens formula
A 
Z


T


t
i

	
Z


t
i
	


t
i
	
ds
s

Z


D
s


	

 	






Just like before we get
A M
Z


t
i
	


t
i
	
ds
s
 
We consider now
Z
T


t
T


t
log jf j d 
Z
T


t


T


t


log jf j d 

n
X
i
Z
T


t
i

T


t
i

log jf j d 
Z
T


t
i

T


t
i

log jf j d
Now in each term of the sum we can compute with  and  and get
Z
T


t
T


t
log jf j d 
Z
T


t


T


t


log jf j d 
M
Z


t	


t

	
ds
s
N
Z


t	


t

	
ds
s
M log



t


N log



t


 
Dene t to be t  min 

t 

t Then by the subharmonicity and using
 we obtain
Z
T
t
T
t
log jf j 
Z
T


t
T


t
log jf j 
 C

t

 

t



M N 
Z
T


t


T


t


log jf j

 C  
Using lemma  and  theorem  is a special case of the following theorem
	
Theorem  Let   i

X
ij

ij
d	
i
	 d	
j
be a closed positive current in D

 Suppose
that there are two sequences r

n
 and r

n
 r
i
n
 
  lim
n
r
i
n
  i    such that
a For all n Supp 

 T
r

n
 T
r

n
  

b There is an M   such that for all n there is a neighbourhood 

n
of T
r

n
 T
r

n
such that
sup
z

z

	
n
	
Z
j

jr

n


	

 z

 
Z
j

jr

n


z

 	




M
c
A 
Z
D


D

jj 
Then there exists a negative solution u to the equation iu  
To prove this statement we will rst construct an explicit solution of the equa
tion  whose boundary values on T

are well adapted to a b and c Theorem
 will then follow using an appropriate regularization process
 An explicit expression for the boundary values of a solution of 
In this section we will work with a closed positive   current with coecients in
C

D


First using the method developed by M Anderson in 
And we write down the
solution of  with minimal L

T

 norm Then we will modify this solution by adding
some pluriharmonic functions to obtain a good expression for the boundary values
Lemma  Let  be a closed   real form with coecients in C

D

 Then the
function
f
M dened on T

by
f
Mz

 z

  



Re

i
Z

dlog 	

z

 log 	

z

	

 	







	
Z
j

j
log j 	

z

ji

	

 z

 d	

	 d	



Z
j

j
log j 	

z

ji

z

 	

 d	

	 d	




is the boundary values on T

of a solution which will still be denoted by
f
M of the
equation iu   that belongs to C

D



Proof In 
And M Andersson nds the solution u of  with minimal L

d

norm
where d

 j

j


d

j

j


d

and d is the Lebesgue measure in the disc
In fact the integral kernel which solves  with minimal L

T

 norm can be obtained
formally from the Andersson kernel letting 

  and 

  For the sake of
completeness let us recall this construction
Let S denote the Szego projection from L

T

 to H

T

 Let us dene S by
S  S and S

by S

  S  This last is correctly dened as any function in
H

T

 can be extended holomorphically to D

via its Poisson integral If we consider
  S  S  S

then  is pluriharmonic in fact it is the orthogonal projection from
L

T

 to L

T

  fu  u is pluriharmonic in D

g Let u be a solution of  Since
u is pluriharmonic u u depends only on iu   so we can dene an operator
solution which gives us the solution of  with minimal L

T

 norm
M  u u  	
Now we want to nd an explicit integral formula for M In order to do this
one must decompose M as a sum of operators which operate coordinatewise and are
of adequate bidegree We introduce now the needed operators
Ku  u Su  
K is the solution operator which solves the equation with minimal L

T

 norm We
need also
Tu  Su S

u  
T and K are the conjugate operators dened just like S
Now in terms of these operators the solution operator M can be written as
Miu  Ku Tu  Ku Tu
because
M  I    I  S  S  S

  I  S  S  S


and M is real ie M
 
! M!
The explicit formulae for IK T S S

andM are wellknown in one variable but as
Andersson shows one can nd the explicit expression of the operators in D

 D

D

if we know the expression of the operators in each variable For instance
Ku  uSu  I

I

S

S

u  I

I

S

uI

S

S

u  I

K



uK

S



u 
Similarly
M  S


M

M

S


 T

K

K

T

 T

T

K

K

 
This last expression of M has the advantage that each term of the sum acts on u
because of bidegree reasons For instance K

K

acts on 

 



u To prove  one
substitutes the operators K TM in  by formulae 	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The third term in the right hand side of  is the boundary values of some smooth
pluriharmonic function so
f
M M



Re 
if

 g

 h

 f

 g

 h


is another C

D

 solution of  whose boundary values on T

are given by
f
Mz

 z

  



Re

i
Z

dlog 	

z

 log 	

z

 	 




	
Z
j

j
log j 	

z

ji

	

 z

d	

	 d	



Z
j

j
log j 	

z

ji

z

 	

d	

	 d	




 A Rudin theorem with bounds
In this section we will apply lemma  to obtain Rudins theorem with an explicit
bound

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III Proof of proposition  and theorem 
 Proof of proposition 
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nents ie the connected components of the regular points ofX andm
k
the multipliciy
of each X
k
 Consider now X

 m
k
 A
k
 the irreducible components of X such that
they cut 
T
n
 and X

 m
k
 B
k
 the irreducible components of X that do not
cut 
T
n
 By Rudins theorem there is a function f

such that Zf

  X

and
f

 H

D
n
 Now consider h the bounded holomorphic function given Zh is a
divisor Y  n
k
 Y
k
 we separate again the irreducible components Y

 n
k
 C
k
 that
cut 
T
n
 and Y

 n
k
 D
k
 the components that do not cut Take one component A
k
of X

 there is one component C
k
of Y

 such that they coincide on 
T
n
 As this is an
open set they coincide along the whole D
n
 So X

 Y

 but Rudins theorem states
that there is an holomorphic bounded function h

 H

D
n
 such that Zh

  Y

and moreover h

is bounded in a neighbourhood of T
n
 so nally
f  f

hh

is a bounded holomorphic function such that Zf  X
 Proof of theorem 
Let X be a divisor in D

 as in the proof of proposition  we consider X


m
k
 A
k
 the irreducible components that do intersect   
T

 and X

 m
k
 C
k

the components that do not intersect By theorem  there is a function f

 H

D


such that Zf

  X

 Now for any irreducible component A
k
 X

the intersection
with  must be a curve 
k
 It can not be a point because f  jz

j  jz

jg and
f  jz

j  jz

jg are pseudoconvex domains There is an irreducible component Y
k
of
Y  Zh h  H

D

 such that the intersection of Y
k
with  is 
k
by the hypothesis
of the theorem But 
k
is a determinant set in Y
k
 so A
k
 Y
k
 Thus if we consider
f  f

h
then X  Zf

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