In this paper, common time-and frequencydomain variability indexes obtained by pulse rate variability (PRV) series extracted from video-photoplethysmographic signal (vPPG) were compared with heart rate variability (HRV) parameters calculated from synchronized ECG signals. The dual focus of this study was to analyze the effect of different video acquisition framerates starting from 60 frames-per-second (fps) down to 7.5 fps and different video compression techniques using both lossless and lossy codecs on PRV parameters estimation. Video recordings were acquired through an off-the-shelf GigE Sony XCG-C30C camera on 60 young, healthy subjects (age 23 ± 4 years) in the supine position. A fully automated, signal extraction method based on the Kanade-Lucas-Tomasi (KLT) algorithm for regions of interest (ROI) detection and tracking, in combination with a zero-phase principal component analysis (ZCA) signal separation technique was employed to convert the video frames sequence to a pulsatile signal. The frame-rate degradation was simulated on video recordings by directly sub-sampling the ROI tracking and signal extraction modules, to correctly mimic videos recorded at a lower speed. The compression of the videos was configured to avoid any frame rejection caused by codec quality leveling, FFV1 codec was used for lossless compression and H.264 with variable quality parameter as lossy codec. The results showed that a reduced frame-rate leads to inaccurate tracking of ROIs, increased time-jitter in the signals dynamics and local peak displacements, which degrades the performances in all the PRV parameters. The root mean square of successive differences (RMSSD) and the proportion of successive differences greater than 50 ms (PNN50) indexes in time-domain and the low frequency (LF) and high frequency (HF) power in frequency domain were the parameters which highly degraded with framerate reduction. Such a degradation can be partially mitigated by up-sampling the measured signal at a higher frequency (namely 60 Hz). Concerning the video compression, the results showed that compression techniques are suitable for the storage of vPPG recordings, although lossless or intra-frame compression are to be preferred over inter-frame compression methods. FFV1 performances are very close to the uncompressed (UNC) version with less than 45% disk size. H.264 showed a degradation of the PRV estimation directly correlated with the increase of the compression ratio.
Introduction
Since the first studies on video-photoplethysmography [17, 18, 41, 43, 44] , a variety of video processing, signal analysis and analytical methods have been developed to improve the precision of the heart rate (HR) estimation under various acquisition environments and physiological conditions. However, a small number of studies focused on how the video recording should be acquired and how recording parameters like acquisition frame-rate or storage methods influence the parameters extraction. The analysis of these two parameters is fundamental for the distribution of the video-photoplethysmographic (vPPG) technology. The validation of a low frame-rate [e.g. 30 frames per second (fps)] could determine its utilization on low-cost cameras which are generally limited under 60 fps, while the compressed storage is necessary to port the system on mobile devices or to reduce the bandwidth requirements to transfer a video acquired from an endpoint to a computing server of some sort.
We believe that the absence of a standard methodology concerning the acquisition of the video, its storage and the attention to particular recording details (e.g. the effect of artificial lights) exerts a negative influence on the actual feasibility and reliability of vPPG methods towards its use in clinical and healthcare settings. It has to be noted that with the term video PPG or vPPG, which is equally present in the literature with other terms such as remote-PPG (rPPG) [40] and imaging PPG (IPPG/PPGI) [36] , we operate a distinction meaning that "video" refers to a specific technology (based on video imaging) while "remote" could also refer to other technological means such as sensor arrays or laser interferometry. Unfortunately, many other names are available in the literature, slowing down the technological progress: camera-based PPG (cb-PPG) [45] , distance PPG (dPPG) [20] and non-contact PPG (nc-PPG) [36] .
To the best of our knowledge, only three articles have presented an analysis on video frame-rate and format. Sun et al. [35] recorded video with a monochrome complementary metal-oxide-semiconductor (CMOS) camera at 200 fps and then performed video analysis subsampling at 100, 50 and 20 fps; the obtained signal was then interpolated again at 200 Hz using a spline function. In [4] a nine-camera array was used to run an extensive analysis on blind-source separation techniques, frame-rate and video resolution; the video was recorded at 120 fps and downsampled at 60 and 30 fps. The same database was then used [26] to study the effect of lossy compression methods (×264 and ×265 codecs), but the authors overlooked the utilization of lossless methods. (see the section "Video manipulation" for the definition of lossy and lossless codecs). Hanfland [15] published an analysis on video format dependencies, examining the impact of different codecs on the image quality, although he had examined only very short videos (150 frames) and did not produce an analysis on the physiological parameter extracted from video PPG such as heart rate (HR) or heart rate variability (HRV).
In regard to the physiological parameters, the majority of the studies found focused on the HR estimation, while only a restricted number compared HRV or pulse rate variability (PRV) parameters. The pioneering work of Poh et al. [28] on the independent component analysis (ICA) compared LF and HF power estimation with a finger-PPG signal. Sun et al. [35] analyzed the mean and standard deviation (SD) of inter-beat intervals (IBIs) and power spectrum against a reference PPG signal. McDuff in 2014 [25] extended the work of Poh et al. [28] , partially improving the signal analysis, while Rodríguez and Castro [30] also calculated RMSSD and PNN50 parameters, but ignored the HRV power spectrum. An exhaustive analysis on PRV was produced in [27] , which also examined the non-linear distributions of RR and PP intervals and normalized power spectrum density in different postures. Recently, in [19] the use of video PRV as a proper surrogate for HRV was examined. Among them, only [19, 27, 35] followed the guidelines [37] for HRV studies, with a recording time for each session longer than 4 min.
Using the acquisition frame-rate as a grouping parameter, it is possible to cluster the studies published into three groups: from 15 to 30 fps where the researchers focused on low-cost devices like webcams [2, 6, 9, 14, 22, 23, 28, 30, 31] , commercial cameras [27, 32] and smartphones [7] , with the exception of the studies that used industrial cameras with low fps but provided other features like extended light spectrum and multiple cameras [20, 40] . Two experiments were at 50 fps [29] and 60 fps [21] , and six studies ranged from 80 to 200 fps [1, 8, 4, 16, 35, 45] . Above 50 fps, only [4, 35] motivated the specific frame-rate to acknowledge its influence on the results.
In all the 34 papers reviewed, 10 stated the video format [7 uncompressed (UNC) audio video interleaved (AVI), 1 MOV, 1 WMV, 1 AVI with H.264 codec]. We assumed that all the others stored the videos using the UNC AVI format. A guarantee that compressed video formats are accurate enough for vPPG pulse-rate variability would be essential to bring the technology to embedded low power devices, which do not have enough memory to load UNC video sequences.
A broader review on imaging PPG studies, including wearable or contact-PPG on mobile devices which are not covered in our study, can be found in [5, 36] .
The dual purpose of this study is to compare PRV parameters obtained from videos acquired at different frame-rates (directly sub-sampling the sequence of frames) and the same parameters obtained from videos compressed with different encoding techniques. The extracted PRV values are compared with HRV measured using ECG RR series. We chose to compare the vPPG PRV against the ECG HRV under the necessity to demonstrate its validity as a surrogate for HRV, instead of verifying if contact-PPG and vPPG exhibited the same behavior. Different methodological aspects are exposed to partially improve the design of future vPPG studies. The study was conducted on a cohort of 60 healthy subjects.
The paper is organized as follows: The Methods section describes the experimental setup, the signal recordings and the processing necessary to extract the vPPG signal and estimate the PRV parameters. The Video manipulation section describes the manipulations performed on the videos to obtain down-sampled signals, with an outline on the effect of artificial lights and compressed data. The results of the analysis are presented in the Results section and finally in the Discussion section we report a discussion on the entire work.
Methods

Video and ECG recording
Video recordings were acquired with a GigE Sony XCG-C30C camera (Sony Inc., Konan, Minato, Tokyo, Japan), equipped with fixed 15 mm focal lenses (Tamron 25HB, Tamron Co. Ltd., Saitama, Japan), a spatial resolution of 640 × 480 pixels and 24 bit RGB depth resolution at a frame-rate of 60 fps, aperture f2.0 and exposure time of 8 ms, and a duration of 5 min, compatible with HRV analysis clinical practice [37] . The camera was mounted on a tripod with a movable mechanical arm to allow manual adjustment between the phases of the experiment. The data were saved in a full frame UNC RGB format with an AVI container.
The ECG signal was recorded by a Flexcomp Infiniti system by Thought Technology Ltd. (Montreal West, Quebec, Canada) synchronized using recording time stamps on the same computer with the video acquisition. Electrodes were placed on the body surface following the Einthoven left arm (LA), right arm (RA) and left limb (LL) proximal positioning. ECG traces are sampled at 2048 Hz and saved at 256 Hz. A notch filter for 50 Hz power line noise removal in ECG is embedded in the Flexcomp recording system.
Experimental procedure
A group of 60 volunteers (31 males and 29 females), healthy (age 23 ± 4, range 20-34), were recruited for the study. The subjects had different skin types ranging from II to IV [11] , and were recruited from among university students and personnel.
All the recordings were conducted indoors, the illumination was a mixture of sunlight passing through the windows and artificial compact fluorescent light (CFL) bars. The effect of fluorescent light flickering on the acquired signal will be further described in the section "Effect of artificial lights". The camera was placed at 1 m, pointed on the subject's face, with manual adjustment of the focus.
All the participants received a complete explanation of the procedure and signed a written informed consent form. The subjects were recorded in the resting phase, they were asked to lie on a bed table with the camera positioned above the face. The bed was positioned in front of a window to receive the maximum possible amount of sunlight. The artificial lights accounted for the most luminance with 400 lux at 3 m, while the variation given by sunlight was between 50 and 60 lux. The subjects were asked to keep their head as still as possible to reduce movement artifacts. After an initial stabilization phase of 2-3 min, video and ECG recording started and lasted for 5 min.
Signal extraction
The videos were processed offline to derive the vPPG signal. The forehead regions of interest (ROI 1 ), the nose (ROI 2 ) and the right cheek (ROI 3 ) were considered for the signal extraction. The position of the ROIs is derived with anthropometric measures with respect to the position of the eyes and the detected face size. The video processing algorithm was entirely developed in C + + with the OpenCV library (www.opencv.org): face and eye detection were performed using the Viola-Jones algorithm (VJ) [42] , while the ROI movement is derived from the Kanade-Lucas-Tomasi (KLT) [24] motion flow estimator. A first mention on the effects of low video frame-rates is that local motion trackers like the KLT decrease their performances because in case of great movements between successive frames, the KLT could fail to track correctly the movement or even fall out from stability, leading to erroneous tracking. For this reason, the KLT tracker is reinitialized every 30 s using the VJ face and eye detection. The KLT tracker is applied on down-sampled videos as well, skipping frames, to demonstrate the loss of performance caused by the KLT tracker.
We indicate with M the number of color channels (M = 3 R, G and B), N the number of ROIs (N = 3 in order of forehead, nose and cheek) and L as the number of frames recorded. M and N are fixed, while L will be subscripted (e.g. L 60 ) to indicate the corresponding acquisition frame-rate. The non-weighted spatial average of pixels is calculated in every ROI, resulting in M × N at different time series, each one of length L.
The time series are preprocessed to remove non-linear very low frequency trends (≈0.1 Hz with f sampling = 60 Hz) present in the signal using the technique described in [39] , setting the smoothness parameter to λ = 400; it has to be noted that the level of smoothing imposed by λ is dependent on the sampling rate (f cutoff = f(λ)*f sampling ), but in this specific case a value of 400 does not introduce distortions in the signal, or to alter information in the PPG bandwidth, at every frame-rate considered in this study. Nevertheless, a modification of the algorithm is advisable to set the λ automatically in response to user-defined detrend requirements.
A Hamming band-pass filter (FIR 127 points) is then applied to remove LF components caused by subject's movement and highfrequency (HF) sinusoidal noise imposed by lights. The high-pass cut-off frequency was set at f 1 = 0.3 Hz; the low-pass cut-off was set at f 2 = 8 Hz.
ZCA method
According to Verkruysse et al. [41] , the pulse information is mainly contained in the green channel. To remove noise components that fall across the entire RGB spectrum and correctly retain the G channel only, a variation of the principal component analysis (PCA) called zero-phase principal component analysis (ZCA presented in [19] ) was employed. Given X an L × M matrix composed by the RGB channels, let us assume its covariance matrix C = X T X has eigenvectors in E and eigenvalues in the diagonal of Σ so that C = EΣE T . We are interested in the matrix W that produces:
with Y is a new uncorrelated variable withY T Y = I. The ZCA method produces a whitening matrix equal to:
Thanks to the double rotation of E and E T , W ZCA whitening achieves optimal orthogonality in Y at the same time, it holds the data order as in the original data (in our case, the color channels sequence). From the Y time series, only the green channel is kept for successive elaboration without the need for particular selection heuristics.
To remove the remaining disturbances, a tuned filter-bank is applied to the signal. First of all, a coarse estimate of cardiac frequency f c is calculated as the maximum peak of the power spectral density (PSD) on a 5 s window, using the Welch periodogram with high granularity. Then two FIR bandpass filters (99 points), centered on f c and its 2 nd harmonic are generated. The two filters are non-overlapping by design, hence the signal inside the window is fed to both and then the outputs are summed together. The entire filtered signal is produced by summation of Hanning windows with variable overlap. The best signal from the three ROIs is selected using the overall signal-to-noise ratio (SNR) estimated using the method from [19] . No notable prominence of the three sites (forehead, nose and right cheek) was found. In the considered rest position the forehead was selected 21 times, the nose 5 times and the cheek 32 times.
Given that a lower frame-rate leads to a reduced number of samples, the signal spectrum is not always calculated on the same 5 s window, otherwise we would obtain larger frequency bins and a worse estimation of the cardiac frequency. Let us indicate with f SUB the sub-sampling order (e.g. at 20 fps f SUB = 60 fps/20 fps = 3). To maintain the same original frequency granularity in the estimation of f c , the considered sample window is:
As the window size increases in samples, so also the Hanning window grows smoother; to reduce the latency, the overlap is reduced as:
HRV parameters estimation
Having performed peaks detection on vPPG and ECG (details in [19, 33] ), the analysis of the HRV/PRV was performed in time-and frequencydomain using linear, time-invariant methods [37] . In the time-domains the following were computed: the mean of normal-to-normal intervals E[NN], the SD of all NN intervals (SDNN), the root mean square of successive differences (RMSSD), and the proportion of successive differences greater than 50 ms (PNN50). In the frequency-domain, the PSD was calculated on the corrected PP and RR series using the LombScargle periodogram, which was found to be more reliable than FFT methods in the case of missing/erroneous intervals and does not need fixed sampling rate in the NN series [12] . According to [37] Although the real role of the different components is controversial [3] , the sympatho-vagal tone is estimated as the ratio between LF and HF integral of the PSD is calculated (LF/HF). To correctly compare the power spectra of the ECG and the vPPG, the normalized power is considered for the analysis (nLF and nHF). All the equations necessary to estimate the different parameters and the prerequisites in terms of signal duration and sampling rate are covered in [37] .
Video manipulation Video compression
All video recordings were transcoded using the FFmpeg software running on a Intel Core i7-6700 machine (Intel Inc., Santa Clara, CA, USA). The chosen codecs were FF video codec 1 (FFV1) for the lossless quality and the MPEG H.264 (Fraunhofer Institute, Munich, Germany) for the lossy versions. Both the codecs were run with the discard none option to avoid frame loss in input and consequently undesired displacements of the samples in the signals.
All the signals obtained from video compression analysis were stored with the original frame-rate (60 Hz). The FFV1 codec has been chosen against another popular lossless codec, the MJPEG2000, due to multiple reasons: it is easily accessible and is distributed as opensource code, it is constantly improving, and it can perform fast compression compared to other lossless codecs. H.264 instead has been chosen because it is massively widespread, it is very efficient among other lossy codecs and it can perform variable block size motion compensation (VBSMC) to enable precise segmentation at various scales inside the frames. The major difference between the two is that FFV1 in lossless mode performs strict intra-frame compression, while the H.264 exploits inter-frame motion prediction along reference frames (or key-frames); both the codecs use arithmetic entropy coding to compress the data. FFV1 is also quick enough to be used in real-time capture.
The quality of the FFV1 was fixed setting the g parameter to 1, which indicates the group of pictures size (GOP) in which frames are arranged. Moreover, it was included the CRC control on slices (-slicecrc 1) to not decode broken frame slices. The two parameters are selected to ensure the minimum compression with the highest quality level possible by the FFV1 codec.
The quality of the H.264 was fixed using the constant rate factor (CRF) parameter, which applies a motion-wise compression, with fixed values of 8 and 16, where a CRF of 0 means lossless quality and 51 is the highest compression possible (at expense of objective quality). The total disk size of the four versions is shown in Table 1 .
Video frame-rate sub-sampling
To mimic sets of videos acquired at lower frame-rates (e.g. from a commercial web-cam or a medium range smartphone), the ROI tracking algorithm was modified to consider only certain intervals of frames to activate the 
Effect of artificial lights
The presence of artificial lights in the video, usually constituted by CFL bulbs, provokes unwanted, high power sinusoidal oscillations in the signal. In the literature, some researchers fixed the acquisition frame-rate at the same frequency of the light flickering to cancel its effects; however, these methods would limit the sampling time intervals. Other methods require the access to the camera parameters for internal PAL/NTSC (50/60 Hz) synchronization, or to modify the camera shutter speed to reduce the flicker intensity. A possible solution presented in this work is to directly eliminate the light noise from the signal with a low-pass filter, because the noise frequency is usually far higher than the maximum bandwidth of the vPPG signal. Moreover, it is observable that given a sampling frequency f s , the noise frequency could "fold-back" and shift position due to the sampling aliasing. In general, given the flickering frequency of the light noise and the sampling rate f s , the frequency of the aliased noise, could be calculated as:
where f noise is the known frequency of the lights (e.g. 100 Hz), and n is the number of times f s must be multiplied to minimize the distance from f noise (2 in our specific case).
In Figure 1 a comparison of the different positions of the flicker noise at different sampling frame-rate is shown. The 20 fps noise is not visible because its fold-back position is 0 Hz (as derived in Equation 5).
Noise flickering frequency with f s higher than 20 fps represents a negligible problem because the flicker remains well above the 8 Hz cut-off of the filter, but at lower fps the noise folds directly in the band of the signal. It can be eliminated by calculating f a and reducing the cut-off frequency of the filter, yet it inherently damages the quality of the signal because the 2 nd and 3 rd harmonics of the cardiac frequency f c are also degraded by the filter response. For this reason, the minimum sampling rate has to be chosen accurately to keep the light noise at its original frequency (f s > 2*f noise ) or to keep it out of the vPPG maximum bandwidth (ideally f a > 16 Hz).
In this study, when the light noise folded back into the signal maximum bandwidth (f N < 8 Hz), we reduced the cut-off frequency f 2 of the filter with respect to the estimated position in frequency of the light as: f 2 = f a − 0.5 Hz.
Whereas when the frequency of artificial lights is unknown, the video analysis component should extract the signal from a background ROI (e.g. a wall), and use this signal to estimate noise frequency (as in [23] ). In case of in-band noise, an IIR notch-filter centered on the estimated f a could be used to correctly remove the light disturbance. Other researchers [38] proposed a method based on the cancelation of AR poles estimated from the signal and background ROIs.
Signal up-sampling
We also wanted to investigate the effect of the signal upsampling on the PRV parameters, as if the raw signal was extracted at a low frame-rate (exploiting the method in the Section "Video frame-rate sub-sampling") and then up-sampled at 60 Hz using standard cubic-spline interpolation. With this method, the original sampling rate is maintained, ideally canceling the time displacement error on peaks detection caused by video sub-sampling (see Table 4 ). Unfortunately, the temporal evolution of the signal remains unchanged, hence the light noise does not move back to the original frequency; the noise frequencies are the same as in Figure 1 . 
Results
We show the results of 57 out of 60 recordings as three were excluded for the following reasons: two were moving excessively during the recording session, while one experienced technical recording problems which prevented further analysis.
The results are divided in three sections including: (i) the quantification of the effect that different video frame-rates have on parameter estimation; (ii) the quantification of improvement obtained by the proposed signal up-sampling procedure and (iii) the quantification of the effect on PRV estimation using different video compression (sampling-rate fixed at 60 fps).
The numerical results were calculated comparing the HRV parameters (estimated from the ECG) and the PRV parameters (obtained on the reconstructed vPPG signal): Pearson's correlation, Bland-Altman's method agreement and robust regression with bisquare weighting function were used to evaluate the agreement among measurements; in addition, the root mean square error (RMSE) was calculated on the residuals of the linear regression.
To measure the degradation of the computed parameter across different frame-rate the mean degradation rate (MDR) was evaluated: 
The MDR is calculated as the mean between vPPG and ECG, of a parameter metric at a certain frame-rate (par fr e.g. the HR correlation) in terms of deviation from the same parameter's metric obtained at 60 Hz (par 60 ). The degradation is then weighted with respect to the mean frame-rates f r analyzed. The MDR is intended as a metric to see which parameters seem to be more tolerant to frame-rate reduction and to understand if they can be used inside a PRV study.
Influence of video frame-rate
The correlation between vPPG and ECG derived from HRV parameters obtained for different frame-rates are shown in Table 2 . As expected, the computation of all the HRV parameters was directly affected by the frame-rate reduction. This effect was less pronounced for the HR and the IBI than for IBI SD and was highly evident for RMSSD, PNN50 and spectral indexes (LF and HF components). In particular, spectral parameters experienced a significant drop in correlation when frame-rate was decreased below or equal to 20 fps (gray cells in the table). To accurately estimate those parameters, the highest frame-rate (i.e. 60 Hz in our study) should be used. A possible explanation of the influence of lower frame-rate on the parameters' estimate is the error in the position of the detected peaks and in the distance between two consecutive peaks: if f s = 60 fps then the time interval between consecutive samples (or time bin) is t s = 1/60 s≈16.6 ms with an error in peak detection falling theoretically between ±16.6 ms (but lower in practice under the assumption of smoothness of vPPG waveform). As f s decreases, t s increases and, in the worst case, we have t s ≈133.3 ms (when f s = 7.5 fps), which means a detection error higher than 250 ms. This introduces jitters in peak locations which degrades the measurements. An example is shown in Figure 2 where peak-shifts caused by the low frame-rate is very evident. It has to be noted that the waveform shift is not caused by the pre-processing methods, as they are designed to avoid phase distortions, but from imperfect tracking of the ROIs at the video source at lower frame-rate, which introduces the distortion. Some improvements are being studied at the tracking level to reduce this kind of noise.
The increase of peak displacement (measured in terms of SD of displacement errors) is shown in the Section "Effects of signal up-sampling", Table 4 (first column). Table 3 reports the results of Bland-Altman agreement between ECG and vPPG derived measurements. Although the measurement biases remain relatively stable across the frame-rate, the measurement dispersion grows larger and larger when the frame-rate decreases. As before, the larger effects are observed for RMSSD, PNN50 (with a maximum error of 23%) and the spectral parameters.
Effects of signal up-sampling
To mitigate the negative effects of the low frame-rate, we propose to up-sample (at 60 Hz) the ROI signal, i.e. the raw RGB channels obtained by spatial average over the ROIs. Up-sampling has a positive effect on ZCA: the higher the number of samples (in a given time interval), the better the estimation of covariance matrix E and consequently the better the signal separation. The obtained improvement is highlighted in Figure 3 , where a single beat cycle is shown. We can observe that up-sampling reduces the jitter error in peak identification in each channel. Globally, after the ZCA, the detected peak in the up-sampled signal is closer to the reference peak found at 60 Hz than the peak obtained without resampling. It is also seen, in Figure 3 (on the left), that the ZCA process combined with the bankfilter is capable of reducing a great portion of the noise still present on the original signal. Imperfect super-position of points 7.5 fps signal and up-sampled signal are caused by processing subsequent to the up-sampling interpolation. The improvement in terms of peak detection error is highlighted in Table 4 (second column). The errors are reduced when the up-sampling procedure is applied and they drop from values of the order of hundreds of milliseconds down to milliseconds, irrespective of the adopted frame-rate. Table 5 shows the correlation values between HRV and PRV parameters when signal up-sampling is applied. By comparison with the values of Table 2 , it emerges that the correlation values are improved, all being almost greater than 0.8. Only when normalized LF and HF at 7.5 fps are considered, are correlation values lower than 0.8 are observed. Thus the proposed correction is able to restore a good correlation value and to maintain a low RMSE across different frame-rates.
Finally, the positive effect of the up-sampling procedure can be appreciated in Table 6 , where the measurement bias remains stable, or generally limited, over the various frame-rates and where the measurement dispersion (even if it is still correlated with the frame-rate reduction), remains comparable with that observed at 60 fps.
Performance of video compression
We begin to observe that in the case of compressed videos, the peak displacement is considerably negligible with FFV1 and CRF8 coding, while the CRF16 produces more pronounced alterations: this behavior may be dependent from the block-like inter-frame compression of the H.264 codec which alters the frame structure, and subsequently the signal ROIs and their dynamical variation (e.g. smoother slopes in the cardiac phases). The resulting signals are shown in the Figure 4 .
With regard to the peak displacement, the compression methods show that the FFV1 codec has a limited influence on a peak's position, with a maximum displacement around 4 ms and 2.9 ms (rest and stand position). However, the inter-frame compression of H.264 deteriorates the signal, increasing the difference between the peaks found using UNC videos or compression techniques. In Table 7 the correlation results obtained with different compression methods are represented. It is observable from Table 7 that the UNC and the FFV1 show almost the same correlation value in the majority of the analyzed parameters. These results may depend on the fact that FFV1 in lossless mode performs strict intra-frame compression, which means that the information is compressed inside each frame, but it is independent from the information in the other frames (known as inter-frame prediction). Hence, the dynamics of the ROIs average is not altered. Nevertheless, the correlations are consistently high and all the p-values are below 0.01 for every compression method employed. Figure 5 shows the correlation and RMSE for the different compression techniques. The degradation of the RMSE is negligible and its value remains nearly constant and restricted for every compression codec. The higher drops are observable on the RMSSD and IBI SD with the H.264 codec and CRF = 16.
The method agreement in Table 8 recalls the correlation results. The FFV1 lossless compression provides the same performances of the UNC videos, and no substantial degradations or improvements are present between the two dataset. The only notable alterations in the measurement bias are visible for IBI SD, RMSSD and PNN50, which shows the higher dependency from the correct peaks estimation and are damaged by the inter-frame compression of the H.264-CRF16.
Discussion
As of now, few articles have explored the effects of the frame-rate and video format on the extraction of vPPG signal [4, 15, 35] and more in general, only [35] examined the PRV parameters with respect to the acquisition frame-rate.
To the best of our knowledge, this work is the only one which investigates the effects of the acquisition framerate and video compression techniques in the estimation of pulse-rate variability parameters from video-photoplethysmographic signals. Moreover, this is one of the few works, along with [27] that has examined the use of PRV as a surrogate for HRV. Short-term (RMSSD, PNN50 and HF power) and long-term variability parameters (SDNN and LF power) were extracted and examined. The participants were recruited from among university students and personnel, with a skin type ranging from II to IV on Fitzpatrick's scale, while skin type I, V and VI were infrequently distributed among them and they could not be recruited.
In regard to the video sub-sampling, our results show that the correlation suffers a fast degradation in all the parameters considered, with the only exception being the HR and IBI mean. Nevertheless, the last two para meters are also subjected to quality degradation observing the Bland-Altman agreement and the RMSE with a significant increase in the bias and the dispersion of the measurement. The principal source of error is the time-jitter induced by the sampling-rate in the detection of vPPG fiduciary points, which is far below the PPG standard (128 Hz) even at 60 fps; for this reason, a recording framerate far above 100 fps is preferable.
Besides the influence on PRV parameters, there are two other major points in favor of an high-speed frame-rate. The first one is that of disturbances related to artificial lights, or in general of unwanted light noise sources, may fold-back into the vPPG bandwidth, disrupting the quality of the signal when the frame-rate is low. This means that additional elements must be added to the processing pipeline to identify and reduce the noise, increasing the complexity of the algorithm. Moreover, any additional pre-processing step, that is not parametrically adapted to the characteristics of the signal, can provoke unpredictable behaviors when the system is used in the wild, and its effect must be studied in detail.
Another reason is imposed by the capabilities of the video tracking system: under the same premises of the Nyquist-Shannon theorem, the visible rate of change is limited at half the sampling-rate of the camera; subsequently, subject's oscillations that move faster (including posture control oscillations) cannot be tracked correctly using a pursuit tracker like KLT and generate unwanted artifacts in the signal. Despite the fact that the video frame-rate can be increased using interpolation models [13] , robust trackers for low frame-rate exist [46] , or other prediction techniques like Kalman filtering can be used in co-operation with KLT tracking, these solutions come at increased computational cost and they could undermine the implementation of vPPG techniques in low-power devices. The advantage of trackers based on motion-flow estimation such as the KLT against digital neural networks (DNN) based trackers is that they are independent of prior knowledge on the object to be tracked or time-expensive offline training.
To investigate precisely the effects of face tracking on the PPG quality, it will be necessary in the future that a video dataset also contains the face motion ground-truth in space (obtained through high-fidelity tracking methods or face-markers). This ideal-face dataset could be also helpful to cover other current research issues like talking, facial expressions effects, and the repeatability of vPPG experiments.
To mitigate the error brought by low frame-rate, we tested a cubic-spline interpolation method to increase the frequency bandwidth directly on the acquired signal. The results have shown that the signal up-sampling increases the stability of the PRV estimation with good performances on HR, IBI mean and SD and RMSSD and acceptable (r correlation >0.85, low dispersion) performances for PNN50 and frequency domain parameters. Nevertheless, in still or very reduced movement environments we advise a minimum frame-rate of 20 fps, while in vigorous motion environments (e.g. physical exercise or talking) it is mandatory to achieve the highest frame-rate possible, consistent with the limits imposed by the video sensor's sensitivity and a reasonable exposure time. Additionally, this work supersedes the issue generated by irregularities in the camera sampling rate, which could happen in lower end systems such as camera-phones or webcams. This problem will be investigated in future works.
This study also analyzed the impact of the video format and compression, specifically FFV1 for lossless compression and H.264 at two different lossy quality levels, in order to understand if the recorded videos can be stored and/or transmitted in a more efficient way. The results show outstanding performances with the FFV1 codec, with a compressed size <50% of the original size maintaining the PRV quality at the same level as the UNC videos. The H.264 codec have shown acceptable results with CRF equal to 8 and 16 (correspondent to a 5.76% and <1% of the disk size) in correlation and Bland-Altman bias, but a higher degradation in the HRV parameters relies on the peak detection accuracy, such as RMSSD and PNN50.
Given that commercial cameras are usually subject both to signal compression (e.g. MJPEG2000) and low frame-rate (under 60 fps, generally 30 fps), future works on the topic are needed to investigate the influence of these two factors combined. A comparison between our population dataset and the compressed MAHNOB-HCI dataset [34] is outside of the scope of this paper. Nevertheless, the findings of this paper show that particular attention must be paid when compressed videos are used to extract vPPG signals.
The videos recorded in the standing position (see [19] for details) were not considered in the results of this study for the sake of conciseness. To be thorough, the observed behavior was very similar to the rest position concerning the frame-rate and FFV1 compression (although with higher biases and dispersion). Instead, the H.264 codec has shown sufficient results only in correlation and bias with CRF = 8, and sub-par degradation in Bland-Altman dispersion and RMSE; H.264 with CRF = 16 produced results of unacceptable quality in every metric, and in our opinion its usage in vPPG PRV analysis is recommendable only in the situations where the subject is kept still or presents very little movement. Yet, the compressed vPPG represents a valid solution for simpler applications which consider HR estimation only, such as measurements for fitness and wellness [10] .
We believe that the increased error is dependent on the increase in the peak displacement dispersion, that is probably caused by the inter-frame compression which operates in blocks smaller than the single frame and alter the distribution of the pixels inside the considered ROIs. To reduce this kind of noise, an increased set or ROIs with a small size, along with SNR evaluation metrics (e.g. as proposed in [21] ) could be implemented. More complex extraction models could operate at the H.264 decoding level, directly considering the inter-frame compression blocks. In general assumptions, and whereas the FFV1 codec could not be used (e.g. some video recorders use MPEG compression natively), we advise to consider only videos encoded at near-lossless mode, with CRF < < 8.
The video resolution has not been taken into consideration in this particular study, because it is dependent on multiple factors like the subject distance, however, we can advise with confidence that faces that occupy a major portion of the frame lead to better tracking and that a higher quantity of pixels-per-ROI ensure a more stable signal acquisition. More work will be done in the future to verify the effects of the video resolution on HRV accuracy. Additionally, other technical aspects dependent on the camera (such as shutter speed, automatic white balance correction, focal length, aperture, image depth and camera sensor noise) are still to be investigated in detail to understand their role in the quality of vPPG and towards the necessary standardization needed for the use of vPPG technology in clinical settings.
The overall conclusions are as follows: -A reduced frame-rate is a valuable option when faster options are not available (cost, space or power consumption constraints), under the assumption that the measured signal must be re-sampled to higher frequencies to compensate the time jitter. -Frame-rates above 100 fps are preferred whenever the system intended use involves fast-moving subjects, because inaccurate tracking leads to non-negligible motion artifacts. -Given a particular recording speed, the effects of lights must be examined precisely to avoid pure sinusoidal noise (artificial lights) or uncontrolled variations in the skin reflections. -Compression techniques can be used to reduce storage size, but strict lossless codecs (FFV1, MJPEG2000) or other codecs that allows lossless-like modes (H.264 with CRF = 0 or QP = 0) are preferred. We can estimate 1/3 of the UNC size as a lower bound for PRV studies, down to 1/5, 1/6 for HR-only estimation. Therefore, particular attention must be paid when available compressed videos are used to extract vPPG signals.
