With recent advances in technology, geophysicists are able to acquire large-scale airborne gravity gradiometry data sets for oil and gas, and mineral exploration. The inversion of these data are advantageous by giving the interpreter a 3D model to interpret. The number of data and model parameters associated with these data sets make an inversion difficult to carry out without substantial computational resources. In this work, we present a finite-volume, differential-equation method for gravity gradiometry data inversion. The computation of the sensitivity times a vector and its adjoint is done by solving a fourth-order Poisson equation using a multigrid method. The forward modeling is set up as a solution of a linear inverse problem so that the sensitivities are never explicitly formed. This allows us to dramatically increase the storage capacity of the problem and invert regional problems. To demonstrate the effectiveness of our method, we present an inversion of the Bathurst Mining Camp region on a personal computer that consists of 1.4 million data and a mesh of 24 million cells.
INTRODUCTION
Airborne gravity gradiometry surveys are becoming commonplace in mineral and hydrocarbon exploration. Each survey can acquire up to six gravity tensor components at millions of measurement locations. Three-dimensional inversion is desirable to recover a three-dimensional subsurface model that simultaneously fits all components of the collected data. Highresolution models can be used as an exploration tool by examining the recovered physical parameters rather than transforms of the observed tensors.
General use of integral equations involves dense matrices and linear algebra and therefore the discretization of the kernel for large-scale problems can require prohibitive computer memory. Therefore, Li (2001) presented an integral equation-based algorithm to invert gradiometry data using wavelet transforms. Zhdanov et al. (2004) introduced an integral equation approach using a focusing model regularization, which was extended to large-scale use via a footprint method (Cuma et al., 2012; Wilson et al., 2011) . We derive a variational finite volume approach for the modeling of tensor gravity data similar to that of vertical gravity modeling (e.g. Zhang et al., 2004; Farquharson and Mosher, 2009) . A principal benefit of the differential equation formulation arises from not explicitly forming the dense matrix that is required through the integral equation approach. Forward modeling involves solving a linear system of sparse, discrete operators by preconditioned conjugate gradients (Farquharson, 2008; Jahandari and Farquharson, 2013) . This can save a significant amount of time over the entire inversion process. The number of data does not directly affect the size of the inversion as the fields are solved on the model and then interpolated to the observation locations.
FORWARD MODELING
We begin with Poisson's equation (Blakely, 1996) :
where φ is the potential, γ is the gravitational constant, and ρ is the density, The gravity, g g g, is given by g g g = −∇φ and the gravity tensor is given by T T T = −∇∇φ . The problem is discretized on a tensor mesh such that the potential is located on the nodes of the mesh, and each cell has a constant density contrast, ρ, located at the center of the cell (Figure 1 ). Boundary conditions are enforced such thatn n n · ∇φ = 0 on ∂ Ω. Since the potentials are needed to compute each component of the gravity tensor T T T , the equations are required to be discretized using at least a 4th order method. To this end, we derive a forth order symmetric and stable finite volume technique that discretizes Poisson's equation on a variable tensor mesh. The details of the discretization are discussed in Appendix A.
The discretized form of equation 1 to solve for the potential becomes
where G G G is the gradient, M M M e is an edge-based mass matrix, and ρ ρ ρ are the averaged discrete density contrast values. The boundary conditions are met by padding the tensor mesh such that the potential goes to zero on the edges of the mesh. To obtain the values of the gravity tensor, a projection matrix, P P P, that interpolates from nodes to observation locations is required as well as a derivative matrix, Q Q Q, so that a single component of the gravity tensor, T T T i j , is given by
where i, j = {x, y, z}. To have an efficient preconditioner we have used a multigrid V-cycle solver. Our multigrid is based on weighted Jacobi preconditioner with full weight prolongation and restriction. The preconditioner yields a mesh independent solver that can tackle large scale problems.
INVERSION METHODOLOGY
The inversion is straightforward once the equations have been discretized on the mesh with each prism containing a constant density contrast. The inverse problem is solved as an optimization of a global objective function using Tikhonov regularization (Tikhonov and Arsenin, 1977; Menke, 1989) . The global 
where β is a trade off parameter that controls the relative importance of the model smoothness through the model objective function and data misfit function. When the standard deviations of the data errors are known, the acceptable misfit is given by the expected value ψ d and we will search for the value of β via an L-curve criterion (Hansen, 2000) that produces the expected misfit. The data misfit function quantifies how well the inversion reproduces the observed data and is given by
where W W W d is a diagonal matrix containing the reciprocals of the data uncertainties, σ σ σ . The model objective function quantifies the model smoothness through the derivatives of the model and can incorporate a reference model, ρ ρ ρ o , if desired. The model objective function is calculated based on the values of the density contrast and is given by
A sensitivity-based weighting is applied implicitly into W W W m to offset the natural decay of the kernel function (Li and Oldenburg, 2000) and is discussed briefly in the next section.
Sensitivity-based weighting
Li and Oldenburg (2000) presented a generalized integrated sensitivity-based weighting approach that is followed. The goal here, however, is to form a sensitivity-based weighting function without forming the matrix J J J because the inversion method does not require the full matrix. The average sensitivity for the jth cell is defined as
where N is the number of data and v j is the volume of the jth cell. The absolute value is necessary to avoid annihilators within the matrix. A pseudo-sensitivity is created to force positivity of the conjugate gradient solution of J J Jv v v or J J J T w w w. This pseudo-sensitivity is formed symbolically the same as equation 3, but with a positive gradient operator and is denoted as J J J = |J J J|. The sum of the squares can be expanded upon from linear algebra such that 
for p iterations. The problem now becomes the choice of vector w w w. One can use the stochastic approach of Hutchinson (1990) where w w w is comprised of 1s an -1s and p should be a problem-dependent, sufficiently-large number. An alternate method (Bekas et al., 2007) creates a pseudo-random vector, where w w w is the series i + p = 1 for the ith iteration. The latter method allows for p to be small and empirical studies have shown that p = 5 is sufficient.
The generalize integrated-sensitivity approach (Li and Oldenburg, 2000) is given by
where 0.5 ≤ η ≤ 1.5, and J i, j is the jth cell's contribution to the ith datum in the dense coefficient matrix associated with the integral-equation approach. The combination of equations 7 and 9 and substitution yields our final approximate, generalized sensitivity-based weighting approach:
FIELD EXAMPLE
We show the utility of the method by inverting six-component data acquired by Bell Geospace at the Bathurst Mining Camp in New Brunswick, Canada (Selman, 2010) . The area has been extensively studied with geo-chemistry and geology (e.g., Fyffe, 1990; Van Staal, 1994 , 2003 and geophysics (e.g., Dransfield et al., 2001; Wilson et al., 2011; Tschirhart, 2013) . Figure  2 shows the complex regional geology in an area rich with volcanogenic massive sulfide (VMS) ore deposits. The density contrast (∼1.2 g/cm 3 ) of these deposits to the host sediments creates an ideal situation for gravity gradiometry (Dransfield et al., 2001 ).
The area covers 65 km by 70 km and has more than 15,000 line kilometers of data. Each line was flown at a 200-m spacing and draped 80 m over topography. The observed data ( Figure  3 ) have been terrain corrected at 2.7 g/cm 3 . Our mesh consists of 100-m cubic cells in its core and padding cells for boundary conditions. The total size of the mesh was 30,277,632 The inversion required 30 hours of compute time on a single core of a personal computer with a 3.2GHz processor and 36GB of RAM. The required amount of memory for the inversion, however, was approximately 20GB. Sensitivity based weighting from equation 11 was performed with four iterations due to the undulating terrain (Figure 4) . The sensitivity was normalized such that the maximum value is one, and applied to the model objective function. Standard deviations were chosen based on the amplitude of each tensor component to achieve balance of data misfit throughout the data. The predicted data is shown in Figure 5 . A volume-rendered image of the model is shown in Figure 6 (a) and a slice at an elevation of -900 m is presented in Figure 6 (b). 
SUMMARY
We presented a finite-volume, differential-equation modeling approach for gravity gradiometry data. The result of forward modeling is a solution to a linear inverse problem in which the sensitivities are never explicitly formed and only discrete operators are stored. The numerical differentiation requires the equations to be discretized to a sufficiently high-order method and thus we have developed a fourth-order variational finite difference approach. We showed the utility of the method by inverting 1.4 million data on a mesh consisting of 24 million cells on a single personal computer. The results are consistent with the known geology and allow geoscientists to scrutinize a unified three-dimensional model.
We can write the above as a system of equations:
and inverting it we obtain that the first order derivative. The second order derivative is done in a similar way. We can express      
