Abstract. Screening experiments are addressed to the identi cation of the relevant variables within some process or experimental outcome potentially depending on a large number of variables. In this paper we introduce a new class of experimental designs called edge designs. These designs are very useful for screening experiments since they allow a model-independent estimate of the set of relevant variables, thus providing more robustness than traditional designs. We give a bound on the determinant of the information matrix of certain edge designs, and show that a large class of edge designs meeting this bound can be constructed from conference matrices. We also show that the resulting conference designs have an optimal space exploration property which is important as a guard against unexpected nonlinearities. We survey the existence of and constructions for conference matrices, and give, for n < 50 variables, explicit such matrices when n is a prime, and references to explicit constructions otherwise.
Introduction
Screening experiments aim at the correct identi cation of the relevant variables out of a large number of variables that possibly in uence some characteristic y. The aim of screening is to detect cheaply this subset of in uential variables; then more accurate designs on the lower dimensional subspace are used to account for nonlinearities. Since the nonin uential variables are not explored in subsequent measurements, an important requirement for screening designs is that they place measurements such that the region of interest is well-explored. The number of trials N needed for the identi cation of the active factors should be kept as small as possible.
More speci cally, screening is addressed to estimating a multivariate function y such that but that within the measurement noise, y only depends on k variables. Here n is assumed to be large and k rather small; n > 15, k < 5 might be typical. The experimental region is chosen as a rectangular box, the most typical situation when screening experiments take place. Without loss of generality we may assume that the x i vary between ?1 and 1.
As an example, consider an industrial process where a large number of variables is involved but the process actually depends only on a small but unknown subset of these variables. Since the experimental expense for empirical model building depends drastically on the number of variables involved, e.g. the number of experiments N needed for quadratic modelling is N = O(n 2 ), a correct reduction in complexity with N = O(n) experiments is of great importance when n is large.
For small n, screening is usually performed with 2-level fractional factorial designs suitable for optimal estimation of the coe cients f g in a model such However in order to estimate all main e ects i and interaction e ects ij , again a large number of experiments N = O(n 2 ) is needed, e.g. 466 for n = 30. As a consequence, screening for a large number of variables is frequently done by the use of linear models and orthogonal designs like fractional factorial and Plackett-Burman designs (Box & Draper, 1987 , Plackett & Burman, 1946 .
Although linear models may serve only as a crude approximation, screening with linear models and O(n) experiments often performs sucessfully, especially when combined with appropriate data transformations. However, in Section 2 we demonstrate by an example the risk of screening with linear models and traditional designs.
A more robust screening method uses the \one factor at a time" design, where n experiments around a point However, in the case where a linear approximation is adequate, possibly after some transformation of the data, such designs have a very low e ciency since only 2 of the n + 1 data points of the design are used for the determination of the in uence of a particular component, in contrast to the conventional designs where all experiments contribute to the estimates of all coe cients. Moreover, for large n, \one factor at a time" designs cluster the design points around x 0 , and are therefore not necessarily representative for the region of interest.
In this paper we introduce some new designs for screening called edge designs. They combine the good e ciency properties of optimal designs for linear models with the robustness of \one factor at a time" designs. We discuss the properties and use of edge designs. Using conference matrices, we construct a large class of such designs having several optimality properties.
In the following, I denotes an identity matrix, j a vector with all entries equal 1, and J = jj t . Further kxk denotes the Euclidean norm, i.e. kxk 2 = x 2 1 + : : : + x 2 n , and (x; y) = x 1 y 1 + : : : + x n y n is the standard inner product in IR n .
We denote by Q the cube fx 2 IR n : ?1 x 1; = 1; : : : ; ng and by X the N (n + 1) design matrix with X ij = f j (x i ). Here x i 2 Q is the ith setting of the variable vector x i = (x i 1 ; : : : ; x i n ) t and f is given by the assumed 
2 Edge designs
In this section we shall introduce a new class of screening designs which allow a model-independent test for active variables. This is achieved by arranging the measurements into a set E of pairs such that within these pairs the coordinates di er in one component only. We shall call such pairs edges since in the optimal case they are located at the edges of the cube and we refer to designs consisting of a collection of edges as edge designs.
Independent of any particular model, data collected with edge designs may be evaluated using the assumption that only a few, say p, of the n factors are active, i.e., contribute to the variability in the observations. This so-called factor sparsity assumption mentioned e.g. by Lenth (1989 The need for edge designs is illustrated by the following example where conventional screening analysis leads to completely unsatifactory results.
To allow explicit calculations, the small value n = 7 was chosen. As small conventional screening designs we used (i) a 2 7?4 III fractional factorial Burman design and (ii) a 2 7?3 IV design. We used the generators x 4 = x 1 x 2 ; x 5 = x 1 x 3 ; x 6 = x 2 x 3 ; x 7 = x 1 x 2 x 3 in the rst case and x 5 = x 1 x 2 x 3 , x 6 = x 2 x 3 x 4 and x 7 = x 1 x 3 x 4 in the latter case, the default suggestion of the BBN software RS1/Discover (1992) for screening with (i) a linear model and (ii) with a socalled linear plus model, i.e., a design for which no main e ect is confounded with any two-factor interaction. Within these designs the third column is confounded with the three factor interaction of columns 5, 6 and 7. The resulting least squares estimates of the linear models for noiseless data given by the function y = x 5 x 6 x 7 are shown in tables 1 and 2. We chose this function for demonstrating the di culties since it assumes only two di erent values on the vertices of the cube Q; hence the results obtained are invariant under scaling.
Since x 3 is confounded with the three factor interaction x 5 x 6 x 7 in both classical screening designs, these designs`explain' the function values at the design points by the modelŷ = x 3 ;
suggesting a completely wrong set f3g of active factors. The estimated variance is zero, giving no indication of failure.
The least squares results for a 2n = 14 edge design, in fact the conference design used also in Table 7 below, are given in Table 3 . These properly re ect the strong nonlinearity, indicated by the large value of^ , and by analyzing the variation along the 7 edges z k := y k+7 ? y k (k = 1; : : : ; 7); (cf . Table 4 ), one recognizes x 5 ; x 6 ; x 7 as relevant variables, and the others as probably irrelevant ones. 16 0 0 0 1 0 0 0 0 0 Table 3 : Least squares estimates for the conference design of Table 7 . 
While this example is particularly extreme, it is very easy to run into troubles denotes the upper bound in (4) . A design achieving the bound (4) has eciency 1 and is called D-optimal (Shah & Sinha, 1989 ).
For screening itself, the e ciency measure is immaterial. However, when { perhaps after suitable transformations of the data { a linear relation happens to be the correct model, then a high e ciency implies that good use was made of the given number of experiments.
The simplest edge designs, \one factor at a time" designs, with 
where e i = (0; : : : ; 1; 0; : : :) t with the 1 at the ith position, have very low e ciency; indeed,
with marginal e ciency 
with a n n matrix C satisfying C ii = 0. Here the ith row together with the (n + i)th row as well as the (2n + i)th row together with the (3n + i)th row de ne edges. Optimality conditions are given by Theorem 1: The design matrix (11) satis es (12) In particular, the design is D-optimal whenever C t C = (n ? 1)I: (13) Proof: (12) follows directly from (11), and D-optimality follows from (7) since (13) implies X t X = 4nI and N = 4n. 2
If C is a conference matrix, as de ned in Section 4, (13) is satis ed. The resulting \double" conference designs give many examples of D-optimal edge designs with 4n trials. We did not investigate the existence of D-optimal edge designs for other values of N though surely many exist.
When n is large and experiments are expensive it is important to keep the number of screening experiments as low as possible. We call an edge design minimal if it has just n edges, one for each variable. We conjecture that a minimal edge design cannot be D-optimal. We are able to prove this for the most natural class of minimal edge designs, namely those with N = 2n trials and n disjoint edges. In this case, the design matrix X may be written in (14) S is an n n matrix with S ii = 0 and jS ij j 1; (15) so that the ith row and the (n + i)th row de ne an edge contained in Q. If we denote by x 1 ; : : : ; x 2n the points of the design with design matrix (14) , then x i and x i+n form an edge, di ering only in the ith coordinate, and the corresponding midpoints
are the transposed rows of S. From (14) we obtain
We rst prove two auxiliary results. The following bound shows that minimal edge designs of the form (14) cannot be D-optimal; but the characterization of the equality case opens the way to the construction of a large class of minimal edge designs which are at least asymptotically D-optimal.
Theorem 2: Let X have the form (14) with S restricted by (15) . Then det X t X 2 n+1 n(n + 1) n?1 ; (19) with equality i The second relation forces S t j = 0. Therefore S t KS = S t S, and since S t S and SS t have the same eigenvalues, the rst relation shows that nI ?SS t has rank 1. Since this matrix is symmetric, nI ? SS t = uu t for some suitable 2 IR; u 2 IR n . Multiplication with j shows that nj = uu t j. Hence u is a multiple of j, and without of loss of generality, u = j; uu t = J. Then n = u t j = j t j = n, hence = 1 and (20) holds. Finally, since S ii = 0, the third relation forces S ij = 1 for i 6 = j, hence (21). 2
We shall call a design with design matrix (14) , where S satis es (20) , (21) and Sj = 0
14 a conference design. Indeed, (20) , (21) and (22) (22) is very convenient, since it relates our designs to an extensive body of knowledge about conference matrices, cf. Section 4.
If we multiply some columns of any S satisfying (20) , (21) and (22) by ?1 we get another matrix satisfying (20) and (21), but usually not (22) . It would be interesting to know whether every matrix S with (20) and (21) 
Thus the result follows directly from equation (7). 2
For conference designs, D eff grows monotonically for n 5, and for large n, conference designs are asymptotically D-optimal. This increase in e ciency should be compared with the decay to zero of the e ciency (10) of "one factor at a time" designs: 
A survey of conference matrices
In this section we discuss properties and construction of the matrices S and C needed for the new designs.
A conference matrix of order n + 1 is a (n + 1) (n + 1) matrix C satisfying C t C = CC t = nI; C ii = 0; i = 1; : : : ; n + 1; C ij 2 f?1; 1g for i 6 = j:
The name derives from an application to telephone conference networks (Belevitch, 1968 (24) where the n n matrix S satis es the relations (20) and (21), and S t = S; Sj = 0:
Conversely, (24) de nes a conference matrix for any matrix S satisfying (20) and (21) Mathon (1978) , and generalized by Seberry & Whiteman (1983 , 1988 ). This construction covers n = 45; hence the rst unsettled case is now n = 65. A report by Bussemaker, Mathon & Seidel (1979) contains comprehensive tables of the known symmetric conference matrices for n+1 50, phrased in terms of the equivalent concept of regular two-graphs with n +1 vertices and eigenvalues n 1 2 . In particular, the number N(n) of inequivalent symmetric conference matrices of order n + 1 is given by n 1 5 9 13 17 21 25 29 33 37 41 45 49 N(n) 1 1 1 1 1 0 4 6 0 11 18 80 18 Case 2. n 3 mod 4. Then = ?1, the matrices (24) are skew-symmetric.
For a skew conference matrix C, the matrix H = I + C satis es H t H = I + C t +C +C t C = (n+1)I. Thus H is a Hadamard matrix, and such Hadamard matrices are called skew, though they are not skew-symmetric. Wallis (1971) conjectured that skew Hadamard matrices exist for all dimensions divisible by 4; the known constructions and a list of dimensions 4000 for which they apply are listed in Seberry & Yamadi (1992) , Chapter 7. The rst unsettled case corresponds to n = 187. The number N(n) of inequivalent skew Hadamard matrices of order n + 1 is given by 1 1 2 1 16 49 6 1 1 3 1 Conference matrices of order n + 1 are also discussed in Geramita & Seberry (1979) under the name of weighing matrices W (n + 1; n).
Various conference matrices can be obtained by di erence set methods: When n is an odd prime and R denotes the set of quadratic residues mod n, then the cyclic matrix S 2 IR n n with (26) satis es (20) and (21) and thus de nes a conference matrix (Paley, 1933) . Results by Schur (1933) imply that, for n 1 mod 4, any set R such that (24), (26) determine a conference matrix must be of the form given by Paley. For easy reference, we display in Table 5 the sets R for the odd primes below 50; an example for the use of the table is given in Section 6 below. For larger primes, consult the tables of indices in Jacobi (1956) is a skew conference matrix of order 2n + 2. Assuming the validity of Wallis' conjecture, this yields conference matrices of all orders n+1 0 mod 8 from their halves. Table 6 : Conference matrices for odd nonprimes < 50. 
Space exploration properties
In most situations where screening experiments are done, there is no prior information on the relationship between the variables. Since after screening, only the variables found active are varied in subsequent experiments, mistakes in the decision of which variables are active cannot be corrected later.
We showed already the risk involved in screening solely based on a linear model. On the other hand, for a nonlinear model, the shape of a response surface may be di erent in di erent regions of the box of interest. Since this may a ect the decision on the right set of variables, it is important that the design points are located such as to explore the whole design space Q to get a good global view of the response surface and to guard against unexpected nonlinearities.
For example, when n is large, \one factor at a time" designs (8) cluster the design points around x 0 , and are therefore not necessarily representative for the region of interest. If we want to avoid such clustering, a natural criterion to consider is the minimum distance between the midpoints (8) of di erent edges of the design. If this distance is large, edges will be far away and hence obtain information about di erent regions of the box.
It is therefore interesting to observe that in terms of this minimum distance criterion, conference designs have an optimal space exploration property: (28) and equality holds i the matrix S whose rows are v 1 ; : : : ; v n satis es (20) and (21) . In particular, the minimal distance (2n) 1 2 of the midpoints of edges of a conference design is more than one third of the maximal distance 2n It is interesting to note that Hadamard designs, i.e., minimal D-optimal designs where X 2 IR N (n+1) sati es (5) for N = n+1 have a similar optimality property; but lacking a means to test for the presence of nonlinearities, this property is here not very helpful. = n for all i and max i6 =j (x i ; x j ) = ?1. The rst condition says that the x i must be (1; ?1)-vectors, and the second condition together with (32) and (33) forces (x i ; x j ) = ?1 for all i 6 = j, giving XX t = (n + 1)I. This is equivalent with X t = (n + 1)X ?1 and hence with X t X = (n + 1)I. Thus X must be a Hadamard matrix. 2 6 Practical aspects Tables 5 and 6 of Section 4 give explicitly a large number of conference matrices and hence of conference designs and double conference designs; further conference designs of the same order can be obtained by permuting the variables, and further double conference designs by permuting variables and/or 25 by switching the signs of some columns of C. This allows for randomization in the use of these designs.
For cases where no conference matrix exists or is available, in particular for all even n, one can use the next higher \good" value of n by introducing one or more extra variables without in uence on the data. Thus edge designs which are optimal, or nearly optimal when n was increased, are available for all dimensions likely to be encountered in practice.
Edge designs may be evaluated in two independent ways: One can use the median estimates of Section 2 to decide on the correct set of active factors and get an estimate~ of the variance. This part of the analysis is modelindependent. On the other hand, one can t a linear model to the data or some nonlinear transformation of it and use the tted model to identify the active factors by the corresponding signi cant main e ects. If the two subsets of estimated active factors coincide one may conclude that the active factors were found. If the two subsets do not coincide, however, further measurements are needed, based on a design for a higher order model in the space determined by all factors found to be active by one of the methods of analysis.
When there are outliers in the data or the noise comes close in magnitude to the in uence of some variable, the assumptions underlying our analysis are no longer justi ed, and further research is needed to analyse these cases properly. 2 ) and = 0:1. A conference design for dimension n = 7 was generated from the di erence set R = f1; 2; 4g given in Table 5 , using the construction (14) with S de ned by (26). Table 7 shows the resulting conference design together with the obtained function values. Note that the two sets of 7 rows di er only on the diagonal, showing that rows i and i + 7 form an edge.
An analysis of the data with the software package RS1/Discover (1992) revealed no signi cant main e ect, and thus gave an estimated linear model f(x) = 1:94 + , with of mean zero and standard deviation = 1:99.
On the other hand, an analysis of the edges, cf. Table 8 , shows that the rst three of the 7 di erences of function values along the 7 edges of the design are signi cant, with an absolute value of more than four times the robust estimation~ = 0:20 of de ned in (3).
Thus both the need for a nonlinear model, and the set of active factors were discovered correctly, and further experiments are needed to estimate an appropriate 3-dimensional nonlinear model. 
