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Abstract
We present a modification of the BC-method in the inverse hyper-
bolic problems. The main novelty is the study of the restrictions of
the solutions to the characteristic surfaces instead of the fixed time
hyperplanes. The main result is that the time-dependent Dirichlet-
to-Neumann operator prescribed on a part of the boundary uniquely
determines the coefficients of the self-adjoint hyperbolic operator up to
a diffeomorphism and a gauge transformation. In this paper we prove
the crucial local step. The global step of the proof will be presented
in the forthcoming paper.
1 Introduction.
Consider a hyperbolic equation of the form
Lu
def
=
∂2u
∂t2
+
n∑
j,k=1
1√
g(x)
(
−i ∂
∂xj
+ Aj(x)
)√
g(x)gjk(x)
(
−i ∂
∂xk
+ Ak(x)
)
u
+V (x)u = 0(1.1)
in Ω × (0, T0), where Ω is a smooth bounded domain in Rn, all coefficients
in (1.1) are C∞(Ω) functions, ‖gjk(x)‖−1 is the metric tensor in Ω, g(x) =
det ‖gjk‖−1. We assume that
(1.2) u(x, 0) = ut(x, 0) = 0 in Ω, u
∣∣
∂Ω×(0,T0) = f(x, t).
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We shall study the inverse boundary problem with boundary data given
on the part of the boundary. Let Γ0 be an open subset of ∂Ω ( in particular,
Γ0 = ∂Ω ) and let the D-to-N (Dirichlet-to-Neumann) operator
(1.3) Λf =
n∑
j,k=1
gjk(x)
(
∂u
∂xj
+ iAj(x)u
)
νk
(
n∑
p,r=1
gpr(x)νpνr
)− 1
2 ∣∣
Γ0×(0,T0)
be given for all f with the supports in Γ0× (0, T0]. Here ν = (ν1, ..., νn) is the
unit exterior normal to ∂Ω with respect to the Euclidian metric. If F (x) = 0
is the equation of ∂Ω in some neighborhood then (1.3) has the following form
in this neighborhood:
(1.4)
Λf =
n∑
j,k=1
gjk(x)
(
∂u
∂xj
+ iAj(x)u
)
Fxj (x)
(
n∑
p,r=1
gpr(x)FxpFxr
)− 1
2 ∣∣
F (x)=0,0<t<T0 .
Let
(1.5) y = y(x)
be a C∞ diffeomorphism of Ω onto Ω0 such that Γ0 ⊂ ∂Ω0, the Jacobian
det Dy
Dx
6= 0 in Ω and
(1.6) y = x on Γ0.
If we change variables y = y(x) in (1.1) we get an equation in Ω0 of the same
form as (1.1):
∂2v
∂t2
+
n∑
j,k=1
1√
g0(y)
(
−i ∂
∂yj
+ A
(0)
j (y)
)√
g0(y)g
jk
0 (y)
(
−i ∂
∂yk
+ A
(0)
k (y)
)
v(y, t)
+V (0)(y)v(y, t) = 0,(1.7)
where v(y(x), t) = u(x, t),
(1.8) ‖gjk0 (y(x))‖ =
(Dy
Dx
)
‖gjk(x)‖
(Dy
Dx
)T
,
(1.9) g0(y) = det ‖gjk0 (y)‖−1, V (0)(y(x)) = V (x)
and
(1.10) y∗(A(0)) = A,
where
(1.11) A =
n∑
j=1
Aj(x)dxj , A
(0) =
n∑
j=1
A
(0)
j (y)dyj.
The D-to-N operator Λ(0) corresponding to (1.7) has the form
(1.12)
Λ(0)f =
n∑
j,k=1
g
jk
0 (y)
(
∂v
∂yj
+ iA
(0)
j (y)v
)
νk
(
n∑
p,r=1
g
pr
0 (y)νpνr
)− 1
2 ∣∣
Γ0×(0,T0) ,
where v(y, t)
∣∣
Γ0×(0,T0) = f(y, t) since (1.5) is the identity on Γ0.
It follows from (1.4) and (1.6) that
(1.13) Λ(0)f = Λf, ∀f, supp f ⊂ Γ0 × (0, T0].
Denote by G0(Ω) the group of C
∞(Ω) functions such that c(x) 6= 0 on
Ω and c(x) = 1 on Γ0. We say that A(x) = (A1(x), ..., An(x)) and A
(1) =
(A
(1)
1 (x), ..., A
(1)
n (x)) are gauge equivalent in Ω if there exists c(x) ∈ G0(Ω)
such that
A
(1)
j (x) = Aj(x)− ic−1(x)
∂c
∂xj
, 1 ≤ j ≤ n.
If u(1)(x, t) = c−1(x)u(x, t) where u(x, t) is the solution of (1.1) then L(1)u(1) =
0 where L(1) is the same as L with A(x) replaced by A(1)(x). We shall write
for the brevity that c ◦ L(1) = L.
Denote
T∗ = sup
x∈Ω
d(x,Γ0),
where d(x,Γ0) is the distance in Ω with respect to metric tensor ‖gjk‖−1 from
x ∈ Ω to Γ0.
Theorem 1.1. Suppose T0 > 2T∗ and L and L0 are operators of the form
(1.1) and (1.7) in Ω and Ω0 respectively, where Aj(x), V (x) and A
(0)
j , V
(0) are
real valued, 1 ≤ j ≤ n. Let Λ be the D-to-N operator corresponding to (1.1).
If Λ(0) is the D-to-N corresponding to (1.7) and Λ = Λ(0) on Γ0× (0, T0) then
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there exists a diffeomorphism (1.5) and a gauge transformation c(x) ∈ G0(Ω)
such that
c ◦ y−1 ◦ L(0) = L.
The first result in this direction was obtained in [I]. The most general re-
sults were obtained by the BC-method (see [B1], [B2], [K], [KK] and [KKL]).
An important class of inverse problems with the data given on a part of
the boundary is the inverse problems in domains with obstacles. In this case
Ω is a ball BR with removed subdomains Ω1, ...,Ωm, called obstacles. The
D-to-N operator Λ is given on ∂BR× (0, T0) and the zero Dirichlet boundary
conditions are satisfied on ∂Ωj × (0, T0), j = 1, ..., m. In [E1] such inverse
problems were considered in the connection with the Aharonov-Bohm effect
assuming that BR contains one or several convex obstacles.
In the present paper we developed a modification of the BC-method.
The main novelty is the study of the restrictions of the solutions to the
characteristic surface instead of the restrictions to the hyperplane t = const
as in BC-method. The proof of Theorem 1.1 consists of two steps. In the
first step we prove that knowing Λ in the neighborhood of Γ× (0, T ), where
Γ ⊂ Γ0, 0 < T < T0, one can recover the coefficients of the equation (1.1) in
some neighborhood of Γ up to a diffeomorphism and a gauge transformation.
This will be done in §2. In §3 we prove some lemmas used in §2. The global
step of the proof of Theorem 1.1 will be given in the forthcoming paper. A
generalization to the case of Yang-Mills potentials is considered in [E4].
2 The local step.
Let Γ be an open subset of Γ0 and let U0 be a neighborhood of Γ. Let (x
′, xn)
be a system of coordinates in U0 such that the equation of Γ0 is xn = 0 and
x′ = (x1, ..., xn−1) are coordinates on Γ0 ∩ U0.
We introduce semi-geodesic coordinates for L. Denote by ϕn(x) the so-
lution of the equation (c.f.[E3])
n∑
j,k=1
gjk(x)
∂ϕn
∂xj
∂ϕn
∂xk
= 1, 0 ≤ xn < δ,(2.1)
ϕn(x
′, 0) = 0.
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Also denote by ϕp(x), 1 ≤ p ≤ n− 1, the solutions of the equations
n∑
j,k=1
gjk(x)
∂ϕn
∂xj
∂ϕp
∂xk
= 0,(2.2)
ϕp(x
′, 0) = xp, 1 ≤ p ≤ n− 1.
We have that y = ϕ(x) = (ϕ1(x), ..., ϕn(x)) exists for 0 ≤ xn ≤ δ when δ is
small and the Jacobian
J(x) =
∣∣∣∣DϕDx
∣∣∣∣ 6= 0 in Γ× [0, δ].
Note that ϕ(x′, 0) = x′. Changing variables y = ϕ(x) in (1.1) we get
Lˆuˆ = 0,
where uˆ(y, t) = u(x, t) and
(2.3)
Lˆ =
∂2
∂t2
+
n∑
j,k=1
1√
gˆ(y)
(
−i ∂
∂yj
+ Aˆj(y)
)√
gˆ(y)gˆjk(y)
(
−i ∂
∂yk
+ Aˆk(y)
)
+Vˆ (y),
(2.4)
gˆjk(ϕ(x)) =
n∑
p,r=1
gpr(x)
∂ϕj
∂xp
∂ϕk
∂xr
, gˆ(y) = det ‖gˆjk(y)‖−1, Vˆ (ϕ(x)) = V (x)
and
Ak(x) =
n∑
j=1
Aˆj(ϕ(x))
∂ϕj(x)
∂xk
.
It follows from (2.1), (2.2) that
(2.5) gˆnn(y) = 1, gˆnj = gˆjn = 0, 1 ≤ j ≤ n− 1.
Let
(2.6) A′j(y) = −
i
2
(
√
gˆ)−1
∂
√
gˆ
∂yj
= −igˆyj
4gˆ
, 1 ≤ j ≤ n.
5
Then we can rewrite (2.3) in the form
Lˆuˆ =
∂2uˆ
∂t2
+
(
−i ∂
∂yn
+ Aˆn(y) + A
′
n(y)
)2
uˆ(2.7)
+
n−1∑
j,k=1
(
−i ∂
∂yj
+ Aˆj + A
′
j(y)
)
gˆjk
(
−i ∂
∂yk
+ Aˆk + A
′
k
)
uˆ+ V1(y)uˆ = 0,
where
(2.8) V1 = (A
′
n)
2 + i
∂A′n
∂yn
+
n−1∑
j,k=1
(
gˆjkA′jA
′
k + i
∂
∂yj
(gˆjkA′k)
)
+ Vˆ (y).
Note that uˆ(y, 0) = uˆt(y, 0) = 0, uˆ|Γ×(0,T ) = f(y′, t) since ϕ(x′, 0) = x′.
Denote by Λˆ the D-to-N operator corresponding to Lˆ. We have
(2.9) Λˆf =
(
∂uˆ(y′, yn, t)
∂yn
+ iAˆn(y
′, yn)uˆ(y
′, yn, t)
) ∣∣
Γ×(0,T0) .
Note that
(2.10) Λf = Λˆf on Γ× (0, T0),
where supp f ⊂ Γ × (0, T0). It will be shown in Remark 2.2 that the D-to-
N operator Λˆ on Γ × (0, T0) determines the restriction of the metric tensor
‖gˆjk‖−1 to Γ and, in particular,
(2.11) gˆ(y′, 0) and
∂gˆ
∂yn
(y′, 0).
Make the transformation uˆ = (gˆ(y′, yn))
− 1
4u′. Then L′u′ = 0 in U0×(0, T0)
where L′ is similar to (2.7) with Aˆj +A
′
j replaced by Aˆj , 1 ≤ j ≤ n. Denote
by Λ′ the D-to-N operator corresponding to L′, i.e.
(2.12) Λ′f ′ =
(
∂u′
∂yn
+ iAˆnu
′
) ∣∣
Γ×(0,T ) where f
′ = u′
∣∣
Γ×(0,T )
We have
(2.13)
Λ′f ′ =
(
∂
∂yn
+ iAˆn
)
((gˆ)
1
4 uˆ)
∣∣
Γ×(0,T ) = gˆ
1
4 (y′, 0)Λˆf +
gˆyn(y
′, 0)
4gˆ(y′, 0)
f ′(y′, 0, t).
6
It follows from (2.11) that Λˆ determines Λ′ on Γ× (0, T0).
Let ψˆ ∈ C∞(U0), ψˆ(y′, 0) = 0. Then c(y′, yn) = eiψˆ ∈ G0(U0). We say
that A
(1)
j (y) and Aˆj(y) are gauge equivalent in U0 if
(2.14) A
(1)
j = Aˆj +
∂ψˆ
∂yj
in U0, 1 ≤ j ≤ n.
We shall choose ψˆ(y) such that A
(1)
n = 0. Denote u′ = eiψˆuˆ1. Then uˆ1
satisfies the equation
L1uˆ1 = 0,
where
L1uˆ1 =
∂2uˆ1
∂t2
− ∂
2uˆ1
∂y2n
(2.15)
+
n−1∑
j,k=1
(
−i ∂
∂yj
+ A
(1)
j (y)
)
gˆjk
(
−i ∂
∂yk
+ A
(1)
k (y)
)
uˆ1 + V1(y)uˆ1 = 0,
i.e. L1 is obtained from L
′ by replacing Aˆj by A
(1)
j . Note that the D-to-N
operator Λ(1) corresponding to L1 has the form:
(2.16) Λ(1)f =
∂uˆ1
∂yn
|yn=0, 0<t<T0 ,
since A
(1)
n = 0. Note that
(2.17) Λ(1)f = Λ′f,
where Λ′ is the D-to-N corresponding to L′. Denote by L∗1 the formally
adjoint operator to L1. Then L
∗
1 has the same form as (2.15) with A
(1)
j , V1
replaced by A
(1)
j , V1. Let Λ
(1)
∗ be the D-to-N operator corresponding to L∗1.
Note that Λ(1) determines Λ
(1)
∗ . Indeed let Λ(1)∗ be the adjoint operator to
Λ(1). Then Λ
(1)
∗ f is obtained from Λ(1)∗ by changing t to T − t and f(y′, t) to
f(y′, T − t) (c.f. [KL1]). Note that L1 is self-adjoint if L is self-adjoint. In
this case Λ
(1)
∗ = Λ(1).
Denote ∆1s0 = Γ × (s0, T ], where 0 ≤ s0 < T . Let D(∆1s0) be the
forward domain of influence of ∆1s0 in the half-space yn ≥ 0. Denote Γ(1) =
{y′ : (y′, yn, t) ∈ D(∆10), yn = 0, t = T} and ∆2s0 = Γ(1) × (s0, T ]. Let
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D(∆2s0) be the domain of influence of ∆2s0 in yn ≥ 0. Denote by Yjs0 the
intersection of D(∆js0) with the plane T − t − yn = 0 and by Xjs0 the part
of D(∆js0) below Yjs0, j = 1, 2. Let Zjs0 = ∂Xjs0 \ (Yjs0 ∪ {yn = 0}). Also
denote γjs0 = ∂Yjs0 ∩ {yn = 0}, 1 ≤ j ≤ 2. Note that γ10 = Γ(1). Denote
by Rs0 the following subset of Y2s0 : {(s, y′) : s0 ≤ s ≤ T, y′ ∈ Γ(1)}, s =
t−yn, T −yn− t = 0. We shall choose T such that D(∆20) does not intersect
∂Ω× [0, T ] when yn > 0. We also assume that the semigeodesic coordinates
are defined in D(∆20) for t ≤ T and that D(∆20) ∩ {yn = 0} ⊂ Γ0 × [0, T ]
for t ≤ T.
The main result of this section is the following lemma:
Lemma 2.1. Let L1 be self-adjoint. Then the D-to-N operator Λ
(1) on ∆20
determines all coefficients of L1 (see (2.15) ) in DT
2
= Γ× [0, T
2
].
For the most part of the proof of Lemma 2.1 we will not need L1 to be
self-adjoint. We shall use the self-adjointness only in the proof of Lemma
2.4.
Consider the identity
(2.18) 0 = (L1uˆ1,
∂vˆ1
∂t
) + (
∂uˆ1
∂t
, L∗1vˆ1),
where
(2.19) (uˆ, vˆ) =
∫
X20
uˆ(y, t)vˆ(y, t)dydt,
L1 is the same as in (2.15), uˆ1(y
′, 0, t) = f(y′, t), vˆ1(y
′, 0, t) = g(y′, t), uˆ =
uˆt = vˆ = vˆt = 0 for t = 0, yn > 0, L1uˆ1 = 0, L
∗
1vˆ1 = 0, supp f(y
′, t) ⊂
∆20, supp g(y
′, t) ⊂ ∆20. We have:∫
X20
(uˆ1ttv1t + uˆ1tvˆ1tt)dydt =
∫
X20
∂
∂t
(uˆ1tvˆ1t)dydt
=
∫
Y20
uˆ1tvˆ1tdy −
∫
Z20
uˆ1tvˆ1tdy(2.20)
Since uˆ1 and vˆ1 have zero Cauchy data for t = 0, yn > 0, we get that uˆ1, vˆ1
are equal to zero on Z20. Integrating by parts in yn we obtain:
−
∫
X20
(uˆ1y2n vˆ1t + uˆ1tvˆ1y2n)dy
′dyndt =
∫
X20
(uˆ1yn vˆ1ynt + uˆ1yntvˆ1yn)dy
′dyndt
−
∫
Y20
(uˆ1yn vˆ1t + uˆ1tvˆ1yn)dy
′dt+
∫
∆20
(uˆ1yn vˆ1t + uˆ1tvˆ1yn)dy
′dt.(2.21)
8
Note that
uˆ1yn vˆ1ynt + uˆ1yntvˆ1yn =
∂
∂t
(uˆ1yn vˆ1yn).
Analogously, integrating by parts in y′ = (y1, ..., yn−1) we get
∫
X20
[
n−1∑
j,k=1
(
−i ∂
∂yj
+ A
(1)
j
)
gˆjk
(
−i ∂
∂yk
+ A
(1)
k
)
uˆ1vˆ1t(2.22)
+ uˆ1t
n−1∑
j,k=1
(
i
∂
∂yj
+ A
(1)
j
)
gˆjk
(
i
∂
∂yk
+ A
(1)
k
)
vˆ1
]
dydt+
∫
X20
V1uˆ1tv1dydt+
∫
X20
V1uˆ1v1tdydt
=
∫
X20
∂
∂t
n−1∑
j,k=1
gˆjk(y)
(
−i ∂
∂yk
+ A
(1)
k
)
uˆ1
(
−i ∂
∂yj
+ A
(1)
j
)
vˆ1dydt+
∫
X20
V1
∂
∂t
(uˆ1vˆ1)dydt.
Let
(2.23) t− yn = s, T − t− yn = τ,
i.e. yn =
T−τ−s
2
, t = T−τ+s
2
. Note that
us =
1
2
(ut − uyn), uτ = −
1
2
(ut + uyn)
and that τ = 0 on Y20. Combining (2.20), (2.21), (2.22) we get
(2.24) 0 = (L1uˆ1, vˆ1t) + (uˆ1t, L
∗
1vˆ1) = Q(uˆ1, vˆ1)− Λ0(f, g),
where
Q(uˆ1, vˆ1) =(2.25)∫
Y20
1
2
[
4uˆ1svˆ1s +
n−1∑
j,k=1
gˆjk
(
−i ∂
∂yj
+ A
(1)
j
)
uˆ1
(
−i ∂
∂yk
+ A
(1)
k
)
vˆ1 + V1(y)uˆ1vˆ1
]
dy′ds,
(2.26) Λ0(f, g) = −
∫
∆20
uˆ1yn vˆ1t + uˆ1tvˆ1yndy
′dt.
Note that u1t|∆20 = ft, vˆ1t|∆20 = g1t, uˆ1yn|∆20 = Λ(1)f, v1yn |∆20 = Λ(1)∗ g,
where Λ(1) is the D-to-N operator on ∆20.
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Therefore Λ0(f, g) is known for all f, g in H
1
0 (∆20) if we know Λ
(1). Here
H10 (∆js0) is the closure in H
1(∆js0) of smooth functions equal to zero on
∂∆js0 \ {t = T}, 0 ≤ s0 < T, j = 1, 2.
For the convenience we shall often use the notation uf , vg where L1u
f = 0
and L∗1v
g = 0 in X20 to emphasize the dependence of u
f and vg on f and g
respectively. Note that Q(uˆ1, vˆ1) is a bounded nonsymmetric bilinear form
on H10 (Y20) where H
1
0 (Yjs0) consists of functions in H
1(Yjs0) equal to zero on
∂Yjs0 \ {t = T}, 0 ≤ s0 < T, 1 ≤ j ≤ 2.
Note that for T small we have for any uˆ1 ∈ H10 (Y20)
(2.27) ℜQ(uˆ1, uˆ1) ≥ C‖uˆ1‖21,
where ‖ ‖1 is the norm in H1(Y20). Also we have
(2.28) |Q(uˆ1, vˆ1)| = |Λ0(f, g)| ≤ C‖f‖1‖g‖1,
where ‖ ‖1 is the norm in H1(∆20).
Note that on the plane τ = 0 we have Γ × [s0, T ] ⊂ Y1s0 ⊂ Rs0 ⊂ Y2s0
where Rs0 = Γ
(1) × [s0, T ].
Lemma 2.2. For any w ∈ H10(Rs0) ⊂ H10 (Y2s0) there exists a sequence
{ufn}, fn ∈ H10 (∆2s0) that converges to w in H10 (Y2s0).
We shall postpone the proof of Lemma 2.2 until the section 3.
Let the span of uj, j ≥ 1, be dense in H10 (Y2s0).
Lemma 2.3. (c.f. [GLT]) For any u ∈ H10 (Y20) there exists u0 ∈ H10 (Y2s0)
such that Q(u0, v
′) = Q(u, v′), ∀v′ ∈ H10 (Y2s0).
Proof: Take u(N) =
∑N
j=1 cjNuj and determine cjN from the linear system
(2.29) Q(u(N), uk) = Q(u, uk), 1 ≤ k < N,
i.e.
(2.30)
N∑
j=1
cjNQ(uj, uk) = Q(u, uk), 1 ≤ k ≤ N.
Multiplying (2.29) by ckN and adding, we get that
(2.31) Q(u(N), u(N)) = Q(u, u(N)).
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Therefore
C1‖u(N)‖21 ≤ ℜQ(u(N), u(N)) ≤ C‖u‖1‖u(N)‖1.
Therefore system (2.29) has a unique solution and ‖u(N)‖1 ≤ C2‖u‖1 for all
N . Since the sequence ‖u(N)‖1 is bounded it is weakly compact in H10 (Y2s0).
Therefore there exists a subsequence u(Nk) such that u(Nk) → u0 ∈ H10 (Y2t0)
weakly when Nk →∞. Passing to the limit in (2.29) we get
(2.32) Q(u0, uk) = Q(u, uk), ∀k.
We used that Q is continuous bilinear form in H10 (Y2s0). Since the span
of {uk} is dense we get Q(u0, v′) = Q(u, v′), ∀v′ ∈ H10 (Y2s0). Note that
any subsequence of {u(N)} has a subsequence that converges to u0 since
(2.27) implies that there is a unique u0 satisfying (2.32). Therefore the whole
sequence u(N) converges weakly to u0. Note that u
(N) converges also strongly
in H10 (Y2s0) to u0 since
Q(u0−u(N), u0−u(N)) = Q(u0, u0)−Q(u0, u(N))−Q(u(N), u0)+Q(u(N), u(N)).
Since Q(u(N), u(N)) = Q(u, u(N)) and Q(u0, u0) = Q(u, u0) we get thatQ(u0−
u(N), u0 − u(N))→ 0 when N →∞.
Note that Lemma 2.3 remains true when Q(u, v′) is replaced by any linear
continuous functional Φ(v′) on H10 (Y2s0).
Applying the Green’s formula in X20 we get, similarily to (2.24):
0 =
∫
X20
(L1uv − uL∗1v)dydt(2.33)
=
∫
Y20
(usv − uvs)dsdy′ −
∫
∆20
(uynv − uvyn)dy′dt.
We used in (2.33) that u = v = 0 on Z20. Integrating by parts we get
(2.34) −
∫
Y20
uvsdsdy
′ = −
∫
γ20
u(y′, 0, T )v(y′, 0, T )dy′ +
∫
Y20
usvdsdy
′.
Let
(2.35) A(u, v) = 2
∫
Y20
usvdsdy
′.
Since u(y′, 0, T ) = f(y′, T ) and v(y′, 0, T ) = g(y′, T ) we get from (2.33) and
(2.34) that A(u, v) is determined by the boundary data.
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Fix f, g in H10 (∆10) and smooth. Let s0 ∈ [0, T ) be arbitrary. We shall
show that there exists a unique u0 ∈ H10(Rs0) such that
(2.36) A(u0, v
′) = A(uf , v′), ∀v′ ∈ H10 (Y2s0).
Note that Y10 ∩ {s ≥ s0} ⊂ Rs0. Denote by w(s, y′) a function equal to
uf |s=s0 in Rs0 and and equal to zero in Y2s0 \Rs0. Then ∂w∂s = 0 in Y2s0, u0 =
uf − w ∈ H10 (Rs0) and ∂u
f
∂s
= ∂u0
∂s
in Y2s0. Therefore (2.36) holds.
We shall show that A(u0, v
g) is uniquely determined by the D-to-N oper-
ator.
Lemma 2.4. Let L
(i)
1 , i = 1, 2, be two formally self-adjoint operators in
X
(i)
20 , i = 1, 2, such that the corresponding D-to-N operators Λ
(i)
1 , i = 1, 2,
are equal on ∆2s0. Then
C1‖uf1‖1,Y (1)2s0 ≤ ‖u
f
2‖1,Y (2)2s0 ≤ C2‖u
f
1‖1,Y (1)2s0
for all f ∈ H10 (∆2s0).
Here L
(i)
1 u
f
i = 0 in X
(i)
20 .
We shall show first that ∆
(1)
2s0 = ∆
(2)
2s0 . Denote by ∆
(i)(0, T ) the intersec-
tion of the domain of influence D(∆10) of L
(i)
1 with yn = 0, i = 1, 2. Note
that ∆(i)(0, T ) = (∪f supp ufi ) ∩ {yn = 0} where the union is taken over
all f ∈ H10 (∆10). Denote ∆˜(i) = (Γ × [0, T ]) ∪ Gi where Gi is the closure
of the union over all f ∈ H10 (∆10) of supp Λ(i)f, i = 1, 2. It is clear that
∆˜(i) ⊂ ∆(i)(0, T ), i = 1, 2. The inclusion ∆(i)(0, T ) ⊂ ∆˜(i) follows from the
local uniqueness of the Cauchy problem (see [T]). Since Λ(1) = Λ(2) we have
∆˜(1) = ∆˜(2). Therefore ∆(1)(0, T ) = ∆(2)(0, T ). In particular, Γ
(1)
1 = Γ
(1)
2 and
therefore ∆
(1)
2s0
= ∆
(2)
2s0
. Now we shall proceed with the proof of Lemma 2.4.
Consider the identity (2.24) for L
(1)
1 and L
(2)
1 respectively assuming thet
(L
(i)
1 )
∗ = L
(i)
1 and u
f
i = v
f
i , i = 1, 2. Since Λ
(1)
0 (f, f) = Λ
(2)
0 (f, f) we have
that Q(1)(uf1 , u
f
1) = Q
(2)(uf2 , u
f
2) where the quadratic form Q
(i) corresponds
to L
(i)
1 . Since T is small Q
(i)(ufi , u
f
i ) is equivalent to ‖ufi ‖21,Y (i)2s0
.
We shall show that Lemma 2.4 implies that
(2.37) A(1)(u
(1)
0 , v
g
1) = A
(2)(u
(2)
0 , v
g
2)
where A(i) and u
(i)
0 correspond to L
(i)
1 , i = 1, 2. It follows from (2.33), (2.34)
that A(1)(uf
′
1 , v
g′
1 ) = A
(2)(uf
′
2 , v
g′
2 ) for any f
′ ∈ H10 (∆2s0), g′ ∈ H10 (∆20).
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By Lemma 2.2 there exists a sequence fn ∈ H10 (∆2s0) such that ‖u(1)0 −
u
fn
1 ‖1,Y (1)2s0 → 0 when n → ∞. By Lemma 2.4 the sequence {u
fn
2 } is also
convergent in H10 (Y
(2)
2s0 ) to some w
(2) ∈ H10 (Y (2)2s0 ). Since A(i)(uf
′
i , v
g′
i ) are
continuous functionals on H10 (Y
(i)
2s0), i = 1, 2, we get passing to the limit that
(2.38) A(1)(u
(1)
0 , v
g′
1 ) = A
(2)(w(2), vg
′
2 ).
In (2.38) g′ is arbitrary in H10 (∆20). Take g
′ ∈ H10 (∆2s0). Then (2.36) implies
that
(2.39) A(1)(u
(1)
0 , v
g′
1 ) = A
(2)(u
(2)
0 , v
g′
2 ).
Compairing (2.38) and (2.39) we get A(2)(u
(2)
0 , v
g′
2 ) = A
(2)(w(2), vg
′
2 ). By
Lemma 2.2 {vg′2 }, g′ ∈ H10 (∆2s0) are dense in H10 (Rs0). Therefore u(2)0 = w(2)
in Rs0. We assume that v
g ∈ H10 (Y10). Since Y10 ∩ {s ≥ s0} ⊂ Rs0 we get
that A(2)(w(2), vg) = A(2)(u
(2)
0 , v
g). Therefore (2.37) holds, i.e. A(u0, v
g) is
uniquely determined by the D-to-N operator.
Remark 2.1 In this remark we shall show that in the self-adjoint case
A(u0, v
g) can be recovered constructively from the boundary data. For any
ε > 0 Qε(u
f .vg) = εQ(uf , vg) + A(uf , vg) is determined by the D-to-N op-
erator. Let gj , j ≥ 1 be a dense set in H10 (∆2s0). Denote by H the closure
of the span of {vgj} in H10 (Y2s0). Since ℜA(v′, v′) ≥ 0 (see (2.35) ) we get
that ℜQε(v′, v′) ≥ Cε‖v′‖21 for any v′ ∈ H10 (Y2s0). It follows from (2.30) with
Q replaced by Qε, uj replacedby v
gj and cjN replaced by cjNε that cjNε are
determined by the D-to-N operator. Repeating the proof of Lemma 2.3 we
get that u
(N)
ε =
∑N
j=1 cjNεv
gj converges in H10 (Y2s0) to uε ∈ H such that
Qε(uε, v
′) = Qε(u
f , v′), ∀v′ ∈ H. Since Qε(u(N)ε , vg) is determined by the D-
to-N operator the limit Qε(uε, v
g) = limN→∞Qε(u
(N)
ε , vg) is also determined
by the D-to-N operator. Here vg ∈ H10 (Y10). Denote wε = uε − u0, where u0
is the same as in (2.36), u0 ∈ H10(Rs0). We have, using (2.36), that
εQ(wε, v
′) + A(wε, v
′) = εQ(uf − u0, v′).
Take v′ = wε. Then
Cε‖wε‖21 ≤ Cε‖uf − u0‖1‖wε‖1.
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Therefore ‖wε‖1 ≤ C‖uf − u0‖1 for all ε. As in the proof of Lemma 2.3 we
get that a sequence wεk converges weakly in H to some w ∈ H and (ws, v′) =
0 ∀v′ ∈ H. Since H ⊃ H10 (Rs0) we get that w = 0 in Rs0. Since Rs0 ⊃
Y10 ∩ {s ≥ s0} we have that (ws, vg) = 0. Therefore Qε(uε, vg) → A(u0, vg).
Since this is true for any sequence εk we have A(u0, v
g) = limε→0Qε(uε, v
g),
i.e. A(u0, v
g) is determined by the D-to-N operator on ∆20.
Denote
A1(u
f , vg) = A(uf , vg)− A(u0, vg).
Then A1(u
f , vg) is also determined by the D-to-N operator and
(2.40) A1(u
f , vg) = 2
∫
Y10∩{s≤s0}
∂uf
∂s
vgdsdy′,
since ufs − u0s = 0 when s ≥ s0, u0 = 0 when s ≤ s0.
Now we shall construct a geometric optics solution uˆ(y) of L1uˆ = 0 such
that uˆ(y, 0) = uˆt(y, 0) = 0 for yn > 0 and substitute it in (2.40) to recover
vg. We are looking for uˆ in the form:
(2.41) uˆ = uN + u
(N+1),
where
uN = e
ik(s−s0)
N∑
p=0
1
(ik)p
ap(s, τ, y
′).
Substituting uˆ in L1uˆ = (−4 ∂2∂s∂τ + L′1)uˆ = 0 we get the transport equations
for ap:
∂a0
∂τ
= 0, 4
∂ap
∂τ
= L1ap−1, p ≥ 1.
Choose a0(s, y
′) = χ1(s)χ2(y
′), where χ1(s) ∈ C∞0 (R1), χ1(s) = 1 for |s −
s0| < δ, χ1(s) = 0 for |s − s0| > 2δ, χ2(y′) = 1εn−1χ0(
y′−y′0
ε
), χ0(y
′) ∈
C∞0 (R
n−1), χ0(y
′) = 0 for |y′| > δ, ∫
Rn−1
χ0(y
′)dy′ = 1, δ is small, y′0 ∈ Γ.
We define ap =
1
4
∫ τ
T−s
(L1ap−1)dτ
′, 1 ≤ p ≤ N, and u(N+1) as the solution
of
L1u
(N+1) = − 1
4N (ik)N
(L1aN)e
ik(s−s0),
u(N+1) = u
(N+1)
t = 0 when t = 0,
u(N+1) = 0 when yn = 0.
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Note that supp uN is contained in a small neighborhood of the line {s =
s0, y
′ = y′0}. Therefore supp (uN + u(N+1)) ∩ {yn = 0} ⊂ ∆10.
Substitute (2.41) into (2.40). Note that the principal term in k has the
form
ik
∫
s<s0
eik(s−s0)χ1(s)χ2(y
′)vg(y′, s)dy′ds,
where vg(y′, s) is vg(y′, s, τ) for τ = 0. Integrating by parts in s and taking
the limit when k →∞ we get that the boundary data determine
(2.42)
∫
Rn−1
χ2(y
′)vg(y′, s0)dy
′.
Taking limit in (2.42) when ε→ 0 we can recover vg(y′0, s0), y′0 ∈ Γ, 0 <
s0 < T, τ = 0. Changing T to T − τ ′, 0 < τ ′ < T , we can analogously
recover vg(y′, yn, t) for y
′ ∈ Γ, 0 ≤ yn ≤ T2 , yn ≤ t ≤ T − yn. In particular
we determine vˆg(y, t) and its time derivatives for t = T
2
and y ∈ DT
2
where
DT
2
= Γ× [0, T
2
].
It is known (see [B1]) that vˆg(y, T
2
), g ∈ C∞0 (∆10) are dense in Hm(DT
2
)
for any m ≥ 0. Since L1vg = 0 we have
∂2
∂t2
vˆg(y, t)− ∂
2vˆg
∂y2n
−
n−1∑
j,k=1
gˆjk(y)
∂2vˆg
∂yj∂yk
(2.43)
−
n−1∑
j=1
Bj
∂2vˆg
∂yj
+ C(y)vˆg = 0,
where Bj, 1 ≤ j ≤ n− 1, C depend on gˆjk, A(1)j , V1 (see (2.15)).
Fix any y = y0 ∈ DT
2
and let t = T
2
. We can consider (2.43) as a linear
system with unknowns gˆjk(y0), Bj(y0), C(y0), g ∈ C∞0 (∆10) is arbitrary. If
the rank of (2.43) is not maximal then there exist constants αjk, αj, α0, αjk =
αkj, not all equal to zero, such that
(2.44)
n−1∑
j,k=1
αjk
∂2vˆg(y0,
T
2
)
∂yj∂yk
+
n−1∑
j=1
αj
∂vg(y0,
T
2
)
∂yj
+ α0v
g(y0,
T
2
) = 0
for all vˆg(y, t), g ∈ C∞0 (∆10). Then we have a contradiction since {vˆg}
are dense in HN0 (DT
2
), N ≥ n
2
+ 2. Therefore the system (2.43) has the
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maximal rank and gˆjk(y0), Bj(y0), C(y0) are uniquely determined by (2.43).
In particular, we recover ‖gˆjk(y0)‖ in DT
2
. Knowing the metric and Bj(y0)
we recover A
(1)
j (y0), 1 ≤ j ≤ n − 1. Finally knowing gˆjk, A(1)j and C(y0) in
DT
2
we can recover Vˆ (y0). Lemma 2.1 is proven.
Remark 2.2 We shall show that the D-to-N operator on ∆20 determines
the metric tensor and (2.11) on ∆20. Consider the cotangent space T
∗
0 of ∆20.
Let ξ0 be the dual variable to the time variable t. Therefore the points of T
∗
0
have the form (y′, t, ξ′, ξ0). The region T
∗
E ⊂ T ∗0 where |ξ0| < ε|ξ′|, ε is small,
is a part of the ”elliptic” region of T ∗0 (see, for example, [H] or [E2]) where
microlocally L behaves as an elliptic operator. Therefore in the region T ∗E
we can find the parametrix for the D-to-N operator Λ as in the elliptic case
(see, for example, [LU] or [E5], pp 54-55). Therefore we can recover the full
symbol of Λ in T ∗E , in particular, the principal symbol of Λ in semigeodesic
coordinates:
i
(
n−1∑
j,k=1
gjk(y′, 0)ξjξk − ξ20
) 1
2
It follows from [LU], formula (1.8), (see also [E5]), that one can recover
gˆyn(y
′,0)
gˆ(y′,0)
.
3 The conclusion of the proof of Lemma 2.1.
We shall start with the proof of Lemma 2.2. We shall show first that it is
enough to prove that the set {uf} where f ∈ C∞0 (∆2s0) is dense in
◦
H1 (Rs0)
where
◦
H1 (Y2s0) is the closure of C
∞
0 (Y2s0) in the H
1(Y2s0) norm and
◦
H1 (Rs0)
is defined analogously. Suppose there exists v ∈ H10 (Rs0) that does not belong
to the closure H of {vf}, g ∈ H10 (∆2s0). Then there exists w ∈ H10 (Y2s0) such
that (w, uf)1 = 0, ∀f ∈ H10 (∆2s0), and (w, v)1 = 1, where (v, w)1 is the inner
product in H1(Y2s0).
Take any u1 ∈ C∞0 (Rs0). Since by the assumption {uf}, f ∈ C∞0 (∆2s0)
are dense in
◦
H1 (Rs0) we get that (w, u1) = 0. Integrating by parts we
get
∫
Rs0
(−∆w + w)u1dyds = 0. Since u1 ∈ C∞0 (Rs0) is arbitrary we get
−∆w+w = 0 in Rs0 . Fix y1 ∈ Γ(1)and consider f ∈ H10 (∆2s0) having support
in {|y′ − y1| < ε} × (T − ε, T ], where ε > 0 is small. Then supp uf ⊂ Rs0 .
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Again integrating by parts we get
0 = (w, uf)1 =
∫
Rs0
(−∆w + w)ufdy′ds
+
∫
Γ(1)
∂w
∂s
uf(y′, T )dy′ =
∫
Γ(1)
∂w
∂s
uf(y′, T )dy′.
Since uf = f(y′, T ) when t = T and f(y′, T ) can be chosen arbitrary near
y1 we get that
∂w
∂s
= 0 for t = T, |y′ − y1| < ε. Analogously we can prove
that ∂w
∂s
= 0 on Γ(1) × {t = T}. Then (w, v)1 =
∫
Rs0
(−∆w + w)vdsdy′ +∫
Γ(1)
∂w
∂s
vdy′ = 0 and this contradicts the assumption that (w, v)1 = 1.
To complete the proof of Lemma 2.2 we need two more lemmas.
Denote by ∆1 a domain in R
n+1 bounded by three planes: Γ2 = {τ =
T − t − yn = 0, 0 ≤ yn ≤ T2 }, Γ3 = {s = t − yn = 0, T2 ≤ yn ≤ T}, Γ4 =
{t = T, 0 ≤ yn ≤ T}. Let H =
◦
H1 (Γ4) × L2(Γ4) and let H1 be the space
of pairs {ϕ, ψ}, ϕ ∈ H1(Γ2), ψ ∈ H1(Γ3), ϕ = 0 when t = T, ψ = 0 when
yn = T, ϕ = ψ when t =
T
2
, with the norm
(‖ϕ‖21,Γ2 + ‖ψ‖21,Γ3) 12 . We shall
consider functions with compact support in y′ ∈ Rn−1.
Lemma 3.1. For any {v0, v1} ∈ H1 there exist {w0, w1} ∈ H and u ∈
H1(∆1) such that L1u = 0 in ∆1, u|Γ2 = v0, u|Γ3 = v1, u|Γ4 = w0, ∂u∂t |Γ4 =
w1.
Proof: For any smooth u, v with compact supports in y′ such that L1u =
0, L∗1v = 0 in ∆1 we have
(3.1) 0 = (ut, L
∗
1v) + (L1u, vt) = E(u, v)−Q(u, v)−Q1(u, v),
where Q(u, v) is similar to (2.25), Q1(u, v) is a bilinear form on Γ3 of the
form (2.25) with us, vs replaced by uτ , vτ , and
E(u, v)
=
∫
Γ4
[
utvt + uynvyn +
n−1∑
j,k=1
gˆjk(−i ∂
∂xj
+ A
(1)
j )u(−i
∂
∂xk
+ A
(1)
k )v + Vˆ1uv
]
dy.
Consider 0 = (L1u, ut) + (ut, L1u) in ∆1. Integrate by parts as in (3.1).
When L1 is not self-adjoint we get, in addition to Q(u, u), Q1(u, u) and
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E(u, u), an integral E1(u, u) over ∆1 that satisfies the following estimate:
(3.2) |E1(u, u)| ≤ C
∫
∆1
(|ut|2 +
n∑
j=1
|uyj |2 + |u|2)dydt.
Denote by ∆1,T ′ the domain bounded by Γ2, Γ3 and Γ4,T ′ where Γ4,T ′ is the
plane {t = T ′}, T ′ ∈ [T
2
, T ]. Let (u, v)∆1,T ′ be the L2 inner product over
∆1,T ′. Then integrating by parts in 0 = (L1u, ut)∆1,T ′ + (ut, L1u)∆1,T ′ we get,
analogously to (3.1), (3.2), with ∆1 replaced by ∆1,T ′ :
(3.3)
‖ut‖20,Γ4,T ′ +‖u‖21,Γ4,T ′ ≤ C(‖u‖21,Γ2,T ′+‖u‖21,Γ3,T ′ +
∫ T ′
T
2
(‖ut‖20,Γ4,t+‖u‖21,Γ4,t)dt.
Here Γ2,T ′, Γ3,T ′ are parts of Γ2 and Γ3 where t ≤ T ′. Since T is small we
get from (3.3) that
(3.4) max
T ′∈[T
2
,T ]
(‖ut‖20,Γ4,T ′ + ‖u‖21,Γ4,T ′ ) ≤ C(‖u‖21,Γ2 + ‖u‖21,Γ3).
For any w0, w1 ∈ C∞0 (Γ4) there exists a smooth solution of the Cauchy
problem L1u = 0, u(y, T ) = w0,
∂u(y,T )
∂t
= w1 in the domain t < T (see, for
example, [H]). In particular, {u|Γ2, u|Γ3} ∈ H1.
We shall show that the image of the map {w0, w1} → {u|Γ2, u|Γ3} where
{w0, w1} ∈ H are smooth, L1u = 0, is dense in H1. Suppose there exists
{ϕ, ψ} ∈ H1 such that (v, ϕ)1+ (v1, ψ)1 = 0, ∀{v, v1} ∈ H1, v = u|Γ2, v1 =
u|Γ3, L1u = 0, u is smooth.
As in the Lemma 2.3 (see the remark after the end of the proof of
Lemma 2.3) one can find {ϕ0, ψ0} ∈ H1 such that Q(ϕ0, v) + Q1(ψ0, v1) =
(ϕ, v)1 + (ψ, v)1 for any {v, v1} ∈ H1. Therefore Q(ϕ0, v) + Q1(ψ0, v1) =
0, ∀{v, v1}, v = u|Γ2, v1 = u|Γ3, u is smooth, L1u = 0. Here (ϕ, v)1 is the
inner product in H1(Γj), j = 2, 3.
Extend ϕ0(s, y
′) by 0 for s > T and extend ψ0(τ, y
′) by 0 for τ < −T .
Let
b(y′, yn, t) = ϕ0(s, y
′) + ψ0(τ, y
′)− ϕ0(0, y′).
Note that ϕ0(0, y
′) = ψ0(0, y
′), b|Γ2 = ϕ0(s, y′), b|Γ3 = ψ0(τ, y′). Let ∆˜1 be
the region τ < 0, s > 0. Note that ∆˜1 ⊃ ∆1. Consider L∗1b = (−4 ∂
2
∂s∂τ
+
(L′1)
∗)b. We have ∂
2b
∂s∂τ
= 0 in ∆˜1 and (L
′
1)
∗b ∈ H0,−1 in ∆˜1 where Hp,r′ is the
Sobolev space of order p in all variables and of order r′ in y′. Let f = −L∗1b
18
in ∆˜1 and f = 0 otherwise. Then f ∈ H0,−1(Rn+1) and f = 0 for t < T2 .
It follows from [E2], for example, that there exists u0 ∈ H1,−1(Rn+1) with
the weight e−σt such that L∗1u0 = f in R
n+1, u0 = 0 for t <
T
2
. Denote
u(0) = b(y′, yn, t) + u0. Then L
∗
1u
(0) = 0 in ∆˜1, u
(0)|Γ2 = ϕ0, u(0)|Γ3 = ψ0. We
used that u0 = 0 on Γ3 and Γ2 by the finite domain of dependence property
since u0 = 0 for t <
T
2
.
Denote u10 = u
(0)|t=T , u20 = ∂u(0)∂t |t=T . Applying Green formula (3.1) to
u(0) and v, where v is smooth, L1v = 0, v|Γ4 ∈ C∞0 (Γ4) we get
(3.5) E(u(0), v) = Q(u(0), v) +Q1(u
(0), v) = 0.
Since u(0)|t=T and ∂u(0)∂y |t=T are distributions, the pairing in (3.5) is under-
stood as an extension of the L2-inner product. Since v|t=T and ∂v∂t |t=T are
arbitrary and smooth we get that u(0)|t=T = ∂u(0)∂t |t=T = 0. Then by the
uniqueness of the Cauchy problem (see [H]) we get that u(0) = 0 in ∆1. In
particular, u(0)|Γ2 = ϕ0 = 0, u(0)|Γ3 = ψ0 = 0. It follows from (3.4) that the
image of the map {w0, w1} ∈ H → {u|Γ2, u|Γ3} ∈ H1 is onto.
Therefore for any {v(0), w(0)} ∈ H1 there exists v(1) ∈
◦
H1 (Γ4), v
(2) ∈
L2(Γ4) and v ∈ H1(∆1) such that
(3.6)
L1v = 0 in ∆1, v|Γ2 = v(0), v|Γ3 = w(0), v|t=T = v(1),
∂v
∂t
|t=T = v(2).
Lemma 3.1 is proven.
Denote by ∆2 the domain bounded by t = T, yn = 0 and t−yn = 0. Note
that ∆1 ⊂ ∆2. There exists (see, for example, [H]) a unique solution u ∈
H1(∆2) of L1u = 0 in ∆2 with the initial conditions u|t=T = v(1), ∂u∂t |t=T =
v(2) and the boundary condition u|yn=0 = 0. Here v(1) and v(2) are the same
as in (3.6). By the uniqueness of the Cauchy problem u = v in ∆1 ⊂ ∆2,
where v is the solution obtained in (3.6).
Therefore we proved the following lemma:
Lemma 3.2. For any v0 ∈
◦
H1 (Y20) ⊂
◦
H1 (Γ2) there exists u ∈ H1(X20) such
that L1u = 0 in X20, u|Y20 = v0, u|yn=0 = 0.
Analogous result holds when X20 is replaced by X2s0 and L1 is replaced
by L∗1.
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Finally we can finish the proof of Lemma 2.2. Suppose that the set
H of {ug}, g ∈ C∞0 (∆2s0) is not dense in
◦
H1 (Rs0). Then there exists
w0 ∈
◦
H1 (Y2s0) such that (u
g, w0)1 = 0, ∀ug, g ∈ C∞0 (∆2s0) and (w0, v) = 1
for some v ∈
◦
H1 (Rs0). By Lemma 2.3 one can find w ∈
◦
H1 (Y2s0) such that
Q(ug, w) = (ug, w0)1 for all u
g. By Lemma 3.2 there exists u ∈ H1(X2s0)
such that L∗1u = 0 in X2s0, u|yn=0 = 0, u|Y2s0 = w.
Applying the Green’s formula (2.24) we get
0 = Q(ug, w) = −
∫
∆2s0
∂ug
∂yn
utdy
′dt−
∫
∆2s0
∂g
∂t
∂u
∂yn
dy′dt
since ug|yn=0 = g. Since u|yn=0 = 0 we get that∫
∆2s0
∂g
∂t
∂u
∂yn
dy′dt = 0, ∀g ∈ C∞0 (∆2s0).
Since g is arbitrary we get that ∂
∂t
∂u
∂yn
= 0 in ∆2s0 = Γ
(1)× (s0, T ]. There-
fore ∂u
∂t
satisfies L∗1
∂u
∂t
= 0 in X2s0,
∂u
∂t
= ∂
∂yn
∂u
∂t
= 0 on ∆2s0 . By the unique
continuation theorem (see [T]) we get that ∂u
∂t
= 0 in the double cone of
influence of Γ(1)× [s0, T ]. Note that the intersection of this double cone with
the plane τ = 0 is Rs0. Therefore w = u
∣∣
Y2s0
satisfies the elliptic equation
(4 ∂
2
∂s2
+ (L′1)
∗)w = 0 on Rs0 since
∂2u
∂t2
= 0, ∂
2u
∂s2
= 1
4
( ∂
∂t
− ∂
∂yn
)2u = 1
4
∂2u
∂y2n
.
Consider Q(w, v). Note that supp v ∈
◦
H1 (Rs0). Integrating by parts and
using that w satisfying the equation 4wss + (L
′
1)
∗w = 0 in Rs0 we get that
Q(w, v) = 0 and this contradicts the condition that Q(w, v) = 1. Therefore
H is dense in
◦
H1 (Rs0).
Let L(p)u(p) = 0, p = 1, 2, be two hyperbolic equations of the form (1.1)
in domains Ω(p), p = 1, 2, respectively, satisfying the initial-boundary condi-
tions (1.2). We assume that Γ0 ⊂ ∂Ω(1) ∩ ∂Ω(2), supp f ⊂ Γ0 × (0, T0] and
Λ(1) = Λ(2) on Γ0 × (0, T0) where Λ(p) is the D-to-N operator corresponding
to L(p), p = 1, 2.
Let B ⊂ Ω(1)∩Ω(2) be homeomorphic to a ball and such that the domains
Ωi = Ω
(i) \B, i = 1, 2, are smooh. Assume that ∂B∩∂Ω(i) ⊂ Γ0, i = 1, 2, and
connected. Let γ(i) = ∂Ω(i) \Γ0, i = 1, 2. Note that ∂Ω1 \ γ(1) = ∂Ω2 \ γ(2) def=
Γ1.
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We conclude this section with the following lemma that will be important
in the global step (c.f. [KKL1], Lemma 9):
Lemma 3.3. Let L(1) = L(2) in B and let δ = maxx∈B d(x,Γ0), where
d(x,Γ0) is the distance in B from x ∈ B to Γ0. Let Λi be the D-to-N opera-
tors corresponding to L(i) in smaller domains Ωi, i = 1, 2. If Λ
(1) = Λ(2) on
Γ0 × (0, T0) then Λ1 = Λ2 on Γ1 × (δ, T0 − δ).
Proof: Let Ω be either Ω(1) or Ω(2). Denote by ΩT = Ω×(−∞, T ), ∂ΩT =
∂Ω×(−∞, T ). LetH+s (ΩT ) be the Sobolev space with norm ‖u‖s where u = 0
for t < 0. The proof of Lemma 3.3 will be based on a variant of the Runge
theorem.
Lemma 3.4. Denote by Ω˜ = Ω \ B, γ = ∂Ω \ Γ0. Let u ∈ H+1+s(Ω˜T ) be the
solution of
(3.7)
Pu = 0, (x, t) ∈ Ω˜T ,
u|∂Ω˜T = f, u = 0 for t < δ,
where P has the form (1.1), f ∈ H+s+1(∂Ω˜T ), f = 0 on γT = γ×(−∞, T ), f =
0 for t < δ, s ≤ 0. Then there exists a sequence of smooth functions un in
ΩT such that
(3.8) Pun = 0, (x, t) ∈ ΩT , un|∂ΩT = fn,
where un = 0 for t < 0, fn = 0 on γT and un → u when n→∞ in H+s (Ω˜T ).
Proof: Let Ωε be a smooth domain inR
n such that Ωε ⊃ Ω, ∂Ωε = γ∪γε,
and Γ0 is inside of Ωε.
The following existence and uniquenesss lemma is well known (see, for
example, [E2]).
Lemma 3.5. For any h ∈ H+s (ΩT ) and f ∈ H+s+1(∂ΩT ), s ≥ 0, there exists
a unique u ∈ H+1+s(ΩT ) such that
Pu = h in ΩT , u|∂ΩT = f.
Moreover, ∂u
∂ν
|∂ΩT ∈ H+s (∂ΩT ) and
‖u‖1+s + ‖∂u
∂ν
‖s ≤ C‖f‖s+1 + C‖h‖s.
When h = 0 the same result is true for any s ∈ R.
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The last statement follows from the fact that when Pu = 0 and s < 0
the norm ‖u‖1+s is equivalent near ∂ΩT to the norm ‖u‖1,s (c.f. [E2]). Here
‖u‖p,s is the Sobolev norm of order p in all variables and of order s in (y′, t).
Denote by E(x, t, y, τ) the forward Green function for the domain Ωε.
More precisely E(x, t, y, τ) satisfies
PE = δ(x− y)δ(t− τ), (x, t) ∈ Ωε × (−∞,∞), (y, τ) ∈ Ωε × (−∞,+∞),
E = 0 for t < τ,
E = 0 when (x, t) ∈ ∂Ωε × (−∞,+∞), (y, τ) ∈ Ωε × (−∞,+∞).
The existence of E(x, t, y, τ) follows from the Hadamard construction (see
[H]) and the Lemma 3.5.
Denote by E the operator with the kernel E(x, t, y, τ). Let Dε = (Ωε \
Ω)×(0, T+δ). Denote by K the closure of Eϕ, ∀ϕ ∈ C∞0 (Dε), in the norm of
H+s (Ω˜T ), s ≤ 0. Let K⊥ ⊂
◦
H−−s (Ω˜× (0, T )) be the ”orthogonal” complement
to K, i.e. (f, g) = 0 for all f ∈ K iff g ∈ K⊥. Here (f, g) is the extension of
the L2 scalar product in Ω˜× (0, T ) and
◦
H−−s (Ω˜× (0, T )) consists of functions
that belong to H−s(R
n × (0,+∞)) after being extended by zero for t > T
and for x 6∈ Ω˜. Note that (f, g) = (lf, g+) where lf ∈ Hs(Rn × (−∞,+∞))
and g+ ∈ H−s(Rn × (−∞,+∞)) are arbitrary extensions of f and g such
that g+ = 0 for x 6∈ Ω˜, g+ = 0 for t > T, lf = 0 for t < 0. Let g ∈ K⊥ be
arbitrary and let w(y, τ) = E∗g+ or, formally:
w(y, τ) =
∫ ∞
−∞
∫
Rn
E(x, t, y, τ)g+(x, t)dxdt.
We have (Eϕ, g+) = (ϕ,E
∗g+) = 0 for any ϕ ∈ C∞0 (Dε). Therefore w(y, τ) =
0 for (y, τ) ∈ Dε, w(y, τ) is the solution of the initial-boundary value problem
(3.9)
P ∗w = g+(y, τ), (y, τ) ∈ (Ωε × (0,+∞)),
w(y, τ) = 0 for τ > T, y ∈ Ωε, w|∂Ωε×(0,+∞) = 0,
and E(x, t, y, τ) is the Schwartz kernel of the solution operator to (3.9). Here
P ∗ is the adjoint to P .
It follows from Lemma 3.5 that w ∈ H1−s(Ωε × (0,+∞)), w = 0 for
t > T, w = 0 on ∂Ωε × (0,+∞) and ∂w∂ν
∣∣
∂Ωε×(0,+∞) ∈ H−s(∂Ωε × (0,+∞)).
Since w(y, τ) = 0 in Dε and g+ = 0 in (Ωε \ Ω˜) × (0,+∞) we get by the
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uniqueness of the Cauchy problem (see [T]) that w = 0 in (Ωε \ Ω˜)×(δ,+∞).
Therefore w and ∂w
∂ν
are zero on (∂Ω˜ \ γ)× (δ,+∞). Take any u ∈ H+1+s(Ω˜T )
that satisfies (3.7). We have (u, g+) = (u, P
∗w). Using the Green’s formula
in Ω˜× (−∞,∞) we get (u, g+) = (Pu, w) = 0, i.e. u ∈ K.
Now we shall prove Lemma 3.3.
Let vi, i = 1, 2, be smooth solutions of L
(i)vi = 0 in Ωi × (−∞, T0 −
δ), vi = 0 for t < δ and such that vi = f on Γ1 × (−∞, T0 − δ), supp f ⊂
Γ1 × (−∞, T0 − δ). Extend f smoothly from ∂Ωi × (−∞, T0 − δ) to ∂Ωi ×
(−∞, T0), supp f ⊂ Γ1 × (−∞, T0). Then extend vi in Ωi,T0 as solutions of
L(i)vi = 0, vi = f on ∂Ωi,T0 . We shall show that Λ1f = Λ2f on Γ1 × (δ, T0 −
δ). By Lemma 3.4 there exists a sequence of smooth functions wn1 in Ω
(1)
T0
satisfying L(1)wn1 = 0 such that ‖v1 − wn1‖s → 0 when n → ∞. Here ‖ ‖s
is the norm in Hs(Ω1,T0). Denote fn = wn1|∂Ω(1)
T0
∈ H+
s+ 1
2
(∂Ω
(1)
T0
). Note that
supp fn ⊂ Γ0,T0. By Lemma 3.5 there exists wn2 ∈ H+s+ 1
2
(Ω
(2)
T0
) such that
L(2)wn2 = 0 in Ω
(2)
T0
, wn2 = fn on ∂Ω
(2)
T0
, fn = 0 on γ
(2)
T0
. Since Λ(1) = Λ(2) on
Γ0,T0 we have Λ
(1)fn = Λ
(2)fn on Γ0,T0 . Since L
(1) = L(2) in B the uniqueness
of the Cauchy problem (see [T]) implies that wn1 = wn2 and
∂wn1
∂ν
= ∂wn2
∂ν
on
Γ1 × (−∞, T0 − δ).
It follows from L(1)wn1 = 0 and wn1 ∈ H+s (Ω1,T0) that wn1 ∈ H+2,s−2 near
∂Ω1,T0 (c.f. [E2]). Therefore wn1|∂Ω1,T0 = fn1 ∈ Hs− 12 (∂Ω1,T0),
∂wn1
∂ν
∣∣
∂Ω1,T0
=
gn1 ∈ H+s− 3
2
(∂Ω1,T ) and ‖fn1 − f‖s− 1
2
+ ‖gn1 − ∂v1∂ν ‖s− 32 ≤ C‖wn1 − v1‖s → 0
when n→∞. Denote
∂vi
∂ν
|∂Ωi×(δ,T−δ) = gi, i = 1, 2, fn2 = wn2 |∂Ω2×(0,T−δ) , gn2 =
∂wn2
∂ν
|∂Ω2×(0,T−δ) .
Since fn1 = fn2 on Γ1 × (0, T − δ) we have that ‖fn2 − f‖′s− 1
2
→ 0 when
n → ∞ where ‖ ‖′s means the norm in H+s (∂Ω2,T−δ). Therefore applying
Lemma 3.5 to v2 − wn2 we get that ‖g2 − gn2‖′s− 3
2
≤ C‖fn2 − f‖′s− 1
2
→ 0
when n → ∞. Since gn1 = gn2 on Γ1 × (0, T − δ) we get that g1 = g2 on
Γ1 × (δ, T − δ).
Acknowledgements. Author expresses deep gratitude to Jim Ralston
for his generous help. My special thanks to Slava Kurylev who saved me
from embarrassing mistakes and gave many useful suggestions that greatly
improved this paper.
23
References
[B1] Belishev, M., 1997, Boundary control in reconstruction of manifolds
and metrics (the BC method), Inverse Problems 13, R1-R45
[B2] Belishev, M., 2002, How to see waves under the Earthsurface (the
BC-method for geophysicists), Ill -Posed and Inverse Problems, 55-72
(S.Kabanikhin and V.Romanov (Eds), VSP)
[E1] Eskin, G., 2004, Inverse boundary value problems in domains with
several obstacles, Inverse Problems 20, 1497-1516
[E2] Eskin, G., 1987, Mixed initial-boundary value problems for second
order hyperbolic equations, Comm. in PDE, 12, 503-87
[E3] Eskin, G., 1998, Inverse scattering problem in anisotropic media,
Commun. Math. Phys. 199, 471-91
[E4] Eskin, G., 2005, Inverse problems for Schro¨dinger equations with
Yang-Mills potentials in domains with obstacles and the Aharonov-
Bohm effect, Journal of Physics Conference Series, 12, 23-32
[E5] Eskin, G., 2003, Inverse boundary value problems and the Aharonov-
Bohm effect, Inverse problems, 19, 49-62
[H] Hormander, L., 1985, The Analysis of Linear Partial Differential Op-
erators III (Berlin: Springer)
[GLT] Glowinski, R., Lions, J.L., Tremolieres, R., 1971, Analyse numerique
de inequations variationalles (Paris, Dunod)
[I] Isakov, V., 1998, Inverse problems for partial differential equations,
Appl. Math. Studies, vol. 127, Springer, 284 pp.
[K] Kurylev, Y., 1993, Multi-dimensional inverse boundary problems by
BC-mathod : groups of transformations and uniqueness results, Math.
Comput. Modelling 18, 33-45
[KK] Katchalov, A., Kurylev, Y., 1998, Multidimensional inverse problems
with incomplete boundary spectral data, Comm. Part. Diff. Eq. 23,
55-95
24
[KKL] Katchalov, A., Kurylev, Y., Lassas, M., 2001, Inverse boundary spec-
tral problems (Boca Baton : Chapman&Hall)
[KKL1] Katchalov, A., Kurylev, Y., Lassas, M., 2004, Energy measurements
and equivalence of boundary data for inverse problems on noncompact
manifolds, IMA Volumes, v.137, 183-214
[KL1] Kurylev, Y. and Lassas, M., 2000, Hyperbolic inverse problems with
data on a part of the boundary AMS/1P Stud. Adv. Math, 16, 259-272
[LU] Lee, J. and Uhlmann, G., 1989, Determining anisotropic real-analytic
conducivity by boundary measurements, Comm. Pure Appl. Math.
42, 1097-1112
[T] Tataru, D., 1995, Unique continuation for solutions to PDE, Comm.
in PDE 20, 855-84
25
