We derive the isoperimetric profile of Gaussian type for an absolutely continuous probability measure on Euclidean spaces with respect to the Lebesgue measure, whose density is a radial function. The key is a generalization of the Poincaré limit which asserts that the n-dimensional Gaussian measure is approximated by the projections of the uniform probability measure on the Euclidean sphere of appropriate radius to the first n-coordinates as the dimension diverges to infinity. The generalization is done by replacing the projections with certain maps.
Introduction
The isoperimetric profile of a Borel probability measure µ on R n describes a relation between the volume µ the n-dimensional radial probability measure µ f n with density f is the absolutely continuous probability measure on R n with density
with respect to the n-dimensional Lebesgue measure. For example, the n-dimensional Gaussian measure γ n is the radial probability measure with density g(r) := exp(−r 2 /2), and its isoperimetric profile was provided by Borell The proof relies on the approximation procedure, so-called Poincaré limit: let S N be the (N − 1)-dimensional Euclidean sphere of radius N 1/2 and v N be the uniform probability measure on S N . We consider the orthogonal projection from R N to the first n-coordinates, and denote by P n,N the restriction of it on S N . Then γ n is obtained as the limit of (P n,N ) ♯ v N as N → ∞, where (P n,N ) ♯ v N denotes the push-forward measure of v N by P n,N , namely (P n 
where L n is the smallest Lipschitz constant of s ρn n . Moreover, if lim r↓0 f (r) ∈ (0, ∞), then the above inequality also holds true for a = 1/2. Theorem 1.2 for the case of f (r) = exp(−r 2 /2) with ρ m ≡ 1 corresponds to the result of the Gaussian measure.
This note is organized as follows. Section 2 concerns Theorem 1.1 which is a generalization of the Poincaré limit. In Section 3, we prove Theorem 1.2, namely derive the isoperimetric profile of Gaussian type for a radial probability measure. Section 4 provides criteria and examples of µ f n which is applicable to Theorems 1.1, 1.2.
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Generalized Poincaré limit
In this section, we always assume that ρ satisfies (C) and σ is the inverse function of s ρ 1 . We moreover define the map Σ on R n by
Let V n denote the volume of the unit ball in R n with respect to the Lebesgue measure. For any x ∈ P ρ n,N (S N ) \ {0}, the Lebesgue differentiation theorem yields
where B ε (x) is the open ball in R n with center x and radius ε. We compute the right-hand side in (2.1).
Proof. We prove only the case of n ≥ 2, however a similar argument works for the case of n = 1. By symmetry, we may assume that x lies in the positive first coordinate axis. Let us consider the orthogonal projection p m from R m to the last (m − 1) coordinates. We define the functions r + ε and r
where we set
According to the assumption that x lies in the first axis, U ε (x) converges to the point
then we find that
as desired. To prove (2.2), we need several claims.
Claim 2.2
The functions r ± ε (y) depend only on |y| not on y itself.
Proof. For any y ∈ p n (Σ(B ε (x))) \ {0}, it turns out that
This means that r + ε (y) (resp. r − ε (y)) is equal to the supremum (resp. infimum) of
which concludes the proof of the claim. ♦
We sometimes denote r ± ε (y) by r ± ε (|y|) as functions on [0, η ε ), where η ε = η ε (x) given by
Note that lim ε↓0 η ε = 0. It follows from Claim 2.2 that
where, in the last equality, we substitute η = tη ε and set
We will investigate the limits of η ε /ε and u ε (t) as ε ց 0. It is easy to check that |x(a, b)| does not have extrema on D ε by using Lagrange multipliers, and y = 0 leads to b = 0. In other words, for any η ∈ (0, η ε ), there exist a
The monotonicity of |x(a, (ε 2 − a 2 ) 1/2 )| in a and the definition of r
Due to the fact r
Claim 2.3
The functions a ± ε (η) are monotone and |a
Proof. From the monotonicity
where we use the nonnegativity of σ ′ , we deduce
Since the function Y (a, (ε 2 − a 2 ) 1/2 ) is continuous on a ∈ I ε and takes the value 0 at the boundary, the intermediate value theorem yields that, for any η 1 , η 2 ∈ (0, η ε ) with η 1 < η 2 , there exist a ± (η i ) ∈ I ε for i = 1, 2 such that
This with (2.5), (2.6) leads to
for any η ∈ (0, η ε ), the mean value theorem yields
which ensures that u ε (t) is dominated by an integrable function on t ∈ (0, 1).
Claim 2.4 For any t ∈ (0, 1), the limits
Proof. Claim 2.3 leads to a
and combining (2.4) with the fact |x(a, (ε 2 − a 2 ) 1/2 )| → |x| for any a ∈ I ε as ε ց 0 yields
for any t ∈ (0, 1). Letting t ր 1, we have lim ε↓0 η ε /ε ≤ σ(|x|)/|x|. On the other hand, it holds by (2.7) that
If there exists t 0 ∈ (0, 1) such that a + σ (t 0 ) = a − σ (t 0 ), then Claim 2.3 with the squeeze lemma implies a ± σ (t) ≡ a ± σ (t 0 ) for any t ∈ (t 0 , 1), which contradicts a ± σ (t) 2 = 1 − t 2 . We thus have a
Since u ε (t) is dominated by an integrable function on t ∈ (0, 1) and Claim 2.4 implies
for any t ∈ (0, 1), Lebesgue's dominated convergence theorem yields
where B(·, ·) is the beta function. According to the relation V n /A n−1 = B(3/2, (n − 1)/2) and (2.3), we compute
, which is (2.2). This completes the proof of the lemma. ✷ Let us now generalize the Poincaré limit.
Proof. (Theorem 1.1) Given any x / ∈ s ρ n (R n ), we find that x / ∈ P It is easy to check that f ρ n has unit mass on R n with respect to the Lebesgue measure, additionally, for any R ∈ R satisfying σ(R) 2 = 2(n + 2) and any N ≥ 2(n + 2), we find We give a necessary and sufficient condition for µ f n to be a generalized Poincaré limit in terms of f . In what follows, we denote by supp(f ) the support of f and set r f := inf{r | r ∈ supp(f )}, R f := sup{r | r ∈ supp(f )}. ((0, ∞) ).
Proof. The "only if" part and the claim on the support follow immediately from Theorem 1.1. To prove the "if" part, let σ be the function on (r f , R f ) solving the equation
Then σ is C 1 , strictly increasing and σ((r f , R f )) = (0, ∞), which ensures the existence of the function ρ satisfying (C) such that s 
Isoperimetric profile of Gaussian type
We derive the isoperimetric profile of Gaussian type for the generalized Poincaré limit with ρ satisfying (C n ) by using Lévy's isoperimetric inequality for Euclidean spheres. In analogy with R n , we denote by X ε the ε-neighborhood of X ⊂ S N with respect to the spherical distance function d S N . , which is differentiable on (r f , R f ). Since ρ 1 satisfies (C 1 ), we find r f = 0 and inf r∈(0,R f ) σ ′ (r) > 0 (see Lemma 4.1 below). Moreover, by (2.8), it holds for any r ∈ (0, R f ) that G(σ(r)) = F (r) and
The claim is trivial for the case of a = 0 and 1 since the right-hand side is equal to 0. We first consider the case of a ∈ (1/2, 1). For any A ⊂ R n with µ
Claim 3.2 For any t ∈ (0, (R f − α)/2), there exists N 0 ∈ N, independent of β, such that
holds for any N ≥ N 0 .
Proof. We first remark that L(β, t) is positive finite by [β, β + t] ⊂ (0, R f ). Without loss of generality, we may assume that N ∈ N satisfies α + t < s ρ 1 1 (N 1/2 ), which ensures the unique existence of x 0 ∈ (0, N 1/2 ) such that s
Since the direct computation provides
for any t > 0, there exists N 0 ∈ N such that if N ≥ N 0 , then we have
For N ∈ N large enough, we deduce from Theorem 1.1 that
The Lipschitz continuity of P ρn n,N with Lipschitz constant L n deduced from (C n ) provides
where the last inequality follows from the fact that (P 1 [(−∞, β + t]] for any t ∈ (0, (R f − α)/2). Since β < α is arbitrary and L(β, t) is continuous in β, this also holds for α, namely
Proof. For ε > 0 small enough, the continuity and monotonicity of L(α, t) in t > 0 guarantees the existence of t(ε) > 0 such that L n L(α, t(ε)) = ε and
We then have
where the last equality follows from (1/2, 1) . Since the similar argument works for the case of a ∈ (0, 1/2) and moreover a = 1/2 which is equivalent to α = 0 if lim r↓0 σ ′ (r)/(2π) 1/2 = lim r↓0 f (r)/M f 1 ∈ (0, ∞), we have the desired result. ✷ Remark 3.4 In the case of f (r) = exp(−r 2 /2), Theorem 1.2 corresponds to the case of finite dimensional Gaussian measures in [1, 5] , where the case of an infinite dimensional Gaussian measure γ ∞ was also proved. However we may not expect to extend Theorem 1.2 for infinite dimensional cases since I[γ ∞ ] is obtained through the fact that {γ n } n∈N is a cylinder set measure but {µ f n } n∈N is generally not a cylinder set measure.
Condition and Example
In order to provide criteria for µ f n = ν ρ n such that ρ satisfies (C n ) in terms of f , we first prepare the following lemma. (ii) ρ satisfies (C n ) and the smallest Lipschitz constant of s ρ n is L for any n ∈ N.
Proof. Since (ii)⇒(i) is trivial, we show (i)⇒(iii)⇒(ii). Note that, for any r ∈ R \ {0}, (s holds for r large enough.
Proposition 4.2 For the generalized Poincaré limit µ f n with ρ, assume lim r↓0 f (r) < ∞. Then (C n ) is equivalent to the combination of (a) and (b).
Remark 4.9 Let ρ be the function such that µ φp n = ν ρ n . In the case of θ ϕ = δ ϕ > 1, Proposition 4.8(2-ii) implies that (C n ) does not holds for any p > 0. However in the case of θ ϕ = δ ϕ = 1, that is φ p (r) = exp(−r p /p), (C n ) can or cannot hold depending on p. Indeed, for ψ(r) := r 1−p , (b1) holds for any λ ∈ (0, 1) and p > 0, but (b2) holds only for p ≥ 2 according to lim r↑∞ {ψ(r) 2 ln (f (r)ψ(r)r n−1 )} = − lim r↑∞ r 2−p /p. Then by Lemma 4.3, (C n ) holds if and only if p ≥ 2.
