Studies on the effects of external pacing of heart suggest that the organ, like the nervous system, possesses properties of memory and adaptation. Changes induced in cardiac activation patterns persist long after the agent that induced those changes is removed. After the effects of stimulation have disappeared, response to the stimulus applied for a second time is much greater than the earlier response. Drawing analogies between communication via gap junctions in cardiac tissue, and via synapses in nervous tissue, we hypothesize that gap junctions also adapt in an activity-dependent manner similar to synapses. With the help of a mathematical model of cardiac cell, the well-known FitzHugh-Nagumo model, we demonstrate that some of the clinically observed manifestations of cardiac memory property can be simulated if gap-junctional conductances are allowed to adapt according to a Hebb-like learning mechanism, a mechanism that successfully accounts for a range of learning and memory phenomena in nervous system.
1.Introduction 1.1 Cardiac Memory
In a classic study of alterations in ventricular activation, Rosenbaum et al (Rosenbaum, 1982) have shown that prolonged external activation induces persistent changes in the Electrocardiogram (ECG). This change, which requires a long time to reach a maximum effect, persists even after the external activation, which had originally produced the change, is removed. It takes a much longer to time to return to normal activation sequence. For example, in one experiment, left bundle branch block induced by atrial pacing resulted in an inverted T-wave in the ECG. Inversion of T wave progressed in the first few hours of stimulation and had reached a plateau after 24 hours. When pacing was removed after 96 hours, the T-wave reverted to normalcy after only 120 hours. The inverted T-wave continued even after removal of pacing and the left bundle branch block was no more present. In another case, T-wave changes produced due to 30-60 hours of pacing, required 8 to 38 days to return to normal configuration. Others have reported similar clinical studies of cardiac memory (Chatterjee, 1969; Costard-Jackle, 1989) . Speculating about the possible basis of cardiac memory, Rosenbaum et al (Rosenbaum, 1982) conclude that the memory property is a hitherto unknown intrinsic property of cardiac tissue itself. The authors further draw analogies with cardiac memory and the properties of learning and memory as manifested by the nervous system. The central objective of this paper is to study, with the help of simulations, if known mechanisms of learning and memory in nervous systems can be carried over to explain the memory property of cardiac tissue.
Hebbian Learning
One of the most successful mechanisms proposed to explain learning and adaptation in nervous systems is known as Hebbian learning, also known as correlational learning. It was proposed as a cellular-level mechanism for neuronal learning (Hebb, 1949) . The basic idea in this learning is that if the activity of a pair of connected neurons is highly correlated then the efficacy of the synapse connecting the two must be strengthened. A simple mathematical form of this mechanism is given as:
where at time 't', w(t) represents synaptic efficacy, V A (t) the measure of presynaptic activity (of cell 'A'), V B (t) is the postsynaptic activity (of cell 'B'). A variety of more sophisticated developments of this basic idea have been proposed in subsequent literature (see Montague & Sejnowski, 1994 for a review). Hebbian learning has been able to account for a variety of phenomena related to self-organization in both mature and developing brains. For example, in the visual system, Hebbian learning has been used to describe formation of visual receptive fields (Bienenstock, 1982) ocular dominance columns (Miller, 1989) , orientation-sensitivity (Von der Malsburg, 1973) and directional sensitivity of motion (Sereno, 1991) . In the somatosensory cortex also, evidence for map reorganization and activity-dependent plasticity based on Hebbian learning exists (Montague et. al.,1991) .
Hebbian learning has also been applied to describe oscillatory neural systems, which exhibit memory property. The work of Gray & Singer (Gray, 1989) demonstrated that, synchronous oscillations, as in the heart, play an important role in the visual cortex also. Synchronous oscillations are thought to be the key to the figure/ground problem and also the important binding problem of biological vision (Von der Malsburg, 1981) . Coherent oscillations were also found in the oscillatory bulb in the rabbit, by Freeman and his group, who concluded that the bulb stores odors as oscillating states (Skarda, 1987) . Computational models based on Hebbian learning have been proposed to describe similar systems (Abbot, 1990) .
Beyond explaining learning phenomena in the adult brain, Hebbian learning has also been invoked to explain activity-dependent organization in the developing brain. In a developing nervous system, afferent axons find their targets of innervation by making use of information derived from local environment and the target structures themselves. There is evidence supporting the role of activity-dependent processes in this development. It is observed that in the formation of these mappings temporal contiguity in axonal firing is translated into spatial contiguity. Hebbian-like plasticity mechanisms are believed to achieve such temporal to spatial transformations (Montague et. al., 1991) .
At the synaptic level, evidence for Hebbian-like learning is found in case of two plasticity mechanisms known as Long Term Potentiation (LTP) and Long Term Depression (LTD) (Bliss, 1993) . In hippocampus, a part of the brain responsible for laying down long-term memories, LTP and LTD are associated with correlated and uncorrelated pre-and post-synaptic activity respectively (Kelso, 1986) . Hebbian-like mechanisms are also discovered in cerebellum (Ito, 1986) and the neocortex (Kirkwood, 1993) .
The extensive success of Hebbian learning concept, and its variations, in the nervous system prompts us to consider the same as a possible mechanism underlying heart's memory. An investigation into this possibility is the central theme of this paper.
Towards Adaptive Gap Junctions
Cardiac cells are connected by cell-to-cell channels called gap junctions (GJ), which permit conduction of action potentials (APs) from one cell to another. In this respect GJs are similar to synapses connecting neurons. However, synaptic transmission is usually mediated by chemical substances called neurotransmitters, whereas GJ conduction occurs by direct movement of ions between cells 2 . GJs permit large areas of cardiac tissue to contract as a single unit, a functional syncitium, by synchronizing oscillations of large number of cells.
Gap junctions are intercellular channels some 1.5 -2 nm in diameter. They permit free passage between the cells of ions and small molecules (up to a molecular weight of about 1000 daltons). They are constructed from 4 (sometimes 6) copies of one of a family of a transmembrane proteins called connexins. Because ions can flow through them, gap junctions permit changes in membrane potential to pass from cell to cell (Loewenstein, 1981) .
GJs are dynamic structures because of the making and breaking, or open and closure of junctional structures. It was observed that GJs can be repeatedly made between a pair of cells by simply pulling the cells apart and putting them into contact again (Loewenstein, 1981) . When pairs of embryonic heart cells are brought into contact in a cultured medium, they begin to beat in synchrony and GJs appear at about the same time (Veenstra, 1988) . Progress in synchronization and increase in GJ conductance goes hand in hand. At the time of cell contact the GJ coupling conductance is quite low, but increases to a high value once synchronization is complete (Clapham, 1980) . Using pacemaker cells from rabbits, Jalife et al (Jalife, 1988) observed that, when two cells are connected through low-resistance links, the period of resulting phase-locked firing is a function of their intrinsic frequencies, their phase relationship, and the connecting resistance.
In recent years, there is a growing awareness in clinical research about the role of GJs in cardiac rhythm development. It is synapses of the brain. For example, a recent study shows that gap junctional coupling underlies high frequency oscillations in the hippocampus (Draguhn et al, 1998). recognized that conduction properties of atria and ventricles depend on spatial distributions of GJs in the two regions (Saffitz, 1997) . Experimentally induced uncoupling of GJs resulted in altered activation and repolarization wavefronts (Dhein et. al., 1999) . Abnormal GJ coupling is implicated as having a causative role in ventricular arrhythmias associated with ischemic and hypertrophic heart diseases (Peters, 1995; Peters, 1996; Peters, 1993) .
In their seminal paper on Cardiac Memory, Rosenbaum et. al.(1982) simply state that the memory effect is due to electrotonic modulation, but give no detailed mechanism for such modulation. A mechanism for explaining cardiac memory, which tends towards the theory developed in this paper, was suggested in (Costard-Jackle et. al., 1989) .
In (Costard-Jackle et. al., 1989 ) the authors suggest that a mechanism that modulates the electrotonic interactions, i.e. strength of gap junctional coupling, may be responsible for cardiac memory effect. In their own words: "repeated current flow in the same direction through these junctions may decrease their resistance and…amplify electrotonic effect." In other words, the authors are hinting at an activation-dependent GJ adaptation mechanism.
It is not difficult to cull evidence for activation-dependent adaptation of GJs. The role of GJs in fashioning cardiac activation sequence is evident from the above discussion.
Contrarily, one study demonstrates that altering the pattern of ventricular activation by external pacing had resulted in alterations in spatial distributions of GJs (Patel et. al., 2001) . We have also noted the direct role of GJ conductance in synchronizing a pair of cells. More specifically, it has been found that GJ conductance does not depend on transjunctional potential; it depends on the potential across non-junctional membrane (Obaid & Rose, 1981) . In one case, GJ conductance between a pair of cells decreased on both depolarization and hyperpolarization of either cell, though in an asymmetric fashion (Draguhn et. al., 1998) . In another instance, GJ conductance fell only on depolarization of nonjunctional membrane (Socolar & Politoff, 1971) .
What is lacking in the above studies is a precise mechanism for such GJ adaptation and a demonstration of the link between such adaptation and the memory effect. Using the success of Hebbian-like mechanisms in the brain as a guiding principle, we formulate an activation-dependent mechanism for Gap Junctional adaptation in Section 2.3.
Modeling 2.1 Models of Cardiac Cells
Cardiac modeling efforts may be grouped into 4 categories: (1) single cell modeling, (2) network models, (3) 2D models and 4) 3D models. Single cell models are spread over an entire range in complexity -from simple 2-variable models which capture the gross features (spike followed by a plateau) of cardiac AP, to models that describe detailed dynamics of ionic current systems that shape the cardiac AP. One of the earliest single cardiac cell models is a 2-variable relaxation oscillator known as the van der Pol (VDP) oscillator (Van der Pol, 1926) . The VDP model is motivated by a biological neuron model known as the FitzHugh-Nagumo (FN) model (FitzHugh, 1961; Nagumo, 1962) . The FN model is itself a simplification of the Hodgkin-Huxley (Hodgkin, 1952) model of the squid axon. Is spite of its origins in neural dynamics, the FN model can be modified to model the flat plateau of the cardiac APs also. A short list of other well-known single cardiac cell models includes (DiFrancesco, 1985; Beeler, 1977; Luo, 1991) .
FitzHugh-Nagumo Single Cell Model
In view of its simplicity, wide applicability and biological origin, we chose to use the FN model as our single cell model. The FN model equations may be presented in several equivalent alternative forms, one of which is given below:
where 'u' is the excitation variable analogous to membrane potential and 'v' is the recovery variable. The parameter 'k' determines the frequency of oscillation of the model. For β = γ = 0 the equations are equivalent to the van der Pol oscillator (Van der Pol, 1926). In our experiments we have chosen ε = 1.
The FN model displays 3 forms of dynamic behavior: 1) Stable states or fixed point behavior, 2) Oscillations and 3) Instability. The fixed point behavior is again of two types: 1) switching (on perturbation by external input from one stable state to another), and 2) excitation (producing a remarkably large response at a critical value of input, analogous to the "all or none" action potential).
There are several ways of coupling two FN models. For example, in u-u coupling, the u variables of two oscillators may be coupled. Similarly one may consider v-v coupling, u-v coupling or finally full (u,v) to (u,v) coupling where both u and v dynamics of both the systems are allowed to interact directly. Our simulations use u-u coupling where 'w ij ' is the weight connecting i'th and j'th cell; 'w max ' is the largest value the weight can take; 'u max ' is a normalizing factor. In the above equation, it is clear that the correlation between u i and u j is accumulated in w ij . 
GJ Adaptation and Activation Sequence
It is well-known that frequency gradient in the base to apex direction is a key factor in determining the activation sequence of cardiac activity. However we wish to show that distribution of GJ conductances is another important factor that determines cardiac activation patterns, a factor that has been mostly ignored in the past. We also show the role played by the memory mechanism (2.3.1) in modulating GJ distribution. In the following set of simulations we consider 2D models in which distribution of GJ coupling strength determines the activation pattern. Two cases inspired by clinically observed cardiac memory effects are considered: (1) persistent effects of external pacing, (2) post-ischemic syndrome.
Persistent Effects of External Pacing
It is through the persistence of the effects of external pacing that the cardiac memory property was first discovered (Rosenbaum et al (Rosenbaum, 1982) Chatterjee et al (Chatterjee, 1989) ). Therefore in the first simulation we consider a 30 X 30 grid of FN model cells to which an external input is presented. All the cells in the grid have the same intrinsic frequency ('k=7'). Other parameters of the model are: γ=0.7, β = 0.1. The above described system is now simulated in 3 phases (see Figs. 2, 3 & 4) . In Phase I, the external input of (3.1) is presented and GJ connection strengths are adapted according to (2.3.1). In this phase the effect of external input is "memorized" by the adapting GJ connections (Figure 2) . In Phase II, the external input is removed and the connections are frozen. This phase is somewhat artificial and is meant to show that activity persists even after the input removed ( Figure 3) . In Phase III, the external input is still absent but the connections are adapted. In this phase it is intended to show that even after prolonged adaptation of GJ connections without external input, the memory effect remains (Figure. 4) . Figure 5 shows the distribution of GJ connection strengths after adaptation in Phase I. Since each cell is connected to 25 cells, we take average of all those connections and display the GJ distribution as a 2D array. In contrast to the initial flat GJ distribution, note the central bulge in the GJ distribution, which has come about as a result of external activation. It is this change in GJ distribution that is responsible for the persistent effects of external activation seen in this simulation experiment.
Post-ischemic Syndrome
In this experiment we again consider a 30 X 30 grid of FN neurons. All the network parameters are as in the previous case of external input. In order to simulate infarction, activity inside the central 7 X 7 window of the grid is forced to remain at 0. Again the simulation is conducted in 3 phases (Figure 6, 7 & 8) . In Phase I, the ISSN 1303 5150 www.neuroquantology.com 318 infarct condition is imposed on the central 7 X 7 window ( Figure 6 ). During this period GJ connections are adapted following (2.3.1). In Phase II, the infarct condition is removed and GJ adaptation is also frozen. It may be noted that the activity of the central "infarct" region is negligible though the infarct condition is lifted (Figure 7) . In Phase III, the infarct condition is still absent but the GJ connections are adapted ( Figure  8 ). In this case, in contrast to the initial flat GJ distribution, note the central depression in the GJ distribution, which has come about as a result of prolonged exposure adaptation to infarct condition (Fig. 9) . In other words, the grid has retained the effects of ischemia.
4.Discussion
We have proposed activity-dependent adaptation of GJs as a possible mechanism underlying cardiac memory effect. The idea of Hebb-like adaptation as a basis for cardiac memory was first proposed by one of us in (Chakravarthy & Ghosh, 1997) , wherein a simple relaxation oscillator was used as a cardiac cell model. In the present paper, we use the Fitzhugh-Nagumo model, which has been widely used as a model of cardiac cell. A 2D grid of FN model cells, a simple widely used model of cardiac cells, is used in the simulations. Cells in the grid are connected by adaptive GJs, which are modified according to Hebbian mechanism. Two clinical manifestations of cardiac memory, viz., 1) persistence of the effect of external pacing and 2) post-ischemic syndrome are modeled using simulations. In both the clinical scenarios, prolonged activation patterns have resulted in adaptive changes in GJ distribution, which led to persistence of the activation patterns by reinforcement. The attributes of learning and memory which are traditionally believed to be an exclusive privilege of the nervous system are actually shared by other systems e.g. the immune system. A recent contender to such a claim is the cardiac tissue, which is embodied in the phenomenon of cardiac memory. An interesting contribution of the present work is that a learning mechanism found in the nervous system, seems to be applicable in the cardiac context also. Existing corroborative evidence supporting our hypothesis is also proffered. In order to obtain a more direct evidence for our hypothesis, one may have to resort to precise electrophysiological measurements taken from cultured cells.
The possibility of learning and adaptation in cardiac tissue gives rise to a radically new picture of cardiac function, especially in the developmental stages. We believe that GJ adaptation plays a key role in the first beats of the developing heart. It is known that the heart does not exhibit a fully developed conduction sequence when it first began to beat (Kamino, 1991) . This might be because the normal out-of-phase atrio-ventricular rhythms would have followed only after the atria and ventricles have phase-locked by prolonged GJ adaptation. The first gushes of circulating blood might also play a role in this process. As blood flows passively into the right atrium, the stretched atrial fibres are activated, causing active contraction. As a result, blood is pumped into the ventricles, which are similarly activated. As this process continues, every effective activation sequence resulting in successful coursing of blood through all the heart chambers might reinforce the current activation sequence. Intracardiac flow pattern is recognized as an epigenetic factor controlling cardiac development.
For example, Altered intracardiac blood flow patterns in developing zerbra fish heart resulted in developmental defects similar to those observed in congenital heart diseases (Hove et al, 2003) . As a child learning to walk by stumbling, the developing heart might be learning appropriate pumping action aided by the memory property inherent in cardiac tissue. If such a description is true then the heart's beat, at least partially, is a learnt behavior and not completely genetically "preprogrammed."
