An efficient method is proposed for the practical solution of the ''sign'' problem for integrals involved in the semiclassical initial value representation. It is based on a generalization of the conventional Filinov filtering procedure which has the ͑approximate͒ effect of incorporating complex initial conditions into the phase space average; it does this by including an explicit oscillatory term in the filtering function that partially cancels the oscillatory part of the original integrand. A systematic procedure is also described for making an optimal choice of the ''smoothing parameters,'' thus removing this arbitrariness in the overall approach. Tests on systems with chaotic dynamics demonstrate the accuracy and efficiency of the method.
I. INTRODUCTION
The semiclassical ͑SC͒ initial value representation ͑IVR͒ 1 has undergone a rebirth of interest as an approximate way of including quantum effects into classical molecular dynamics ͑MD͒ simulations. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Extensive applications have shown the SC-IVR to be of good accuracy for a wide variety of phenomena. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Compared to purely quantum mechanical calculations, semiclassical methods often provide a more intuitive understanding of the underlying molecular dynamics. Furthermore, due to the localized nature of the classical trajectories and the use of Monte Carlo techniques, it is hoped that the SC-IVR will eventually have a more favorable scaling with respect to the size of the system than quantum mechanical basis set methods. Recent applications of various methodological developments, in particular the ''forwardbackward''͑FB͒ IVR, [13] [14] [15] [16] indeed suggest so. The primary remaining challenge is to make the SC-IVR approach practical enough for an application to large systems. In principle, the integrand in a SC-IVR calculation is oscillatory ͑with respect to the initial phase space variables͒ and it is not clear whether a brute-force Monte Carlo average can always be carried out to converge the integral. The linearized semiclassical method, 17 the LSC-IVR, side-steps this problem by including the effects of nearby trajectories only to the first order, resulting in the classical Wigner model. 18 Though successful for some model condensed phase problems, 19 the LSC-IVR/classical Wigner model cannot describe quantum coherence in dynamical processes. 20 To improve this situation, the ''forward-backward'' initial value representation ͑FB-IVR͒ 13, 14 was developed. This method utilizes an idea introduced by Makri and Thompson for the numerical evaluation of influence functionals in path integral calculations, 21 namely to combine the forward and backward time evolution operators into one semiclassical time propagation. The resulting integrand is thus much less oscillatory and comparatively easy to converge. The application of the FB-IVR to several problems-femtosecond photoelectron spectroscopy of I 2 Ϫ , 8͑f͒ molecular energy transfer, 8͑h͒ thermal rate constant calculations using the flux-side correlation function, 15͑a͒ quantum coherence/decoherence in molecular vibrations, 15͑c͒ and diffraction through a two-slit potential barrier coupled to a thermal bath 15͑b͒,15͑d͒ -have shown that it is capable of describing quantum coherence effects quite accurately for many dynamical observables.
Even with these methodological advances, however, the fundamental obstacle to a practical SC-IVR calculation, namely the Monte Carlo average of an oscillatory integrand, has not been fully overcome. There are certain situations where one is forced to use the original SC-IVR method or approaches in the same spirit. For example, it has been shown that for some dynamical observables, the FB-IVR is not capable of describing quantum interference effects and a new, generalized FB-IVR method ͑GFB-IVR͒ 22 has to be applied, which in one limit reverts to a full-blown SC-IVR. Also, theoretical treatments of linear spectroscopy ͑e.g., absorption͒ typically require the Fourier transform of an autocorrelation function involving a single-time propagator ͑i.e., an amplitude rather than a probability͒, C͑t ͒ϭ͗⌿ 0 ͉e ϪiĤ t/ប ͉⌿ 0 ͘.
͑1.1͒
In these situations the SC-IVR integrands are, by definition, complex, since they contain the important phase information required by the quantum superposition principle. It is therefore important to develop methods that can handle these situations in order to make the SC-IVR a truly feasible alternative to quantum mechanical methods.
In this paper we describe and illustrate a more efficient way of carrying out the integration over the phase space of initial conditions for trajectories that is involved in a SC-IVR a͒ calculation. Specifically, we generalize the usual Filinov filtering scheme 23 by adding an oscillatory factor to the filtering function. This has the practical effect of helping to cancel out the oscillatory part of the original integrand, and it is also seen to be approximately equivalent to distorting the integral over initial coordinates and momenta to being along a contour in the complex plane of these initial conditions. In other contexts 24 such contour distortions have proved extremely effective in carrying out Monte Carlo integration with oscillatory integrands. We emphasize, however, that our present approach does not require classical trajectories with complex-valued initial conditions. Furthermore, we will describe a practical procedure that casts the numerical convergence of our method into an unambiguous framework, by giving a prescription for the optimal selection of the filtering parameters of our generalized Filinov procedure. In Sec. II we present the theoretical formulation of our approach and a test on chaotic problems to demonstrate its efficiency. In Sec. III we discuss in detail how to systematically approach the correct result, and illustrate this by applying the method to a nontrivial example, the S 1 ϪS 2 conical intersection in pyrazine. In Sec. IV we conclude.
II. SMOOTHING THE SC-IVR
In this section we describe the theoretical formulation of the generalized Filinov transformation method, and apply it to the Herman-Kluk ͑HK͒ or coherent state IVR. In Sec. II A we first review the basic Filinov procedure, and in Sec. II B we present our generalization of it. The application to a generic matrix element of the HK propagator is then described in Sec. II C. ͑The application of the conventional Filinov procedure to the HK propagator was carried out by Walton and Manolopoulos 7 and is equivalent to the ''cellular dynamics'' approach of Heller and co-workers. 3 ͒ It is seen that the extra flexibility of the present generalized Filinov procedure allows one to ͑partially͒ cancel out the oscillatory character of the HK-IVR integral. To demonstrate the efficiency of the new transformation, we apply it to a nontrivial test case-the calculation of Franck-Condon spectra for a series of N-dimensional Henon-Heiles-type potentials, 25 which exhibit chaotic dynamics at long time.
A. The Filinov transformation
Consider a multi-dimensional integral of the form
where R(z) is a slowly varying function of the integration variables z, and where ⌽(z) may be complex, ⌽͑z͒ϭ͑z ͒ϩi͑ z͒.
͑2.2͒
The basic idea of the Filinov procedure is to filter out the high frequency oscillations of the integrand, which make little contribution to the value of the integral, but which make evaluation by Monte Carlo methods unfeasible. The procedure is to insert the following expression for unity:
into the integrand of Eq. ͑2.1͒, expand ⌽͑z͒ quadratically about z 0 ,
where ⌽Ј and ⌽Љ are shorthand notation for the gradient vector and Hessian matrix of ⌽,
and then perform the Gaussian integral over z; this yields the following approximation to the original integral ͑2.1͒:
where we have assumed that R(z)ӍR(z 0 ). Note that the Gaussian width matrix ␣ controls the accuracy of the approximation. In the limit that ␣→ϱ, Eq. ͑2.6͒ reduces to the original integral, Eq. ͑2.1͒. For smaller ␣ the integrand in Eq. ͑2.6͒ is less oscillatory than the integrand in Eq. ͑2.1͒, and therefore easier to converge by Monte Carlo integration, 23 but if ␣ is too small Eq. ͑2.6͒ will not be a good approximation to the value of the original integral ͑2.1͒.
We now consider explicitly the case that ⌽͑z͒ is complex, i.e., Eq. ͑2.2͒ ͑where and are each real͒, and also assume that the Hessian of its real part, (z), is negligible,
which is the situation for the HK-IVR considered below ͑Sec. II C͒. Eq. ͑2.6͒ then becomes
One would like to utilize the flexibility afforded by the Filinov procedure, namely in the choice of the parameter matrix ␣, to make the integral as slowly varying as possible. Thus, ideally, one would like the phase of the integral in Eq. ͑2.8͒ to be ͑approximately͒ stationary, i.e.,
Carrying out the differentiation in Eq. ͑2.9a͒-again assuming that Љ(z 0 )Ӎ0, and neglecting the third derivatives of (z 0 )-gives
which can only be satisfied if ␣ϭ0. It is clearly not possible to make this choice for ␣ and thus not possible to achieve this ͑approximate͒ stationary phase condition, Eq. ͑2.9͒.
B. The generalized Filinov transformation
To build more flexibility into the Filinov procedure, we consider adding a linear term in the exponent of the filtering function, i.e.,
where ␤ is a constant vector. The relevant expression for unity, which generalizes Eq. ͑2.3͒, is therefore 1ϭͱ
and one proceeds as before, i.e., inserts this representation for unity into the integrand of Eq. ͑2.1͒, expands ⌽(z) to quadratic order, and carries out the Gaussian integral over z. At first glance it would seem that adding the linear term as in Eq. ͑2.10͒ will yield nothing new, for one can simply complete the square in the exponent and write Eq. ͑2.10b͒ as
and then change integration variables from z 0 to z 0 Ј,
and be back to the original Filinov procedure. However, if ␤ is complex-and in the application below it will actually be pure imaginary-then one sees that something new is gained. That is, if one makes the change of variables as in Eq.
͑2.10d͒, then integration over real values of z 0 Ј corresponds to complex values of z 0 , and previous work 24 ͑from quite a different perspective͒ has shown how extremely effective it can be to distort the integration contour into the complex plane to tame the oscillatory character of the integrand. Here we accomplish this without having to evaluate the original integrand at complex values of the integration variables.
Since ␤ will in fact be chosen to be pure imaginary, we make the replacement ␤→Ϫi␤ in Eq. ͑2.10b͒, so that the relevant representation of unity reads as 1ϭͱ
•(zϪz 0 ) .
͑2.11͒
This form also shows that there is some explicit oscillatory character to the filtering function, which will be helpful in canceling out some of the oscillatory behavior of the original integrand. One now proceeds as before: Eq. ͑2.11͒ is inserted into the integrand of Eq. ͑2.1͒, ⌽(z) expanded to the quadratic order ͓Eq. ͑2.4͔͒, and the Gaussian integration over z carried out, giving the following generalized Filinov result:
the generalization of Eq. ͑2.6͒.
We again consider the case that ⌽(z 0 ) is complex ͓Eq. ͑2.2͔͒, and also that the Hessian of the real part is negligible ͓Eq. ͑2.7͔͒, and Eq. ͑2.12͒ then becomes
͑2.13͒
We also consider again the possibility of choosing the Filinov parameters so as to make the integrand of Eq. ͑2.13͒ as slowly varying as possible, i.e., to make its phase ͑ap-proximately͒ stationary,
As before, we assume Eq. ͑2.7͒ and neglect third order derivatives of (z 0 ), so that Eq. ͑2.14a͒ becomes
To the extent that Eq. ͑2.7͒ is true and third derivatives of (z 0 ) are negligible, the rhs of Eq. ͑2.14c͒ is constant. In practice this ''optimal'' choice, ␤ 0 , is a slowly varying function of z 0 , which is consistent with the Filinov procedure ͑as is such a dependence of the Filinov matrix ␣͒.
In applications one wishes to choose the matrix ␣ as large as possible and the vector ␤ as small as possible so that the Filinov-transformed integral is as close as possible to the original integral one is attempting to evaluate. It will thus be seen below that one does not always wish to choose ␤ to be the ''optimal'' value, ␤ 0 , given by Eq. ͑2.14c͒, but only some fraction of it, i.e., ␤ϭb␤ 0 , ͑2.14d͒
where bϽ1.
C. Application to the HK-IVR
We are now ready to apply the generalized Filinov transformation, Eq. ͑2.13͒, to a generic Herman-Kluk amplitude. Specifically, we consider a matrix element of the propagator between two coherent states ͑hereafter we use atomic units such that បϭ1͒,
which is given via the HK-IVR as
Here (p 0 ,q 0 ) are the initial momenta and coordinates for a classical trajectory, p t ϵp t (p 0 ,q 0 ) and q t ϵq t (p 0 ,q 0 ) are the values at time t that result from this trajectory, and S t is the classical action integral along it,
The wavefunction for the coherent states 26 in Eq. ͑2.16͒ is
where ␥ is a constant matrix, and the overlap of two such coherent states is
The HK ''pre-factor'' C t (p 0 ,q 0 ) in Eq. ͑2.16͒ is given by
where M, etc., are elements of the monodromy matrix,
The formulas are simpler if one scales the coordinates and momenta with the width matrix ␥ as follows:
and defines the 2Nϵ f -dimensional variable z as zϭͩ p q ͪ.
͑2.23͒
Equation ͑2.16͒ then takes the precise form of the basic integral of Eqs. ͑2.1͒ and ͑2.2͒, where
The pre-exponential factor C t (p 0 ,q 0 ) also simplifies to
with Mϭ ‫ץ‬z t ͑ z 0 ͒ ‫ץ‬z 0 .
͑2.25b͒
For the generalized Filinov expression, Eq. ͑2.13͒, one requires the gradient vector and Hessian matrix of (z 0 ) and (z 0 ), and these are given by
Љ͑z 0 ͒Ӎ0, ͑2.26b͒
where
͑2.27͒
and we have used the symplectic property of the monodromy matrix,
and also neglected derivatives of the monodromy matrix itself with respect to z 0 . The generalized Filinov result for the matrix element K f i (t), Eq. ͑2.15͒, is therefore Eq. ͑2.13͒, with (z 0 ) and
͑2.13͒ is
with C t (z 0 ) of Eq. ͑2.25a͒. ͓If one were to set the Filinov vector ␤ to zero, then this of course reverts to the original Filinov result, Eq. ͑2.8͒, which with Eqs. ͑2.24͒ and ͑2.26͒ is the Walton-Manolopoulos result 7 for the HK matrix element.͔ The practical choices of the matrix ␣ and vector ␤ determine the efficiency of the present approach and will be discussed in detail in the next section, where an unambiguous procedure will be given for choosing the ''optimal'' parameters. For the time being, we note that the value of ␤ that makes the phase of the integrand approximately stationary, i.e., ␤ 0 in Eq. ͑2.14c͒, usually gives too much smoothing and leads to quantitatively inaccurate results, so that its value is scaled according to Eq. ͑2.14d͒. It should also be noted that the extent to which the integrand in ͑2.13͒ is smoothed depends exponentially ͑rather than linearly͒ on the parameter b in Eq. ͑2.14d͒. Even with a small value of bϳ0.2, the integrand can be much smoother than the original Filinov expression. Choosing a larger b usually provides little additional smoothing, but can seriously degrade the accuracy of the integral. Thus in practice we have found that using b р0.2 often gives satisfactory results.
D. Numerical example
To demonstrate the efficiency of the present generalized Filinov method, we apply it to a series of N-dimensional Henon-Heiles-type potentials studied previously by Brewer, 25 H͑p,q͒ϭ 1 2
with ϭ0.11803. The quantity of interest is the FranckCondon spectrum, obtained by Fourier transform of the autocorrelation function, Eq. ͑1.1͒, where the initial wavefunction is defined as a product of coherent states,
͑2.31͒
That is, p f ϭp i ϭ0 and q f ϭq i ϭq o in Eq. ͑2.15͒, with the displacement q o,i ϭ2 for all degrees of freedom. 25 These model potentials exhibit chaotic dynamics at long time, which makes a straightforward ͑i.e., unfiltered͒ HK-IVR calculation numerically unfeasible. Therefore, in previous work the conventional Filinov method was applied to filter out the fast oscillations. However, it was found that as the dimensionality of the problem increased, the number of trajectories required to achieve statistical convergence increased almost exponentially ͑versus N͒. For example, from Nϭ2 to Nϭ10, the required number of trajectories increased from 10 3 to 10 5 . This is thus an ideal problem to test our generalized Filinov method and compare its efficiency with the conventional Filinov approach. Figure 1 shows the results obtained via the generalized Filinov method, Eq. ͑2.13͒, compared with those obtained via the conventional Filinov approach. As in the previous work, 25 we choose the matrix ␣ to be a 2Nϫ2N diagonal matrix,
␣ϭa1, ͑2.32͒
with aϭ100 ͑corresponding to ␣ϭ400 in the previous work 25 ͒ and bϭ0.2 in Eq. ͑2.14d͒. One sees that the generalized Filinov method becomes much more efficient as the number of degrees of freedom increases. It reaches statistical convergence with only 1600 trajectories for all the examples in Fig. 1 . More impressively, it is seen that in all cases the results are in quite good agreement with the converged conventional Filinov method, which becomes much more expensive as the dimensionality of the system increases. In fact, apart from Fig. 1͑e͒ , the agreement between the results obtained with the generalized Filinov method and those via the conventional Filinov method ͑with many more trajectories for large N) is within the statistical error of the latter, and can thus be regarded as the correct results. For Fig. 1͑e͒ , the choice of bϭ0.2 causes somewhat more smoothing than desired, and the resulting ͑absolute͒ error is slightly above 10%. Figure 2 shows the result using bϭ0.1 for this case, which requires 6400 trajectories to achieve statistical convergence, and agreement is seen to be improved to the desired accuracy.
III. SYSTEMATIC CHOICE OF SMOOTHING PARAMETERS
The generalized Filinov filtering method presented in Sec. II B, and applied to the HK-IVR amplitude in Sec. II C, involves two ''smoothing parameters;'' the matrix ␣(z 0 ) and vector ␤(z 0 ), which as we indicate may have a weak dependence on the integration variables z 0 . The choice of these parameters determines the smoothness of the integrand, and thus the efficiency of a Monte Carlo evaluation of the integral, and also the accuracy of the result, i.e., how close the converged result is to the value of the original integral. These two factors, efficiency and accuracy, favor opposite limits for the smoothing parameters: small ␣ and ␤ϭ␤ 0 of Eq. ͑2.14c͒ give the best smoothing characteristics, while ␣→ϱ and ␤ →0 recover the original integral. In previous applications of the conventional Filinov procedure, which involves only the matrix ␣, one has typically carried out several test calculations with different ␣'s, and estimated the best ␣ from a balanced consideration of both efficiency and accuracy. Once this ␣ was chosen, calculations were performed to converge the Monte Carlo statistics with as many trajectories as required. The hope was that the matrix ␣ was large enough such that one might extrapolate in some way the results to the ␣→ϱ limit.
Our purpose in this section is to present a more systematic way of choosing the smoothing parameters. The procedure we describe below provides the best choice of these parameters for a given number of trajectories that are computed, ''best'' in the sense of achieving the highest absolute accuracy ͑i.e., closest to the original integral͒ consistent with a given level of Monte Carlo statistical error. As the number of trajectories is increased, the absolute accuracy increases.
The discussion relating to Eq. ͑2.14͒ has already described the way we reduce the choice of ␤ to the scalar parameter b,
which scales the value of ␤ relative to the nominally optimal vector ␤ 0 . Similar arguments can be used for choosing ␣; e.g., suppose one wishes the real exponent in Eq. ͑2.13͒ to be quasi-Gaussian with a uniform width in all directions, i.e.,
Again assuming Љ(z 0 )Ӎ0 and neglecting third derivatives of (z 0 ), Eq. ͑3.2a͒ becomes
which leads to the following choice for ␣:
For the HK amplitude treated in Sec. II C, with Љ(z 0 ) given by Eq. ͑2.26d͒, and with cϭ 1/2, Eq. ͑3.3͒ gives this nominally optimal value for ␣ as
and analogous to Eq. ͑2.14d͒ we introduce a parameter ''a'' to scale its value as desired,
With Eq. ͑3.4͒ for ␣, Eq. ͑2.14͒ for ␤ becomes
Equations ͑3.4͒ and ͑3.5͒ give the smoothing parameters ␣ and ␤ in terms of two scalar parameters a and b, and the remaining question is how to choose them. The naive answer is to carry out many calculations for different (a,b) pairs, and pick the one that is ''appropriate,'' or extrapolate to the a→ϱ,b→0 limit ͑the Herman-Kluk limit͒. This is the philosophy in previous applications of numerical smoothing methods. The problem with this approach is that it is very expensive to explore all the parameter regimes, and picking one that satisfies both the relative ͑Monte Carlo͒ convergence and absolute accuracy ͑i.e., weak smoothing͒ criteria becomes a somewhat murky art.
To proceed systematically, one first needs to be able to evaluate the generalized Filinov expression for the HK amplitude, i.e., Eq. ͑2.13͒ with Eqs. ͑2.24͒-͑2.26͒, for many different values of the parameter pair (a,b) . With Eqs. ͑3.4͒ and ͑3.5͒, Eq. ͑2.13͒ for the HK amplitude simplifies to the following FIG. 2. The same as Fig. 1͑e͒ , but with bϭ0.1 and using 6400 trajectories for the generalized Filinov transformation method.
where Ј(z 0 ) and Ј(z 0 ) are given by Eq. ͑2.26͒, and D is the real symmetric and positive definite matrix,
To simplify the calculation for different values of the parameters (a,b), it is useful to diagonalize the matrix D, preferably via the singular value decomposition of M as described in Appendix B. If ͕d i ͖ and ͕v i ͖ are the eigenvalues and eigenvectors of D, then the part of the integrand of Eq. ͑3.6a͒ that involves the smoothing parameters (a,b)-i.e., the factor that is not the original integrand C t exp(iϪ)-is given by
͑3.7͒
Thus once the matrix D has been diagonalized it is possible to evaluate the generalized Filinov factor, Eq. ͑3.7͒, for many different values of the parameters (a,b) with little additional cost compared to the matrix diagonalization, propagation of the classical trajectory itself, and evaluation of the monodromy matrix. It is therefore practical to obtain results for many (a,b) pairs from a single semiclassical calculation. The computational cost is only slightly more expensive than carrying out the generalized ͑or conventional͒ Filinov transformation for a single parameter set, and it provides great flexibility in determining the optimal choice of a and b. Intuitively, one would expect that extrapolations can be made to the unsmoothed Herman-Kluk result, i.e., the limit of of a→ϱ and b→0. Indeed, we have found that using the extrapolation method appropriate for the complex integrand, namely, the Padé approximation, 29 the Herman-Kluk limit can be recovered in an almost numerically exact fashion. However, such a limit is not of much practical value since for chaotic problems ͑e.g., the N-dimensional Henon-Heiles model͒ it gives nothing but a noisy, statistically unconverged result.
The procedure that we have found to be both efficient and accurate is to examine the results of many (a,b) pairs as a function of the number of trajectories, M . For a certain M , the relative statistical error for each (a,b) pair is estimated by calculating the standard deviation of that particular result.
Among all the (a,b) pairs whose standard deviations fall below a preset tolerance ͑e.g., 10%͒, one picks the pair that is closest to the correct theoretical limit, i.e., a→ϱ and b →0.
The procedure thus takes into account considerations of both the absolute accuracy and the relative statistical convergence and provides, for the first time, an unambiguous framework for converging an SC-IVR calculation. In a sense, it resembles a variational basis set calculation: 30 with any sufficient number of trajectories ͑i.e., beyond a few thousand͒ one can always find the ''best'' result that satisfies the statistical convergence criterion and at the same time is closest to the absolute theoretical limit. Naturally, as the number of trajectories increases, such results attain higher absolute accuracy.
To demonstrate this procedure, we have applied it to the SC-IVR calculation of the nonadiabatic dynamics associated with the S 1 ϪS 2 conical intersection in the pyrazine molecule. 31, 32 We refer the readers to Ref. 32 for more details. Briefly, the pyrazine model Hamiltonian contains all 24 vibrational modes. After applying the mapping procedure 8͑c͒,10 for the electronic degrees of freedom, the discrete electronic states are transformed to two continuous oscillator degrees of freedom, and thus there are total of 26 degrees of freedom in the semiclassical calculation.
Previous SC-IVR calculations of the pyrazine absorption spectra after photoexcitation to the S 2 state revealed highly chaotic classical dynamics. 32 The conventional Filinov transformation/Walton-Manolopoulos procedure was used, but a very large number of trajectories (ϳ10 7 ) was needed to achieve convergence. The generalized Filinov transformation technique, together with the systematic convergence procedure described above, improves the numerical efficiency by at least an order of magnitude. Figure 3͑a͒ shows the result obtained with 200 000 trajectories. The optimal result is obtained for aϭ2ϫ10 4 and bϭ0.059, and is in quite good agreement with the quantum result. Figure 3͑b͒ shows the result obtained with fewer trajectories, i.e., 10 000. Here statistically converged results can still be obtained, for aϭ10 4 and bϭ0.13, though the absolute accuracy, i.e., agreement with the quantum result, is of course not as good.
IV. CONCLUDING REMARKS
We have presented a generalization of the Filinov filtering procedure for evaluating multi-dimensional integrals with oscillatory integrands, applying it specifically to the coherent state ͑Herman-Kluk͒ SC-IVR for matrix elements of the time evolution operator. The generalization is to add an explicitly oscillatory factor to the filtering function, and this is seen to have the effect of distorting the integration contour into the complex plane. The application of the approach to the N-dimensional Henon-Heiles model, a system which exhibits chaotic dynamics, shows it to be one to two orders of magnitude more efficient than the conventional Filinov treatment; the Franck-Condon spectra converge in all cases with only a few thousand trajectories.
A practical scheme is also described for reducing the parameters of the filtering procedure to only two scalar variables and for obtaining the results of many such parameter sets from a single batch of trajectories of an SC-IVR calculation. Furthermore, a systematic criterion is described for making a unique optimal choice of these parameters, based only on the number of trajectories that are computed. Ambiguities about how to choose the filtering parameters are thus removed, making the overall procedure completely selfcontained. The application to the nonadiabatic dynamics of the pyrazine molecule illustrates the power of this generalized Filinov approach.
Though in this paper we have only discussed calculations of the SC-IVR propagator, the generalized Filinov transformation method can be applied to many other areas, such as the coherent state path integral. 33 It is also clear that it can be applied to other SC-IVR problems, such as the forward-backward IVR 14, 15 and its generalization. 22 Work in this direction is in progress. 
APPENDIX A: STATIONARY PHASE LIMIT OF THE GENERALIZED FILINOV TRANSFORMATION PROPAGATOR
Although the Filinov transformation, Eq. ͑2.6͒, is sometimes referred to as a stationary phase Monte Carlo ͑SPMC͒ method, it in fact cannot reach the stationary phase ͑SP͒ limit by varying ␣ from 0 to ϱ. The correct procedure to obtain the SP limit is via the modified Filinov transformation.
23͑b͒ It is revealing to use this procedure to examine the SP limit of the generalized Filinov transformation propagator in Eq. ͑2.13͒, and also of the conventional Filinov transformation propagator in which the vector ␤ϭ0.
The first step is to make a variable change in Eq. ͑2.13͒:
which gives
Substituting this variable change into Eq. ͑2.13͒, we obtain
•͓i͑Ј͑z 0 ͒ϩ␤ ͒ϪЈ͑ z 0 ͔͒ ͮ .
͑A3͒
The SP limit can be obtained by examining the pre-limit form of the ␦-function as ␥→ϱ, 
͑A4͒
In order for the integral in Eq. ͑A3͒ to give a nonzero value in the limit of ͑A4͒, it is required that the argument of the ␦-function contain ''roots,'' i͓Ј͑z 0 ͒ϩ␤͔ϪЈ͑ z 0 ͒ϭ0, ͑A5͒
which is possible for real trajectories if ␤ takes the ''optimum'' value in Eq. ͑2.14c͒: where we have used the identity ͉Љ͑z͉͒ϭ͓C t *͑z͒C t ͑ z͔͒
. ͑A9͒
The summation above is over the ''root'' trajectories z i ,
is positive-definite, the above ''roots'' ͑stationary points͒ are actually minima of (z). Equation ͑A8͒ can be simplified further by observing that if z i is one of these ''roots'' then
This result follows from the definition of (z) in Eq. ͑2.24͒, the expressions for the gradients and Hessians of (z) and (z) in Eq. ͑2.26͒, and the following matrix identity which can be deduced from Eq. ͑2.28͒:
Hence the SP limit of K f i (t) in Eq. ͑A3͒ becomes
What makes this result interesting is that if the above procedure is applied to the conventional Filinov propagator, 7 in which the vector ␤ϭ0, one obtains a SP limit very similar to that given in Eq. ͑A13͒, i.e., of Eq. ͑A5͒ with ␤ϭ0. This therefore shows explicitly that the effect of including the ''optimum'' vector ␤ϭ␤ 0 in the generalized Filinov transformation is to move the complex stationary phase points of Eq. ͑A15͒ onto the real axis ͓as in Eq. ͑A10͔͒, where they have the greatest possible smoothing effect on integrand of the SIV integral over the ͑real͒ phase space of initial conditions.
