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OFDM システムは，ダイバーシティオーダーが 1 となるほか，複数のサブキャリアの和が同
相で加算された場合に PAPR が大きくなるという弱点がある．Xia らの研究で，OFDM のダ






においては CVBPE と IVBCI として影響が現れ，先行研究において，その影響を補償する方
法が提案された．しかしながら，この方法では多くの計算量を必要とする．また，CRV-
OFDM においては位相雑音の影響を考慮していなかった． 
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概要






数のサブキャリアの和が OFDMの信号となるため，同相で加算された場合に Peak to
Average Power Ratio(PAPR)が大きくなるという弱点がある．Xiaらの研究で，OFDM
のダイバーシティオーダーを改善するVector-OFDM(V-OFDM)，またV-OFDMの位相





が必要となる．位相雑音の影響は，OFDM においては共通位相誤差 Common Phase
Error(CPE) やキャリア間干渉 Inter Carrier Interference(ICI) 等として現れる．同様に
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第1章 序論














OFDM) [2] [3]や，V-OFDMの性能を更に向上させる，Constellation RotationをV-OFDM
に加えた Constellation Rotated Vector-OFDM(CRV-OFDM)が提案された [4]．シンボル
の送信時にベクトルで送ること，更にそれに対して，回転を加えておくことで更に性
能を改善する技術である．これらの研究では，OFDMのダイバーシティオーダーを改









影響は，共通ベクトルブロック位相誤差 Common Vector Block Phase Error(CVBPE)や




り，補償が必要である [15]．[16]では，パイロット VBsとヌル VBsを用いる方法で，





















2進数情報ビットを変調した信号を (x̃0, x̃1, . . . , x̃N#1)とする. OFDMにおける信号
は N 個のディジタル変調信号の和であるが，それごとに変調回路を並べることは非




x = F#1N x̃
T (2.1)
となる. ここで，F#1N は N 点 IFFTである．この xに対して Parallel/Serial(P/S)変換を




マルチパスが P本だとすると，通信路係数を hP = (h0, h1, · · · , hP#1)として，長さが N
になるまで 0を挿入して #h = (h0, h1, · · · , hP#1, 0P, · · · , 0N#1)とおいた場合，受信信号は
#y = (#x $ #h) + #!. (2.2)
ここで $は周期畳み込み，#! は Additive White Gaussian Noise(AWGN)である．この受
信信号に対し，FFTを行う．#y = (y0, y1, · · · , yN#1)としたとき，
ỹ = FN
!
y0 y1 · · · yN#1
"T
(2.3)
ここで，FN は N 点 FFTである．マルチパス通信路を通過しているので，受信信号 ỹ
を等化をした後，復調されたものを誤り判定する. n番目の受信信号は
yn = x̃nh̃n + %n (2.4)





を長さ N になるまで 0を挿入したも
の#hに対して N 点 FFTを行ったものの n番目である.
h̃ =
!





























ていく. その組み合わせを仮の受信信号 " として，次の計算を行う.
x̂n,ML = arg min
x￥ ! S























x̃0,0 x̃0,1 · · · x̃0,M#1









OFDMでは，長さ N の被変調信号に対して N 点-IFFTを行ったが，V-OFDMではこ







x̃0,0 x̃0,1 · · · x̃0,M#1



























#y1"MN = (y0 y1 · · · yN#1) (3.4)
これが S/P変換されて，再び N " Mのベクトルになる. 受信側では，この N " Mの信
号を FFTする. 受信信号 yn =
/
yn,0 yn,1 · · · yn,M#1
0T としたとき，
ỹ = FN "
)
*******************+
y0,0 y0,1 · · · y0,M#1












ỹn = x̃nH(n) + !̃n (3.6)
ここで H(n)は通信路応答であり，!̃n は加法性白色雑音である. 通信路応答 H(n)は通
信路係数 h̄を用いて以下のように表す.
H(n) = U(n)diag[h̄(n)]U(n)H (3.7)
ここで h̄ =
1
h̄0，̄h1，· · · ，̄hMN#1
2
! #hFMN であり (2.5)式より次のように表せる.
h̄ =
!







h̄n，̄hN+n，· · · ，̄h(n#1)N+n
2
である. すなわち， h̄の系列を N個飛ばしで
M個のペアにし，そのペアが N 個作られることになる.そのペアを対角行列にしたも




h̄n 0 0 0
0 h̄n+N 0 0
0 0 h̄n+2N 0










!(n) = diag(exp {# j2&mn/MN})M#1m=0 (3.11)

















と表せる. ここで IM は V-OFDMのシンボル長を N " M とした時の M 次元の単位行
列である. MLは

















図 3.1と比較して，変化している部分が IFFT前，FFT後だけである. 実際の，信号
に対して行われる処理を追っていく.
まずビットデータに任意の変調を施した被変調信号に対し，位相回転 "を加えて
いく. "(n) ! #!(n)H であり，また，#M"M ! diag[exp( jm')]M#1m=0 である. ' の値は
CRVの回転角に合わせて最適なものを選択する．本稿では，M = 2において，23&/128
，M = 4では&/8を採用した1.例として，被変調信号を sとすると，n番目の位相回転
を加えた信号は
x̃n = sn"(n) (4.1)
1C. Han, T. Hashimoto, and N. Suehiro, ”Constellation-Rotated Vector OFDM and its Performance Analysis






rn = ỹn"(n)H (4.2)
受信ベクトル rnは n番目の送信ベクトルによってのみ影響を受けるので次のように表
せる.

























と表せる. ここで IM は CRV-OFDMのシンボル長を N " Mとした時の M次元の単位
行列である. MLは








と表せる. xは考え得るすべての被変調信号 S の中の一つである．以上より，位相回転



























an exp( j"n) (5.1)




























































































V(t) = A sin(2& fot) (6.1)
と表され，Aは振幅，f0は中心周波数である. 上述のように，発振器は理想的な周波数
以外の周波数成分も出力するので，上式は次のようになる.









第 6章 OFDM，V-OFDM，及び CRV-OFDMにおける位相雑音の影響
片側スペクトルの形で以下のように表される.
S s( f ) =
2/(& fl)
1 + f 2/ f 2l
(6.3)
fl は発振器信号の-3dB帯域幅である. ただし，キャリア周波数を fcとすれば，実際に
観測される雑音スペクトルは上記の片側スペクトルを fcだけ平行移動したものとなり，
両側スペクトルの形で以下のように表される.
S d( f ) =
1/(& fl)
1 + | f # fc|2/ f 2l
(6.4)







と表される. ここで T/N はサンプリング周期である.
長さ N とすると




'n = 'n#1 + "n， n = 0, 1, · · · ,N # 1 (6.7)
"nは (0，)2")の白色ガウス雑音である.信号の始まりが完全に同期しているとすると'n#1 =
0である．位相雑音プロセスの分散は時間インデックス nと共に線形的に増加し，それ
を非定常にするが，発振器プロセス (a(n) ! e j(2& fcn+'n))自体は定常的であり，ローレン
ツスペクトルを描く [12]． fc : キャリア周波数，* : ローレンツスペクトルの両側 3dB
帯域幅，Ts :システムのサンプル間隔とすると，
!2" = 2&*Ts (6.8)
また，時間領域の相関は
E[a(n)a$(m)] = e#&*|m#n|Ts (6.9)
15










1 1 · · · 1
















図 6.1: 位相雑音の存在する CRV-OFDM
図 6.1のように位相雑音は通信路を通った後に付加される. 今回，マルチパスを想定
しているので，マルチパスの畳み込みが行われたあとに位相雑音が加わることになる.




第 6章 OFDM，V-OFDM，及び CRV-OFDMにおける位相雑音の影響
6.4.2 位相雑音下でのCRV-OFDM受信信号
CP削除後，位相雑音下での長さ L(N 　 "　 M)の受信信号が以下のとおりである．
y+ = e j'+
P#15
p=0
hp, x(+#p)L + e
j'+ %+, + = 0, 1, . . . , L # 1 (6.11)
e j'n の掛け算の影響が受信信号に加わる．ここで，'+は，+番目の受信シンボルに影
響する位相雑音である．AWGNに位相雑音が加わり，e j'+ %+ となるが，統計的性質は
%+ と変わらない．








e j'qM , e j'qM+1 , . . . , e j'qM+M#1
2T
(6.11)より受信した VBsは







N , n = 0, 1, . . . ,N # 1 (6.13)







= ỹn ( p̃0 +
N#15
k=0,k"n
ỹk ( p̃n#k (6.14)
ここで，CRV-OFDMの送受信の関係は以下のとおりである．
rn = snHn + !n (6.15)
rn = ỹn"Hn , !n = !̃n"Hnである．(6.11)と (6.14)式より，位相雑音下で次の関係を得る
ỹn = p̃0 ( Hn x̃n +
N#15
k=0,k"n
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k=0 p̃n#k ( !k．雑音ベクトル !nと !)n は同じ統計的性質



















7.1は，CVBPE推定のための M サイズ VBを N 個での CRV-OFDMシンボルにおけ
る VBsの配置を示す．パイロット VBsは，N の方向に沿って均等に配置されている．
また，N 方向に沿って均等に分布しているヌル VBsもある．これらのヌル VBsは，
IVBCIに雑音が加わったものを推定するために使用される残りの VBsは，ペイロー
ドデータを搬送するデータ VBsである．パイロット VBsの集合を表すために Sp を，
図 7.1: パイロット VBsとヌル VBs
19
第 7章 ZFによる位相雑音推定と位相雑音補償
ヌル VBsを表すために Sn を，そしてデータ VBsの集合を表すために Sd を用いる．
CVBPEを推定するために，式 (6.16)より，以下の最適化問題を解く必要がある．

















, i = 0, 1, . . . ,M # 1 (7.2)
ここで [P0]i は行列 P0 の i番目の対角要素を示す．
(7.2)式から P̂0が得られ，ZFもしくは LMMSE等化器が CVBPE補正に適用される．
ZF等化器が使われた場合，送信された VBsは次式から得られる．
x̆n = H#1n P̂
#1
0 ỹn (7.3)
LMMSE等化器の場合，まず vn ! IVBCIn + !̃
)
n を定義し，vn ! CN(0,%vn )と推測す










































Ŝ0 ŜN#1 · · · Ŝ1


































ここで，準行列のそれぞれは，Ŝn ! diag{Hn x̆n}．"̂sはブロック巡回行列である．(7.6)
式から，位相雑音系列 p̃のML推定は次式で与えられる．
p̂ = arg min
p̃
*ỹ # "̂S p̃*2 (7.7)
この解は次式の通りである．
p̂ = "̂#1S ỹ (7.8)
位相雑音の相関と AWGN(!2)が既知なら，LMMSEが位相雑音推定に次式のように適
用できる．
p̂ = % p̃ỹ%#1ỹỹ y (7.9)
ここで
%ỹỹ ! E[ỹ(ỹ)H] = "̂S% p̃"̂HS + !
2I
% p̃ỹ ! E[ p̃(ỹ)H]












IM IM · · · IM
IM ej2&
1

























p̂ = % p̃
F


















のように計算される．ここで F̄NM は (7.11)式で定義され，&̂Sは対角行列であり，対角







































P F̄NM ỹ (7.16)
ここで Q ! &̂HS &̂S．LMMSE推定はML推定に対して追加の (3L3 + L2 log2 N + 2L2)/2


















P̂0 P̂N#1 · · · P̂1






































s = Hx̃ (7.18)
ここで x = [xT0 , xT1 , . . . , xTN#1]Tで，Hは Hnと違い，nに依存しない NM " NMのブロッ
ク対角行列で
H ! diag {H0,H1, . . . ,HN#1} (7.19)
と定義される．ZF等化の場合，推定データは




































行列"̂P の逆行列の計算が依然として必要である．L " L行列の逆行列の計算を回避す
るために，以下に説明される干渉除去使用することができる．
次の形式で (6.16)を書き換える．
ỹ = (In + P̂0)Hx̆ + "̂(1)S p̂(1) + !)　 (7.24)





ỳ = ỹ # "̂(1)S p̂(1) (7.25)
式 (7.24)の (In + P̂0)Hがブロック対角構造を有することに着目すると，ベクトル ỳ
を NVBsに分割することができる．もし ỳの n番目の VBを ỳn と表すと，ỳn は次の
ように書くことができる．
ỳn = P̂0Hn x̆n + w)n. (7.26)
ZF等化の場合，推定データは




全な NM " NM行列の逆行列を計算する必要がないことが分かる．
一方，LMMSE等化が使用される場合，推定データは以下によって与えられる．































x(n) = Ax(n # 1) + Bu(n) + e(n) (8.1)








x(n) = Ax(n # 1) + e(n) (8.3)
y(n) = Hx(n) + n(n) (8.4)
と表せる．(8.2)式における一般的なカルマンフィルタアルゴリズムを Box1に記述さ









P(0| # 1) = ,I (8.5)
予測:
x̂(0| # 1) = 0 (8.6)
For m = 0, 1, . . .
時間の更新, Process Prediction Equations
状態ベクトル予測:
x̂(n|n # 1) = Ax̂(n # 1) (8.7)
予測誤差の共分散行列:
P(n|n # 1) = AP(n # 1)AT + Q (8.8)
観測の更新, Estimation Equations
カルマンゲインベクトル:
K(n) = P(n|n # 1)HT (HP(n|n # 1)HT + R)#1 (8.9)
状態ベクトル推定:
x̂(n) = x̂(n|n # 1) + K(n) (y(n) # Hx̂(n|n # 1)) (8.10)
推定誤差の共分散行列:




前章では，パイロット VBsとヌル VBsを用いて位相雑音による CVBPEと IVBCI






















0(n # 1) (8.14)
y(n) =H)(n)C)0(n) + n(n)　 (8.15)












0(n # 1) (8.16)
y(n) = diag {H(n)x(n)}C)0(n) + n(n) (8.17)
= H)(n)C)0(n) + n(n) (8.18)
ここで nは IVBCIとAWGNの影響を組み合わせた観測雑音ベクトル．IVBCIの
分散は &NM3 *Ts である．
初期条件
予測誤差共分散行列




(n = 0) = 0 (8.20)





(n|n # 1) = Ĉ0
)
(n # 1) (8.21)
予測誤差の共分散行列
P(n|n # 1) = P(n # 1) (8.22)
観測の更新:Estimation Equations
カルマンゲイン
K(n) = P(n|n # 1)H)(n)H
1
H)(n)P(n|n # 1)H)(n)H + R
2#1
(8.23)
= P(n # 1)H)(n)H
1


































テムでは扱うことができない．そこで，状態関数 f (·)と観測関数 h(·)が非線形である
場合のために拡張カルマンフィルタ (Extended Kalman Filter:EKF)が開発されている．
非線形状態・観測方程式の一般的な式は次のように表せる．
x(n) = f (x(n # 1)) + e(n)　 (8.28)
y(n) = h (x(n)) + n(n) (8.29)
ここで f (·)は状態変数 x(n)の変化の既知の非線形モデルであり，h(·)は観測値 y(n)の
既知の非線形モデルである．
テイラー級数展開を用いて，非線形状態遷移関数 f (x(n # 1))は，点 aでの部分導関
数の観点から表され，テイラー級数を 1次部分微分項で切り詰めると，(8.28)式の近似
線形化した式が得られる.
x(n) , f (a) + - f (a)(x(n # 1) # a) + e(n) (8.30)
ここで - f (a)は，ヤコビアン行列で - f (a) = - f (x)-x |x=a．これは x = aでの f (x)の入
力に対する出力の一次偏微分の行列である．
式 (8.30)において，関数 f (a)は状態ベクトルx̂(n # 1)の最新の更新した推定値で評
価される．
x(n) , f (x̂(n # 1)) + - f (x̂(n # 1))(x(n # 1) # x̂(n # 1)) + e(n) (8.31)
(8.31)式は次のように書き換えられる．
x(n) # f (x̂(n # 1))#!!!!!!!!!!!!!!!!!!$%!!!!!!!!!!!!!!!!!!&
m での状態予測誤差;x̃(n|n#1)




A = - f (x̂(n # 1)) = - f (x̂(n # 1))




る．状態の予測と同様に，観測の予測は，最初の項で切り捨てられた h ( f (x(n)))のテ
イラー級数展開を用いて線形化することができる．
拡張カルマンフィルタのアルゴリズムを Box3に示し，詳細な導出は付録 Cに添付
する．Box1 の線形カルマンフィルタとの主な違いは，遷移行列 A と観測行列 H が
テイラー展開を用いて，近似線形化され，状態予測はx̂(n|n # 1) = f x̂(n # 1)，更新
は y(n) # h (x̂(n|n # 1))としてそれぞれ計算される点である．
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P(0| # 1) = ,I (8.34)
予測信号
x̂(0| # 1) = 0 (8.35)
For m = 0, 1, . . .
時間の更新, Process Prediction Equations
線形状態遷移行列モデル
A =
- f (x̂(n # 1))
-x̂(n # 1) (8.36)
状態予測方程式
x̂(n|n # 1) = f (x̂(n # 1)) (8.37)
予測誤差の共分散行列




-h ( f (x̂(n # 1)))
- f (x̂(n # 1)) =
-h (x̂(n|n # 1))
-x̂(n|n # 1) (8.39)
カルマンゲインベクトル
K(n) = P(n|n # 1)HT (n)(H(n)P(n|n # 1)HT (n) + R)#1 (8.40)
状態更新
x̂(n) = x̂(n|n # 1) + K(n) (y(n) # h (x̂(n|n # 1))) (8.41)
推定誤差の共分散行列:











'n,m = 'n,m#1 + "n,m (8.43)
観測ベクトル
yn = diag {H(n)x(n)}C)0(n) + n(n) (8.44)
= H)(n)C)0(n) + n(n) (8.45)



























yn = hne j'n + nn (8.47)
ynと'nが非線形関係にあるので'nを効率的に推定するために 1次テイラー展開を用い
て近似線形関係を構築する．









































P(0| # 1) = 0 (8.52)
推定値





e j'̂0 は CVBPEの推定値













(HP(n|n # 1)H$(n) + R) (8.55)
状態更新
'̂(n) = '̂(n # 1) + K(n)
!




















.̂ = (x̂ $ h) (8.58)
元の時間領域の受信信号 yは，
y = (x $ h)e j' + wej' (8.59)













'+ = '+#1 + "+ (8.61)
観測方程式
y+ = .+e j'+ + wej'+ (8.62)
初期条件
予測誤差
P(0| # 1) = 0 (8.63)
推定値





e j'̂0 は CVBPEの推定値













H+P(n|n # 1)H$+ + R
" (8.66)
状態更新
'̂+ = '̂+#1 + K+
!
























パイロット VB数 4, 8, 16
!" 1!, 1.5!, 2!, 4!, 6!














て記した．!" = 1! においては，わずかに V-OFDMと CRV-OFDMの性能が良いが，
!" = 2!では，OFDMと V-OFDMの性能差がなくなった．不完全な発振器において発
生する位相雑音は，CPEや ICIを引き起こし，V-OFDMと CRV-OFDMの VBの有用
性もなくしてしまう．
次に，位相雑音の影響を確認するために，AWGNの影響が十分に小さい SNR30dB
において，$ f3dB & {10 ' 800}Hzで変化させ，シミュレーションを行った．M = 2，4
での V-OFDMと CRV-OFDMにおけるシミュレーション結果をそれぞれ図 9.3～図 9.6
に添付した．
図 9.3: SNR=30, M = 2, V-OFDM BER
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図 9.4: SNR=30, M = 4, V-OFDM BER
図 9.5: SNR=30, M = 2, CRVOFDM BER
40
第 9章 シミュレーション




























次に，位相雑音強度による，各位相雑音補償の性能を比較するために，!" = 1!, 2!, 4!, 6!
でのBER性能をシミュレーションした．その結果が図 9.7～図 9.12である．
図 9.7: !" = 1!,M = 4, V-OFDM
42
第 9章 シミュレーション
図 9.8: !" = 1!,M = 4, CRV-OFDM
図 9.9: !" = 2!,M = 4, V-OFDM
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図 9.10: !" = 2!,M = 4, CRV-OFDM
図 9.11: !" = 4!,M = 4, V-OFDM
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図 9.13: !" = 1.5!,M = 4, V-OFDMと CRV-OFDM BER
!" = 1.5! 程度の位相雑音が発生した場合では，IVBCI補償まで行った場合の従来
手法の性能を CVBPE補償だけ行う本研究での提案手法が上回る結果となった．また，


















図 9.14: !" = 1!,パイロット VB長=4, 8, 16 V-OFDM
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x(n) = Ax(n # 1) + e(n) (A.1)
y(n) = Hx(n) + n(n) (A.2)
x̂(n|n # 1)が x(n)の予測最小二乗誤差であると仮定する．観測 /y(0), . . . , y(n # 1)0につ
いて，状態の予測式を次のように定義する
x̂(n|n # 1) = Ax̂(n # 1) (A.3)
予測誤差と雑音からなる更新信号ベクトルは，



















v(n) = Hx(n) + n(n) # Hx̂(n|n # 1) (A.7)
= H (x(n) # x̂(n|n # 1)) + n(n) (A.8)
= Hx̃(n|n # 1) + n(n) (A.9)
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ここで x̃(n|n # 1)は，信号の前予測誤差ベクトルで






= HP(n|n # 1)HT + R (A.11)
ここで P(n|n#1)は予測誤差x̃(n|n#1)の共分散行列である．時刻 nまでの利用可能な
サンプルに基づく x(n)の推定は時間 n # 1までの利用可能なサンプルに基づく x(n)の
予測と時刻 nでの更新信号の線形結合として再帰的に表現することができる．
x̂(n) = x̂(n|n # 1) + K(n)v(n) (A.12)
ここで，K(n)はカルマンゲイン行列である．また，状態遷移行列 Aより，(A.1)式は
x̂(n|n # 1) = Ax̂(n # 1) (A.13)
であり，式 (A.13)を式 (A.12)に代入すると























































x̃(n|n # 1)x̃T (n|n # 1)H(n)T
2























K(n) = P(n|n # 1)HT
1





x̃(n|n # 1) = x(n) # x̂(n|n # 1) (A.24)
式 (A.1)と (A.13)を式 (A.24)に代入し，
x̃(n|n # 1) = [Ax(n # 1) + e(n)] # [Ax̂(n # 1)] (A.25)








x̃(n # 1)x̃(n # 1)T
2
AT + Q (A.27)
もしくは
P(n|n # 1) = AP(n # 1)AT + Q (A.28)
ここで，P(n|n # 1)と P(n)は，予測誤差x̃(n|n # 1)と推定誤差x̃(n)の共分散行列をそれ
ぞれ求める．信号推定誤差ベクトルx̃(n)の共分散行列の再帰的関係は次のように導出
できる．

































= P(n|n # 1)HT (A.32)
が求まり，推定誤差の共分散行列は以下のようになる．










0(n # 1) (B.1)
y(n) =H)(n)C)0(n) + n(n)　 (B.2)
更新信号
v(n) = y(n) # H)(n)Ĉ0(n|n # 1) (B.3)













)(n|n # 1) = C)0(n) # Ĉ0
)





)(n|n # 1) + n(n)
" !
H)(n)C̃0






)(n|n # 1)C̃0)(n|n # 1)H H)(n)H + x(n)x(n)H
2
(B.9)
= H)(n)P(n|n # 1)H)(n)H + R (B.10)
P(n|n#1)はCVBPEの予測誤差 C̃0)(n|n#1)の共分散行列であり，Rは IVBCI+AWGNの
分散である．












(n|n # 1) = Ĉ0
)













































































)(n|n # 1) + Ĉ0
)




















)(n|n # 1)C̃0)(n|n # 1)H H)(n)H
2
= P(n|n # 1)H)(n)H
以上より，次のカルマンゲイン行列の式が得られる．
K(n) = P(n|n # 1)H)(n)H
1









)(n|n # 1) = C)0(n) # Ĉ0
)




)(n|n # 1) = C)0(n # 1) # Ĉ0
)
(n # 1) (B.23)
= C̃0











)(n # 1)C̃0)(n # 1)H
2
(B.25)







(n) = C0)(n # 1) # Ĉ0
)
(n # 1) # K(n)v(n) (B.27)
C̃0
)(n) = C̃0











)(n # 1) # K(n)v(n)
P O
C̃0

























= P(n|n # 1)H)(n) (B.33)
以上より，推定誤差ベクトルの共分散行列は，
P(n) = P(n # 1) # P(n|n # 1)H)(n)H K(n)H (B.34)
=
>




x(n) = f (x(n # 1)) + e(n) (C.1)
y(n) = h (x(n)) + n(n) (C.2)
ここで f (·)は状態変数 x(n)のダイナミクス (変遷)の既知の非線形モデルであり，h(·)は
観測値 y(n)の既知の非線形モデルである．
テイラー級数展開を用いて，
x(n) , f (a) + - f (a)(x(n # 1) # a) + e(n) (C.3)
ここで - f (a) = - f (x)-x |x=aのヤコビアン行列で，すなわち,x = aで評価されるベクト
ル値関数 f (x)の入力に対する出力の一次偏微分の行列である．
式 (C.3)において，関数 f (a)は通常，状態ベクトルx̂(n# 1)の最新の推定値で評価さ
れる :
x(n) , f (x̂(n # 1)) + - f (x̂(n # 1))(x(n # 1) # x̂(n # 1)) + e(n) (C.4)
(C.4)式は次のように書き換えられる．
x(n) # f (x̂(n # 1))#!!!!!!!!!!!!!!!!!!$%!!!!!!!!!!!!!!!!!!&
m での状態予測誤差;x̃(n|n#1)




A = - f (x̂(n # 1)) = - f (x̂(n # 1))




P(n|n # 1) = AP(n # 1)AT + Q (C.7)
同様に，観測の予測は，最初の項で切り捨てられた h ( f (x(n)))のテイラー級数展開を
用いて線形化することができる．
y(n) , h ( f (x̂(n # 1))) + -h ( f (x̂(n # 1))) (x(n) # f (x̂(n # 1))) + n(n) (C.8)
テイラー級数は状態ベクトル f (x̂(n # 1))の直近の予測値について評価される．
式を変形することで観測予測誤差が得られる
y(n) # h ( f (x̂(n # 1)))#!!!!!!!!!!!!!!!!!!!!!!$%!!!!!!!!!!!!!!!!!!!!!!&
更新
, H (x(n) # f (x̂(n # 1)))#!!!!!!!!!!!!!!!!!!!!$%!!!!!!!!!!!!!!!!!!!!&
状態予測誤差
+n(n) (C.9)
ここで，Hはベクトル値関数 h( f (x̂(n # 1))の入力と出力の 1次偏微分からなるヤコ
ビアン行列である．nでのヤコビアン行列 H(n)は以下のように表す．
H(n) = -h (x̂(n # 1)) = -h (x̂(n # 1))




P(n|n # 1)HT (n)
!




x(n) = Ax(n|n # 1) + K(n)(y(n) # h( f (x̂(n # 1)))) (C.12)
最後に，推定誤差の共分散行列を求め，nを更新する．





'(n) = '(n # 1) + "(n) (D.1)
観測ベクトル
y(n) = diag {H(n)x(n)}C)0(n) + n(n) (D.2)
= H)(n)C)0(n) + n(n) (D.3)



























yn = hne j'n + nn (D.5)
y(n)と'(n)が非線形関係にあるので'(n)を効率的に推定するために 1次テイラー展開
を用いて近似線形関係を構築する．



































'̂(n|n # 1) = '̂(n # 1) (D.10)
更新信号は，
v(n) = y(n) # f ('̂(n|n # 1)) (D.11)
(D.7)式より








H(n)'̃(n|n # 1) + n(n)
" !










'̃(n|n # 1)'̃$(n|n # 1)
2
+ R (D.15)
= H(n)P(n|n # 1)H$(n) + R (D.16)
ここで Rは，雑音 nの分散である．推定する '̂(n)は，n# 1までの利用可能なサンプル
'(n # 1)と更新信号の線形結合で表すことができるので，
'̂(n) = '̂(n|n # 1) + K(n)v(n) (D.17)
= '̂(n # 1) + K(n)v(n) (D.18)
ゆえに，状態の更新は
'̂(n) = '̂(n # 1) + K(n)
!








































































(HP(n|n # 1)H$(n) + R) (D.29)
P(n|n# 1)は状態の推定誤差の共分散行列である．状態の推定誤差は，以下のように計
算できる．
'̃(n|n # 1) = '(n) # '̂(n|n # 1) (D.30)
= '(n # 1) + "(n) # '̂(n # 1) (D.31)








'̃(n # 1) + "(n)
" !
'̃(n # 1) + "(n)
"$2
(D.33)
P(n|n # 1) = P(n # 1) + Q (D.34)
Qは位相雑音の分散である．状態 '(n)の定義は
'(n) = '̃(n|n # 1) + '̂(n|n # 1) (D.35)
であり，(D.35)から推定する状態 (D.18)をひくことで
'(n) # '̂(n) = '̃(n|n # 1) # K(n)v(n) (D.36)



















= P(n|n # 1) # P(n|n # 1)H$(n)K$(n) (D.39)
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