. They classified cells into a few discrete categories, although it now appears that Center for Neurobiology and Behavior Columbia University these categories represent idealized cases from a continuous distribution (LeVay and Voigt, 1988) . More reNew York, New York 10032 cently, Ohzawa et al. (1990 Ohzawa et al. ( , 1996 provided detailed quantitative mapping of binocular receptive fields of the We perceive the world in three-dimensions even though cat visual cortical cells and suggested models for simuthe input to our visual system, the images projected lating their responses. While these and many other exonto our two retinas, has only two spatial dimensions.
Figure 2. A Schematic Drawing of a Disparity Tuning Curve for a Binocular Cell in the Visual Cortex
Three representative retinal stimulus configurations are shown at the bottom. They correspond to a point in space that is nearer than, at, or further away from the fixation point.
Early physiological experiments (Bishop and Pettigrew, 1986 ) suggested that to achieve disparity tuning, a binocular simple cell has an overall shift between its left and right receptive fields as illustrated in Figure 3a . Others (Ohzawa et al., 1990 (Ohzawa et al., , 1996 have suggested that tion of Binocular Disparity (Bottom) the shift is between the excitatory and inhibitory subreThe fixation point projects to the two corresponding foveas (fs) and gions within the aligned receptive field envelopes ( Figure   has zero disparity by definition. It can be shown that all zero disparity 3b). For simplicity, both of these alternatives will be points in the plane fall on the circle passing through the fixation referred to as "receptive field shift" when it is not essenpoint and the two eyes (or more accurately, the nodal points of the tial to distinguish them. These receptive field structures two lens systems). All other points do not project to corresponding locations on the two retinas and have non-zero disparities. The of binocular simple cells could arise from orderly projecmagnitude of disparity is usually expressed in terms of visual angle.
tions of LGN cells with concentric receptive fields, as originally proposed by Hubel and Weisel (Figure 4) .
Since disparity is nothing but a shift between the two retinal projections (Figure 1 ), one might expect intuitively
Physiological Computation of Binocular Disparity
that such a simple cell should give the best response when the stimulus disparity matches the cell's left-right As mentioned above, disparity-sensitive cells have been found in the very first stage of binocular convergence, receptive field shift. In other words, a simple cell might prefer a disparity equal to its receptive field shift. A the primary visual cortex. In their classical studies, Hubel and Wiesel (1962) identified two major classes of cells population of such cells with different shifts would then prefer different disparities, and the unknown disparity in this area: simple and complex. Simple cells have separate on (excitatory) and off (inhibitory) subregions within of any stimulus could be computed by identifying which cell gives the strongest response to the stimulus. The their receptive fields that respond to light and dark stimuli, respectively. In contrast, complex cells respond to reason that no stereo algorithm has come out of these considerations is that the very first assumption-that a both types of stimuli throughout their receptive fields. Hubel and Wiesel suggested a hierarchy of anatomical binocular simple cell has a preferred disparity equal to its receptive field shift-is not valid. Simple cells cannot organization according to which complex cells receive inputs from simple cells, which in turn receive inputs have a well-defined preferred disparity because their responses depend not only on the disparity but on the from LGN cells. Although the strict validity of this hierarchy is debatable, as some complex cells appear to redetailed spatial structure of the stimulus (Ohzawa et al., 1990; Qian 1994; Zhu and Qian, 1996; Qian and Zhu, ceive direct LGN inputs, it is generally agreed that the majority of simple and complex cells in the primary visual 1997). Although one can measure a disparity tuning curve from a simple cell, the peak location of the curve cortex are binocular (i.e., they have receptive fields on both retinas) and disparity tuned (i.e., they respond dif-(i.e., the preferred disparity) changes with some simple manipulations (such as a lateral displacement) of the ferently to different stimulus disparities; see Figure 2 ). What, then, are the roles of simple and complex cells stimuli. This property is formally known as Fourier phase dependence because the spatial structure of an image in disparity computation? On-center and off-center LGN cells are assumed to project to the on and off subregions of the simple cell, respectively (only on-center LGN cells are shown for clarity). A similar scheme may be proposed for the cell in Figure 3b . Recent studies support Hubel and Wiesel's idea but indicate the importance of intracortical interactions in shaping cortical receptive field properties (see, for example, Somers et al., 1995). be easily understood by considering the disparity tuning of a simple cell to a vertical line. The Fourier phase of (Ohzawa et al., 1990 (Ohzawa et al., , 1996 ity. There is direct experimental evidence supporting this conclusion. For example, Ohzawa et al. (1990) found that disparity tuning curves of simple cells measured is reflected in the phase of its Fourier transform. The Fourier phase dependence of simple cell responses is with bright bars and dark bars (which have different Fourier phases) are very different. The Fourier phase obviously not desirable from the point of view of extracting a pure disparity signal from which to compute dependence of simple cell responses can also explain an observation by Poggio et al. (1985) , who reported disparity maps.
The phase dependence of simple cell responses can that simple cells show no disparity tuning to dynamic random dot stereograms. Each of the stereograms in their experiment maintained a constant disparity over time but varied its Fourier phase from frame to frame by constantly rearranging the dots. Simple cells lost their disparity tuning as a result of averaging over many different (phase-dependent) tuning curves (Qian, 1994) . Although simple cells are not suited for disparity computation, complex cell responses have the desired phase independence as expected from their lack of separate excitatory and inhibitory subregions within their receptive fields (Skottun et al., 1991) . To build a working stereo algorithm, however, one needs to specify how this phase independence is achieved and how an unknown stimulus disparity can be recovered from these responses. Most physiology experiments approach stereo vision from the opposite perspective and measure the responses of visual cells to a set of stimuli with known disparities in order to obtain the cells' disparity tuning curves. These curves alone are not very useful from a computational point of view because a response can be read from a disparity tuning curve only when the stimulus disparity is already known. We need a quantitative procedure for computing an unknown disparity in a pair of retinal images from the responses of complex cells to the images.
Fortunately, a method for determining the responses of binocular complex cells has recently been proposed by Ohzawa et al. (1990) based on their quantitative physiological studies (see also Ferster, 1981) . These investigators found that a binocular complex cell in the cat primary visual cortex can be simulated by summing up the squared responses of a quadrature pair of simple cells, and the simple cell responses, in turn, can be simulated by adding the visual inputs on their left and right receptive fields (see Figure 5 ). (Two binocular simple cells are said to form a quadrature pair if there is The complex cell (labeled C) sums squared outputs of a quadrature pair of simple cells (labeled S 1 and S 2 ). Each simple cell in turn sums Ohzawa et al., 1990 .) The remaining questions are the contributions from its two receptive fields on the left and right whether the model complex cells constructed this way retinas. The squaring operation could presumably be performed by are indeed independent of stimulus Fourier phases and a multiplication-like operation on the dendritic tree of the complex if so, how their preferred disparities are related to their cell (Mel, 1993) . Ohzawa et al. (1990) pointed out that to consider receptive field parameters.
the fact that cells cannot fire negatively, each simple cell should be These issues have recently been investigated through split into two with inverted receptive field profiles, so that they can mathematical analyses and computer simulations (Qian, carry the positive and negative parts of the firing, respectively. The resulting complex cell model will contain four half-wave rectified 1994; Zhu and Qian, 1996; Qian and Zhu, 1997) . The simple cells. It is, however, exactly equivalent to the model shown complex cell model was found to be independent of here with two simple cells.
stimulus Fourier phases for some types of stimuli, including the bars used in the physiological experiments of Ohzawa et al. (1990) , and its preferred disparity is and its preferred disparity still equals the receptive field equal to the left-right receptive field shift within the shift within the constituent simple cells. constituent simple cells. For more complicated stimuli, With the above method for constructing model comsuch as random dot stereograms, however, the complex plex cells with well-defined preferred disparities, we are cell constructed from a single quadrature pair of simple finally ready to develop a stereo algorithm for computing cells is still phase sensitive, although less so than simple disparity maps from stereograms. By using a population cells. This problem can be easily solved by considering of complex cells with preferred disparities covering the the additional physiological fact that complex cells have range of interest, the disparity of any input stimulus can somewhat larger receptive fields than those of simple be determined by identifying the cell in the population cells (Hubel and Wiesel, 1962) . This fact is incorporated with the strongest response (or by calculating the popuinto the model by averaging over several quadrature lation averaged preferred disparity of all cells weighted pairs of simple cells with nearby and overlapping reby their responses). An example of applying this algoceptive fields to construct a model complex cell (Zhu rithm to a random dot stereogram is shown in Figure 6 . and Qian, 1996; Qian and Zhu, 1997). The resulting complex cell is largely phase independent for any stimulus,
The result demonstrates that a population of complex cells can effectively compute the disparity map of the an enormously difficult problem of sorting out the true matches from the huge number of false ones. This argustereogram via a distributed representation.
There is, as yet, no direct anatomical evidence supment is the starting point for a whole class of stereo algorithms (Marr and Poggio, 1976; Prazdny, 1985 ; Qian porting the quadrature pair method for constructing binocular complex cells from simple cells. However, based and Sejnowski 1989; Marshall et al., 1996) . It is not physiological, however, because the left and right receptive on the quantitative physiological work of Ohzawa et al. (1990) , the method is at least valid as a phenomenologifields of a typical binocular cell can be much larger than a dot in a stereogram. Even the cells in monkey striate cal description for a subset of real complex cell responses. In addition, the analyses indicate that the same cortex that represents the fovea, the area of greatest visual acuity and smallest receptive fields, have a rephase-independent complex cell responses can be obtained by appropriately combining the outputs of many ceptive field size of about 0.1 degree (Dow et al., 1981) . This dimension is more than twice as large as a dot in simple or LGN cells without requiring the specific quadrature relationship (Qian, 1994; the stereogram in Figure 6 when viewed at a distance of Ͼ35 cm. A closely related fact is that most cells are 1997).
broadly tuned to disparity; even the most sharply tuned cells have tuning widths of about 0.1-0.2 degree (Poggio The Correspondence Problem To measure binocular disparity, the visual system must and Poggio, 1984; Lehky and Sejnowski, 1990) . It is therefore difficult to imagine how a cell could match a solve the correspondence problem: it must determine which parts on the two retinal images come from the specific pair of dots while ignoring many others in its receptive fields. It appears more reasonable to assume same object in the world. How does the above stereo algorithm address the correspondence problem? Histhat a binocular cell tries to match the two image patches covered by its receptive fields-each may contain two torically, it has been suggested that the visual system solves the problem by matching up image features beor more dots-instead of operating on fine image features such as individual dots. Since each image patch is likely tween the two retinas. In the case of random dot stereograms, the correspondence problem is often stated as to contain a unique dot distribution, it can be best matched by only one (corresponding) patch in the other identifying which dot in the left image matches which dot in the right image. Since all dots in the two images image. Therefore, for an algorithm that avoids operating at the level of individual dots, the false-match problem are of identical shape, it is often argued that any two dots could match, and the visual system is faced with is practically nonexistent (Sanger, 1988 ). The stereo model of the previous section demonstrates that binocular complex cells as described by Ohzawa et al. (1990) have the right physiological property for matching the image patches in its receptive fields. A careful mathematical analysis of the model complex cells reveals that their computation is formally equivalent to summing two related cross-products of the band-pass-filtered left and right image patches (Qian and Zhu, 1997) . This operation is related to cross-correlation, but it overcomes some major problems with the standard cross-correlator.
Disparity Attraction and Repulsion
A good model should explain more than it is originally designed for. To evaluate the stereo model above, it ent, so long as they have the same sign (Qian, 1994) .
families with different preferred spatial frequencies and frequency Recently, the model has been applied to a psychophysituning bandwidths using physiologically determined distributions cally observed depth illusion. In 1986, Westheimer first for these parameters (DeValois et al., 1982) .
described that when a few isolated features are viewed on the fovea, the perceived depth of a given feature is an overall positional shift between the left and right depends not only on its own disparity but on the disparreceptive fields in binocular simple cells (Bishop and ity of neighboring features. Specifically, two vertical line Pettigrew, 1986) . The shapes of the two receptive field segments at different disparities, separated laterally profiles of a given cell have been assumed to be identialong the horizontal frontoparallel direction, influence cal. In contrast, more recent quantitative studies by Oheach other's perceived depth in the following way: when zawa et al. (1990) have found that the left and right the lateral distance between the two lines is small (Ͻ‫5ف‬ receptive field profiles of a simple cell often possess min), the two lines appear closer in depth as if they are different shapes. They accounted for this finding by asattracting each other. At larger distances, this effect suming that the receptive field shift is between the on-off reverses, and the two lines appear further away from subregions within the identical receptive field envelops each other in depth (repulsion). When the distance is that spatially align. This receptive field model is referred very large, there is no interaction between the lines. To to as the phase-difference or phase-parameter model model these effects, the responses of a population of to distinguish it from the position-shift model that precomplex cells centered on one line were examined as ceded it historically. Wagner and Frost (1993) concluded a function of how they are influenced by the presence that their CD data favor the position-shift type of reof the other line at various lateral distances (Qian and ceptive field model but not the phase-shift type. In other Zhu, 1997, ARVO, abstract) . The interaction between the words, they argued that only cells with identical left and lines in the model originates from the lines' simultaneous right receptive field shapes can have the experimentally presence in the cells' receptive fields, and this can natuobserved CDs. Unfortunately, their conclusion is not rally explain Westheimer's observation without introbased on a careful mathematical analysis, and it turns out to be unfounded. ducing any ad hoc assumptions (Figure 7) . Thus, To examine this issue more accurately, the simple the psychophysically observed disparity attractionand complex cell responses to the stimuli used in repulsion phenomenon may be viewed as a direct conWagner and Frost's experiments were analyzed and sequence of the known physiological properties of binsimulated. It was found that the existence of approxiocular cells in the visual cortex.
mate CDs in real cells cannot be used to distinguish between the two types of receptive field models deBinocular Receptive Field Models scribed above (Zhu and Qian, 1996) . Specifically, simple and Characteristic Disparity cells constructed from either type of receptive field The stereo model also helped interpret a recent physiomodel cannot have a CD because, as we have seen logical observation by Wagner and Frost (1993) . Reearlier, they lack well-defined disparity tuning curves cording from the visual Wulst of the barn owl, Wagner due to their dependence on stimulus Fourier phases. and Frost found that for some cells, the peak locations Models of complex cells constructed from the positionof a cell's disparity tuning curves to spatial noise patshift type of receptive field model have a precise CD, terns and sinusoidal gratings of various frequencies apwhile those from the phase-difference type of receptive proximately coincide at a certain disparity. They called field have an approximate CD with a systematic deviathis disparity the characteristic disparity (CD) of the cell. tion similar to that found in some real cells. From this Wagner and Frost (1993) attempted to use their data analysis follows the testable prediction that cells with to distinguish two well-known binocular receptive field CDs must all be complex cells. The analysis also promodels in the literature (see Figure 3) . As mentioned vides methods for correctly distinguishing the two receptive field models experimentally. For example, one above, early physiological studies suggested that there method is to examine whether the peaks of disparity motion in depth based on disparity cues alone (Westheimer, 1990 ). Because of this property, motion informatuning curves to grating stimuli align precisely at the CD tion can help reduce the number of possible stereolocation, or whether the alignment is only approximate scopic matches in an ambiguous stereogram by making and deviates systematically with the spatial frequencies certain matches more perceptually prominent than othof the gratings. It is also possible that real visual cortical ers, a phenomenon that has been demonstrated psycells use a hybrid of phase difference and positional chophysically (Qian et al., 1993, Soc. Neurosci. abshift to code binocular disparity (Ohzawa et al., 1996;  stract). The integrated model has also been used to Zhu and Qian, 1996; Fleet et al., 1996) . Such a hybrid explain the additional psychophysical observation that model may be necessary for explaining the observed adding binocular disparity cues into a stimulus can help correlation between the perceived disparity range and improve the perception of multiple and overlapping mothe dominant spatial frequency in the stimulus (Schor tion fields in the stimulus (a problem known as motion and Wood, 1983; Smallman and MacLeod, 1994) . Under transparency) (Qian et al., 1994b) . reasonable assumptions, the stereo algorithm described earlier works equally well with either the phasePulfrich Depth Illusions difference or position-shift type of model (or their hybrid)
Another interesting application of the integrated motionfor the front-end simple cell receptive fields.
stereo model is a unified explanation for a family of depth illusions associated with the name Carl Pulfrich. The classical Pulfrich effect refers to the observation Motion-Stereo Integration that a pendulum oscillating back and forth in a frontoparThere is increasing psychophysical and physiological allel plane appears to rotate along an elliptical path in evidence indicating that motion detection and stereodepth when a neutral density filter is placed in front of scopic depth perception are processed together in the one eye (see Figure 8a ) (Morgan and Thompson, 1975 ).
brain. Numerous psychophysical experiments have
The direction of rotation is such that the pendulum apdemonstrated that stereo cues strongly influence mopears to move away from the covered eye and toward tion perception and vice versa (Regan and Beverley, the uncovered eye. By reducing the amount of light 1973; Adelson and Movshon, 1982; Nawrot and Blake, reaching the covered retina, the filter introduces a tem-1989; Qian et al., 1994a) . Physiologically, many visual poral delay in transmitting visual information from that cortical cells, especially those along the dorsal visual retina to the cortex (Mansfield and Daugman, 1978; Carpathway, are tuned to both motion and disparity ney et al., 1989). The traditional explanation of this illu- (Maunsell and Van Essen, 1983; Roy and Wurtz, 1990;  sion is that since the pendulum is moving, the temporal Bradley et al., 1995; Ohzawa et al., 1996) . It is therefore delay for the covered eye corresponds to a spatial disdesirable to construct an integrated model that encomplacement of the pendulum, which produces a disparity passes these two visual modalities. Although it has long between the two eyes and therefore a shift in depth. been recognized that at an abstract level, both motion This interpretation is problematic, however, because the Pulfrich depth effect is present even with dynamic noise and stereo vision can be formulated as solving a correpatterns (Tyler, 1974; Falk, 1980) , which lack the coherspondence problem (the motion correspondence probent motion required to convert a temporal delay into a lem is similar to the stereo one stated earlier; it is about spatial disparity. Furthermore, the effect is still present determining which image regions on successive time when a stroboscopic stimulus is used to prevent the two frames come from the same object in the world), this eyes from simultaneously viewing a target undergoing characterization does not suggest how the two visual apparent motion (Burr and Ross, 1979) . Under this confunctions are processed together by a population of dition, the traditional explanation of the Pulfrich effect cells tuned to both motion and disparity, or how the two fails because no conventionally defined spatial disparity modalities interact. It has been demonstrated recently exists. It has been suggested that more than one mechathat under physiologically realistic assumptions about nism may be responsible for these phenomena (Burr the spatiotemporal properties of binocular cells, the and Ross, 1979; Poggio and Poggio, 1984) . stereo model described earlier can be naturally comRecent mathematical analyses and computer simulabined with motion energy models (a class of physiologitions indicate that all of these observations can be excally plausible models for motion detection; see, for plained in a unified way by the integrated motion-stereo example, Adelson and Bergen, 1985) to achieve motionmodel (Qian and Andersen, 1997) . Central to the explastereo integration (Qian and Andersen, 1997) . The comnation is the mathematical demonstration that a model plex cells in the model are tuned to both motion and complex cell with physiologically observed spatiotemdisparity just like physiologically recorded cells, and a poral properties cannot distinguish an interocular time population of such cells could simultaneously compute delay (⌬t) from an equivalent binocular disparity given stimulus motion and disparity.
by: Interestingly, complex cells in the integrated model are much more sensitive to motion along constant dis-
(1) parity planes than motion in depth toward or away from the observer (Qian, 1994) . This property is consistent where Њ t and Њ x are the preferred temporal and spatial with the physiological finding that few cells in the visual frequencies of the cell. This relation holds for any arbicortex are tuned to motion in depth (Maunsell and Van trary spatiotemporal pattern (including pendulum, dyEssen, 1983; Ohzawa et al., 1996) and with the psychonamic noise, and stroboscopic stimuli) that can significantly activate the cell. By considering the population physical observation that human subjects poorly detect responses of a family of cells with a wide range of disthat cells with different preferred spatial to temporal frequency ratios will individually "report" different apparity and motion parameters, all major observations regarding Pulfrich's pendulum and its generalizations parent Pulfrich depths for a given temporal delay. If we assume that the perceived depth corresponds to the to dynamic noise patterns and stroboscopic stimuli can be explained (Qian and Andersen, 1997 ). An examdisparities reported by the most responsive cells in a population (or by the population average of all cells ple of simulation on Pulfrich's pendulum is shown in Figure 8c .
weighted by their responses), then the perceived Pulfrich depth should vary according to equation 1, as we Two testable predictions can be made based on the analysis. First, the response of a binocular complex cell selectively excite different populations of cells by using stimuli with different spatial and temporal frequency to an interocular time delay should be approximately matched by a binocular disparity according to equation contents. 1. To test this prediction, a cell's tuning curves to binocular disparity and to interocular time delay should be Conclusions The brain is complex with many levels of organization. established, then the preferred spatial frequency ( Њ x ) and temporal frequency ( Њ t ) should be determined for It consists of a multitude of systems that can perform sophisticated information-processing tasks such as vithe same cell. If the model explanation is valid, the two tuning curves will be related to each other by the scaling sual perception, motor control, and learning and memory. A complete understanding of any such system refactor Њ t / Њ x along the horizontal axis. The second prediction is also based on equation 1. The equation predicts quires not only experimental investigations but a computational theory that specifies how the signals carare much larger, are also disparity selective. How to incorporate these experimental findings into the models ried by a large number of neurons in the brain can be combined to accomplish a given task. Without quantitato account for perceptual phenomena involving longrange interactions (Spillman and Werner, 1996) requires tive modeling, our intuitions may often be incomplete or even wrong and have only limited power in relating further investigation. Another limitation is that the stereo model described here cannot explain our ability to and comprehending a large amount of experimental data. Equally important, computational models of neural detect the so-called second-order disparities. These disparities are not defined by the correlation between systems must be based on real physiological data; otherwise, their relevance to understanding brain function luminance profiles in the two retinal images but by higher-order image properties such as subjective conwill be very limited.
In this review, I have used stereo vision as an example tours (Ramachandran et al., 1973; Sato and Nishida, 1993; Hess and Wilcox, 1994) . A second parallel pathway to illustrate that given an appropriate set of experimental data, a physiologically realistic modeling approach to with additional nonlinearities must be added to the model for the detection of the second-order disparities neural systems is feasible and fruitful. The experimental and theoretical studies discussed here suggest that al- (Wilson et al., 1992) . Similarly, the stereo model cannot explain the the perceived depth in stereograms with though disparity sensitivity in the visual cortex originates from the left-right receptive field shifts of simple cells, unmatched monocular elements caused by occlusion (Nakayama and Shimojo, 1990; Liu et al., 1994) . Finally, it it is at the level of complex cells that stimulus disparity is reliably coded in a distributed fashion. The models is known that we can perceive multiple and overlapping depth planes defined by disparities (Prazdny, 1985) . help increase our understanding of visual perception by providing unified accounts for some seemingly different
To solve this so-called stereo transparency problem using physiologically realistic mechanisms with relatively physiological and perceptual observations and suggesting new experiments for further tests of the models.
large receptive fields remains a major challenge. A close interplay between experimental and computational apIndeed, without modeling, it would be rather difficult to infer that random dot stereograms could be solved by proaches may hold the best promise for resolving these and other outstanding issues of stereo vision in the a family of binocular complex cells, that the psychophysically observed disparity attraction-repulsion phenomefuture. non could be a direct consequence of the underlying binocular receptive field structure, or that different varia-
