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Abstract
We study Ginzburg–Landau equations for a complex vector order parameter Ψ =
(ψ+, ψ−) ∈ C2. We consider the Dirichlet problem in the disk in R2 with a symmetric,
degree-one boundary condition, and study its stability, in the sense of the spectrum
of the second variation of the energy. We find that the stability of the degree-one
equivariant solution depends on both the Ginzburg-Landau parameter as well as the
sign of the interaction term in the energy.
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1 Introduction
Let Ω ⊂ R2 be a smooth, bounded domain, and Ψ ∈ H1(Ω;C2). We define an energy
functional
Eλ(Ψ; Ω) =
∫
Ω
1
2
|∇Ψ|2 + λ
4
[A+(|ψ+|2− t2+)2 +A−(|ψ−|2− t2−)2 +2B(|ψ+|2− t2+)(|ψ−|2− t2−)] ,
(1)
where Ψ = [ψ+(x), ψ−(x)] ∈ C2, A± > 0, B and λ > 0 are parameters. Energy functionals of
a form similar to Eλ have been introduced in physical models of Bose-Einstein condensates
[KTU03] and for ruthenate superconductors [KR98]; we will discuss these applications briefly
at the end of the introduction.
Throughout the paper we make the following assumptions concerning the constants ap-
pearing in (1):
A+, A− > 0, B2 < A+A−, t+, t− > 0. (H)
By hypothesis (H), the potential term in the energy
F (Ψ) = A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)
is nonnegative and coercive, and attains its minimum (of zero) when |ψ±| = t±. As λ →
∞, minimizers Ψ should lie on the manifold in C2 on which the potential F (Ψ) vanishes.
That manifold is a 2-torus T ⊂ C2, parameterized by two real phases Ψ = [ψ+, ψ−] =
[t+e
iα+ , t−eiα− ], and thus a T2-valued map Ψ(x) carries a pair of integer-valued degrees
around any closed curve C,
deg(Ψ;C) = [N+, N−], N+ = deg(ψ+;C), N− = deg(ψ−;C).
If along the boundary ∂Ω, Ψ has nonzero degree in either component, then there is no
finite energy map Ψ which takes values in T and satisfies those boundary conditions, and
we expect that vortices of solutions will be created in the λ → ∞, just as in the classical
Ginzburg-Landau model [BBH94].
In this paper we will restrict our attention to the unit disk Ω = DR, with symmetric
Dirichlet boundary conditions ψ±
∣∣
∂DR
= t±eiN±θ, with N± ∈ Z. For these special bound-
ary conditions, there exist equivariant solutions (written in polar coordinates,) Ψ(x) =
(f+(r)e
iN+θ, f−(r)eiN−θ).
For the classical (single-component) Ginzburg-Landau equations in R2,{ −∆u = λu(1− |u|2)u , in D1,
u = zd , on ∂D1,
(2)
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much is known about these solutions. For any degree d, there exists a unique equivariant
solution, of the form u = f(r)eidθ in [HH94], with f ′(r) > 0. As noted in [BBH94], if λ
is smaller than the first Dirichlet eigenvalue in Ω, then this is the unique solution to (2).
Bauman-Carlson-Phillips [BCP93] proved that (in any domain Ω) a local minimizer with
degree 1 vanishes at a single point. Mironescu [Mir95] discussed the stability of the radial
solution to (2) as a function of the given degree d, showing that the equivariant solution
with degree one is stable for any λ > 0, while for |d| ≥ 2, the solution becomes unstable
at a critical value of λ. Comte and Mironescu [CM98] proved that the loss of stability (see
[Mir95]) leads to the appearance of a bifurcation from the branch of equivariant solutions
for d = 2 (see also [Sau03]).
Given the results on the single-component Ginzburg–Landau model, it is natural to spe-
cialize to the degree-1 case. Indeed, in [Gao13] it is shown that entire solutions of the
Euler-Lagrange equations (in all R2) of the two-component system (1) with degree (at infin-
ity) |n±| ≥ 2 are unstable. In this paper we study the stability of the equivariant solutions
with degree [N+, N−] = [1, 1] of the Dirichlet problem in the unit disk D1. By stability, we
mean positivity of the second variation of the energy Eλ as a quadratic form on H
1
0 (D1;C2).
Dynamical notions of stability depend on the type of evolution equation chosen for the
model, and for the natural Schro¨dinger dynamics for applications to Bose-Einstein conden-
sates there are many different definitions of stability (see [Pel11]), most of which are in some
way related to the second variation of the energy
We write the energy functional in the unit disk as
Eλ(Ψ) =
∫
D1
1
2
|∇Ψ|2 + λ
4
[
A+(|ψ+|2 − t2+)2
+A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)
]
, (3)
and consider minima (or more generally, critical points) of Eλ(Ψ) over the space H, consisting
of all functions Ψ ∈ H1(D1;C2) with the symmetric boundary condition:
Ψ
∣∣
∂D1
= [t+e
iθ, t−eiθ]. (4)
The associated Euler-Lagrange equations to Eλ(Ψ) with boundary condition (4) is as follows:
−∆ψ+ + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0, in D1,
−∆ψ+ + λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0, in D1,
ψ± = t±eiθ, on ∂D1.
(5)
We note that rescaling by R =
√
λ, this Dirichlet problem with λ = 1 is equivalent to the
Dirichlet problem in a very large disk DR, as R → ∞ when λ → ∞. Thus, this problem is
also an approximation to the stability problem for entire solutions in all R2.
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The two-component model (1) was studied by [ABM09], [ABM12], in the “balanced”
case, A± = 1, t2± =
1
2
, for which the two components ψ± are interchangeable. Analogous to
the arguments in [ABM12], we note that the stability of degree [1, 1] vortex to (5) depends
on both the Ginzburg-Landau parameter λ and the sign of the interaction coefficient B in
the energy. The main theorem is as follows:
Theorem 1.1. Let A+, A− > 0 be fixed, and B such that B2 < A+A−. Assume Ψ(x;λ) =
[f+(r;λ)e
iθ, f−(r;λ)eiθ] is the equivariant solution for those parameters A±, B to (5).
(i) If B < 0, then Ψ(x;λ) is stable for ∀λ > 0, in the sense E ′′λ(Ψ)[Φ] > 0 ∀Ψ ∈ H10 (D1;C2).
(ii) There is B0 > 0 such that for any B ∈ (0, B0), there exists a unique constant λ∗ =
λ∗(B) > 0 such that Ψ(x;λ) is unstable for any λ > λ∗.
The restriction 0 < B < B0 is imposed to guarantee that the entire solution (in all R2)
be monotone increasing in each component. The existence of such a B0 follows from [AG12].
Indeed, it may be deduced from asymptotic expansions done in [AG12] that the monotonicity
of both f±(r) cannot hold for all 0 < B <
√
A+A−, as there is a critical value of B for which
one component must approach its limiting value t± from above as r →∞. Nevertheless, the
exact value of B0 is not explicitly known.
Theorem 1.1 generalizes results of [ABM12], which were restricted to the “balanced”
case, A± = 1, t2± =
1
2
, and −1 < B < 1. The balanced case presents many simplifications: in
particular, for any B, the equivariant solution has the form Ψ = 1√
2
(u, u), where u = f(r)eiθ
is the solution to the classical Ginzburg-Landau problem, and the solution space is invariant
under an involution, (ψ+(x), ψ−(x)) 7→ (−ψ−(−x),−ψ+(−x)). This symmetry enables the
authors to reduce the problem of stability from a system to a single complex-valued equation.
The results of [ABM12] are somewhat sharper, and they prove that when B < 0, the
radial solution is unique. In particular, they show that when B > 0, a vortex of degree
[n+, n−] = [1, 1] is not radially symmetric: it must have non-coincident zeros in its two
components, ψ±.
Following [ABM12], it is natural to suppose that bifurcation occurs at λ∗(B), when
B ∈ (0, B0). As in [ABM12], the unstable directions correspond to separating the single
[1, 1] vortex at the origin in two antipidal vortices with degree [n+, n−] = [1, 0] and [0, 1].
Formally, the second variation of energy on the plane R2 is negative along the direction
Φ = (ϕ+, ϕ−) with
ϕ± = ± ∂
∂x1
(
f±(r)eiθ
)
= ±1
2
(
f ′±(r) +
1
r
f±(r)
)
± 1
2
(
f ′±(r)−
1
r
f±(r)
)
e2iθ. (6)
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We conjecture that the same separation phenomenon holds in the more general case as
well, although the methods of [ABM12] do not carry over to the more general case in a
straightforward way.
The plan of the paper is as follows: section 2 reviews some relevant results on the equivari-
ant solutions and their properties. Section 3 covers the decomposition of the second variation
in Fourier modes, and identifies the two key terms in the decomposition. The proof of part
(i) of Theorem 1.1 is given in Section 4, following the strategy in [Mir95], [ABM12]. Section
5 is devoted to the instability result stated in part (ii) of Theorem 1.1.
Two-component Bose-Einstein condensates
In a model of a two-compenent BEC (see [EKN+11],) we consider a pair of complex wave
functions Φ = (ϕ1, ϕ2) ∈ C2, defined in the sample domain Ω ⊂ R2. The energy of the
configuration is defined as
E(ϕ1, ϕ2) =
∫
Ω
[
~2
2m1
|∇ϕ1|2 + ~
2
2m2
|∇ϕ2|2 + 1
2
(
g1|ϕ1|4 + g2|ϕ2|4 + 2g12|ϕ1|2|ϕ2|2
)]
dx,
where m1,m2 > 0 are the masses, and the coupling constants satisfy the positivity condition
g1g2 − g212 > 0. The Gross-Pitaevskii equations govern the dynamics of the condensate,
i~∂tϕ1 = − ~
2
2m1
∆ϕ1 + g1|ϕ1|2ϕ1 + g12|ϕ2|2ϕ1,
i~∂tϕ2 = − ~
2
2m2
∆ϕ2 + g12|ϕ1|2ϕ2 + g2|ϕ2|2ϕ2.
 (7)
A stationary equation of the desired form is obtained by considering standing wave solutions,
ϕi(x, t) = e
−iµit/~ui(x), i = 1, 2, where µi represent the chemical potentials:
− ~
2
2m1
∆ϕ1 + g1|ϕ1|2ϕ1 + g12|ϕ2|2ϕ1 = µ1ϕ1,
− ~
2
2m2
∆ϕ2 + g12|ϕ1|2ϕ2 + g2|ϕ2|2ϕ2 = µ2ϕ2.
In the variational formulation of the stationary problem, the chemical potentials represent
Lagrange multipliers, which arise because of the constraints on the masses of the two con-
densate species, ∫
Ω
|ϕi|2dx =
∫
Ω
|ui|2dx = Ni, i = 1, 2.
By a rescaling of the dependent variables, ψ+ = 4
√
m2
m1
u1, ψ− = 4
√
m1
m2
u2, we may eliminate
the masses mi from the equations, and we obtain the system{ −∆ψ+ + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0,
−∆ψ− + λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0, (8)
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with λ =
√
m1m2
~2 , A+ =
m1
m2
g1, A− = m2m1 g2, B = g12, and
t2+ =
µ1g2 − µ2g12
g1g2 − g212
√
m2
m1
, t2− =
µ2g1 − µ1g12
g1g2 − g212
√
m1
m2
.
A more realistic model of a BEC would include a term representing uniform rotation, and a
trapping potential to replace the unphysical Dirichlet boundary condition (4). Nevertheless,
it is to be expected that minimizers Ψλ to the true functional for a BEC will resemble
minimizing solutions of the Dirichlet problem (5) when restricted to a neighborhood of an
isolated vortex (see [BBH94].)
2 Properties of equivariant solutions
In this section we recall some essential properties of equivariant solutions of the Ginzburg-
Landau system, proven in our prevous paper [AG12]. We define the inner product as follows:
〈u, v〉 = Re(u¯v) = u¯v+uv¯
2
. Recall that in rescaling by R =
√
λ, the Dirichlet problem (5) in
the unit disk is equivalent to the Dirichlet problem in the disk DR for the system,
−∆ψ+ + [A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0,
−∆ψ− + [A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0,
}
(9)
with symmetric degree-one boundary condition Ψ|∂DR = (t+eiθ, t−eiθ). Equivariant solutions
to (9) satisfy Ψ = [ψ+, ψ−] = [f+(r)eiθ, f−(r)eiθ]. Under this ansatz the system (9) reduces
to a system of ODEs with boundary condition,
−f ′′+ −
1
r
f ′+ +
1
r2
f+ +
[
A+(f
2
+ − t2+) +B(f 2− − t2−)
]
f+ = 0,
−f ′′− −
1
r
f ′− +
1
r2
f− +
[
A−(f 2− − t2−) +B(f 2+ − t2+)
]
f− = 0,
f±(R) = t±.
 (10)
We will also consider solutions f∞± (r) defined for all r ∈ (0,∞), with asymptotic conditions
f∞± (r) → t± as r → ∞, corresponding to entire equivariant solutions to (9). Since f±(r) =
|ψ±|, we require all solutions to satisfy f±(r) ≥ 0 for all r.
We begin with an a priori bound on solutions of the system (9) in bounded domains.
Let λs > 0 denote the smallest eigenvalue of the matrix
[
A+ B
B A−
]
. The following lemma
is proven in [AG12]:
Lemma 2.1. Let Ω ⊂ R2 be a bounded smooth domain, and Ψ = (ψ+, ψ−) be a solution of
(9) in Ω, satisfying
|Ψ(x)|2 = |ψ+(x)|2 + |ψ−(x)|2 ≤ t2+ + t2− for all x ∈ ∂Ω. (11)
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Then |Ψ(x)| ≤ Λ, where Λ2 := min{2M
λs
, t2+ + t
2
−} for all x ∈ Ω, with M = max{A+t2+ +
Bt2−, A−t
2
− +Bt
2
+}.
The existence and uniqueness of equivariant solutions to (9) in any ball DR with boundary
condition follows from standard methods:
Proposition 2.2. For any R > 0 there exists a unique solution (f+(r), f−(r)) of (10) with
f±(r) ≥ 0 for all r ∈ (0, R).
The existence statement follows from the direct method in the calculus of variations;
uniqueness may be proven using the method of Brezis & Oswald [BO86] (see [AG12] for
details). In [AG12] we also showed the existence of unique entire equivariant solutions, with
the following properties:
Proposition 2.3. Let A+A−−B2 > 0. Then there exists a unique solution [f∞+ (r), f∞− (r)]
to (10) for r ∈ [0, ∞). Moreover,
f∞± ∈ C∞ ((0, ∞)) , (12)
f∞± (r) > 0 for all r > 0, (13)
f∞± (r) ∼ r for r ∼ 0, (14)∫ ∞
0
[(f∞± )
′]2 r dr <∞, (15)
In particular, Ψ(x) = [f∞+ (r)e
iθ, f∞− (r)e
iθ] is an entire solution of (9) in R2.
To determine the shape of the vortex profiles, we first consider the asymptotic form of
the solutions for r →∞. We prove that (see [AG12]):
Theorem 2.4. Let [f∞+ , f
∞
− ] be the entire solution of (10). Then we have
f∞± = t± +
a±
r2
+O(r−4), [f∞± ]
′(r) = −2a±
r3
+O(r−5), as r →∞,
with
a± =
1
2
B − A∓
(A+A− −B2)t± , (16)
We also consider the question of monotonicity of the solution profiles. The validity of
this property is strongly dependent on the value of B. In [AG12] we prove:
Theorem 2.5. Let A+, A− > 0 be fixed, and B such that B2 < A+A−. Assume Ψ∞(x;B) =
[f∞+ (r;B)e
iθ, f∞− (r;B)e
iθ] is the entire equivariant solution for those parameters A±, B.
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(i) If B < 0, then [f∞± ]
′(r;B) ≥ 0 for all r > 0.
(ii) There exists B0 > 0 such that [f
∞
± ]
′(r;B) ≥ 0 for all r > 0 and all B with 0 ≤ B ≤ B0.
Note that by the asymptotic expansion derived in Theorem 2.4, when 0 < min{A+, A−} <
B <
√
A+A−, one of the functions f∞± (r) approaches its limit value t± from above, and
hence it cannot be monotone. Indeed, the form of the coefficient a± in (16) suggests that
the optimum value of B0 in Theorem 2.5 should be B∗ := min{A+, A−}. Unfortunately, the
proof of part (ii) in Theorem 2.5 does not provide an explicit value for B0, but we conjecture
that monotonicity should indeed hold for 0 < B < B∗.
3 Decomposition of E ′′λ(Ψ)
We begin with a decomposition of the second variation of energy Eλ(Ψ) in (3). The decom-
position procedure follows that of [Mir95] (for the classical GL equation) and [ABM12] (for
the “balanced” case), but we provide all details here for the general case. The associated
second variation of Eλ(Ψ) around Ψ = (ψ+, ψ−) in direction Φ = (φ+, φ−) ∈ H10 (D1;C2) is
E ′′λ(Ψ)[Φ] =
∫
D1
|∇Φ|2 + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|φ+|2
+ λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]|φ−|2
+ 2λ[A+〈ψ+, φ+〉2 + A−〈ψ−, φ−〉2 + 2B〈ψ+, φ+〉〈ψ−, φ−〉] , (17)
with 〈u, v〉 = Re(u¯v) = u¯v+uv¯
2
. Denote by Ψrad = (f+(r;λ)e
iθ, f−(r;λ)eiθ), the unique
equivariant solution to (5) in D1 with parameter λ. We will often suppress the dependence
on λ to simplify notation, when its dependence on λ is not an essential issue.
First, we note that for λ small enough, there are no other solutions to Dirichlet problem
(5):
Proposition 3.1. There exists λ∗ so that for every λ < λ∗ the unique solution to (5) is
Ψ = [ψ+, ψ−] = [f+(r)eiθ, f−(r)eiθ].
Proof. We first define the convex set B = {Ψ ∈ H : |Ψ| ≤ Λ in D1}, with Λ as defined in
Lemma 2.1. By Lemma 2.1 any solution of (5) lies in B. For any Ψ ∈ B and together with
the positive definite condition (H), we have
E ′′λ(Ψ)[Φ] ≥
∫
D1
|∇Φ|2 + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|φ+|2
+ λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]|φ−|2
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≥
∫
D1
|∇Φ|2 − λ[(A+t2+ + |B|t2−)|φ+|2 + (A−t2− + |B|t2+)|φ−|2]
≥
∫
D1
|∇Φ|2 − λ[A+t2+ + A−t2− + |B|(t2+ + t2−)]|Φ|2
=
∫
D1
|∇Φ|2 − λC|Φ|2,
with constant C = C(A±, |B|, t±) ≥ 0 independent of λ,Φ. By choosing λ∗ sufficiently
small, Cλ will be smaller than the first Dirichlet eigenvalue of the Laplacian in D1, and we
may conclude that E ′′λ(Ψ)[Φ] is a strictly positive definite quadratic form on H
1
0 (D1;C), for
any Ψ ∈ B. Thus, Eλ(Ψ) is strictly convex on B, and hence it has a unique critical point.
The stability or instability of the symmetric vortex solutions will be determined by the
sign of the ground-state eigenvalue of the linearization of the energy around Ψ in (17).
Motivated by [Mir95], we will decompose an arbitrary test function Φ in its Fourier modes,
and write the linearized operator E ′′λ(Ψ)[Φ] as a direct sum.
For Φ = [φ+, φ−], each φ± ∈ H10 (D1;C) can be written in its Fourier modes in θ
φ± =
∑
n∈Z
b±n (r)e
inθ,
where b±n (r) ∈ H1loc((0, 1];C). Using above Fourier decomposition, we may evaluate each
term of the second variation E ′′λ(Ψ)[Φ]. First,∫
D1
|∇Φ|2 =
∫ 2pi
0
∫ 1
0
∑
n∈Z
{
|(b+n )′|2 + |(b−n )′|2 + |b+n |2
n2
r2
+ |b−n |2
n2
r2
}
rdr
=
∫ 2pi
0
∫ 1
0
∞∑
n=1
{
|(b+n+1)′|2 + |(b−n+1)′|2 +
(n+ 1)2
r2
|b+n+1|2 +
(n+ 1)2
r2
|b−n+1|2
}
rdr
+
∫ 2pi
0
∫ 1
0
∞∑
n=0
{
|(b+1−n)′|2 + |(b−1−n)′|2 +
(1− n)2
r2
|b+1−n|2 +
(1− n)2
r2
|b−1−n|2
}
rdr.
Next, ∫
D1
〈ψ±, φ±〉2 =
∑
n∈Z
∫ 2pi
0
∫ 1
0
〈f±eiθ, b±n einθ〉2rdrdθ
=
pi
2
∫ 1
0
f 2±
∑
n∈Z
|b±n+1 + b±1−n|2rdr
=
pi
2
∫ 1
0
f 2±
{ ∞∑
n=0
|b±n+1 + b±1−n|2 +
−1∑
n=−∞
|b±n+1 + b±1−n|2
}
rdr
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=
pi
2
∫ 1
0
f 2±
{ ∞∑
n=0
|b±n+1 + b±1−n|2 +
∞∑
n=1
|b±n+1 + b±1−n|2
}
rdr,
where by changing the index we obtain the last identity.
Using the orthogonality, we obtain∫
D1
〈ψ+, φ+〉〈ψ−, φ−〉
=
∫ 2pi
0
∫ 1
0
∑
n,m
〈f+eiθ, b+n einθ〉〈f−eiθ, b−meimθ〉rdrdθ
=
∑
n,m
1
4
∫ 2pi
0
∫ 1
0
f+f−[b+n b
−
me
i(m+n−2)θ + b+n b−me
i(n−m)θ
+ b+n b
−
me
i(m−n)θ + b+n b−me
i(2−n−m)θ]rdrdθ
=
∑
n+m=2
pi
2
∫ 1
0
f+f−(b+n b
−
m + b
+
n b
−
m)rdr +
∑
n=m
pi
2
∫ 1
0
f+f−(b+n b−m + b+n b
−
m)rdr
=
∑
n∈Z
pi
2
∫ 1
0
f+f−(b+n b
−
2−n + b+n b
−
2−n + b
+
n b
−
n + b
+
n b
−
n )rdr
=
∑
n∈Z
pi
2
∫ 1
0
f+f−(b+1+nb
−
1−n + b
+
1−nb
−
1+n + b
+
1+nb
−
1+n + b
+
1−nb
−
1−n)rdr
=
( ∞∑
n=0
+
−1∑
n=−∞
){
pi
2
∫ 1
0
f+f−(b+1+nb
−
1−n + b
+
1−nb
−
1+n + b
+
1+nb
−
1+n + b
+
1−nb
−
1−n)rdr
}
=
∞∑
n=0
pi
2
∫ 1
0
f+f−(b+1+nb
−
1−n + b
+
1−nb
−
1+n + b
+
1+nb
−
1+n + b
+
1−nb
−
1−n)rdr
+
∞∑
n=1
pi
2
∫ 1
0
f+f−(b+1−nb
−
1+n + b
+
1+nb
−
1−n + b
+
1−nb
−
1−n + b
+
1+nb
−
1+n)rdr,
and, ∫
D1
|φ±|2 =
∫ 2pi
0
∫ 1
0
∑
n∈Z
|b±n einθ|2rdrdθ
=
∫ 2pi
0
∫ 1
0
∑
n∈Z
|b±n |2rdrdθ
= 2pi
∫ 1
0
∑
n∈Z
|b±n |2rdr
= 2pi
∫ 1
0
{ ∞∑
n=1
|b±n+1|2 +
∞∑
n=0
|b±1−n|2
}
rdr.
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Therefore, we have the following quadratic forms associated to (17):
Q(n)λ (b±1+n, b±1−n)
= 2pi
∫ 1
0
[
|(b+1+n)′|2 + |(b+1−n)′|2 +
(1 + n)2
r2
|b+1+n|2 +
(1− n)2
r2
|b+1−n|2
]
rdr
+ 2pi
∫ 1
0
[
|(b−1+n)′|2 + |(b−1−n)′|2 +
(1 + n)2
r2
|b−1+n|2 +
(1− n)2
r2
|b−1−n|2
]
rdr
+ 2λpi
∫ 1
0
[
A+f
2
+|b+1+n + b+1−n|2 + A−f 2−|b−1+n + b−1−n|2
]
rdr
+ 4λpiB
∫ 1
0
f+f−[〈b+1+n + b+1−n, b−1+n〉+ 〈b+1−n + b+1+n, b−1−n〉]rdr
+ 2λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)](|b+1+n|2 + |b+1−n|2)rdr
+ 2λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)](|b−1+n|2 + |b−1−n|2)rdr
for n 6= 0, and
Q(0)λ (b±1 )
= 2pi
∫ 1
0
{
|(b+1 )′|2 + |(b−1 )′|2 +
1
r2
(|b+1 |2 + |b−1 |2)
}
rdr
+ λpi
∫ 1
0
{
A+f
2
+|b+1 + b+1 |2 + A−f 2−|b−1 + b−1 |2 + 4Bf+f−〈b+1 + b+1 , b−1 〉
}
rdr
+ 2λpi
∫ 1
0
{
[A+(f
2
+ − t2+) +B(f 2− − t2−)]|b+1 |2 + [A−(f 2− − t2−) +B(f 2+ − t2+)]|b−1 |2
}
rdr
= 2pi
∫ 1
0
{
|(b+1 )′|2 + |(b−1 )′|2 +
1
r2
(|b+1 |2 + |b−1 |2)
}
rdr
+ 2λpi
∫ 1
0
{
[A+(f
2
+ − t2+) +B(f 2− − t2−)]|b+1 |2 + [A−(f 2− − t2−) +B(f 2+ − t2+)]|b−1 |2
}
rdr
+ 4λpi
∫ 1
0
{
A+f
2
+(Reb
+
1 )
2 + A−f 2−(Reb
−
1 )
2 + 2Bf+f−Re(b+1 )Re(b
−
1 )
}
rdr.
Therefore, we can represent (17) as a sum of decoupled quadratic forms,
E ′′λ(Ψ)[Φ] = Q(0)λ (b±1 ) +Q(1)λ (b±2 , b±0 ) +
∞∑
n=2
Q(n)λ (b±1+n, b±1−n). (18)
Consquently, the operator Lλ associated to E ′′λ(Ψ)[Φ] can be identified with a direct sum
of self-adjoint operators, acting on blocks of Fourier modes,
Lλ(Φ) ∼=
∞⊕
n=0
L(n)λ (b±n+1, b±1−n),
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where the operators L(n)λ are associated to the quadratic forms Q(n)λ . Define (in Fourier
Space)
L˜λΦ˜ :=
⊕
n6=1
L(n)λ (b±n+1, b±1−n),
where Φ˜ = [φ˜+, φ˜−] =
[∑
n6=0,2 b
+
n e
inθ,
∑
n6=0,2 b
−
n e
inθ
]
, and so Lλ(Φ) ∼= L(1)λ (b±2 , b±0 ) ⊕ L˜λΦ˜,
with Q˜λ denote the quadratic form associated to L˜λ.
From the above computations and definitions we conclude the following result:
Proposition 3.2. We have LλΦ ∼= L(1)λ (b±2 , b±0 )⊕ L˜λΦ˜, where the operators L(n)λ are associ-
ated to the quadratic forms Q(n)λ , the operator L˜λ is associated to the quadratic form Q˜λ and
Φ˜ = [φ˜+, φ˜−] =
[∑
n6=0,2 b
+
n e
inθ,
∑
n6=0,2 b
−
n e
inθ
]
.
We now show that the ground state eigenvalue of Lλ is determined by only one of the
operators, L(1)λ . We proceed by a series of reductions. Define
a±1 := i
∑
n 6=0,2
n≥0
|b±n |2

1/2
.
Then, a1(r) is purely imaginary and we have
|a±1 |2 =
∣∣∣∣∣∣∣∣i
∑
n 6=0,2
n≥0
|b±n |2

1
2
∣∣∣∣∣∣∣∣
2
=
∑
n 6=0,2
n≥0
|b±n |2.
By the facts
(a±1 )
′ = i
∑
n 6=0,2
n≥0
|b±n |2

− 1
2 ∑
n 6=0,2
n≥0
〈b±n , (b±n )′〉,
and
|(a±1 )′|2 =
|∑n 6=0,2
n≥0
〈b±n , (b±n )′〉|2∑
n6=0,2
n≥0
|b±n |2
≤
∑
n6=0,2
n≥0
|b±n |2
∑
n 6=0,2
n≥0
|(b±n )′|2∑
n 6=0,2
n≥0
|b±n |2
=
∑
n 6=0,2
n≥0
|(b±n )′|2,
we obtain that
|(a±1 )′|2 ≤
∑
n 6=0,2
n≥0
|(b±n )′|2. (19)
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On the other hand, by the positive definite condition (H), we conclude that
A+f
2
+|b+1+n + b+1−n|2 + A−f 2−|b−1+n + b−1−n|2
+ 2Bf+f−[〈b+1+n + b+1−n, b−1+n〉+ 〈b+1−n + b+1+n, b−1−n〉]
= A+f
2
+|b+1+n + b+1−n|2 + A−f 2−|b−1+n + b−1−n|2
+ 2Bf+f−Re[(b+1+n + b
+
1−n)(b
−
1+n + b
−
1−n)] ≥ 0,
for each n > 0 and n 6= 1. Similarly, we also have
A+f
2
+(Reb
+
1 )
2 + A−f 2−(Reb
−
1 )
2 + 2Bf+f−(Reb+1 )(Reb
−
1 ) ≥ 0.
Therefore, for n 6= 1, we have that
Q(n)λ (b±1+n, b±1−n)
≥ 2pi
∫ 1
0
{
|(b+1+n)′|2 + |(b+1−n)′|2 +
(1 + n)2
r2
|b+1+n|2 +
(1− n)2
r2
|b+1−n|2
}
rdr
+ 2pi
∫ 1
0
{
|(b−1+n)′|2 + |(b−1−n)′|2 +
(1 + n)2
r2
|b−1+n|2 +
(1− n)2
r2
|b−1−n|2
}
rdr
+ 2λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)](|b+1+n|2 + |b+1−n|2)rdr
+ 2λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)](|b−1+n|2 + |b−1−n|2)rdr. (20)
By (19) and (20), it follows that
Q˜λ(Φ˜) =
∑
n 6=1
n≥0
Q(n)λ (b±1+n, b±1−n)
≥ 2pi
∫ 1
0
{
|(a+1 )′|2 + |(a−1 )′|2 +
1
r2
(|a+1 |2 + |a−1 |2)
}
rdr
+ 2λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)]|a+1 |2rdr
+ 2λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)]|a−1 |2rdr
=: Q
(0)
λ (a
±
1 ). (21)
Meanwhile, we have that
Q(1)λ (b±2 , b±0 )
= 2pi
∫ 1
0
[
|(b+2 )′|2 + |(b+0 )′|2 +
4
r2
|b+2 |2
]
rdr
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+ 2pi
∫ 1
0
[
|(b−2 )′|2 + |(b−0 )′|2 +
4
r2
|b−2 |2
]
rdr
+ 2λpi
∫ 1
0
[
A+f
2
+|b+2 + b+0 |2 + A−f 2−|b−2 + b−0 |2
]
rdr
+ 4λpiB
∫ 1
0
f+f−[〈b+2 + b+0 , b−2 〉+ 〈b+0 + b+2 , b−0 〉]rdr
+ 2λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)](|b+2 |2 + |b+0 |2)rdr
+ 2λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)](|b−2 |2 + |b−0 |2)rdr.
The self-adjoint operator associated to Q(1)λ (b±2 , b±0 ) is
L(1)λ
[
b±0
b±2
]
=

−(b±0 )′′ − 1r (b±0 )′ + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]b±0
+λA±f 2±(b
±
2 + b
±
0 ) + λBf+f−(b
∓
2 + b
∓
0 )
−(b±2 )′′ − 1r (b±2 )′ + 4r2 b±2 + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]b±2
+λA±f 2±(b
±
2 + b
±
0 ) + λBf+f−(b
∓
2 + b
∓
0 )
 . (22)
We perform a further reduction of the operator L(1)λ , which will be useful in proving instability
for B > 0: define a quadratic form Q
(1)
λ on real-valued radial functions (a
±
2 , a
±
0 ) by
Q
(1)
λ (a
±
2 , a
±
0 ) = 2pi
∫ 1
0
∑
i=±
[
|(ai2)′|2 + |(ai0)′|2 +
4
r2
|ai2|2
]
rdr (23)
+ 2λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)](|a+2 |2 + |a+0 |2)rdr
+ 2λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)](|a−2 |2 + |a−0 |2)rdr
+ 2λpi
∫ 1
0
[A+f
2
+(a
+
0 − a+2 )2 + A−f 2−(a−0 − a−2 )2 + 2Bf+f−(a+0 − a+2 )(a−0 − a−2 )]rdr.
The associated self-adjoint operator to Q
(1)
λ is
M(1)λ
[
a±0
a±2
]
=

−(a±0 )′′ − 1r (a±0 )′ + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±0
+λA±f 2±(a
±
0 − a±2 ) + λBf+f−(a∓0 − a∓2 )
−(a±2 )′′ − 1r (a±2 )′ + 4r2a±2 + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±2
+λA±f 2±(a
±
2 − a±0 ) + λBf+f−(a∓2 − a∓0 )
 . (24)
Denote
µ˜λ = min‖Φ‖2
L2
=1
E ′′λ(Ψ)[Φ], µλ = min‖(a±0 ,a±1 ,a±2 )‖2L2=1
Qλ(a
±
0 , a
±
1 , a
±
2 ),
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with Qλ(a
±
0 , a
±
1 , a
±
2 ) = Q
(0)
λ (a
±
1 ) + Q
(1)
λ (a
±
2 , a
±
0 ), and associated self-adjoint operators Lλ,
M(n)λ (n = 0, 1), respectively. We then write
‖(a±0 , a±1 , a±2 )‖2L2 :=
∑
σ=±
[‖aσ0‖2L2 + ‖aσ1‖2L2 + ‖aσ2‖2L2] .
The following Proposition summarizes the outcome of the above reductions. In particular,
the stability or instability of the equivariant solution will depend on only two of the above
operators, involving only three Fourier modes (in all, six radial functions a±k , k = 0, 1, 2):
Proposition 3.3. We have µ˜λ = µλ,∀ λ > 0.
Proof. Assume that Φ attains the minimum µ˜λ under the constraint ‖Φ‖2L2 = 1. Then, by
the Fourier decomposition of Φ and (18),
µ˜λ = E
′′
λ(Ψ)[Φ] = Q(0)λ (b±1 ) +Q(1)λ (b±2 , b±0 ) +
∞∑
n=2
Q(n)λ (b±1+n, b±1−n)
≥ Q(0)λ (a±1 ) +Q(1)λ (a±2 , a±0 ),
where ‖(a±0 , a±1 , a±2 )‖2L2 = 1 by the choice of a±0 , a±1 , a±2 as above. Therefore, µ˜λ ≥ µλ.
Conversely, if (a±0 , a
±
1 , a
±
2 ) attain the minimum for µλ, we have Φ = [φ+, φ−] with φ± =
a±0 + ia
±
1 e
iθ − a±2 e2iθ and ‖Φ‖2L2 = ‖(a±0 , a±1 , a±2 )‖2L2 = 1. Hence,
µ˜λ ≤ E ′′λ(Ψ)[Φ] = Q(0)λ (a±1 ) +Q(1)λ (a±2 , a±0 ) = µλ,
i.e. µ˜λ ≤ µλ. Hence, µ˜λ = µλ.
4 Stability
Our main goal in this section is to prove part (i) of Theorem 1.1, which concerns the case
0 > B > −√A+A−. From Proposition 3.3 and the Fourier decomposition, it suffices to show
the positivity of the two ground-state eigenvalues,
µ
(0)
λ = min‖a±1 ‖2L2=1
Q
(0)
λ (a
±
1 ), µ
(1)
λ = min‖(a±0 ,a±2 )‖2L2=1
Q
(1)
λ (a
±
2 , a
±
0 ).
Indeed, Proposition 3.3 implies that µλ = min{µ(0)λ , µ(1)λ }, so we must show that both µ(0)λ
and µ
(1)
λ are positive.
In fact, for any B (regardless of sign), a negative first eigenvalue can only be due to the
quadratic form Q
(1)
λ , and never the form Q
(0)
λ :
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Proposition 4.1. µ
(0)
λ > 0 for any B with |B| <
√
A+A−.
First, we require the following adaptation of a result by Mironescu [Mir95].
Lemma 4.2. Ψrad is the only minimizer of Eλ in the class
E = {V = (g+(r)eiθ, g−(r)eiθ)
∣∣V ∈ H1(B1;C), g±(1) = f±(1) = t±}.
Proof. We have that
Eλ(V ) = pi
∫ 1
0
[|g′+|2 + |g′−|2 +
1
r2
(|g+|2 + |g−|2)]rdr
+
λpi
2
∫ 1
0
[A+(|g+|2 − t2+)2 + A−(|g−|2 − t2−)2 + 2B(|g+|2 − t2+)(|g−|2 − t2−)]rdr.
If V˜ = (|g+|eiθ, |g−|eiθ), by the fact that |∇|g±|| ≤ |∇g±| for ∀g± ∈ C, we have that
Eλ(V˜ ) ≤ Eλ(V ). Hence, if V is a minimizer, so is V˜ . Then V˜ is smooth, which implies
g±(r) 6= 0 for r ∈ (0, 1), and the equality occurs if g± ∈ R. From above analysis, the
minimum of Eλ in E is attained by a function g±(r)eiθ with g±(r) ≥ 0. But from the
uniqueness result in Proposition 2.2, f± are the only nonnegative solutions of −g′′± − g
′
±
r
+
g±
r2
= λ[A±(t2± − f 2±) +B(t2∓ − f 2∓)]g±,
g±(1) = f±(1).
Then by the uniqueness of above ODEs, we have g± ≡ f±. Therefore, Ψrad = (f+(r;λ)eiθ, f−(r;λ)eiθ)
is the only minimizer of Eλ in the class E .
Proof of Proposition 4.1. First, by Lemma 4.2, we have
E ′′λ(Ψrad)[w+, w−] ≥ 0
for w = (w+, w−) ∈ F = {v = (g+(r)eiθ, g−(r)eiθ)
∣∣v ∈ H10 (B1;C), g±(1) = 0}. We thus have
µ
(0)
λ = min
a±1 ∈H1loc((0,1];[0,∞)),∫ 1
0 (|a
+
1 |2+|a
−
1 |2)rdr=1
E ′′λ(Ψrad)(ia
±
1 ) ≥ min
w=(w+,w−)∈F
E ′′λ(Ψrad)(w±) ≥ 0.
We claim that µ
(0)
λ > 0. Suppose not: then there exist w± = ia
±
1 (r)e
iθ, with a±1 ≥ 0,∫ 1
0
(|a+1 |2 + |a−1 |2)rdr = 1 and E ′′λ(Ψrad)(w±) = 0. It follows that w = (w+, w−) is a global
minimizer of E ′′λ, and hence verifies the equations:
−∆w± + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]w± + 2λ[A±〈ψ±, w±〉+B〈ψ∓, w∓〉]ψ± = 0.
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By the fact that 〈f±, ia±1 〉 = 0 with a±1 ∈ H1(B1;R), we have E ′′λ(Ψrad)(ia±1 ) = Q(0)λ (a±1 ).
The Euler-Lagrange equations associated to Q
(0)
λ (a
±
1 ) are −(a±1 )′′ − (a
±
1 )
′
r
+
a±1
r2
= −λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±1 , in [0, 1],
a±1 (0) = a
±
1 (1) = 0.
(25)
Multiplying the a±1 -equations of (25) by rf± respectively, and integrating by parts, we
obtain that∫ 1
0
[
−(a±1 )′′ −
(a±1 )
′
r
+
a±1
r2
]
f±rdr = −(a±1 )′(1)t± +
∫ 1
0
[
(a±1 )
′f ′± +
a±1 f±
r2
]
rdr
= λ
∫ 1
0
[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±1 f±rdr. (26)
Also, we have that f±(r) satisfy the following equations −f ′′± − f
′
±
r
+
f±
r2
= −λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]f±, in [0, 1],
f±(1) = t±.
(27)
After multiply ra±1 to f±-equation of (27) respectively, and integrate by parts, we similarly
get that
−f ′±(1)a±1 (1)+
∫ 1
0
[
(a±1 )
′f ′± +
a±1 f±
r2
]
rdr = λ
∫ 1
0
[A±(f 2±− t2±)+B(f 2∓− t2∓)]a±1 f±rdr. (28)
Therefore, by (26) and (28), we obtain that
−f ′±(1)a±1 (1) = −(a±1 )′(1)t±,
which implies that (a±1 )
′(1) = 0. Together with a±1 (1) = 0, by the uniqueness of ODEs, it
yields that a±1 (r) ≡ 0, which is a contradiction. We conclude that µ(0)λ > 0, which completes
the proof of Proposition 4.1.
Lemma 4.3. If B < 0, then µ
(1)
λ > 0.
Proof. For any admissible (a±0 , a
±
2 ), define
F± :=
1
2
(a±0 + a
±
2 ), K± :=
1
2
(a±0 − a±2 ). (29)
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We then rewrite Q
(1)
λ (a
±
2 , a
±
0 ) in terms of F± and K±:
Q̂
(1)
λ (F±, K±) = Q
(1)
λ (a
±
2 , a
±
0 )
= 4pi
∫ 1
0
[
|F ′±|2 + |K ′±|2 +
2
r2
|F± −K±|2
]
rdr
+ 8λpi
∫ 1
0
[A+f
2
+K
2
+ + A−f
2
−K
2
− + 2Bf+f−K+K−]rdr
+ 4λpi
∫ 1
0
[A+(f
2
+ − t2+) +B(f 2− − t2−)](F 2+ +K2+)rdr
+ 4λpi
∫ 1
0
[A−(f 2− − t2−) +B(f 2+ − t2+)](F 2− +K2−)rdr.
The quantity Q̂
(1)
λ (F±, K±) decreases if we replace F±, K± by |F±|, |K±|, i.e. we have
Q̂
(1)
λ (|F±|, |K±|) ≤ Q̂(1)λ (F±, K±) = Q(1)λ (a±2 , a±0 ).
Since this operation does not change the L2 norm, ‖(F±, K±)‖L2 = ‖(|F±|, |K±|)‖L2 , we may
conclude that the eigenvectors corresponding to the lowest eigenvalue of Q̂
(1)
λ , (F±, K±) must
satisfy F± ≥ 0 and K± ≥ 0.
In the following, we take (a±2 , a
±
0 ) to be the (L
2-normalized) eigenfunctions corresponding
to the ground state eigenvalue µ
(1)
λ , and K±, F± associated to these eigenfunctions as in (29).
Thus, (a±2 , a
±
0 ) solve the following ODE system, with µ
(1)
λ playing the role of a Lagrange
multiplier,
−(a±0 )′′ − 1r (a±0 )′ + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±0
+λA±f 2±(a
±
0 − a±2 ) + λBf+f−(a∓0 − a∓2 ) = µ(1)λ a±0 , in [0, 1],
−(a±2 )′′ − 1r (a±2 )′ + 4r2a±2 + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]a±2
+λA±f 2±(a
±
2 − a±0 ) + λBf+f−(a∓2 − a∓0 ) = µ(1)λ a±2 , in [0, 1],
a±0 (1) = a
±
2 (1) = 0.
(30)
Writing (30) in terms of K± and F±, we have:
−F ′′± −
1
r
F ′± +
2
r2
(F± −K±) + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]F± = µ(1)λ F±, in [0, 1],
−K ′′± −
1
r
K ′± +
2
r2
(K± − F±) + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]K±
+2λA±f 2±K± + 2λBf+f−K∓ = µ
(1)
λ K±, in [0, 1],
K±(1) = 0 = F±(1),

(31)
with F± ≥ 0, K± ≥ 0.
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Now, let F˜± =
f±
r
and K˜± = f ′±. A straightforward computation shows that F˜±, K˜±
solve the same system of ODE but without the Lagrange multiplier µ
(1)
λ , that is:
−F˜ ′′± −
1
r
F˜ ′± +
2
r2
(F˜± − K˜±) + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]F˜± = 0, in [0, 1],
−K˜ ′′± −
1
r
K˜ ′± +
2
r2
(K˜± − F˜±) + λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]K˜±
+2λA±f 2±K˜± + 2λBf+f−K˜∓ = 0, in [0, 1],
K˜±(1) = f ′±(1) > 0, F˜±(1) = t±.

(32)
We now multiply the equations in (31) by K˜±r respectively, and integrate by parts, to
obtain that
−K ′±(1)K˜±(1) +
∫ 1
0
K˜ ′±K
′
±rdr +
∫ 1
0
2
r2
(K± − F±)K˜±rdr
+
∫ 1
0
λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]K±K˜±rdr
+ 2λ
∫ 1
0
[A±f 2± +Bf+f−]K±K˜±rdr = µ
(1)
λ
∫ 1
0
K˜∓K±rdr. (33)
Similarly, we multiply the equations in (32) by K±r and integrate by parts to arrive at∫ 1
0
K˜ ′±K
′
±rdr +
∫ 1
0
2
r2
(K˜± − F˜±)K±rdr
+
∫ 1
0
λ[A±(f 2± − t2±) +B(f 2∓ − t2∓)]K±K˜±rdr
+ 2λ
∫ 1
0
[A±f 2± +Bf+f−]K±K˜±rdr = 0. (34)
Therefore, by (33), (34) and the boundary condition K±(1) = 0, we conclude:
−K ′±(1)K˜±(1) +
∫ 1
0
2
r2
(F˜±K± − K˜±F±)rdr = µ(1)λ
∫ 1
0
K±K˜±rdr. (35)
Similarly, we have
− F ′±(1)F˜±(1) +
∫ 1
0
2
r2
(K˜±F± − F˜±K±)rdr = µ(1)λ
∫ 1
0
F±F˜±rdr. (36)
Combining (35) and (36), it follows that
µ
(1)
λ
∫ 1
0
(K˜±K± + F˜±F±)rdr = −K ′±(1)K˜±(1)− F ′±(1)F˜±(1). (37)
Since K± ≥ 0, F± ≥ 0 in [0, 1] and K±(1) = F±(1) = 0, we have K ′±(1) ≤ 0, F ′±(1) ≤ 0. We
claim that K ′±(1) < 0, F
′
±(1) < 0. Indeed, if K
′
±(1) = 0 = F
′
±(1), and with the boundary
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conditions K±(1) = 0 = F±(1), it implies that zero is the only solution of (31) by ODE
uniqueness, i.e. K±(r) ≡ 0 ≡ F±(r). Hence, a±0 (r) ≡ 0 ≡ a±2 (r), which is impossible.
Therefore, K ′±(1) < 0, F
′
±(1) < 0. Since the right side of (37) is positive, and the each term
on the left side of (37) is also positive except µ
(1)
λ . Hence, we can obtain that µ
(1)
λ > 0. This
completes the proof.
Proof of (i) of Theorem 1.1. By the fact µλ = min{µ(0)λ , µ(1)λ }, and together with Proposi-
tion 3.3-4.1 and Lemma 4.3, we have µ˜λ > 0, which gives us that E
′′
λ(Ψ)[Φ] > 0. This
completes our proof.
5 Instability
We next turn to part (ii) of Theorem 1.1, namely the loss of stability of the equivariant
solution to (5) when B > 0 as λ increases. From Propositions 3.3 and 4.1, which apply for
any B regardless of sign, we know that the loss of stability will occur when an eigenvalue
of L(1)λ crosses zero. The following lemma relates the eigenvalues of the operators L(1)λ and
M(1)λ (defined in Section 3):
Lemma 5.1. µ ∈ R is an eigenvalue of L(1)λ over L2(([0, 1); rdr);C4) if only if it is an
eigenvalue of M(1)λ over L2(([0, 1); rdr);R4). Moreover, if µ is a simple eigenvalue of M(1)λ
with eigenspace spanned by (a±0 , a
±
2 ), then
ker(L(1)λ − µI) =
{
t(ξa±0 ,−ξa±2 ) : ξ ∈ S1, t ∈ R
}
.
Proof. The proof follows along the lines of Lemma 5.6 of [ABM12]; we provide details here
for completeness. Let µ ∈ σ(L(1)λ ) with complex-valued eigenvectors (b±0 , b±2 ), that is
L(1)λ
[
b±0
b±2
]
= µ
[
b±0
b±2
]
,
with L(1)λ defined in (22). We observe that a±0 = Imb±0 , a±2 = Imb±2 will be eigenvectors
of M(1)λ with µ. On the other hand, if (a±0 , a±2 ) are real-valued eigenvectors of M(1)λ with
µ, then (b±0 , b
±
2 ) = (ia
±
0 , ia
±
2 ) will be eigenvectors of L(1)λ with the same eigenvalue. Then,
σ(L(1)λ ) = σ(M(1)λ ).
Now suppose µ is simple eigenvalue of M(1)λ with eigenspace spanned by (a±0 , a±2 ). If
(b±0 , b
±
2 ) is an eigenfunction of L(1)λ , then (by the observation above) (Imb±0 , Imb±2 ) = l(a±0 , a±2 )
for l ∈ R. Similarly, (Reb±0 ,−Reb±2 ) is an eigenfunction of M(1)λ , and so (Reb±0 ,−Reb±2 ) =
k(a±0 , a
±
2 ) for k ∈ R. Setting t =
√
k2 + l2 and ξ = k+il
t
∈ S1, we have (b±0 , b±2 ) = t(ξa±0 ,−ξa±2 )
as desired.
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Remark 5.2. We observe that the Dirichlet problem (5) is invariant under an S1 group
action in the sense that if Ψ is a solution, then so is
RξΨ(x) := ξ¯Ψ(ξx), (38)
where ξ = eiα ∈ S1 ⊂ C, and where ξx is interpreted as complex multiplication of ξ with
x = x1 + ix2 ∈ C ' R2. That is, a rotation of the independent variable x is equivalent to the
same rotation in the image of Ψ. As a consequence, any eigenfunction of the linearization
generates a circle of eigenfunctions (with the same eigenvalue) via this group action. This is
expressed in Lemma 5.1: the real-valued eigenfunctions (a±0 , a
±
2 ) ofM(1)λ generate a circle of
eigenfunctions of the complex operator L(1)λ (and hence of the full linearized operator Lλ.)
As is [ABM12], the ground-state eigenvalue µ
(1)
λ of M(1)λ is indeed a simple eigenvalue:
Proposition 5.3. Let µ
(1)
λ = inf σ(M(1)λ ). Then µ(1)λ is a simple eigenvalue, and the eigen-
functions (a±0 , a
±
2 ) may be chosen with 0 ≤ a2(r) ≤ a0(r) for all r.
Proof. We recall thatM(1)λ is associated to the quadratic form Q(1)λ , defined in (23). AsM(1)λ
is self-adjoint and has compact resolvent, the spectrum is discrete and the lowest eigenvalue
µ
(1)
λ is obtained by minimizing the Raleigh quotient, µ
(1)
λ = min‖(a±0 ,a±2 )‖L2=1 Q
(1)
λ (a
±
0 , a
±
2 ).
First, we claim that the eigenfunctions (a±0 , a
±
2 ) are each of fixed sign, and |a±2 (r)| ≤
|a±0 (r)| holds for all r. Indeed, define
a˜±2 (r) = min{|a±2 (r)|, |a±0 (r)|} and a˜±0 (r) = max{|a±2 (r)|, |a±0 (r)|}.
Then it is easy to verify that ‖a±0 ‖2L2 + ‖a±2 ‖2L2 = ‖a˜±0 ‖2L2 + ‖a˜±2 ‖2L2 , and Q(1)λ (a˜±0 , a˜±2 ) ≤
Q
(1)
λ (a
±
0 , a
±
2 ), with strict inequality if the claim were false. But then this would contradict
the fact that (a±0 , a
±
2 ) minimize the Rayleigh quotient, and thus the claim is established.
The simplicity of the eigenvalue µ
(1)
λ now follows by the usual argument: eigenfunctions
of fixed sign can only generate a one-dimensional eigenspace.
In order to study the dependence on λ of the eigenvalues of the linearized operator
M(1)λ (a±0 , a±2 ) (defined in (24)), it will be convenient to change variables so that the equation
is fixed, but the domain grows with λ, approaching an entire solution (on all R2) as λ→∞.
To this end, we define R =
√
λ, and define fˆ±(r;R) = f±(rR;λ), aˆ±0 (r;R) = a
±
0 (rR;λ),
aˆ±2 (r;R) = a
±
2 (rR;λ). The profile functions fˆ± will solve (10), and by this rescaling we
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represent quadratic form
Q
(1)
λ (a
±
0 , a
±
2 ) = 2pi
∫ R
0
∑
i=±
[
|(aˆi2)′|2 + |(aˆi0)′|2 +
4
r2
|aˆi2|2
]
rdr
+ 2pi
∫ R
0
[
A+f
2
+(aˆ
+
0 − aˆ+2 )2 + A−f 2−(aˆ−0 − aˆ−2 )2 + 2Bf+f−(aˆ+0 − aˆ+2 )(aˆ−0 − aˆ−2 )
]
rdr
+ 2pi
∫ R
0
[
A+(f
2
+ − t2+) +B(f 2− − t2−)
]
(|aˆ+0 |2 + |aˆ+2 |2)rdr
+ 2pi
∫ R
0
[
A−(f 2− − t2−) +B(f 2+ − t2+)
]
(|aˆ−0 |2 + |aˆ−2 |2)rdr
=: Q̂R(aˆ
±
0 , aˆ
±
2 ),
in terms of the rescaled functions (aˆ±0 , aˆ
±
2 ) on r ∈ (0, R). The associated self-adjoint operator
to Q̂R(aˆ
±
0 , aˆ
±
2 ) is defined as M̂(1)R . We observe that the first eigenvalue of M̂(1)R denoted by
µˆR, is related to the first eigenvalue µ
(1)
λ via µ
(1)
λ = R
2µˆR, and so the ground state eigenvalues
of M(1)λ and M̂(1)R have the same sign under this transformation.
With the aid of this rescaling we obtain the desired instability result for equivariant
solutions when B > 0:
Theorem 5.4. For any B ∈ (0, B0) with B0 as same as in Theorem 2.5, there exists a
constant R∗ = R∗(B) > 0 such that µˆR < 0 for any R > R∗.
Proof. To do this we argue as in Theorem 2 in [Mir95] (see also Lemma 5.21 of [ABM12]).
For any admissible aˆ±0 (r), aˆ
±
2 (r), define L± = aˆ
±
0 (r) + aˆ
±
2 (r), P± = aˆ
±
0 (r) − aˆ±2 (r). In other
words, we take aˆ±0 , aˆ
±
2 of the form,
aˆ±0 =
1
2
(L± + P±) , aˆ±2 =
1
2
(L± − P±) .
We can rewrite Q̂R(aˆ
±
0 , aˆ
±
2 ) in terms of L±, P± as follows:
Q̂R(aˆ
±
0 , aˆ
±
2 ) = pi
∫ R
0
∑
i=±
[
|P ′i |2 + |L′i|2 +
2
r2
|Li − Pi|2
]
rdr
+ 2pi
∫ R
0
[
A+f
2
+P
2
+ + A−f
2
−P
2
− + 2Bf+f−P+P−
]
rdr
+ pi
∫ R
0
[
A+(f
2
+ − t2+) +B(f 2− − t2−)
]
(|P+|2 + |L+|2)rdr
+ pi
∫ R
0
[
A−(f 2− − t2−) +B(f 2+ − t2+)
]
(|P−|2 + |L−|2)rdr
=: Q˘R(L±, P±).
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We now choose L±, P± to make the quadratic form negative for all large R, using the
remark (6) from the Introduction. As R → ∞, the radial profile f±(·, R) → f∞± (·) in
Ck([0, R]) for all R > 0 and k ∈ N, with f∞± the modulus of the unique entire equivariant
solution of the form ψ∞± = f
∞
± (r)e
iθ. Let L+ =
f∞+
r
, L− = −f
∞
−
r
, P+ = (f
∞
+ )
′, P− = −(f∞− )′.
Since f∞± vanish linearly at r = 0, L±(r) and P±(r) are regular near r = 0, L+ − P+ =
−r
[
f∞+
r
]′
, L−−P− = r
[
f∞−
r
]′
are well-defined in Q˘R(L±, P±). Meanwhile, P± and L± satisfy
the following equations:
0 = −(L±)′′ − 1
r
(L±)′ +
2
r
(L± − P±) + [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]L±,
0 = −(P±)′′ − 1
r
(P±)′ +
2
r
(P± − L±) + [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]P±
+ 2A±(f∞± )
2P± − 2Bf∞+ f∞− P∓.
Using above equations and integrating by parts, together with the asymptotic properties of
radial solutions at infinity in Theorem 2.4, we can obtain that
lim
R→∞
Q˘R(L±, P±)
= lim
R→∞
pi
[
P ′±P±r
∣∣R
0
+ L′±L±r
∣∣R
0
]
+ pi
∫ ∞
0
{
−2
r
(P± − L±)P± − [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]P 2±
−2A±(f∞± )2P 2± + 4Bf∞+ f∞− P+P−
}
rdr
+ pi
∫ ∞
0
{
−2
r
(L± − P±)L± − [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]L2±
}
rdr
+ pi
∫ ∞
0
2
r2
|L± − P±|2rdr
+ 2pi
∫ ∞
0
[
A+(f
∞
+ )
2P 2+ + A−(f
∞
− )
2P 2− + 2Bf
∞
+ f
∞
− P+P−
]
rdr
+ pi
∫ ∞
0
[
A+((f
∞
+ )
2 − t2+) +B((f∞− )2 − t2−)
]
(|P+|2 + |L+|2)rdr
+ pi
∫ ∞
0
[
A−((f∞− )
2 − t2−) +B((f∞+ )2 − t2+)
]
(|P−|2 + |L−|2)rdr
= 8piB
∫ ∞
0
f∞+ f
∞
− P+P−rdr
= −8piB
∫ ∞
0
f∞+ f
∞
− (f
∞
+ )
′(f∞− )
′rdr < 0,
since by part (ii) of Theorem 2.5 we have (f∞± )
′(r) > 0 when 0 < B < B0.
Denote by Q˘∞(L˘±, P˘±) := lim
R→∞
Q˘R(L
R
±, P
R
± ) < 0, by the above computation. Set a cut-
off function ηR(x) = η1(x/R) with η1(x) = 1 for 0 ≤ x ≤ 1/2, η1(x) = 0 for x > 1 and
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0 < η1(x) ≤ 1 for 1/2 < x < 1. Define LR± := L˘±ηR, PR± := P˘±ηR ∈ H10 ([0, R)). By the
asymptotic expansions stated in Theorem 2.4, it follows that
Q˘∞(L˘±, P˘±) = lim
R→∞
Q˘∞(L˘R±, P˘
R
± ),
and so we may find R∗ = R∗(B) sufficiently large that Q˘∞(L˘R±, P˘
R
± ) < 0 for all R > R∗.
Thus, for R > R∗(B) and 0 < B < B0, we have shown that µ
(1)
1 (R
2) = R2µˆ1(R) < 0. Since
µλ = min{µ(0)λ , µ(1)λ } < µ(1)λ , we have µλ < 0 for all λ > λ∗ := R2∗, which completes our
proof.
The proof of part (ii) of Theorem 1.1 then follows from Theorem 5.4 and the fact that
µ
(1)
λ is an eigenvalue of Lλ, and µ(1)λ = R2µˆR < 0 when λ > R2 and R > R∗.
As a final remark, we note that, by Proposition 3.3, Proposition 4.1, Lemma 5.1, and
Proposition 5.3, the eigenfunction of Lλ which is associated to the negative ground state has
the form
Φ =
(
ξa+0 (r)− ξ¯a+2 (r)e2iθ , ξa−0 (r)− ξ¯a−2 (r)e2iθ
)
' 1
2
Rξ
([
(f∞+ )
′ +
f∞+
r
]
+
[
(f∞+ )
′ − f
∞
+
r
]
e2iθ , −
[
(f∞− )
′ +
f∞−
r
]
−
[
(f∞− )
′ − f
∞
−
r
]
e2iθ
)
= Rξ
(
∂x1
[
f∞+ (r)e
iθ
]
, −∂x1
[
f∞− (r)e
iθ
])
,
as R → ∞, (with Rξ, ξ ∈ S1 as in (38)) as promised in (6). In other words, the energy
decreases along a direction which (roughly) corresponds to antipodal motion of the vortices
in the respective components. As in [ABM12], this suggests a symmetry-breaking bifurcation
at a critical value λ∗, at which the equivariant solution loses stability and gives rise to a non-
symmetric family of solutions with distinct vortices in each component ψ±. We conjecture
that this bifurcation does indeed occur, but the analytic details of such a result remain an
open problem.
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