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ВВЕДЕНИЕ 
Решение многих математических и прикладных задач 
приводит к решению уравнений первого рода, которые не 
удовлетворяют условиям корректности по Адамару, вклю-
чающим в себя существование решения, его единственность, 
а также непрерывную зависимость от входных данных. Наи-
большую трудность представляют неустойчивые задачи. Они 
характеризуются тем, что сколь угодно малые изменения ис-
ходных данных могут приводить к произвольно большим 
изменениям решений. Если исходные данные известны при-
ближенно, то упомянутая неустойчивость приводит к практи-
ческой неединственности решения в рамках заданной точно-
сти и к большим трудностям в выяснении смысла получаемо-
го приближенного решения. В силу этих особенностей долгое 
время считалось, что некорректные задачи не могут иметь 
практического значения. Однако потребности практики при-
вели к необходимости решения таких задач. 
Основы теории некорректно поставленных задач были за-
ложены в работах А.Н. Тихонова, М.М. Лаврентьева, В.К. 
Иванова. Некорректным задачам посвящены монографии 
таких видных ученых, как В.А. Морозова, В.В. Васина, В.П. 
Тананы, О.А. Лисковца, Г.М. Вайникко, В.Н. Страхова и др. 
Особое место среди методов решения некорректных задач 
занимают итерационные методы.  
В статье строится регуляризатор в виде неявного метода 
итераций решения уравнений 1-го рода. 
Для решения уравнения 
 yAx =  (1) 
в гильбертовом пространстве Н с положительным ограни-
ченным самосопряженным оператором А, для которого нуль 
не является собственным значением, предлагается неявный 
метод 
 ( ) ( ) 0x,y2xAExAE 01nn =+−=+ − ααα . (2) 
В случае приближенной правой части δy , метод (2) примет 
вид 
 ( ) ( ) 0x,y2xAExAE
,0,1n,n =+−=+ − δδδδ ααα . (3) 
В работе [1] показано, что метод (3) сходится при условии 
0>α , если число итераций n выбрать в зависимости от 
уровня погрешности δ так, что 0n →δ , ∞→n , 0→δ . В 
предположении истокопредставимости точного решения 
zAx s= , 0s > для метода (3) получена оценка погрешности 
 
( ) αδαδ n2zen2Sxx SS,n +≤− − . (4) 
Ее оптимальная оценка по n имеет вид 
 
( ) 1S11S
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Оценка (4) получена в предположении, что точное реше-
ние x  уравнения (1) истокопредставимо. Однако на практике 
не всегда имеются сведения о степени истокопредставимости 
S  и элементе z . Тем не менее метод (3) можно сделать эф-
фективным, если воспользоваться правилом останова по не-
вязке. 
Задаётся  уровень останова ε  и момент останова m  оп-
ределяется условиями 
( )mn,yAx
,n <>− εδδ , 
 1b,b,yAx
,m >=≤− δεεδδ . (7) 
В работе [2] обоснована возможность применения прави-
ла останова (7) к методу (3). Получены оценка погрешности 
метода (3) и оценка для момента останова. Доказана теорема 
TЕОРЕМА1. Пусть 0AA ≥= ∗ , MA ≤  и пусть момент 
останова ( )δmm =  в методе (3) выбирается 
по правилу (7), тогда ( ) 0m →δδ , xx
,m →δ , 
0→δ . Если при этом 0s,zAx S >= , то 
справедливы оценки 
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Сравнение метода (3) с явным методом итераций [4] пока-
зывает, что для явного метода оценка погрешности лучше по 
константе. Кроме того, явные методы не требуют обращения 
оператора, а требуют только вычислений значения оператора 
на последовательных приближениях. В этом смысле явный 
метод итераций (см. [4]) предпочтительнее неявного метода 
(3). 
Но неявный метод (3) обладает следующим важным дос-
тоинством. В явных методах на шаг по антиградиенту накла-
дываются ограничения сверху, что может привести к необхо-
димости большого объема итераций. (Например, для явного 
метода итераций из [4] 
A
20 << α .) В неявном методе ни-
каких ограничений сверху на 0>α  нет. Это позволяет брать 
его возможно большим (независимо от нормы A ), в связи с 
чем правило останова по невязке (7), естественно, будет да-
вать для момента останова m  небольшие значения. Следова-
тельно, оптимальная оценка погрешности может быть дос-
тигнута уже на первых шагах итераций. 
Покажем, что метод (2) пригоден и тогда, когда 0=λ  яв-
ляется собственным значением оператора A  (случай неедин-
ственного решения уравнения (1)). 
Обозначим через ( ) { }0Ax|HxAN =∈= , ( )AM  - ор-
тогональное дополнение ядра ( )AN  до H . Пусть ( )xAP  - 
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проекция Hx ∈  на ( )AN , а ( )xAП  - проекция Hx ∈  на 
( )AM . Справедлива 
ТЕОРЕМА 2. Пусть 0A ≥ , Hy ∈ , 0>α , тогда для итера-
тивного метода (2) верны следующие утвер-
ждения: 
а) ( )yAПAxn → , ( ) yAxinfy,AJyAx
Hx
n −=→−
∈
; 
б) (2) сходится тогда и только тогда, когда уравнение 
( )yAПAx =  разрешимо. В последнем случае 
( ) ∗+→ xxAPx 0n , где ∗x - минимальное решение. 
Доказательство 
Применим оператор A  к (2), получим 
( ) ( ) Ay2xAEAxAEA 1nn ααα +−=+ − , где 
( ) ( )yAПyAPy += . 
Так как ( ) 0yAAP = , то получим 
( ) ( )( ) ( ) ( )( )yAПAxAEyAПAxAE 1nn −−=−+ −αα . 
Обозначим ( ) nn vyAПAx =− , ( )AMvn ∈ , тогда 
( ) ( ) 1nn vAEvAE −−=+ αα . Отсюда 
( ) ( ) 1n1n vAEAEv −− −+= αα , следовательно, 
( ) ( ) 0nnn vAEAEv αα −+= − . 
Имеем 0A ≥  и A –положителен в ( )AM , т.е. ( ) 0x,Ax >  
( )AMx ∈∀ . 
Так как 0>α , то ( ) ( ) 1AEAE 1 <−+ − αα . Поэтому спра-
ведлива цепочка неравенств 
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 при 0→ε , ∞→n . 
Здесь 
( )
( ) ( ) 1q1
1
0 <≤
+
−
ε
αλ
αλ
, при [ ]A,0ελ ∈ . 
Следовательно, 0vn → , откуда ( )yAПAxn →  и 
( ) ( )HAyAП ∈ . 
( ) ( ) ( )y,AJyAPyyAПyAxn ==−→−  (см. 
[3]). 
Итак утверждение а) доказано. Докажем б). 
Пусть процесс (2) сходится. Покажем, что уравнение 
( )yAПAx =  разрешимо. Из сходимости { } Hxn ∈  к 
Hz ∈  и из а) следует, что ( )yAПAzAxn =→ , следо-
вательно ( ) ( )HAyAП ∈  и уравнение ( ) AxyAП =  раз-
решимо. 
Пусть теперь ( ) ( )HAyAП ∈  (уравнение ( ) AxyAП =  
разрешимо), следовательно ( ) ∗= AxyAП , где ∗x - мини-
мальное решение уравнения yAx =  (оно единственно в 
( )AM ). Тогда (2) примет вид 
( ) ( ) ( )
( ) =+−=
=+−=+
∗
−
−
Ax2xAE
yAAП2xAExAE
1n
1nn
αα
ααα
 
( )
( ) ( )1n1n
1n1n
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Ax2Ax2xAE
−
∗
−
∗
−−
−++=
=+−+=
αα
ααα
. 
Отсюда 
( ) ( )1n11nn xxAEA2xx −∗−− −++= αα . 
Последнее равенство разобьем на два 
( ) ( ) ( ) ( )
( ) ( ) ( ) 01n1n
1
1nn
xAPxAPxx
AAPAE2xAPxAP
==−×
×++=
−−
∗
−
−
αα
. 
( ) ( ) ( ) ( )( ) =−++=
−
∗−
− 1n
1
1nn xxAПAEA2xAПxAП αα
( ) ( ) ( ) ( )( )=−++=
−
∗−
− 1n
1
1n xAПxAПAEA2xAП αα
( ) ( ) ( )( )1n11n xAПxAEA2xAП −∗−− −++= αα , 
так как ( )AMx ∈∗ . Обозначим ( ) ∗−= xxAПw nn , то-
гда из равенства 
( ) ( ) ( )
( )( )1n
1
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−
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−
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получим ( ) 1n11nn wAEA2ww −−− +−= αα . Следователь-
но, ( )( ) 1n1n wAEAEw −−+−= αα  и аналогично nv  мож-
но показать, что 0wn → , ∞→n . Таким образом, 
( ) ∗→ xxAП n . Отсюда 
( ) ( ) ( ) ∗+→+= xxAPxAПxAPx 0nnn , ч.т.д. 
ЗАМЕЧАНИЕ. Так как у нас 00 =x , то 
∗→ xxn , т.е. 
процесс (2) сходится к нормальному реше-
нию, т.е. к решению с минимальной нормой. 
 
ЗАКЛЮЧЕНИЕ 
Предложенный метод может быть успешно применен для 
решения некорректных задач: задачи спектроскопии, обрат-
ной задачи теории потенциала, интегральных уравнений 
Фредгольма первого рода, задачи определения формы радио-
импульса, излученного источником, задачи автоматического 
регулирования. 
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