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Abstrak 
 
Aplikasi model kalibrasi di bidang kimia adalah pemodelan hubungan antara 
kandungan senyawa aktif yang ditentukan dari High Performance Liquid 
Chromatography (HPLC) dengan bentuk spektrum  dari spektrometer 
Fourier Transform Infrared (FTIR). Permasalahan utama dalam kalibrasi 
adalah multikolinear dan pengamatan pencilan. Regresi Kuadrat Terkecil 
Parsial (RKTP)  merupakan sebuah teknik prediktif yang mampu mengatasi 
masalah multikolinearitas.. SIMPLS (Straightforward Implementation PLS) 
adalah algoritma pendugaan RKTP yang  tidak resisten terhadap 
pengamatan pencilan. Hubert and Brande (2003) mengemukakan algoritma 
RSIMPLS yang bersifat resisten terhadap pencilan. RSIMPLS dibentuk dari 
matriks ragam-peragam robust dan regresi linear robust. Pada penelitian ini 
dilakukan modifikasi fungsi bobot pada  RSIMPLS dengan penduga-M Huber 
dimana setiap pengamatan akan diberikan nilai bobot kecil )0( iw  jika 
jarak robust dan jarak ortogonal pengamatan ke-i melebihi nilai batas yang 
ditentukan, dan 1iw  untuk lainnya. Dengan demikian besar iw  tidak 
hanya 0 dan 1, melainkan 10  iw . Hasil penelitian menunjukkan RMSEP 
(root mean square error) pada metode modifikasi bobot lebih kecil 
dibandingkan RSIMPLS  
 
Kata kunci :  calibration multivariate, SIMPLS, robust methods, ROBPCA, 
Huber   estimator 
 
 
PENDAHULUAN 
 
Informasi khasiat dari tanaman obat dapat 
dicermati dari kandungan senyawa aktif yang 
terdapat pada tanaman obat tersebut. Oleh karena 
itu, kajian mengenai konsentrasi senyawa aktif 
tanaman obat atau pengisi sangat diperlukan. 
Penggunaan High Performance Liquid 
Chromatography (HPLC) untuk mengetahui 
kandungan senyawa aktif membutuhkan proses 
yang lama serta biaya yang mahal, sedangkan 
spektrometer Fourier Transform Infrared (FTIR) 
merupakan alat ukur dengan proses yang relatif 
lebih sederhana dan murah. Oleh karena itu, 
alternatif yang lebih murah, mudah dan cepat untuk 
memperoleh dugaan kandungan senyawa aktif 
adalah mengembangkan model kalibrasi (Setiawan 
2007). Namun, ada beberapa masalah yang sering 
muncul dalam kalibrasi, diantaranya terdapat 
multikolinearitas dan pengamatan pencilan. 
Regresi Kuadrat Terkecil Parsial (RKTP) 
merupakan sebuah tehnik prediktif yang mampu 
mengatasi peubah bebas yang berdimensi besar, 
khususnya ketika terdapat masalah 
multikolinearitas. Dalam analisis kuadrat terkecil 
parsial klasik, perhitungannya didasarkan pada 
matriks peragam contoh (S) biasa dimana besar 
kemungkinan terinfeksi oleh pencilan. Untuk 
mengatasi masalah pencilan diperlukan suatu 
metode penduga yang resisten terhadap pencilan 
yang disebut sebagai metode robust. Sampai saat ini 
berbagai algoritma RK'TP dengan metode robust 
terus berkembang dan digunakan dalam berbagai 
bidang, diantaranya adalah RSIMPLS yang 
dikenalkan oleh Hubert dan Branden (2003). 
Algoritma RSIMPLS mengkombinasikan antara 
metode matriks peragam robust dan regresi robust. 
Kedua algoritma tersebut dapat diterapkan untuk 
peubah multirespons.  Dalam RSIMPLS besarnya 
bobot yang diberikan untuk setiap pengamatan yang 
diidentifikasi sebagai pencilan adalah nol, dengan 
kata lain bahwa pengamatan tersebut dihilangkan, 
hal ini sangat disayangkan mengingat bahwa 
sampel yang diperoleh dalam membentuk model 
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kalibrasi adalah mahal sehingga banyaknya jumlah 
sampel yang digunakan sangat terbatas. Oleh sebab 
itu, dibuat suatu modifikasi fungsi bobot  
berdasarkan konsep Huber, dimana setiap 
pengamatan akan diberikan nilai bobot kecil 
)0( iw  jika jarak robust dan jarak ortogonal 
pengamatan ke-i melebihi nilai batas yang 
ditentukan, dan 1iw  untuk lainnya. Sehingga 
besar iw  tidak hanya 0 dan 1, melainkan 
10  iw .     
Tujuan penelitian ini adalah menerapkan regresi 
kuadrat terkecil parsial robust dalam model 
kalibrasi untuk menentukan kadar senyawa aktif 
pada tanaman obat. 
 
 
TINJAUAN PUSTAKA 
 
Fourier Transform Infrared (FTIR) 
Cara kerja FTIR secara umum dapat 
digambarkan sebagai berikut: sampel discan, yang 
berarti sinar infra-merah akan dilalukan ke sampel. 
Gelombang yang diteruskan oleh sampel akan 
ditangkap oleh detektor yang terhubung ke 
komputer yang akan memberikan gambaran 
spektrum sampel yang diuji. Struktur kimia dan 
bentuk ikatan molekul serta gugus fungsional 
tertentu sampel yang diuji menjadi dasar bentuk 
spektrum yang akan diperoleh dari hasil analisa. 
Dengan demikian alat ini dapat digunakan untuk 
pengujian secara kualitatif dan kuantitatif. 
 
Kromatografi Cair Kinerja Tinggi (HPLC) 
HPLC adalah alat yang sangat bermanfaat dalam 
analisis. HPLC secara mendasar merupakan 
perkembangan tingkat tinggi dari kromatografi 
kolom. Selain dari pelarut yang menetes melalui 
kolom dibawah grafitasi, didukung melalui tekanan 
tinggi sampai dengan 400 atm, hal ini membuatnya 
lebih cepat. HPLC memperbolehkan penggunaan 
partikel yang berukuran sangat kecil untuk material 
terpadatkan dalam kolom yang mana akan memberi 
luas permukaan yang lebih besar berinteraksi antara 
fase diam dan molekul-molekul yang melintasinya. 
Hal ini memungkinkan pemisahan yang lebih baik 
dari komponen-komponen dalam campuran. 
Perkembangan yang lebih luas melalui 
kromatografi kolom mempertimbangkan metode 
pendeteksian yang dapat digunakan. Metode-
metode ini sangat otomatis dan sangat peka. Cara 
kerja HPLC dapat dilihat pada diagram alir HPLC  
pada Gambar 1. 
   
Algoritma SIMPLS 
Metode SIMPLS mengasumsikan  peubah-
peubah x dan y dihubungkan dalam model bilinier 
seperti berikut ini : 
iikpi P gtxx 
~
,                                       (1) 
      iikqi A ftyy 
~
,                                       (2) 
Dalam model tersebut, x  dan y  merupakan rata-
rata dari peubah x dan y. it
~
 adalah skor berdimensi 
k, dengan pk   dan ni 1 . kpP ,  adalah 
matriks loading x, sedangkan sisaan dalam model 
ini dinotasikan dengan ig  dan if . Matriks 
qkA , direpresentasikan sebagai matriks slope model 
regresi iy  dalam it
~
. 
 
 
Gambar 1 : Diagram alir HPLC 
 
Struktur model bilinier (1) dan (2) 
mengimplikasikan sebuah algoritma 2 langkah. 
Setelah data dipusatkan, langkah yang pertama 
SIMPLS yaitu menghitung vektor skor it
~
 yang 
merupakan kombinasi linier rata-rata peubah x  
yang telah dipusatkan aiiat rx
~~  atau sama dengan 
kppnkn RXT ,,,
~~
  dengan  kkpR rr ,,1,  , ar  dan 
aq  merupakan vektor bobot SIMPLS untuk setiap 
ka ,,,1 . ar  dan aq  diperoleh dengan 
memaksimumkan peragam antara komponen-
komponen x dan y. 
  ayxaapnaqn SXY
aaaa
rqrq
qrqr

 1,1
,,
1,1
max
~
,
~
covmax  
1q  adalah vektor ciri dari xyyxSS  dan 1r  adalah 
vektor ciri dari yxxySS  dengan  yxxy SS  . 
Selanjutnya sepasang vektor bobot SIMPLS 
 aa qr ,  dengan ka 2  adalah vektor ciri 
a
xy
a
yxSS dan 
a
yx
a
xy SS . 
      111 )(   axyaapaxyaaaxyaxy SISSS vvvv      (3) 
dan xyxy SS 
1
. Proses ini diulang sampai jumlah 
komponen k ditentukan. 
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Salah satu teknik untuk menentukan jumlah 
komponen k yaitu dengan menghitung nilai Root 
Mean Squared Error (RMSE) untuk setiap k. 
Jumlah komponen yang optimal ditentukan dari 
komponen k yang memiliki nilai RMSE minimum. 
Langkah kedua, peubah-peubah respon diregresikan 
kedalam skor it
~
. Sehingga model regresi adalah, 
      iikqi ftAαy 
~
,0   
                                  (4) 
dengan   0iE f  dan   fi fcov  
yang 
merupakan performa dari regresi linier berganda. 
Penduga regresi linier berganda diperoleh 
sebagai berikut : 
      
   
qktkqyf
kq
xypkkpxpktytqk
SSS
SRRSRSS
,,
,0
,
1
,,
1
,
ˆˆ
~ˆˆ
ˆ
AA
tAyα
A




  (5) 
Karena 0
~
t  maka intersept 0α  diduga dengan y . 
Dengan  xxt  ipki R ,
~
 dari persamaan (2), 
diperoleh penduga parameter untuk model regresi 
linier yaitu : 
      
xByβ
AB
pq
qkkpqp R
,0
,,,
ˆˆ
ˆˆ


 
penduga e yaitu eS merupakan fungsi dalam 
parameter, BB ˆˆ , xpqye SSS  . 
  
Metode Least Trimmed Square (LTS) 
Metode LTS menduga koefisien regresi dengan 
menggunakan metode kuadrat terkecil terhadap 
subhimpunan data berukuran h, dengan nh
n

2
. 
Penentuan subhimpunan terbaik dilakukan dengan 
menggunakan algoritma resampling dari seluruh 
kemungkinan subhimpunan yang dapat dibentuk 
yaitu sebanyak 






h
n .  
 
Metode Minimum Covariance Determinant 
(MCD) 
Misalkan  nxxx ,,, 21 X  merupakan suatu 
contoh dari n pengamatan dalam kR  dan h, dengan 
nh
n

2
, cari subhimpunan J  berukuran h 
sedemikian hingga  
 
 
J
hJnJ
SˆdetminJ
#,,2,1 
 

 
dengan JSˆ  adalah matriks peragam berdasarkan 
pada pengamatan ix  dengan Ji ,  
dengan    






Ji
JiJiJ
xxxx
h
S
1ˆ
      
 dan 




Ji
iJ
x
h
i
x . 
Metode MCD yang lebih efisien adalah dengan 
menggantikan rataan dan matriks peragam klasik 
dengan penduga pusat dan ragam MCD terboboti, 
dimana masing-masing 
ix  diberikan bobot 
iw , 1iw  apabila    
2
975.0,0
1
00
ˆˆˆ
qii xx 

  μμ  dan 
0iw  untuk lainnya.  
 
Analisis Komponen Utama Robust 
Salah satu pendekatan AKU robust 
dikembangkan oleh Hubert et al (2003) yang 
disebut ROBPCA. Metode ini mengkombinasikan 
dua pendekatan pursuit proyeksi dan penduga 
peragam robust. Langkah pertama melakukan 
prapemprosesan data dengan mereduksi ruang data 
kedalam subruang yang direntang dengan 
pengamatan n. Langkah kedua, menentukan 
keterpencilan untuk setiap pengamatan sebagai 
berikut 
      
 
 
 
nj
d
dd
j
ji
d
i ,,1;ˆ
ˆ
maxoutl 



x
xμx
x
 
dengan μˆ  dan ˆ  adalah rataan dan simpangan 
baku robust dari MCD. Kemudian membentuk 
matriks peragam 0ˆ  dari titik-titik data h dengan 
keterpencilan yang paling kecil. 0ˆ digunakan 
untuk memillih jumlah komponen k, selanjutnya 
data diproyeksi ke dalam subruang k. Langkah 
ketiga, metode MCD diaplikasikan untuk menduga 
pusat dan matriks ragam pada subruang data yang 
berdimensi k  mk   dimana qpm  . Dengan 
kata lain, pendugaan ini adalah transformasi balik 
untuk ruang data yang asli sehingga diperoleh 
penduga pusat robust zˆ  dari  qnpnmn YXZ ,,, ,  
dan ragamnya zˆ .  
Selanjutnya zˆ  dapat didekomposisi sebagai 
berikut : 
     
)(
ˆˆ
ˆˆ
ˆ 










 zzz
yyx
xyx
z PLP                   (6) 
Dengan vektor ciri Z robust z kmP 0,  dan akar ciri Z 
adalah  
00 ,
diag kkL .  
 
Regresi Kuadrat Terkecil Parsial Robust 
(RSIMPLS) 
Langkah awal dalam RKTP robust adalah 
menerapkan metode ROBPCA sehingga diperoleh 
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penduga pusat robust zˆ dan ragamnya zˆ . Seperti 
pada tahapan SIMPLS diperoleh skor-skor robust 
berdimensi k yang kemudian diregresikan kedalam 
peubah respon 
      iikqi A ftαy

 ,0                                     (7) 
dimana penduga pusat μ  dan ragam   dari  yt,  
yaitu rataan dan matriks peragam terboboti    
      



















n
i
i
n
i i
i
i
y
t
w
w
1
1
ˆ
ˆ
ˆ
y
t
μ
μ
μ           dan  
      
 























n
i
i
n
i
ii
i
i
i
yyt
tyt
w
w
1
1
1
ˆˆ
ˆˆ
ˆ
yt
y
t
.           
dengan 1iw  apabila pengamatan ke-i tidak 
diidentifikasi sebagai pencilan dengan metode 
ROBPCA dalam  yx,  dan 0iw  untuk lainnya. 
Ketika ROBPCA diaplikasikan ada dua jenis 
pencilan yang dapat diidentifikasi. Jenis pencilan 
yang pertama dapat dengan mudah diidentifikasi 
apabila jarak robust pengamatan ke-i  
     zizziki LD tt
1
)( 0

  melebihi 2 975.0,0k   
dengan zL  diberikan pada persamaan (7). Jenis 
pencilan yang kedua, 0iw  apabila  
             975.0
2
0 22
ˆOD z
oddi
    
dengan   zi
z
zii Pz tμ OD  merupakan jarak 
orthogonal, 20
ˆ
d
  dan 2 2od  adalah penduga pusat 
dan ragam dengan MCD. Setelah μˆ  dan ˆ  
diperoleh, proses selanjutnya menduga koefisien 
regresi diperoleh menggunakan MKT.  
 
Penduga-M (M-Estimator)  
Pembobot dalam penduga-M bergantung pada 
residual dan koefisien. Fungsi penimbang untuk 
ketiga metode penduga-M yaitu, kuadrat terkecil, 
Huber dan Tukey (biweight) terdapat pada Tabel 1  
Nilai k disebut tuning konstan, menurunkan nilai 
k akan menaikan pembobot terhadap residual yang 
besar dan menaikkan nilai k akan menurunkan 
pembobot terhadap residual yang besar. Semakin 
besar k maka estimasi robust akan mendekati least 
square. Kuzmic et al (2004) menyebutkan penduga-
M Huber efektif digunakan pada α=5% dengan 
345.1k  sedangkan penduga-M Tukey dengan 
685.4k .  
Tabel 1 fungsi pembobot pada pendugaan-M 
Metode Fungsi Pembobot 
Kuadrat 
Terkecil 
1)( ewLS  
Huber 







keuntukek
keuntuk
ewH
,/
,1
)(
 
Tukey 
(Bisquare 
/Biweight) 
,
,0
,1
2
2

























keuntuk
keuntuk
k
e
wB  
 
Model Kalibrasi dan Validasi 
Dalam validasi, data pengamatan sebanyak n 
buah dibagi dua, bagian yang pertama digunakan 
untuk membangun model dan yang kedua 
digunakan untuk menguji model (validasi). Untuk 
membangun model RKTP yaitu dengan memilih 
jumlah komponen yang optimal ( optk ). Nilai optk  
diperoleh dari nilai RMSECV Robust (R-
RMSECV k ) minimum dari setiap k. 
    
 
 

cGi
q
j
kijij
c
k yy
qn
1
2
)(
ˆ
1
RMSECVR  
Masing-masing pengamatan dihilangkan dan cG  
merupakan subset pengamatan dimana 1ic  
dengan cc nG  . )(ˆ kijy  adalah dugaan ijy  tanpa 
pengamatan ke-i. 
Salah satu jenis validasi model yaitu dengan 
menghitung nilai robust root mean squared error of 
prediction (R-RMSEP),  
    
    
 

pn
i
q
j
kijij
p
optk yy
qn
1 1
2ˆ
1
RMSEP  
dengan ijy  adalah  nilai pengamatan ke-i dan 
dimensi ke-j pada kelompok data validasi,  kijyˆ  
adalah   nilai dugaan pengamatan ke-i, dimensi ke-j 
dan komponen ke-k dengan menggunakan model 
yang dibangun dengan hanya melibatkan bagian 
data yang pertama. 
 
Pencilan (Outlier) 
Pencilan adalah pengamatan yang jauh dari 
pusat data yang mungkin berpengaruh besar 
terhadap koefesien regresi. Keberadaan data 
pencilan akan mengganggu dalam proses analisis 
data. Dalam kaitannya dengan analisis regresi, 
pencilan dapat menyebabkan hal-hal berikut : 
a. Nilai residual menjadi besar dari model yang 
terbentuk atau   0eE  
b. Ragam pada data menjadi lebih besar 
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c. Taksiran interval memiliki rentang yang lebar 
Terdapat beberapa cara untuk mengidentifikasi 
keberadaan pencilan.  
a. Plot Diagnosa Regresi 
Untuk mengidentifikasi pengamatan pencilan 
yaitu dengan mengamati persamaan regresi (8). 
Sebuah pengamatan diidentifikasi sebagai titik good 
leverage apabila posisi pengamatan tersebut berada 
dalam arah garis regresi atau subruang, dan nilai t-
nya diidentifikasi sebagai pencilan. Sedangkan 
pengamatan yang diidentifikasi sebagai titik bad 
leverage apabila pengamatan jauh dari garis regresi. 
Dan pengamatan diidentifikasi sebagai pencilan 
vertikal apabila diidentifikasi sebagai pencilan 
dalam ruang y.  
Untuk mengukur keterpencilan sebuah titik 
dalam ruang t, yaitu dengan menghitung jarak skor 
sebagai berikut. 
    tittiki μtμt ˆˆˆSD
12
)( 

       
Jarak skor mencermati sumbu horizontal pada plot 
diagnosa regresi dan menyingkap titik good dan bad 
leverage. Pengamatan diidentifikasi sebagai titik 
leverge apabila jarak skor melebihi nilai batas 
2
975.0,k .  
Untuk sumbu vertikal dapat dicermati dari 
nilai jarak residual berikut. 
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ˆRD kiekiki rr
  
dengan iiki xBβyr 
ˆˆ
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Apabila peubah respon satu jarak residual 
disederhanakan menjadi residual yang 
distandarisasi yaitu 
e
ki
ki
ˆ
RD
)(
)(
r
  . Pengamatan 
diidentifikasi sebagai pencilan vertikal dan titik bad 
leverage apabila jarak residual pengamatan tersebut 
melebihi 2 975.0,q  
b. Plot Diagnosa Skor 
Klasifikasi pengamatan dapat dicermati dari 
persamaan AKU (1). Dalam sumbu horizontal yaitu 
dengan meletakkan jarak skor untuk masing-masing 
pengamatan. Sedangkan dalam sumbu vertikal, 
mencermati jarak ortogonal sebuah pengamatan 
terhadap ruang t. 
 ikpiki P tx ,)(OD 

  
Kombinasi jarak skor dan jarak ortogonal 
menghasilkan jenis pengamatan seperti tertera pada 
Tabel 2 
 
 
METODOLOGI PENELITIAN 
Data 
Data yang digunakan dalam penelitian ini 
merupakan bagian dari data penelitian Hibah 
Pascasarjana. Penelitian ini adalah hasil kerjasama 
antara Departemen Statistika IPB dengan pusat 
studi Biofarmaka LPPM IPB yang didanai oleh 
DP3M, Dirjen Pendidikan Tinggi, Departemen 
Pendidikan Nasional. Banyaknya pengamatan yang 
digunakan untuk membangun model kalibrasi 
adalah 20 rimpang temulawak yang diukur 
menggunakan metode HPLC (High Performance 
Liquid Chromatography), mengenai konsentrasi 
senyawa aktif dalam rimpang temulawak yang 
disebut kurkuminoid sebagai peubah respon (Y). 
Dan data mengenai persen transmitan yang 
dihasilkan metode FTIR (Fourier Transform 
Infrared) pada 1866 titik di sepanjang kisaran 
bilangan gelombang 4000-400 cm
-1
 sebagai peubah 
bebas (X). 
 
Tahapan Analisis data  
Analisis data dengan menggunakan metode 
RSIMPLS terbagi dalam dua tahap yaitu 
membangun model kalibrasi dan validasi data. Pada 
tahap 1 adalah membangun model kalibrasi dengan 
langkah-langkah sebagai berikut : 
1. Mencari skor RSIMPLS  
1.1. Standarisasi peubah-peubah x dan y 
1.2. Tentukan matriks peragam robust 
menggunakan metode ROBPCA 
1.3. Hitung sepasang vektor bobot RSIMPLS 
yang pertama, 1r  dan 1q . 
1.4. Hitung skor RSIMPLS 1T  
1.5. Hitung loading-x,   jxjxjj rrrp 
 ˆˆ 1  
1.6. Langkah 5 dipenuhi apabila 0 ajrp  
untuk ja  . 
1.7. Hitung sebuah basis ortonormal 
},,,{ 121 avvv  loading-x 
},,,{ 121 appp   untuk ( ka 2 ) 
1.8. Hitung matriks peragam silang, 
)ˆ(ˆˆ 11
1 a
xyaa
a
xy
a
xy  

vv  
1.9. Hitung vektor bobot RSIMPLS ar  dan aq  
( ka 2 ) sebagai vektor-vektor singular 
kiri dan kanan yang pertama axyˆ  
1.10. Ulangi langkah 4 untuk ka 2  
1.11. Pilih optk  berdasarkan pada nilai 
kRMSECVR  minimum. 
2. Meregresikan peubah respon y terhadap skor 
RSIMPLS 
2.1. Hitung penduga koefisien regresi dengan 
metode kuadrat terkecil. Pada tahap ini 
koefisien regresi diperoleh berdasarkan 
penduga rataan dan penduga matriks 
peragam terboboti, dimana besarnya bobot 
sama dengan satu apabila pengamatan ke-i  
tidak  diidentifikasi     sebagai    pencilan  
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Tabel  2. Kombinasi jarak skor dan jarak ortogonal 
Jarak 2
975.0,SD k  
2
975.0,SD k  
975.0
2
0 22
ˆOD z
oddi
   Pencilan ortogonal Titik bad AKU leverage 
975.0
2
0 22
ˆOD z
oddi
   Pengamatan regular Titik good AKU leverage 
 
 
dengan metode ROBPCA dalam   dan 
besarnya bobot sama dengan nol untuk 
lainnya  
2.2. Hitung koefisien regresi RSIMPLS untuk 
peubah-peubah asal. 
Pada Langkah 2.1 untuk memperoleh penduga 
koefisien regresi t dan y diperoleh berdasarkan 
rataan dan matriks peragam terboboti, dimana bobot 
yang diberikan untuk setiap pengamatan yang 
diidentifikasi sebagai pencilan dimodifikasi 
berdasarkan konsep Huber, setiap pengamatan akan 
diberikan nilai bobot kecil )0( iw  jika jarak 
robust dan jarak ortogonal pengamatan ke-i  
melebihi nilai batas yang ditentukan, dan 1iw  
untuk lainnya. Sehingga besar iw  tidak hanya 0 dan 
1, melainkan 10  iw .     
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Pada tahap 2 dilakukan  validasi model yaitu 
melakukan prediksi nilai y pada kelompok data 
validasi dengan menggunakan model yang 
dihasilkan pada tahap 1. Selanjutnya dilakukan 
validasi model dengan kriteria RMSEP. 
 
 
HASIL DAN PEMBAHASAN 
 
Analisis RSIMPLS dalam penelitian ini 
menggunakan nilai h=17 dan h=15 sebagai ukuran 
subhimpunan dengan nh
n

2
 dimana titik-titik 
pengamatan yang berada pada subhimpunan 
tersebut memiliki nilai keterpencilan minimum, 
seperti yang telah dibahas dalam tinjauan pustaka 
mengenai ROBPCA dan tahapan analisis tahap 1 
bagian 1.2. Masing-masing hasil analisis 
berdasarkan kedua nilai h tersebut disajikan pada 
Tabel 3 dan Tabel 4.  Model yang dianalisis adalah :  
1. RSIMPLS_Huber adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model (15504) tanpa memodifikasi fungsi 
bobot. 
2. RSIMPLS_new adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model (15504) dengan memodifikasi fungsi 
bobot. 
3. RSIMPLS_new(0) adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model tidak terdapat lima pengamatan pencilan 
(3003) dengan memodifikasi fungsi bobot. 
4. RSIMPLS_new(1) adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model terdapat satu buah pengamatan pencilan 
(6825) dengan memodifikasi fungsi bobot. 
5. RSIMPLS_new(2) adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model terdapat dua buah pengamatan pencilan 
(4550) dengan memodifikasi fungsi bobot. 
6. RSIMPLS_new(3) adalah semua kemungkinan 
dari banyaknya sampel yang digunakan untuk 
menguji model terdapat tiga buah pengamatan 
pencilan (1050) dengan memodifikasi fungsi 
bobot. 
7. RSIMPLS_new(4) adalah semua kemungkinan 
dari banyaknya sampel yang digunakan untuk 
menguji model terdapat empat buah pengamatan 
pencilan (75) dengan memodifikasi fungsi 
bobot. 
8. RSIMPLS_new(5) adalah semua kemungkinan 
jumlah sampel yang terambil untuk menguji 
model terdapat lima pengamatan pencilan (1) 
dengan memodifikasi fungsi bobot. 
Untuk menguji ketepatan model digunakan nilai 
rmsep (root mean square error of prediction) dan 
rmse (root mean square error ). Pengamatan yang 
dideteksi sebagai pencilan yaitu pengamatan ke 2, 
14, 16, 17 dan 18 
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             Tabel 3. Hasil analisis beberapa model RSIMPLS dengan h=17 
Model rrmsep minrmsep maxrmsep rrmse minrmse maxrmse 
RSIMPLS_Huber 1.240 0.165 8.310 - - - 
RSIMPLS_new 0.884 0.127 5.811 0.545 0.180 1.480 
RSIMPLS_new(0) 0.444 0.198 1.173 0.366 0.217 0.616 
RSIMPLS_new(1) 0.810 0.127 2.805 0.569 0.180 1.480 
RSIMPLS_new(2) 1.176 0.164 5.165 0.662 0.229 1.375 
RSIMPLS_new(3) 1.294 0.174 5.811 0.403 0.190 1.178 
RSIMPLS_new(4) 1.759 0.519 4.000 0.363 0.187 0.658 
RSIMPLS_new(5) 1.429 1.429 1.429 0.319 0.319 0.319 
            
 
            Tabel 4. Hasil analisis beberapa model RSIMPLS dengan h=15 
Model rrmsep minrmsep maxrmsep rrmse minrmse Maxrmse 
RSIMPLS_new 0.919 0.108 7.676 0.610 0.192 1.806 
RSIMPLS_new(0) 0.537 0.122 1.780 0.814 0.308 1.806 
RSIMPLS_new(1) 0.789 0.108 4.522 0.575 0.192 1.613 
RSIMPLS_new(2) 1.105 0.156 6.069 0.533 0.207 1.606 
RSIMPLS_new(3) 1.870 0.136 7.676 0.592 0.249 1.602 
RSIMPLS_new(4) 3.311 0.462 7.224 0.655 0.396 1.274 
RSIMPLS_new(5) 2.367 2.367 2.367 0.474 0.474 0.474 
           Keterangan untuk Tabel 3 dan Tabel 4. 
           rrmsep = rata-rata nilai rmsep                minrmsep = nilai  terkecil rmsep 
              maxrmsep = nilai terbesar rmsep          rrmse = rata-rata nilai rmse 
              minrmse = nilai  terkecil rmse               maxrmse = nilai terbesa r rmse 
 
 
KESIMPULAN 
1. Nilai rmsep yang dihasilkan dengan metode 
RSIMPLS berdasarkan konsep Huber 
cenderung lebih besar dibandingkan metode 
RSIMPLS  dengan memodifikasi fungsi bobot, 
dalam hal ini disebut dengan RSIMPLS_new. 
2. Dari kedua tabel di atas terlihat bahwa semakin 
banyak pengamatan pencilan yang terdapat 
pada gugus sampel untuk menguji model 
kecenderungan nilai rmsep semakin besar. 
Dengan kata pencilan yang dideteksi 
mempengaruhi nilai rmse dan rmsep. 
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