Abstract-With the continuing growth of renewable penetration in power systems, it becomes increasingly challenging to manage the operational uncertainty at near-real-time stage via deterministic scheduling approaches. This paper explores the necessity, benefits and implementability of applying stochastic programming to security constrained economic dispatch (SCED). We formulate a stochastic look-ahead economic dispatch (LAED-S) model for near-real-time power system operation. A concept of uncertainty responses is introduced to assess the power system economic risk with respect to net load uncertainties. This concept offers the system operator a simple yet effective gauge to decide whether a stochastic approach is more desirable than a deterministic one. For an efficient stochastic dispatch algorithm, an innovative hybrid computing architecture is proposed. It leverages the progressive hedging algorithm and the L-shaped method. Numerical experiments are conducted on a practical 5889-bus system to illustrate the effectiveness of the proposed approach.
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NOMENCLATURE
The notations are summarized in Table I .
I. INTRODUCTION
T HIS paper is motivated by the increasing need of managing near-real-time operational uncertainty for power grids. In the past decade, the global renewable capacity (wind, solar, etc.) has tremendously increased to 1470 GW [1] . The uncertainty caused by imperfect renewable energy forecast poses significant challenges to power grid operation [2] - [5] . Weather-related power contingencies, as another uncertainty factor, are estimated to cost $25 to $70 billion in the United States every year [6] . These uncertainties raise many concerns in power system operation and planning [7] .
To address these concerns, lots of valuable research are conducted. For example, Wang et al. present a stochastic security-constrained unit commitment (SCUC) algorithm solved by Benders decomposition [8] . Meibom et al. present a stochastic mixed integer scheduling model where the schedules are updated in a rolling manner as more up-to-date information becomes available [9] . Ruiz et al. compare stochastic programming with existing reserve methods and evaluate the benefits of a combined approach for efficient uncertainty management in a unit commitment problem [10] . Papavasiliou et al. justify that a stochastic programming unit commitment policy outperforms conventional reserve rules [11] . Wang and Hedman employ statistical clustering techniques to determine reserve zones based on power transfer distribution factors (PTDF) and electrical distances (ED) for uncertainty management [12] - [14] . Bertsimas et al. propose a two-stage adaptive robust unit commitment model in the presence of nodal net injection uncertainty [15] . Wang et al. formulate a chance-constrained twostage (CCTS) stochastic unit commitment problem with uncertain wind power output [16] . Ryan et al. propose a stochastic unit commitment algorithm and develop a progressive hedging algorithm based decomposition scheme [17] . Guan et al. introduce an innovative min-max regret unit commitment model to minimize the maximum regret of day-ahead decisions from actual wind generation realizations [18] .
While most existing stochastic optimization studies focus on day-ahead power system scheduling, the uncertainty impacts on near-real-time (See Section II-A for details) are influential and should also be carefully investigated [21] , [22] . As an example, Fig. 1 shows a typical relationship between wind power forecast accuracy and wind forecast horizon. As the forecast horizon extends chronologically, the system operational uncertainty rises significantly (from less than 1% to more than 20%). Within near-real-time framework, wind forecast has two features: 1) the forecast is more accurate than a day-ahead forecast, and 2) uncertainty is still not negligible and requires being well handled, especially under ramping events or bad weather conditions. These features expose a great opportunity to adjust the dispatch plan by using the updated forecast. Taking advantage of this opportunity helps mitigate negative impacts of economic/technical risks at the day-ahead stage and improves the decision-making for power system scheduling.
More recently, the community has begun to investigate the issue of near-term operational uncertainties. Keshmiri and Gao formulate an optimized stochastic problem for power system economic dispatch [23] . Morales et al. formulate an hourly electricity pool auction as a two-stage stochastic programming problem [24] . R. Jabr presents an adjustable robust optimization approach based optimal power flow (OPF) [25] . Lee and Baldick develop a two-stage stochastic convex programming based economic dispatch problem for operational 0885-8950 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. [19] , [20] ).
develop dynamic uncertainty sets for two-stage robust economic dispatch handling renewable energy [27] . More recently, Gangammanavar et al. present an innovative stochastic programming framework for a multi-timescale economic dispatch problem managing renewable integration in the power system [28] .
In this paper, we investigate the potential benefits and applicability of implementing a stochastic programming based lookahead dispatch in power systems.
The contributions of this research are suggested as follows:
• LAED-S for near-real-time system operation is formulated.
• The concept of uncertainty response is proposed to map the operational uncertainty to economic risks.
• Based on the uncertainty response, an analytical criterion is developed to determine whether a stochastic approach is preferred.
• The horizon division technique is devised to decompose the look-ahead dispatch horizon into a deterministic portion and a stochastic portion.
• In order to solve an LAED-S problem efficiently, a hybrid parallel computing architecture is developed which leverages the progressive hedging algorithm and the L-shaped method.
• Size-reduction techniques are proposed based on variable fixing and constraint relaxation from the domain expertise of power systems. The rest of this paper is organized as follows. Section II provides an overview of near real-time operations, followed by the formulation of the proposed LAED-S. Section III introduces the concept of power system uncertainty response and establishes the analytical criterion judging whether LAED-S is needed. Section IV presents the hybrid computing architecture that consists of the progressive hedging algorithm and the L-shaped method. Section V introduces the problem size reduction technique. In Section VI, numerical experiments of a practical 5889-bus system are conducted to illustrate the effectiveness and efficiency of the approach. Conclusion and future work are addressed in Section VII. 
II. STOCHASTIC LOOK-AHEAD DISPATCH
The conventional real-time scheduling is a deterministic economic dispatch that optimizes over one single dispatch interval, also known as "static economic dispatch" or "ED-Static." ED-Static works very well for decades, because the net load's variability and uncertainty are low at real-time operation. Due to the increasing renewable penetration recently, a conventional ED-Static is not sufficient to handle the rising net-load variability. Therefore, the deterministic look-ahead dispatch ("LAED-D") has been favored and implemented by many industry practitioners [29] - [32] . The detailed formulation of LAED-D is provided in [33] .
Nevertheless, as a deterministic approach, LAED-D is not designed to make decisions against uncertainty. In this section, we explore the modeling and benefits of LAED-S, a stochastic approach.
A. Near-Real-Time Operation
The conventional "real-time" operation, by definition, only includes the next dispatch interval (e.g., 5 min). In contrast, we introduce the new concept of "near-real-time" operation: the operational window from 5 min-ahead to 4 hour-ahead. 1 Compared with the well-known real-time operation, the near-realtime operation allows handling the risks over time. Fig. 2 shows an illustrative example of typical operational uncertainties. Whereas the day-ahead scheduling needs to use many computation resources to manage the higher-level uncertainties and complexities, the near-real-time scheduling allows the operators to make decisions with more accurate information. Whereas the real-time scheduling leaves limited room for corrective actions, the near-real-time scheduling could leverage wider time-horizon, more controllability and flexibility for costeffective and secure dispatch solutions [33] . The near-real-time scheduling offers unique benefits of relieving the burden and complexity of scheduling decision-making, which cannot be achieved from day-ahead or real-time scheduling alone. 
B. Framework of Stochastic Look-Ahead Dispatch
The framework of the proposed LAED-S is presented in Fig. 3 . The LAED-S framework comprises different modules. The whole process starts with the system initialization module in which system models are established and market data are assimilated from the database. A core judgment module then triggers the analytical criterion that checks whether a stochastic approach applies to the current system circumstances or not. If not, LAED-D is activated to generate the dispatch results. If a stochastic approach is preferred, the horizon division module decomposes the look-ahead horizon into a deterministic portion and a stochastic portion. A scenario generation module generates a group of representative scenarios that approximate the uncertainty distributions associated with the net load. With the generated scenarios, the core LAED-S algorithm then computes the optimal solutions. No matter via a deterministic approach or a stochastic approach, the solutions are fed into the post-processing modules to prepare the results for system operators.
C. Mathematical Formulation
A LAED-S model can be formulated as (1)- (11):
In the formulation, the objective function (1) is to minimize the overall expected generation cost plus recourse cost if system emergencies happen. The recourse cost function is a linear function of relaxing variables . Any nodal energy balancing infeasibility is penalized at the price cap of $3000/MWh. Equality constraints (2) are the energy balancing equations. Inequality constraints (3) and (4) are the upward/downward STDC requirement constraints. The detailed definition of short-term dispatchable capacity is presented in [33] . The inequality constraints from (5) to (11) are transmission capacity constraints, ramping capability constraints, mixed generator capacity constraints, and the upper and lower bounds of the decision variables, respectively.
If the system has quick-start units, the formulation (1)-(11) can be extended to incorporate the decision-making of quickstart units.
The objective function (1) is extended to (12) to minimize the dispatch cost plus the commitment cost of the quick-start units, where is the set of quick-start units with is the startup cost of quick-start unit is the shutdown cost of quick-start unit is the on/off status of quick-start unit at time step and are the binary indicators of starting-up and shutting-down quick-start unit . (12) Besides the constraints (2)-(11), additional constraints (13)- (16) are introduced.
For , it requires:
(15)
Capacity constraints (13) set the upper/lower capacity limits for the quick-start units. (14) and (15) are the quick-start units' starting-up and shutting-down constraints. (16) are the constraints for binary decision variables such as the on/off status of each unit.
III. POWER SYSTEM UNCERTAINTY RESPONSE
As illustrated in many literatures, a stochastic approach can be helpful for producing better system dispatch decisions under uncertainty. However, if the uncertainty level is low, a deterministic approach can produce similar results and can 1) save more computation resources and reduce the cost 2) allow much more time for results verification and analysis, 3) detect and predict early events in advance [33] , and 4) apply more complicated modeling/logic (e.g., limited-fuel logic, nomogram, natural gas co-optimization, etc.). Therefore, the key research question is to determine whether a stochastic approach is worthwhile.
In this section, introducing the concept of the power system uncertainty response is going to address this core research question.
A. Analytical Criterion for Stochastic Dispatch
Whether to conduct a stochastic programming to an application depends on the tradeoff between the achievable benefits and the affordable computation resources. For power system operation, given fixed computation resources and operation timeframework, the key gauge-whether to conduct a stochastic programming-is deeply associated with the benefits (or losses) that can be accomplished (or tolerated).
Definition 1: Let and represent the forecast errors (MAE) associated with the estimated wind production potential (WPP) and the estimated load at time step under scenario . Let represent the potential capacity loss of the conventional online generation capacity . The summation of and is defined as the net load error . For , define an index for net load uncertainty:
The net load uncertainty defined in (17) indicates the percentage-wise uncertainty level associated with load and renewable generation's forecast errors, and potential capacity loss due to various contingencies, etc. Higher uncertainty in load or renewable generation leads to a higher net load uncertainty index.
is a linear coefficient for adjustment. Its default value is 1.0 and can deviate according to the data set quality. In this paper, multiple time indicators are used. For clarification, the continuous variable refers to a particular time spot during a defined period. The discrete variable refers to the th interval of the look-ahead horizon. The discrete variable refers to the th time step of the study period (e.g., 24 hours). is the total number of time steps of the study period.
Definition 2: Let system cost function at time step , under scenario defined as:
. is a Fig. 4 . Typical uncertainty response to net load uncertainties in a power system.
linear coefficient for adjustment. For , define a power system economic risk value:
The power system economic risk defined in (18) indicates the percentage-wise deviations in system operating and recourse costs from the base case if unexpected events occur. Different from the net load uncertainty, the power system economic risk measures the financial risk of the system operation. is a linear coefficient for adjustment. Its default value is 1.0 and can deviate according to the data set quality. 2 Definition 3: Given the wind forecast errors and load forecast errors under scenario space , for time step , a power system uncertainty response is defined as a function mapping the corresponding net load uncertainty to the power system economic risk :
Based on comprehensive numerical experiments of a practical power system (5889 buses, 7220 branches), we draw a typical mapping relationship between the net load uncertainty and economic risks , as depicted in Fig. 4 . 3 In Fig. 4 , when the net load uncertainties increase, the potential system economic risks go up as well. Since system operation requires a risk-limiting approach, it becomes more desirable to adopt stochastic programming to manage the operational risk with higher net-load uncertainty levels. As a practical guideline, system operators can choose an acceptable economic risk threshold (e.g., 2% of the total operating cost) to decide whether or not a stochastic dispatch is necessary. When the system operation exceeds this threshold, the system needs to be handled by risk-aware decision-making such as stochastic programming.
However, practical power system operation is much more complicated. The uncertainties at different time steps project different impacts on power system economic risks, as is illustrated in Fig. 5 . It requires an approach taking into account uncertainty impacts of various time-scales.
Definition 4: Given the wind forecast errors and load forecast errors under scenario space , for time step , the multi-time-scale uncertainty response over look-ahead horizon is defined as a function mapping the net load uncertainty to the economic risk over the entire look-ahead horizon :
Based on numerical studies (using the same practical system and data sets as described above), the multi-time-scale uncertainty responses can be discretized into snapshots at each dispatch interval, as shown in Fig. 6 . The multi-time-scale uncertainty responses synthetically consider the uncertainty impacts at each dispatch interval. As we can observe from Fig. 6 , the uncertainty affects the near-term operation more influentially than it does on the long-term operation. (21) is used to consider the uncertainty impacts under various time steps. (21) is the economic risk under the assumed uncertainties at all time steps in the look-ahead horizon;
is the economic risk associated with the impact of uncertainties at time interval in a look-ahead horizon; is a function of the net load uncertainty at time step of time interval in a look-ahead horizon;
is the adjustment weighting factor. Power systems have different operational patterns due to topology, load, renewables, seasons, weathers, geographical conditions, etc. Under different power system operational patterns, the uncertainty responses are different. As a generalization of (21), (22) represents the relationship between economic risks and uncertainties given the operational pattern .
In practical implementations, The net-load uncertainties and the economic risks are assessed in (17) and (18), with equal to the total number of samples. Uncertainty responses of a system are computed via historical data and numerical experiments in an off-line process. After pattern recognition and data analysis, the continuous uncertainty response functions can be discretized into (22) in a piece-wise linear form. Based on the net-load uncertainties assessment from forecast providers, the economic risks are calculated online before LAED-S takes place.
Criterion 1: Given the economic risks and the system operator's risk threshold , for time step , if the criterion value equals "True", a stochastic look-ahead dispatch is preferred. Otherwise, a deterministic look-ahead dispatch is preferred: (23) The proposed stochastic dispatch criterion is suitable for system operators when they are seeking risk-neutral dispatch solution and the system has decent renewable capacity installed. The major limitations are that this approach relies on a large amount of historical data and detailed system operation uncertainty model. It also requires the system has an acceptable mechanism to convert system losses into economic losses. The reliance on historical data and numerical experiments may introduce operational risks to the system.
B. Horizon Division
In this subsection, we further utilize the uncertainty response presented in the previous section to develop a quantitative approach to decomposing the stochastic look-ahead horizon.
As presented in Fig. 2 , the look-ahead horizon can be decomposed into a deterministic portion and a stochastic portion. The deterministic portion represents those time steps that have relatively low economic risks. The stochastic portion includes the time steps associated with various realizations of high economic risks. These realizations, if considered, can improve the current dispatch decisions and lead to better scheduling performance in future steps.
The value for horizon-division is two-fold: 1) data structure easier to be managed: a full stochastic approach requires largescale of data (forecast, distribution, sampling, etc.) while a combined approach can significantly reduce the required data inputs; 2) less computation burden: a full stochastic approach needs a lot of computation resources while a combined approach requires much fewer computation resources.
(24) (25) For horizon division, two types of sets are defined: stochastic time-period sets and deterministic time-period sets, as shown in (24) and (25), respectively.
is the set of all deterministic time periods, and is the economic risk criterion for deterministic portion at time step under pattern . is the set of all stochastic time periods, and is the economic risk criterion for stochastic portion at time step under pattern . The economic risk criterion (for deterministic portion) and (for stochastic portion) can be decided based on a small portion of the deterministic system-wide dispatch cost of the projected look-ahead horizon.
ranges from 0.1% to 5% depending on risk preferences (risk-averse, risk-neutral) of system operators, seasonal patterns, system scheme, loading conditions, numerical studies of historical data, etc. (25) and (24) provide analytical criterion to conduct horizon division into a stochastic portion and a deterministic portion.
IV. A HYBRID COMPUTATION FRAMEWORK
At near real-time operations, since decisions have to be sent every 5-10 minutes, the computation time of any dispatch algorithms has to observe this tight time constraint. In addition, a practical algorithm needs to be robust against many circumstances.
To solve the LAED-S problem, we introduce a hybrid computation framework consisting of a progressive hedging layer and an L-shaped method layer. Both algorithms solve a large-scale stochastic problem by decomposition. Progressive hedging is a scenario-based decomposition. It has the advantage of uniformly distributing the difficulty over the sub-problems [17] . With techniques proposed by J.P. Waston [34] , the progressive hedging algorithm can speed up the computation by fixing decision variables. The L-shaped method [35] is a stage-based decomposition technique [17] . It has the advantage of refining the optimality and feasibility during the computation process [35] . Fig. 7 presents the flowchart of the core algorithm to solve an LAED-S problem. This algorithm is a hybrid computation framework of iterative progressive hedging and L-shaped method steps. It works in the following manner. First, the problem is structured and initialized based on the system and market data. Second, horizontal decomposition is conducted to decompose the original stochastic problem by scenarios. Third, the progressive hedging iterations are performed until the stop criterion is met, which indicates either the problem is infeasible or the problem has reached a relatively converged status for further process. Based on the solutions of the progressive hedging algorithm, the eligible decision variables and constraints are screened out and passed to problem scale reduction module. According to the historical statistical analysis, the problem scale reduction module converts the original stochastic problem into a much-reduced problem by fixing decision variables and relaxing constraints. Fourth, an evaluation process checks the feasibility and complexity of the reduced problem. If the reduced problem is feasible and with a moderate size, a direct method (e.g., the simplex method) will be adopted to solve the problem. If the reduced problem is infeasible or still very large in size, the L-shaped method is then used. As a vertical decomposition approach, it decomposes the reduced problem by stage and generates feasibility cuts and optimality cuts to refine the solution until a good enough solution is obtained.
A. Progressive Hedging Algorithm
The progressive hedging algorithm can provide heuristics to solve a stochastic programming problem based on horizontal decomposition [34] . Decomposing the problems by scenario, parallel computing techniques can be used [36] . The primary advantage of the progressive hedging algorithm used in our research is that, within limited iterations, it can provide insightful information to help reduce the problem size significantly. This capability gives the opportunity to speed up the computation effectively.
The extensive form of the LAED-S model (2)-(11) can be generalized as (26)- (28): (26) subject to (27) (28) where is the indicator of each scenario; is the occurrence probability of scenario is the vector of decision variables for the deterministic intervals (e.g., , and ); is the pseudo variable of the deterministic variables being used for each scenario. is the vector of decision variables for the stochastic intervals under scenario (e.g.,
, and , where ). Equations (27) are the constraints only associated with the deterministic decision variables ; (28) are the constraints associated with the stochastic decision variables . , and are coefficients matrices. , and are parameters vectors.
The progressive hedging algorithm has the following steps. First, the initial sub-scenario problem is formulated, where is independent for each scenario. By solving this problem for each scenario, a set of scenario based deterministic optimal solutions (or, the scenario solutions) are available.
We can calculate the probabilistic mean of the optimal solutions (or, the mean solution) via (29) . (29) A multiplier can be calculated based on the distances between the mean solution and the scenario solutions, as indicated in (30) . (30) where is a convergence penalty factor. The initial iteration provides a set of optimal solutions, which guarantee the optimality for each scenario. The following iterations develop the implementability of the solution, which requires the scenario gap to fall within a predefined threshold , as described in (31) . (31) The progressive hedging algorithm achieves this goal by iterations of solving auxiliary sub-scenario problems. An auxiliary sub-scenario problem (32) is defined as follows. (32) subject to (33) (34) In the auxiliary sub-scenario problem (32), the scenario decision variables are driven by the multiplier term toward the mean solution. The proximal penalty term keeps the optimal solution within certain neighborhoods from the mean solution. The quadratic proximal penalty term can lead to difficulties in practical implementations. Therefore, Watson et al. proposes to replace this quadratic term with its piece-wise linear approximation [37] .
For each iteration, the mean solution is updated by (29) . Following that, the multiplier is then updated in (35) based on the new optimal solutions of all scenarios. (35) The iteration continues until the scenario gap (31) among the optimal solutions of scenarios reaches the predefined threshold . In this paper, we do not intend to use the progressive hedging algorithm to get the final optimal solution. Therefore a large threshold (e.g., ) is used to save the number of iterations and the computation time.
B. L-Shaped Method
Extended from Benders' method [38] , Slyke and Wets proposed the L-shaped method to decompose and solve stochastic programming problem [35] . The L-shaped method is a vertical decomposition approach which decomposes the problem by stages. The advantage of this approach used in our research is generating feasibility cuts and optimality cuts to refine the infeasible/sub-optimal solutions from the progressive hedging algorithm.
After the progressive hedging algorithm and the scale reduction approaches (described in Section V) complete, we have a stochastic problem with reduced size, as (36)-(38). (36) subject to (37) (38) where is the vector of all remaining deterministic decision variables in the reduced form;
is the vector of remaining decision variables for the stochastic portion under scenario . (37) are the remaining constraints only associated with the remaining deterministic decision variables ; (38) are the remaining constraints associated with the remaining stochastic decision variables . , and are the reduced coefficients matrices.
, and are the corresponding reduced parameter vectors.
Based on the problem setup, we decompose this reduced stochastic problem into a master problem and many sub-problems. (39) subject to (40) The master problem is presented as (39)-(40). Only deterministic decision variables are considered at this level. All the constraints associated with stochastic decision variables are relaxed and hence not considered.
For each scenario , we have a sub-problem formulated as (41)- (42): (41) subject to (42) For each sub-problem solved, an optimality cut can be generated as shown in (43). (43) where is the vector of dual variable values at iteration of the sub-problem (41)- (42) .
If the sub-problem is infeasible, a feasibility cut can be generated as shown in (44). (44) where is the extreme ray [38] at iteration for the subproblem (41)- (42) .
The generated optimality cuts and feasibility cuts are incorporated into the master problem (39)- (40) for the next iteration.
In the objective function of the master problem, the term can be represented in terms of as (45). (45) The upper bound of the reduced stochastic problem is calculated by (46) (46) where is the solution vector of the deterministic decision variables at iteration is the objective function value of the sub-problem under scenario at iteration .
By incorporating the optimality cuts and feasibility cuts into the master problem (39)- (40), the lower bound of the reduced stochastic problem can be calculated by (47) where is obtained by the solution of in (45) at iteration . The termination criterion of this algorithm is determined by the gap between the upper bound and the lower bound as in (48): (48) where is a pre-defined numerical tolerance (e.g., ).
V. SCALE REDUCTION APPROACHES
In this section, two approaches to reducing the LAED-S problem size are presented: 1) variable fixing, and 2) constraint relaxation. Variable fixing is first proposed by Waston and Woodruff in their progressive hedging algorithm [34] . In this paper, this approach is elaborated to take advantage of power engineering domain knowledge and historical system operating data to further improve the effectiveness and safety of variable fixing. Furthermore, this approach is extended to constraint relaxation.
A. Analysis of Solution Consistency
First of all, it is necessary to justify whether it is appropriate to conduct variable fixing and constraint relaxation for power system dispatch. Based on historical data from the 5889-bus system, numerical experiments are conducted through a stochastic look-ahead dispatch using the progressive hedging (PH) algorithm (maximum iteration 5) and the extensive (Ext.) approach that solves the extensive form by LP directly. We perform a solution consistency analysis for all the decision variables and constraints, as is presented in Fig. 8 . For the decision variable consistency analysis shown in the purple pie-chart, there are 67.51% "scenario consensus solutions." For each individual variable of the 67.51% decision variables, its solutions under all the scenarios are always the same during the whole PH iterations. Among the rest 33.49% of the variables, 24.70% have "consistent solutions of the PH algorithm and the Ext. approach." Although the solutions of these variables are different among the scenarios or have been changed during the PH iterations, after five iterations, the solutions of these variables in the base scenario are the same as the corresponding solutions obtained from the Ext. approach. Only the remaining 7.79% of the variables have "inconsistent solutions between the PH algorithm and the Ext. approach." If our goal is to obtain the Ext. solution of LAED-S, we have already obtained 92.21% of them after five PH iterations.
Similarly, from unbinding constraints consistency analysis shown in the cyan pie-chart, 91.98% of the constraints are not binding throughout the whole PH iterations under all the scenarios, and only 5.56% of the constraints have different binding status between the PH algorithm and the Ext. approach. If we are able to identify the majority of these consistent/unbinding decision variables/constraints and fix/relax them, it will significantly speed up the computation without compromising the solution quality.
B. Optimal Size Reduction
Although attractive in computation performance and solution quality, unless solving the LAED-S by Ext. approach directly, it is very difficult to accurately predict all the consistent/unbinding decision variables/constraints. Inappropriate fixing and relaxation can lower the solution quality and cause sub-optimality and infeasibility. As a more rigorous way to conduct variable fixing and constraint relaxation, the optimal size reduction problem (49)-(53) is formulated. where the objective function (49) is to minimize the computation time for the next iteration; decision variables and are indicators for variable fixing and constraint relaxation, respectively; if a value of 1 is assigned to and , it indicates to keep the variable (or constraint); otherwise, it indicates to fix or remove the variable (or constraint); is the computational time saving by fixing variable is the computational time saving by relaxing constraint ; probability constraints (50) and (51) are designed to make sure the probability of inappropriate variable fixing and constraint relaxation is lower than the pre-defined thresholds and is the probability of variable fixing, which refers to the probability that fixing variable does not cause sub-optimality; is the probability of constraint relaxation, which refers to the probability that relaxing constraint does not cause infeasibility. (52) and (53) are the self-constraints of decision variables.
In order to implement this formulation (49)- (53) and enable its efficient computation, the following adjustment to the model is applied.
The probability constraints (50) and (51) are exponential and nonlinear, which are difficult to be implemented in a real-time application such as an economic dispatch. By moving the constants to the right hand side and taking the log function on both sides, it yields (54) and (55) which are linear constraints.
(54) (55) To further improve the computation efficiency, self-integer constraints (52) and (53) can be relaxed as linear constraints as (56) and (57). As a robust strategy, for and , any values between 1 and 0 will be treated as 1 and thus be kept in the formulation.
(56) (57) So as to ensure the model (49)-(53) work appropriately, assessing the probability of variable fixing , the probability of constraint relaxation , the computational time-saving of variable fixing and the computational time-saving of constraint relaxation are crucial. and can be estimated by numerical experiments. The decision variables and constraints can be grouped by their types. For each type of the decision variables or constraints, computation time can be assessed by fixing (or relaxing) different percentage of the decision variables (or constraints). The marginal time-saving for each variable (or constraint) is then estimated through linear regression analysis (variables/constraints are randomly selected from the eligible ones). As an example, for variable fixing in a 45 mins stochastic look-ahead dispatch using the practical system in Section VI, the mean and variance of the fitted errors are and 8.9702E-05, which relatively represent the relationship between the computation time and the number of decision variables. We also find as the problem size increases, the fitted errors increase. The estimation of the marginal computation time saving can be inaccurate when the reduced problem size is very large (e.g.,
). In the future, we would like to consider a more sophisticated way to estimate the marginal computation time savings such as multiple linear regression or non-linear curve fit.
VI. NUMERICAL EXPERIMENTS
Numerical experiments are conducted to justify the proposed LAED-S. The numerical experiments are based on a realistic regional transmission network in the southwest of the United States. The economic dispatch interval is 15 minutes. Load and wind profiles during an entire year are obtained from the regional system operator (RTO). In the system, there are 5889 buses, 7220 branches (including transmission lines, transformers, and other components), 523 power plants, and 76 aggregated wind farms with 9710.4 MW installed wind capacity.
The numerical experiments are conducted in a computation environment as indicated in Table II. We apply the analytical criterion (described in Section III-A) to determine whether it is necessary to conduct LAED-S for each interval. The economic risks are calculated based on the uncertainty levels of load and wind for 10 consecutive days in July, as presented in Fig. 9 . According to the load patterns and wind generation patterns over the same periods, we find that the economic risk indices go high during peak load and peak wind periods, especially for the intervals when net load is volatile.
Statistical analysis is conducted for the obtained economic risks. As shown in Fig. 10 , the four pie charts present the percentage of the dispatch intervals when stochastic look-ahead is needed. During the early morning (before 6 AM) and late night (after 6 PM), about 20% to 30% of the dispatch intervals require LAED-S for the given 10 days. This is mainly due to the active wind generation and frequent ramping events associating with the high operational uncertainty. It is worth noting that while the need for stochastic programming is very low (less than 10%) during the day (6 AM to 6 PM), there are still periods during the day (such as peak load hours) that are associated with high net-load forecast errors and hence require stochastic approaches. Table III presents the economic performance of the dispatch intervals when stochastic programming is applied. The results shown in column two "Ex-Post Cost ($)" are the average postrealization costs which include both the system operating costs and recourse costs. The column three "Saving (%)" provides the percentage-wise cost savings comparing to the benchmark of the deterministic static dispatch (ED-Static). These dispatch intervals covered in Table III are typically associated with high economic risks according to the analytical criterion. As we can see, the deterministic look-ahead dispatch (LAED-D) can save about 2.9% compared with ED-Static while LAED-S can save up to 4.9%.
The results presented in Table III are only for the intervals with high economic risks. In order to compare the overall economic performance, we conduct a whole month (July) numerical simulations and compare daily average post-realization costs over different dispatch approaches. LAED-S is applied for every interval. The simulation results are presented in Table IV . We compare LAED-S with ED-Static and LAED-D. As is shown, LAED-D is about 1.27% more cost-efficient than ED-Static. Besides, LAED-S can further improve the cost-savings to about 1.73%. However, the economic improvement is marginal (no more than 0.5% compared with LAED-D). Due to the tremendous computation efforts, we believe it is not necessary to conduct LAED-S for every interval. Instead, it needs a mechanism to apply LAED-S selectively to the intervals with high economic risks. Fig. 11 shows the average cost savings (per interval) of LAED-D and LAED-S as the net load uncertainty increases, where ED-Static is the benchmark. As the net load uncertainty increases, both LAED-D and LAED-S have increased economic benefits comparing with ED-Static. LAED-S exhibits the advantage in more cost savings than LAED-D does especially under high net load uncertainty level. This suggests LAED-S is preferable under the scenarios with high uncertainties associated.
The computation time results are presented in Fig. 12 , which compares the computation time of LAED-D, LAED-S using extensive approach and LAED-S using the proposed approach. We test the computation on different scales of problems with look-ahead horizon varying from one step to twelve steps. For LAED-S, filtered by scenario generation/reduction process, 100 representative scenarios are considered in the optimization process. According to Fig. 12 , LAED-D is still the most efficient among the three approaches. The proposed approach can reduce the computation time by up to 88% compared with the extensive approach. This example reflects the improvement in computation efficiency by using the proposed approach, but we also acknowledge there is still a lot need to be done to make LAED-S's computational efficiency close to LAED-D.
In Table V , we compare the problem size of different look-ahead dispatch models (LAED-D, the extensive-form LAED-S and the reduced-form LAED-S). Each entry represents the number of columns and rows of the LP problem. Different look-ahead horizons are considered, including 45 mins, 90 mins, and 180 mins. Based on the problem size reduction approach presented in Section V, the reduced-form LAED-S has a size reduction by up to 99.72%. With the increase in problem size of the original problem, the scale of the problem reduction can be even larger.
As shown in the simulations, the proposed approach offers unique engineering insight in whether and how to choose stochastic dispatch in practice. However, further work in theoretical assessment will be needed in order to provide guarantees in the performance.
VII. CONCLUSION
In this paper, we formulate an LAED-S model to manage the near-real-time operational uncertainties. We provide illustrative examples to show the potential economic benefits and physical security benefits of LAED-S. The concept of uncertainty response is introduced as a function mapping the net load forecast uncertainties into the economic risks. An analytical criterion is then proposed to determine whether LAED-S is necessary for the target operating horizon. A hybrid computation framework is proposed, based on the progressive hedging algorithm and the L-shaped method, which is able to solve LAED-S more efficiently. We conduct numerical experiments of a practical 5889-bus system to justify the effectiveness of the proposed approach.
Numerical examples in the realistic-scale system suggest that it is not necessary to apply LAED-S to all dispatch intervals because the relative benefit is only 0.5%. However, for dispatch intervals with higher economic risks, the stochastic approach is more cost-effective than the deterministic approach. As a practical recommendation, a system operator could pre-screen the intervals that have high economic risks and perform stochastic look-ahead dispatch only during those intervals. The proposed hybrid computing architecture is shown to be more efficient than the conventional approach in solving LAED-S. Compared with the deterministic approach, the computation burden for the stochastic approach is still challenging. Therefore, much more efforts need to be spent on improving the computational performance of LAED-S, in particular for the implementation in real-time operations.
There are two possibilities to implement LAED-S in the existing market environment. First, LAED-S can be implemented only for reliability purposes. The solution of LAED-S is provided as a reference for system operators. The market-clearing prices won't be affected directly, but the system overhead cost may increase when additional actions are taken to manage the uncertainties. Second, LAED-S can also be implemented for the real-time market. There are multiple ways to define the real-time pricing for LAED-S. One possibility is to define the market prices of a LAED-S as the locational system marginal cost for the entire look-ahead horizon given the entire distribution of the uncertainty set. The uncertainties in an unrealized scenario at a future step can then affect the real-time pricing. Due to the complexity of this problem, it requires further research efforts to understand how the real-time pricing is affected under the LAED-S.
It is also valuable to integrate the proposed approach with many advanced algorithms such as ADMM which has guaranteed convergence and has been successfully applied in many fields to solve large-scale problems [39] - [41] . More complicated early detection logic [42] , [43] should be designed to allow deployment of flexible resources (e.g., quick-start units, FACTs) in LAED-S. In addition, new market structures that are compatible with more advanced dispatch algorithms such as LAED-S need to be explored.
Other avenues of future work may include theoretical investigation into the performance of the approach, pricing under a stochastic look-ahead real-time market, spatio-temporal correlations in scenario reduction and evaluating the security benefits of LAED-S.
