Rapid estimates of earthquake rupture properties are useful for both scientific characterization of earthquakes and emergency response to earthquake hazards. Rupture directivity is a particularly important property to constrain since seismic waves radiated in the direction of rupture can be greatly amplified, and even moderate magnitude earthquakes can sometimes cause serious damage. Knowing the directivity of earthquakes is important for ground shaking prediction and hazard mitigation, and is also useful for discriminating which nodal plane corresponds to the actual fault plane particularly when the event lacks aftershocks or outcropped fault traces. Here, we propose a 3-D multiple-time-window directivity inversion method through direct waveform fitting, with source time functions stretched for each station according to a given directivity. By grid searching for the directivity vector in 3-D space, this method determines not only horizontal but vertical directivity components, provides uncertainty estimates, and has the potential to be automated in real time. Synthetic tests show that the method is stable with respect to noise, picking errors, and site amplification, and is less sensitive to station coverage than other methods. Horizontal directivity can be properly recovered with a minimum azimuthal station coverage of 180
I N T RO D U C T I O N
Rupture directivity is an important rupture property and is a primary characteristic of seismic source finiteness, with rupture propagation in a preferential direction (Haskell 1964) . Although there is variability in the manner in which an earthquake ruptures on a fault plane (Wald & Heaton 1994; Beroza 1995; Ide & Takeo 1997; Yue et al. 2012; Ye et al. 2013) , unilateral rupture is generally predominant in a wide range of earthquake magnitudes (McGuire et al. 2002; Tan & Helmberger 2010; Kane et al. 2013) . As unilateral rupture occurs, seismic waves radiated in the direction of rupture could be greatly amplified, and even moderate magnitude earthquakes can sometimes cause serious damage (Huang et al. 2011; Kanamori et al. 2016) . Knowing the directivity of earthquakes is therefore important for ground shaking prediction and in turn helps with hazard mitigation (Somerville et al. 1997; Spudich & Chiou 2008; Kurzon et al. 2014) . Moreover, directivity can also be used to discriminate which nodal plane corresponds to the actual fault plane (Mori & Hartzell 1990; Warren & Shearer 2006; Frez et al. 2010) . For moderate (and smaller) magnitude earthquakes and some large earthquakes that lack aftershocks or outcropped fault traces, such discrimination is particularly useful for better understanding fault structure at depth (Warren & Silver 2006; Chen et al. 2010) .
Directivity is often discussed using the results of finite fault inversions (Kikuchi & Kanamori 1991; Yue et al. 2012; Ye et al. 2016) or back-projection techniques (Ishii et al. 2005 ; Koper et al. 2011;  Directivity moment tensor inversion 1085 Meng et al. 2011) . Although these methods provide a spatiotemporal history of the rupture process, their application is mainly restricted to large earthquakes. More commonly, directivity for small-to-moderate earthquakes is estimated based on differences in source duration (Velasco et al. 1994; Tan & Helmberger 2010) or peak ground amplitude (Boatwright 2007; Convertito et al. 2012; Kurzon et al. 2014) observed between stations in the time domain, or differences in spectral ratios (Wang & Rubin 2011; Ross & BenZion 2016) or corner frequencies (Kane et al. 2013) in the frequency domain. These studies convert observations of a single source parameter at each station to estimate directivity and therefore rely on a good azimuthal coverage of stations to resolve directivity since information at each station has been reduced to a single parameter. As data coverage and/or quality is often limited, a common a priori constraint of purely horizontal rupture propagation is often imposed to reduce the nonuniqueness of the problem. Park & Ishii (2015) noted the importance of directivity in the dip (vertical) direction and developed a two-step inversion method to estimate directivity in 3-D, but their method requires manual determination of apparent source duration and is not easy to be applied. Also, in the step of converting observations to a single parameter, most aforementioned studies rely on deconvolution by empirical Green's functions (EGFs) to remove path and site effects, for which deconvolution has been known to be not always stable, and perhaps more importantly, EGFs are not always available.
In this study, we propose a 3-D directivity moment tensor (DMT) inversion method to estimate earthquake rupture properties directly through waveform fitting without needing to individually estimate apparent source parameters (e.g. source duration, corner frequency) at each station. Assuming a continuous unilateral rupture, the apparent source time functions (ASTFs) observed at stations are simply stretched forms of the real source time function (RSTF) (Section 2). Such stretching can be determined according to a predefined directivity vector with respect to ray takeoff angle to each station. We can then grid search the directivity vector in 3-D space with different stretched source time functions to each station rather than a common source time function to all stations as is typical in moment tensor inversions (Dziewonski et al. 1981; Kanamori & Rivera 2008) . In this manner, how properly the directivity effect is incorporated into the synthetic waveforms (convolution of Green's functions and stretched source time functions) relies on how precisely the RSTF is calculated. As the shape of the RSTF is never known in reality, the setting of multiple-time-windows (e.g. Aso & Ide 2014 ) is therefore key to determining the actual shape of the RSTF in the inversion. Fitting directivity using waveforms is also more constrained compared to only fitting by single source parameters (e.g. source duration) as in most of previous studies. Similar ideas based on source time function stretching has also been exploited recently (Zhan et al. 2015; Prieto et al. 2017) . However, they still rely on EGF deconvolution to obtain ASTFs first before stretching them to search for directivity, which causes additional challenges for the more automated goal we have in mind.
Synthetic tests are performed to address possible effects of station distribution, background noise level, picking error, and site amplification (Section 3). Results show that in most cases the horizontal component of directivity can be resolved with a minimum azimuthal station coverage of 180
• . The vertical component of directivity, however, requires better station coverage to resolve robustly. In Section 4, we then apply the method to the M w 6.0 Nantou, Taiwan earthquake, M w 7.0 Kumamoto, Japan earthquake, and M w 4.7 San Jacinto fault trifurcation (SJFT) earthquake in southern California (Fig. 1) , for which directivity is well documented (Lee et al. 2015; Ross & Ben-Zion 2016; Yagi et al. 2016) . The directivity results obtained are in good agreement with previous studies and demonstrate the applicability of this method to a range of earthquake magnitudes. Because the directivity search (and corresponding stretching operation) is the only addition to typical waveform inversion, this one-step procedure is easily implemented and has the potential to be automated for real-time moment tensor monitoring systems (Tsuruoka et al. 2009; Ekstrom et al. 2012; Lee et al. 2013 ).
M E T H O D

Source time functions for a unilaterally propagating source
The quantitative description of directivity for a unilaterally propagating earthquake source has been described by many authors starting with Haskell (1964) . However, despite the result that the ASTF at different azimuths are stretched in both amplitude and time depending on orientation relative to the rupture direction being intuitive, quantitative results appear explicitly in the literature only for sources with trapezoidal source time functions (e.g. Haskell 1964; Lay & Wallace 1995) . Thus, for completeness, we derive the general result for an arbitrary source time function.
If an earthquake source is assumed to propagate unilaterally, its spatiotemporal source function (i.e. moment rate density function), m(t, ξ ), can be expressed as a RSTFṀ(t) multiplied by a 3-D spatial delta function δ ξ ( ξ ) associated with the rupture direction aṡ
where t is time, ξ denotes a spatial vector, − → ξ 0 is the hypocenter, and v is a rupture velocity vector. Assuming that the source dimension is much smaller than the epicentral distance, the Green's functions for different locations of the propagating source share the same form except for a time offset so that
where s j is a P-or S-wave slowness vector of the radiating (takeoff) ray to the station j around the source area. Using eqs (1) and (2), the observed velocity waveform u j (t) at station j can then be written as
By substituting τ = τ /(1 − v · s j ), we obtain
which shows that the only difference between the observed velocity waveform for a unilaterally propagating source and that for a point source is that the source time function is stretched in both time and amplitude due to the (3-D) directivity effect (resulting in the ASTF). This derivation naturally results in the preservation of source time function area as is often assumed in previous studies (Lay & Wallace 1995; Tan & Helmberger 2010) , as shown by the red curves relative to blue curve in Fig. 2 .
Introduction of the multiple-time-window representation
Eq. (4) allows us to model the apparent (stretched) source time functions of a unilateral propagating source by simply using the point-source source time function and Green's function. However, the real point-source source time function is always unknown and could be complicated (blue curve in Fig. 2 ). Utilizing a multipletime-window strategy that is commonly used in finite fault inversion (Olson & Apsel 1982; Lee et al. 2006) , we assume the point-source source time function to be composed of multiple basis functions aṡ
where f i (t) is the ith basis function that satisfies
and M i is the corresponding moment. As shown by grey triangles in Fig. 2 , we use half overlapping triangular functions as our basis functions. Eq. (4) then becomes
which is a linear inverse problem for M i (black triangles), and which models the actual shape of the source time functions (red curves in Fig. 2 ).
Directivity inversion procedure
To implement the multiple-time-window directivity inversion, we first conduct an ordinary moment tensor inversion to obtain a pointsource moment tensor solution using the method of Aso & Ide (2014) ; if focal mechanisms from previous studies are available, those mechanisms could be used and this step could be skipped. Next, for any given rupture velocity vector v, the basis functions are stretched (and shifted) according to eq. (5) and convolved with Green's functions for the obtained moment tensor solution to generate synthetic waveforms that incorporate the directivity effect. We then grid search the directivity vector (i.e. rupture velocity vector) in 3-D space with a non-negative least-squares inversion to determine the moments of each basis function simultaneously through direct waveform fitting of the observations. The amplitudes of the multiple basis functions determine the shape of the source time function. The optimal directivity is then determined by the directivity with maximum variance reduction of the waveform misfits, where waveform misfit is defined as 1
, where d and s are the observed and simulated waveforms, and i denotes the samples within the selected time window. We choose this two-step inversion rather than a onestep joint inversion (i.e. inverting for moment tensor and directivity together) mainly because different frequency bands are optimal for the two steps. The directivity inversion needs a relatively higher frequency band to be more accurately implemented; thus, combining the two steps into one results in derived focal mechanisms that are not as stable as those derived using a lower frequency band. Thus, our preferred strategy is to use a lower frequency band to determine the focal mechanism first and then to fix the focal mechanism to subsequently search the directivity vector using a higher frequency band.
S Y N T H E T I C T E S T S
For the sake of comparing with actual data later, here we adopt the station distribution and source parameters from the M w 6.0 Nantou earthquake which occurred on 2013 March 27, in central Taiwan for the synthetic tests. As shown in Fig. 3a, 20 stations from the Broadband Array in Taiwan for Seismology (BATS) are used and have good azimuthal coverage of the epicentral area. Based on previous studies (Lee et al. 2015) , the strike, dip, and rake of the Nantou earthquake are 355
• , 25
• , 75
• , respectively, and it had a strong west-northwestward directivity. To mimic this directivity, we simulate a linear source which consists of 6 point-source subevents at 1 s intervals, each with a triangular source time function of 2 s duration and with propagation in the direction 300
• E of N along the fault plane (Fig. 3b) . Total source duration is therefore 7 s. A rupture velocity of 2.8 km s −1 is assumed and used to determine locations of the subevents along the assigned directivity direction. Using the F-K package (Zhu & Rivera 2002) , synthetic waveforms with a sampling rate of 0.1 Hz for each subevent are generated and then summed to produce the final synthetic data representative of the linear propagating source (Fig. 3c) . By shifting the triangular source time functions of each subevent according to arrival times from each subevent to each station, we can model the ASTFs for P and S waves observed at each station, respectively (Fig. 3d) . It is worth noting that the P-and S-wave ASTFs show different levels of variations. Because of the slowness term (around the source area) in eq. (5), S waves always suffer stronger directivity effects than P waves do.
For the inversion, we first use a 7-s-duration triangular function to perform the ordinary moment tensor inversion at a lower frequency band of 0.02-0.05 Hz. The obtained fault plane solution is 338
• , 17
• and 61
• in strike, dip and rake, which are in good agreement with our input solution (Fig. 4a) . Note that the existence of directivity in this case prevents the solution from being perfectly recovered. Next, we fix the obtained moment tensor solution and set up seven triangular basis functions of 2-s duration (half overlapping) for the (a) (b) (c) multiple-time-window directivity inversion at a higher frequency band of 0.05-0.15 Hz. This higher frequency band is necessary for the directivity inversion since directivity effects are less obvious at the lower frequencies. The optimal directivity estimate is at 301.0
• in azimuth and −27.2 • in plunge. These values are very close to the input parameters (300
• and −25 • ) although the rupture velocity of ∼2.62 km s −1 is slightly underestimated (Fig. 4a) . While the recovery of the vertical component of rupture directivity has been long known to be a difficult challenge and poorly determined, it is encouraging that we obtain the correct up-dip direction in this synthetic inversion without any a priori constraint imposed. The estimated P-and S-wave ASTFs at the stations also match quite well with the synthetic source time functions through the multipletime-window setting ( Fig. 4b and c) . This directivity effect is clearly reflected in the waveforms and cannot be modeled by the ordinary moment tensor inversion, for example, at the stations (e.g. RLNB) in the direction of directivity (Fig. 5) .
The variance reductions before and after directivity inversion are 43.7 and 65.1 per cent, respectively. Although the variance reduction is improved, it is still quite low for a noise-free synthetic test (see 'Ideal' scenario in Table 1 ). This could be ascribed to several causes: (1) the linear source we simulate is made up of six subevents and not a continuous rupture as assumed in our mathematical description; (2) the identical Green's functions assumption made for a moving source is not precise at such a regional scale; (3) the imperfect determination of the focal mechanism in the first step inevitably introduces error into the second step of the directivity inversion to some extent; (4) the change of radiation (takeoff) angle during the source propagation is not considered in the current mathematical formulation; for example, polarity could change sign during the rupture propagation for some stations located near the nodal plane of the focal mechanism; and (5) multiple phases such as the Pnl wave train (Helmberger & Engen 1980 ) that follow direct P at regional distances but have different directivity effects (due to different ray paths) also increase the misfits. However, we stress that even though such issues exist, directivity can still be successfully recovered, which implies that the method can tolerate modeling errors.
We further test scenarios involving different levels of background noise levels, picking time errors, site amplification and gap angles (i.e. station distribution), as summarized in Figure 5 . Comparison of three-component P-and S-wave waveform fits for the synthetic test (Ideal scenario) at selected stations between (a) the ordinary moment tensor inversion and (b) the DMT inversion. Black lines are input synthetic waveforms and red lines are the synthetic waveforms reproduced from the inversion results. The channel name CP refers to the composite synthetics we produced.
Noise1 and Noise2, random noise with a zero mean and standard deviations that are 5 and 10 per cent high of the peak value of synthetics are added individually to each station. In the scenarios Picking1 and Picking2, random time shifts with a zero mean and standard deviations of 0.5 and 1.5 s are generated and added in the P-and S-wave time windows separately for inversion. In scenarios Site1 and Site2, a random amplification factor, α, with a zero mean and a standard deviation of 0.5 and 1.0 is generated. We then randomly amplify (multiply) the synthetics by a factor of (1 + α) for all three components. Finally, in scenarios Gap180 and Gap270, we test two station distributions with a gap angle of 180
• (green and purple stations in Fig. 3a ) and 270
• (purple stations in Fig. 3a) , respectively. The effect of 3-D (velocity) heterogeneity has analogously been considered with the scenarios involving picking time errors and site amplification. The frequency bands used and the inversion procedures are identical as aforementioned.
Results show that the focal mechanism is almost unaffected for all scenarios but always slightly biased because of the directivity effect. This explains why ordinary moment tensor inversion is quite robust with only simple 1-D models (for a low frequency band) but also implies that solutions using typical frequency bands (0.02-0.05 Hz) at a regional scale could be biased if the source is not purely a point source. Moreover, horizontal directivity can be determined robustly as long as the station distribution is not too poor (gap angle larger than 180
• ). Once the gap angle is larger than 180
• , the horizontal directivity estimates start to deviate. In contrast, vertical directivity is, perhaps not surprisingly, less robust and requires better azimuthal station coverage to resolve. Noise level and station coverage seem to affect vertical directivity the most. Nonetheless, we note that all the results give the correct up-dip direction. Rupture velocity, on the other hand, is always stable but underestimated. We will discuss reasons for this underestimate later in Section 5. In terms of variance reduction, picking time errors seem to be one of the key controlling factors that worsen the fits; the reasons for the high variance reductions (up to 80-90 per cent) of scenarios Gap180 and Gap270 are simply because worse azimuthal station coverage causes smaller waveform differences between stations (due to directivity) so that it is easier to achieve good waveform fits, which, however, are not necessarily correct. Variance reduction should therefore not be taken as the only standard to judge the quality of solutions.
A P P L I C AT I O N S A N D R E S U LT S
In this section, the method is applied to three earthquakes with moment magnitude ranging from 4.7 to 7.0 to test and demonstrate its stability and applicability. The three earthquakes are the M w 6.0 Nantou earthquake in central Taiwan, the M w 7.0 Kumamoto earthquake in Kyushu, Japan, and the M w 4.7 SJFT earthquake in southern California, respectively (Fig. 1) . The waveform data are downloaded from BATS, the National Research Institute for Earth Science and Disaster Resilience (NEID) F-net and the Southern California Earthquake Data Center (SCEDC) for the Nantou, Kumamoto and SJFT earthquakes, respectively. The data sampling rates are 40 Hz for the SJFT earthquake and 100 Hz for the other two. All seismograms are velocity seismograms and are demeaned and detrended, with instrument response removed, and down-sampled to 10 Hz for the following analysis. To define the time windows used for inversion, we use the catalog picks from the SCEDC for the San Jacinto Fault earthquake, and manually pick the arrivals for the Nantou and Kumamoto earthquakes. Representative local 1-D velocity models for Taiwan (Chen 1995) , Japan (Ueno et al. 2002) and southern California (Hadley & Kanamori 1977) are used for computing synthetics.
M w 6.0 Nantou, Taiwan earthquake
On 2013 March 27, a M w 6.0 (M L 6.2) earthquake struck Nantou County in central Taiwan. This earthquake has been interpreted to occur on an east-dipping ramp fault system that ramps up on a strong basement high in the west and connects to the Chelungpu fault at shallow depths (Chuang et al. 2013; Lee et al. 2015) , or on a preexisting rift-related extensional fault of the Hsuehshan Basin steeply dipping to the west (Camanni et al. 2014) . Finite fault analysis shows a strong west-northwestward and up-dip directivity with a rupture velocity of ∼2.8 km s −1 but the east-dipping fault plane is presumed (Lee et al. 2015) . Using our method, we are able to reexamine this structural ambiguity by searching for the directivity direction in 3-D space without assuming a fault plane.
Inversion parameters (e.g. frequency band) are almost the same as those used in synthetic tests except we use longer duration basis functions (4 s) for the actual data. Using shorter duration basis functions does not change the directivity results much but we obtain a source time function that is not as smooth in this case (Fig. 6b) . The results show a focal mechanism of 352
• , 23
• and 78
• in strike, dip and rake, consistent with previous studies (Lee et al. 2015 ). An estimated northwestward and up-dip directivity with an azimuth of 303.7
• and a plunge of −29
• matches the east-dipping fault plane and corroborates its occurrence on a ramp fault system rather than on a rift-related extensional fault (Fig. 6a) . The source time function is determined to be about 6 s with an asymmetrical shape with a peak at 2 s and gently decreasing afterward. These primary features of our source time function are also consistent with the results from finite fault analyses (Lee et al. 2015) .
Mw 7.0 Kumamoto, Japan, earthquake
We also test our method with the Kumamoto earthquake (M w 7.0), which occurred on 2016 April 15 (UTC). Preceded by a foreshock (M w 6.0) occurring on the Hinagu fault 28 hr before, the mainshock rupture initiated on the Hinagu fault and propagated north-northeast toward the Futagawa fault (Asano & Iwata 2016; Kubo et al. 2016; Yagi et al. 2016 ). The average rupture velocity was around 2.4 km s −1 in the north-northeast direction (Asano & Iwata 2016; Yagi et al. 2016) . Since the Kumamoto earthquake is a relatively large event, to better satisfy the plane wave assumption, we use stations at a larger distance within 500 km from the epicenter (Fig. 1b) . A total of 25 stations are then used. Since surface waves contaminate the S-wave time windows at these epicentral distances, we use only P waves in this case.
The frequency bands used for the first step of ordinary moment tensor inversion and the second step of directivity inversion are 0.01-0.04 Hz and 0.04-0.1 Hz, respectively. The basis function durations are set to 6 s. The obtained strike, dip, and rake are 232
• , 70
• , and 227
• and agree with those from other agencies (Fig. 9) . The directivity direction is estimated to be N4.1
• E, which is slightly off from the strike of the Futagawa fault (Fig. 7) . However, we emphasize that the Kumamoto earthquake is a relatively large earthquake with complex ruptures across multiple fault segments (Asano & Iwata 2016; Kubo et al. 2016; Yagi et al. 2016) . As a primary estimate, our method well resolves the average behavior of the rupture and provides reasonable and rapid results critical for hazards estimates.
M W 4.7 SJFT earthquake in the southern California
With the aim of testing the lower magnitude limit of our method in this section, we select the 2013 March 11 M w 4.7 earthquake which occurred in the SJFT region of southern California, for which a strong northwestward directivity has been reported in previous studies (Kurzon et al. 2014; Ross & Ben-Zion 2016) . As the Southern California Seismic Network is dense, we only use stations within an epicentral distance of 100 km for analysis (Fig. 1c) , which results in 56 stations. The frequency bands we use are 0.05-0.15 and 0.15-0.5 Hz for the moment tensor and the directivity inversions, and 0.8-s duration basis functions are used in this case. A higher frequency band needs to be used to resolve the directivity of a smaller magnitude event. Although imperfect 1-D velocity models often prevent the use of high frequency signals, one can always use more sophisticated 3-D models or EGFs instead.
Consistent results for focal mechanism and northwestward directivity are obtained from our inversion, showing the actual fault plane in the NW-SE direction (Figs 8 and 9 ). The wider spread of (a) directivity estimates on the focal sphere mainly results from the limitations of an imperfect 1-D velocity model for generating the high-frequency synthetics used and the lower signal-to-noise ratio in the data for a smaller magnitude event (Fig. 8a) .
D I S C U S S I O N A N D C O N C L U S I O N S
Here we have introduced a general-purpose automated methodology for rapidly estimating the primary earthquake rupture properties by direct waveform fitting with source time function stretching based on an assumption of unilateral propagation. The rupture direction (i.e. directivity) is the main parameter of interest and offers a rapid assessment of potential ground shaking amplification. Furthermore, it helps distinguish the actual fault plane from the auxiliary one, and also provides rupture velocity and source duration, by which the rupture length and stress drop could also be estimated. Based on our inversion results (Figs 6-8; Table 2 ), we obtain a unilateral rupture length of 15.0, 50.4, and 2.8 km for the M W 6.0 Nantou earthquake, M W 7.0 Kumamoto earthquake, and M W 4.7 SJFT earthquake, respectively. Following Kanamori & Anderson (1975) and assuming a crust with a Poisson's ratio of 0.25 (Aki 1966) , we can then estimate the stress drop for a dip-slip rectangular fault as
and for a strike-slip one as
where w, L, and M 0 are the fault width and length, and seismic moment, respectively. Although fault width cannot be directly obtained via our method, we could assume it approximately scales with fault length following a well-established empirical relationship, w = 1.7L 2/3 , for 5.5 < L < 1500 km (Leonard 2010) . Fault width is assumed equal to fault length if L < 5.5 km. Also, it has long been recognized that strike-slip earthquakes become width-limited at widths of 12-20 km; for strike-slip events with w > 15 km, we fix the width to 15 km (i.e. the average seismogenic depth; Leonard 2010) . Therefore, the fault width for the Nantou earthquake, the Kumamoto earthquake, and the SJFT earthquake are 10.3, 15 (width-limited), and 2.8 km (w = L), respectively. The estimated stress drops are then about 0.3, 3.7, and 0.3 MPa, respectively. These values are slightly lower than those in previous studies (Wen et al. 2014; Lee et al. 2015; Ross & Ben-Zion 2016; Yagi et al. 2016) , but still within a reasonable range considering the large uncertainties in stress drop estimates. More importantly, the derived stress drops here have taken directivity into account and do not rely on corner frequency estimates that depend on azimuth and source models (Kaneko & Shearer 2015) . The derived source parameters such as fault length, rupture velocity, and stress drop can provide valuable data for studying the physics of earthquakes (Kanamori & Rivera 2004) .
In comparison, the second moment method is another welldeveloped means of utilizing the second-order expansion of the moment tensor to capture overall characteristics of the spatiotemporal rupture distribution (Backus 1997a,b; McGuire et al. 2001 McGuire et al. , 2002 Chen et al. 2005) . Its inversion scheme is, however, implemented in the frequency domain rather than in the time domain as in our method. One advantage of the second moment method, compared to ours, is that it provides the additional fault width estimates; but it can only measure the characteristic dimensions (length and width) of a rupture and these are always smaller than the actual dimensions (McGuire et al. 2002) . Schematically, Fig. 10 illustrates the differences in spatiotemporal resolution of the rupture process between the finite-fault method, the second moment method, and our method. We assume that finite fault inversion gives the best (complete) spatiotemporal recovery of the rupture process, that is slip pattern (Fig. 10a) ; the second moment method describes a Gaussian-like slip distribution with characteristic dimensions in space and time (Fig. 10b) . In contrast, our DMT method using multiple-time-window inversion and a point source assumption can better deal with complicated time evolution of slip (blue triangles), although spatial resolution is restricted along the rupture direction (Fig. 10c) . In this sense, Fig. 10(d) gives an explanation for why we underestimate rupture velocity in all synthetic tests since we approximate a continuous linear rupture by a number of subevents with finite source durations (horizontal bars). Thus, although the rupture velocity is set to 2.8 km s −1 for the beginning of each subevent (dotted black line), the inversion tends to derive an average rupture velocity calculated from the origin time and the epicenter as shown by the green line, which will always be lower than the input rupture velocity. That is, the shorter the duration of subevents is (i.e. rise time), the more accurate the inverted rupture velocity that is obtained.
While we perform a moment tensor inversion before the directivity inversion in this study, focal mechanism solutions from the first step could always be taken from existing catalogs, previous studies, or various agencies. Once the directivity inversion is performed, rupture properties such as rupture direction, rupture velocity, source duration, and in turn rupture length and stress drop could be rapidly obtained. We have demonstrated that even with simple 1-D velocity models, this method could apply to a range of earthquakes (M w 4.7-7.0) with satisfactory results. More advanced 3-D velocity models and EGF approaches could be incorporated in the scheme to improve higher frequency waveform modeling for smaller magnitude earthquakes. The addition of a directivity search to typical moment tensor inversion is easily implemented and thus has potential to be automated in real-time moment tensor monitoring systems (Tsuruoka et al. 2009; Ekstrom et al. 2012; Lee et al. 2013) . Applying this method to a range of earthquakes could provide insights into earthquake mechanisms and physics such as rupture behavior and scaling relations of rupture velocity and stress drop. 
