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Abstract
In this paper we show that the solution set of certain Volterra inclusions defined between Fréchet spaces
is a continuum. The proof relies on results in Banach spaces and on viewing a Fréchet space as a projective
limit of a sequence of Banach spaces.
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1. Introduction
This paper discusses the topological structure of the solution set S of the Volterra inclusion
y ∈ Vy in E; (1.1)
here E is a Fréchet space and S = {y ∈ E: y solves (1.1)}. Our theory is based on results in
Banach spaces and on viewing a Fréchet space as a projective limit of a sequence of Banach
spaces {En}n∈N (here N = {1,2, . . .}). In particular we show that if the solution set Sn of
y ∈ Vy in En (1.2)n
is a continuum (in En) for each n ∈ N then S is a continuum in E; here Sn = {y ∈ En:
y solves (1.2)n}. The paper was motivated by ideas in [2,5] where the special case E = C[0,∞)
was discussed.
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For each α ∈ I,β ∈ I for which α  β let πα,β :Eβ → Eα be a continuous map. Then the set{
x = (xα) ∈
∏
α∈I
Eα: xα = πα,β(xβ) ∀α,β ∈ I, α  β
}
is a closed subset of
∏
α∈I Eα and is called the projective limit of {Eα}α∈I and is denoted by
lim← Eα (or lim←{Eα,πα,β} or the generalized intersection [3, p. 439] ⋂α∈I Eα).
2. Continuums of solutions in Fréchet spaces
Let E = (E, {| · |n}n∈N) be a Fréchet space with the topology generated by a family of semi-
norms {| · |n: n ∈ N}. We assume that the family of seminorms satisfies
|x|1  |x|2  |x|3  · · · for every x ∈ E. (2.1)
A subset X of E is bounded if for every n ∈ N there exists rn > 0 such that |x|n  rn for all
x ∈ X. To E we associate a sequence of Banach spaces {(En, | · |n)} described as follows. For
every n ∈ N we consider the equivalence relation ∼n defined by
x ∼n y iff |x − y|n = 0. (2.2)
We denote by En = (E/∼n, | · |n) the quotient space, and by (En, | · |n) the completion of En
with respect to | · |n (the norm on En induced by | · |n and its extension to En are still denoted
by | · |n). This construction defines a continuous map μn :E → En. Now since (2.1) is satisfied
the seminorm | · |n induces a seminorm on Em for every m n (again this seminorm is denoted
by | · |n). Also (2.2) defines an equivalence relation on Em from which we obtain a continuous
map μn,m : Em → En since Em/∼n can be regarded as a subset of En. Now μn,mμm,k = μn,k if
nm k, and μn = μn,mμm if nm. We now assume the following condition holds:{
For each n ∈ N, there exists a Banach space (En, | · |n)
and an isomorphism (between normed spaces) jn : En → En. (2.3)
Remark 2.1.
(i) For convenience the norm on En is denoted by | · |n.
(ii) Usually in applications En = En for each n ∈ N .
(iii) Note if x ∈ En (or En) then x ∈ E. However if x ∈ En then x is not necessarily in E and in
fact En is easier to use in applications (even though En is isomorphic to En). For example if
E = C[0,∞), then En consists of the class of functions in E which coincide on the interval
[0, n] and En = C[0, n].
Finally we assume
E1 ⊇ E2 ⊇ · · · and for each n ∈ N, |x|n  |x|n+1 ∀x ∈ En+1. (2.4)




1 is the generalized intersection [3]) denote the projective
limit of {En}n∈N (note πn,m = jnμn,mj−1m :Em → En for m n) and note lim← En ∼= E, so for
convenience we write E = lim← En.
For each X ⊆ E and each n ∈ N we set Xn = jnμn(X), and we let Xn denote the closure of
Xn with respect to | · |n in En.
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y ∈ Vy in E, (2.5)
and for each n ∈ N the solution set of
y ∈ Vy in En; (2.6)n
of course we are assuming throughout this section that V is defined on E and En for n ∈ N .
The following result will be needed in the proof.
Theorem 2.1. (See [5].) Let (X,d) be a complete metric space and
{Sm: m = 1,2, . . .}
a sequence of nonempty, compact and connected sets such that
Sm+1 ⊆ Sm for m = 1,2, . . . .
Then
⋂∞
m=1 Sm is a nonempty, compact and connected set.
Theorem 2.2. Let E and En be as described above, and suppose the following conditions hold:⎧⎪⎪⎨
⎪⎪⎩
V :E → 2E is an abstract Volterra operator,
i.e., ∀n ∈ N,∀x, y ∈ E if x = y in En (i.e., if
jnμn(x) = jnμn(y)) then V x = Vy in En; here
2E denotes the family of nonempty subsets of E
(2.7)
and {for each n ∈ N, the solution set of (2.6)n is
nonempty, compact and connected (in En).
(2.8)
Then the solution set of (2.5) is nonempty, compact and connected in E.
Proof. Let
S = {y ∈ E: y ∈ Vy in E}
and
Sn = {y ∈ En: y ∈ Vy in En}, n ∈ N.




n (Sn) is a continuum in E1 for each n ∈ N. (2.9)
Also it is immediate from the fact that V is a Volterra operator that
jnμn,n+1j−1n+1(Sn+1) ⊆ Sn for each n ∈ N. (2.10)
Now μn,mμm,k = μn,k if nm k together with (2.10) yields
j1μ1,nj
−1
n+1(Sn+1) = j1μ1,nj−1n jnμn,n+1j−1n+1(Sn+1) ⊆ j1μ1,nj−1n (Sn),
i.e.,
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−1
n+1(Sn+1) ⊆ j1μ1,nj−1n (Sn) for each n ∈ N. (2.11)






n (Sn) is a continuum in E1. (2.12)
More generally for any k ∈ N fixed, we see for each n ∈ {k, k + 1, . . .} that
jkμk,nj
−1
n (Sn) is a continuum in Ek (2.13)
and
jkμk,n+1j−1n+1(Sn+1) ⊆ jkμk,nj−1n (Sn) (2.14)






n (Sn) is a continuum in Ek. (2.15)
Note trivially that Ik ⊆ Sk . We now claim that
jkμk,k+1j−1k+1(Ik+1) = Ik. (2.16)
Fix k ∈ N and let z˜k+1 ∈ jkμk,k+1j−1k+1(Ik+1). Then there exists zk+1 ∈ Ik+1 with
z˜k+1 = jkμk,k+1j−1k+1(zk+1). (2.17)
Now zk+1 ∈ Ik+1 ⊆ Sk+1 and since V is a Volterra operator we have
z˜k+1 = jkμk,k+1j−1k+1(zk+1) ⊆ Sk. (2.18)
In addition since zk+1 ∈ Ik+1 for each n ∈ {k + 1, k + 2, . . .} there exists yn ∈ Sn with
zk+1 = jk+1μk+1,nj−1n (yn). (2.19)
Now (2.17)–(2.19) implies (note also μk,k+1μk+1,n = μk,n)
z˜k+1 ∈ Sk and z˜k+1 = jkμk,nj−1n (yn)
for n ∈ {k + 1, k + 2, . . .}. Consequently z˜k+1 ∈ Ik and we have
jkμk,k+1j−1k+1(Ik+1) ⊆ Ik.
It remains to show Ik ⊆ jkμk,k+1j−1k+1(Ik+1). Let zk ∈ Ik . We must find a
zk+1 ∈ Ik+1 with jkμk,k+1j−1k+1(zk+1) = zk. (2.20)
Now since zk ∈ Ik , for each n ∈ {k, k + 1, . . .} there exists
yn ∈ Sn with zk = jkμk,nj−1n (yn). (2.21)
Let us look at {yn}∞n=k+1. Now since V is a Volterra operator we have{
jk+1μk+1,nj−1n (yn)
}∞ ⊆ Sk+1.n=k+1
1374 D. O’Regan / J. Math. Anal. Appl. 324 (2006) 1370–1380Recall Sk+1 is compact (in Ek+1) so there exists a subsequence of integers Nk+1 ⊆ {k+1, k+2,
. . .} and a zk+1 ∈ Sk+1 with
jk+1μk+1,nj−1n (yn) → zk+1 in Ek+1 as n → ∞ in Nk+1. (2.22)
Now (2.21) yields jkμk,k+1j−1k+1jk+1μk+1,nj−1n (yn) = jkμk,nj−1n (yn) = zk and so
zk = jkμk,k+1j−1k+1(zk+1).
If we show
zk+1 ∈ Ik+1 (2.23)
then from (2.20) we are finished (i.e., Ik ⊆ jkμk,k+1j−1k+1(Ik+1)). To show (2.23) we need to
show for each m ∈ {k + 1, k + 2, . . .} there exists
zm ∈ Sm with zk+1 = jk+1μk+1,mj−1m (zm). (2.24)





and since Sk+2 is compact (in Ek+2) there exists a subsequence of integers Nk+2 of Nk+2 and a
zk+2 ∈ Sk+2 with
jk+2μk+2,nj−1n (yn) → zk+2 in Ek+2 as n → ∞ in Nk+2. (2.25)
Now since jk+1μk+1,k+2j−1k+2jk+2μk+2,nj−1n (yn) = jk+1μk+1,nj−1n (yn) we have from (2.22)
and (2.25) that
zk+1 = jk+1μk+1,k+2j−1k+2(zk+2). (2.26)
Proceed inductively and we see for any m ∈ {k + 1, k + 2, . . .} there exists subsequences of
integers
Nm ⊆ {m,m + 1, . . .} with Nk+1 ⊇ Nk+2 ⊇ · · · ⊇ Nm,
and zm ∈ Sm with
jmμm,nj
−1
n (yn) → zm in Em as n → ∞ in Nm
and with
zk+1 = jk+1μk+1,mj−1m (zm).
Thus (2.24) holds, and we are finished. As a result our claim (2.16) is true.
Now let
S = {y ∈ E: jkμk(y) ∈ Ik for each k ∈ N}
and recall
S = {y ∈ E: y ∈ Vy in E}.
We assert that S = S.
Let y ∈ S. Then y ∈ E and since V is a Volterra operator for any fixed k ∈ N we have
D. O’Regan / J. Math. Anal. Appl. 324 (2006) 1370–1380 1375jnμn(y) ∈ Sn for n ∈ {k, k + 1, . . .}. (2.27)
Thus for fixed k ∈ N , for any k ∈ {k, k + 1, . . .} we have since μk = μk,mμm if k m that
jkμk(y) = jkμk,nμn(y) = jkμk,nj−1n jnμn(y), (2.28)
and so (2.27) and (2.28) imply
jkμk(y) ∈ Ik for each k.
Consequently S ⊆ S. Conversely suppose y ∈ S. Then jkμk(y) ∈ Ik ⊆ Sk for each k ∈ N . Now
since V is a Volterra operator we have immediately that y ∈ Fy in E, i.e., y ∈ S. Hence S ⊆ S,
so S = S.
With this alternate description of S we are now in a position to show S is nonempty compact
and connected (in E). Since Ik = ∅ for each k ∈ N there exists z1 ∈ I1. Now from (2.16),
I1 = j1μ1,2j−12 (I2),
so there exists z2 ∈ I2 with z1 = j1μ1,2j−12 (z2) (i.e., z1 = z2 in E1). Also from (2.16),
I2 = j2μ2,3j−13 (I3),
so there exists z3 ∈ I3 with z2 = j2μ2,3j−13 (z3) (i.e., z2 = z3 in E2). Continuing inductively for
any k ∈ N we can find zk+1 ∈ Ik+1 with zk = jkμk,k+1j−1k+1(zk). Define a y ∈ E by y = zk in Ek
for each k ∈ N , i.e., jkμk(y) = zk for each k ∈ N . Now since zk ∈ Ik note jkμk(y) ∈ Ik for each
k ∈ N . Hence y ∈ S, so y ∈ S. Therefore S = ∅.




and since I1 is compact (in E1) there exists a subsequence N1 of N and a z1 ∈ I1 with
j1μ1(yn) → z1 in E1 as n → ∞ in N1. (2.29)
Also since {j2μ2(yn)}n∈N1\{1} ⊆ I2 there exists a subsequence N2 of N1\{1} and a z2 ∈ I2 with
j2μ2(yn) → z2 in E2 as n → ∞ in N2. (2.30)
Now since j1μ1,2j−12 j2μ2(yn) = j1μ1,2μ2(yn) = j1μ1(yn) (note μn = μn,mμm if n  m) we
have from (2.29) and (2.30) that
j1μ1,2j
−1
2 (z2) = z1, i.e., z2 = z1 a.e. in E1.
One can proceed inductively so that for any k ∈ N there exists a subsequence
Nk+1 ⊆ {k + 1, k + 2, . . .} with N1 ⊇ N2 ⊇ · · · ⊇ Nk+1,
and a zk+1 ∈ Ik+1 with
jk+1μk+1(yn) → zk+1 in Ek+1 as n → ∞ in Nk+1,
and
jkμk,k+1j−1 (zk+1) = zk, i.e., zk+1 = zk a.e. in Ek.k+1
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and since zk ∈ Ik we have jkμk(y) ∈ Ik for each k ∈ N . Hence y ∈ S = S. As a result we have
shown that {yn}n∈N has a subsequence which converges in E to y ∈ S. Hence S is compact.
It remains to show S is connected. Suppose not. Then we can decompose S into the union of
two nonempty, disjoint, compact sets SA and SB , i.e., S = SA ∪ SB . Fix k ∈ N and notice
jkμk(S) = jkμk(SA) ∪ jkμk(SB).
It is easy to see since S = S that
jkμk(S) = Ik for each k ∈ N.
Fix k ∈ N . Now since Ik is connected we see that jkμk(SA) and jkμk(SB) (which are nonempty
and compact) cannot be disjoint. Let yk ∈ jkμk(SA)∩ jkμk(SB). Then there exists yk,A ∈ SA and
yk,B ∈ SB with
jkμk(yk,A) = jkμk(yk,B) = yk
and yk,A = yk,B (in E) since SA and SB are disjoint. Since this argument holds for each k ∈ N ,
we obtain sequences
{yn,A}n∈N ⊆ SA and {yn,B}n∈N ⊆ SB,
where for each n ∈ N ,
jnμn(yn,A) = jnμn(yn,B).
The compactness of SA and SB guarantee that there exist subsequences NA,NB ⊆ N and yA ∈
SA, yB ∈ SB , yA = yB (in E) such that for each k ∈ N ,
yn,A → yA and yn,B → yB in Ek (2.31)
as n → ∞ in NA and NB , respectively. However for any fixed k ∈ N we have
jkμk(yn,A) = jkμk(yn,B) for all n ∈ {k, k + 1, . . .}
since
jkμk(yn,A) = jkμk,nμn(yn,A) = jkμk,nj−1n jnμn(yn,A)
= jkμk,nj−1n jnμn(yn,B) = jkμk(yn,B).
Then from (2.31), for each fixed k ∈ N we have
jkμk(yA) = jkμk(yB),
i.e., yA = yB in Ek . Since the argument holds for all k ∈ N we have yA = yB (in E), a contra-
diction. Thus S is connected. 
A special case of Theorem 2.2 was established in [2] where E = C[0, T ) with 0 < T ∞.
Let tn ↑ T . In this case Ek consists of the class of functions in E which coincide on the inter-
val [0, tk], Ek = C[0, tk] with of course πn,m = jnμn,mj−1m : Em → En for m  n defined by
πn,m(x) = x|[0,tn]. For notational purposes if u ∈ C[0, T ) then for every n ∈ N = {1,2, . . .} we
define the seminorms ρn(u) by
ρn(u) = sup
∣∣u(t)∣∣.t∈[0,tn]
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the seminorms {ρn}n∈N , is the topology of uniform convergence on every compact interval of
[0, T ).
Consider the integral inclusion







ds for t ∈ [0, T ), (2.32)
with the following conditions satisfied:⎧⎪⎪⎨
⎪⎪⎩
h : [0, T ) → Rm, G : [0, T ) × Rm → CK(Rm) and the matrix
valued function k :
{
(s, t): 0 s  t < tn
}→ Lm×m[0, tn]
for each n ∈ N ; here CK(Rm)denotes the family of
nonempty, convex, compact subsets of Rm,
(2.33)
{
for each n ∈ N, x → G(t, x) is upper
semicontinuous for a.e. t ∈ [0, tn], (2.34)⎧⎨
⎩
for each n ∈ N, for each measurable u : [0, tn] → Rm





for each n ∈ N, for any r > 0 there exists a function
μr ∈ L1[0, tn] with |G(t, x)| μr(t) for a.e. t ∈ [0, tn]
and every x ∈ Rm with |x| r,
(2.36)
h ∈ C([0, T ),Rm) (2.37)⎧⎨
⎩
for each n ∈ N, for each t ∈ [0, tn] we have
that k(t, s) is measurable on [0, t] and k(t) = ess sup |k(t, s)|,




for each n ∈ N, the map t → kt is continuous
from [0, tn] to L∞([0, tn],Lm×m[0, tn]);
here kt (s) = k(t, s).
(2.39)
Let S(Rm) ⊆ C([0, T ),Rm) denote the solution set of (2.32).
On the interval In = [0, tn] we let Fn on C(In) = En be defined by
Fn(y) =
{




a.e. t ∈ In
}
and An on L1(In) by




Note for m n and y ∈ C(Im) = Em that{




a.e. t ∈ In
}
= {u|[0,tn]: u ∈ L1(Im): u(t) ∈ G(t, y(t)) a.e. t ∈ Im}.
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Before we state our existence principle we need to introduce two more conditions. First suppose
the following condition holds:⎧⎨
⎩
there exists a continuous function φ : [0, T ) → [0,∞)
such that |y(t)| φ(t) for t ∈ [0, T ) for all possible
solutions y ∈ C[0, T ) to (2.32).
(2.40)
Let  > 0 be given and let τ : Rm → [0,1] be the Urysohn function for(
B(0,1),Rm\B(0,1 + ))
such that
τ(x) = 1 if |x| 1 and τ(x) = 0 if |x| 1 + .
Let G(t, y) be given by






and associated with (2.32) we consider the problem







ds for t ∈ [0, T ). (2.41)
Finally we assume the following condition is satisfied:{|w(t)| φ(t) for t ∈ [0, T ) for any possible
solution w ∈ C[0, T ) to (2.41). (2.42)
The following existence principle was established immediately from Theorem 2.2 (with the spe-
cial case E = C[0, T )) in [2].
Theorem 2.3. Suppose (2.33)–(2.40) are satisfied. Let  > 0 be given and assume (2.42) holds.
Then S(Rm) is nonempty, compact and connected.
We now use Theorem 2.3 to obtain a new existence result for (2.32). First recall a function
g : [0, tn] × R → R (n ∈ N fixed) is an L1-Carathéodory function if
(a) the map t → g(t, y) is measurable for all y ∈ R;
(b) the map y → g(t, y) is continuous for a.e. t ∈ [0, tn]; and
(c) for any r > 0, ∃μr ∈ L1[0, tn] such that |y| r implies |g(t, y)| μr(t) for a.e. t ∈ [0, tn].
A function g : [0, T ) × R → R is an L1loc-Carathéodory function if (a), (b) and (c) above hold
when g is restricted to [0, tn] × R for any n ∈ N .
Theorem 2.4. Suppose (2.33)–(2.35), (2.37)–(2.39) hold and in addition assume the following
conditions are satisfied:
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⎧⎪⎪⎨
⎪⎪⎩
there exists an L1loc[0, T )-Carathéodory function
g : [0, T ) × [0,∞) → [0,∞) such that
|G(t, x)r| g(t, |x|) for a.e. t ∈ [0, T )
and all x ∈ Rm,
(2.43)
g(t, x) is nondecreasing in x for a.e. t ∈ [0, T ), (2.44)⎧⎪⎪⎨
⎪⎪⎩
for each n ∈ N, the problem{
v′(t) = (supt∈[0,tn] k(t))g(t, v(t)) a.e. t ∈ [0, tn],
v(0) = |h|n
has a maximal solution rn(t) on [0, tn] (here rn ∈ C[0, tn])
(2.45)
and {
there exists a ψ ∈ C[0, T ) such that for each
n ∈ N we have rn(t)ψ(t) for t ∈ [0, tn]. (2.46)
Then S(Rm) is nonempty, compact and connected.
Proof. The result follows from Theorem 2.3 once we show (2.40) and (2.41) hold; in this case
φ will be ψ .
Let y ∈ C[0, T ) be any possible solution of (2.32). We claim∣∣y(t)∣∣ψ(t) for t ∈ [0, T ). (2.47)
If (2.47) is true then (2.40) follows with φ = ψ . Fix t ∈ [0, T ). Then there exists n ∈ N with






























for almost everywhere x ∈ [0, tn], so{
v′(x) (sups∈[0,tn] k(s))g(x, v(x)) for a.e. x ∈ [0, tn]
v(0) = |h|n.
Now [4, Theorem 1.10.2] guarantees that v(x)  rn(x) for x ∈ [0, tn], so in particular (2.46)
implies |y(t)| v(t) rn(t)ψ(t). Consequently (2.47) is true, so (2.40) is immediate.
Fix  > 0 and let w ∈ C[0, T ) be a possible solution of (2.41). We claim∣∣w(t)∣∣ψ(t) for t ∈ [0, T ). (2.48)
If (2.48) is true then (2.42) follows with φ = ψ . Fix t ∈ [0, T ) and let n ∈ N be such that t < tn.












for x ∈ [0, tn]. Essentially the same reasoning as above yields |w(t)|  v(t) rn(t) ψ(t), so
(2.48) is true. 
1380 D. O’Regan / J. Math. Anal. Appl. 324 (2006) 1370–1380Remark 2.1. A special case of (2.32) is first order differential inclusions. In fact in this case
assumption (2.44) can be removed in Theorem 2.4 (see the ideas in [1]).
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