In this paper we show lower bounds for a certain large class of algorithms solving the Graph Isomorphism problem, even on expander graph instances. Spielman [25] shows an algorithm for isomorphism of strongly regular expander graphs that runs in time exp{Õ(n [3] shows that k rounds of the Lasserre hierarchy is a generalization of the k-dimensional Weisfeiler-Lehman algorithm for Graph Isomorphism. These two facts combined make the Lasserre hierarchy a good candidate for solving graph isomorphism on expander graphs. Our main result rules out this promising direction by showing that even Ω(n) rounds of the Lasserre semidefinite program hierarchy fail to solve the Graph Isomorphism problem even on expander graphs.
Introduction
We analyze the Lasserre relaxations of the quadratic program for the GraphIsomorphism problem. In particular we show that a linear number of levels of the Lasserre hiearchy are required to distinguish certain classes of pairs of non-isomorphic graphs. This implies that a large class of semidefinite programs fails to provide a sub-exponential time algorithm for GraphIsomorphism. Our construction uses the construction of Cai, Fürer, and Immerman [27] , which was used to show that GraphIsomorphism cannot be solved in polynomial time by the k-dimensional WeisfelerLehman process (k-WL from now on, see Appendix A for more details), an algorithm subsuming a wide class of combinatorial algorithms. Our result therefore implies that, in the worst case, the Lasserre hierarchy does not out-perform these combinatorial algorithms.
The main motivation to study the GraphIsomorphism problem is its unique complexitytheoretic status. GraphIsomorphism is in NP ∩ coAM ( [12] cf. [7] ), and hence if GraphIsomorphism were NP-Complete, then the polynomial hierarchy would collapse to the second level ( [9] , cf. [7] ). On the other hand, the best known running-time for an algorithm for GraphIsomorphism is exp(O( n log(n))) [6] . GraphIsomorphism is the only natural problem with this status. As such, we hope that studying the Lasserre of GraphIsomorphism can also give unique insights into the power of semidefinite programs.
Recent algorithmic results show that when the underlying graph has expansion properties the Lasserre hierarchy works surprisingly well for problems including UniqueGames [2, 8, 13] , GraphColoring [1] , SparsestCut [13, 14] , MinBisection, EdgeExpansion, and SmallSetExpansion [13] . The special case of expanders is particularly interesting for the GraphIsomorphism problem since expansion properties have been leveraged to obtain better bounds for the special class of strongly regular graphs. 1 This is a class of highly structured graphs, which had been thought to be (and might still be) a major bottleneck to the GraphIsomorphism problem. Using the k-WL algorithm and bounds on the expansion of the graphs, Spielman was able to obtain an algorithm with running time exp(O(n 1/3 poly log(n))) [25] . More recently this has been improved to exp(O(n 1/5 poly log(n))) [5] . Both algorithms critically make use of expansion properties of certain classes of strongly regular graphs, raising the question of whether there are faster algorithms for isomorphism of expander graphs. We show that the graphs in our construction are expanders, and hence our result implies that the Lasserre hierarchy cannot solve GraphIsomorphism in sub-exponential time even in this special case.
Our result is an extension of the work of Atserias and Maneva, who showed that k-WL is equivalent to k ±1 rounds of the Sherali-Adams hierarchy [3] (a large class of linear programs). This extension is not trivial as for both Maxcut and VertexCover linear program hierarchies have been shown to fail on expanding graphs where very basic semidefinite programs succeed [23, 24, 10] .
The main technical ingredients of the proof consist in writing the isomorphism problem as a set of linear constraints over F n 2 , and then relating the cut-width of the graphs to the width of resolution proofs for the constraints. Finally we construct vectors which are solutions to the Lasserre relaxations using Schonebeck's construction for partial assignments to formulas with no small width resolution proof [22] .
Please see Appendix A for more background on GraphIsomorphism.
Independent Results
Similar results were shown independently by O'Donnell, Wright, Wu, and Zhou [21] . Through a construction also based on Cai-Fürer-Immerman graphs, they also show that Ω(n) rounds of Lasserre fail to solve GraphIsomorphism. Their reduction has the additional property which allows them to extend the results to the "Robust Graph Isomorphism" problem, where they show that Lasserre also fails to distinguish graphs that are "far" from being isomorphic -any permutation violates many edges.
Background and Notation
Functions We use the notation [k] to denote the set {1, . . . , k}. Let P(S) denote the powerset of a set S. Given a partial function f : S → T , we define dom(f ) to be {x ∈ S | f (x) is defined } For a function f : S → T , we denote the range of f on S ′ ⊆ S by f (S) ⊆ T . We denote the preimage of f on a set T ′ ⊆ T as f −1 (T ′ ). (The preimage of a set T ′ ⊆ T is the set {x ∈ S | f (x) ∈ T ′ }).
Given a function f : S → {0, 1}, with S a finite set, we define the parity of f to be the parity of |{x ∈ S | f (x) = 1}|. We will denote a function as 0 (the zero function) if it maps all its inputs to 0. A function f : {0, 1} n → {0, 1} is a k-junta if it only depends on k variables. That is there exist k integers i 1 , . . . , i k and a function g : {0, 1} k → {0, 1} such that for all x ∈ {0, 1} n we have
Note that h α is a |dom(α)|-junta.
Graphs An undirected graph G is a tuple (V, E) such that V is a finite set of vertices, and E ⊆ V 2 . We refer to the elements of E as edges. Given a graph G, we call V (G) the set of vertices of G, and E(G) the set of edges of G. We will represent an edge of E as a tuple of its two vertices. Given a graph G and I, J ⊆ V (G), let E(I, J) ⊆ E(G) = {(i, j) | i ∈ I, j ∈ J}. Also, we define the set of neighbors of v, as Γ(v) = {u | (v, u) ∈ E(G)}. Given a set S ⊆ G, let the induced subgraph of G on S be the graph (S, E ′ ) where
An undirected colored graph G is a tuple (V, E, c), where V and E are the same as in uncolored graphs, and c : V (G) → C is a function mapping vertices of G to a finite set of colors. Also, given a colored graph G and a vertex i, we define C(i) as the set of vertices with the same color as i. The expansion of a set S ⊆ V (G) is equal to Ex(S) = E(S,V (G)\S) min{|S|,|V (G)\S|} . The expansion of a graph is Ex(G) = min S⊆V (G) Ex(S).
Theorem 2.2.
[11] A random 3-regular graph has expansion greater than 0.54 with probability 1 − o(1).
The cutwidth of a graph G is defined to be
where π : V (G) → [n] is a permutation that orders the vertices; so that π([i]) denotes the first i variables in the ordering. We define the width of a graph G as follows:
where Ω ranges over monotone sets of P(V (G)) (i.e. S 1 ⊆ S 2 and S 2 ∈ Ω ⇒ S 1 ∈ Ω) such that ∅ ∈ Ω and V (G) ∈ Ω; and (S 1 , S 2 ) ∈ ∂Ω if S 1 ∈ Ω, S 2 ∈ Ω and S 1 = S 2 ∪ {i} for some element i.
It will be useful to state the results in terms of the cut-width. However, the proofs will use the graph width. This theorem tells us they are the same.
Definition 2.4.
A graph H is said to be a (k, t)-stretching of G if there exists an injective function g : V (G) → V (H) such that:
• (u, v) ∈ E(G) iff there exists a unique path
• For every simple path
, the length ℓ of this path is at most k.
• For every vertex v ∈ V (G) the number of vertices in u∈Γ
We say that g witnesses the fact that H is as (k, t) stretching of G.
Isomorphisms and Permutations Two (undirected) graphs G and H are said to be isomorphic if and only if there exists a bijective mapping π :
We then say that π is an isomorphism between G and H. For (not necessarily isomorphic) G and H, we define a partial isomorphism σ : V (G) → V (H) as an injective partial mapping between V (G) and V (H) such that σ is an isomorphism between the induced subgraph of G on dom(σ) and the induced subgraph of H on σ(dom(σ)). We denote the partial isomorphism ∅ as the partial isomorphism with dom(σ) = ∅. We denote by i → i ′ the partial isomorphism that only maps
If σ 1 and σ 2 are partial permutations, we say σ 1 and
Let P P (G) be the set of partial permutations. Let P (G) = P P (G) ∪ {⊥}. We define a function ∧ : P (G) × P (G) → P (G) as follows:
Linear constraints A linear constraint on k variables over F 2 is a constraint of the form i∈S x i = b for some set S ⊆ [n] and b ∈ {0, 1}. Given two linear constraints X 1 = i∈I x i = b i and X 2 = j∈J x i = b j , we abuse notation so that X 1 ⊕ X 2 denotes the constraint i∈I△J x i = b i ⊕ b j . Similarly we say that X 1 = X 2 if I = J and b i = b j .
Fourier Analysis Those interested in a broader view of Fourier Analysis are referred to [20] . Given a function f : {0, 1} n → {0, 1}, we definef :
We will use the following facts:
• For any functions f, g : {0, 1} n → {0, 1}, we have f + g(I) =f (I) +ĝ(I)
2 |I| , and for J ⊆ I,ĥ I (J) = 0, where h α is defined as in Definition 2.1.
..} is a sequence of events under distinct probability spaces, we say that A n occurs with high probability if P(A n ) → 1 as n → ∞.
Quadratic Program and Lasserre Relatation of GraphIsomorphism
The linear algebraic formulation of Graph Isomorphism is: given graphs G and H each with n vertices, represented by adjacency matrices A and B respectively, does there exist a permutation matrix such that X ⊤ BX = A? If we label the vertices of both G and H with the integers from 1 to n, this can be represented by the quadratic program ∀i, j
where x i→i ′ is an indicator variable that is 1 if vertex i in G maps to vertex i' in H and 0 otherwise. We consider the Lasserre hierarchy of this program, which relaxes the scalar variables to vectors instead. These are denoted by v σ where σ is a partial isomorphism from G to H; a simple example of such an σ is the single mapping i → i ′ .
We consider the Lasserre hierarchy of relaxations of this quadratic program. We define Σ r as the set of all partial isomorphisms from G to H with domain at most r. The constraints on the rth level are as follows:
It can be verified that if π 1 ...π k are each isomorphisms from G to H, p 1 , . . . , p k is a probability distribution (meaning that ∀i, p 1 ≥ 0 and
, then the following choice of vectors will satisfy (2a)-(2e): For σ a partial isomorphism,
This shows that indeed, the Lasserre SDP is a relaxation of the quadratic program.
The Cai-Fürer-Immerman Graphs
In this section we show how to apply the Cai-Fürer-Immerman gadget to a 3-regular graph. Our main result will be based on deciding GraphIsomorphism for these types of graphs. The following definition presents the gadgets which will be used to construct the Cai-Fürer-Immerman graphs. Definition 2.5. Given a vertex v with degree 3 and neighbors u 1 , u 2 , u 3 . 2 We define the colored graph CF I(v) as follows, from [27] :
• M (v), or the "middle vertices" of CF I(v), is a set of 4 vertices each labeled with one of the 4 different even parity functions from Γ(v) → {0, 1}. We will denote these vertices v bu 1 ,bu 2 ,bu 3 where b u i ∈ {0, 1} for i = {1, 2, 3} and
The color of these vertices is c(v).
• E(v), or the "edge vertices" of CF I(v), is a set of 3 pairs of vertices: (v, u i ) b for a different i ∈ {1, 2, 3} and b ∈ {0, 1}. For each i ∈ {1, 2, 3}, the pair (v,
(a new color, determined by c(v) and u i ).
•
The below figure illustrates CF I(v), the graph gadget, zoomed in at a particular vertex.
Remark 2.6. Note that the colors of CF I(v) ensure that any automorphisms of CF I(v) must map M (u) to M (u) and must map each exterior pair to itself.
The following claim helps to elucidate an important aspect of this gadget:
Proof. Let f be an automorphism of CF I(v), and let v bu 1 ,bu 2 ,bu 3 
and so by Remark 2.
. By process of elimination, we also obtain
.
Thus we can characterize Aut(CF I(v)) as being the set of even subsets of the edges of v ∈ G.
Putting together a Cai-Fürer-Immerman graph We define X f (G) for 3-regular G that have the property that each vertex is colored uniquely; this definition can be easily generalized to graphs that do not have these properties.
Definition 2.8. Given a 3-regular graph G such that each vertex is colored uniquely, and a function f : E(G) → {0, 1} we construct X f (G) as follows: Replace each vertex v ∈ G with CF I(v), and then add edges
One way to interpret f is that it specifies whether or not the edge (u, v) is "twisted" or not. To help understand this intuition, pictures of X f (G) for a couple functions f are provided in Appendix B.
Definition 2.9. We define Y f (G), an uncolored graph, as being X f (G) with all colors removed.
Lower-bounds for Graph Isomorphism
In this section we show our main result.
Theorem 3.1. Let G be a random 3-regular graph on n vertices and let f and g be functions from
and with high probability:
• There exist vectors satisfying equations (2a)-(2e) on the 0.06 · n level of Lasserre for graphs X f (G) and X g (G).
• Both X f (G) and X g (G) are (0.01)-expanders.
Theorem 3.1 shows that the Lasserre hierarchy relaxations of GraphIsomorphism described in (1) does not provide a subexponential time algorithm for GraphIsomorphism in general nor for graphs with constant expansion.
We will use the following three lemmas to prove the theorem.
Lemma 3.2. Let G be a 3-regular graph, and let f and g be functions from
are not isomorphic. Moreover, if f and g have the same parity, then
Lemma 3.3. Let G be a 3-regular graph with with cutwidth r, and let f and g be functions from E(G) → {0, 1} of different parity. Then there exist vectors satisfying equations (2a)-(2e) on the r/9th level of Lasserre for graphs X f (G) and X g (G).
Lemma 3.4. For any 3-regular graph G even parity function f :
Moreover if f is odd, and Ex(G) > 987/n, where n is the number of vertices in G, then
Ex(G). 3 . Proof Theorem 3.1. The first bullet follows directly from Lemma 3.2. By Theorem 2.2 a random 3-regular graph has expansion 0.54 with high probability. Assume this is the case for some G.
Claim 3.5. An n vertex graph G with expansion Ex(G) has cut-width greater than or equal to Ex(G)n/2.
Proof. Let π be some ordering of the vertices. Then consider cut
That is partition the vertices into the first half of the ordering and the second half of the ordering. Then by the expansion of G we have
Thus by Lemma 3.3 there exist vectors satisfying equations (2a)-(2e) on the 0.54n/9 = .06th level of Lasserre. And also by Lemma 3.4 for large enough n, both Ex(X f (G)) and Ex(X g (G)) have expansion 0.54n/54 = .01 · n Our roadmap for proving these three lemmas is as follows:
• In this section, we first prove Lemma 3.2, the nonisomorphism of Y f (G) and Y g (G), if f and g have different parity. This Lemma was proven in [27] when the isomorphism must respect the colors. However, we do not assume that
are colored graphs in this section.
Thus our results apply to the general isomorphism problem. Elsewhere, we will assume that each vertex of G has a unique color; this assumption only adds additional constraints to our vectors, so our vectors will also work in the uncolored setting.
• Next, we set out to prove the main technical result, Lemma 3.3. We view the problem of mapping X f (G) to X g (G) as a series of linear constraints over F n 2 that we call ϕ(G, f, g). A partial isomorphism of graph vertices will map to a partial assignment of variables in such a way that a partial isomorphsim corresponds to a partial assignment that does not violate any of the constraints of ϕ(G, f, g).
• Next, we show that if G has cutwidth r, then there is no small width resolution proof of ϕ(G, f, g).
• Next, we define vectors satisfying the Lasserre constraints of a partial isomorphism by looking at the corresponding partial assignment to ϕ(G, f, g), and then using the vectors defined in [22] for partial assignments to formulas with no small width resolution proof. In the following section, we then show that these vectors satisfy the Lasserre constraints of GraphIsomorphism.
• Finally, we prove Lemma 3.4 which show that X f (G) is an expander graph as long as G is, and since random graphs have constant expansion with high probability, this will certainly be the case, showing that Lasserre cannot solve GraphIsomorphism even on such cases. While it seems that this should follow almost trivially from the expansion of G, the proof is trickier than it first appears, and as such is proved in the last section.
Nonisomorphism of Y f (G) and Y g (G)
Lemma 3.2 (Restated) Let G be a 3-regular graph, and let f and g be functions from E(G) → {0, 1} of different parity. Then Y f (G) and Y g (G) are not isomorphic. Moreover, if f and g have the same parity, then
Proof. First, we prove that if f and g have the same parity, then
To do this, we show that X f (G) and X g (G) are isomorphic if f and g differ in exactly 2 edges; the conclusion follows since isomorphism of two graphs is transitive. Let (u, v) and (u ′ , v ′ ) be the edges in which f and g differ. Consider the following isomorphism π between f and g: Let P = (u 1 , u 2 , . . . , u k ) be a simple path of adjacent edges connecting (u, v) and
. P is guaranteed to exist because G is connected. Let π be the isomorphism that for vertex p i where 2 ≤ i ≤ k − 1 π "flips" p i 's edge variables corresponding to the edges (p i , p i−1 ) and
, and the middle vertices of CF I(p i ) are mapped such that π(
Observe that the "twisted" status of each edge is unchanged in π, except for the edges (u, v) and (u ′ , v ′ ). It can be seen that π is an isomorphism between X f (G) and X g (G).
We now show that if g has odd parity,
. Assume for sake of contradiction that there is some isomorphism
, π must map middle vertices to middle vertices and edge vertices to edge vertices.
Proof. It is easy to verify that the number of distinct vertices within distance 3 of a middle vertex is 19 (including the original vertex), while the number of distinct vertices within distance 3 of an edge vertex is 20 (including the original vertex). Since isomorphisms must preserve distance between vertices, this implies that any mapping that maps an edge vertex to a middle vertex cannot be extended to an isomorphism.
Thus π maps middle vertices to middle vertices. Consider the induced subgraph
)-stretching of G (recall that this means Y 0 0 (G) can be obtained by replacing each edge in G by a path of length 3). Let S be the image of Y 0 0 (G). Because π is an isomorphism that maps middle vertices to middle vertices, S has the following properties:
• S has |V (G)| middle vertices
• For each middle vertex in S, there are 3 disjoint length 3 paths to adjacent middle vertices in S.
Note that the second property implies that if S contains a middle vertex of some v ∈ V (G) then S also contains a middle vertex in each of v's neighbors. Thus S contains exactly one middle vertex from each vertex in G.
be the middle vertex in S. Since for each middle vertex in S, there are 3 disjoint length 3 paths to other middle vertices in S, the set of bits b (u,v) | (u, v) ∈ E(G) must satisfy the following constraints:
However, summing together all of these constraints yields the equation 0 = 1 since g is odd, which is a contradiction. Thus there is no S such that the induced subgraph of
Relating Permutations to 3XOR assignments
Our first step is to relate partial isomorphisms on Cai-Fürer-Immerman gadgets applied to 3-regular graphs to partial assignments of variables within linear equations over F n 2 . This process is greatly simplified by the colors of Cai-Fürer-Immerman gadgets, as the color constraints on partial isomorphisms allows us to view permutations of vertices in terms of binary decisions. In particular, for each (u, v) ∈ E(G), if σ is a partial permutation, either ∀b ∈ {0, 1} σ ((u, v) 
b⊕1 . This allows us to encode the partial permutations with partial assignments to a particular set of linear equations, which will specify constraints required for a partial permutation to be extendable to a partial isomorphism in the context of Cai-Fürer-Immerman graphs. Our construction will create a variable x (u,v) for each exterior pair of vertices of an edge (u, v) ∈ E(G). We also create variables y (u,v) which will encode the mapping of the internal vertices. The semantic meaning of these constraints will then be made clear in Definition 3.9.
Definition 3.7. Given G, f, g we produce ϕ(G, f, g), a series of linear constraints as follows:
• For every vertex v ∈ V (G) with neighbors u 1 , u 2 , u 3 create 6 Boolean variables: x (v,u i ) and y (v,u i ) for i ∈ {1, 2, 3}.
• For every vertex v ∈ V (G) with neighbors u 1 , u 2 , u 3 create 4 constraints:
• For every edge (u, v) ∈ E(G), create a constraint:
Definition 3.8. Let σ be a color-preserving partial permutation between X f (G) and X g (G). We say that σ is harmonious if it is never the case that:
Definition 3.9. Let σ be a harmonious partial permutation between X f (G) and X g (G). We define α σ , a partial assignment to ϕ(G, f, g), as follows:
Note that α σ is well-defined because σ is harmonious.
In light of Definition 3.9, the constraints in Definition 3.7 can be viewed as the following constraints on partial permutations to be extendable to a partial isomorphism from X f (G) to X g (G):
• For any v ∈ V (G) with Γ(v) = {u 1 , u 2 , u 3 }; for any i ∈ {1, 2, 3} if (v, u i ) b ∈ dom(σ) and v bu 1 ,bu 2 ,bu 3 ∈ dom(σ) for some values of b, b u 1 , b u 2 , b u 3 , then σ must preserve the edge relation between these two vertices.
• For any v ∈ V (G), if Γ(v) = {u 1 , u 2 , u 3 }, and v bu 1 ,bu 2 ,bu 3 ∈ dom(σ) for some values of b u 1 , b u 2 , b u 3 , σ must change an even number of b u 1 , b u 2 , b u 3 , since otherwise the vertex σ is mapping v bu 1 ,bu 2 ,bu 3 to does not exist.
• 
ϕ(G, f, g) requires high-width refutation proofs
Let G be a graph with cutwidth r + 1, and let f, g be functions from E(G) → {0, 1}. Now we build some tools up to reason about the partial assignments of ϕ(G, f, g). The following defines a "step" in the resolution process.
Definition 3.10. Given sets S, T ⊆ E(G), we say that S ⊢ + T if there exists a constraint φ ∈ ϕ(G, f, g) such that
We say that S ⊢ − T if there exists a constraint φ ∈ ϕ(G, f, g) such that
With the notion of a "step" in hand, we now define the notion of a width-w "proof" as follows:
Definition 3.11. Given sets S, T ⊆ E(G) satisfying |S| ≤ w and |T | ≤ w, we say that S ∼ + w T if there exists a finite sequence {S i | i ≤ t} such that:
• |S i | ≤ w for all i,
• The number of i such that S i ⊢ − S i+1 is even.
We say that S ∼ − w T similarly, replacing "even" with "odd" in the last item. Furthermore, we say that S implies T via width-w resolution denoted S ∼ w T if either S ∼ + w T or S ∼ − w T .
Intuitively, S ∼ + w T means that given the parity of S we can prove using width-w resolution on ϕ(G, f, g) that the parity of T is equal to the parity of S, and S ∼ − w T means that given the parity of S we can prove using width-w resolution on φ G that the parity of T is opposite to the parity of S.
Proposition 3.12. Let G have cutwidth r + 1, then ϕ(G, f, g) cannot be refuted by width-r resolution.
Proof. We show that ∅ ∼ − r ∅. Suppose that ∅ ∼ − w ∅ . Let {S 0 , . . . , S k } be a sequence that is a witness to this fact. We show that w > r. Proof. Note that each v ∈ G ′ must appear in an even number of φ that are used in the proof, since S k = ∅. However, all variables of ϕ(G, f, g) appear in exactly 2 constraints in ϕ(G, f, g). Thus if a constraint φ is used an odd number of times in the proof, each constraint sharing a variable with φ must also be used an odd number of times. Since G is connected, this implies that if any constraint is used an odd number of times, then all constraints are. However, some constraint must be used an odd number of times because by definition of {S 0 , . . . , S k } there are an odd number of i such that S i ⊢ − S i+1 . This implies that there must exist a constraint containing the constant 1 appearing an odd number of times. And thus, at S k all constraints have been used an odd number of times.
We consider when the middle vertex constraints y (v,u 1 ) ⊕ y (v,u 2 ) ⊕ y (v,u 3 ) = 0 are used. Let the set ω(S i ) ⊆ V (G) be defined as containing the vertices whose corresponding middle vertex constraints have been used an odd number of times in resolving from S 0 to S i . Then
because there is at least one variable in S i corresponding to each edge in
By Theorem 2.3 we know that if G has cut-width r + 1, then there exists a monotone set Ω of P(V (G)) such that r + 1 = min (S 1 ,S 2 )∈∂Ω max i∈{1,2} E(S i , V (G) \ S i ). Recall (S 1 , S 2 ) ∈ ∂Ω if S 1 ∈ Ω, S 2 ∈ Ω and S 1 = S 2 ∪ {i} for some element i.
Then ω(S 0 ) = ∅ and ω(S k ) = V (G). Thus it must be the case, that (ω(S i ), ω(S i+1 )) ∈ ∂Ω for some i. However, at this point, max j∈{i,i+1} E(S j , V (G) \ S j ) ≥ r + 1, and thus S j contains at least r + 1 variables.
Corollary 3.14. If G has cutwidth r+1, then for any S, T with at most r/3 variables, it is not possible for S ∼ Remark 3.15. Note that ∼ w is an equivalence relation for all w.
Vectors satisfying equations (2a)-(2e)
Definition 3.16. Let L r/3 be the set of subsets of at most r/3 variables of ϕ(G, f, g) Definition 3.17. Define E r/3 = L r/3 / ∼ 2r/3 as the set of equivalence classes over ∼ 2r/3 ; for each equivalence class e ∈ E r/3 , we arbitrarily choose an exemplar S 0 ∈ [S 0 ] r/3 . Given an equivalence class [S], we will denote its exemplar as [S] 0 . We will drop the subscript if its value is clear from context.
For sake of notational convenience, ∅ ∈ [∅] 0 ; note that [∅] r/3 is the class of elements of L r/3 which we know the parity of using a width-2r/3 resolution proof without any other assumptions. Definition 3.18. We define a function γ : L r/3 → {−1, +1} by
Note that this definition of γ is well-defined by Corollary 3.14.
Definition 3.19. For σ ∈ P (G), define the function h σ : {0, 1} |E(G)| → {0, 1}, indexing the input bits with edges of G, such that for harmonious partial permutation σ, h σ (w) = 1 if for all (u, v) ∈ E(G): x (u,v) , x (v,u) , y (u,v) , y (v,u) are either undefined by α σ or equal to w (u,v) . Otherwise h σ (w) = 0. If σ is not harmonious or σ = ⊥, then h σ = 0.
With these definitions in hand, we are ready to define the proposed vectors.
Definition 3.20. Let σ be a partial function mapping X f (G) to X g (G) such that |dom(σ)| ≤ r/9. If σ is harmonious and color-coordinated, then
where e [S] is a vector with |E r/3 | coordinates; the coordinate indexed by [S] is 1 and all remaining coordinates are 0. Otherwise, v σ = 0. Proof. In this case, the function h ∅ = 1 and so h ∅ (χ I ) = 1 if I = ∅ and 0 otherwise. Therefore, v ∅ = e [∅] , and thus ||v ∅ || = 1.
Proof that these vectors satisfy Lasserre Constraints
Proof. First, we explicitly compute the vectors for σ that map just one vertex using Definitions 3.9 and 3.20. These computations are straightforward but cumbersome, and are presented in Appendix C.
• For (u, v) ∈ E(G),
• For u ∈ V (G) with Γ(u) = {u 1 , u 2 , u 3 }, assuming that γ(u, u i ) = 1 for all i, we have Now, we partition the (i, j) pairs into the following 3 cases, and show that (2b) holds in all of them:
• Case 1: (i, j) such that that E(C(i), C(j)) = 0 • Case 2: (i, j) such that ∃w such that i ∈ M (w) and j ∈ E(w) or vice versa Case 2: Suppose there exists w such that i ∈ M (w) and j ∈ E(w). In particular, let Γ(w) = {u 1 , u 2 , u 3 }, and suppose without loss of generality that i = w bu 1 ,bu 2 ,bu 3 and j = (w, u 1 ) c . Since
, we restrict our summation to be over i ′ and j ′ that share a color with i and j, respectively. Thus we only consider (i ′ , j ′ ) pairs such that
and j ′ = (w, u 1 ) ′ c ′ , with u 1 ⊕ u 2 ⊕ u 3 = 0, and so
Recall that by definition of X f (G) and
, as each of its terms must be 0. If A ij = 1, then B i ′ j ′ = 1 for all nonzero v i→i ′ , v j→j ′ , and so
There are two solutions to the constraint ((c ⊕ c ′ ) = (u 1 ⊕ u ′ 1 )), and with fixed u 1 , there are 2 solutions to u 1 ⊕ u 2 ⊕ u 3 = 0, making for a total of 4 solutions. Thus v) ), we have that
Fixing the other 4 variables, there are 2 choices of (
Proof. We split the proof into 2 main cases. If σ 1 and σ 2 are consistent and σ 1 ∧ σ 2 is colorcoordinated and harmonious, σ 1 and σ 2 are both harmonious, and so by construction of h and definition of ∧, we have h σ 1 · h σ 2 = h σ 1 ∧σ 2 . If these conditions are not satisfied, we show that h σ 1 · h σ 2 = 0, as h σ 1 ∧σ 2 = h ⊥ = 0 in these cases.
• If σ 1 ∧ σ 2 is not color-coordinated, then one of σ 1 or σ 2 is not color-coordinated, and so h σ 1 = 0 or h σ 2 = 0, and thus h σ 1 · h σ 2 = 0.
• If σ 1 and σ 2 are inconsistent, then h σ 1 · h σ 2 = 0 by definition of h, as they encode partial permutations that are mutually exclusive.
• If σ 1 ∧ σ 2 is consistent but not harmonious, then if σ 1 or σ 2 are not harmonious, then h σ 1 = 0 or h σ 2 = 0. Otherwise, let u be a vertex that is a witness to the fact that σ 1 and σ 2 are not harmonious, and for i ∈ {1, 2}, constructσ i to be the same as σ i , except thatσ i is defined for all vertices in M (u) for each. By construction, hσ i = h σ i , butσ 1 andσ 2 are not consistent, and so h σ 1 · h σ 2 = hσ 1 · hσ 2 = 0.
From this, we know that
The rest of the proof follows that of [22] , following from the fact that the fourier coefficients of h σ 1 ∧σ 2 and h σ ′ 1 ∧σ ′ 2 are the same, and thus we can write v σ 1 , v σ 2 in terms of only h σ 1 ∧σ 2 , the fourier coefficients of h σ 1 ∧σ 2 .
It will follow that if
because the fourier coefficients
The second line follows from expanding the summands. The third line follows from the fact that
and because h σ 2 is a r 3 -junta (since σ has r 9 mappings, each of which induce a dependence on at most 3 bits of h σ 2 ), h σ 2 (S∆U ) = 0 if the size of S∆U is greater than 
Proof. Using the fact about fourier functions thatf (x) +ĝ(x) = f + g(x) for all f and g, To prove this theorem, we define the k-clustering of a graph which can be though of as a graph where each vertex u is replaced with a clique of size deg(u), and each of the vertices in the clique is connected to one other node in a clique corresponding to a neighbor of u.
Definition 5.1. The clustering of an undirected graph G, is a graph which we denote Cl(G) which has two vertices (u, v) and (v, u) for each edge (u, v) ∈ E(G). And E(Cl(G)) = { ((u, v), (v, u) 
Additionally, we recall Definition 2.4 that H is a (k, t)-stretching of a graph G if it can be obtained from G by inserting at most k vertices into each edge in such a way for any particular vertex, at most t vertices are inserted into its incident edges.
We now present two Lemmas that we will use in the proof of the main theorem. We defer their proofs until later.
Lemma 5.2. Let G be a graph with min-degree at least 3 and max-degree s, then Ex(Cl(G)
We are now ready to prove Theorem 3.4.
Proof. For now, assume that f ≡ 0, we will later show how to get rid of this assumption.
We partition the vertices of X f (G) into the sets S 0 and S 1 .
and S 1 = V (X(G)) \ S 0 , and let X 0 f (G) be the induced subgraph of X f (G) on S 0 and X 1 f (G) be the induced subgraph of X f (G) on S 1 .
We now observe that both X 0 f (G) and a (2, 6) -stretching of G. Observe that the function g : V (G) → X 0 f (G) such that g(u) = u 0,0,0 is a witness to this fact. Thus by Lemma 5.3 we know that Ex
Second, X 1 f (G) is a (1, 2)-stretching of Cl(G), the clustering graph of G. Observe that the function g((u, v)) = (u, v) 1 witnesses this fact, so that the clique edges of the Cl(G) have an added midpoint, but the edges connecting cliques do not. Thus by Lemma 5.2 and Lemma 5.3 we see that
We also note that Thus regardless of the choice of
and so Ex(X f (G)) ≥
Ex(G)
54 . It remains to relax the assumption that f is the zero function. For any f with even parity X f (G) ∼ = X 0 (G). By the same reasoning, we need only show that X f (G) where the first edge is 1, is also an expander.
Let f have odd parity. Fix a set S ⊆ V (X f (G)) containing at most half the vertices. We will show that the expansion of S is large.
First consider the case that there exists an edge (u,
where (u, v) is the only twisted edge. Let π be the isomorphism between these graphs. Then the expansion of S is identical to the expansion of π(S). But V (X g (G)) is identical to V (X 0 (G)) except for edges between these four vertices-none of which are in π(S). Thus its expansion is identical to the expansion of π(S) in V (X 0 (G)) and is at least Ex(G)/54.
Next consider the case that there is no such edge (u, v) ∈ E(G). This mean that S contains at least one vertex from each of these 3n/2 sets, so must be of size 3n/2. Note that
) with only one only twisted edge. Let π be the isomorphism between these graphs. Then the expansion of S is identical to the expansion of π(S). But V (X g (G)) is identical to V (X 0 (G)) except for 2 edges. Thus the number of edges leaving π(S) in V (X g (G)) is at least the number of edges leaving π(S) in X 0 (G)) minus 2. Thus the expansion of S in V (X f (G)) is at least
555 Ex(G) as long as ExG > 987/n we have that the expansion of S in V (X f (G)) is greater than Ex(G)/12.
We now prove Lemma 5.2.
Proof. Let S ⊆ V (Cl(G)) such that |S| ≤ V (Cl(G))/2 with minimum expansion be given.
If Ex(S) ≥ 1, then because Ex(G) ≤ s, Ex(Cl(G)) ≥ 1 s Ex(G) follows. Thus, we now assume that Ex(S) < 1. Let C(u) := {(u, v) | (u, v) ∈ E(G)}.
Claim 5.4. If S is a set of minimal expansion and Ex(S) < 1, then for all u ∈ V (G) either
Proof. Suppose that there exists a u ∈ V (G) such that there exists x, y such that (u, x) ∈ S but (u, y) / ∈ S.
Case 1: Suppose that 0 < |C(u) ∩ S| ≤ |C(u)| − 2. We will show that the set S ′ = S \ C(u) has less expansion than S, contradicting the minimal expansion property of S. At most |C(u) ∩ S| edges are in E(S ′ , S ′c ) that are not in E(S, S c ) (the outgoing edge from C(u) adjacent to each vertex in C(u) ∩ S); but there are at least 2|C(u) ∩ S| edges in E(S, S c ) that are not in E(S ′ , S ′c ) (the edges within C(u)). Thus E(S ′ , S ′c ) ≤ E(S, S c ) − |C(u) ∩ S|. Giving us
the second inequality holding because Ex(S) < 1.
We will show that the set S ′ has less expansion than S, contradicting the minimal expansion property of S. Either way we define S ′ , the only edge that can be in
} whose cardinality is at least 2 since G has min-degree 3, so E(S ′ , S ′c ) ≤ E(S, S) − 1. We note that
the third inequality holding because Ex(S) < 1.
Given the above claim, we can provide a subset T ⊆ V (G) such that Ex(T ) ≤ sEx(S), which will prove the Lemma. Let T = {u | C(u) ∩ S = C(u)}. We note that |E(T, T c )| = |E(S, S c )| since ((u, v), (v, u)) ∈ E(S, S c ) if and only if (u, v) ∈ E(T, T c ) and by the Claim, no intracluster edges exit S. Furthermore |T | ≥ 
as claimed.
We now prove Lemma 5.3.
ks Ex(G) follows. Thus, we now assume that Ex(S) < 2 k . Let g witness the fact that H is a (k, t)-stretching of G. Claim 5.5. If S is a set of minimal expansion and Ex(S) < 2 k , then for each (u, v) ∈ E(G):
• g(u), g(v) ∈ S, in which case none of P (u, v) is in S.
• g(u) ∈ S but g(v) ∈ S, in which case there exists i * such that p(u, v) i ∈ S for 0 ≤ i ≤ i * and p(u, v) i ∈ S for i * < i ≤ ℓ; similarly for g(v) ∈ S but g(u) ∈ S.
• g(u), g(v) ∈ S in which case all of
Proof. Consider the case where g(u), g(v) ∈ S. We claim that no vertex of P (u, v) \ g(V (G)) is in S. If some were, then the set S ′ = S \ P (u, v) would have less expansion then S violating its minimality property. There is at least two edges which go from S ∪ P (u, v) to P (u, v) \ S. But S ′ has no edges which goes from S ′ ∪ P (u, v) to P (u, v) \ S. Because S and S ′ differ only on P (u, v) \ g(V (G)), we know that S ′ has at least two fewer edges leaving it than S. But S ′ also has at least |S| − k vertices. Thus Ex(S ′ ) =
The penultimate inequality follows because Ex(S) < 2 k . Say that g(u) ∈ S and g(v) ∈ S, but there is no i * such that p(u, v) i ∈ S for 1 ≤ i ≤ i * and p(u, v) i ∈ S for i * < i ≤ ℓ. Then |E(S ∩ P (u, v), P (u, v) \ S)| > 2. Let j * be the number of vertices in P (u, v) ∩ S. The set S ′ = (S \ P (u, v)) ∪ {p(u, v) i } 0≤i<j * will have less expansion then S violating its minimality property. Note that |E(S ′ ∩ P (u, v), P (u, v) \ S ′ )| = 1. Because S and S ′ differ only on P (u, v) \ g(V (G)), we know that S ′ has at least one fewer edges leaving it than S. However, because |S| = |S ′ | we see that Ex(S ′ ) < Ex(S).
The case where g(v) ∈ S and g(u) ∈ S is symmetric. Finally, consider first the case that g(u), g(v) ∈ S, but some vertices of P (u, v) are not in S. Then the set S ′ = S ∪ P (u, v) would have less expansion than S violating its minimality property.
, we know that S ′ has at least two fewer edges leaving it than S.
The penultimate inequality follows because Ex(S) < 2 k .
Given the above claim, we can provide a subset T ⊆ V (G) such that Ex(T ) ≤ (t + 1)Ex(S), which will prove the Lemma. Let T = g −1 (S). By Claim 5. there is no guarantee that when the algorithm converges the two graphs are indeed isomorphic. For example, for uncolored regular graphs of the same degree, the procedure does not even get started. This procedure was first introduced by Weisfeiler and Lehman [26] k-WL A natural generalization of this algorithm looks at more than neighbors for refinement. The k-dimensional Weisfeler-Lehman process (k-WL from now on) generalizes the refinement step described above. The new color of a vertex v is given by the set of (colored) isomorphism types of the subgraphs of size k that include v. We refer the reader to [27] for a more complete description of this process, as it is not required to understand this paper. Since it must look at all subsets of vertices of size k, the new algorithm runs in time n O(k) . There was hope that k-WL for small values of k might solve GraphIsomorphism. This was shown not to be the case by Cai, Fürer, and Immerman [27] . They constructed families of non-isomorphic pairs of graphs that fail to be distinguished by the k-WL algorithm for any k = Ω(n), thus ruling out a subexponential running time. Recently, Atserias and Maneva showed that k-WL is equivalent to k ± 1 rounds of the Sherali-Adams hierarchy [3] . We extend their result to the Lasserre hierarchy, while relaxing the constants.
Group Theoretic Methods for GraphIsomorphism The approach that yields the fastest (worstcase) algorithms for GraphIsomorphism is group theoretic. These algorithms exploit the grouptheoretic structure of the space of permutations and the set of isomorphisms 4 . This approach was first introduced by Babai [4] . Luks used group theory in greater depth to obtain a polynomialtime algorithm for graphs of bounded degree [17] . Combined with a combinatorial trick due to Zemlyachenko, Luks's algorithm yielded an algorithm for GraphIsomorphism that runs in time exp( n log(n)) (see [6] ), which remains the best known run-time for the general problem.
It is noteworthy that group theory was first used in the GraphIsomorphism problem to obtain a polynomial-time algorithm for colored graphs with bounded color-class size [4] . The graphs constructed by Cai, Fürer, and Immermann [27] fall into this class, and thus are decidable in polynomial time even by this first application of group theory (though they were constructed a decade later).
GraphIsomorphism in practice GraphIsomorphism is of practical interest, and several software packages (see e. g. Nauty [18] , Saucy [16] and Bliss [15] ) use a combination of partition and refinement, backtrack search, heuristics, and some basic group theory to solve the problem. Unlike k-WL, which may or many not get a correct answer, but has a guaranteed running time; these algorithms guarantee a correct answer, but have no guarantees on running time. Experimental evaluation shows these software packages work well on a large variety of instances, including the particular Cai, Fürer, and Immerman instance that shows the failure of k-WL. Miazaki generalized this family of instances to be hard in practice. With repeated refinements, the software now can solve many these, at least when the instances are moderately sized (note that even a cubic running time would be prohibitive for graphs with on the order of 10 4 vertices). 
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