INTRODUCTION
High-quality general practice is an essential component of a well-functioning healthcare system, but performance varies across practices. [1] [2] [3] [4] One approach that is increasingly used in an attempt to maintain and improve high standards of care is regulation, 5 and most healthcare regulators across the world make use of some form of provider inspections. 6 Typically, these are pre-announced visits that follow a set structure and evaluate providers against certain standards or requirements. Depending on the size of the provider and the intensity of the inspection, these visits can require significant amounts of time and human resources, and they are an expensive method of assessing quality. As a result of this high cost, it has been suggested that inspections should, where possible, be targeted where the potential for improvement is greatest and most needed. 7 In England, health and social care providers are regulated by the Care Quality Commission (CQC), which was established in 2009 when the two previous regulators of health care and social care were merged. In the subsequent couple of years, several failures in care and management became very prominent in the media and politically. These included:
• excess deaths and poor care at Stafford Hospital, an acute hospital run by Mid-Staffordshire NHS Foundation Trust -in June 2010, the UK government announced there would be a public inquiry;
• patient abuse by staff at Winterbourne View private residential hospital for people with learning disabilities -this was exposed by a BBC television documentary in May 2011; and
Aim
To determine whether this set of indicators can be used to predict the ratings awarded in subsequent inspections.
Design and setting
This cross-sectional study was conducted using a dataset of 6860 general practice providers in England.
Method
The indicators and first-inspection ratings were used to build ordered logistic regression models to predict inspection outcomes on the four-level rating system ('outstanding', 'good', 'requires improvement', and 'inadequate') for domain ratings and the 'overall' rating. Predictive accuracy was assessed using the percentage of correct predictions and a measure of agreement (weighted κ).
Results
The model correctly predicted 79.7% of the 'overall' practice ratings. However, 78.8% of all practices were rated 'good' on 'overall', and the weighted κ measure of agreement was very low (0.097); as such, predictions were little more than chance. This lack of predictive power was also found for each of the individual domain ratings.
Conclusion
The poor power of performance of these indicators to predict subsequent inspection ratings may call into question the validity and reliability of the indicators, inspection ratings, or both. A number of changes to the way data relating to performance indicators are collected and used are suggested to improve the predictive value of indicators. It is also recommended that assessments of predictive power be undertaken prospectively when sets of indicators are being designed and selected by regulators. patient satisfaction, the management of chronic conditions, prescribing, disease prevalence, and emergency hospital admissions. Together, these indicators were intended to support inspections with information on which practices to inspect and on which aspects of care to focus on. 12, 13 Performance indicators were aggregated into ratings of potential risk based on expected indicator values; these were to be used to create priority bands for inspection. 13 Between September 2014 and January 2017, the CQC inspected 7330 practices, and awarded each of them one of four rating levels ('outstanding', 'good', 'requires improvement', or 'inadequate') in five domains ('safe', 'effective', 'responsive', 'caring', and 'well led'), along with an 'overall' rating that summarised the domain ratings. Although the CQC's IM indicators were not intended to replace inspections, this study examined whether they can be used to predict subsequent practice inspection ratings. This is important in terms of whether IM indicators can legitimately fulfil their aim to prioritise practice inspections or help determine the focus of inspection visits. The equivalent IM system for secondary care has been found to be of limited value in prioritising hospital inspection or determining the focus of inspection visits. 14, 15 Recent research has examined the CQC inspection process and its impact on performance. Regarding the process, CQC inspectors have been found to disagree on judgements on vignettes of real inspection data, so assessments by teams are considered more reliable, 16 and inspections were found to involve service users' views, but in a transactional manner and on the CQC's terms. 17 Regarding their impact, IM indicators for acute hospital trusts have been found to lack predictive power 15 and inspection of A&E departments has been found to have no impact on their performance metrics. 18 
METHOD Data
The published inspection ratings and corresponding inspection dates for the 7330 GP practices that were inspected between September 2014 and January 2017 were obtained on request from the CQC. Over the inspection cycle, some practices were re-inspected and their ratings updated. Only the rating from the first inspection was used in this study, as subsequent ratings were likely to have been influenced by the previous inspection process and outcomes. Data on the most recent practice inspections are freely available online. 19 For each of the inspected practices, the following data were obtained:
• the date of inspection;
• the date the rating was made public;
• the 'overall' rating; and
• the rating in each domain.
The IM dataset was also obtained from the CQC. There were two releases of IM, with indicator values being updated as new data were published. The second release 13 was used; this covered the time period from April 2013 until December 2014 and, therefore, corresponded to the majority (90%) of inspections. There were no further updates to IM, so the indicator values for practices inspected later in the cycle were more than 2 years old.
The indicators were selected by the CQC through consultation and testing, and detailed definitions (Box 1) and data sources were made available. 13 Data on one of the indicators -relating to emergency cancer admissions (GPHLIEC01) -were censored by the CQC for 1200 practices because of small numbers of admissions, resulting in a missing indicator value for these practices. As the statistical methods required a complete set of indicators, it was decided that this frequently missing indicator would be removed from the analysis. Each indicator was categorised by the CQC as relating to the 'effective', 'caring', or 'responsive' key domain; there were no indicators categorised to the other two domains ('safe' and 'well led') (Box 1). The raw indicator values were used to fully take account of the variations in indicators across practices.
The inspection ratings and IM datasets were merged to form one dataset containing rating and indicator data for the 6860 practices both monitored and inspected (470 practices were not included in the monitoring data).
How this fits in
Recent studies have questioned the utility of quality indicators in monitoring acute-hospital provider performance and targeting regulatory inspections; this study now extends this to general practice. It was found that the quality indicators in use from 2014 until 2017 were of little value in predicting subsequent inspection ratings and, as a result, suggestions regarding the future development of indicators include using more recent and up-to-date data, drawn from a wider range of sources, and considering changes over time. Responsive GPPS001 Percentage of GP Patient Survey a responders who gave a positive answer to the question 'Generally, how easy is it to get through to someone at your GP surgery on the phone?'
Box 1. The 33 Intelligent Monitoring indicators for general practice
Caring GPPS004 Percentage of GP Patient Survey responders who stated that they always or almost always see or speak to the GP they prefer Caring GPPS014 Percentage of GP Patient Survey responders who stated that the last time they saw or spoke to a GP, the GP was 'good or very good' at involving them in decisions about their care Caring GPPS015 Percentage of GP Patient Survey responders who stated that the last time they saw or spoke to a GP, the GP was 'good or very good' at treating them with care and concern.
Caring GPPS020 Percentage of GP Patient Survey responders who stated that the last time they saw or spoke to a nurse, the nurse was 'good or very good' at involving them in decisions about their care Caring GPPS021 Percentage of GP Patient Survey responders who stated that the last time they saw or spoke to a nurse, the nurse was 'good or very good' at treating them with care and concern Responsive GPPS023 Percentage of GP Patient Survey responders who were 'very satisfied' or 'fairly satisfied' with their GP practice's opening hours 
Statistical analysis
The rating levels were transformed into an ordered categorical variable ranging from 1 ('inadequate') to 4 ('outstanding'). Ordered logistic regression was used to model the relationship between the 'overall' ratings and the 32 IM indicators. The same methods and modelling approach were applied to the three domain ratings on their domain-specific indicators. From these regression results, the probability that a practice received each of the four rating scores was predicted. These probabilities were multiplied by the rating score (1-4) and summed to arrive at a single, expected predicted value. This continuous predicted value was transformed to a discrete predicted rating, based on the following rules:
• predicted rating = 1 ('inadequate') if predicted values ≤1.5;
• predicted rating = 2 ('requires improvement') if predicted values were >1.5 and ≤ 2.5;
• predicted rating = 3 ('good') if predicted values were >2.5 and ≤ 3.5; and
• predicted rating = 4 ('outstanding') if predicted values were >3.5.
This approach and set of rules approximated a simple prediction model that the CQC could have used when prioritising inspections based on existing information.
After fitting the regression model and generating the predicted ratings, a measure of agreement (weighted κ) was used to compare the predicted with the actual ratings, in line with methodologies outlined by Cohen 20 and Jakobsson and Westergren. 21 Cohen's weighted κ accounts for the level of agreement that would be expected by chance, and the test statistic measures the degree to which the predicted ratings improve -or not -on this level of chance agreement. Weighted κ ranges from -1 to 1, with a value close to 0 indicating little or no agreement beyond that expected through chance alone; a value close to 1 indicates strong agreement. A negative value indicates a level of agreement that is less than that expected by chance -that is, disagreement -while values in the 0.6-0.8 range indicate good agreement. 21 The usual weighting system was applied, as follows:
• when predicted and observed ratings were equal, the weighting was 1;
• when ratings differed by one or two rating levels, the weighting was two-thirds, or one-third respectively; and • when the difference was at the maximum (three rating levels), the weighting was 0. 20, 21 In an alternative approach, the four-level rating score was dichotomised by grouping 'inadequate' with 'requires improvement', and 'good' with 'outstanding'. The probability of being in either of these two groups was estimated by logistic regression. Figure 1 plots the inspections for each month dating from September 2014 until January 2017 for all 6860 practices in the dataset. The majority (5406 out of 6860, 78.8%) of practices were rated 'good'; very few (275 out of 6860, 4.0%) were rated 'inadequate'. A greater number of practices were inspected later in the cycle (from 2016 onwards) compared with earlier on. If the CQC had been using the IM dataset to prioritise inspections of practices that appeared to perform less well on the IM indicators, it could be expected that there would have been a pattern of more 'inadequate' and 'requires improvement' ratings earlier in the cycle; however, such a pattern was not apparent. Figure 2 plots the percentage of practices that received each rating for each of the five domains and for the 'overall' rating. The ratings were not particularly discriminating: in all domains, the majority of practices were rated 'good'. The 'caring' domain had the highest proportion of 'good' ratings and the 'safe' domain had the lowest.
RESULTS

Regression results
There were complete data on all 32 IM indicators for 5988 practices (87.3% of the dataset); these were used to predict the 'overall' rating. At the domain level, 6567 practices (95.7%) had complete data for the 24 indicators in the 'effective' domain, 6149 (89.6%) had complete data for all six indicators in the 'caring' domain, and 6835 (99.6%) for the two indicators in the 'responsive' domain. Table 1 compares the predicted 'overall' ratings from the ordered logistic regression with actual 'overall' inspection ratings, and uses the percentage of correct predictions and weighted κ to assess the level of agreement. The regression model is shown in Table 2 . It was found that 79.7% of actual ratings were predicted correctly; however, this occurred because the model predicted the great majority of practices to be rated 'good'. Specifically, there were 4818 practices rated 'good' after inspection; 5756 practices had a predicted rating of 'good' and 4694 of these predictions were correct (81.5% accuracy) ( Table 1 ). The prediction model performed most poorly at identifying the practices most in need of inspection, that is, those that received a rating of 'inadequate' or 'requires improvement'. There were 172 practices with an 'inadequate' inspection rating and none were predicted correctly (0.0% accuracy). Likewise, 728 practices had an inspection rating of 'requires improvement', but only 76 of these were predicted correctly (10.4% accuracy). The model also predicted that none of the 270 practices that were deemed 'outstanding' would be awarded such a rating (0.0% accuracy).
The weighted κ statistic of 0.097 meant that predicted ratings were 9.7% of the way between the level of agreement expected by chance and perfect agreement -this is very low, and far below the 0.6-0.8 range that would be considered good agreement. 20, 21 Figure 3 illustrates this point graphically by plotting the predicted inspection rating scores (prior to rounding to discrete categories) against actual inspection ratings. There was substantial overlap between the ranges of predicted inspection ratings for each of the four sets of actual inspection rating outcomes. Comparable models and predictions for the 'caring', 'effective', and 'responsive' domains are not shown but performed worse, with fewer accurate predictions and lower weighted κ statistics.
The dichotomised ratings score was used in a binary logistic regression to predict the probability of receiving a poor inspection rating ('inadequate' or 'requires improvement') compared with a good inspection rating ('good' or 'outstanding'), based on IM indicator values. The predicted probabilities for both groups indicated a higher degree of overlap than shown in Figure 3 and it was not possible to distinguish practices in greater need of inspection.
DISCUSSION Summary
The performance indicators in the CQC's IM dataset were found to have very limited ability to predict the inspection ratings of general practices in advance of inspection, and they also could not separate practices as being merely good or bad. Moreover, predictions were more likely to underestimate the need for inspection by predicting practices to have a better rating than was found on inspection. A data-driven approach to the prioritisation of general practice inspections using the IM indicators is unlikely to be effective unless significant improvements are made.
Strengths and limitations
This study used all but one of the IM indicators (emergency cancer admissions), and their raw values, examination of all domains with allocated indicators, and the large dataset of GP practices. Had the models found a reasonable fit to this entire dataset, split-sample testing or crossvalidation could have been conducted to get a fairer estimation of the predictive accuracy by fitting a model to a subset of GP practices chosen randomly or by inspection date (temporal validation), 22 and then applying the model to obtain predictions for the remainder of practices. The predictive ability of such out-of-sample testing would likely be lower than that found in this study's whole-dataset results because the model would have been tested on a subset of data different from that to which it had been fitted (tuned). One limitation was inherent in the inspection dataset: as actual inspection ratings were so undiscriminating, and were asymmetrically distributed across the four categories with nearly 80% of 'overall' ratings being 'good', it would have been difficult for any model to achieve predictive accuracy better than chance. Furthermore, it was only possible to test the power of IM at predicting domain ratings when the IM indicators were targeted at those domains ('effective', 'caring', and 'responsive'). It was not possible to do this for the domains of 'well led' and 'safe', as these had no IM indicators; practices tended to have poorer ratings in these domains.
Comparison with existing literature
A similar lack of predictive ability was found when analysing the IM system for acute hospitals, both overall, 14 and on the underlying domains (domains such as 'safe' and 'caring'). 15 There have not been any studies that find value in the IM data.
Implications for research and practice
It should be noted that CQC guidance on IM says that it was used to 'raise questions, not make judgements', 13 and that inspections draw on a much wider range of both quantitative and qualitative data; as such, one would not necessarily expect to find a very high level of agreement between predicted and actual inspection ratings. However, as so little agreement was found, it has brought into question how useful the IM indicators are to the inspection programme -it could also throw doubt on the validity and reliability of CQC inspection ratings, the IM indicators, or both, as measures of practice quality. The findings presented here raise important questions about what those indicators and the CQC inspection ratings were supposed to be measuring. If both sought to measure the quality of care or wider aspects of general practice performance, it is perhaps a surprise and a cause for concern that there seems to be so little agreement between them. Of course, the fact that CQC ratings for general practices were so unevenly distributed made it statistically more difficult for any dataset to have predictive value.
In its strategy for 2016-2021, the CQC has articulated its aim to move to a more intelligence-led model of regulation and inspection across all health and social care sectors, along with its plans to replace IM with a new system named CQC Insight. 23 Given that, it is worth considering the lessons that can be drawn from the research presented here. It is always important to be clear about the purpose of routine monitoring of performance indicators, and to incorporate testing and validation into their development and piloting before they are deployed in routine use. It may be attractive to make use of existing and available datasets, but their validity as measures of the quality of care or wider performance should be explored and tested. Such datasets will never be capable of predicting the outcomes of inspection perfectly (and, of course, if they were, there would be no need for such inspections), because inspections are able to draw on a much wider range of qualitative and quantitative data, as well as on the expertise and judgement of the inspection team. However, one should expect IM, CQC Insight, and other forms of routine monitoring to have some predictive value. It may be possible to improve their predictive value by using:
• more recent and up-to-date data;
• time-series data to take into account changes in provider performance over time; and
• a wider range of data from other sources, such as patient feedback. 24 In conclusion, it seems that CQC and other regulators should test and evaluate the validity and reliability of both performance indicator systems and inspection rating schemes if and when they are introduced; and arguably should continue to monitor validity and reliability routinely. If their predictive value cannot be demonstrated, this will limit the scope for CQC and other regulators to use risk-based or responsive regulatory models that target regulatory interventions such as provider inspections based on their reported performance.
