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Non-deterministic giant waves, denoted as
rogue, killer, monster or freak waves, have been
reported in many different branches of physics.
Their origin is however still unknown: despite the
massive numerical and experimental evidence,
the ultimate reason for their spontaneous forma-
tion has not been identified yet. Here we show
that rogue waves in optical fibres actually result
from a complex dynamic process very similar to
well known mechanisms such as glass transitions
and protein folding. We describe how the in-
teraction among optical solitons produces an en-
ergy landscape in a highly-dimensional parame-
ter space with multiple quasi-equilibrium points.
These configurations have the same statistical dis-
tribution of the observed rogue events and are
explored during the light dynamics due to soli-
ton collisions, with inelastic mechanisms enhanc-
ing the process. Slightly different initial condi-
tions lead to very different dynamics in this com-
plex geometry; a rogue soliton turns out to stem
from one particular deep quasi-equilibrium point
of the energy landscape in which the system may
be transiently trapped during evolution. This ex-
planation will prove fruitful to the wide commu-
nity interested in freak waves.
Observations of non-deterministic giant wave events
have been reported in many different fields, from oceanic
dynamics [1, 2], to financial markets [3] and light prop-
agation in optical fibres [4–7]. The origin of these phe-
nomena, denoted as rogue, killer, monster or freak waves,
is still unknown. Since the first report of optical rogue
solitons (RSs) in the supercontinuum generation (SCG)
occurring in optical fibres [4], a great effort has been
put in characterising these light pulses with extremely
large amplitudes. Despite the massive numerical and
experimental evidence [5, 6, 8–14], the ultimate reason
for their spontaneous formation has yet to be identified.
While it was suggested that RSs are exact solutions of the
nonlinear Schro¨dinger equation (NLS) such as Akhme-
diev’s breather [9, 15, 16] or the Peregrine soliton [17], or
rather solutions of a more general model [18–20], there
are strong indications that they originate from a combi-
nation of higher-order effects such as Raman scattering,
∗ andrea.armaroli@mpl.mpg.de
self-steepening and higher-order dispersions [8, 21]. Ex-
act solutions are pivotal to explain the nonlinear stages
of modulation instability (MI), which is observed under
continuous wave excitation, but their properties (ampli-
tude, finite background, periodic nature) are in contrast
to the arbitrary strong pulses which are detected when
exciting the optical fibre with ultrashort pulses. More
importantly this class of solutions does not give any in-
formation about the statistical distribution of high inten-
sity peaks, which like many extreme natural and social
phenomena, exhibits a heavy-tail behaviour [4, 11, 22].
At variance with previous studies, we treat the nonlin-
ear light propagation in an optical fibre as a dynamical
system out of equilibrium. In a complex medium such
as a molecular glass or soft-colloidal matter, the local
interaction between adjacent particles forms a global po-
tential, the energy landscape [23–27]. The landscape is
formed by many local minima and is a concept used in
different branches of physics to describe, for example, the
supercooling phase transition from a liquid to a glass.
We prove that our system explores the energy land-
scape generated by the weak interactions between neigh-
bouring NLS solitons, while the dynamics is accelerated
by the Raman effect, which leads to a continuous growth
of an equivalent temperature. Thus a RS turns out to have
its origin in one of the quasi-equilibrium points of the en-
ergy landscape, which corresponds to a deep minimum in
the interaction energy. This minimum also corresponds
to collisions between high energy pulses emerging during
the SCG process.
Finally, these quasi-equilibrium points in the landscape
exhibit the same heavy-tail statistical distribution of the
peaks detected in SCG experiments. This explanation
will prove to be extremely useful to all those communities
dealing with the study of freak waves [28–34].
I. THE ENERGY LANDSCAPE
The energy landscape can be built by starting from the
simplest model of soliton propagation in fibre optics: the
dimensionless NLS equation in anomalous dispersion [35]
i
∂u
∂z
+
1
2
∂2u
∂t2
+ |u|2u = 0, (1)
where u(z, t) is the normalised electric field envelope of
the pulse, z is the longitudinal coordinate along the fibre
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FIG. 1. Potential energy landscape and the emergence of rogue solitons in optical fibres (a-b) A pictorial represen-
tation of the energy landscape of a complex system represented as a two-dimensional surface: we observe many local minima
with various depth and location, separated by saddle points. The dynamics is strongly influenced by the initial conditions: we
highlight two different trajectories, one dropping into a deep minimum of the potential energy (white line) and one visiting
many shallow minima (yellow line). This explains why slightly different noise configurations around the input pulse generate
completely different dynamics, leading only rarely to rogue solitons. (c) We compare this simplified image with the interaction
of many solitons. It is characterised by the evolution in a multidimensional complex topology with many minima and saddles.
Rare events, due to collisions or higher order effects (as dispersion and Raman gain), trigger the system in regions with lower
energy, which is in our case the Hamiltonian of the NLS. We represent the energy landscape generated by soliton interaction by
the different values of H at different numerically-computed equilibria. The horizontal axis enumerates the solutions obtained
from different initial random conditions. The solution marked with a full circle is the exceptional solution, which we show in
Fig. 2.
and t is time. We study a regime, commonly observed
in experiments and numerical simulations, in which the
highly nonlinear dynamics can be described as a system
of N weakly-interacting solitons. The conventional strat-
egy consists in applying a variational approach and as-
suming for the solution of Eq. (1) the following Ansatz,
u(z, t) =
N∑
k=1
uk(z, t) (2)
with
uk(z, t) = 2νk sech[2νk(t− ξk)]ei2µk(t−ξk)+iδk (3)
where νk, µk, ξk and δk represent the amplitude, speed,
temporal delay and phase of each soliton, labelled by an
index k = 1, . . . , N . It is well established that one can
model the nearest-neighbour interactions of NLS solitons
as a system of ordinary differential equations (ODEs)
for the 4N parameters of Eq. (3) [35–42]. We denote
this model (detailed in Methods) as the weak-interaction
model (WIM).
The WIM can be reduced to a mechanical system un-
der the hypothesis of nearly equal amplitudes νk ≈ ν.
However we follow an approach similar to Ref. [27], where
the appearance and stabilisation of filaments in a nonlo-
cal medium was explained as a complex phase transition
of light, and we implement a numerical search for the
fixed points (stable or unstable equilibria, see Methods)
of the WIM, i.e. those points for which ν˙k = µ˙k = ξ˙k =
δ˙k = 0.
The basic idea here is to map the highly nonlinear
dynamics of rogue wave generation to a complex dynam-
ical topography in a highly-dimensional system, as it is
performed in many other branches of physics, like su-
percooled liquids, chemical reactions and protein folding
[23–25]. In those systems it is convenient to represent the
interactions as a potential energy landscape, as sketched
in Fig. 1(a,b), for a two-dimensional system. This land-
scape exhibits many minima of different depths, and sad-
dle points, along which the system can escape and jump
randomly from one configuration to another. In a mul-
tidimensional setting the central parameter is the saddle
order, which quantifies the ability of the system to escape
from a specific minimum configuration.
The WIM corresponds to a 4N -dimensional phase
space and we now discuss the properties of its equilib-
rium points in terms of saddle order and their relation to
minima of an equivalent global energy of the system. We
discover that the statistical distribution of these points
have exactly the same features of the rare-events due to
rogue wave generations observed in experiments.
The numerical procedure adopted here, and detailed
in Methods, allows us to find, for a fixed N , a large
variety of fixed points, amongst which we identify ex-
ceptional solutions, which are characterised by a large
amplitude soliton νk, and that correspond to the rogue-
soliton-generating collisions. Moreover we find many
other solutions, which comprise in general smaller multi-
ple unevenly-spaced intensity peaks.
In Fig. 2(a-b) we show an example of an exceptional
solution. We observe a typical pattern: a large amplitude
soliton (a1) is closely surrounded by two lower amplitude
solitons [see (a3)], and many others with smaller peak
amplitudes. The velocity of the main soliton is much
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FIG. 2. Equilibria of the weak interaction of NLS solitons (N = 40) and their statistical properties. (a-b)
Characterization of an exceptional solution with anomalously large peak: (a) fixed point of WIM, sorted according to the
position ξk; (b) squared amplitude and phase of the reconstructed field which shows a three peak structure, and an apparent
sign change across the pulse (the phase exhibits two subsequent jumps); in the inset we compare the structure factor of the
present solution (blue solid line) with a crystal the lattice constant of which is ∆ξave (green dashed line). In contrast to (b), we
show in (c) two different equilibrium solutions of the WIM which are much less intense and present a multiple peak structure:
in (c1) the peak is one order of magnitude smaller than in panel (b) and a trailing pulse appears, while (c2) exhibits two peaks.
These solutions correspond to the shallower minima in Fig. 1(c). Finally in (d) the statistical analysis of the solutions of WIM
is presented: (d) statistical analysis of the ensemble of the WIM solutions: histogram of the amplitudes exceeding the Q = 0.95
quantile of the distribution. In the inset the Weibull fit of the distribution in double logarithmic scale (N = 40).
larger than that of its neighbours (a2); phases are or-
dered across the triplet. We observe thus a solution com-
posed by a large peak surrounded by smaller oscillations.
This is confirmed by the plot of the squared modulus and
phase, Fig. 2(b). The RS solution appears as a dominant
peak superimposed with a smaller one with a different
speed. This gives rise to oscillations and phase jumps
across the profile. Any exceptional solution is actually
composed by many solitons, but these are arranged in
a non-periodic, disordered fashion (a glass of solitons, as
defined in the introduction). Indeed, we show in the inset
of Fig. 2(b) the structure factor (defined in Methods) of
our specific exceptional solution and compare it to that
of a regular lattice with a lattice constant equal to the
average separation occurring in our solution. In contrast
with regularly spaced equal peaks of an ordered arrange-
ment, the plot exhibits irregularly spaced peaks, typical
of glassy systems.
The WIM solutions of the kind shown in Fig. 2(b) seem
to qualitatively resemble the Peregrine soliton [17] or a
slice of an Akhmediev breather [9, 15]. This is though
misleading, because in our case we do not have an infinite
background, but a sum of pulses of different amplitudes,
which decay exponentially. The ratio of amplitudes is
not fixed and solutions with two peaks are also found.
Instead the Peregrine soliton and similar solutions of
higher-order models [19] exhibit a fixed ratio of the peak
versus the background. In order to further support the
energy landscape hypothesis we report in Fig. 2(c1,c2)
two different equilibrium solutions: the peak intensity is
one order of magnitude smaller than in Fig. 2(b), and
the field profile can have single or multiple peaks.
We remark two fundamental facts: first the considered
solutions are unstable fixed point of the WIM, with sad-
dle order (i.e. number of eigenvalues with positive real
part, see Ref. [27]) Ns ≈ 2N . Higher-order effects in op-
tical fibres permit to explore a broad range of irregular
solutions and the saddle order hints at the probability of
falling into such a solution. Second the exceptional so-
lution corresponds to a minimum value (among the nu-
merically found solutions) of the integrated Hamiltonian
density of the NLS, see Methods.
4According to this argument, in Fig. 1(c) we show a rep-
resentation of the energy landscape in the form of an enu-
meration of the values of H obtained numerically from
each different initial guess. Each point in Fig. 1(c) is a
quasi-equilibrium configuration. We notice that most so-
lutions correspond to small or vanishing quantities, many
solutions with H > −103 are found and the exceptional
solution of Fig. 2(b) clearly emerges. Shallower minima
correspond to solutions such as those shown in Fig. 2(c),
with smaller peak amplitudes and a multi-peaked struc-
ture.
The statistical analysis of the ensemble of solutions ob-
tained by the numerical solver is shown in Fig. 2(d). We
select the values of ν exceeding the Q = 0.95 quantile and
show that it exhibits a heavy-tail behaviour. To further
confirm this we fit the data to a Weibull distribution, uni-
versally used in the study of rogue wave events in optical
fibres: this probability density function is a prototypical
heavy-tail distribution which occurs in the description of
many extreme phenomena and was found earlier in the
distribution of rogue solitons [8]. The same can be done
for −H > 0 (not shown). We obtain again a heavy-tail
behaviour as expected. We remark that also the statisti-
cal moments are similar for the distributions of ν and H.
Specifically we use two parameters which summarise the
deviation of the distribution from the Gaussian case: the
skewness (3rd moment) γ¯ and the kurtosis (4th moment)
κ. We compute γ¯ ≈ 4 and κ ≈ 20, so that their prod-
uct is γ¯κ 10: this condition characterises a heavy-tail
statistics and corresponds exactly to what was found in
previous rogue soliton experiments [11]. This gives us fur-
ther confidence that the WIM model is an appropriate de-
scription of the physics behind rogue soliton formation in
fibres. In summary we are able to draw for the first time
a map of the topography of the energy landscape for the
soliton interactions, which turns out to comprise many
disordered solutions, among which a strongly peaked one
emerges.
II. SIMULATIONS
Next we simulate light propagation in an optical fibre
and compare the characteristic features of rogue wave
formation with the exceptional solutions of the WIM. We
consider the well-tested and universally used generalised
nonlinear Schro¨dinger equation (GNLS) and performed
accurate simulations with parameters similar to [8], see
Methods for details.
After a propagation length L = 25 m, we identify the
two most important scenarios: among all the realisations
of noise (i) the output exhibits the strongest peak—we
define it as type I RS—and (ii) the output contains the
most red-shifted soliton—we denote it as type II RS. We
report these two situations in Fig. 3(a) and (b) respec-
tively. It is a well-established fact [22] that the strongest
peak is not necessarily the most red-shifted, due to the
role played by collisions in locally enhancing intensity.
As described in the following, we find that the two sce-
narios correspond to two different kinetic processes in the
energy landscape.
After the initial stage of MI and pulse train gener-
ation, we observe between 16 m and 18 m that colli-
sions start to occur. In the first scenario, see Fig. 3(a),
they do not result in a dramatic splitting of the spectrum
into two parts (corresponding to the red-shifted soliton
and the main part of the pulse train), while many subse-
quent events lead to the observation of a peak at the fibre
output, which is itself a collision. The second scenario,
see Fig. 3(b), entails a more dramatic early event, which
transfers a large amount of energy to a single soliton and
leads to the appearance of a strongly red-shifted spectral
part. We show that these sequences of inelastic collisions
correspond to hopping from one metastable equilibrium
point to another in the energy landscape. We find that
it is crucial to follow the evolution of type I and type II
rogue soliton generation mechanisms beyond L = 25 m
and extend our simulations up to L′ = 40 m.
In Fig. 4 we show the details of three collision events
for each of the scenarios shown in Fig. 3; we rescale time
and field amplitude (see Methods) in order to compare
easily with the solution of the WIM in Fig. 2.
With reference to a type I event shown in Fig. 3(a),
Fig. 4(a, b) show events occurring at Z ≈ 18 m (the first
collision after the pulse train formation), and Z ≈ 25 m,
which leads to the large output peak. Fig. 4(c) shows a
further collision at a longer propagation distance Z ≈ 39
m with two main peaks, like the one of Fig. 2(c2).
With reference to Fig. 3(b), type II event, Fig. 4(d, e)
deal with the generation of the most red-shifted soliton,
which stems from a collision at Z ≈ 18 m (e) where
the power level reaches over 2× 103 W [or about 500 in
normalised units], about twice as in the case of Fig. 4(b).
This is indeed the main event in SCG (and the most
studied after the original observations of Ref. [4]), as can
be noted by comparing it to a collision occurring slightly
before, at Z ≈ 17.5 m [Fig. 4(d)], and one at a much
further distance Z ≈ 30 m [Fig. 4(f)].
We stress the similarity in amplitude and temporal
width of the solutions of the WIM, Fig. 2(b), to the
temporal profile in Fig. 4(b, e). A large peak of am-
plitude |u|2 ≈ 300 and width ∆t ≈ 1 is surrounded by
small nearly symmetric oscillations. The minor events
occurring before Fig. 4(a, d) and after the main col-
lision Fig. 4(c, f) strongly resemble the solutions with
smaller peaks presented in Fig. 2(c), compare panel (f) to
the double-peak solution of panel Fig. 2(c2). The phase
profile is strongly distorted by the Raman acceleration,
i.e. a Z-dependent phase slope proportional to the fourth
power of the soliton amplitude. Apart from that and
possibly an overall slope (due to the choice of the ref-
erence frame), the same characteristic jump sequence of
Fig. 2(b-c) may be recovered.
We thus found that subsequent collisions resemble
more and more the solution of the WIM, up to a ma-
jor collision event Fig. 4 (b, d). The collision at Z ≈ 18
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FIG. 3. Evolution of the temporal profile along the propagation direction: at Z = 25 m (a) corresponds to the
maximum peak (type I rogue soliton), (b) corresponds to the most red-shifted output (type II rogue soliton). In (a) we observe
a sequence of collisions ending in an event at the fibre output. In (b) we identify the collision event which leads to the emergence
of the most red-shifted soliton.
[Fig. 4(d)], type II RS generation, exhibits a much more
energetic event than what we observe in panel (b) in type
I RS generation. Then minor interactions occur and the
rogue soliton freely propagates, giving rise to the signa-
ture red-shifted part of the spectrum first observed ex-
perimentally in Ref. [4]. In other words, in type II rogue
soliton, a collision triggers the system into the excep-
tional point of the landscape, and after that the system
is nearly quenched in its dynamics. The dynamics of type
I events is apparently more gradual due to a sequence of
minor collisions.
The last decisive observation of our work is that after
splitting the Hamiltonian into two parts, a kinetic HK
(due to group velocity dispersion) and a potential HNL
(originating from nonlinear interaction) part, see Meth-
ods, we notice that the collision events correspond to
minima of the potential part of the Hamiltonian HNL(z).
This is clearly visible in Fig. 5. In order to compare the
simulation results with the energy landscape of Fig. 1(c),
we normalise the y-axis according to Methods. While the
kinetic part in Fig. 5(a) plays the role of an effective tem-
perature which grows mainly because of the Raman ac-
celeration, the potential part HNL(z) exhibits a sequence
of minima. In this regard, the considered two scenarios in
Fig. 3 are fundamentally different: in the first, Fig. 3(a),
the deepest minimum occurs at Z ≈ 25 m, after exploring
shallower minima; the second, Fig. 3(b), exhibits a much
deeper minimum at z ≈ 18 m, and minor events follow.
This is consistent with the collision sequence described
above. Moreover the depth of the first local minimum in
the type II scenario is of the same order of H as obtained
for the exceptional solutions of the WIM.
We notice that contrary to the expected quadratic
growth (see Methods), HK shows only a linear increase:
the inelastic collisions among solitons behave as an equiv-
alent friction, which puts an upper limit to the speed of
the ’particles’ in the system.
To summarise, it is possible to observe a collision event
near the fibre output: this corresponds to a regime char-
acterised by jumps from one of the many shallow minima
of the energy landscape to another. On the contrary, in
the presence of a large-amplitude red-shifted soliton, an
early collision lets the system fall inside a very deep min-
imum in the energy landscape. Upon propagation, the
Raman effect leads to the growth of an effective temper-
ature of the system, i.e., an increase of the kinetic energy,
and inhibits the stabilisation in one equilibrium points.
We have also explored the effect of higher-order disper-
sion in the absence of the Raman effect. The convective
instabilities [21] are undoubtedly an important ingredient
for rogue solitons to be excited. Anyway the collisions in
this case correspond to much shallower minima of HNL
(not shown), so that the appearance of extremely strong
peaks is substantially hampered.
Rogue solitons appear in the supercontinuum genera-
tion via successive collisions, which in turn are minima of
the energy landscape that can be described by the WIM.
We explored a scenario of slow RS formation, type I,
which is explained by the hopping between many differ-
ent equilibria of our energy landscape and a scenario of
quick rogue soliton emergence, type II, in which the sys-
tem sinks early into a deep minimum. In essence, rogue
soliton formation is a rare event since slightly different
initial configurations for the input noise can lead to very
different trajectories in the phase space. When such tra-
jectories intersect deep minima of the energy landscape,
collisions occur that form strongly peak rogues solitons.
The exceptional solution of the WIM represent an ex-
tremely rare collision event, while other minor equilibria
correspond to less dramatic interactions. This geomet-
ric explanation finally sheds light on the previous—and
quite mysterious—numerical and experimental observa-
tion that very similar noise configurations lead to com-
pletely different pulse dynamics. We conclude that the
topography of the energy landscape is thus crucial to ex-
plain the formation of RSs and to classify their behaviour
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FIG. 4. Temporal profile at collision points. The time variable is centred and scaled by TMI and we included events
occurring after Z = 25 m. (a-c) shows three collision events for the type I event: while a collision occurs near Z ≈ 18 m, see
Fig. 3(a), a major event occurs at Z ≈ 25 m. In (d-f) we consider type II scenario: in this case the collision at Z ≈ 18 m is the
main event and the amplitude peak is much stronger than at any other propagation stage. The amplitude and phase waveform
are in qualitative agreement between the analytical model and the simulation results, see Fig. 2(b-c).
in terms of collision profiles and statistical properties.
Understanding and controlling the energy landscape will
lead to a better control of the rogue wave formation. To
the best of our knowledge, this result represents the first
actual explanation of the RSs formation in optics. The
generality and universality of the concept will prove ex-
tremely useful to all those communities dealing with the
study of freak waves.
III. METHODS
A. Weak interaction model
In order to derive the weak interaction model, we start
from Eq. (1) and use the following Ansatz composed by
N weakly interacting NLS solitons, and model their pair-
wise interaction as [35–41]
ν˙k = 16ν
2
k (Sk,k−1 − Sk,k+1)
µ˙k = −16ν2k (Ck,k−1 − Ck,k+1)
ξ˙k = 2µk − 4 (Sk,k−1 − Sk,k+1)
δ˙k = 2(ν
2
k + µ
2
k)− 8µk (Sk,k−1 + Sk,k+1)
+ 24νk (Ck,k−1 + Ck,k+1)
(4)
where the dot denotes the derivative with respect to z
and
Sk,n = e
|βkn|νn sin sknφkn
Ck,n = e
|βkn|νn cosφkn
βkn = 2νk (ξk − ξn)
φkn = δk − δn − 2µn (ξk − ξn)
(5)
and skn = sgn [βkn].
B. Numerical calculation of fixed points
In order to find the fixed point of this system, we set N
and compute numerically the fixed points starting from
Niter = 5, 000 randomly distributed initial conditions:
amplitudes νk are log-normally distributed, velocity µk
and positions ξk are normally distributed, and phases δk
follow a uniform distribution in [0, 2pi].
Matlab R© optimisation toolbox is employed, specifi-
cally the nonlinear solver fsolve with the Levenberg-
Marquardt algorithm. Convergence is reliably achieved
up to N = 40.
C. Structure factor
The structure factor is defined by S(q) =
F
[∑N
n=1 δ(ξ − ξn)
]
(q) where F [·] denotes the Fourier
transform and we consider the single realisation repre-
sented by our special solution and compare to perfect
crystal ∆ξave ≡
∑N
k=2 ξk − ξk−1.
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FIG. 5. Hamiltonian evolution H(z). We separate the ki-
netic (linear) HK (a) and nonlinear part HNL (b) (see Meth-
ods). We report the two scenarios described in the text and
shown in Fig. 3: the solid blue line corresponds type I rogue
soliton generation, the dashed red line to type II mechanism.
In order to thoroughly characterise the evolution of the two
scenarios, we show the evolution up to L′ = 40 m and nor-
malise these quantities according to Methods in order to com-
pare HNL with the energy landscape of Fig. 1(b). We notice
that HNL exhibits many local minima, which correspond to
step increase in HK and this latter tends to settle on a linear
growth. Importantly each minimum corresponds to a soliton
collision. The arrows highlight the main events at Z ≈ 18
m and Z ≈ 25 m, for the two scenarios. The minima corre-
spond to an increase in HK , which then settles on a steady
linear growth. The deeper minimum in type II scenario leads
to a sudden increase to larger values of HK , while type I is
characterised by smaller steps.
D. On the splitting of NLS Hamiltonian density
It is well known that the NLS (1) conserves the inte-
grated Hamiltonian density,
H(z) =
∫ ∞
−∞
H(z, t)dt
with H(z, t) ≡ HK + HNL, HK ≡ |ut|2/2 and HNL ≡
−|u|4/2.
We split H(z) accordingly into two terms H(z) =
HK(z)+HNL(z), where HK(z) represents the kinetic and
HNL(z) the nonlinear (interaction) part.
In the presence of higher-order dispersion, we have to
include higher-order terms in HK , but we verified that
this does not change qualitatively the conclusions re-
ported in Fig. 5.
E. Simulation of light propagation in an optical
fibre
We consider the following generalized NLS equation
(GNLS)
i
∂U
∂Z
+
∑
k≥2
ik
k!
βk
∂kU
∂T k
+γ
(
1 + iτshock
∂
∂T
)
U
∫ ∞
0
R(T ′)|U(T − T ′)|2dT ′ = 0
(6)
with R(T ) = (1 − fR)δ(T ) + fRhR(T ) is the nonlinear
response function, which includes Kerr and Raman com-
ponents, Z and T are dimensional propagation distance
and time in a frame moving at the group velocity of the
input pulse, βk are the dispersion coefficients, γ is the
nonlinear parameter and τshock represents the coefficient
of first order approximation of the nonlinearity dispersion
[35].
Eq. (6) is solved with by setting the following values: a
pulse at wavelength λ0 = 1, 064 nm of duration TFWHM =
5 ps and peak power of P = 100 W is injected in an
optical fibre with nonlinear coefficient γ = 15 (W km)
−1
and the chromatic dispersion is expanded up to β2 =
−0.41 ps2/km, β3 = 0.0687 ps3/km; we consider a fibre
length of 25-40 m. Finally 103 iterations with different
realisations of noise (one photon per frequency bin with
random phase).
Finally the time scale is chosen according to T0 =
TMI ≡ 2pi/ΩMI , with ΩMI ≡
√
2γP
|β2| , corresponds
to a rescaling of distance, Ld = T
2
0 /|β2|, amplitude
U0 = [γP ]
−1/2 and Hamiltonian H˜ = H/H0, with
H0 ≡ T 20U20 /Ld. This is used in Fig. 4 and 5 in order
to compare the curves to the results of the WIM.
F. A note on Raman acceleration
With reference to Fig. 5(a), for a soliton with zero
transverse velocity, the expected dependence of the ki-
netic part of the Hamiltonian is HK = H
0
K + bP0Z
2,
where H0K =
1
2
∫∞
−∞ |UT |2dT is the kinetic part of the
NLS Hamiltonian, P0 =
∫∞
−∞ |U |2dT is the conserved
total intensity and b = 415TRA
4 where TR = 3 fs and
A is the amplitude of the soliton represents the effect
of Raman acceleration. Instead we observe a jump at
each collision and a subsequent steady linear increment
of HK , on account of friction-like effects due to inelastic
collisions.
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