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Abstract
The Cahn–Hilliard equation is a fundamental model that describes phase separation
processes of binary mixtures. In recent years, several types of dynamic boundary con-
ditions have been proposed in order to account for possible short-range interactions of
the material with the solid wall. Our first aim in this paper is to propose a new class of
dynamic boundary conditions for the Cahn–Hilliard equation in a rather general setting.
The derivation is based on an energetic variational approach that combines the least ac-
tion principle and Onsager’s principle of maximum energy dissipation. One feature of our
model is that it naturally fulfills three important physical constraints such as conservation
of mass, dissipation of energy and force balance relations. Next, we provide a compre-
hensive analysis of the resulting system of partial differential equations. Under suitable
assumptions, we prove the existence and uniqueness of global weak/strong solutions to
the initial boundary value problem with or without surface diffusion. Furthermore, we
establish the uniqueness of asymptotic limit as t→ +∞ and characterize the stability of
local energy minimizers for the system.
Keywords: Cahn–Hilliard equation, dynamic boundary condition, energetic varia-
tional approach, well-posedness, long-time behavior, stability.
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1 Introduction
The hydrodynamics of mixtures of materials plays an increasingly important role in scientific
and engineering applications [3]. Different approaches can be found in the literature for
the modelling and simulation of multi-phase problems. The conventional sharp interface
model consists of separate hydrodynamic system for each component, together with free
interfaces that separate them. However, this interface-capturing method breaks down when
the interfaces experience topological changes like merging and splitting [62]. On the other
hand, the so-called diffuse interface models replace the hyper-surface description of interfaces
with a thin layer, where microscopic mixing of the macroscopically distinct components of
matter are allowed. This not only yields systems of partial differential equations that are
better amenable to further analysis, but possible topological changes of interfaces can also be
handled in a natural way [3,62]. The Cahn–Hilliard equation is a fundamental diffuse interface
model for multi-phase systems. It was first proposed in the materials science to describe the
pattern formation evolution of microstructures during the phase separation process in binary
alloys [8,9]. Later on, because of the interesting features of its dynamics with an early linear
spinodal regime followed by a late coarsening regime, the Cahn–Hilliard equation and its
variants have been successfully applied in a wide variety of segregation-like phenomena in
science, see for instance [4, 30,31,33,47,56,57,61,68–70,76] and the references therein.
Assume that T ∈ (0,+∞), Ω ⊂ Rd (d = 2, 3) is a bounded domain with smooth boundary
Γ = ∂Ω and n = n(x) is the unit outer normal vector on Γ. The classical Cahn–Hilliard
equation can be written in the following (dimensionless) form:{
φt = ∆µ, in Ω× (0, T ),
µ = −∆φ+ F ′(φ), in Ω× (0, T ),
(1.1)
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where the subscript t denotes the partial derivative with respect to time and ∆ represents the
usual Laplace operator acting on the spatial variables in Ω. The phase-field order parameter φ
represents the the difference of local relative concentrations for two components of the binary
mixture such that φ = ±1 correspond to the pure phases of the material, while φ ∈ (−1, 1)
corresponds to the transition between them. µ stands for the chemical potential that equals
to the Fre´chet derivative of certain bulk free energy given by
Ebulk(φ) =
∫
Ω
1
2
|∇φ|2 + F (φ) dx. (1.2)
F ′ denotes the first derivative of the “bulk” potential F that usually has a double-well struc-
ture, with two minima and a local unstable maximum in between. A typical thermodynami-
cally relevant potential F is the following logarithmic potential [9]
F (y) =
θ
2
(1 + y) ln(1 + y) + (1− y) ln(1− y)−
θc
2
y2, y ∈ [−1, 1], 0 < θ < θc,
where θ is the temperature of the system and θc is the critical temperature of phase separation.
Besides, the above singular potential is very often approximated by regular ones, typically
F (y) =
1
4
(y2 − 1)2, y ∈ R.
The Cahn–Hilliard equation (1.1) can be formally derived as the conserved dynamics gener-
ated by the variational derivative of the free energy with respect to the phase function φ (i.e.,
the H−1-gradient flow) or based on the second law of thermodynamics (see, e.g., [9, 47, 68]
and references therein).
Suitable boundary conditions should be taken into account for system (1.1) when the
evolution is confined in a bounded domain Ω. Classical choices are the following homogeneous
Neumann boundary conditions
∂nµ = 0, on Γ× (0, T ), (1.3)
∂nφ = 0, on Γ× (0, T ), (1.4)
where ∂n denotes the outward normal derivative on Γ. The no-flux boundary condition (1.3)
for the chemical potential µ guarantees the conservation of mass in the bulk∫
Ω
φ(t) dx =
∫
Ω
φ(0) dx, ∀ t ∈ [0, T ],
while the second boundary condition (1.4) has the physical interpretation that the diffused
interface, which separates the two phases of the material, intersects the solid wall (i.e., the
boundary Γ) at a perfect static contact angle of π2 . In other words, the interaction between
the material and wall of the container is simply neglected (see [5]). Another important
consequence of (1.3)–(1.4) is that the bulk free energy Ebulk(φ) given by (1.2) is decreasing
in time, namely,
d
dt
Ebulk(φ(t)) +
∫
Ω
|∇µ|2 dx = 0, ∀ t ∈ (0, T ).
We note that (1.4) turns out to be a rather restrictive assumption on the boundary for
many materials and possible influence of the boundary to the bulk dynamics is neglected.
In order to describe certain effective short-range interactions between the solid wall and the
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mixture, suitable surface free energy functional was introduced by physicists into the system
(see, e.g., [30, 31,56])
Esurf(φ) =
∫
Ω
κ
2
|∇Γφ|
2 +G(φ) dS, for some κ ≥ 0, (1.5)
where∇Γ stands for the tangential (surface) gradient operator defined on Γ and G is a certain
surface potential function that for instance, characterizes the possible preferential attraction
(or repulsion) of one of the components by the wall. The coefficient κ is related to the surface
diffusion. When κ = 0, the model is closely related to the evolution of an interface in contact
with the solid boundary, i.e., the well-known moving contact line problem [84].
For the Cahn–Hilliard system (1.1), the following dynamic boundary condition was pro-
posed (see e.g., [56]) to replace the homogeneous Neumann one (1.4):
φt − κ∆Γφ+ ∂nφ+G
′(φ) = 0, on Γ× (0, T ), (1.6)
where ∆Γ denotes the Laplace–Beltrami operator on Γ and the term ∆Γφ corresponds to
the possible surface diffusion phenomenon along the boundary (see also [49,76] for the more
complicated case with fluid interactions). Formally speaking, the dynamic boundary condi-
tion (1.6) can be viewed as an L2-gradient flow of the surface free energy Esurf on Γ (with
interaction from the bulk presented by the term ∂nφ). It is sometimes referred to as a varia-
tional boundary condition, since the total free energy (i.e., sum of the bulk and surface free
energies (1.2), (1.5)) is decreasing in time under the choice of (1.6) (combined with (1.3)):
d
dt
[
Ebulk(φ(t)) + Esurf(φ(t))
]
+
∫
Ω
|∇µ|2 dx+
∫
Γ
|φt|
2 dS = 0, ∀ t ∈ (0, T ). (1.7)
Other types of dynamic boundary conditions can be derived under different considerations
in physics. For instance, if mass exchange between the bulk and the boundary is allowed, the
following boundary condition was proposed in [45] in place of the no-flux boundary condition
(1.3):
φt − σ∆Γµ+ ∂nµ = 0, on Γ× (0, T ), for some σ ≥ 0. (1.8)
When σ = 0, (1.8) reduces to the so-called Wentzell boundary boundary that was introduced
in [34, 39] for permeable walls. It easily follows from (1.8) that the total (i.e., bulk plus
boundary) mass is conserved∫
Ω
φ(t) dx+
∫
Γ
φ(t) dS =
∫
Ω
φ(0) dx+
∫
Γ
φ(0) dS, ∀ t ∈ [0, T ],
in contrast with what happens under the usual boundary condition (1.3). As a complement
to (1.8), a different type of variational boundary condition was derived in [45], by taking
derivative of the total free energy in the product space L2(Ω)× L2(Γ) such that
µ = −κ∆Γφ+ ∂nφ+G
′(φ), on Γ× (0, T ). (1.9)
From (1.8) and (1.9), we infer that the total energy of the Cahn–Hilliard system (1.1) still
decreases in time
d
dt
[
Ebulk(φ(t)) + Esurf(φ(t))
]
+
∫
Ω
|∇µ|2 dx+ σ
∫
Γ
|∇Γµ|
2 dS = 0, ∀ t ∈ (0, T ). (1.10)
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Comparing with the dynamic boundary condition (1.6) that yields a relaxation dynamics for
φ on the boundary Γ, (1.9) turns out to be a boundary equation for φ with a given source
term, i.e., the trace of the bulk chemical potential µ on Γ. Hence, in some sense (1.9) can
also be viewed as a compatibility condition for µ on the boundary. In the literature, (1.8)
(with σ > 0) together with (1.9) is also referred to as a dynamic boundary condition of
Cahn–Hilliard type, since it has a very similar structure like the Cahn–Hilliard system (1.1)
in the bulk, after neglecting those two normal derivatives for µ and φ (cf. [20] and see also [22]
for possible generalizations).
In summary, we see that under both choices of boundary conditions ((1.3) with (1.6), or
(1.8) with (1.9)), the Cahn–Hilliard system (1.1) satisfies two important physical constraints,
namely, the mass conservation and energy dissipation. Among them, (1.3), or respectively
(1.8) is proposed to keep suitable mass conservation property in the physical domain, while the
so-called variational boundary conditions (i.e., (1.6) or (1.9)) are chosen in a phenomenological
way so that the validity of some specific energy dissipation relation is guaranteed (see (1.7) or
(1.10)). Thus, (1.6) or (1.9) can be viewed as sufficient conditions for the energy dissipation
of the system. However, such choice may not be unique.
Our first aim in this paper is to introduce a systematic scheme for deriving hydrodynamic
boundary conditions for (isothermal) complex systems based on an energetic variational ap-
proach, which combines the least action principle and Onsager’s principle of maximum energy
dissipation in continuum mechanics [71,72,79]. Within this general framework, one can easily
include different physical processes by choosing specific bulk/surface free energies as well as
bulk/surface dissipations for the system. Then based on suitable kinematic and energetic
assumptions, the corresponding partial differential equations in the bulk and their associated
boundary conditions will be uniquely determined by force balance relations. Therefore, one
novelty of our approach is that the resulting models naturally fulfill three important phys-
ical constraints such as (A) conservation of mass, (B) dissipation of energy and (C) force
balance. In particular, since the force balance relation arising from the dynamics of energetic
and dissipative processes is ensured, the derived differential equations together with their
boundary conditions can lead to hydrodynamics that predicts the most probable course of
motion [75]. This approach has been successfully applied to derive complex hydrodynamic
systems in fluid dynamics, electrokinetics, visco-elasticity, liquid crystals and so on, we refer
to [24,26,32,54,58,61,87,89] and the references therein.
In Section 2, we apply the energetic variational approach to derive a new class of dynamic
boundary conditions for the Cahn–Hilliard equation in a general setting (see the full system
(2.21)). It is worth mentioning that there are some subtle issues in our derivation, since we
have to calculate the domain variation of action functionals not only in the bulk but also on
the boundary. Furthermore, the variation on the boundary should be performed only in the
tangential directions and one has to use a Riemannian metric expression, which turns out to
be quite involved (cf. [58] for the derivation of fluid systems on an evolving surface). As an
illustrating example, for system (1.1) under the same choice of bulk/surface free energies like
above, we keep the no-flux boundary condition (1.3) and then derive the following dynamic
boundary condition
φt = ∆ΓµΓ with µΓ = −κ∆Γφ+ ∂nφ+G
′(φ), on Γ× (0, T ). (1.11)
In this case, we preserve the mass conservation both in bulk and on the boundary (cf. (2.5)
and (2.6)) ∫
Ω
φ(t) dx =
∫
Ω
φ(0) dx and
∫
Γ
φ(t) dS =
∫
Γ
φ(0) dS, ∀ t ∈ [0, T ],
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as well as the energy dissipation property (cf. (2.22))
d
dt
[
Ebulk(φ(t)) +Esurf(φ(t))
]
+
∫
Ω
|∇µ|2 dx+
∫
Γ
|∇ΓµΓ|
2 dS = 0, ∀ t ∈ (0, T ). (1.12)
The new dynamic boundary condition (1.11) turns out to be a Cahn–Hilliard type equation
for φ defined on Γ (provided that κ > 0), comparing with the previous Allen–Cahn type like
(1.6). On the other hand, it is also different from (1.8) with (1.9) in the sense that here we
impose (1.3) for the bulk chemical potential µ instead of (1.8) and the “boundary chemical
potential” µΓ defined in (1.11) is no longer necessary to coincide with the trace of µ on Γ
as indicated by (1.9) (cf. [20, 45]). Moreover, although the energy dissipation relation (1.12)
looks very similar to (1.10), it actually follows from a rather different mechanism. Besides
these differences, one important and interesting issue is that, as we shall see in Section 2,
(1.11) can be uniquely determined through a force balance relation on the boundary. This
physical property is not explicitly fulfilled in all the other dynamical boundary conditions
mentioned above.
In the second part of this paper, we focus on the mathematical analysis for an initial
boundary value problem of the Cahn–Hilliard system (1.1) subject to the boundary conditions
(1.3) and (1.11): 
φt = ∆µ, in Ω× (0, T ),
µ = −∆φ+ F ′(φ), in Ω× (0, T ),
∂nµ = 0, on Γ× (0, T ),
φt = ∆ΓµΓ, on Γ× (0, T ),
µΓ = −κ∆Γφ+ ∂nφ+G
′(φ), on Γ× (0, T ),
φ|t=0 = φ0(x), in Ω.
(1.13)
More precisely, we provide a comprehensive treatment of problem (1.13) by proving
(i) existence, uniqueness and regularity of global weak/strong solutions under suitable
assumptions on the nonlinear potentials F and G, for both physically relevant cases
with or without surface diffusion (see Theorems 3.1, 3.2);
(ii) long-time behavior of the system, i.e., the uniqueness of asymptotic limit as t → +∞
for any bounded weak/strong solution (see Theorem 3.3), and a characterization for
the stability of local energy minimizers (see Theorem 3.4).
The Cahn–Hilliard equation has attracted noteworthy interests of mathematicians for
long time (see [16,64] for recent reviews on this subject). For instance, the system (1.1) with
standard boundary conditions (1.3)–(1.4) has been well-studied from various viewpoints in the
literature since the 1980s, see [1,5,13,16,28,43,46,73,80,91] and the references cited therein.
We also refer to [4,27,68] for results on the so-called viscous Cahn–Hilliard equation, in which
there is an additional regularizing term αφt (α > 0) in the bulk chemical potential such that
µ = −∆φ+ F ′(φ) + αφt. As far as the dynamic boundary condition (1.6) is concerned, the
analysis turns out to be more involved. The first well-posedness result (with κ > 0) was
proven in [77] by employing a suitable approximating phase-field equations of Caginalp type
(a similar argument was used in [14] for the case κ = 0 related to the problem of moving
contact lines, neglecting the fluid interaction). Since then rigorous mathematical analysis for
the Cahn–Hilliard system and its variants subject to the same dynamic boundary condition
(1.6) have been performed. We refer to [11, 19, 21, 35, 50, 74] for well-posedness results via
different approaches, to [10,36,37,41,65,66] for regularity properties and long-time behavior
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in terms of global or exponential attractors, and to [11, 18, 38, 42, 88] for global asymptotic
stability of single trajectories as time goes to infinity. Next, for the Cahn–Hilliard system
subject to the second type of dynamic boundary conditions (1.8)–(1.9), well-posedness and
long-time behavior was first investigated in [45] (see also [15]). Later in [20], well-posedness
of the same system with more general potentials was analyzed and a unified treatment was
provided recently in [22] for both viscous and pure Cahn–Hilliard equations. We also refer
to [34, 39, 86] for analysis results on the special case with σ = 0 in the boundary condition
(1.8) (indeed, the fact σ = 0 yields a weaker dissipative mechanism of the system, see (1.10)).
Quite recently, in [55] the author obtained the strong well-posedness in maximal Lp-regularity
spaces.
The new feature of our problem (1.13) is that the dynamic boundary condition (1.11)
(with κ > 0) turns out to be a surface Cahn–Hilliard type equation for the trace of φ on Γ
(cf. [78]), which is further coupled with the bulk evolution in terms of the normal derivative
∂nφ. When κ = 0, the situation seems even worse since (1.11) becomes an evolution equation
on Γ that is not of standard parabolic type and may be ill-posed, with the highest spatial order
of three. The linearized system of problem (1.13) does not satisfy the abstract framework
discussed in [23] (e.g., the Lopatinskii–Shapiro condition therein), in which a general Lp-
theory for parabolic problems with boundary dynamics of relaxation type was developed.
Thus, it is not clear whether the maximal Lp-regularity results as in [55,74] can be extended
to our current problem. On the other hand, we recall that for the Cahn–Hilliard system
(1.1) subject to boundary conditions (1.3) and (1.6), by exploiting the weak formulation of
the system, a Faedo–Galerkin discretization scheme was introduced in [41] (indeed for more
general cases with irregular potentials) to prove the existence of global weak solutions (cf. [36]
for a slightly different approximation). Later, in [45] a similar idea was used to deal with the
dynamic boundary conditions (1.8)–(1.9). Unfortunately, it seems that a suitable Galerkin
approximating scheme is not available for the current problem (1.13) due to its different
variational structure.
Inspired by a third approach introduced in [65] for the dynamic boundary condition (1.6),
we treat the boundary condition (1.11) as a separate evolution equation on Γ and try to solve
our problem (1.13) as a bulk/surface coupled system. Our strategy is as follows. We first
regularize the original problem (1.13) with surface diffusion (i.e., κ > 0) by adding viscous
terms αφt (α > 0) in both of the bulk and surface chemical potentials µ and µΓ. This leads to a
viscous Cahn–Hilliard equation (cf. [4,68]) subject to a dynamic boundary condition of viscous
Cahn–Hilliard type (see (4.1)). The solvability of its corresponding linearized system (see
(4.4)) can be obtained by transforming this fourth-order problem into second-order parabolic
equations (see Lemma 4.2). Then one can prove local well-posedness of the regularized
system (4.1) by using the contraction mapping theorem (see Proposition 4.1). Afterwards,
the key step is to obtain uniform global-in-time a priori estimates that are independent of
the parameter α, which allow us to pass to the limit as α→ 0+ to obtain the global existence
of weak (or strong) solutions of the original problem (1.13) with κ > 0. The uniqueness
of solutions can be proved by a standard energy method. In order to prove well-posedness
results for the case without surface diffusion, i.e., κ = 0, we view κ∆Γφ as a regularizing term
in the surface equation (1.11). The conclusion can be drawn by taking the limit as κ → 0+
provided that proper uniform estimates independent of κ are available, which turn out to be
more delicate. Next, we study the global regularity of solutions and prove for arbitrary large
initial datum, every global bounded weak/strong solution to problem (1.13) will converge to
a single steady state as t→ +∞ and an estimate on the convergence rate is also given. This
issue is nontrivial, since both the bulk/surface free energies of the Cahn–Hilliard system are in
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general non-convex and thus the set of solutions to the stationary problem (see (3.20)–(3.21))
may have a quite complicated structure. The goal is achieved by employing the  Lojasiewicz–
Simon approach (see [82], and [1, 2, 17, 18, 29, 39, 42, 44, 48, 53, 80, 86, 88, 90] for its various
extensions). At last, by applying the  Lojasiewicz–Simon approach in a different way, we
further give a characterization on the Lyapunov stability of steady states of the system (in
particular, the local energy minimizers) that are allowed to be non-isolated.
The rest of this paper is organized as follows. In Section 2, we derive a new class of
dynamic boundary conditions for the Cahn–Hilliard equation by using the energetic varia-
tional approach. Next, in Section 3, we introduce the function spaces, problem settings and
state the main results on mathematical analysis of problem (1.13). Section 4 is devoted to
prove the well-posedness of a regularized Cahn–Hilliard system with viscous terms. Then in
Section 5, we first derive uniform a priori estimates that are independent of the regularizing
parameter α as well as the surface diffusion coefficient κ. Then we give the proof for our
main results Theorems 3.1, 3.2 on global well-posedness of the original problem (1.13). The
convergence of global solutions to a single equilibrium as t→ +∞ (Theorem 3.3) and the sta-
bility criterion (Theorem 3.4) are proved in Section 6. In the Appendix, we provide detailed
calculations for the model derivation that are omitted in Section 2 and prove a fundamental
result on the well-posedness of an auxiliary linear fourth-order parabolic equation subject to
a fourth-order dynamic boundary condition.
2 Model Derivation
In this section, we derive a general class of Cahn–Hilliard type equations subject to dynamic
boundary conditions that fulfill several important physical properties:
(A) Kinematics: conservation of mass both in the bulk Ω and on the boundary Γ;
(B) Energetics: dissipation of the total free energy;
(C) Force balance: both in the bulk Ω and on the boundary Γ.
Hereafter, the (smooth) boundary Γ is assumed to be either a closed surface (d = 3) or a
closed curve (d = 2). Let φ be the state variable, which for instance, stands for the difference
of relative concentrations for the components of binary mixtures [9] or a labeling function
presenting the smooth transition between different phases [3, 61].
2.1 The energetic variational approach
(A) Mass conservation. In the bulk Ω, φ is assumed to be a locally conserved quantity
that satisfies the continuity equation
φt +∇ · (φu) = 0, (x, t) ∈ Ω× (0, T ), (2.1)
where u : Ω → Rd stands for the microscopic effective velocity (e.g., due to the diffusion
process). We assume that u satisfies the no-flux boundary condition
u · n = 0, (x, t) ∈ Γ× (0, T ). (2.2)
The boundary condition (2.2) implies the simple fact that there is no mass exchange between
the bulk Ω and the boundary Γ. In the remaining part of this paper, we shall always confine
ourselves to this special case for the sake of simplicity. Next, we consider the possible evolution
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on the boundary Γ. Instead of taking the usual L2-gradient flow for certain surface energy (cf.
(1.6)), we assume that the boundary dynamics is characterized by a local mass conservation
law analogous to (2.1) such that (see, e.g., [25])
φt +∇Γ · (φv) = 0, (x, t) ∈ Γ× (0, T ), (2.3)
where v : Γ→ Rd denotes the microscopic effective tangential velocity field on the boundary
Γ. We note that there is no need to impose any boundary condition on v, since Γ is assumed
to be a closed manifold.
Remark 2.1. Within this section, we regard the phase function φ to be regular enough (e.g.,
φ ∈ Cm(Ω) for sufficiently large m ∈ N). Then by the continuity of φ to the boundary, the
surface equation (2.3) should be understood for its trace denoted by φ|Γ, namely,
∂tφ|Γ +∇Γ · (φ|Γv) = 0, (x, t) ∈ Γ× (0, T ). (2.4)
Without ambiguity, on the boundary Γ we simply use the surface equation in the form of (2.3).
Nevertheless, the formulation (2.4) will turn out to be helpful when we perform mathematical
analysis on the related partial differential equations.
It easily follows from the kinematic relations (2.1)–(2.3) that the mass is conserved in the
bulk Ω and on the boundary Γ, respectively. To this end, integrating (2.1) over Ω and using
the no-flux boundary condition (2.2), we have
d
dt
∫
Ω
φ(·, t) dx = 0, ∀ t ∈ (0, T ), (2.5)
while integrating (2.3) over Γ gives
d
dt
∫
Γ
φ(·, t) dS = 0, ∀ t ∈ (0, T ). (2.6)
(B) Energy dissipation. We are interested in the case that on the boundary there is
certain non-trivial dynamics induced by a surface potential, e.g., the short-range interactions
between the material and the wall [56, 76, 84]. This can also be formally justified by the
surface layer scaling approach within a thin layer next to the solid wall (cf. [75]).
For an isothermal closed system, evolution of the binary mixtures is characterized by the
following energy dissipation law (cf. [54])
d
dt
Etotal(t) = −Dtotal(t), (2.7)
which is a consequence of the first and second laws of thermodynamics. Etotal is the total
Helmholtz free energy of the system. For the sake of simplicity, macroscopic kinetic energy
of the binary mixture is neglected throughout the paper. Then we assume that
Etotal(t) = Ebulk(t) + Esurf(t), (2.8)
which is the sum of free energies in the bulk Ω and on the boundary Γ:
Ebulk(t) =
∫
Ω
Wb(φ,∇φ) dx, E
surf(t) =
∫
Γ
Ws(φ,∇Γφ) dS. (2.9)
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The energy density functions Wb and Ws are scalar functions that can take different forms
under various physical considerations. Next, the rate of energy dissipation Dtotal (related to
the entropy production in thermodynamics) is chosen as
Dtotal(t) = Dbulk(t) +Dsurf(t), (2.10)
which also consists of contributions from the bulk Ω and the boundary Γ. Here, we assume
that
Dbulk(t) =
∫
Ω
φ2(M−1b u) · udx, D
surf(t) =
∫
Γ
φ2(M−1s v) · v dS, (2.11)
where Mb, Ms are d × d mobility matrices that are assumed to be symmetric and positive
definite. Their entries may depend on x, t as well as φ.
In summary, the basic energy law we are going to consider reads as follows:
d
dt
(∫
Ω
Wb(φ,∇φ) dx+
∫
Γ
Ws(φ,∇Γφ) dS
)
= −
(∫
Ω
φ2(M−1b u) · udx+
∫
Γ
φ2(M−1s v) · v dS
)
. (2.12)
(C) Force balance. In order to derive a closed system of partial differential equations,
it remains to determine the microscopic velocities u, v in equations (2.1) and (2.3). The
derivation will be carried out through a unified energetic variational approach [54] motivated
by the seminal work [71,72,79] that ensures certain force balance relations from the dynamics
of conservative and dissipative processes, based on the energy dissipation relation (2.12).
To apply the variational principle, we need to calculate the variation of the action integral
with respect to the flow maps, as well as the variation of the dissipation functional with respect
to the velocities. To this end, let ΩX0 ,Ω
x
t ⊂ R
d be bounded domains with smooth boundaries
ΓX0 ,Γ
x
t , respectively. Then we introduce the (bulk) flow map x(X, t) : Ω
X
0 → Ω
x
t , which is
defined as a solution to the system of ordinary differential equations
d
dt
x(X, t) = w(x(X, t), t), t > 0,
x(X, 0) = X,
(2.13)
where X = (X1, ...,Xd)
T ∈ ΩX0 , x = (x1, ..., xd)
T ∈ Ωxt , and w(x, t) ∈ R
d is a (smooth)
velocity field. The coordinate system X is called the Lagrangian coordinate system and
refers to ΩX0 that we call the reference configuration; the coordinate system x is called the
Eulerian coordinate system and refers to Ωtx that we call the deformed configuration. In a
similar manner, we can introduce the surface flow map xs = xs(Xs, t) : Γ
X
0 → Γ
x
t (cf. [58,
Definition 2.9]). Within this section, we shall denote ∇x and ∇
x
Γ the gradient in Ω and
the tangential gradient on Γ under the Eulerian coordinate system, respectively. In the
Lagrangian coordinate system, we shall use the notations ∇X and ∇
X
Γ correspondingly.
The Lagrangian framework of continuum mechanics writes energies of the system in terms
of the motions x(X, t), xs(Xs, t) using action functionals. To this end, we introduce the
Lagrangians in the bulk Ω and on the boundary Γ that are associated with the bulk/surface
free energies (2.9), respectively:
Lbulk(x(t)) = −
∫
Ωxt
Wb(φ,∇xφ) dx, L
surf(xs(t)) = −
∫
Γxt
Ws(φ,∇
x
Γφ) dSx.
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Then the corresponding action functionals are given by
Abulk(x(X, t)) =
∫ T
0
Lbulk(x(t)) dt, Asurf(xs(X, t)) =
∫ T
0
Lsurf(xs(t)) dt. (2.14)
For the total action functional Atotal = Abulk+Asurf, taking the variation with respect to the
spatial variables x in Ω and xs on Γ, respectively, we deduce that (see Appendix for detailed
calculations)
δ(x,xs)A
total = −
∫ T
0
∫
Ωxt
(φ∇xµb) · y˜ dxdt
−
∫ T
0
∫
Γxt
[
φ∇xΓ
(
µs +
∂Wb
∂∇xφ
· n
)]
· y˜s dSxdt, (2.15)
for arbitrary smooth vectors y˜(x, t) (x ∈ Ωxt ) and y˜s(xs, t) (xs ∈ Γ
x
t ) satisfying y˜ ·n = y˜s ·n = 0
on Γxt . The notions µb and µs in (2.15) stand for the chemical potentials in the bulk and on
the boundary such that
µb =
δWb(φ,∇xφ)
δφ
= −∇x ·
∂Wb
∂∇xφ
+
∂Wb
∂φ
, (2.16)
µs =
δWs(φ,∇
x
Γφ)
δφ
= −∇xΓ ·
∂Ws
∂∇xΓφ
+
∂Ws
∂φ
. (2.17)
The principle of least action (LAP) optimizes the action functional A with respect to all
trajectories x(X, t) by setting the variation with respect to x to zero, i.e., δxA = 0. From this,
one can obtain the conservative force balance equation of classical Hamiltonian mechanics,
i.e., the conservation of momentum. In other words, the LAP gives the Hamiltonian part
of a mechanical system that corresponds to its conservative forces, formally speaking (see
e.g., [83, Section 2.2.1]),
δxL(x, xt) = (Finertial + Fconv) · δx.
Since the macroscopic kinetic energy is neglected in our current system, then the inertial
forces in the bulk Ω and on the boundary Γ simply vanish, i.e., Finertial = 0. Thus in view of
(2.15)–(2.17), we deduce the generalized conservative forces in the bulk and on the boundary
for t ∈ (0, T ) (written in the strong form):
F bulkconv = −φ∇xµb, F
surf
conv = −φ∇
x
Γ
(
µs +
∂Wb
∂∇xφ
· n
)
. (2.18)
On the other hand, energy dissipation functionals will be treated by extending the classical
treatment of the Hamiltonian to include dissipative forces, through Onsager’s maximum
dissipation principle (MDP) that describes the irreversible dissipative processes in the regime
of linear response. This can be done by taking variation of the Rayleigh dissipation functional
R = 12D with respect to the rate functions, for instance, the velocity xt (see e.g., [83, Section
2.2.1]):
δxtR = −Fdiss · δxt.
We note that the factor 12 is used since the energy dissipation D is usually chosen to be
quadratic in “rates” within the linear response theory for long-time near equilibrium dynamics
(cf. [79]). If δxtR is set to zero, the resulting equation gives a weak variational form of the
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dissipative force balance law that is again equivalent to the conservation of momentum.
Recalling the energy dissipation functions introduced in (2.11), we have for t ∈ (0, T )
δ(u,v)
(
1
2
Dtotal
)
=
1
2
δuD
bulk +
1
2
δvD
surf
=
1
2
d
dǫ
∣∣∣∣
ǫ=0
Dbulk(u+ ǫu˜) +
1
2
d
dǫ
∣∣∣∣
ǫ=0
Dsurf(v + ǫv˜)
=
1
2
d
dǫ
∣∣∣∣
ǫ=0
∫
Ωxt
φ2
[
M
−1
b (u+ ǫu˜)
]
· (u+ ǫu˜) dx
+
1
2
d
dǫ
∣∣∣∣
ǫ=0
∫
Γxt
φ2
[
M
−1
s (v + ǫv˜)
]
· (v + ǫv˜) dSx
=
∫
Ωxt
φ2(M−1b u) · u˜dx+
∫
Γxt
φ2(M−1s v) · v˜ dSx,
where u˜ : Ωxt → R
d, v˜ : Γxt → R
d are arbitrary smooth vectorial functions satisfying u˜ · n =
v˜ · n = 0 on Γxt . Thus, we can derive the generalized dissipative forces both in the bulk Ω
and on the boundary Γ (again written in the strong form):
F bulkdiss = −φ
2(M−1b u), F
surf
diss = −φ
2(M−1s v). (2.19)
From (2.18), (2.19) and the classical Newton’s force balance law Finertial+Fconv+Fdiss = 0
(recalling that here we have Finertial = 0), we deduce the following force balance relations in
the bulk Ω and on the boundary Γ that further yield an exact expression of the microscopic
velocities u and v: 
φ∇xµb + φ
2(M−1b u) = 0, in Ω
x
t ,
φ∇xΓ
(
µs +
∂Wb
∂∇xφ
· n
)
+ φ2(M−1s v) = 0, on Γ
x
t .
(2.20)
2.2 The Cahn–Hilliard equation with new dynamic boundary conditions
In summary, we can deduce from the above relations (2.1), (2.2), (2.3), (2.16), (2.17) and
(2.20) the following general Cahn–Hilliard system subject to a new type of dynamic boundary
condition (an initial condition for the phase function φ is also implemented):
φt = ∇ · (Mb∇µb), in Ω× (0, T ),
µb = −∇ ·
∂Wb
∂∇φ
+
∂Wb
∂φ
, in Ω× (0, T ),
∂nµb = 0, on Γ× (0, T ),
φt = ∇Γ ·
[
Ms∇Γ
(
µs +
∂Wb
∂∇φ
· n
)]
, on Γ× (0, T ),
µs = −∇Γ ·
∂Ws
∂∇Γφ
+
∂Ws
∂φ
, on Γ× (0, T ),
φ|t=0 = φ0(x), in Ω,
(2.21)
where T ∈ (0,+∞). Here, all the derivatives are taken in the Eulerian coordinates and thus
the subscript (or superscript) x is simply omitted.
Remark 2.2. (1) It is straightforward to verify that any smooth solution to the Cahn–
Hilliard system (2.21) satisfies the energy dissipation law (2.12). To see this, multiplying the
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first equation of (2.21) by µb, integrating over Ω by using the no-flux boundary condition,
then multiplying the dynamic boundary condition in (2.21) by µs +
∂Wb
∂∇φ · n and integrating
over Γ, adding the resultants together, we arrive at
d
dt
(∫
Ω
Wb(φ,∇φ) dx+
∫
Γ
Ws(φ,∇Γφ) dS
)
= −
∫
Ω
(Mb∇µb) · ∇µb dx
−
∫
Γ
[
Ms∇Γ
(
µs +
∂Wb
∂∇φ
· n
)]
· ∇Γ
(
µs +
∂Wb
∂∇φ
· n
)
dS, (2.22)
which coincides with (2.12) in view of the force relation (2.20). The energy dissipation prop-
erty (2.22) serves as a starting point for mathematical analysis of the Cahn–Hilliard system
(2.21).
(2) By taking time derivative of the total energy directly, we see that the dynamic boundary
condition in (2.21) can also be viewed as a sufficient condition for the decreasing of energy.
Nevertheless, our model derivation reveals further physical relations behind this consideration
on energy dissipation, i.e., the mass conservation and in particular, the force balance.
3 Mathematical Analysis
3.1 The initial boundary value problem
Different physical considerations can be naturally incorporated into the general Cahn–Hilliard
system (2.21) by choosing free energy densities Wb,Ws as well as mobilities Mb,Ms. As a
first step towards the corresponding mathematical analysis, in the remaining part of this
paper, we focus on (possibly) the simplest case with regular potentials and positive constant
mobilities. To this end, we assume that
Mb = Ms = Id,
where Id is the d×d identity matrix, while the bulk/surface energy densities take the following
specific forms:
Wb(φ,∇φ) =
1
2
|∇φ|2 + F (φ), Ws(φ,∇Γφ) =
κ
2
|∇Γφ|
2 +
1
2
φ2 +G(φ), (3.1)
where κ ≥ 0 is a nonnegative constant, and F , G are bulk/surface potential functions that
satisfy proper assumptions (see below). We take the above particular form of Ws(φ,∇Γφ)
that contains a quadratic term 12φ
2 just for convenience in the subsequent analysis.
Inspired by [65], it will be more convenient to view the trace of the order parameter φ as
an unknown function on the boundary Γ (cf. Remark 2.1). Thus, after introducing the new
variable
ψ := φ|Γ,
the initial boundary value problem that we are going to analyze (see (1.13)) can be written
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in the following form:
φt = ∆µ, with µ = −∆φ+ F
′(φ), in Ω× (0, T ),
∂nµ = 0, on Γ× (0, T ),
φ|Γ = ψ, on Γ× (0, T ),
ψt = ∆ΓµΓ, with µΓ = −κ∆Γψ + ψ + ∂nφ+G
′(ψ), on Γ× (0, T ),
φ|t=0 = φ0(x), in Ω,
ψ|t=0 = ψ0(x) := φ0(x)|Γ, on Γ.
(3.2)
Problem (3.2) can be viewed as a Cahn–Hilliard equation for φ in Ω subject to a homogeneous
Neumann boundary condition for µ together with a nonhomogeneous Dirichlet boundary
condition for φ, coupled with an evolution equation for ψ on the boundary Γ. The bulk-surface
coupling structure is in terms of the Dirichlet boundary condition for the order parameter φ
and its outer normal derivative on the boundary.
Next, we state some basic assumptions on the nonlinearities F , G.
(A1) F , G ∈ C4(R).
(A2) There exist nonnegative constants CF , C˜F , CG, C˜G ≥ 0 independent of y ∈ R such that
F (y) ≥ −CF , F
′′(y) ≥ −C˜F , G(y) ≥ −CG, G
′′(y) ≥ −C˜G, ∀ y ∈ R.
Remark 3.1. Assumption (A2) can be regarded as a dissipative condition that guarantees
the existence of global weak/strong solutions. It implies that both F and G are quadratic
perturbations of some strictly convex functions F˜ , G˜, for instance, we can put
F˜ (y) = F (y) +
C˜F + 1
2
y2 − F ′(0)y − F (0), ∀ y ∈ R, (3.3)
G˜(y) = G(y) +
C˜G + 1
2
y2 −G′(0)y −G(0), ∀ y ∈ R. (3.4)
When global weak solutions are concerned, we impose the following (subcritical) growth
condition:
(A3) there exist positive constants ĈF , ĈG > 0 independent of y ∈ R such that
|F ′′(y)| ≤ ĈF (1 + |y|
p), |G′′(y)| ≤ ĈG(1 + |y|
q), ∀ y ∈ R,
where the exponents p, q ∈ [0,+∞) are fixed numbers such that
(i) when κ > 0, p, q are arbitrary if d = 2; p = 2, q is arbitrary if d = 3;
(ii) when κ = 0, p is arbitrary if d = 2 and p = 2 if d = 3; q = 0 for d = 2, 3.
When global strong solutions for the case with surface diffusion (i.e., κ > 0) is concerned,
the growth condition (A3) can be replaced by an alternative assumption:
(A4) there exist some positive constants ρ1, ρ2 such that
|F˜ ′(y)| ≤ ρ1|G˜
′(y)|+ ρ2, ∀ y ∈ R.
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Remark 3.2. In this paper, we don’t aim to pursue minimal assumptions on the potentials
F , G in order to avoid additional technical details. Nevertheless, the above assumptions cover
some typical cases in the literature.
(1) It is easy to verify that the classical double well potential F (y) = 14(y
2 − 1)2 satisfies
(A1)–(A3).
(2) According to (A1)–(A3), the surface potential function G is allowed to be a polynomial
of even degree with a positive leading coefficient provided that κ > 0. When κ = 0, i.e., the
surface diffusion is absent, the assumption on G turns out to be more restrictive. Nevertheless,
it covers the typical form of the fluid-solid interfacial free energy in the moving contact line
problem (see [76, Section 4]):
1
2
φ2 +G(φ) =
γ
2
cos θs sin
(π
2
φ
)
where θs is the static contact angle and γ is the surface tension coefficient on Γ.
(3) Assumption (A4) removes the restriction on the growth of potential functions F and
G. Instead, it requires that the boundary potential G plays a dominating role. This assumption
can be viewed as a compatibility condition between F and G, and it can be further extended to
the case with physically relevant singular potentials (cf. [20,21]). A similar assumption in the
opposite direction such that the bulk potential F is dominative can be found in [41, (2.35)–
(2.36)].
3.2 Preliminaries
We assume that Ω ⊂ Rd (d = 2, 3) is a bounded domain with smooth boundary Γ := ∂Ω,
n is the unit outward normal vector on Γ and ∂n denotes the outer normal derivative on Γ.
Then we introduce the functional framework that will be used in the remaining part of this
paper. For a Banach space X , its norm is denoted by ‖ · ‖X . The symbol 〈·, ·〉X ∗,X stands
for a duality pairing between X and its dual space X ∗. We denote by Lp(Ω) and Lp(Γ)
(p ≥ 1) the standard Lebesgue spaces with respective norms ‖ · ‖Lp(Ω) and ‖ · ‖Lp(Γ). When
p = 2, the inner products in the Hilbert spaces L2(Ω) and L2(Γ) will be denoted by (·, ·)L2(Ω)
and (·, ·)L2(Γ), respectively. For s ∈ R, p ≥ 1, W
s,p(Ω) and W s,p(Γ) stand for the Sobolev
spaces with corresponding norms ‖ · ‖W s,p(Ω) and ‖ · ‖W s,p(Γ). If p = 2, we simply denote
W s,p(Ω) = Hs(Ω) and W s,p(Γ) = Hs(Γ). We put the product space
H = L2(Ω)× L2(Γ),
which is a Hilbert space that can be viewed as the completion of C0(Ω) with respect to the
norm
‖(φ,ψ)‖2H =
∫
Ω
|φ|2 dx+
∫
Γ
|ψ|2 dS, ∀ (φ,ψ) ∈ H. (3.5)
We note that any element h = (φ,ψ) ∈ H will be thought as a pair of functions belonging,
respectively, to L2(Ω) and to L2(Γ). If no additional regularity is imposed, the second
component of h (i.e., ψ) is not necessary to be the trace of the first one (i.e., φ). We recall
that the Dirichlet trace map γ : {φ|Ω : φ ∈ C
∞(Rd)} → C∞(Γ), defined by γφ = φ|Γ, extends
to a linear continuous operator γ : Hs(Ω)→ Hs−
1
2 (Γ), for all s > 12 (cf. [63, Theorem 3.37]).
In the following text, we shall always use the notion φ|Γ to indicate the trace operator defined
in a suitable sense. Thus, when we consider a function φ ∈ Hs(Ω) (with s > 12), the symbol
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φ will be intended, as a pair (φ,ψ) formed by the function φ in Ω and its trace ψ := φ|Γ on
Γ. In this context, we introduce the notions
V s =
{
(φ,ψ) ∈ Hs(Ω)×Hs−
1
2 (Γ) : ψ = φ|Γ
}
, ∀ s >
1
2
,
with the equivalent norm given by ‖φ‖Hs(Ω). Besides, we denote
Vs =
{
(φ,ψ) ∈ Hs(Ω)×Hs(Γ) : ψ = φ|Γ
}
, ∀ s >
1
2
,
with the induced graph norm given by ‖(φ,ψ)‖2Vs = ‖φ‖
2
Hs(Ω) + ‖ψ‖
2
Hs(Γ). We note that V
s
can be identified with a closed subspace of the product space Hs(Ω) × Hs(Γ) and for any
s1 > s2 >
1
2 , the dense and compact embeddings V
s1 →֒ Vs2 hold. For later convenience, we
set, for a parameter κ ≥ 0
V
s
κ := V
s if κ > 0, Vsκ := V
s if κ = 0.
We see that for any fixed κ ≥ 0, V1κ is a Hilbert space, which can be viewed as the completion
of C1(Ω) with respect to the following equivalent norm
‖(φ,ψ)‖2
V1κ
=
∫
Ω
|∇φ|2 dx+
∫
Γ
(κ|∇Γψ|
2 + |ψ|2) dS, ∀ (φ,ψ) ∈ V1κ. (3.6)
We denote by |Ω| the Lebesgue measure of the domain Ω and by |Γ| the d−1-dimensional
measure of its boundary Γ. For every g ∈ (H1(Ω))∗ (resp. g ∈ (H1(Γ))∗), we denote by 〈g〉Ω
(resp. 〈g〉Γ) the generalized average of g over Ω (resp. Γ) such that
〈g〉Ω =
1
|Ω|
〈g, 1〉(H1(Ω))∗,H1(Ω), 〈g〉Γ =
1
|Γ|
〈g, 1〉(H1(Γ))∗,H1(Γ).
If g ∈ L2(Ω) (resp. g ∈ L2(Γ)), the above mean values simply reduce to
〈g〉Ω =
1
|Ω|
∫
Ω
g dx, 〈g〉Γ =
1
|Γ|
∫
Γ
g dS.
Then we set
H˙ =
{
(φ,ψ) ∈ H : 〈φ〉Ω = 〈ψ〉Γ = 0
}
,
V˙ s =
{
(φ,ψ) ∈ V s : 〈φ〉Ω = 〈ψ〉Γ = 0
}
, ∀ s >
1
2
,
V˙s =
{
(φ,ψ) ∈ Vs : 〈φ〉Ω = 〈ψ〉Γ = 0
}
, ∀ s >
1
2
.
The minus Laplace operator in Ω subject to the homogeneous Neumann boundary condition
and its domain are denoted by
AΩ = −∆ : D(AΩ) ⊂ L
2(Ω)→ L2(Ω),
with D(AΩ) = {φ ∈ H
2(Ω) : ∂nφ = 0 on Γ}.
We denote by A0Ω the restriction of AΩ to the linear subspace of L
2(Ω) with zero mean values
L˙2(Ω) := {φ ∈ L2(Ω) : 〈φ〉Ω = 0}. Note that A
0
Ω is a positive linear operator and (A
0
Ω)
−1 is
compact on L˙2(Ω). Set
(H1(Ω))∗0 = {φ ∈ (H
1(Ω))∗ : 〈φ〉Ω = 0}.
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For any function φ ∈ (H1(Ω))∗0, the Neumann problem for AΩ in Ω with source φ admits
a unique weak solution u = (A0Ω)
−1φ ∈ H1(Ω) ∩ L˙2(Ω). As a consequence, for any u,w ∈
(H1(Ω))∗0, we have
〈u, (A0Ω)
−1w〉(H1(Ω))∗,H1(Ω) = 〈w, (A
0
Ω)
−1u〉(H1(Ω))∗,H1(Ω)
=
∫
Ω
∇(A0Ω)
−1u · ∇(A0Ω)
−1wdx.
Concerning the minus Laplace–Beltrami operator AΓ := −∆Γ defined on Γ, it is well known
that AΓ is a nonnegative self-adjoint operator in L
2(Γ). Thus, the Sobolev spaces Hs(Γ),
s ∈ R, can be identified as Hs(Γ) = D((I + AΓ)
s
2 ). In particular, ‖ψ‖L2(Γ) + ‖AΓψ‖L2(Γ) is
an equivalent norm on H2(Γ) and ‖ψ‖L2(Γ) + ‖∇Γψ‖L2(Γ) is an equivalent norm on H
1(Γ)
(cf. [60]). The restriction of AΓ to the linear subspace L˙2(Γ) := {φ ∈ L
2(Γ) : 〈φ〉Γ = 0} is
denoted by A0Γ, which is a positive linear operator. Besides, its inverse (A
0
Γ)
−1 is a compact
operator on L˙2(Γ). Like before, we set
(H1(Γ))∗0 = {ψ ∈ (H
1(Γ))∗ : 〈ψ〉Γ = 0}.
Then for any function ψ ∈ (H1(Γ))∗0, the Poisson equation for AΓ on Γ (i.e., a compact d− 1
manifold without boundary) with source ψ admits a unique weak solution v = (A0Γ)
−1ψ ∈
H1(Γ) ∩ L˙2(Γ). As a consequence, for any v,w ∈ (H1(Γ))∗0, we have
〈v, (A0Γ)
−1w〉(H1(Γ))∗,H1(Γ) = 〈w, (A
0
Γ)
−1v〉(H1(Γ))∗ ,H1(Γ)
=
∫
Γ
∇Γ(A
0
Γ)
−1v · ∇Γ(A
0
Γ)
−1w dS.
We can endow the spaces (H1(Ω))∗, (H1(Ω))∗0, (H
1(Γ))∗ and (H1(Γ))∗0 with the following
equivalent norms
‖φ‖2(H1(Ω))∗ = ‖∇(A
0
Ω)
−1(φ− 〈φ〉Ω)‖
2
L2(Ω) + |〈φ〉Ω|
2, ∀φ ∈ (H1(Ω))∗,
‖φ‖2(H1(Ω))∗0
= ‖∇(A0Ω)
−1φ‖2L2(Ω), ∀φ ∈ (H
1(Ω))∗0,
‖ψ‖2(H1(Γ))∗ = ‖∇Γ(A
0
Γ)
−1(ψ − 〈ψ〉Γ)‖
2
L2(Γ) + |〈ψ〉Γ|
2, ∀ψ ∈ (H1(Γ))∗,
‖ψ‖2(H1(Γ))∗0
= ‖∇Γ(A
0
Γ)
−1ψ‖2L2(Γ), ∀ψ ∈ (H
1(Γ))∗0.
Moreover, we have
1
2
d
dt
‖φ‖2(H1(Ω))∗0
= 〈φt, (A
0
Ω)
−1φ〉(H1(Ω))∗,H1(Ω), ∀φ ∈ H
1(0, T ; (H1(Ω))∗0),
1
2
d
dt
‖ψ‖2(H1(Γ))∗0
= 〈ψt, (A
0
Γ)
−1ψ〉(H1(Γ))∗,H1(Γ), ∀ψ ∈ H
1(0, T ; (H1(Γ))∗0).
Finally, for reader’s convenience, we collect some useful results in functional analysis that
will be frequently used later.
• The Gagliardo–Nirenberg Inequality (see e.g., [67]):
‖Djf‖Lp(Ω) ≤ C‖f‖
1−a
Lq(Ω)‖f‖
a
Wm,r(Ω), ∀ f ∈W
m,r(Ω) ∩ Lq(Ω),
where j,m are arbitrary integers satisfying 0 ≤ j < m and j
m
≤ a ≤ 1, and 1 ≤ q, r ≤
+∞ such that
1
p
−
j
d
= a
(
1
r
−
m
d
)
+ (1− a)
1
q
.
If 1 < r < +∞ and m− j− n
r
is a nonnegative integer, then the above inequality holds
only for j
m
≤ a < 1.
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• Trace Theorem (cf. [6, Part I, Chapter 2, Theorems 2.24, 2.27]).
(1) Assume that 1 ≤ p ≤ ∞, s > 1
p
and s− 1
p
is not an integer, then there exists a unique
operator γ0 ∈ L(W
s,p(Ω);W
s− 1
p
,p
(Γ)) such that γ0v = v|Γ, ∀ v ∈ C
∞(Ω) ∩W s,p(Ω).
(2) Let A = −∆. Consider the space W s,pA,j(Ω) = {v ∈ W
s,p(Ω), Av ∈ W
−2+j+ 1
p
,p
(Ω)},
j = 0, 1, s ∈ R, 1 < p <∞, and either p = 2 or s− 1
p
is not an integer. Then there exists
unique operators γ0 ∈ L(W
s,p
A,0(Ω);W
s− 1
p
,p
(Γ)) and γA ∈ L(W
s,p
A,1(Ω);W
s−1− 1
p
,p
(Γ)) such
that γ0v = v|Γ and γAv = ∂nv|Γ, ∀ v ∈ C
∞(Ω) ∩W s,pA,j(Ω).
• Inverse Trace Theorem (cf. [52, Theorem 4.2.3]).
Let s > 12 . There exists a linear bounded right inverse R to the Dirichlet trace operator
γ0 with R : H
s− 1
2 (Γ)→ Hs(Ω), γ0(Rv) = v for all v ∈ H
s− 1
2 (Γ). Moreover,
‖Rv‖Hs(Ω) ≤ cR‖v‖
Hs−
1
2 (Γ)
, (3.7)
with cR > 0 being independent of v.
• Generalized First Green’s Formula (cf. [52, Lemma 5.1.1]).
Let A = −∆ and H1A(Ω) = {u ∈ H
1(Ω), Au ∈ (H1(Ω))∗} equipped with the graph
norm ‖u‖H1
A
(Ω) := ‖u‖H1(Ω) + ‖Au‖(H1(Ω))∗ . For any fixed u ∈ H
1
A(Ω), the mapping
v 7→ 〈τu, v〉
H
− 12 (Γ),H
1
2 (Γ)
:=
∫
Ω
∇u · ∇(Rv) dx− 〈Au,Rv〉(H1(Ω))∗,H1(Ω)
is a continuous linear functional τu on arbitrary v ∈ H
1
2 (Γ) that coincides for u ∈ H2(Ω)
with ∂nu, i.e., τu = ∂nu|Γ. The mapping τ : H
1
A(Ω) → H
− 1
2 (Γ) with u → τu is
continuous. Here, R is a right inverse to the trace operator γ0 defined above. However,
the resulting operator τu = ∂nu does not depend on the special choice of R. Besides,
‖∂nu‖
H−
1
2 (Γ)
≤ cR
(
‖∇u‖L2(Ω) + ‖Au‖(H1(Ω))∗
)
, (3.8)
where cR is given in (3.7) being independent of u. Finally, the following generalized
first Green’s formula holds
〈Au,w〉(H1(Ω))∗,H1(Ω) =
∫
Ω
∇u · ∇w dx− 〈τu, γ0w〉
H
− 12 (Γ),H
1
2 (Γ)
,
for every u ∈ H1A(Ω) and w ∈ H
1(Ω).
3.3 Main results
As in Section 2, the total free energy for problem (3.2) is given by
E(φ,ψ) =
1
2
∫
Ω
|∇φ|2 dx+
1
2
∫
Γ
(
κ|∇Γψ|
2 + |ψ|2
)
dS
+
∫
Ω
F (φ) dx+
∫
Γ
G(ψ) dS, for some κ ≥ 0. (3.9)
Next, we introduce the notion of (global) weak/strong solutions to problem (3.2):
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Definition 3.1. Let κ ≥ 0, T ∈ (0,+∞). For any initial data (φ0, ψ0) ∈ V
1, a pair (φ,ψ) is
called a weak solution to problem (3.2) on [0, T ], if it satisfies
(φ,ψ) ∈ L∞(0, T ;V1κ) ∩ L
2(0, T ;Vrκ),
(µ, µΓ) ∈ L
2(0, T ;H1(Ω)×H1(Γ)),
(φt, ψt) ∈ L
2(0, T ; (H1(Ω))∗ × (H1(Γ))∗),
with r = 3 if κ > 0 and r = 52 if κ = 0. The following weak formulations are satisfied
〈φt(t), ζ〉(H1(Ω))∗,H1(Ω) +
∫
Ω
∇µ(t) · ∇ζ dx = 0, (3.10)
〈ψt(t), η〉(H1(Γ))∗,H1(Γ) +
∫
Γ
∇ΓµΓ(t) · ∇Γη dS = 0, (3.11)
for every ζ ∈ H1(Ω) and η ∈ H1(Γ) and almost every t ∈ (0, T ), with
µ = −∆φ+ F ′(φ), a.e. in Ω× (0, T ), (3.12)
µΓ = −κ∆Γψ + ψ + ∂nφ+G
′(ψ), a.e. on Γ× (0, T ). (3.13)
Besides, the initial conditions are fulfilled
φ|t=0 = φ0(x) in Ω, and ψ|t=0 = ψ0(x) on Γ, (3.14)
and the bulk/surface mass conservation properties hold
〈φ(t)〉Ω = 〈φ0〉Ω, 〈ψ(t)〉Γ = 〈ψ0〉Γ, ∀ t ∈ [0, T ]. (3.15)
Moreover, (φ,ψ) satisfies the energy inequality
E(φ(t), ψ(t)) +
∫ t
0
(
‖∇µ(τ)‖2L2(Ω) + ‖∇ΓµΓ(τ)‖
2
L2(Γ)
)
dτ ≤ E(φ0, ψ0), ∀ t ∈ [0, T ], (3.16)
where E is defined in (3.9).
Definition 3.2. Let κ ≥ 0, T ∈ (0,+∞). For any initial datum (φ0, ψ0) ∈ V
3, a pair (φ,ψ)
is called a strong solution to problem (3.2) on [0, T ], if it satisfies the additional regularity
(φ,ψ) ∈ L∞(0, T ;Vr1κ ) ∩ L
2(0, T ;Vr2κ ),
µ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H3(Ω)),
µΓ ∈ L
∞(0, T ;H1(Γ)) ∩ L2(0, T ;Hr3(Γ)),
(φt, ψt) ∈ L
∞(0, T ; (H1(Ω))∗ × (H1(Γ))∗) ∩ L2(0, T ;V1κ),
with r1 = 3, r2 = 5, r3 = 3 if κ > 0 and r1 =
5
2 , r2 =
7
2 , r3 = 2 if κ = 0. The equations
and boundary conditions in problem (3.2) are satisfied a.e. in Ω × (0, T ) and on Γ× (0, T ),
respectively. The initial conditions and the mass conservation (3.15) hold as well. Besides,
the following energy identity is satisfied
d
dt
E(φ(t), ψ(t)) + ‖∇µ‖2L2(Ω) + ‖∇ΓµΓ‖
2
L2(Γ) = 0, for a.e. t ∈ (0, T ). (3.17)
We are in a position to state the main results of this paper.
Our first result regards the global well-posedness of problem (3.2). We distinguish two
cases with surface diffusion (κ > 0) or without surface diffusion (κ = 0).
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Theorem 3.1 (Global weak/strong solutions for κ > 0). Let κ > 0, T ∈ (0,+∞), Ω ⊂ Rd
(d = 2, 3) be a bounded domain with smooth boundary Γ.
(1) If assumptions (A1)–(A3) are satisfied, then for any initial datum (φ0, ψ0) ∈ V
1,
problem (3.2) admits a unique global weak solution (φ,ψ) on [0, T ].
(2) If assumptions (A1), (A2) are satisfied, besides, either (A3) or (A4) is fulfilled,
then for any initial datum (φ0, ψ0) ∈ V
3, problem (3.2) admits a unique global strong solution
(φ,ψ) on [0, T ].
Theorem 3.2 (Global weak/strong solutions for κ = 0). Let κ = 0, T ∈ (0,+∞) and
assumptions (A1)–(A3) be satisfied. Suppose that Ω ⊂ Rd (d = 2, 3) is a bounded domain
with smooth boundary Γ satisfying the condition
cR|Γ|
1
2 |Ω|−1 < 1, (3.18)
where cR > 0 is the constant given in the inverse trace theorem (see (3.7)). For any initial
datum (φ0, ψ0) ∈ V
1 (resp. (φ0, ψ0) ∈ V
3), problem (3.2) admits a unique global weak (resp.
strong) solution (φ,ψ) on [0, T ].
Remark 3.3. (1) When κ = 0, the results are less satisfactory since the requirement on the
function space for initial datum is slightly stronger than the solution itself and an additional
geometric assumption (3.18) on the domain is needed. This is mainly due to some technical
difficulties when we try to obtain uniform estimates independent of κ (cf. Section 5).
(2) In our current system, we were addressing the situations when the physics on the
boundary is allowed to be somewhat independent to those in the bulk and the resulting dy-
namics happen in different spatial scales. Thus the usual isoperimetric relations or scaling
(from the bulk, of the whole domain) may not hold anymore. Nevertheless, by a simple scaling
argument, we see that typical domains like a ball (in 3D) or a circle (in 2D) with a sufficiently
large radius R are admissible to the condition (3.18).
Remark 3.4. In a very recent preprint [40], the authors proved the existence and uniqueness
of global weak solutions to problem (3.2) without using the assumption (3.18) when κ = 0.
We note that the notion of weak solution introduced in [40, Definition 2] is weaker than that
in our Definition 3.1. Instead of the pointwise expressions (3.12)–(3.13) for the chemical
potentials (µ, µΓ), due to the lower spatial regularity on (φ,ψ) obtained in [40], there the pair
(µ, µΓ) only satisfies a suitable weak formulation, which warrants the uniqueness of (µ, µΓ)
up to some constants.
Our second result concerns the long-time behavior of problem (3.2). The following addi-
tional assumption on the potentials is required:
(AN) F and G are real analytic functions on R.
Theorem 3.3 (Uniqueness of asymptotic limit as t → +∞). Suppose that the assumptions
of Theorem 3.1 or Theorem 3.2 are satisfied. In addition, we assume (AN). Then for any
initial datum (φ0, ψ0) ∈ V
1 (or ∈ V3), the corresponding global weak (or strong) solution
(φ,ψ) of problem (3.2) converges to a single equilibrium (φ∞, ψ∞) as time goes to infinity
such that
lim
t→+∞
‖(φ(t), ψ(t)) − (φ∞, ψ∞)‖Vr−ǫκ = 0, (3.19)
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for any ǫ ∈ (0, 1), where r = 3 if κ > 0, r = 52 if κ = 0, (φ∞, ψ∞) ∈ V
r
κ satisfies the following
nonlinear nonlocal elliptic problem
−∆φ∞ + F
′(φ∞) = λ1, in Ω,
− κ∆Γψ∞ + ψ∞ + ∂nφ∞ +G
′(ψ∞) = λ2, on Γ,
with 〈φ∞〉Ω = 〈φ0〉Ω, 〈ψ∞〉Γ = 〈ψ0〉Γ,
(3.20)
with the constants λ1, λ2 given by{
λ1 = −|Ω|
−1|Γ|〈∂nφ∞〉Γ + 〈F
′(φ∞)〉Ω,
λ2 = 〈∂nφ∞〉Γ + 〈ψ∞〉Γ + 〈G
′(ψ∞)〉Γ.
(3.21)
Moreover, we have the following estimate on convergence rate
‖(φ(t), ψ(t)) − (φ∞, ψ∞)‖V1κ ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 0, (3.22)
where the constant θ ∈ (0, 12) depends on (φ∞, ψ∞) and C is a positive constant depending
on ‖(φ0, ψ0)‖V1, ‖(φ∞, ψ∞)‖V1κ , Ω, Γ and κ.
Remark 3.5. Combining the smoothing effect of solutions to problem (3.2) (see e.g., Lemma
6.2) with the energy method in [86], the same estimate on convergence rate as (3.22) can be
obtained in higher-order spaces Vmκ , for all m ∈ N, namely,
‖(φ(t), ψ(t)) − (φ∞, ψ∞)‖Vmκ ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 1,
where C is a positive constant depending on ‖(φ0, ψ0)‖V1, ‖(φ∞, ψ∞)‖Vmκ , Ω, Γ and κ.
Finally, for any given κ > 0, we are able to characterize the stability for local energy
minimizers (φ∗, ψ∗) of E(φ,ψ) over the set
K1 = {(φ,ψ) ∈ V
1 : 〈φ〉Ω = 〈φˆ〉Ω, 〈ψ〉Γ = 〈ψˆ〉Γ}, (3.23)
where the pair (φˆ, ψˆ) ∈ V1 is arbitrary but fixed. Namely, (φ∗, ψ∗) ∈ K1 and
E(φ∗, ψ∗) = inf{E(φ,ψ) : (φ,ψ) ∈ K1 ∩BV1((φ
∗, ψ∗);σ)}, for some σ > 0.
Here, BV1((φ,ψ);σ) denotes the open ball in V
1 with radius σ centered at (φ,ψ).
Theorem 3.4 (Stability criterion). Suppose that κ > 0, Ω ⊂ Rd (d = 2, 3) is a bounded
domain with smooth boundary Γ, moreover, the assumptions (A2), (A3) and (AN) are
satisfied.
(1) Let (φ∗, ψ∗) ∈ K1 be a local energy minimizer of E(φ,ψ) over the set K1. Then
(φ∗, ψ∗) is Lyapunov stable. Namely, for any ǫ > 0, there exists δ ∈ (0, σ) such that if the
initial datum (φ0, ψ0) ∈ K1 satisfies ‖(φ0, ψ0)− (φ
∗, ψ∗)‖V1 < δ, then the global weak solution
(φ,ψ) to problem (3.2) (cf. Theorem 3.1) satisfies
‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1 < ǫ, ∀ t ≥ 0.
(2) Let (φ∗, ψ∗) ∈ K1 be a stationary point that is a weak solution of the stationary problem
(3.20)–(3.21) (where the mass constraints are changed corresponding to the definition of the
set K1). If (φ
∗, ψ∗) does not attain any local minimum of E(φ,ψ) over K1, then (φ
∗, ψ∗) is
not Lyapunov stable.
Remark 3.6. Theorem 3.3 implies the long-time stabilization of problem (3.2) for arbitrary
large initial datum, while Theorem 3.4 provides a stability criterion for steady states that are
allowed to be non-isolated. Furthermore, we easily infer from Theorems 3.3, 3.4 that any
isolated local energy minimizer of E(φ,ψ) is indeed (locally) asymptotic stable. It remains an
open question whether a stability result similar to Theorem 3.4 holds for the case κ = 0.
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4 A Regularized Problem: the Cahn–Hilliard Equation with
Viscous Terms
In this section, we study an approximating problem for the original Cahn–Hilliard equation
(3.2) with surface diffusion (i.e., κ > 0) by adding artificial viscous terms in both equations
for φ and ψ. More precisely, for any given α ∈ (0, 1] and κ > 0, we consider the following
regularized problem:
φαt = ∆µ
α, with µα = −∆φα + αφαt + F
′(φα), in Ω× (0, T ),
∂nµ
α = 0, on Γ× (0, T ),
φα|Γ = ψ
α, on Γ× (0, T ),
ψαt = ∆Γµ
α
Γ, on Γ× (0, T ),
with µαΓ = −κ∆Γψ
α + ψα + αψαt + ∂nφ
α +G′(ψα), on Γ× (0, T ),
φα|t=0 = φ0(x), in Ω,
ψα|t=0 = ψ0(x) := φ0(x)|Γ, on Γ.
(4.1)
4.1 Results on related linear systems
Below we report technical tools related to some specific linear elliptic and parabolic problems,
which will be necessary in the subsequent analysis.
First, we recall the following regularity result for a linear elliptic boundary value problem
(see, for instance, [65, Corollary A.1]).
Lemma 4.1. Let κ > 0, Ω ⊂ Rd (d = 2, 3) be a bounded domain with smooth boundary Γ.
Consider the following linear elliptic problem

−∆φ = h1, in Ω,
φ|Γ = ψ, on Γ,
− κ∆Γψ + ψ + ∂nφ = h2, on Γ,
(4.2)
where (h1, h2) ∈ H
s(Ω)×Hs(Γ) for any s ≥ 0 and s+ 12 /∈ N. Then every solution (φ,ψ) to
problem (4.2) satisfies the following estimate
‖φ‖Hs+2(Ω) + ‖ψ‖Hs+2(Γ) ≤ C(‖h1‖Hs(Ω) + ‖h2‖Hs(Γ)), (4.3)
for some constant C > 0 that may depend on κ, s, Ω and Γ, but is independent of the solution
(φ,ψ).
Next, we state a well-posedness result for a linear fourth-order parabolic equation sub-
ject to a fourth-order dynamic boundary condition, which is crucial to solve the nonlinear
approximating problem (4.1).
Lemma 4.2. Let α ∈ (0, 1], κ > 0 and T ∈ (0,+∞). For any initial data (φ0, ψ0) ∈ V
2
and external source terms (h1, h2) ∈ L
2(0, T ;H1(Ω)×H1(Γ))∩H1(0, T ;H), we consider the
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following linear system:
φt = ∆µ˜, with µ˜ = −∆φ+ αφt + h1, in Ω× (0, T ),
∂nµ˜ = 0, on Γ× (0, T ),
φ|Γ = ψ, on Γ× (0, T ),
ψt = ∆Γµ˜Γ, on Γ× (0, T ),
with µ˜Γ = −κ∆Γψ + ψ + ∂nφ+ αψt + h2, on Γ× (0, T ),
φ|t=0 = φ0(x), in Ω,
ψ|t=0 = ψ0(x) := φ0(x)|Γ, on Γ.
(4.4)
Then problem (4.4) admits a unique global strong solution (φ,ψ) on [0, T ] such that
(φ,ψ) ∈ C([0, T ];V2) ∩ L2(0, T ;V3),
(φt, ψt) ∈ L
∞(0, T ;H) ∩ L2(0, T ;V1).
Moreover, (φ,ψ) satisfies the mass conservation properties
〈φ(t)〉Ω = 〈φ0〉Ω, 〈ψ(t)〉Γ = 〈ψ0〉Γ, ∀ t ∈ [0, T ],
and there exists a constant C > 0 that may depend on Ω, Γ and κ, but is independent of α,
T , (φ,ψ) as well as the initial datum (φ0, ψ0), such that the following estimates hold:
‖(φ,ψ)‖2L∞(0,T ;V1) + ‖(φt, ψt)‖
2
L2(0,T ;(H1(Ω))∗×(H1(Γ))∗)
+ α‖(φt, ψt)‖
2
L2(0,T ;H) + ‖(φ,ψ)‖
2
L2(0,T ;V2)
+ ‖µ˜‖2L2(0,T ;H1(Ω)) + ‖µ˜Γ‖
2
L2(0,T ;H1(Γ))
≤ C(1 + T )‖(φ0, ψ0)‖
2
V1 + C(1 + α
−1)‖(h1, h2)‖
2
L2(0,T ;H), (4.5)
and
‖(φ,ψ)‖2L∞(0,T ;V2) + ‖(φt, ψt)‖
2
L∞(0,T ;(H1(Ω))∗×(H1(Γ))∗)
+ α‖(φt, ψt)‖
2
L∞(0,T ;H) + ‖(φt, ψt)‖
2
L2(0,T ;V1) + ‖(φ,ψ)‖
2
L2(0,T ;V3)
+ α‖µ˜‖2L2(0,T ;H2(Ω)) + α‖µ˜Γ‖
2
L2(0,T ;H2(Γ))
≤ CeCT (1 + α−1)‖(φ0, ψ0)‖
2
V2 + Ce
CT (1 + α−1)‖(h1, h2)‖
2
L2(0,T ;H1(Ω)×H1(Γ))
+ CeCT (1 + α−1)‖(h1, h2)‖
2
H1(0,T ;H). (4.6)
Remark 4.1. The proof of Lemma 4.2 is rather involved due to the fourth-order dynamic
boundary condition for ψ. A detailed proof will be postponed to the Appendix.
4.2 Local well-posedness of the viscous Cahn–Hilliard equation
We prove the main result of this section, namely, local well-posedness of the approximating
problem (4.1).
Proposition 4.1. Let α ∈ (0, 1] and κ > 0 be given. Suppose that Ω ⊂ Rd (d = 2, 3) is
a bounded domain with smooth boundary Γ and the assumption (A1) is satisfied. For any
initial datum (φ0, ψ0) ∈ V
2, there exists a time Tα > 0 such that the viscous Cahn–Hilliard
problem (4.1) admits a unique strong solution (φα, ψα) on [0, Tα] satisfying
(φα, ψα) ∈ C([0, Tα];V
2) ∩ L2(0, Tα;V
3)
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(φαt , ψ
α
t ) ∈ L
∞(0, Tα;H) ∩ L
2(0, Tα;V
1),
µα ∈ L2(0, Tα;H
2(Ω)), µαΓ ∈ L
2(0, Tα;H
2(Γ)),
with (φα, ψα)|t=0 = (φ0, ψ0). The equations and boundary conditions in the system (4.1) are
satisfied almost everywhere in Ω× (0, Tα) and on Γ× (0, Tα), respectively.
Proof. The proof of Proposition 4.1 relies on Lemma 4.2 for the linear parabolic system (4.4)
together with the contraction mapping principle.
For any given T ∈ (0,+∞) and (φ0, ψ0) ∈ V
2, we introduce the space
YT := {(φ
α, ψα) : (φα, ψα) ∈ C([0, T ];V2) ∩ L2(0, T ;V3),
(φαt , ψ
α
t ) ∈ L
∞(0, T ;H) ∩ L2(0, T ;V1), (φα, ψα)|t=0 = (φ0, ψ0)}, (4.7)
with the following equivalent norm
‖(φ,ψ)‖2YT = ‖(φ,ψ)‖
2
L∞(0,T ;V2) + ‖(φ,ψ)‖
2
L2(0,T ;V3)
+ ‖(φt, ψt)‖
2
L∞(0,T ;H) + ‖(φt, ψt)‖
2
L2(0,T ;V1). (4.8)
Then for every given pair (φ̂α, ψ̂α) ∈ YT , we look for the unique strong solution (φ
α, ψα) ∈ YT
to the following auxiliary linear problem
φαt −∆µ˜
α = 0, with µ˜α = −∆φα + αφαt + h
α
1 , in Ω× (0, T ),
∂nµ˜
α = 0, on Γ× (0, T ),
φα|Γ = ψ
α, on Γ× (0, T ),
ψαt −∆Γµ˜
α
Γ = 0, on Γ× (0, T ),
with µ˜αΓ = −κ∆Γψ
α + ψα + αψαt + ∂nφ
α + hα2 , on Γ× (0, T ),
φα|t=0 = φ0(x), in Ω,
ψα|t=0 = ψ0(x) := φ0(x)|Γ, on Γ,
(4.9)
where
hα1 = F
′(φ̂α) and hα2 = G
′(ψ̂α).
By assumption (A1), the Sobolev embedding theorem and the fact (φ̂α, ψ̂α) ∈ YT , we can
easily verify that the external source terms (hα1 , h
α
2 ) satisfy
(hα1 , h
α
2 ) ∈ L
2(0, T ;H1(Ω)×H1(Γ)) ∩H1(0, T ;H).
Therefore, it follows from Lemma 4.2 that the linear problem (4.9) admits a unique strong
solution (φα, ψα) ∈ YT . As a consequence, the mapping
S : YT → YT defined by S(φ̂
α, ψ̂α) = (φα, ψα)
is well-defined.
Next, we introduce a closed bounded subset of YT denoted by
MT := {(φ,ψ) ∈ YT : ‖(φ,ψ)‖YT ≤M},
where M ≥ 1 is a sufficiently large constant to be chosen later (see (4.14)). Our aim is to
prove that for some T > 0 being sufficiently small, S maps the set MT into itself and it is
indeed a contraction mapping on MT .
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To this end, for any pair (φ̂α, ψ̂α) ∈ MT , we already know that (φ
α, ψα) = S(φ̂α, ψ̂α) ∈
YT . Applying the estimate (4.6), we get
‖(φα, ψα)‖2L∞(0,T ;V2) + ‖(φ
α
t , ψ
α
t )‖
2
L∞(0,T ;(H1(Ω))∗×(H1(Γ))∗)
+ α‖(φαt , ψ
α
t )‖
2
L∞(0,T ;H) + ‖(φ
α
t , ψ
α
t )‖
2
L2(0,T ;V1) + ‖(φ
α, ψα)‖2L2(0,T ;V3)
+ α‖µ˜α‖2L2(0,T ;H2(Ω)) + α‖µ˜
α
Γ‖
2
L2(0,T ;H2(Γ))
≤ C1e
C1T (1 + α−1)‖(φ0, ψ0)‖
2
V2
+ C1e
C1T (1 + α−1)‖(hα1 , h
α
2 )‖
2
L2(0,T ;H1(Ω)×H1(Γ))
+ C1e
C1T (1 + α−1)‖(hα1 , h
α
2 )‖
2
H1(0,T ;H), (4.10)
where the constant C1 ≥ 1 is independent of α and T . Besides, using assumption (A1) and
the Sobolev embedding theorem, we obtain the following estimates
‖(hα1 , h
α
2 )‖
2
L2(0,T ;H1(Ω)×H1(Γ))
≤ T
(
‖F ′(φ̂α)‖2L∞(0,T ;H1(Ω)) + ‖G
′(ψ̂α)‖2L∞(0,T ;H1(Γ))
)
≤ T |Ω|‖F ′(φ̂α)‖2L∞(0,T ;L∞(Ω)) + T |Γ|‖G
′(φ̂α)‖2L∞(0,T ;L∞(Γ))
+ T‖F ′′(φ̂α)‖2L∞(0,T ;L∞(Ω))‖∇φ̂
α‖2L∞(0,T ;L2(Ω))
+ T‖G′′(ψ̂α)‖2L∞(0,T ;L∞(Γ))‖∇Γψ̂
α‖2L∞(0,T ;L2(Γ))
≤ C2T max
|y|≤C′2M
(
|F ′(y)|2 + |G′(y)|2 + |F ′′(y)|2M2 + |G′′(y)|2M2
)
≤ C2TM
2 max
|y|≤C′2M
(
|F ′(y)|2 + |G′(y)|2 + |F ′′(y)|2 + |G′′(y)|2
)
(4.11)
and
‖(∂th
α
1 , ∂th
α
2 )‖
2
L2(0,T ;H)
≤ T‖F ′′(φ̂α)‖2L∞(0,T ;L∞(Ω))‖φ̂
α
t ‖
2
L∞(0,T ;L2(Ω))
+ T‖G′′(ψ̂α)‖2L∞(0,T ;L∞(Γ))‖ψ̂
α
t ‖
2
L∞(0,T ;L2(Γ))
≤ C2TM
2 max
|y|≤C′2M
(
|F ′′(y)|2 + |G′′(y)|2
)
, (4.12)
where the positive constants C2, C
′
2 ≥ 1 are independent of α, M and T . As a consequence,
it follows from (4.10)–(4.12) and the assumption α ∈ (0, 1] that
‖(φα(t), ψα(t))‖2YT ≤ C3α
−2eC1T
(
‖(φ0, ψ0)‖
2
V2 + TM
2P1(M)
)
, (4.13)
where C3 ≥ 1 is independent of α, M and T , P1 is a monotone increasing function given by
P1(M) = max
|y|≤C′2M
(
|F ′(y)|2 + |G′(y)|2 + |F ′′(y)|2 + |G′′(y)|2
)
.
In view of (4.13), we can choose M to be a sufficiently large constant such that
M2 ≥ 4C3α
−2eC1‖(φ0, ψ0)‖
2
V2 . (4.14)
Then for any T satisfying
0 < T ≤ min
{
1,
α2
4C3eC1P1(M)
}
, (4.15)
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it easily follows from (4.13)–(4.15) that ‖(φα(t), ψα(t))‖2YT ≤
1
2M
2, which further implies
(φα, ψα) = S(φ̂α, ψ̂α) ∈ MT . Namely,
S : MT →MT .
Next, we show that for certain sufficiently small T > 0, the mapping S : MT → MT
is indeed a contraction with respective to the metric induced by the norm of YT (cf. (4.8)).
Let (φ̂αi , ψ̂
α
i ) ∈ MT and (φ
α
i , ψ
α
i ) = S(φ̂
α
i , ψ̂
α
i ), i = 1, 2. Their differences are denoted by
φ̂α = φ̂α1 − φ̂
α
2 , ψ̂
α = ψ̂α1 − ψ̂
α
2 ,
φ
α
= φα1 − φ
α
2 , ψ
α
= ψα1 − ψ
α
2 .
Then (φ
α
, ψ
α
) is a strong solution of the following system
φ
α
t −∆µ
α = 0, with µα = −∆φ
α
+ αφ
α
t + h
α
1 , in Ω× (0, T ),
∂nµ
α = 0, on Γ× (0, T ),
φ
α
|Γ = ψ
α
, on Γ× (0, T ),
ψ
α
t −∆Γµ
α
Γ = 0, on Γ× (0, T ),
with µαΓ = −κ∆Γψ
α
+ ψ
α
+ αψ
α
t + ∂nφ
α
+ h
α
2 , on Γ× (0, T ),
φ
α
|t=0 = 0, in Ω,
ψ
α
|t=0 = 0, on Γ,
(4.16)
where
h
α
1 = F
′(φ̂α1 )− F
′(φ̂α2 ), h
α
2 = G
′(ψ̂α1 )−G
′(ψ̂α2 ).
We infer from the linear estimate (4.6) that
‖(φ
α
, ψ
α
)‖2L∞(0,T ;V2) + ‖(φ
α
, ψ
α
)‖2L2(0,T ;V3)
+ ‖(φ
α
t , ψ
α
t )‖
2
L∞(0,T ;H) + ‖(φ
α
t , ψ
α
t )‖
2
L2(0,T ;V1)
≤ C4e
C4Tα−2
(
‖(h
α
1 , h
α
2 )‖
2
L2(0,T ;H1(Ω)×H1(Γ)) + ‖(h
α
1 , h
α
2 )‖
2
H1(0,T ;H)
)
. (4.17)
where C4 ≥ 1 is a positive constant independent of M , T and α. By assumption (A1), the
fact (φ̂αi , ψ̂
α
i ) ∈ MT (i = 1, 2) and the Sobolev embedding theorem, we see that
‖F ′(φ̂α1 )− F
′(φ̂α2 )‖
2
L2(0,T ;L2(Ω))
=
∥∥∥∥∫ 1
0
F ′′(φ̂α2 + s(φ̂
α
1 − φ̂
α
2 ))(φ̂
α
1 − φ̂
α
2 )ds
∥∥∥∥2
L2(0,T ;L2(Ω))
≤ T max
|y|≤C′2M
|F ′′(y)|2‖φ̂α‖2L∞(0,T ;L2(Ω)),
‖F ′′(φ̂α1 )∇φ̂
α
1 − F
′′(φ̂α2 )∇φ̂
α
2 ‖
2
L2(0,T ;L2(Ω))
≤ 2‖(F ′′(φ̂α1 )− F
′′(φ̂α2 ))∇φ̂
α
1 ‖
2
L2(0,T ;L2(Ω)) + 2‖F
′′(φ̂α2 )∇φ̂
α‖2L2(0,T ;L2(Ω))
≤ CT max
|y|≤C′2M
|F ′′′(y)|2‖∇φ̂α1 ‖
2
L∞(0,T ;L2(Ω))‖φ̂
α‖2L∞(0,T ;L∞(Ω))
+ CT max
|y|≤C′2M
|F ′′(y)|2‖∇φ̂α‖2L∞(0,T ;L2(Ω))
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≤ CT
(
max
|y|≤C′2M
|F ′′(y)|2 + max
|y|≤C′2M
|F ′′′(y)|2M2
)
‖φ̂α‖2L∞(0,T ;H2(Ω)),
‖F ′′(φ̂α1 )∂tφ̂
α
1 − F
′′(φ̂α2 )∂tφ̂
α
2 ‖
2
L2(0,T ;L2(Ω))
≤ 2‖(F ′′(φ̂α1 )− F
′′(φ̂α2 ))∂tφ̂
α
1 ‖
2
L2(0,T ;L2(Ω)) + 2‖F
′′(φ̂α2 )φ̂
α
t ‖
2
L2(0,T ;L2(Ω))
≤ CT max
|y|≤C′2M
|F ′′′(y)|2‖∂tφ̂
α
1 ‖
2
L∞(0,T ;L2(Ω))‖φ̂
α‖2L∞(0,T ;L∞(Ω))
+ CT max
|y|≤C′2M
|F ′′(y)|2‖φ̂αt ‖
2
L∞(0,T ;L2(Ω))
≤ CT max
|y|≤C′2M
|F ′′′(y)|2M2‖φ̂α‖2L∞(0,T ;H2(Ω))
+ CT max
|y|≤C′2M
|F ′′(y)|2‖φ̂αt ‖
2
L∞(0,T ;L2(Ω)),
and in a similar manner,
‖G′(ψ̂α1 )−G
′(ψ̂α2 )‖
2
L2(0,T ;L2(Γ)) ≤ T max
|y|≤C′2M
|G′′(y)|2‖ψ̂α‖2L∞(0,T ;L2(Γ)),
‖G′′(ψ̂α1 )∇ψ̂
α
1 −G
′′(ψ̂α2 )∇ψ̂
α
2 ‖
2
L2(0,T ;L2(Γ))
≤ CT
(
max
|y|≤C′2M
|G′′(y)|2 + max
|y|≤C′2M
|G′′′(y)|2M2
)
‖ψ̂α‖2L∞(0,T ;H2(Γ)).
‖G′′(ψ̂α1 )∂tψ̂
α
1 −G
′′(ψ̂α2 )∂tψ̂
α
2 ‖
2
L2(0,T ;L2(Γ))
≤ CT max
|y|≤C′2M
|G′′′(y)|2M2‖ψ̂α‖2L∞(0,T ;H2(Γ))
+ CT max
|y|≤C′2M
|G′′(y)|2‖ψ̂αt ‖
2
L∞(0,T ;L2(Γ)).
Combining the above estimates with (4.17), we infer that
‖(φ
α
, ψ
α
)‖2L∞(0,T ;V2) + ‖(φ
α
, ψ
α
)‖2L2(0,T ;V3)
+ ‖(φ
α
t , ψ
α
t )‖
2
L∞(0,T ;H) + ‖(φ
α
t , ψ
α
t )‖
2
L2(0,T ;V1)
≤ C5e
C4Tα−2TP2(M)
(
‖(φ̂α, ψ̂α)‖2L∞(0,T ;V2) + ‖(φ̂
α
t , ψ̂
α
t )‖
2
L∞(0,T ;H)
)
,
where C5 ≥ 1 is independent of M , T as well as α, P2 is a monotone increasing function
given by
P2(M) = max
|y|≤C′2M
(
|F ′′(y)|2 + |F ′′′(y)|2M2 + |G′′(y)|2 + |G′′′(y)|2M2
)
.
Thus, for any T satisfying
0 < T ≤ min
{
1,
α2
4C5eC4P2(M)
}
, (4.18)
we see that
‖(φ
α
(t), ψ
α
(t))‖YT ≤
1
2
‖(φ̂α(t), ψ̂α(t))‖YT .
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In summary, we can conclude from (4.15) and (4.18) that for any given α ∈ (0, 1], there
exists a time Tα satisfying
0 < Tα ≤ min
{
1,
α2
4C3eC1P1(M)
,
α2
4C5eC4P2(M)
}
,
such that the mappingS is a contraction from the setMTα into itself. Thanks to the classical
contraction mapping principle, we deduce that the regularized problem (4.1) admits a unique
local strong solution (φα, ψα) ∈ YTα for every α ∈ (0, 1]. Finally, it is easy to verify that
µα ∈ L2(0, Tα;H
2(Ω)), µαΓ ∈ L
2(0, Tα;H
2(Γ)) by using the estimate (4.10) with the choices
hα1 = F
′(φα) and hα2 = G
′(ψα). Besides, the continuity property (φα, ψα) ∈ C([0, Tα];V
2)
simply follows from the interpolation theorem (see, e.g., [81]).
The proof of Proposition 4.1 is complete.
5 Global Well-posedness
This section is devoted to the proof of Theorems 3.1 and 3.2.
5.1 A priori estimates
The crucial step is to derive some uniform global-in-time a priori estimates for the regularized
problem (4.1) with respective to the parameters α and κ. Within this subsection, we always
assume that
κ ∈ (0, κ¯] and α ∈ (0, 1],
where κ¯ > 0 is an arbitrary but fixed positive number.
First estimate: basic energy estimate. Testing the first and fourth equations in the
regularized system (4.1) by µα and µαΓ respectively, adding the resultants together, we have
for t ≥ 0,
d
dt
E(φα(t), ψα(t)) + ‖∇µα‖2L2(Ω) + ‖∇Γµ
α
Γ‖
2
L2(Γ) + α‖(φ
α
t , ψ
α
t )‖
2
H = 0, (5.1)
where
E(φα(t), ψα(t)) =
1
2
∫
Ω
|∇φα(t)|2 dx+
1
2
∫
Γ
(κ|∇Γψ
α(t)|2 + |ψα(t)|2) dS
+
∫
Ω
F (φα(t)) dx+
∫
Γ
G(ψα(t)) dS. (5.2)
Integrating (5.1) with respect to time, from (5.2) and assumption (A2) we deduce the fol-
lowing uniform estimate
1
2
∫
Ω
|∇φα(t)|2 dx+
1
2
∫
Γ
(κ|∇Γψ
α(t)|2 + |ψα(t)|2) dS
+
∫ t
0
(
‖∇µα(τ)‖2L2(Ω) + ‖∇Γµ
α
Γ(τ)‖
2
L2(Γ)
)
dτ + α
∫ t
0
‖(φαt (τ), ψ
α
t (τ))‖
2
Hdτ
≤ E(φ0, ψ0) + CF |Ω|+CG|Γ|, ∀ t ≥ 0. (5.3)
On the other hand, using the mass conservation property 〈φαt 〉Ω = 〈ψ
α
t 〉Γ = 0, we infer from
the equations for φα and ψα that
‖φαt ‖(H1(Ω))∗ = ‖∇µ
α‖L2(Ω), ‖ψ
α
t ‖(H1(Γ))∗ = ‖∇Γµ
α
Γ‖L2(Γ). (5.4)
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Hence, (5.3) also yields∫ +∞
0
(
‖φαt (t)‖
2
(H1(Ω))∗ + ‖ψ
α
t (t)‖
2
(H1(Γ))∗
)
dt ≤ E(φ0, ψ0) + CF |Ω|+ CG|Γ|. (5.5)
Remark 5.1. When (φ0, ψ0) ∈ V
1, it follows from the growth assumption (A3) and the
Sobolev embedding theorem that the initial energy satisfies E(φ0, ψ0) ≤ C(‖(φ0, ψ0)‖V1). On
the other hand, when (φ0, ψ0) ∈ V
2, the Sobolev embedding theorem and the assumption
(A1) easily imply E(φ0, ψ0) ≤ C(‖(φ0, ψ0)‖V2). For both cases, the estimate on E(φ0, ψ0) is
independent of α ∈ (0, 1]. Besides, these bounds may depend on the upper bound κ¯ but are
independent of κ.
Second estimate: on the time derivatives (φαt , ψ
α
t ). Differentiating the system (4.1)
with respect to time, we obtain
φαtt = ∆µ
α
t , with µ
α
t = −∆φ
α
t + αφ
α
tt + F
′′(φα)φαt , in Ω× (0, T ),
∂nµ
α
t = 0, on Γ× (0, T ),
φαt |Γ = ψ
α
t , on Γ× (0, T ),
ψαtt = ∆Γ(µ
α
Γ)t, on Γ× (0, T ),
with (µαΓ)t = −κ∆Γψ
α
t + ψ
α
t + αψ
α
tt + ∂nφ
α
t +G
′′(ψα)ψαt , on Γ× (0, T ),
φαt |t=0 = ∆µ
α(0), in Ω,
ψαt |t=0 = ∆Γµ
α
Γ(0), on Γ.
(5.6)
By an analogous observation like in [65], we see that for the regularized problem (4.1), if
φα(t) is known for some t, then the value of the chemical potential µα(t) can be uniquely
determined by solving the linear elliptic problem (with α > 0):{
µα(t)− α∆µα(t) = −∆φα(t) + F ′(φα(t)), in Ω,
∂nµ
α(t) = 0, on Γ.
(5.7)
In a similar manner, the surface chemical potential µαΓ(t) can be uniquely determined by
solving
µαΓ(t)− α∆Γµ
α
Γ(t) = −κ∆Γψ
α(t) + ψα(t) + ∂nφ
α(t) +G′(ψα(t)), on Γ. (5.8)
Now we prepare initial data for the auxiliary system (5.6). Assume (φ0, ψ0) ∈ V
3. Taking
t = 0 in (5.7), we infer from assumption (A1) and the Sobolev embedding theorem that
‖∇µα(0)‖L2(Ω) ≤ ‖∇(−∆φ0 + F
′(φ0))‖L2(Ω) ≤ C,
α
1
2‖∆µα(0)‖L2(Ω) ≤ ‖∇(−∆φ0 + F
′(φ0))‖L2(Ω) ≤ C,
where the constant C only depends on ‖φ0‖H3(Ω) but is independent of α and κ. Similarly,
we have
‖∇Γµ
α
Γ(0)‖L2(Γ) ≤ ‖∇Γ(−κ∆Γψ0 + ψ0 + ∂nφ0 +G
′(ψ0))‖L2(Γ) ≤ C,
α
1
2‖∆Γµ
α
Γ(0)‖L2(Γ) ≤ ‖∇Γ(−κ∆Γψ0 + ψ0 + ∂nφ0 +G
′(ψ0))‖L2(Γ) ≤ C,
where the constant C only depends on ‖(φ0, ψ0)‖V3 and the constant κ¯, but is independent
of α and κ.
29
Next, testing the first equation in (5.6) by (A0Ω)
−1φαt and the fourth equation by (A
0
Γ)
−1ψαt ,
adding the resultants together, we deduce from assumption (A2) that
1
2
d
dt
(
‖φαt ‖
2
(H1(Ω))∗ + α‖φ
α
t ‖
2
L2(Ω) + ‖ψ
α
t ‖
2
(H1(Γ))∗ + α‖ψ
α
t ‖
2
L2(Γ)
)
+ ‖∇φαt ‖
2
L2(Ω) + κ‖∇Γψ
α
t ‖
2
L2(Γ) + ‖ψ
α
t ‖
2
L2(Γ)
= −
∫
Ω
F ′′(φα)(φαt )
2 dx−
∫
Γ
G′′(ψα)(ψαt )
2 dS
≤ C˜F ‖φ
α
t ‖
2
L2(Ω) + C˜G‖ψ
α
t ‖
2
L2(Γ). (5.9)
It follows from the facts 〈φαt 〉Ω = 〈ψ
α
t 〉Γ = 0, the trace theorem, the interpolation inequality,
the Poincare´ and Young inequalities that for a.e. t > 0,
‖φαt ‖
2
L2(Ω) ≤ C‖φ
α
t ‖(H1(Ω))∗‖∇φ
α
t ‖L2(Ω)
≤
1
4C˜F
‖∇φαt ‖
2
L2(Ω) + CC˜F‖φ
α
t ‖
2
(H1(Ω))∗ , (5.10)
‖ψαt ‖
2
L2(Γ) ≤ C‖φ
α
t ‖
2
H
1
2+ǫ(Ω)
≤ C‖φαt ‖
1
2
−ǫ
(H1(Ω))∗
‖∇φαt ‖
3
2
+ǫ
L2(Ω)
≤
1
4C˜G
‖∇φαt ‖
2
L2(Ω) + CC˜G‖φ
α
t ‖
2
(H1(Ω))∗ , (5.11)
where ǫ ∈ (0, 12) and the constant C is independent of α and κ. Integrating (5.9) with respect
to time, we infer from the above estimates and (5.5) that
‖φαt (t)‖
2
(H1(Ω))∗ + α‖φ
α
t (t)‖
2
L2(Ω) + ‖ψ
α
t (t)‖
2
(H1(Γ))∗ + α‖ψ
α
t (t)‖
2
L2(Γ)
+
∫ t
0
(
‖∇φαt (τ)‖
2
L2(Ω) + κ‖∇Γψ
α
t (τ)‖
2
L2(Γ) + ‖ψ
α
t (τ)‖
2
L2(Γ)
)
dτ
≤ ‖∇µα(0)‖2L2(Ω) + α‖∆µ
α(0)‖2L2(Ω) + ‖∇Γµ
α
Γ(0)‖
2
L2(Γ)
+ α‖∆Γµ
α
Γ(0)‖
2
L2(Γ) + C
(
E(φ0, ψ0) + CF |Ω|+ CG|Γ|
)
≤ C, ∀ t ≥ 0, (5.12)
where the constant C depends on ‖(φ0, ψ0)‖V3 , CF , C˜F , CG, C˜G, Ω, Γ and κ¯, but is indepen-
dent of α and κ.
Third estimate: on the normal derivative ∂nφ
α. By the trace theorem, it follows
that
‖∂nφ
α‖
H−
1
2 (Γ)
≤ C‖∂nφ
α‖L2(Γ) ≤ C‖φ
α‖Hr(Ω), for some r ∈
(
3
2
, 2
)
, (5.13)
where C > 0 only depends on Ω. On the other hand, we also have∣∣∣∣∫
Γ
∂nφ
α dS
∣∣∣∣ = ∣∣∣〈∂nφα, 1〉H− 12 (Γ),H 12 (Γ)∣∣∣ ≤ |Γ| 12 ‖∂nφα‖H− 12 (Γ). (5.14)
The above estimates on the normal derivative ∂nφ
α will be enough for the case with surface
diffusion for any given κ > 0. However, they are not sufficient in order to pass to the limit as
κ→ 0+. For this purpose, we recall the generalized first Green’s formula in Section 3.2 and
in particular the inequality (3.8) such that for φα ∈ H1(Ω) with ∆φα ∈ (H1(Ω))∗, it holds
‖∂nφ
α‖
H−
1
2 (Γ)
≤ cR
(
‖∇φα‖L2(Ω) + ‖∆φ
α‖(H1(Ω))∗
)
. (5.15)
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As a consequence, we infer from (5.14) that∣∣∣∣∫
Γ
∂nφ
α dS
∣∣∣∣ ≤ cR|Γ| 12 (‖∇φα‖L2(Ω) + ‖∆φα‖(H1(Ω))∗). (5.16)
Fourth estimate: on the mean value of chemical potentials. We distinguish
several cases according to the possible dependence on κ.
(a) Assume that (φ0, ψ0) ∈ V
1 and the growth assumption (A3) is satisfied. Then by
(5.13)–(5.14) and the Sobolev embedding theorem (d = 2, 3), we obtain the following esti-
mates
|〈µα〉Ω| ≤ |Ω|
−1|Γ||〈∂nφ
α〉Γ|+ |〈F
′(φα)〉Ω|
≤ C
(
1 + ‖φα‖Hr(Ω) + ‖φ
α‖p+1
H1(Ω)
)
, (5.17)
|〈µαΓ〉Γ| ≤ |〈ψ
α〉Γ|+ |〈∂nφ
α〉Γ|+ |〈G
′(ψα)〉Γ|
≤ |〈ψ0〉Γ|+ C
(
1 + ‖φα‖Hr(Ω) + ‖ψ
α‖q+1
H1(Γ)
)
, (5.18)
where r ∈ (32 , 2) and C is independent of α and κ. By the lower-order estimate (5.3), we get
|〈µα〉Ω|+ |〈µ
α
Γ〉Γ| ≤ C(1 + ‖φ
α‖Hr(Ω)), ∀ t ≥ 0, (5.19)
where C depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, ĈG, Ω, Γ, κ¯, but is independent of α and κ.
(b) Assume that (φ0, ψ0) ∈ V
1 and (A3) is satisfied. Moreover, we suppose the additional
condition cR|Γ|
1
2 |Ω|−1 < 1, where cR is the constant in (5.15) (cf. (3.8)). Then from (5.16),
we deduce that∣∣∣∣∫
Ω
µα dx
∣∣∣∣ ≤ ∣∣∣∣∫
Γ
∂nφ
α dS
∣∣∣∣+ ∣∣∣∣∫
Ω
F ′(φα) dx
∣∣∣∣
≤ cR|Γ|
1
2
(
‖∇φα‖L2(Ω) + ‖∆φ
α‖(H1(Ω))∗
)
+
∣∣∣∣∫
Ω
F ′(φα) dx
∣∣∣∣
≤ cR|Γ|
1
2
(
‖µα‖(H1(Ω))∗ + α‖φ
α
t ‖(H1(Ω))∗ + ‖F
′(φα)‖(H1(Ω))∗
)
+ cR|Γ|
1
2 ‖∇φα‖L2(Ω) +
∣∣∣∣∫
Ω
F ′(φα) dx
∣∣∣∣
≤ cR|Γ|
1
2
(
‖∇(A0Ω)
−1(µα − 〈µα〉Ω)‖L2(Ω) + |〈µ
α〉Ω|
)
+C(α‖φαt ‖(H1(Ω))∗ + ‖F
′(φα)‖(H1(Ω))∗)
+ cR|Γ|
1
2 ‖∇φα‖L2(Ω) +
∣∣∣∣∫
Ω
F ′(φα) dx
∣∣∣∣ ,
which together with the lower-order estimate (5.3) and Poincare´’s inequality yields
|〈µα〉Ω| ≤ C|Ω|
−1
(
1− cR|Γ|
1
2 |Ω|−1
)−1(
‖∇µα‖L2(Ω) + 1
)
, (5.20)
where C depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, Ω, Γ, κ¯, but is independent of α and κ. The
uniform estimate (5.20) also implies
|〈∂nφ
α〉Γ| ≤ |Γ|
−1|Ω|
(
|〈µα〉Ω|+ |〈F
′(φα)〉Ω|
)
≤ C
(
‖∇µα‖L2(Ω) + 1
)
, (5.21)
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and
‖∂nφ
α‖
H−
1
2 (Γ)
≤ cR(‖∇φ
α‖L2(Ω) + ‖∆φ
α‖(H1(Ω))∗)
≤ C
(
‖∇µα‖L2(Ω) + 1
)
. (5.22)
Furthermore, we deduce from (5.3) and (5.20) that
|〈µαΓ〉Γ| ≤ |〈ψ
α〉Γ|+ |〈∂nφ
α〉Γ|+ |〈G
′(ψα)〉Γ|
≤ C
(
‖∇µα‖L2(Ω) + 1
)
, (5.23)
where C depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, ĈG, Ω, Γ, κ¯, but is independent of α and κ.
(c) Assume that (φ0, ψ0) ∈ V
3 and assumption (A2) is satisfied. Testing the equations
for µα, µαΓ in (4.1) by φ
α := φα − 〈φα〉Ω = φ
α − 〈φ0〉Ω, ψα := ψ
α − 〈ψα〉Γ = ψ
α − 〈ψ0〉Γ,
respectively, adding the resultants together, we obtain
‖∇φα(t)‖2L2(Ω) + κ‖∇Γψ
α(t)‖2L2(Γ) + ‖ψ
α(t)‖2L2(Γ) +
∫
Ω
F ′(φα(t))φα(t) dx
+
∫
Γ
G′(ψα(t))ψα(t) dS
=
∫
Ω
(µα(t)− 〈µα(t)〉Ω)φα(t) dx+
∫
Γ
(µαΓ(t)− 〈µ
α
Γ(t)〉Γ)ψ
α dS
− α
∫
Ω
φαt φ
α(t) dx− α
∫
Γ
ψαt ψ
α dS + (〈ψ0〉Γ − 〈φ0〉Ω)
∫
Γ
∂nφ
α(t) dS
≤ ‖µα(t)− 〈µα(t)〉Ω‖L2(Ω)‖φ
α(t)‖L2(Ω)
+ ‖µαΓ(t)− 〈µ
α
Γ(t)〉Γ‖L2(Γ)‖ψ
α‖L2(Γ)
+ α‖φαt ‖(H1(Ω))∗‖φ
α(t)‖H1(Ω) + α‖ψ
α
t ‖(H1(Γ))∗‖ψ
α‖H1(Γ)
+ (|〈ψ0〉Γ|+ |〈φ0〉Ω|)
∣∣∣∣∫
Γ
∂nφ
α(t) dS
∣∣∣∣
≤ C‖∇µα(t)‖L2(Ω)‖φ
α(t)‖H1(Ω) + C‖∇Γµ
α
Γ(t)‖L2(Γ)‖ψ
α(t)‖H1(Γ)
+ (|〈ψ0〉Γ|+ |〈φ0〉Ω|)
∣∣∣∣∫
Γ
∂nφ
α(t) dS
∣∣∣∣ . (5.24)
The above inequality together with (5.3)–(5.4), the higher-order estimate (5.12) and (5.13)–
(5.14) implies∫
Ω
F ′(φα(t))φα(t)dx+
∫
Γ
G′(ψα(t))ψα(t)dS ≤ C
(
1 + ‖φα‖Hr(Ω)
)
, ∀ t ≥ 0. (5.25)
On the other hand, recalling (A2) and the transformations (3.3)–(3.4), we deduce the fol-
lowing simple facts
F˜ (0) = F˜ ′(0) = G˜(0) = G˜′(0) = 0, (5.26)
F˜ ′′(y) ≥ 1, G˜′′(y) ≥ 1, ∀ y ∈ R, (5.27)
yF˜ ′(y) ≥ 0, yG˜′(y) ≥ 0, F˜ ′(y)G˜′(y) ≥ 0, ∀ y ∈ R. (5.28)
The convexity condition (5.27) easily yields (see, e.g., [65])
1
2
|F˜ ′(y)|(1 + |y|) ≤ F˜ ′(y)(y − 〈φ0〉Ω) + C(F, 〈φ0〉Ω),
32
12
|G˜′(y)|(1 + |y|) ≤ G˜′(y)(y − 〈ψ0〉Γ) + C(G, 〈ψ0〉Γ).
Therefore, we infer from the above relations and (5.25) that
|〈F ′(φα(t))〉Ω|+ |〈G
′(ψα(t))〉Γ| ≤ C
(
1 + ‖φα‖Hr(Ω)
)
, ∀ t ≥ 0. (5.29)
Then by (5.13), (5.14) and (5.29), we obtain
|〈µα〉Ω|+ |〈µ
α
Γ〉Γ| ≤ C(1 + ‖φ
α‖Hr(Ω)), ∀ t ≥ 0, (5.30)
where the constant C > 0 depends on ‖(φ0, ψ0)‖V3 , CF , C˜F , CG, C˜G, Ω, Γ and κ¯, but is
independent of α.
Fifth estimate: further estimate on chemical potentials. Again we distinguish
several cases according to the possible dependence on κ.
(a) Assume that (φ0, ψ0) ∈ V
1 and the growth assumption (A3) is satisfied. Combining
(5.3), (5.19) and Poincare´’s inequality, we deduce that
‖µα(t)‖L2(0,T ;H1(Ω)) + ‖µ
α
Γ(t)‖L2(0,T ;H1(Γ)) ≤ C(1 + T )
(
1 + ‖φα‖L2(0,T ;Hr(Ω))
)
, (5.31)
where the constant C > 0 depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, ĈG, Ω, Γ, κ¯, but is
independent of α and κ.
(b) Assume that (φ0, ψ0) ∈ V
1, (A3) is satisfied and cR|Γ|
1
2 |Ω|−1 < 1 holds. It follows
from (5.3), (5.20) and (5.23) that
‖µα(t)‖L2(0,T ;H1(Ω)) + ‖µ
α
Γ(t)‖L2(0,T ;H1(Γ)) ≤ C(1 + T ), (5.32)
where the constant C > 0 depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, ĈG, Ω, Γ, κ¯ and cR, but is
independent of α and κ.
If we further assume (φ0, ψ0) ∈ V
3, then from (5.12), (5.20) and (5.23) we obtain
‖µα(t)‖L∞(0,T ;H1(Ω)) + ‖µ
α
Γ(t)‖L∞(0,T ;H1(Γ)) ≤ C, (5.33)
‖µα(t)‖L2(0,T ;H3(Ω)) + ‖µ
α
Γ(t)‖L2(0,T ;H2(Γ)) ≤ C(1 + T ), (5.34)
where the constant C > 0 may depend on ‖(φ0, ψ0)‖V3 , CF , C˜F , ĈF , CG, C˜G, ĈG, Ω, Γ, κ¯
and cR, but is independent of α and κ.
(c) Assume that (φ0, ψ0) ∈ V
3 and assumption (A2) is satisfied. We infer from (5.12),
(5.30) and Poincare´’s inequality that
‖µα(t)‖H1(Ω) + ‖µ
α
Γ(t)‖H1(Γ) ≤ C(1 + ‖φ
α(t)‖Hr(Ω)), ∀ t ≥ 0, (5.35)
and
‖µα(t)‖L2(0,T ;H3(Ω)) + ‖µ
α
Γ(t)‖L2(0,T ;H3(Γ)) ≤ C(1 + T )
(
1 + ‖φα‖L∞(0,T ;Hr(Ω))
)
, (5.36)
where the constant C > 0 depends on ‖(φ0, ψ0)‖V3 , CF , C˜F , CG, C˜G, Ω, Γ and κ, but is
independent of α.
Sixth estimate: V2-estimate for (φα, ψα). Using the facts 〈φαt 〉Ω = 〈ψ
α
t 〉Γ = 0, we
deduce that
−(A0Ω)
−1φαt = µ
α − 〈µα〉Ω = µ
α +
|Γ|
|Ω|
〈∂nφ
α〉Γ − 〈F
′(φα)〉Ω,
33
and
−(A0Γ)
−1ψαt = µ
α
Γ − 〈µ
α
Γ〉Γ
= µαΓ − 〈ψ
α〉Γ − 〈∂nφ
α〉Γ − 〈G
′(ψα)〉Γ.
Therefore, the evolution system (4.1) can be transformed into the following nonlinear elliptic
boundary value problem:
−∆φα = −[α+ (A0Ω)
−1]φαt −
|Γ|
|Ω|
〈∂nφ
α〉Γ − F
′(φα) + 〈F ′(φα)〉Ω, in Ω,
φα|Γ = ψ
α, on Γ,
− κ∆Γψ
α + ψα + ∂nφ
α = −[α+ (A0Γ)
−1]ψαt + 〈ψ
α〉Γ + 〈∂nφ
α〉Γ
−G′(ψα) + 〈G′(ψα)〉Γ, on Γ.
(5.37)
Applying the elliptic estimate in Lemma 4.1, we obtain
‖φα(t)‖H2(Ω) + ‖ψ
α(t)‖H2(Γ)
≤ Cα
(
‖φαt ‖L2(Ω) + ‖ψ
α
t ‖L2(Γ)
)
+ C
(
‖φαt ‖(H1(Ω))∗ + ‖ψ
α
t ‖(H1(Γ))∗
)
+ C‖〈ψα〉Γ‖L2(Γ) + C
(
‖〈∂nφ
α〉Γ‖L2(Ω) + ‖〈∂nφ
α〉Γ‖L2(Γ)
)
+ C‖F ′(φα)− 〈F ′(φα)〉Ω‖L2(Ω) + C‖G
′(ψα)− 〈G′(ψα)〉Γ‖L2(Γ), (5.38)
where the constant C > 0 depends on Ω, Γ and κ, but is independent of α.
(a) Assume that (φ0, ψ0) ∈ V
1 and the growth assumption (A3) is satisfied. By the
Sobolev embedding theorem and Ho¨lder’s inequality, we obtain
‖F ′(φα)‖L2(Ω) + |〈F
′(φα)〉Ω| ≤ C(1 + ‖φ
α‖p+1
H1(Ω)
),
‖G′(ψα)‖L2(Γ) + |〈G
′(ψα)〉Γ| ≤ C(1 + ‖ψ
α‖q+1
H1(Γ)
).
Combining the above estimates with (5.3), (5.13) and (5.38), we deduce from the interpolation
inequality
‖φα(t)‖Hr(Ω) ≤ ǫ‖φ
α(t)‖H2(Ω) + Cǫ‖φ
α(t)‖H1(Ω), ∀ ǫ > 0, (5.39)
that
‖(φα(t), ψα(t))‖L2(0,T ;V2) ≤ C(1 + T ), (5.40)
where C > 0 depends on ‖(φ0, ψ0)‖V1 , CF , ĈF , CG, ĈG, Ω, Γ and κ, but is independent of
α.
(b) Assume that (φ0, ψ0) ∈ V
3 and assumptions (A3) is satisfied. From (5.3), (5.12),
(5.13), (5.38) and (5.39), we easily get
‖(φα(t), ψα(t))‖L∞(0,T ;V2) ≤ C, (5.41)
where C > 0 depends on ‖(φ0, ψ0)‖V3 , CF , C˜F , ĈF , CG, C˜G, ĈG, Ω, Γ and κ, but is
independent of α.
(c) Assume that (φ0, ψ0) ∈ V
3 and assumption (A4) is satisfied. For sufficient regular
φα, we observe that F˜ (φα)|Γ = F˜ (ψ
α), where F˜ is given by (3.3). On the other hand, by
assumption (A4), the sign condition (5.28) and the Cauchy–Schwarz inequality, we infer that∫
Γ
G˜′(ψα)F˜ ′(ψα) dS ≥
1
2ρ1
∫
Γ
|F˜ ′(ψα)|2 dS −
ρ22
2ρ1
|Γ|. (5.42)
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Then testing the equations for µα, µαΓ in (4.1) by F˜
′(φα) and F˜ ′(ψα), respectively, adding
the resultants together, we obtain∫
Ω
F˜ ′′(φα)|∇φα|2 dx+
∫
Ω
|F˜ ′(φα)|2 dx+ κ
∫
Γ
F˜ ′′(ψα)|∇Γψ
α|2 dS
+
∫
Γ
G˜′(ψα)F˜ ′(ψα) dS
= −α
∫
Ω
φαt F˜
′(φα) dx− α
∫
Γ
ψαt F˜
′(ψα) dS +
∫
Ω
µαF˜ ′(φα) dx
+
∫
Γ
µαΓF˜
′(ψα) dS −
∫
Γ
ψαF˜ ′(ψα) dS
−
∫
Ω
(F ′(φα)− F˜ ′(φα))F˜ ′(φα) dx
−
∫
Γ
(G′(ψα)− G˜′(ψα))F˜ ′(ψα) dS
≤
1
2
∫
Ω
|F˜ ′(φα)|2 dx+
3α2
2
‖φαt ‖
2
L2(Ω) +
3
2
‖µα‖2L2(Ω)
+
3
2
∫
Ω
|F ′(φα)− F˜ ′(φα)|2 dx+
1
4ρ1
∫
Γ
|F˜ ′(ψα)|2 dS
+ 4ρ1α
2‖ψαt ‖
2
L2(Γ) + 4ρ1‖µ
α
Γ‖
2
L2(Γ) + 4ρ1‖ψ
α‖2L2(Γ)
+ 4ρ1
∫
Γ
|G′(ψα)− G˜′(ψα)|2 dS. (5.43)
Exploiting (5.43) with (3.3), (5.3), (5.12), (5.35) and (5.42), we have
‖F ′(φα)‖L∞(0,T ;L2(Ω)) + ‖F
′(ψα)‖L∞(0,T ;L2(Γ)) ≤ C(1 + ‖φ
α‖L∞(0,T ;Hr(Ω))). (5.44)
Similarly, testing the equation for µαΓ in (4.1) by G˜
′(ψα), we get
κ
∫
Γ
G˜′′(ψα)|∇Γψ
α|2 dS +
∫
Γ
|G˜′(ψα)|2 dS
= −α
∫
Γ
ψαt G˜
′(ψα) dS +
∫
Γ
µαΓG˜
′(ψα) dS −
∫
Γ
ψαG˜′(ψα) dS
−
∫
Γ
∂nφ
αG˜′(ψα) dS −
∫
Γ
(G′(ψα)− G˜′(ψα))G˜′(ψα) dS
≤
1
2
∫
Γ
|G˜′(ψα)|2 dS +
5
2
α2‖ψαt ‖
2
L2(Γ) +
5
2
‖µαΓ‖
2
L2(Γ) +
5
2
‖ψα‖2L2(Γ)
+
5
2
‖∂nφ
α‖2L2(Γ) +
5
2
∫
Γ
|G′(ψα)− G˜′(ψα)|2 dS. (5.45)
Using (3.4), (5.3), (5.13), (5.35) and (5.45), we have
‖G′(ψα)‖L∞(0,T ;L2(Γ)) ≤ C
(
1 + ‖φα‖L∞(0,T ;Hr(Ω))
)
. (5.46)
Finally, we deduce from (5.13), (5.29), (5.38), (5.44), (5.46) and the interpolation inequality
(5.39) that
‖(φα(t), ψα(t))‖L∞(0,T ;V2) ≤ C, (5.47)
where C > 0 depends on ‖(φ0, ψ0)‖V3 , CF , C˜F , CG, C˜G, Ω, Γ, ρ1, ρ2 and κ, but is independent
of α.
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Seventh estimate: V3-estimate for (φα, ψα). Assume that (φ0, ψ0) ∈ V
3 and either
(A3) or (A4) is satisfied. Applying the elliptic estimate in Lemma 4.1 once again, we obtain
‖φα(t)‖H3(Ω) + ‖ψ
α(t)‖H3(Γ)
≤ Cα
(
‖φαt ‖H1(Ω) + ‖ψ
α
t ‖H1(Γ)
)
+ C
(
‖φαt ‖(H1(Ω))∗ + ‖ψ
α
t ‖(H1(Γ))∗
)
+ C‖〈ψα〉Γ‖H1(Γ) + C
(
‖〈∂nφ
α〉Γ‖H1(Ω) + ‖〈∂nφ
α〉Γ‖H1(Γ)
)
+ C‖F ′(φα)− 〈F ′(φα)〉Ω‖H1(Ω) + C‖G
′(ψα)− 〈G′(ψα)〉Γ‖H1(Γ). (5.48)
Then it follows from (5.3), (5.5), (5.12)–(5.14), (5.41), (5.47) and the fact α ∈ (0, 1] that
‖(φα(t), ψα(t))‖L2(0,T ;V3) ≤ C(1 + T ), (5.49)
where C > 0 may depend on ‖(φ0, ψ0)‖V3 , CF , C˜F , ĈF , CG, C˜G, ĈG, Ω, Γ, ρ1, ρ2 and κ, but
is independent of α.
5.2 Proof of Theorem 3.1: the case with surface diffusion κ > 0
Combining the local well-posedness result for the regularized problem (4.1) (see Proposition
4.1) and the uniform estimates obtained in the previous section, we are in a position to prove
Theorem 3.1, with κ > 0 being an arbitrary but fixed constant.
(1) Existence of global strong solutions. Assume that (φ0, ψ0) ∈ V
3 and assumptions
(A1), (A2) are satisfied. In addition, we suppose that either (A3) or (A4) is fulfilled. The
uniform estimates (5.3), (5.5), (5.12), (5.35), (5.36), (5.41), (5.47) and (5.49) imply that the
unique local strong solution (φα, ψα) to problem (4.1) can be extended beyond Tα to the
whole interval [0, T ] for arbitrary T > 0. Moreover, these uniform estimates allow us to find
a convergent subsequence of the approximating solutions still denoted by (φα, ψα, µα, µαΓ)
without abusing of notion as well as some limit functions (φ,ψ, µ, µΓ), such that as α→ 0
+
(φα, ψα)⇀ (φ,ψ) weakly star in L∞(0, T ;V2),
(φα, ψα)⇀ (φ,ψ) weakly in L2(0, T ;V3),
(φαt , ψ
α
t )⇀ (φt, ψt) weakly in L
2(0, T ;V1),
(φαt , ψ
α
t )⇀ (φt, ψt) weakly star in L
∞(0, T ; (H1(Ω))∗ × (H1(Γ))∗),
(µα, µαΓ)⇀ (µ, µΓ) weakly in L
2(0, T ;H3(Ω)×H3(Γ)),
∂nφ
α ⇀ ∂nφ weakly in L
2(0, T ;H
3
2 (Γ)),
(αφαt , αψ
α
t )→ (0, 0) strongly in L
2(0, T ;H),
By the well-known compactness lemma (cf. e.g., [81, Section 8, Corollary 4]), we obtain
(φα, ψα)→ (φ,ψ) strongly in C([0, T ];V2),
which implies
φ|t=0 = φ0, a.e. in Ω, ψ|t=0 = ψ0, a.e. in Γ,
and
φα → φ, ψα → ψ, a.e. in Ω× (0, T ) and Γ× (0, T ), respectively.
From the pointwise convergence of (φα, ψα) and the uniform estimates (5.44), (5.46), we are
able to show the convergence of nonlinear terms F ′, G′ such that
(F ′(φα), G′(ψα))⇀ (F ′(φ), G′(ψ)) weakly in L2(0, T ;H),
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and then identify µ and µΓ as
µ = −∆φ+ F ′(φ) in L2(0, T ;L2(Ω)), (5.50)
µΓ = −κ∆Γψ + ψ + ∂nφ+G
′(ψ) in L2(0, T ;L2(Γ)). (5.51)
The above subsequential convergence results enable us to pass to the limit in the regularized
system (4.1) as α→ 0+ to conclude that the limit functions (φ,ψ, µ, µΓ) satisfy the original
system (3.2) for a.e. t ∈ (0, T ). Moreover, the spatial regularity of (φ,ψ) can be improved
by using elliptic estimates. Applying Lemma 4.1 to the following system (cf. (5.50)–(5.51))
−∆φ = µ− F ′(φ), in Ω,
φ|Γ = ψ, on Γ,
− κ∆Γψ + ψ + ∂nφ = µΓ −G
′(ψ), on Γ,
(5.52)
we deduce that for a.e. t ∈ (0, T ),
‖φ‖Hs+2(Ω) + ‖ψ‖Hs+2(Γ)
≤ C(‖µ‖Hs(Ω) + ‖µΓ‖Hs(Γ) + ‖F
′(φ)‖Hs(Ω) + ‖G
′(ψ)‖Hs(Γ)), s = 1, 3. (5.53)
By assumption (A1), (5.35), (5.36), (5.41), (5.47), (5.49) and the Sobolev embedding theo-
rem, we have
‖(φ,ψ)‖L∞(0,T ;V3) ≤ C and ‖(φ,ψ)‖L2(0,T ;V5) ≤ C.
In summary, we can conclude that the limit function (φ,ψ) is a global strong solution to the
original problem (3.2). Besides, its regularity enables us to derive the energy identity (3.17).
(2) Existence of global weak solutions. Assume that (φ0, ψ0) ∈ V
1 and assumptions
(A1)–(A3) are satisfied. By the classical density argument, we first find an approximating
sequence {(φn0 , ψ
n
0 )}
∞
n=1 ⊂ V
3 such that (φn0 , ψ
n
0 ) strongly converge to (φ0, ψ0) in V
1 as n →
+∞. For every n ∈ N and α ∈ (0, 1], problem (4.1) admits a global strong solution denoted
by (φn,α, ψn,α). Then by the uniform estimates (5.3), (5.5), (5.31) and (5.40), we have the
following convergence as n → +∞ and α → 0+ (up to a subsequence, not relabelled for
simplicity):
(φn,α, ψn,α)⇀ (φ,ψ) weakly star in L∞(0, T ;V1),
(φn,α, ψn,α)⇀ (φ,ψ) weakly in L2(0, T ;V2),
(φn,αt , ψ
n,α
t )⇀ (φt, ψt) weakly in L
2(0, T ; (H1(Ω))∗ × (H1(Γ))∗),
(µn,α, µn,αΓ )⇀ (µ, µΓ) weakly in L
2(0, T ;H1(Ω)×H1(Γ)),
∂nφ
n,α ⇀ ∂nφ weakly in L
2(0, T ;H
1
2 (Γ)),
(αφn,αt , αψ
n,α
t )→ (0, 0) strongly in L
2(0, T ;H),
and the convergence on initial data (cf. e.g., [92, Lemma 3.1.7])
(φn,α, ψn,α)|t=0 ⇀ (φ,ψ)|t=0 weakly in (H
1(Ω))∗ × (H1(Γ))∗,
such that (φ,ψ)|t=0 = (φ0, ψ0). Using the Aubin–Lions compactness lemma (cf. e.g., [81]),
we have
(φn,α, ψn,α)→ (φ,ψ) strongly in L2(0, T ;V1),
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which together with the growth assumption (A3) and the Sobolev embedding theorem yields
(F ′(φn,α), G′(ψn,α))⇀ (F ′(φ), G′(ψ)) weakly in L2(0, T ;H).
Thus we still have the identities (5.50) and (5.51). Using (A3) again, we deduce that
‖F ′(φ)‖H1(Ω)
≤ ‖F ′′(φ)∇φ‖L2(Ω) + ‖F
′(φ)‖L2(Ω)
≤ C‖∇φ‖L2p+2(Ω)‖1 + |φ|
p‖
L
2p+2
p (Ω)
+ C‖1 + |φ|p+1‖L2(Ω)
≤ C‖φ‖H2(Ω)
(
1 + ‖φ‖p
H1(Ω)
)
+ C‖φ‖p+1
H1(Ω)
+ C, (5.54)
and in a similar manner
‖G′(ψ)‖H1(Γ) ≤ C‖ψ‖H2(Γ)
(
1 + ‖ψ‖q
H1(Γ)
)
+ C‖ψ‖q+1
H1(Γ)
+ C. (5.55)
As a consequence, it follows from the above estimates and (5.3), (5.40), (5.52), (5.53) that
‖(φ,ψ)‖L2(0,T ;V3) ≤ C.
In summary, the limit function (φ,ψ) is a global weak solution to problem (3.2) satisfying
the weak formulation (3.10)–(3.11). It is standard to show that the weak solution fulfills the
energy inequality (3.16) by passing to the limit n→ +∞, α→ 0+ in the energy equality for
strong solutions (φn,α, ψn,α).
(3) Continuous dependence and uniqueness. Let (φi, ψi), i = 1, 2, be two global
weak solutions to problem (3.2) subject to initial data (φ0i, ψ0i) ∈ V
1 with 〈φ01〉Ω = 〈φ02〉Ω,
〈ψ01〉Γ = 〈ψ02〉Γ. Denote the differences
φ = φ1 − φ2, ψ = ψ1 − ψ2, φ0 = φ01 − φ02, ψ0 = ψ01 − ψ02.
Then the pair (φ,ψ) satisfies (keeping the weak formulations in Definition 3.1 in mind)
φt = ∆µ, with µ = −∆φ+ F
′(φ1)− F
′(φ2), in Ω× (0, T ),
∂nµ = 0, on Γ× (0, T ),
φ|Γ = ψ, on Γ× (0, T ),
ψt = ∆ΓµΓ, on Γ× (0, T ),
with µΓ = −κ∆Γψ + ψ + ∂nφ+G
′(ψ1)−G
′(ψ2), on Γ× (0, T ),
φ|t=0 = φ0, in Ω,
ψ
α
|t=0 = ψ0, on Γ,
(5.56)
Since 〈φ(t)〉Ω = 〈ψ(t)〉Γ = 0 for all t ∈ [0, T ], we can test the first and fourth equations in
(5.56) by (A0Ω)
−1φ and (A0Γ)
−1ψ, respectively, adding the resultants together, we have
1
2
d
dt
(
‖φ‖2(H1(Ω))∗ + ‖ψ‖
2
(H1(Γ))∗
)
+ ‖∇φ‖2L2(Ω) + κ‖∇Γψ‖
2
L2(Γ) + ‖ψ‖
2
L2(Γ)
= −
∫
Ω
(F ′(φ1)− F
′(φ2))φ dx−
∫
Γ
(G′(ψ1)−G
′(ψ2))ψ dS
= −
∫
Ω
∫ 1
0
F ′′(φ2 + s(φ1 − φ2))φ
2
dsdx
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−∫
Γ
∫ 1
0
G′′(ψ2 + s(ψ1 − φ2))ψ
2
dsdS
≤ C˜F ‖φ‖
2
L2(Ω) + C˜G‖ψ‖
2
L2(Γ),
where in the last line we have used (A2). Exploiting the interpolation inequalities and the
trace theorem
‖φ‖2L2(Ω) ≤ C‖φ‖H1(Ω)‖φ‖(H1(Ω))∗ ,
‖ψ‖2L2(Γ) ≤ C‖φ‖
2
H
1
2+ǫ(Ω)
≤ C‖φ‖
3
2
+ǫ
H1(Ω)
‖φ‖
1
2
−ǫ
(H1(Ω))∗
, for some ǫ ∈ (0,
1
2
),
we deduce from Poincare´’s inequality and Young’s inequality that
d
dt
(
‖φ‖2(H1(Ω))∗ + ‖ψ‖
2
(H1(Γ))∗
)
+ ‖(φ,ψ)‖2V1 ≤ C‖φ‖
2
(H1(Ω))∗ .
Thanks to Gronwall’s lemma, we obtain
‖φ(t)‖2(H1(Ω))∗ + ‖ψ(t)‖
2
(H1(Γ))∗ +
∫ t
0
‖(φ(τ), ψ(τ))‖2V1 dτ
≤ CT
(
‖φ0‖
2
(H1(Ω))∗ + ‖ψ0‖
2
(H1(Γ))∗
)
, ∀ t ∈ (0, T ), (5.57)
where CT > 0 depends on T , but is independent of the initial data. The continuous depen-
dence result (5.57) easily yields the uniqueness of global weak solutions to problem (3.2). We
note that the inequality (5.57) automatically holds for global strong solutions and in that
case actually continuous dependence in stronger norms can be obtained in a similar manner.
The proof of Theorem 3.1 is complete.
5.3 Proof of Theorem 3.2: the case without surface diffusion κ = 0
We observe that the surface diffusion term −κ∆Γψ (with κ > 0) can be regarded as a
regularization on the boundary. Thus, we first solve the approximating system (4.1) with
α, κ ∈ (0, 1], obtaining uniform estimates with respect to both α, κ and then pass to the limit
as (α, κ)→ (0+, 0+). The procedure is similar to the previous section. Hence, we just sketch
the essential steps.
Assume (φ0, ψ0) ∈ V
3. We solve the regularized problem (4.1) with α, κ ∈ (0, 1]. The
approximating global strong solutions are denoted by (φα,κ, ψα,κ) with bulk/surface chemical
potentials (µα,κ, µα,κΓ ). Then by the uniform estimates (5.3), (5.5), (5.12), (5.22), (5.33) and
(5.34), we can find a convergent subsequence, still denoted by (φα,κ, ψα,κ) without abusing
of notion, such that as (α, κ)→ (0+, 0+)
(φα,κ, ψα,κ)⇀ (φ,ψ) weakly star in L∞(0, T ;V 1),
(φα,κt , ψ
α,κ
t )⇀ (φt, ψt) weakly star in L
∞(0, T ; (H1(Ω))∗ × (H1(Γ))∗),
(φα,κt , ψ
α,κ
t )⇀ (φt, ψt) weakly in L
2(0, T ;H1(Ω)× L2(Γ)),
(µα,κ, µα,κΓ )⇀ (µ, µΓ) weakly star in L
∞(0, T ;H1(Ω)×H1(Γ)),
(µα,κ, µα,κΓ )⇀ (µ, µΓ) weakly in L
2(0, T ;H3(Ω)×H2(Γ)),
∂nφ
α,κ ⇀ ∂nφ weakly star in L
∞(0, T ;H−
1
2 (Γ)),
(αφα,κt , αψ
α,κ
t )→ (0, 0) strongly in L
2(0, T ;H),
κ∇Γψ
α,κ → 0 strongly in L∞(0, T ;L2(Γ)).
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By the Aubin–Lions compactness lemma, up to a subsequence,
(φα,κ, ψα,κ)→ (φ,ψ) strongly in C([0, T ];V 1−ǫ), ǫ ∈ (0,
1
2
),
which again implies the almost everywhere convergence (φα,κ, ψα,κ) → (φ,ψ). Then by the
growth assumption (A3) (for the case κ = 0) and the Sobolev embedding theorem, we easily
have
(F ′(φα,κ), G′(ψα,κ))⇀ (F ′(φ), G′(ψ)) weakly in L2(0, T ;H).
From the expression of µα,κ, we see that ∆φα,κ is uniformly bounded in L2(0, T ;L2(Ω)) and
thus
∆φα,κ ⇀ ∆φ weakly in L2(0, T ;L2(Ω)).
Hence, we can identify the bulk chemical potential µ as
µ = −∆φ+ F ′(φ) in L2(0, T ;L2(Ω)). (5.58)
On the other hand, for any ξ ∈ L2(0, T ;H1(Γ)), we have∫ T
0
∫
Γ
µα,κΓ ξ dSdt
=
∫ T
0
∫
Γ
(
κ∇Γψ
α,κ · ∇Γξ + ψ
α,κξ + ∂nφ
α,κξ +G′(ψα,κ)ξ
)
dSdt,
then the previous weak convergence results yield that as (α, κ)→ (0+, 0+), it holds∫ T
0
∫
Γ
µΓξ dSdt =
∫ T
0
∫
Γ
(
ψ + ∂nφ+G
′(ψ)
)
ξ dSdt.
Thus we can identify surface chemical potential µΓ as
µΓ = ψ + ∂nφ+G
′(ψ) in L2(0, T ;H−1(Γ)). (5.59)
From the regularity of µΓ, ψ and G
′(ψ), by comparison, we see that ∂nφ ∈ L
2(0, T ;L2(Γ))
and (5.59) indeed holds in L2(0, T ;L2(Γ)).
The above subsequential convergence results enable us to pass to the limit as (α, κ) →
(0+, 0+) to conclude that the limit functions (φ,ψ, µ, µΓ) satisfy the weak formulations (3.10)–
(3.11) for a.e. t ∈ (0, T ), while (3.12), (3.13) are satisfied a.e. in Ω× (0, T ) and on Γ× (0, T ),
respectively. Besides, we also have (φ,ψ)|t=0 = (φ0, ψ0).
The growth assumption (A3) for κ = 0 yields
‖G′(ψ)‖H1(Γ) ≤ ‖G
′′(ψ)∇Γψ‖L2(Γ) + ‖G
′(ψ)‖L2(Γ)
≤ ĈG‖∇Γψ‖L2(Γ) +C
(
‖ψ‖L2(Γ) + 1
)
. (5.60)
Then applying the classical elliptic estimate to the Robin problem
−∆φ = µ− F ′(φ), in Ω,
φ|Γ = ψ, on Γ,
∂nφ+ ψ = µΓ −G
′(ψ), on Γ,
(5.61)
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by the trace theorem ‖ψ‖H1(Γ) ≤ C‖φ‖Hr(Ω) for some r ∈ (
3
2 , 2), (5.54), (5.60), the interpo-
lation inequality (5.39), the Sobolev embedding theorem and Young’s inequality, we have for
a.e. t ∈ (0, T ),
‖φ‖H2(Ω) ≤ C
(
‖µ‖L2(Ω) + ‖F
′(φ)‖L2(Ω) + ‖µΓ‖
H
1
2 (Γ)
+ ‖G′(ψ)‖
H
1
2 (Γ)
)
≤ C
(
‖µ‖L2(Ω) + ‖µΓ‖H1(Γ) + ‖φ‖
p+1
L2p+2(Ω)
+ ‖G′(ψ)‖H1(Γ) + 1
)
≤ C
(
‖µ‖L2(Ω) + ‖µΓ‖H1(Γ) + ‖φ‖
p+1
H1(Ω)
+ ‖φ‖Hr(Ω) + ‖ψ‖L2(Γ) + 1
)
≤
1
2
‖φ‖H2(Ω) + C
(
‖µ‖L2(Ω) + ‖µΓ‖H1(Γ)
)
+ C
(
‖φ‖p+1
H1(Ω)
+ ‖φ‖H1(Ω) + 1
)
. (5.62)
As a consequence,
‖(φ,ψ)‖L∞(0,T ;V 2) ≤ C. (5.63)
From the elliptic estimate [60, Chapter 2, Theorem 5.4] (see also [6, Part I, Chapter 3,
Theorem 3.2]), the fact (µ, µΓ) ∈ L
∞(0, T ;H1(Ω)×H1(Γ)) and (5.63), we further infer that
‖φ‖
H
5
2 (Ω)
≤ C
(
‖µ‖
H
1
2 (Ω)
+ ‖F ′(φ)‖
H
1
2 (Ω)
+ ‖µΓ‖H1(Γ) + ‖G
′(ψ)‖H1(Γ)
)
≤ C, (5.64)
namely, (φ,ψ) ∈ L∞(0, T ;V
5
2 ). In a similar manner, from (µ, µΓ) ∈ L
2(0, T ;H3(Ω)×H2(Γ))
and (5.63) we can deduce that (φ,ψ) ∈ L2(0, T ;V
7
2 ).
As far as the global weak solution is concerned, i.e., the initial datum satisfies (φ0, ψ0) ∈
V1, we only have weaker uniform estimates (5.3), (5.5), (5.22) and (5.32). By a similar density
argument like before, we can conclude the existence of a global weak solution to problem (3.2)
with excepted regularity properties.
Finally, the continuous dependence result follows from the same argument as for (5.57)
in the case κ > 0 (replacing V1-norm for (φ,ψ) with V 1-norm), which implies the uniqueness
of global weak/strong solution when κ = 0.
The proof of Theorem 3.2 is complete.
6 Long-time Behavior
6.1 Uniform-in-time estimates
First, we derive some uniform-in-time estimates for global weak/strong solutions to problem
(3.2) that are helpful for the investigation of their long-time behavior.
First, it follows from the energy inequality (3.16) (for weak solutions) or the energy
identity (3.17) (for strong solutions) that
Lemma 6.1. Suppose that the assumptions of Theorems 3.1 or 3.2 are satisfied. Let (φ,ψ)
be a global weak/strong solution to problem (3.2). Then the following estimates hold:
‖(φ(t), ψ(t)‖V1κ ≤ C, ∀ t ≥ 0, (6.1)∫ +∞
0
(
‖∇µ(t)‖2L2(Ω) + ‖∇ΓµΓ(t)‖
2
L2(Γ)
)
dt ≤ C, (6.2)
where the constant C may depend on E(φ0, ψ0), CF , CG, Ω and Γ.
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Next, we establish a smoothing type estimate.
Lemma 6.2. Suppose that the assumptions of Theorems 3.1 or 3.2 are satisfied. Let (φ,ψ)
be a global weak/strong solution to problem (3.2).
(1) If κ > 0, then we have
‖φ(t)‖H3(Ω) + ‖ψ(t)‖H3(Γ) ≤ C
(
1 + t
t
) 1
2
, ∀ t > 0, (6.3)
where the constant C may depend on E(φ0, ψ0), Ω, Γ, CF , C˜F , ĈF , CG, C˜G, ĈG and κ.
(2) If κ = 0, then we have
‖φ(t)‖
H
5
2 (Ω)
≤ C
(
1 + t
t
) 1
2
, ∀ t > 0, (6.4)
where the constant C may depend on E(φ0, ψ0), Ω, Γ, CF , C˜F , ĈF , CG, C˜G and ĈG.
Proof. We proceed with a standard approximating procedure (cf. for instance, [1, 59, 65]).
Given h > 0, let us introduce the difference quotient of a function by
∂ht f =
1
h
(
f(t+ h)− f(t)
)
, ∀ t ≥ 0.
Owing to Definition 3.1, the difference quotient of a weak solution satisfies the weak formu-
lation
〈(∂ht φ)t, ζ〉(H1(Ω))∗,H1(Ω) +
∫
Ω
∇∂ht µ · ∇ζ dx = 0, (6.5)
〈(∂ht ψ)t, η〉(H1(Γ))∗,H1(Γ) +
∫
Γ
∇Γ∂
h
t µΓ · ∇Γη dS = 0, (6.6)
for every ζ ∈ H1(Ω) and η ∈ H1(Γ) and almost every t ∈ (0,+∞), with
∂ht µ = −∆∂
h
t φ+
1
h
(F ′(φ(t+ h)) − F ′(φ(t))), (6.7)
for almost every (x, t) ∈ Ω× (0,+∞) and
∂ht µΓ = −κ∆Γ∂
h
t ψ + ∂
h
t ψ + ∂n∂
h
t φ+
1
h
(G′(ψ(t+ h)) −G′(ψ(t))), (6.8)
for almost every (x, t) ∈ Γ× (0,+∞).
Case 1. κ > 0. Using the facts 〈∂ht φ〉Ω = 〈∂
h
t ψ〉Γ = 0, we test (6.5) and (6.6) by
(A0Ω)
−1∂ht φ, (A
0
Γ)
−1∂ht ψ, respectively, add the resultants together, then we deduce from (6.7)
and (6.8) that
1
2
d
dt
(
‖∂ht φ‖
2
(H1(Ω))∗ + ‖∂
h
t ψ‖
2
(H1(Γ))∗
)
+ ‖∇∂ht φ‖
2
L2(Ω)
+ κ‖∇Γ∂
h
t ψ‖
2
L2(Γ) + ‖∂
h
t ψ‖
2
L2(Γ)
= −
1
h
∫
Ω
(F ′(φ(t+ h))− F ′(φ(t)))∂ht φdx
−
1
h
∫
Γ
(G′(ψ(t + h))−G′(ψ(t)))∂ht ψ dS. (6.9)
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Using assumption (A2), Poincare´’s inequality and Young’s inequality, by a similar argument
for (5.10)–(5.11), we deduce from (6.9) that
d
dt
(
‖∂ht φ‖
2
(H1(Ω))∗ + ‖∂
h
t ψ‖
2
(H1(Γ))∗
)
+ ‖∇∂ht φ‖
2
L2(Ω)
+ κ‖∇Γ∂
h
t ψ‖
2
L2(Γ) + ‖∂
h
t ψ‖
2
L2(Γ)
≤ C
(
‖∂ht φ‖
2
(H1(Ω))∗ + ‖∂
h
t ψ‖
2
(H1(Γ))∗
)
, (6.10)
where the constant C > 0 depends on Ω, Γ, C˜F , C˜G, but is independent of κ and h. We infer
from φt ∈ L
2(0,+∞; (H1(Ω))∗) that for almost every τ > 0, it holds
‖∂ht φ(τ)‖(H1(Ω))∗ ≤
1
h
∫ τ+h
τ
‖φt(s)‖(H1(Ω))∗ ds→ ‖φt(τ)‖(H1(Ω))∗ as h→ 0
+
and thus ‖∂ht φ‖L2(0,+∞;(H1(Ω))∗) ≤ ‖φt‖L2(0,+∞;(H1(Ω))∗) (cf. [1]). In a similar manner, we
have ‖∂ht ψ‖L2(0,+∞;(H1(Γ))∗) ≤ ‖ψt‖L2(0,+∞;(H1(Γ))∗). Multiplying (6.10) by t and integrating
with respect to time, using the above estimates and (6.2), we get
t
(
‖∂ht φ(t)‖
2
(H1(Ω))∗ + ‖∂
h
t ψ(t)‖
2
(H1(Γ))∗
)
+
∫ t
0
τ‖(∂ht φ, ∂
h
t ψ)‖
2
V1 dτ
≤
∫ t
0
(1 + Cτ)
(
‖∂ht φ(τ)‖
2
(H1(Ω))∗ + ‖∂
h
t ψ(τ)‖
2
(H1(Γ))∗
)
dτ
≤ C
(
E(φ0, ψ0) + CF |Ω|+ CG|Γ|
)
(1 + t), ∀ t > 0, (6.11)
which gives
‖∂ht φ(t)‖
2
(H1(Ω))∗ + ‖∂
h
t ψ(t)‖
2
(H1(Γ))∗ ≤ C
(
1 + t
t
)
, ∀ t > 0, (6.12)
where the constant C > 0 is independent of h. Then passing to the limit h → 0+ in (6.12),
we infer that
‖φt(t)‖
2
(H1(Ω))∗ + ‖ψt(t)‖
2
(H1(Γ))∗ ≤ C
(
1 + t
t
)
, ∀ t > 0. (6.13)
Next, by the growth assumption (A3) and the trace theorem, we can estimate the mean
values of µ and µΓ in the same way as (5.17)–(5.18). Combining them with (5.13), (5.14)
and Poincare´’s inequality, we get
‖µ(t)‖H1(Ω) + ‖µΓ(t)‖H1(Γ)
≤ C
(
‖∇µ(t)‖L2(Ω) + ‖∇ΓµΓ(t)‖L2(Γ) + ‖φ(t)‖Hr(Ω) + 1
)
, ∀ t ≥ 0. (6.14)
Recalling the elliptic problem (5.52), we infer from Lemma 4.1, (6.1), (6.14) and the interpo-
lation inequality (5.39) that
‖φ(t)‖H2(Ω) + ‖ψ(t)‖H2(Γ)
≤ C
(
‖µ(t)‖L2(Ω) + ‖µΓ(t)‖L2(Γ) + ‖F
′(φ(t))‖L2(Ω) + ‖G
′(ψ(t))‖L2(Γ)
)
≤ C‖∇µ(t)‖L2(Ω) + C‖∇µΓ(t)‖L2(Γ) + C‖φ(t)‖Hr(Ω)
+ C‖φ(t)‖p+1
H1(Ω)
+ C‖ψ(t)‖q+1
H1(Γ)
+ C
≤
1
2
‖φ(t)‖H2(Ω) + C‖∇µ(t)‖L2(Ω) + C‖∇ΓµΓ(t)‖L2(Γ) + C,
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which together with (6.13) implies
‖φ(t)‖H2(Ω) + ‖ψ(t)‖H2(Γ) ≤ C
(
1 + t
t
) 1
2
, ∀ t > 0. (6.15)
Furthermore, we deduce from (6.14), (6.15) together with (5.54) and (5.55) that
‖φ(t)‖H3(Ω) + ‖ψ(t)‖H3(Γ)
≤ C‖∇µ(t)‖L2(Ω) + C‖∇ΓµΓ(t)‖L2(Γ) + C‖φ(t)‖H2(Ω)
+ C‖ψ(t)‖H2(Γ) + C
≤ C
(
1 + t
t
) 1
2
, ∀ t > 0. (6.16)
In (6.15) and (6.16), the constant C may depend on ‖(φ0, ψ0)‖V1 , Ω, Γ, CF , C˜F , ĈF , CG,
C˜G, ĈG and κ.
If the growth assumption (A3) is replaced by (A4), then using the same argument as for
(5.24), (5.29), (5.30) and Poincare´’s inequality, we still have the estimate (6.14). Besides, in
analogy to (5.44), (5.46), we infer from (6.14) that
‖F ′(φ)‖L2(Ω) + ‖G
′(ψ)‖L2(Γ)
≤ C
(
‖∇µ(t)‖L2(Ω) + ‖∇ΓµΓ(t)‖L2(Γ) + ‖φ‖Hr(Ω) + 1
)
, ∀ t ≥ 0. (6.17)
Combining (6.1), (6.14), (6.17) with Lemma 4.1 and the interpolation inequality (5.39), we
can conclude (6.15) as well as (6.16), with the constant C depending on E(φ0, ψ0), Ω, Γ, CF ,
C˜F , CG, C˜G and κ.
Case 2. κ = 0. We first observe that the estimate (6.13) on temporal derivatives is
still valid under (A2), since the derivation of (6.10) does not depend on κ. On the other
hand, using (A3) we also have the estimate (6.14) for chemical potentials. Recalling the
H2-estimate (5.62) for the Robin problem (5.61), then we obtain
‖φ(t)‖H2(Ω) ≤ C
(
1 + t
t
) 1
2
, ∀ t > 0, (6.18)
which together with (5.64) and (6.14) yields the estimate (6.4).
The proof is complete.
When the surface diffusion is present on the boundary Γ (i.e., κ > 0), based on Theorem
3.1 and Lemma 6.2 we can deduce the following further characterization of problem (3.2).
Corollary 6.1. Under the assumptions of Theorem 3.1 (1), for any initial datum (φ0, ψ0) ∈
V1, the unique global weak solution (φ,ψ) to problem (3.2) defines a strongly continuous
semigroup S(t) : V1 → V1 such that
S(t)(φ0, ψ0) = (φ(t), ψ(t)), ∀ t ≥ 0.
Let S be the family of operators such that S := {S(t)}t≥0. Then S is a dynamical system
in the sense of [51, Definition 4.1.1]. Besides, E(φ(t), ψ(t)) : V1 → R serves as a Lyapunov
functional for S.
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Proof. First, we note that S(0) = I ∈ C(V1;V1). Next, let (φi, ψi), i = 1, 2, be two weak
solutions to problem (3.2) subject to initial data (φ0i, ψ0i) ∈ V
1 with 〈φ01〉Ω = 〈φ02〉Ω,
〈ψ01〉Γ = 〈ψ02〉Γ. Combining (5.57) and Lemma 6.2, we have
‖φ1(t)− φ2(t)‖H1(Ω) + ‖ψ1(t)− ψ2(t)‖H1(Γ)
≤ C‖φ1(t)− φ2(t)‖
1
2
H3(Ω)
‖φ1(t)− φ2(t)‖
1
2
(H1(Ω))∗
+ C‖ψ1(t)− ψ2(t)‖
1
2
H3(Γ)
‖ψ1(t)− ψ2(t)‖
1
2
(H1(Γ))∗
≤ C
(
1 + t
t
) 1
4
eCt
(
‖φ01 − φ02‖
1
2
(H1(Ω))∗
+ ‖ψ01 − ψ02‖
1
2
(H1(Γ))∗
)
, ∀ t > 0,
which yields thatS(t) ∈ C(V1;V1) for any fixed t > 0. Besides, we infer from the fact (φ,ψ) ∈
L2(0, T ;V3) ∩ H1(0, T ; (H1(Ω))∗ × (H1(Γ))∗) and the interpolation theory (cf. [60]) that
(φ,ψ) ∈ C([0, T ];V1), which implies that for every (φ0, ψ0) ∈ V
1, the map t → S(t)(φ0, ψ0)
is continuous. The total free energy E(φ,ψ) (see (3.9)) is well defined on V1 due to (A3)
and it is uniformly bounded from below because of (A2). Moreover, thanks to the smoothing
property Lemma 6.2, the energy identity (3.17) holds for t > 0. As a consequence, we see
that E(φ,ψ) is a strict Lyapunov functional for the dynamic system S.
The proof is complete.
6.2 The stationary problem
Since we are interested in the long-time behavior of of problem (3.2), we proceed to investigate
its stationary points (φ∗, ψ∗, µ∗, µ∗Γ), which are characterized by the following equations
∆µ∗ = 0, in Ω,
µ∗ = −∆φ∗ + F ′(φ∗), in Ω,
∂nµ
∗ = 0, on Γ,
φ∗|Γ = ψ
∗, on Γ,
∆Γµ
∗
Γ = 0, on Γ,
µ∗Γ = −κ∆Γψ
∗ + ψ∗ + ∂nφ
∗ +G′(ψ∗), on Γ.
(6.19)
It easily follows that the chemical potentials µ∗ and µ∗Γ are just constants. Then the system
(6.19) reduces to a semilinear nonlocal second order elliptic problem
−∆φ∗ + F ′(φ∗) = λ1, in Ω,
φ∗|Γ = ψ
∗, on Γ,
− κ∆Γψ
∗ + ψ∗ + ∂nφ
∗ +G′(ψ∗) = λ2, on Γ,
(6.20)
where the constants λ1, λ2 can be determined by testing the above system by the pair (1, 1)
such that {
λ1 = −|Ω|
−1|Γ|〈∂nφ
∗〉Γ + 〈F
′(φ∗)〉Ω,
λ2 = 〈∂nφ
∗〉Γ + 〈ψ
∗〉Γ + 〈G
′(ψ∗)〉Γ.
(6.21)
The relation (6.21) implies that (λ1, λ2) should be solved together with the solution (φ
∗, ψ∗).
Besides, associating the stationary problem (6.19) with our evolution problem (3.2), for
any given initial datum (φ0, ψ0) as stated in Theorems 3.1 or 3.2, due to the mass conservation
property, we have the following two constraints
〈φ∗〉Ω = 〈φ0〉Ω, 〈ψ
∗〉Γ = 〈ψ0〉Γ. (6.22)
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Then we denote the set of associate stationary points by
E =
{
(φ∗, ψ∗) ∈ V2κ : (φ
∗, ψ∗) solves the system (6.20)–(6.22)
}
.
Remark 6.1. The constants λ1, λ2 serve as two Lagrange multipliers for the bulk/surface
mass constraint (6.22). Let us consider the Lagrangian
L((φ,ψ), λ1, λ2) = E(φ,ψ) − λ1|Ω|
(
〈φ〉Ω − 〈φ0〉Ω
)
− λ2|Γ|
(
〈ψ〉Γ − 〈ψ0〉Γ
)
.
Suppose (φ∗, ψ∗) ∈ E, it is straightforward to check that
d
dε
L((φ∗, ψ∗) + ε(ζ, η), λ1, λ2)
∣∣∣∣
ε=0
=
∫
Ω
(
∇φ∗ · ∇ζ + F ′(φ∗)ζ − λ1ζ
)
dx
+
∫
Γ
(
κ∇Γψ
∗ · ∇Γη + ψ
∗η +G′(ψ∗)η − λ2η
)
dS
= 0, ∀ (ζ, η) ∈ V1κ. (6.23)
As a consequence, every stationary point (φ∗, ψ∗) ∈ E is a critical point of the energy E(φ,ψ)
subject to the mass constraint (6.22).
Remark 6.2. The constants λ1, λ2 also satisfy some further relations. Testing the system
(6.20) by (φ∗, ψ∗) in H, from (6.21) and (6.22) we observe that the pair (λ1, λ2) fulfills the
linear system (
1 1
〈φ0〉Ω 〈ψ0〉Γ
)(
|Ω| 0
0 |Γ|
)(
λ1
λ2
)
=
(
l1
l2
)
, (6.24)
with
l1 =
∫
Ω
F ′(φ∗) dx+
∫
Γ
(
ψ∗ +G′(ψ∗)
)
dS,
l2 =
∫
Ω
(
|∇φ∗|2 + F ′(φ∗)φ∗
)
dx+
∫
Γ
(
κ|∇Γψ
∗|2 + |ψ∗|2 +G′(ψ∗)ψ∗
)
dS.
(1) The condition 〈φ0〉Ω 6= 〈ψ0〉Γ is necessary for the unique solvability of (6.24). If
〈φ0〉Ω = 〈ψ0〉Γ and (φ
∗, ψ∗) ∈ V1κ is a stationary solution, then the compatibility condition
l2 = l1〈φ0〉Ω should be satisfied.
(2) When 〈φ0〉Ω = 〈ψ0〉Γ := M0, it is obvious that the stationary problem (6.20)–(6.22)
admits a trivial solution (φ∗, ψ∗) = (M0,M0) with λ1 = F
′(M0) and λ2 =M0 +G
′(M0).
Existence of the stationary point (φ∗, ψ∗) (i.e., nonemptyness of the set E) can be obtained
under suitable assumptions on the nonlinearities F , G. For instance, by the direct method
in calculus of variations, it is standard to prove the following result:
Proposition 6.1. Let κ ≥ 0, Ω ⊂ Rd (d = 2, 3) be a bounded domain with smooth boundary
Γ. Assume that (A1)–(A3) are satisfied. Then for any (φˆ, ψˆ) ∈ V1κ, the energy functional
E(φ,ψ) admits at least one minimizer (φ∗, ψ∗) in the set {(φ,ψ) ∈ V1κ : 〈φ〉Ω = 〈φˆ〉Ω, 〈ψ〉Γ =
〈ψˆ〉Γ} such that∫
Ω
(
∇φ∗ · ∇ζ + F ′(φ∗)ζ
)
dx+
∫
Γ
(
κ∇Γψ
∗ · ∇Γη + ψ
∗η +G′(ψ∗)η
)
dS = 0,
for any (ζ, η) ∈ V˙1κ.
Remark 6.3. By the elliptic regularity theory, we deduce that (φ∗, ψ∗) ∈ V2κ and thus
(φ∗, ψ∗) ∈ E (where we take (φˆ, ψˆ) = (φ0, ψ0)). Moreover, if the potential functions F,G
are smooth, a bootstrap argument easily yields that (φ∗, ψ∗) ∈ C∞(Ω)× C∞(Γ).
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6.3 Characterization of the ω-limit set
The property that E is a nonempty set can also be guaranteed by a dynamical approach
based on Theorems 3.1, 3.2 and Lemma 6.2 for the evolution problem (3.2). Let (φ0, ψ0)
be an initial datum for problem (3.2) considered in Theorems 3.1, 3.2 and (φ(t), ψ(t)) be its
corresponding global weak/strong solution. We introduce the associated ω-limit set denoted
by ω(φ0, ψ0):
ω(φ0, ψ0) :=
{
(φ∗, ψ∗) ∈ V2κ : there exists {tn} ր +∞ such that
(φ(tn), ψ(tn))→ (φ
∗, ψ∗) in V2κ
}
. (6.25)
Then we have
Proposition 6.2. Assume that the assumptions of Theorem 3.1 (or Theorem 3.2) are satis-
fied. For any initial datum (φ0, ψ0) therein, its ω-limit set ω(φ0, ψ0) is a nonempty, compact
set in V2κ and satisfies that ω(φ0, ψ0) ⊂ E. Furthermore, the energy functional E(φ,ψ) is
constant on ω(φ0, ψ0).
Proof. For the case κ > 0 and (φ0, ψ0) ∈ V
1 as in Theorem 3.1, the conclusion immediately
follows from Corollary 6.1 and well-known results for dynamical systems (e.g., [51, Theorem
4.3.3] or [12, Theorem 9.2.7]). Below we present an argument that also applies to other cases
under consideration. From the uniform estimates obtained in Lemma 6.2 and the compact
embedding theorem, we easily see that ω(φ0, ψ0) is a nonempty, compact set in V
2
κ. Next,
thanks to Lemma 6.2, the energy identity (3.17) holds for both global weak/strong solution
when t > 0. This monotonicity property and (A2) yields
lim
t→+∞
E(φ(t), ψ(t)) = E∞, (6.26)
for some finite constant E∞. By the definition (6.25), it follows that E(φ,ψ) ≡ E∞ on the
set ω(φ0, ψ0).
It remains to prove ω(φ0, ψ0) ⊂ E . This follows from an argument in [53]. For any
(φ∗, ψ∗) ∈ ω(φ0, ψ0), it satisfies the mass constraint (6.22) and there exists an unbounded
increasing sequence tn → +∞ such that ‖(φ(tn), ψ(tn)) − (φ
∗, ψ∗)‖V2κ → 0 as n → +∞.
Without loss of generality, we assume tn+1 ≥ tn + 1, n ∈ N. Then from (6.2), we see that
lim
n→+∞
∫ 1
0
(
‖∇µ(tn + τ)‖
2
L2(Ω) + ‖∇ΓµΓ(tn + τ)‖
2
L2(Γ)
)
dτ = 0, (6.27)
as well as
lim
n→+∞
∫ 1
0
(
‖φt(tn + τ)‖
2
(H1(Ω))∗ + ‖ψt(tn + τ)‖
2
(H1(Γ))∗
)
dτ = 0.
The latter strong convergence property further implies
‖φ(tn + τ1)− φ(tn + τ2)‖(H1(Ω))∗ + ‖ψ(tn + τ1)− ψ(tn + τ2)‖(H1(Γ))∗ → 0,
uniformly for all τ1, τ2 ∈ [0, 1]. Then from Lemma 6.2 and the interpolation inequality, it
holds
lim
n→+∞
‖(φ(tn + τ)− φ
∗, ψ(tn + τ)− ψ
∗)‖V2κ = 0, ∀ τ ∈ [0, 1]. (6.28)
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For any (ζ, η) ∈ V˙1κ, using (6.27), (6.28), the Lebesgue dominated convergence theorem and
Poincare´’s inequality, we deduce that∣∣∣∣∫
Ω
(∇φ∗ · ∇ζ + F ′(φ∗)ζ − 〈F ′(φ∗)〉Ωζ) dx
+
∫
Γ
[
κ∇Γψ
∗ · ∇Γη + ψ
∗η +G′(ψ∗)η − (〈ψ∗〉Γ + 〈G
′(ψ∗)〉Γ)η
]
dS
∣∣∣∣
= lim
n→+∞
∣∣∣∣∫ 1
0
∫
Ω
(
∇φ(tn + τ) · ∇ζ + F
′(φ(tn + τ))ζ − 〈F
′(φ(tn + τ))〉Ωζ
)
dxdτ
+
∫ 1
0
∫
Γ
[
κ∇Γψ(tn + τ) · ∇Γη + ψ(tn + τ)η +G
′(ψ(tn + τ))η
]
dSdτ
−
∫ 1
0
∫
Γ
(
〈ψ(tn + τ)〉Γ + 〈G
′(ψ(tn + τ))〉Γ
)
η dSdτ
∣∣∣∣
= lim
n→+∞
∣∣∣∣∫ 1
0
∫
Ω
(µ(tn + τ)− 〈µ(tn + τ)〉Ω) ζ dxdτ
+
∫ 1
0
∫
Γ
(µΓ(tn + τ)− 〈µΓ(tn + τ)〉Γ) η dSdτ
∣∣∣∣
≤ lim
n→+∞
∫ 1
0
‖µ(tn + τ)− 〈µ(tn + τ)〉Ω‖L2(Ω)‖ζ‖L2(Ω) dτ
+ lim
n→+∞
∫ 1
0
‖µΓ(tn + τ)− 〈µΓ(tn + τ)〉Γ‖L2(Γ)‖η‖L2(Γ) dτ
≤ C lim
n→+∞
(∫ 1
0
‖∇µ(tn + τ)‖
2
L2(Ω) dτ
)1
2
‖ζ‖L2(Ω)
+ C lim
n→+∞
(∫ 1
0
‖∇ΓµΓ(tn + τ)‖
2
L2(Γ) dτ
) 1
2
‖η‖L2(Γ)
= 0.
As a consequence, we can conclude that (φ∗, ψ∗) ∈ E . The proof is complete.
Remark 6.4. (1) Propositions 6.1, 6.2 imply that the set of stationary points E is nonempty
under the assumptions (A1), (A2) together with either (A3) or (A4).
(2) The uniqueness of stationary points is unclear, since the energy E(φ,ψ) is allowed to
be nonconvex. It will be an interesting problem to study the structure of E and profiles of the
stationary points (cf. [46,85,91] for the Cahn–Hilliard equation subject to classical Neumann
boundary conditions).
Since the set E may have a rather complicated structure, in general, we cannot conclude
that each global weak/strong solution of problem (3.2) obtained in Theorems 3.1, 3.2 con-
verges to a single equilibrium as t→ +∞, in other words, the nonempty set ω(φ0, ψ0) consists
of only one element. This difficulty can be overcome by the well-known  Lojasiewicz–Simon
approach (cf. [17, 82]) under the additional assumption (AN) on analyticity of the potential
functions F , G. We refer to [1, 18, 39, 42, 45, 80, 86, 88] for applications to the Cahn–Hilliard
equation subject to various different type of boundary conditions.
Denote
K2 = {(φ,ψ) ∈ V
2
κ : 〈φ〉Ω = 〈φˆ〉Ω, 〈ψ〉Γ = 〈ψˆ〉Γ},
where the pair (φˆ, ψˆ) ∈ V1κ is arbitrary but given. By a similar argument as in [18, Lemma 6.2],
we can verify that the energy functional E(φ,ψ) is twice continuously Fre´chet differentiable
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in K2 such that for any (φ,ψ) ∈ K2 and (ζ, η) ∈ V˙
1
κ,
〈E′(φ,ψ), (ζ, η)〉(V1κ)∗,V1κ
=
∫
Ω
(
∇φ · ∇ζ + F ′(φ)ζ
)
dx
+
∫
Γ
(
κ∇Γψ · ∇Γη + ψη +G
′(ψ)η
)
dS, (6.29)
while for any (φ,ψ) ∈ K2 and (ζi, ηi) ∈ V˙
1
κ, i = 1, 2,
〈E′′(φ,ψ)(ζ1, η1), (ζ2, η2)〉(V1κ)∗,V1κ
=
∫
Ω
(
∇ζ1 · ∇ζ2 + F
′′(φ)ζ1ζ2
)
dx
+
∫
Γ
(
κ∇Γη1 · ∇Γη2 + η1η2 +G
′′(ψ)η1η2
)
dS. (6.30)
Then we introduce the following gradient inequality of  Lojasiewicz–Simon type:
Lemma 6.3 ( Lojasiewicz–Simon inequality). Suppose that the assumption (AN) is satisfied.
Let (φ∗, ψ∗) ∈ K2 be a critical point of the energy functional E(φ,ψ) over K2. There exist
constants θ ∈ (0, 12 ], Λ > 0 and β > 0 depending on (φ
∗, ψ∗) such that for any (φ,ψ) ∈ K2
and ‖(φ,ψ) − (φ∗, ψ∗)‖V1κ < β, it holds
Λ‖E′(φ,ψ)‖(V1κ)∗ ≥ |E(φ,ψ) − E(φ∗, ψ∗)|
1−θ. (6.31)
Remark 6.5. The proof of Lemma 6.3 can be carried out in the same manner as [18, Propo-
sition 6.6] by adapting the abstract result [17, Corollary 3.11] (see also [39, 86, 88]). The
main difference here is that we have mass conservation both in the bulk Ω and on the bound-
ary Γ, which leads to a different phase space to work with, i.e., K2 defined above. Besides,
by the Sobolev embedding theorem V2κ →֒ C(Ω) for d = 2, 3, here we don’t need any growth
assumption on F , G. If we assume in addition that (A3) is satisfied, then in the statement
of Lemma 6.3 we can replace K2 by the set {(φ,ψ) ∈ V
1
κ : 〈φ〉Ω = 〈φˆ〉Ω, 〈ψ〉Γ = 〈ψˆ〉Γ} with
a weaker topology V1κ.
6.4 Proof of Theorem 3.3: uniqueness of asymptotic limit as t→ +∞
We are in a position to prove Theorem 3.3, by adapting the argument in [80].
Let us consider a trajectory (φ(t), ψ(t)) defined by the global weak (or strong) solutions
obtained in Theorems 3.1 or 3.2. Denote by E∞ = E(φ,ψ)|(φ,ψ)∈ω(φ0 ,ψ0) to be the limit
value of energy as t → +∞ (see Proposition 6.2 and (6.26)). From (3.17), we see that
E(φ(t), ψ(t)) ≥ E∞ for t ≥ 0. If there exists certain t1 > 0 such that E(φ(t1), ψ(t1)) = E∞,
then ‖φt(t)‖(H1(Ω))∗ = ‖ψt(t)‖(H1(Γ))∗ = 0 for t ≥ t1 and thus the evolution stops. Therefore,
below we only consider the non-trivial case E(φ(t), ψ(t)) > E∞ for t ≥ 0.
For every element (φ∞, ψ∞) ∈ ω(φ0, ψ0) ⊂ K2 (here we take (φˆ, ψˆ) = (φ0, ψ0) in the
definition of the set K2), thanks to Lemma 6.3, there exist constants β > 0, Λ > 0 and
θ ∈ (0, 12 ] depending on (φ∞, ψ∞) such that the gradient inequality (6.31) holds for every
(φ,ψ) ∈ Bβ(φ∞, ψ∞) :=
{
(φ,ψ) ∈ K2 : ‖(φ,ψ) − (φ∞, ψ∞)‖V2κ < β
}
.
The union of balls {Bβ(φ∞, ψ∞) : (φ∞, ψ∞) ∈ ω(φ0, ψ0)} forms an open cover of ω(φ0, ψ0)
and because of the compactness of ω(φ0, ψ0) in V
2
κ (cf. Proposition 6.2), we can find a finite
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sub-covering {Bβi(φ
i
∞, ψ
i
∞) : i = 1, 2, ...,m} for ω(φ0, ψ0) in V
2
κ, where the constants βi,Λi, θi
corresponding to (φi∞, ψ
i
∞) in Lemma 6.3 are indexed by i. From the definition of ω(φ0, ψ0),
there exists a sufficient large t0 > 0 such that
(φ(t), ψ(t)) ∈ U :=
m⋃
i=1
Bβi(φ
i
∞, ψ
i
∞), for t ≥ t0. (6.32)
Taking
θ = min
i=1,...,m
{θi} ∈ (0,
1
2
], Λ = max
i=1,...,m
{Λi},
we deduce from Lemma 6.3 that for all t ≥ t0,
Λ‖E′(φ(t), ψ(t))‖(V1κ)∗ ≥ |E(φ(t), ψ(t)) − E∞|
1−θ. (6.33)
Since (φ(t), ψ(t)) ∈ V3 if κ > 0 and (φ(t), ψ(t)) ∈ V
5
2 if κ = 0 are uniformly bounded for
t ≥ t0, then by the definition (6.29) and Poincare´’s inequality, we have
‖∇µ(t)‖L2(Ω) + ‖∇ΓµΓ(t)‖L2(Γ) ≥ C‖E
′(φ(t), ψ(t))‖(V1κ)∗ , ∀ t ≥ t0. (6.34)
Thus, it follows from (3.17), (6.33) and (6.34) that for all t ≥ t0,∫ ∞
t
(
‖∇µ(τ)‖2L2(Ω) + ‖∇ΓµΓ(τ)‖
2
L2(Γ)
)
dτ
= E(φ(t), ψ(t)) − E∞
≤ C
(
‖∇µ(t)‖2L2(Ω) + ‖∇ΓµΓ(t)‖
2
L2(Γ)
) 1
2(1−θ) . (6.35)
Thanks to the elementary result [29, Lemma 7.1], we deduce from (6.35) that∫ +∞
t0
(
‖∇µ(t)‖L2(Ω) + ‖∇ΓµΓ(t)‖L2(Γ)
)
dt < +∞,
which implies
φt ∈ L
1(t0,+∞; (H
1(Ω))∗), ψt ∈ L
1(t0,+∞; (H
1(Γ))∗).
The above L1-integrability property on time derivatives entails that the whole trajectory
(φ(t), ψ(t)) strongly converges to a single equilibrium (φ∞, ψ∞) ∈ ω(φ0, ψ0) in (H
1(Ω))∗ ×
(H1(Γ))∗, and by definition ω(φ0, ψ0) = {(φ∞, ψ∞)}. Next, using the uniform-in-time esti-
mate obtained in Lemma 6.2 and the interpolation inequality, we can conclude the strong
convergence in higher-order norm, i.e., (3.19).
Concerning the convergence rate, it follows from (6.33) that
d
dt
(E(φ(t), ψ(t)) − E∞) + ‖∇µ(t)‖
2
L2(Ω) + ‖∇ΓµΓ(t)‖
2
L2(Γ) ≤ 0, ∀ t ≥ t0. (6.36)
Similar to (6.35), we deduce that(
E(φ(t), ψ(t)) − E∞
)2(1−θ)
≤ C(‖∇µ(t)‖2L2(Ω) + ‖∇ΓµΓ(t)‖
2
L2(Γ))
= −C
d
dt
(
E(φ(t), ψ(t)) − E∞
)
.
which easily implies the decay of total free energy (cf. [48, Lemma 2.6])
E(φ(t), ψ(t)) − E∞ ≤ C(1 + t)
− 1
1−2θ , ∀ t ≥ t0.
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Thus, we obtain that∫ +∞
t
(
‖φt(τ)‖(H1(Ω))∗ + ‖ψt(τ)‖(H1(Γ))∗
)
dτ
=
∫ +∞
t
(
‖∇µ(τ)‖L2(Ω) + ‖∇ΓµΓ(τ)‖L2(Γ)
)
dτ
=
+∞∑
j=0
∫ 2j+1t
2jt
(
‖∇µ(τ)‖L2(Ω) + ‖∇ΓµΓ(τ)‖L2(Γ)
)
dτ
≤ C
+∞∑
j=0
(2jt)
1
2
(∫ 2j+1t
2jt
D(τ)dτ
) 1
2
≤ Ct
1
2 (E(φ(t), ψ(t)) − E∞)
1
2
+∞∑
j=0
2j−1
≤ C(1 + t)−
θ
1−2θ , ∀ t ≥ t0,
which yields the lower-order convergence rate:
‖φ(t)− φ∞‖(H1(Ω))∗ + ‖ψ(t)− ψ∞‖(H1(Γ))∗ ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ t0. (6.37)
Then the higher-order convergence rate (3.22) can be deduced from (3.17), (6.3), (6.4) and
(6.37), by employing the same energy method as in [86, Part II, Section 4].
The proof of Theorem 3.3 is complete. 
6.5 Proof of Theorem 3.4: stability criterion
We proceed to prove Theorem 3.4.
Part I. Stability of local energy minimizers. The key observation is that by the
 Lojasiewicz–Simon inequality (6.31), the “drop” of the total free energy E(φ(t), ψ(t)) can
control the length of the trajectory (φ(t), ψ(t)) in (H1(Ω))∗ × (H1(Γ))∗.
Let (φ∗, ψ∗) ∈ K1 be a given local energy minimizer and ǫ > 0 be an arbitrary small
but fixed constant. We consider the initial datum (φ0, φ0) ∈ K1 that satisfies ‖(φ0, ψ0) −
(φ∗, ψ∗)‖V1 < δ, where δ > 0 is a small constant to be determined later.
For any (φ1, ψ1), (φ2, ψ2) ∈ K1, ‖(φi, ψi) − (φ
∗, ψ∗)‖V1 ≤ 1, i = 1, 2, by the growth
assumption (A3) and the Sobolev embedding theorem, we have
|E(φ1, ψ1)− E(φ2, ψ2)| ≤ C0‖(φ1, ψ1)− (φ2, ψ2)‖V1 ,
where C0 > 0 depends on ‖(φ
∗, ψ∗)‖V1 , Ω, Γ, ĈF , ĈG and κ. Without loss of generality, we
can take C0 ≥ 1.
Set
δ1 =
1
4C0
min
{
1, σ, β, ǫ
}
,
where σ > 0 is the constant in the definition of local energy minimizer (φ∗, ψ∗) and β > 0
is the constant given in Lemma 6.3 depending on (φ∗, ψ∗). By the continuity of the global
weak solution (φ,ψ) ∈ C([0,+∞);V1) (see Corollary 6.1), we can find t0 > 0 such that
t0 := inf
‖(φ0,ψ0)−(φ∗,ψ∗)‖V1≤δ1
min
{
t > 0 : ‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1 = 2δ1
}
.
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If t0 = +∞, then we can simply take δ = δ1 and the proof is done.
Below we consider the case t0 ∈ (0,+∞). For any (φ0, φ0) ∈ K1 with ‖(φ0, ψ0) −
(φ∗, ψ∗)‖V1 ≤ δ1, by Lemma 6.2, the corresponding solution (φ,ψ) satisfies
‖(φ(t), ψ(t))‖V3 ≤ C1, ∀ t ≥ t0,
where C1 > 0 depends on ‖(φ
∗, ψ∗)‖V1 , t0, Ω, Γ, CF , C˜F , ĈF , CG, C˜G, ĈG and κ.
For δ ∈ (0, δ1], we denote
t1 := inf
‖(φ0,ψ0)−(φ∗,ψ∗)‖V1≤δ
min
{
t > 0 : ‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1 = 3δ1
}
.
It is obvious that t1 > t0 by their definitions. Our aim is to prove there exists a δ ∈ (0, δ1]
such that t1 = +∞.
Suppose on the contrary that for any δ ∈ (0, δ1] the corresponding time t1 defined above
satisfies t1 < +∞. Then for every δ, there exists an initial datum (φ0, ψ0) ∈ K1, ‖(φ0, ψ0)−
(φ∗, ψ∗)‖V1 ≤ δ such that ‖(φ(t1), ψ(t1)) − (φ
∗, ψ∗)‖V1 = 3δ1. Next, for any t ∈ [t0, t1], it
holds
‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1
≤ ‖(φ(t), ψ(t)) − (φ(t0), ψ(t0))‖V1 + ‖(φ(t0), ψ(t0))− (φ
∗, ψ∗)‖V1
≤ C‖(φ(t), ψ(t)) − (φ(t0), ψ(t0))‖
1
2
(V1)∗
‖(φ(t), ψ(t)) − (φ(t0), ψ(t0))‖
1
2
V3
+ 2δ1
≤ C2
(∫ t
t0
(
‖φt(τ)‖(H1(Ω))∗ + ‖ψt(τ)‖(H1(Γ))∗
)
dτ
)1
2
+ 2δ1
≤ C2
(∫ t
0
(
‖φt(τ)‖(H1(Ω))∗ + ‖ψt(τ)‖(H1(Γ))∗
)
dτ
)1
2
+ 2δ1, (6.38)
where C2 depends on C1, Ω and Γ. On the other hand, thanks to the definition of δ1, we see
that the  Lojasiewicz–Simon inequality (6.31) holds for the trajectory (φ(t), ψ(t)) on [0, t1].
Like in the proof of Theorem 3.3, we only need to consider the case E(φ(t), ψ(t)) > E(φ∗, ψ∗)
for any t ∈ [0, t1]. Then we have
−
d
dt
(E(φ(t), ψ(t)) − E(φ∗, ψ∗))θ
= (E(φ(t), ψ(t)) − E(φ∗, ψ∗))θ−1
d
dt
E(φ(t), ψ(t))
≥ C3
(
‖φt(τ)‖(H1(Ω))∗ + ‖ψt(τ)‖(H1(Γ))∗
)
, (6.39)
where C3 depends on (φ
∗, ψ∗), Ω, Γ, CF , C˜F , ĈF , CG, C˜G, ĈG and κ. As a consequence, we
obtain
‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1
≤ C2C
1
2
3 (E(φ0, ψ0)− E(φ
∗, ψ∗))
θ
2 + 2δ1
≤ C2C
1
2
3 C
θ
2
0 ‖(φ0, ψ0)− (φ
∗, ψ∗)‖
θ
2
V1
+ 2δ1, ∀ t ∈ [t0, t1]. (6.40)
In view of (6.40), we can choose δ ∈ (0, δ1] sufficiently small such that C2C
1
2
3 C
θ
2
0 δ
θ
2 ≤ 12δ1.
Then it follows that
‖(φ(t1), ψ(t1))− (φ
∗, ψ∗)‖V1 ≤
5
2
δ1 < 3δ1,
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which contradicts the definition of t1.
Hence, for any given ǫ > 0, there exits a δ > 0 such that t1 = +∞. This leads to the
conclusion that (φ∗, ψ∗) is locally Lyapunov stable.
Part II. Instability of stationary points that are not local energy minimizers.
Let (φ∗, ψ∗) ∈ K1 be a stationary point that is a weak solution of the stationary problem
(6.20)–(6.21). By assumption, (φ∗, ψ∗) does not attain any local minimum of E(φ,ψ) over
the set K1. Then there exists a sequence {(φ
n
0 , ψ
n
0 )} ⊂ K1 such that
E(φn0 , ψ
n
0 ) < E(φ
∗, ψ∗) and ‖(φn0 , ψ
n
0 )− (φ
∗, ψ∗)‖V1 → 0 as n→ +∞.
Taking (φn0 , ψ
n
0 ) as the initial datum, thanks to Theorem 3.1, problem (3.2) admits a unique
global weak solution (φn(t), ψn(t)). Then for every n ∈ N it follows from Theorem 3.3 that
there exists a stationary point (φn∞, ψ
n
∞) ∈ K1 ∩ V
3 such that
‖(φn(t), ψn(t))− (φn∞, ψ
n
∞)‖V1 → 0 as t→ +∞, ∀n ∈ N. (6.41)
Suppose on the contrary that (φ∗, ψ∗) is Lyapunov stable. Then for ǫ0 =
1
2β (where β is
the constant in Lemma 6.3 determined by (φ∗, ψ∗), which is the critical point of E(φ,ψ) in
K1, cf. Remark 6.5), there exists a constant δ0 > 0 such that if ‖(φ0, ψ0)− (φ
∗, ψ∗)‖V1 < δ0,
it holds
sup
t∈[0,+∞)
‖(φ(t), ψ(t)) − (φ∗, ψ∗)‖V1 < ǫ0.
Hence, we see that there exits an integer n0 ∈ N such that for all n ≥ n0, ‖(φ
n
0 , ψ
n
0 ) −
(φ∗, ψ∗)‖V1 < δ0 and moreover, due to (6.41), it holds ‖(φ
n
∞, ψ
n
∞)−(φ
∗, ψ∗)‖V1 < β. Applying
Lemma 6.3, we easily have E(φn∞, ψ
n
∞) = E(φ
∗, ψ∗) for n ≥ n0, since E
′(φn∞, ψ
n
∞) = 0 by the
definition of (φn∞, ψ
n
∞). However, from the above construction and the decreasing property
of the energy E(φ,ψ) along the trajectory (φn(t), ψn(t)), we have
E(φn∞, ψ
n
∞) ≤ E(φ
n
0 , ψ
n
0 ) < E(φ
∗, ψ∗).
This leads to a contradiction.
The proof of Theorem 3.4 is complete. 
7 Appendix
7.1 Calculation of energy variations
In this section, we provide detailed computations for the variation of the total action func-
tional Atotal (see (2.15)).
Step 1. Variation in the bulk. The deformation gradient of the bulk flow map x(X, t)
(see (2.13)) is given by
F(X, t) =
∂x(X, t)
∂X
,
which provides the information about how the configuration is deformed with respect to the
reference configuration. As a consequence, the d×d tensor F(X, t) carries all the information
about structures and patterns of the material. If we do a push forward for F(X, t), i.e.,
expressing the deformation gradient by the Eulerian coordinate system such that
F(X, t) = F˜(x(X, t), t),
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then by the chain rule, one can see that F˜ satisfies the following fundamental equation:
F˜t + (w · ∇x)F˜ = (∇xw)F˜.
Besides, since the mass is conserved in the bulk (see (2.1)), a change of coordinates yields
that (cf. [32, Chapter 2, Proposition 12])
φ(x(X, t), t) =
φ0(X)
detF
, ∀X ∈ ΩX0 , t ≥ 0. (7.1)
Now we compute the variation of the bulk action functional Abulk with respective to the
position x = x(X, t). The continuity equation (2.1) and the relation (7.1) turn out to be
fundamental kinematic assumptions that are necessary for the subsequent energetic varia-
tional analysis. After pulling back to the Lagrangian coordinates, the bulk action functional
Abulk(x(X, t)) (recall (2.14)) can be written as
Abulk(x(X, t)) =
∫ T
0
Lbulk(x(t))dxdt
= −
∫ T
0
∫
ΩX0
Wb
(
φ0(X)
detF
, ∇X
(φ0(X)
detF
)
F
−1
)
detF dXdt. (7.2)
For any smooth vector y(X, t) = y˜(x(X, t), t) satisfying y˜ · n = 0, we denote
xǫ = x+ ǫy, Fǫ(X, t) =
∂xǫ(X, t)
∂X
.
Then we have
d
dǫ
∣∣∣∣
ǫ=0
Abulk(xǫ(X, t))
= −
d
dǫ
∣∣∣∣
ǫ=0
∫ T
0
∫
ΩX0
Wb
(
φ0(X)
detFǫ
, ∇X
(φ0(X)
detFǫ
)
(Fǫ)−1
)
detFǫ dXdt
= −
∫ T
0
∫
ΩX0
[
∂Wb
∂φ
(
φ0(X)
detF
, ∇X
(φ0(X)
detF
)
F
−1
)]
×
(
−
φ0(X)
(detF)2
)
(detF)tr
(
F
−1 ∂y
∂X
)
detF dXdt
−
∫ T
0
∫
ΩX0
[
∂Wb
∂∇φ
(
φ0(X)
detF
, ∇X
(φ0(X)
detF
)
F
−1
)]
×
[
−∇X
(φ0(X)
detF
)
F
−1 ∂y
∂X
F
−1
]
detF dXdt
−
∫ T
0
∫
ΩX0
[
∂Wb
∂∇φ
(
φ0(X)
detF
, ∇X
(φ0(X)
detF
)
F
−1
)]
×
[
∇X
(
−
φ0(X)
(detF)2
(detF)tr
(
F
−1 ∂y
∂X
))
F
−1
]
detF dXdt
−
∫ T
0
∫
ΩX0
Wb
(
φ0(X)
detF
, ∇X
(φ0(X)
detF
)
F
−1
)
(detF)tr
(
F
−1 ∂y
∂X
)
dXdt.
After pushing forward the above result to the Eulerian coordinates and performing integration
by parts, we have
d
dǫ
∣∣∣∣
ǫ=0
Abulk(x+ ǫy)
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= −
∫ T
0
∫
Ωxt
[
∂Wb
∂φ
(−φ)(∇x · y˜) +
∂Wb
∂∇xφ
·
(
−
∂y˜
∂x
∇xφ−∇x(φ∇x · y˜)
)
+Wb(φ,∇xφ)(∇x · y˜)
]
dxdt
= −
∫ T
0
∫
Ωxt
[
∇x
(
φ
∂Wb
∂φ
)
+∇x ·
(
∂Wb
∂∇xφ
⊗∇xφ
)]
· y˜ dxdt
+
∫ T
0
∫
Ωxt
[
∇x
(
φ∇x ·
∂Wb
∂∇xφ
)
+∇xWb(φ,∇xφ)
]
· y˜ dxdt
−
∫ T
0
∫
Γxt
(
−φ
∂Wb
∂φ
+Wb(φ,∇xφ) + φ∇x ·
∂Wb
∂∇xφ
)
(y˜ · n) dSxdt
+
∫ T
0
∫
Γxt
[(
∂Wb
∂∇xφ
· n
)
φ(∇x · y˜) +
(
∂Wb
∂∇xφ
· n
)
(y˜ · ∇x)φ
]
dSxdt
= −
∫ T
0
∫
Ωxt
(φ∇xµb) · y˜ dxdt+
∫ T
0
∫
Γxt
(
∂Wb
∂∇xφ
· n
)
∇x · (φy˜) dSxdt, (7.3)
where we recall the definition of the bulk chemical potential
µb =
δWb(φ,∇xφ)
δφ
= −∇x ·
∂Wb
∂∇xφ
+
∂Wb
∂φ
,
and use the following direct computation
∇x
(
φ
∂Wb
∂φ
)
+∇x ·
(
∂Wb
∂∇xφ
⊗∇xφ
)
−∇x
(
φ∇x ·
∂Wb
∂∇xφ
)
−∇xWb(φ,∇xφ)
=
∂Wb
∂φ
∇xφ+ φ∇x
∂Wb
∂φ
+
(
∇x ·
∂Wb
∂∇xφ
)
∇xφ+
∂Wb
∂∇xφ
∇2xφ
−
(
∇x ·
∂Wb
∂∇xφ
)
∇xφ−∇x
(
∇x ·
∂Wb
∂∇xφ
)
φ
−
∂Wb
∂φ
∇xφ−
∂Wb
∂∇xφ
∇2xφ
= φ∇x
(
−∇x ·
∂Wb
∂∇xφ
+
∂Wb
∂φ
)
.
Step 2. Variation on the boundary. Within this step, we only consider the case that
the boundary Γ ⊂ R3 is a closed two dimensional surface. The computations can be done in
a similar way when Γ ⊂ R2 is a closed curve. Recalling [58, Definition 2.9], we introduce the
flow map on the surface Γ 
dxs
dt
= (xs)t(X, t) = vs(xs(X, t), t),
xs|t=0 = Xs,
where Xs = (X1,X2,X3)
T ∈ ΓX0 , xs = (x1, x2, x3)
T ∈ Γxt , vs is a velocity determined by the
surface flow map xs. The corresponding deformation tensor is given by
Fs =
∂xs(Xs, t)
∂Xs
.
Here and after within Step 2, we drop the subscript “s” that stands for “surface” for the sake
of simplicity.
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Next, we introduce the partition of unity (cf. e.g., [58, Section 2.4]): there are Γm ⊂ Γ
X
0 ,
Φm ∈ C
∞(R2), Um ⊂ R
2, Ψm ∈ C
∞(R3), m = 1, 2, ..., N such that
N⋃
m=1
Γm = Γ
X
0 , Γm = Φm(Um),
N⋃
m=1
Um := U,
suppΨm ⊂ Γm, ‖Ψm‖L∞ = 1,
N∑
m=1
Ψm = 1 on Γ
X
0 .
For arbitrary X ∈ ΓX0 , assume that X ∈ Γm for some m. Since we can write X = Φm(ξ) for
some ξ = (ξ1, ξ2)
T ∈ Um, we set
xˆ = xˆ(ξ, t) = x(Φm(ξ), t) = x(X, t),
which implies 
dxˆ
dt
= xˆt(ξ, t) = v(xˆ(ξ, t), t),
xˆ|t=0 = Φm(ξ).
Denote Φ := Φm if X ∈ Γm. Then for every X ∈ Γ
X
0 , the surface flow map xˆ = xˆ(ξ, t) in
local coordinates satisfies 
dxˆ
dt
= xˆt(ξ, t) = v(xˆ(ξ, t), t),
xˆ|t=0 = Φ(ξ).
Now we define the corresponding deformation tensor
F̂(ξ, t) :=
∂xˆ(ξ, t)
∂ξ
=

∂xˆ1
∂ξ1
∂xˆ1
∂ξ2
∂xˆ2
∂ξ1
∂xˆ2
∂ξ2
∂xˆ3
∂ξ1
∂xˆ3
∂ξ2

.
For any function f(·, ·) ∈ C(R3×R), using the change of variables, we have (see [58, Section
2.4]) ∫
Γxt
f(x, t)dSx
=
∫
ΓX0
f(x(X, t), t)detF dSX
=
N∑
m=1
∫
Γm
Ψm(X)f(x(X, t), t)detF dSX
=
N∑
m=1
∫
Um
Ψm(Φm(ξ))f(x(Φm(ξ), t), t)detF
√
det
(
(∇ξΦm)T (∇ξΦm)
)
dξ
=
N∑
m=1
∫
Um
Ψm(Φm(ξ))f(x(Φm(ξ), t), t)
√
det
(
F̂
T
F̂
)
dξ
:=
∫
U
Ψ̂(ξ)f(xˆ(ξ, t), t)
√
det
(
F̂
T
F̂
)
dξ.
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Besides, thanks to the continuity equation (2.3) on the boundary, using the surface flow map
xˆ = xˆ(ξ, t), we have (cf. [58, Lemma 3.3])
φ(xˆ(ξ, t), t) =
φ˜0(ξ)√
det
(
F̂
T
F̂
)
(ξ, t)
, ∀ ξ ∈ U, t ≥ 0, (7.4)
where
φ˜0(ξ) = φ0(xˆ(ξ, 0))
√
det
(
F̂
T
F̂
)
(ξ, 0).
Consider the action functional on the boundary (2.14) (pulled back to the Lagrangian coor-
dinates and written in local coordinates)
Asurf(xˆ(ξ, t)) = −
∫ T
0
∫
U
Ψ̂(ξ)Ŵs
√
det
(
F̂
T
F̂
)
dξdt,
where
Ŵs := Ws
 φ˜0(ξ)√
det
(
F̂
T
F̂
)
(ξ, t)
, ∇ξ
 φ˜0(ξ)√
det
(
F̂
T
F̂
)
(ξ, t)
 (F̂T F̂)−1F̂T
 .
For any smooth y(X, t) = y˜(x(X, t), t) (with X ∈ ΓX0 ) satisfying y˜ · n = 0, we denote
xǫ = x+ ǫy, Fǫ(X, t) =
∂xǫ(X, t)
∂X
,
while in the local coordinates, we write
xˆǫ(ξ, t) = xˆ(ξ, t) + ǫyˆ(ξ, t) = xǫ(Φm(X), t),
F̂
ǫ
(ξ, t) :=
∂xˆǫ(ξ, t)
∂ξ
=

∂xˆǫ1
∂ξ1
∂xˆǫ1
∂ξ2
∂xˆǫ2
∂ξ1
∂xˆǫ2
∂ξ2
∂xˆǫ3
∂ξ1
∂xˆǫ3
∂ξ2

and correspondingly,
Ŵ ǫs := Ws
 φ˜0(ξ)√
det
(
(F̂
ǫ
)T F̂
ǫ)
(ξ, t)
, ∇ξ
 φ˜0(ξ)√
det
(
(F̂
ǫ
)T F̂
ǫ)
(ξ, t)
((F̂ǫ)T F̂ǫ)−1(F̂ǫ)T
 .
Using the facts
d
dǫ
∣∣∣∣
ǫ=0
√
det
(
(F̂
ǫ
)T F̂
ǫ)
=
1
2
√
det
(
F̂
T
F̂
)
tr
[(
F̂
T
F̂
)−1((∂yˆ
∂ξ
)T
F̂+ F̂
T
(∂yˆ
∂ξ
))]
and
d
dǫ
∣∣∣∣
ǫ=0
(
(F̂
ǫ
)T F̂
ǫ
)−1
(F̂
ǫ
)T
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=
(
F̂
T
F̂
)−1(∂yˆ
∂ξ
)T
−
(
F̂
T
F̂
)−1 [(∂yˆ
∂ξ
)T
F̂+ F̂
T
(∂yˆ
∂ξ
)](
F̂
T
F̂
)−1
F̂
T
= −
(
F̂
T
F̂
)−1
F̂
T
(∂yˆ
∂ξ
)(
F̂
T
F̂
)−1
F̂
T
,
we compute that
d
dǫ
∣∣∣∣
ǫ=0
Asurf(xˆǫ(ξ, t))
= −
d
dǫ
∣∣∣∣
ǫ=0
∫ T
0
∫
U
Ψ̂(ξ)Ŵ ǫs
√
det
(
(F̂
ǫ
)T F̂
ǫ)
dξdt
= −
∫ T
0
∫
U
Ψ̂(ξ)
∂Ws
∂φ
(
− φ˜0(ξ)
)1
2
tr
[(
F̂
T
F̂
)−1((∂yˆ
∂ξ
)T
F̂+ F̂
T
(∂yˆ
∂ξ
))]
dξdt
−
∫ T
0
∫
U
Ψ̂(ξ)
∂Ws
∂∇xΓφ
· ∇ξ
− φ˜0(ξ)√
det
(
F̂
T
F̂
) 12tr
[(
F̂
T
F̂
)−1((∂yˆ
∂ξ
)T
F̂+ F̂
T
(∂yˆ
∂ξ
))]
× (F̂
T
F̂)−1F̂
T
√
det
(
F̂
T
F̂
)
dξdt
−
∫ T
0
∫
U
Ψ̂(ξ)
∂Ws
∂∇xΓφ
· ∇ξ
 φ˜0(ξ)√
det
(
F̂
T
F̂
)
[−(F̂T F̂)−1F̂T(∂yˆ
∂ξ
)(
F̂
T
F̂
)−1
F̂
T
]
×
√
det
(
F̂
T
F̂
)
dξdt
−
∫ T
0
∫
U
Ψ̂(ξ)Ŵs
1
2
√
det
(
F̂
T
F̂
)
tr
[(
F̂
T
F̂
)−1((∂yˆ
∂ξ
)T
F̂+ F̂
T
(∂yˆ
∂ξ
))]
dξdt.
Then pushing forward the above result to the Eulerian coordinates and performing integration
by parts, we infer from [58, Lemma 2.6] and y˜ · n = 0 that
d
dǫ
∣∣∣∣
ǫ=0
Asurf(xǫ)
= −
∫ T
0
∫
Γxt
[
∂Ws
∂φ
(−φ)(∇xΓ · y˜) +Ws(φ,∇
x
Γφ)(∇
x
Γ · y˜)
]
dSxdt
−
∫ T
0
∫
Γxt
∂Ws
∂∇xΓφ
·
[
∇xΓ
(
− φ∇xΓ · y˜
)
−∇xΓφ∇
x
Γy˜
]
dSxdt
= −
∫ T
0
∫
Γxt
[
∇xΓ
(
φ
∂Ws
∂φ
)
+∇xΓ ·
(
∂Ws
∂∇xΓφ
⊗∇xΓφ
)]
· y˜ dSxdt
+
∫ T
0
∫
Γxt
[
∇xΓ ·
(
φ∇xΓ ·
∂Ws
∂∇xΓφ
)
+∇xΓWs(φ,∇
x
Γφ)
]
· y˜ dSxdt
= −
∫ T
0
∫
Γxt
(φ∇xΓµs) · y˜ dSxdt, (7.5)
where µs stands for the chemical potential on the boundary such that
µs =
δWs(φ,∇
x
Γφ)
δφ
= −∇xΓ ·
∂Ws
∂∇xΓφ
+
∂Ws
∂φ
.
Step 3. Variation of the total action functional. As a consequence of (7.3) and
(7.5), for the total action functional Atotal = Abulk +Asurf, we deduce that
δ(x,xs)A
total
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:=
d
dǫ
∣∣∣∣
ǫ=0
Abulk(x+ ǫy) +
d
dǫ
∣∣∣∣
ǫ=0
Asurf(xs + ǫys)
= −
∫ T
0
∫
Ωxt
(φ∇xµb) · y˜ dxdt+
∫ T
0
∫
Γxt
(
∂Wb
∂∇xφ
· n
)
∇x · (φy˜) dSxdt
−
∫ T
0
∫
Γxt
(φ∇xΓµs) · y˜s dSxdt. (7.6)
It remains to treat the second term on the right-hand side of (7.6). From equations (2.1)
and (2.4), we have the following variational relations with δx = y(X, t) = y˜(x(X, t), t) and
δxs = ys(X, t) = y˜s(xs(X, t), t):
δφ+∇x · (φδx) = 0, in Ω,
δ(φ|Γ) +∇
x
Γ · [(φ|Γ)δxs] = 0, on Γ.
Besides, for sufficiently smooth phase function φ, we infer that ∂t(φ|Γ) = (∂tφ)|Γ, which
implies δ(φ|Γ) = (δφ)|Γ. This compatibility condition on the boundary Γ yields that[
∇x · (φδx)
]∣∣
Γ
= ∇xΓ ·
[
(φ|Γ)δxs
]
.
Then we see that the integrand of the second term on the right-hand side of (7.6) can be
interpreted as(
∂Wb
∂∇xφ
· n
)∣∣∣∣
Γ
[
∇x · (φy˜)
]∣∣
Γ
=
(
∂Wb
∂∇xφ
· n
)∣∣∣∣
Γ
[
∇xΓ · ((φ|Γ)y˜s)
]
, on Γ.
From the above relation and (7.6), using integration by parts, we deduce that
δ(x,xs)A
total
= −
∫ T
0
∫
Ωxt
(φ∇xµb) · y˜ dxdt+
∫ T
0
∫
Γxt
(
∂Wb
∂∇xφ
· n
)
∇xΓ · (φy˜s) dSxdt
−
∫ T
0
∫
Γxt
(φ∇xΓµs) · y˜s dSxdt
= −
∫ T
0
∫
Ωxt
(φ∇xµb) · y˜ dxdt
−
∫ T
0
∫
Γxt
[
φ∇xΓ
(
µs +
∂Wb
∂∇xφ
· n
)]
· y˜s dSxdt, (7.7)
which leads to the conclusion (2.15).
Remark 7.1. (1) The formula (7.7) implies that the bulk-boundary interaction is in terms of
the chemical potential (via force balance relations). The term ∂Wb
∂∇xφ
· n involving the normal
derivative can be regarded as the contribution of the bulk chemical potential acting on the
boundary Γ.
(2) Combining the above calculations and the argument in [32, 58], we are able to derive
hydrodynamical systems for two-phase flows including nontrivial boundary evolution (e.g., the
moving contact line problem), which again fulfill the conservation of mass, energy dissipation
and force balance relations. This will be presented in a future work.
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7.2 Proof of Lemma 4.2
For T ∈ (0,+∞), we denote QT = Ω× [0, T ] and ΣT = Γ× [0, T ]. For any p ∈ (1,+∞), s, r ≥
0, W
(s,r)
p (QT ) = W
s,p(0, T ;Lp(Ω)) ∩ Lp(0, T ;W r,p(Ω)), W
(s,r)
p (ΣT ) = W
s,p(0, T ;Lp(Γ)) ∩
Lp(0, T ;W r,p(Γ)), stand for the anisotropic Sobolev spaces (see, e.g., [59]).
The proof of Lemma 4.2 is inspired by the argument in [65, Lemmas 2.1, 2.2]. However,
different from [65], in order to keep certain compatibility between the boundary condition and
the initial datum on Γ × {t = 0} for the decomposed system, we first introduce a parabolic
shift function defined on Γ (cf. [74]). For (φ0, ψ0) ∈ V
m with certain integer m ≥ 2, we take
ρ(t) = eκAΓψ0, t ≥ 0. (7.8)
If for some p ∈ (1,+∞), ψ0 ∈W
2(1− 1
p
),p
(Γ) (valid by choosing suitably large m), then by the
classical Lp-theory for the heat equation, we have ρ(t) ∈W
(1,2)
p (ΣT ) and
‖ρ(t)‖
W
(1,2)
p (ΣT )
≤ C‖ψ0‖
W
2(1− 1p ),p(Γ)
, ∀ t ∈ [0, T ]. (7.9)
For any α ∈ (0, 1], we consider the following auxiliary non-homogeneous linear problems:
φt = ∆µ˜, with µ˜ = −∆φ+ αφt + h(t), in Ω× (0, T ),
∂nµ˜ = 0, φ|Γ = ρ, on Γ× (0, T ),
φ|t=0 = φ0, in Ω,
(7.10)
and 
φt = ∆µ˜, with µ˜ = −∆φ+ αφt, in Ω× (0, T ),
∂nµ˜ = 0, φ|Γ = ψ − ρ, on Γ× (0, T ),
φ|t=0 = 0, in Ω,
(7.11)
where ψ = ψ(x, t) is a certain regular function defined on Γ× [0, T ] such that ψ|t=0 = ψ0(x)
and ρ is given by (7.8).
If we assume that the source term h(t) in (7.10) satisfies 〈h(t)〉Ω = 0, then using the fact
that A0Ω is invertible on L˙
2(Ω), we can write the above systems into the following equivalent
form (cf. [65, Section 2]):
[α+ (A0Ω)
−1]φt = ∆φ−
|Γ|
|Ω|
〈∂nφ〉Γ − h(t), in Ω× (0, T ),
φ|Γ = ρ, on Γ× (0, T ),
φ|t=0 = φ0, in Ω,
(7.12)
and 
[α+ (A0Ω)
−1]φt = ∆φ−
|Γ|
|Ω|
〈∂nφ〉Γ, in Ω× (0, T ),
φ|Γ = ψ − ρ, on Γ× (0, T ),
φ|t=0 = 0, in Ω.
(7.13)
The following well-posedness results in the Lp-framework follows form the argument in [65,
Lemma 2.1, Corollary 2.1] with minor modifications (i.e., due to the nonhomogeneous Dirich-
let boundary in the system (7.12)):
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Lemma 7.1. Assume that α ∈ (0, 1] and p ∈ [2,+∞). ρ is given by (7.8) satisfying ρ ∈
W
(1− 1
2p
,2− 1
p
)
p (ΣT ).
(i) If h ∈ Lp(QT ) with 〈h(t)〉Ω = 0 and φ0 ∈W
2(1− 1
p
),p(Ω) with φ0|Γ = ρ|t=0, then problem
(7.12) admits a unique solution φ ∈W
(1,2)
p (QT ) and the following estimate holds:
‖φ‖
W
(1,2)
p (QT )
≤ C
(
‖φ0‖
W
2(1− 1p ),p(Ω)
+ ‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖h‖Lp(QT )
)
, (7.14)
where the constant C > 0 depends on T and α, but is independent of φ, φ0 and h.
(ii) If ψ, ρ ∈W
(1− 1
2p
,2− 1
p
)
p (ΣT ), then problem (7.13) admits a unique solution φ ∈W
(1,2)
p (QT )
with 〈φ〉Ω = 0 and the following estimates hold:
‖φ‖
W
(1,2)
p (QT )
≤ C
(
‖ψ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
)
, (7.15)∫ t
0
(∂nφ(τ), ψ(τ) − ρ(τ))L2(Γ)dτ
=
1
2
‖φ(t)‖2(H1(Ω))∗ +
α
2
‖φ(t)‖2L2(Ω) +
∫ t
0
‖∇φ(τ)‖2L2(Ω)dτ, ∀ t ∈ [0, T ], (7.16)
where the constant C > 0 in (7.15) depends on T and α, but is independent of ψ.
Now let us go back to the linear problem (4.4). Put
h˜1 = h1 − 〈h1〉Ω, h˜2 = h2 − 〈h2〉Γ.
We observe that h˜1 ∈ L
p(QT ), h˜2 ∈ L
p(ΣT ) with null average in Ω and Γ, respectively. Since
〈φt〉Ω = 〈ψt〉Γ = 0, then problem (4.4) can be written into the following form:
[α+ (A0Ω)
−1]φt = ∆φ−
|Γ|
|Ω|
〈∂nφ〉Γ − h˜1, in Ω× (0, T ),
φ|Γ = ψ, on Γ× (0, T ),
[α+ (A0Γ)
−1]ψt = κ∆Γψ − ψ + 〈ψ〉Γ − ∂nφ+ 〈∂nφ〉Γ − h˜2, on Γ× (0, T ),
φ|t=0 = φ0(x), in Ω,
ψ|t=0 = ψ0(x) := φ0(x)|Γ, on Γ.
(7.17)
We denote by T : W
(1− 1
2p
,2− 1
p
)
p (ΣT ) → W
(1,2)
p (QT ) the solution operator for problem (7.13)
and then the normal derivative operator ∂nT can be viewed as a generalized parabolic
Dirichlet–Neumann map. The Dirichlet boundary datum in the auxiliary system (7.13) is
given by ψ − ρ with ρ being given as in (7.8) and the function ψ will be determined below
(see (7.20)). Then we introduce the decomposition
φ = u+ T(ψ − ρ).
As a consequence, (7.17) can be transformed into the following form for the new unknown
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variables (u, ψ):
[α+ (A0Ω)
−1]ut = ∆u−
|Γ|
|Ω|
〈∂nu〉Γ − h˜1, in Ω× (0, T ),
u|Γ = ρ, on Γ× (0, T ),
[α+ (A0Γ)
−1]ψt = κ∆Γψ − ψ + 〈ψ〉Γ − ∂n(T(ψ − ρ))
+ 〈∂n(T(ψ − ρ))〉Γ − ĥ2, on Γ× (0, T ),
with ĥ2 = ∂nu− 〈∂nu〉Γ + h˜2, on Γ× (0, T ),
u|t=0 = φ0(x), in Ω,
ψ|t=0 = ψ0(x) := φ0(x)|Γ, on Γ.
(7.18)
One advantage of the above reformulation is that the system (7.18) is indeed decoupled for
(u, ψ). Namely, the equation for u turns out to be independent of ψ and thus it can be solved
directly by applying Lemma 7.1 (i) such that there exists a unique solution u satisfying
‖u‖
W
(1,2)
p (QT )
≤ C
(
‖φ0‖
W
2(1− 1p ),p(Ω)
+ ‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖h˜1‖Lp(QT )
)
. (7.19)
Next, we apply the linear bounded operator [α + (A0Γ)
−1]−1 to the equation of ψ in (7.18)
and obtain that
αψt − κ∆Γψ + ψ = Kψ − α[α+ (A
0
Γ)
−1]−1ĥ2, on Γ× (0, T ), (7.20)
where
Kψ = −[α+ (A0Γ)
−1]−1(A0Γ)
−1
(
κ∆Γψ − ψ + 〈ψ〉Γ − ∂n(T(ψ − ρ)) + 〈∂n(T(ψ − ρ))〉Γ
)
+ 〈ψ〉Γ − ∂n(T(ψ − ρ)) + 〈∂n(T(ψ − ρ))〉Γ.
Inserting the solution u into the reduced equation (7.20) for ψ, we easily see from (7.19) that
ĥ2 ∈ L
p(ΣT ). Besides, it follows from (7.15) and the trace theorem that
‖∂n(T(ψ − ρ))‖Lp(ΣT ) ≤ C
(
‖ψ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
)
,
which further implies
‖Kψ‖Lp(ΣT ) ≤ C
(
‖ψ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
)
.
Hence, (7.20) can be viewed as a linear heat equation for ψ on Γ with compact perturbations.
By Lp-estimates for parabolic equations, we have
‖ψ‖
W
(1,2)
p (ΣT )
≤ C
(
‖ψ0‖
W
2(1− 1p ),p(Γ)
+ ‖ψ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
)
+ C
(
‖ρ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
+ ‖ĥ2‖Lp(ΣT )
)
. (7.21)
Recalling the estimate (7.9) for ρ and using the interpolation inequality ‖ψ‖
W
(1− 12p ,2−
1
p )
p (ΣT )
≤
ǫ‖ψ‖
W
(1,2)
p (ΣT )
+ Cǫ‖ψ‖L2(ΣT ) with ǫ > 0 being sufficiently small, we get
‖ψ‖
W
(1,2)
p (ΣT )
≤ C
(
‖ψ0‖
W
2(1− 1p ),p(Γ)
+ ‖ψ‖L2(ΣT ) + ‖ĥ2‖Lp(ΣT )
)
. (7.22)
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In order to estimate the lower-order term ‖ψ‖L2(ΣT ) on the right-hand side of (7.22), we test
(7.20) by ψt −∆Γψ on Γ× (0, t) and obtain
α+ κ
2
‖∇Γψ(t)‖
2
L2(Γ) +
1
2
‖ψ(t)‖2L2(Γ)
+
∫ t
0
(
α‖ψt‖
2
L2(Γ) + κ‖∆Γψ‖
2
L2(Γ) + ‖∇Γψ‖
2
L2(Γ)
)
dτ
=
α+ κ
2
‖∇Γψ0‖
2
L2(Γ) +
1
2
‖ψ0‖
2
L2(Γ)
+
∫ t
0
∫
Γ
(
Kψ − α[α + (A0Γ)
−1]−1ĥ2
)
(ψt −∆Γψ) dSdτ, ∀ t ∈ [0, T ].
By Ho¨lder’s inequality and the Cauchy–Schwarz inequality, it holds∣∣∣∣∫ t
0
∫
Γ
(
α[α + (A0Γ)
−1]−1ĥ2
)
(ψt −∆Γψ) dSdτ
∣∣∣∣
≤ C
∫ t
0
‖ĥ2‖L2(Γ)‖ψt −∆Γψ‖L2(Γ) dτ
≤
κ
4
∫ t
0
‖∆Γψ‖
2
L2(Γ) dτ +
α
4
∫ t
0
‖ψt‖
2
L2(Γ) dτ + C
∫ t
0
‖ĥ2‖
2
L2(Γ) dτ.
From the trace theorem ‖∂n(T(ψ − ρ))‖L2(Γ) ≤ C‖T(ψ − ρ)‖Hr(Ω) for some r ∈ (
3
2 , 2), we
deduce form (7.15), (7.22) and the interpolation inequality that∣∣∣∣∫ t
0
∫
Γ
(Kψ)(ψt −∆Γψ) dSdτ
∣∣∣∣
≤
κ
8
∫ t
0
‖∆Γψ‖
2
L2(Γ) dτ +
α
8
∫ t
0
‖ψt‖
2
L2(Γ) dτ
+ C‖T(ψ − ρ)‖2
W
(1,2)
2 (QT )
+ C
∫ t
0
‖ψ‖2L2(Γ) dτ
≤
κ
8
∫ t
0
‖∆Γψ‖
2
L2(Γ) dτ +
α
8
∫ t
0
‖ψt‖
2
L2(Γ) dτ + C‖ψ‖
2
W
( 34 ,
3
2 )
2 (ΣT )
+ C‖ρ‖2
W
( 34 ,
3
2 )
2 (ΣT )
+ C
∫ t
0
‖ψ‖2L2(Γ) dτ
≤
κ
4
∫ t
0
‖∆Γψ‖
2
L2(Γ) dτ +
α
4
∫ t
0
‖ψt‖
2
L2(Γ) dτ + C
∫ t
0
‖ψ‖2H1(Γ) dτ
+ C‖ψ0‖
2
H1(Γ) + C
∫ t
0
‖ĥ2‖
2
L2(Γ) dτ.
Using the fact 〈ψ(t)〉Γ = 〈ψ0〉Γ and Poincare´’s inequality, we infer from the above estimates
that
α+ κ
2
‖∇Γψ(t)‖
2
L2(Γ) +
1
2
‖ψ(t)‖2L2(Γ) +
κ
2
∫ t
0
‖∆Γψ‖
2
L2(Γ) dτ
+
α
2
∫ t
0
‖ψt‖
2
L2(Γ) dτ
≤
α+ κ
2
‖∇Γψ0‖
2
L2(Γ) +
1
2
‖ψ0‖
2
L2(Γ) + C‖ψ0‖
2
H1(Γ) + C
∫ t
0
‖ĥ2‖
2
L2(Γ) dτ
+ C
∫ t
0
(
‖∇Γψ‖
2
L2(Γ) + ‖ψ‖
2
L2(Γ)
)
dτ, ∀ t ∈ [0, T ],
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where C is a constant depending on κ, α and T . Applying Gronwall’s lemma, we deduce that
‖ψ(t)‖2H1(Γ) ≤ CT
(
‖ψ0‖
2
H1(Γ) + ‖ĥ2‖
2
L2(ΣT )
)
, ∀ t ∈ [0, T ],
which together with (7.22) yields the Lp-estimate
‖ψ‖
W
(1,2)
p (ΣT )
≤ C
(
‖ψ0‖
W
2(1− 1p ),p(Γ)
+ ‖ĥ2‖Lp(ΣT )
)
. (7.23)
By the classical Leray–Schauder fixed point theorem, we can conclude from (7.23) that prob-
lem (7.20) has a unique strong solution ψ.
Therefore, under the assumptions of Lemma 4.2, for d = 2, 3, we can choose p ∈ (3, 103 )
such that H2(Ω) →֒ W 2(1−
1
p
),p(Ω) and L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)) →֒ Lp(ΩT ). Then
we conclude from the above argument and estimates (7.19), (7.23) that problem (7.17) admits
a unique strong solution (φ,ψ) ∈W
(1,2)
p (QT )×W
(1,2)
p (ΣT ) satisfying
‖φ‖
W
(1,2)
p (QT )
+ ‖ψ‖
W
(1,2)
p (ΣT )
≤ C
(
‖φ0‖
W
2(1− 1p ),p(Ω)
+ ‖ψ0‖
W
2(1− 1p ),p(Γ)
+ ‖h˜1‖Lp(QT ) + ‖h˜2‖Lp(ΣT )
)
, (7.24)
where C depends on T , α, κ, Ω and Γ.
It remains to show the estimates (4.5)–(4.6). Testing the equations for φ and ψ in (7.17)
by φt, ψt, respectively, integrating over Ω and Γ, integrating with respect to time and adding
the resultants together, we have
1
2
‖∇φ(t)‖2L2(Ω) +
κ
2
‖∇Γψ(t)‖L2(Γ) +
1
2
‖ψ(t)‖2L2(Γ)
+ α
∫ t
0
(
‖φt(τ)‖
2
L2(Ω) + ‖ψt(τ)‖
2
L2(Γ)
)
dτ
+
∫ t
0
(
‖φt(τ)‖
2
(H1(Ω))∗ + ‖ψt(τ)‖
2
(H1(Γ))∗
)
dτ
=
1
2
‖∇φ0‖
2
L2(Ω) +
κ
2
‖∇Γψ0‖
2
L2(Γ) +
1
2
‖ψ0‖
2
L2(Γ)
+
∫ t
0
(h1, φt(τ))L2(Ω) + (h2, ψt(τ))L2(Γ) dτ.
The last term on the right-hand side can be estimated by using the Cauchy–Schwarz inequality∫ t
0
(h1, φt(τ))L2(Ω) + (h2, ψt(τ))L2(Γ) dτ
≤
α
2
∫ t
0
(
‖φt(τ)‖
2
L2(Ω) + ‖ψt(τ)‖
2
L2(Γ)
)
dτ
+
1
2α
∫ t
0
(‖h1‖
2
L2(Ω) + ‖h2‖
2
L2(Γ)) dτ,
and as a result,
‖(φ(t), ψ(t))‖2V1 + α‖(φt, ψt)‖
2
L2(0,t;H) + ‖(φt, ψt)‖
2
L2(0,t;(H1(Ω))∗×(H1(Γ))∗)
≤ ‖(φ0, ψ0)‖
2
V1 + α
−1‖(h1, h2)‖
2
L2(0,t;H), ∀ t ∈ [0, T ]. (7.25)
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For a.e. t ∈ (0, T ), we consider the linear elliptic problem (cf. (7.17))
−∆φ = −[α+ (A0Ω)
−1]φt −
|Γ|
|Ω|
〈∂nφ〉Γ − h˜1, in Ω,
φ|Γ = ψ, on Γ,
−∆Γψ + ψ + ∂nφ = −[α+ (A
0
Γ)
−1]ψt + 〈ψ〉Γ + 〈∂nφ〉Γ − h˜2, on Γ.
(7.26)
It follows from Lemma 4.1 and estimates similar to (5.13), (5.14) and (5.39) that
‖(φ,ψ)‖V2 ≤ C(α‖(φt, ψt)‖H + ‖(φt, ψt)‖H1(Ω))∗×(H1(Γ))∗)
+ C(|〈∂nφ〉Γ|+ ‖φ‖H1(Ω) + |〈ψ0〉Γ|+ ‖(h1, h2)‖H)
≤
1
2
‖φ‖H2(Ω) + C(α‖(φt, ψt)‖H + ‖(φt, ψt)‖H1(Ω))∗×(H1(Γ))∗)
+ C(‖φ‖H1(Ω) + |〈ψ0〉Γ|+ ‖(h1, h2)‖H), (7.27)
for a.e. t ∈ [0, T ], where the constant C is independent of α. Besides, in view of (4.4) the
following estimates on the mean values hold:
|〈µ˜〉Ω| ≤ |Ω|
−1|Γ||〈∂nφ〉Γ|+ |〈h1〉Ω|
≤ C(‖φ‖H2(Ω) + ‖h1‖L2(Ω)), (7.28)
|〈µ˜Γ〉Γ| ≤ |〈ψ〉Γ|+ |〈∂nφ〉Γ|+ |〈h2〉Γ|
≤ C(|〈ψ0〉Γ|+ ‖φ‖H2(Ω) + ‖h2‖L2(Γ)). (7.29)
Then it follows from the relations
‖∇µ˜‖L2(Ω) = ‖φt‖H1(Ω))∗ , ‖∇Γµ˜Γ‖L2(Γ) = ‖ψt‖(H1(Γ))∗ ,
and Poincare´’s inequality that
‖µ˜‖H1(Ω) ≤ C(‖∇µ˜‖L2(Ω) + |〈µ˜〉Ω|)
≤ C(‖φt‖(H1(Ω))∗ + ‖φ‖H2(Ω) + ‖h1‖L2(Ω)), (7.30)
‖µ˜Γ‖H1(Γ) ≤ C(‖∇Γµ˜Γ‖L2(Γ) + |〈µ˜Γ〉Γ|)
≤ C(‖ψt‖(H1(Γ))∗ + |〈ψ0〉Γ|+ ‖φ‖H2(Ω) + ‖h2‖L2(Γ)). (7.31)
Collecting the estimates (7.25)–(7.31), we arrive at the conclusion (4.5).
Next, differentiating (4.4) with respect to time, we get
φtt −∆µ˜t = 0, with µ˜t = −∆φt + αφtt + (h1)t, in Ω× (0, T ),
∂nµ˜t = 0, φt|Γ = ψt, on Γ× (0, T ),
ψtt −∆Γ(µ˜Γ)t = 0, on Γ× (0, T ),
with (µ˜Γ)t = −κ∆Γψt + ψt + αψtt + ∂nφt + (h2)t, on Γ× (0, T ),
φt|t=0 = ∆µ˜(0), in Ω,
ψt|t=0 = ∆Γµ˜Γ(0), on Γ.
(7.32)
Testing the first equation by (A0Ω)
−1φt, the third equation by (A
0
Γ)
−1ψt, adding the resultants
together, we obtain
1
2
d
dt
(
‖φt‖
2
(H1(Ω))∗ + α‖φt‖
2
L2(Ω) + ‖ψt‖
2
(H1(Γ))∗ + α‖ψt‖
2
L2(Γ)
)
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+ ‖∇φt‖
2
L2(Ω) + κ‖∇Γψt‖
2
L2(Γ) + ‖ψt‖
2
L2(Γ)
= −
∫
Ω
(h1)tφt dx−
∫
Γ
(h2)tψt dS
≤
1
2
‖φt‖
2
L2(Ω) +
1
2
‖ψt‖
2
L2(Γ) +
1
2
‖(h1)t‖
2
L2(Ω) +
1
2
‖(h2)t‖
2
L2(Γ). (7.33)
Using the facts 〈φt〉Ω = 〈ψt〉Γ = 0, we infer from Poincare´’s inequality that the following
interpolations hold
‖φt‖
2
L2(Ω) ≤ C‖φt‖(H1(Ω))∗‖∇φt‖L2(Ω),
‖ψt‖
2
L2(Γ) ≤ C‖ψt‖(H1(Γ))∗‖∇Γψt‖L2(Γ).
Using Young’s inequality and (7.33), we infer from Gronwall’s lemma that
‖φt(t)‖
2
(H1(Ω))∗ + α‖φt(t)‖
2
L2(Ω) + ‖ψt(t)‖
2
(H1(Γ))∗ + α‖ψt(t)‖
2
L2(Γ)
+
∫ t
0
(
‖∇φt‖
2
L2(Ω) + κ‖∇Γψt‖
2
L2(Γ) + ‖ψt‖
2
L2(Γ)
)
dτ
≤ CeCt
(
‖∇µ˜(0)‖2L2(Ω) + α‖∆µ˜(0)‖
2
L2(Ω)
)
+ CeCt
(
‖∇Γµ˜Γ(0)‖
2
L2(Γ) + α‖∆Γµ˜Γ(0)‖
2
L2(Γ)
)
+ CeCt
(
‖(h1)t‖
2
L2(QT )
+ ‖(h2)t‖
2
L2(ΣT )
)
, ∀ t ∈ [0, T ], (7.34)
where the constant C is independent of α. From the following relations
µ˜(0) − α∆µ˜(0) = −∆φ0 + h1(0), ∂nµ˜(0)|Γ = 0,
µ˜Γ(0)− α∆Γµ˜Γ(0) = −κ∆Γψ0 + ψ0 + ∂nφ0 + h2(0)
we infer that
‖µ˜(0)‖L2(Ω) + ‖µ˜Γ(0)‖L2(Γ) + α
1
2 ‖∇µ˜(0)‖L2(Ω) + α
1
2‖∇Γµ˜Γ(0)‖L2(Γ)
+ α‖∆µ˜(0)‖L2(Ω) + α‖∆Γµ˜Γ(0)‖L2(Γ)
≤ C
(
‖φ0‖H2(Ω) + κ‖∆Γψ0‖L2(Γ) + ‖h1(0)‖L2(Ω) + ‖h2(0)‖L2(Γ)
)
,
where the constant C is independent of α. Recalling (7.34), we obtain for t ∈ [0, T ],
‖φt(t)‖
2
(H1(Ω))∗ + α‖φt(t)‖
2
L2(Ω) + ‖ψt(t)‖
2
(H1(Γ))∗ + α‖ψt(t)‖
2
L2(Γ)
+
∫ t
0
(
‖∇φt‖
2
L2(Ω) + κ‖∇Γψt‖
2
L2(Γ) + ‖ψt‖
2
L2(Γ)
)
dτ
≤ CeCtα−1
(
‖(φ0, ψ0)‖
2
V2 + ‖h1‖
2
H1(0,T ;L2(Ω)) + ‖h2‖
2
H1(0,T ;L2(Γ))
)
, (7.35)
where the constant C is independent of α. For the elliptic problem (7.26), we infer from
Lemma 4.1 that
‖(φ,ψ)‖V3 ≤ C(α‖(φt, ψt)‖V1 + ‖(φt, ψt)‖H1(Ω))∗×(H1(Γ))∗)
+ C(|〈∂nφ〉Γ|+ |〈ψ0〉Γ|+ ‖h1‖H1(Ω) + ‖h2‖H1(Γ)), (7.36)
for a.e. t ∈ [0, T ], where the constant C is independent of α. Then from (7.28)–(7.29), it
follows that
‖µ˜‖H2(Ω) ≤ C(‖∆µ˜‖L2(Ω) + |〈µ˜〉Ω|)
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≤ C(‖φt‖L2(Ω) + ‖φ‖H2(Ω) + ‖h1‖L2(Ω)), (7.37)
‖µ˜Γ‖H2(Γ) ≤ C(‖∆Γµ˜Γ‖L2(Γ) + |〈µ˜Γ〉Γ|)
≤ C(‖ψt‖L2(Γ) + |〈ψ0〉Γ|+ ‖φ‖H2(Ω) + ‖h2‖L2(Γ)). (7.38)
Collecting the estimates (7.27) and (7.35)–(7.38), we arrive at the conclusion (4.6).
The proof of Lemma 4.2 is complete.
8 Acknowledgements
The authors would like to thank the anonymous referees for their careful reading of an
initial version of this paper and for several helpful comments that allowed us to improve
the presentation. The authors also want to thank Professors P. Colli, T. Fukao, C. Gal, H.
Garcke, T.-Z. Qian and U. Stefanelli for helpful discussions.
9 Compliance with Ethical Standards
• Funding: C. Liu is partially supported by NSF grants DMS-1714401, DMS-1412005.
H. Wu is partially supported by NNSFC grant No. 11631011 and the Shanghai Center
for Mathematical Sciences at Fudan University.
• Conflict of Interest: The authors declare that they have no conflict of interest.
References
[1] H. Abels and M. Wilke, Convergence to equilibrium for the Cahn–Hilliard equation with
a logarithmic free energy, Nonlinear Anal., 67(11) (2007), 3176–3193.
[2] G. Akagi, Stability of non-isolated asymptotic profiles for fast diffusion, Commun. Math.
Phys., 345(1) (2016), 77–100.
[3] D.M. Anderson, G.B. McFadden and A.A. Wheeler, Diffuse-interface methods in fluid
mechanics, Annual Review of Fluid Mech., 30(1) (1997), 139–165.
[4] F. Bai, C.M. Elliott, A. Gardiner, A. Spence and A.M. Stuart, The viscous Cahn–Hilliard
equation. I. Computations, Nonlinearity, 8 (1995), 131–160.
[5] P. Bates and P. Fife, The dynamics of nucleation for the Cahn–Hilliard equation, SIAM
J. Appl. Math., 53(4) (1993), 990–1008.
[6] F. Brezzi and G. Gilardi, “Part I. FEM Mathematics”, in Finite Element Handbook (H.
Kardestuncer Ed.), McGraw-Hill Book Co., New York, 1987.
[7] L.A. Caffarelli and N.E. Muller, An L∞ bound for solutions of the Cahn–Hilliard equa-
tion, Arch. Ration. Mech. Anal., 133 (1995), 129–144.
[8] J.W. Cahn, On spinodal decomposition, Acta Metall., 9 (1961), 795–801.
[9] J.W. Cahn and J.E. Hilliard, Free energy of a nonuniform system I. Interfacial free
energy, J. Chem. Phys., 2 (1958), 258–267.
[10] C. Cavaterra, C.G. Gal and M. Grasselli, Cahn–Hilliard equations with memory and
dynamic boundary conditions, Asymptot. Anal., 71 (2011), 123–162.
[11] C. Cavaterra, M. Grasselli and H. Wu, Non-isothermal viscous Cahn–Hilliard equation
with inertial term and dynamic boundary conditions, Commun. Pure Appl. Anal., 13(5)
(2014), 1855–1890.
67
[12] T. Cazenave and A. Haraux, An Introduction to Semilinear Evolution Equations, in:
Oxford Lecture Series in Mathematics and its Applications, Vol. 13, Oxford University
Press, New York, 1998.
[13] X.F. Chen, Global asymptotic limit of solutions of the Cahn–Hilliard equation, J. Dif-
feretial Geometry, 44 (1996), 262–311.
[14] X.F. Chen, X.P. Wang and X.M. Xu, Analysis of the Cahn–Hilliard equation with a
relaxation boundary condition modeling the contact angle dynamics, Arch. Rational
Mech. Anal., 213 (2014), 1–24.
[15] L. Cherfils, S. Gatti and A. Miranville, A variational approach to a Cahn–Hilliard model
in a domain with nonpermeable walls, J. Math. Sci. (N.Y.), 189 (2013), 604–636.
[16] L. Cherfils, A. Miranville and S. Zelik, The Cahn–Hilliard equation with logarithmic
potentials, Milan J. Math., 79 (2011), 561–596.
[17] R. Chill, On the  Lojasiewicz–Simon gradient inequality, J. Funct. Anal., 201(2) (2003),
572–601.
[18] R. Chill, E. Fas˘angova´ and J. Pru¨ss, Convergence to steady states of solutions of the
Cahn–Hilliard equation with dynamic boundary conditions, Math. Nachr., 279(13–14)
(2006), 1448–1462.
[19] P. Colli and T. Fukao, Cahn–Hilliard equation with dynamic boundary conditions and
mass constraint on the boundary, J. Math. Anal. Appl., 429(2) (2015), 1190–1213.
[20] P. Colli and T. Fukao, Equation and dynamic boundary condition of Cahn–Hilliard type
with singular potentials, Nonlinear Anal., 127 (2015), 413–433.
[21] P. Colli, G. Gilardi and J. Sprekels, On the Cahn–Hilliard equation with dynamic bound-
ary conditions and a dominating boundary potential, J. Math. Anal. Appl., 419(2)
(2014), 972–994.
[22] P. Colli, G. Gilardi and J. Sprekels, On a Cahn–Hilliard system with convection and
dynamic boundary conditions, Ann. Mat. Pura Appl. (4), 197(5) (2018), 1445–1475.
[23] R. Denk, J. Pru¨ss and R. Zacher, Maximal Lp-regularity of parabolic problems with
boundary dynamics of relaxation type, J. Funct. Anal., 255 (2008), 3149–3187.
[24] Q. Du, C. Liu, R. Ryham and X.Q. Wang, Energetic variational approaches in modeling
vesicle and fluid interactions, Phys. D, 238 (2009), 923–930.
[25] G. Dziuk and C. Elliott, Finite elements on evolving surfaces, IMA J. Numer. Anal.,
27(2) (2007), 262–292.
[26] B. Eisenberg, Y. Hyon and C. Liu, Energy variational analysis of ions in water and
channels: field theory for primitive models of complex ionic fluids, J. Chem. Phys.,
133(10) (2010), 104104.
[27] C.M. Elliott and A.M. Stuart, Viscous Cahn–Hilliard equation. II. Analysis, J. Differen-
tial Equations, 128 (1996), 387–414.
[28] C.M. Elliott and S. Zheng, On the Cahn–Hilliard equation, Arch. Rational Mech. Anal.,
96 (1986), 339–357.
[29] E. Feireisl and F. Simondon, Convergence for semilinear degenerate parabolic equations
in several space dimensions, J. Dynam. Differential Equations, 12(3) (2000), 647–673.
[30] H.P. Fischer, P. Maass and W. Dieterich, Novel surface modes in spinodal decomposition,
Phys. Rev. Lett., 79 (1997), 893–896.
[31] H.P. Fischer, J. Reinhard, W. Dieterich, J.F. Gouyet, P. Maass, A. Majhofer and D.
Reinel, Time-dependent density functional theory and the kinetics of lattice gas systems
in contact with a wall, J. Chem. Phys., 108 (1998), 3028–3037.
68
[32] J. Forster, Mathematical Modeling of Complex Fluids, Master’s Thesis, University of
Wu¨rzburg, 2013.
[33] E. Fried and M.E. Gurtin, Continuum theory of thermally induced phase transitions
based on an order parameter, Phys. D, 68 (1993), 326–343.
[34] C.G. Gal, A Cahn–Hilliard model in bounded domains with permeable walls, Math.
Methods Appl. Sci., 29 (2006), 2009–2036.
[35] C.G. Gal, Global well-posedness for the non-isothermal Cahn–Hilliard equation with
dynamic boundary conditions, Adv. Differential Equations, 12 (2007), 1241–1274.
[36] C.G. Gal, Well-posedness and long time behavior of the non-isothermal viscous Cahn–
Hilliard equation with dynamic boundary conditions, Dyn. Partial Differ. Equ., 5 (2008),
39–67.
[37] C.G. Gal and A. Miranville, Uniform global attractors for non-isothermal viscous and
non-viscous Cahn–Hilliard equations with dynamic boundary conditions, Nonlinear
Anal. Real World Appl., 10 (2009), 1738–1766.
[38] C.G. Gal and A. Miranville, Robust exponential attractors and convergence to equilibria
for non-isothermal Cahn–Hilliard equations with dynamic boundary conditions, Discrete
Contin. Dyn. Syst. Ser. S, 2 (2009), 113–147.
[39] C.G. Gal and H. Wu, Asymptotic behavior of a Cahn–Hilliard equation with Wentzell
boundary conditions and mass conservation, Discrete Contin. Dyn. Syst., 22 (2008),
1041–1063.
[40] H. Garcke and P. Knopf, Weak solutions of the Cahn–Hilliard system with dynamic
boundary conditions: A gradient flow approach, preprint, 2018, arXiv:1810.09817.
[41] G. Gilardi, A. Miranville and G. Schimperna, On the Cahn–Hilliard equation with irreg-
ular potentials and dynamic boundary conditions, Commun. Pure Appl. Anal., 8 (2009),
881–912.
[42] G. Gilardi, A. Miranville and G. Schimperna, Long time behavior of the Cahn–Hilliard
equation with irregular potentials and dynamic boundary conditions, Chin. Ann. Math.
Ser. B, 31 (2010), 679–712.
[43] A. Giorgini, M. Grasselli and A. Miranville, The Cahn–Hiliard–Oono equation with
singular potential, Math. Models Methods Appl. Sci., 27(13) (2017), 2485–2510.
[44] A. Giorgini, M. Grasselli and H. Wu, On the Cahn–Hilliard–Hele–Shaw system with
singular potential, Ann. Inst. H. Poincare´ Anal. Non Lineaire, 35(4) (2018), 1079–1118.
[45] G. Goldstein, A. Miranville and G. Schimperna, A Cahn–Hilliard model in a domain
with non-permeable walls, Phys. D, 240(8) (2011), 754–766.
[46] M. Grinfeld and A. Novick-Cohen, Counting stationary solutions of the Cahn–Hilliard
equation by transversality arguments, Proc. Roy. Soc. Edinburgh Sect. A, 125 (1995),
351–370.
[47] M. Gurtin, Generalized Ginzburg–Landau and Cahn–Hilliard equations based on a mi-
croforce balance, Phys. D, 92 (1996), 178–192.
[48] A. Haraux and M.A. Jendoubi, Decay estimates to equilibrium for some evolution equa-
tions with an analytic nonlinearity, Asymptot. Anal., 26(1) (2001), 21–36.
[49] M. Heida, On the derivation of thermodynamically consistent boundary conditions for
the Cahn–Hilliard–Navier–Stokes system, Int. J. Eng. Sci., 62 (2013), 126–156.
[50] M. Heida, Existence of solutions for two types of generalized versions of the Cahn–Hilliard
equation, Appl. Math., 60(1) (2015), 51–90.
69
[51] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Math-
ematics, 840, Springer-Verlag, Berlin-New York, 1981.
[52] G.C. Hsiao and W.L. Wendland, Boundary Integral Equations, Applied Mathematical
Sciences, Vol. 164, Springer-Verlag Berlin Heidelberg, 2008.
[53] S.Z. Huang and P. Taka´cˇ, Convergence in gradient-like systems which are asymptotically
autonomous and analytic, Nonlinear Anal. 46 (2001), 675–698.
[54] Y. Hyon, D.Y. Kwak and C. Liu, Energetic variational approach in complex fluids:
maximum dissipation principle, Discrete Contin. Dyn. Syst., 26(4) (2010), 1291–1304.
[55] N. Kajiwara, Global well-posedness for a Cahn–Hilliard equation on bounded domains
with permeable and non-permeable walls in maximal regularity spaces, Adv. Math. Sci.
Appl., 27(2) (2018), 277–298.
[56] R. Kenzler, F. Eurich, P. Maass, B. Rinn, J. Schropp, E. Bohl and W. Dieterich, Phase
separation in confined geometries: solving the Cahn–Hilliard equation with generic
boundary conditions, Comput. Phys. Commun., 133 (2001), 139–157.
[57] E. Khain and L.M. Sander, Generalized Cahn–Hilliard equation for biological applica-
tions, Phys. Rev. E, 77 (2008), 051129.
[58] H. Koba, C. Liu and Y. Giga, Energetic variational approaches for incompressible fluid
systems on an evolving surface, Quart. Appl. Math., 75(2) (2017), 359–389.
[59] O. Ladyzhenskaya, V. Solonnikov and N. Ural’ceva, Linear and Quasi-linear Equations
of Parabolic Type, Translations of Mathematical Monographs, American Mathematical
Society, Providence, RI, 1968.
[60] J.L. Lions and E. Magenes, Non-Homogeneous Boundary Value Problems and Applica-
tions Vol. 1, Die Grundlehren der mathematischen Wissenschaften, Vol. 181, Springer-
Verlag Berlin Heidelberg, 1972.
[61] C. Liu and J. Shen, A phase field model for the mixture of two incompressible fluids and
its approximation by a Fourier-spectral method, Phys. D, 179(3–4) (2003), 211–228.
[62] J. Lowengrub and L. Truskinovsky, Quasi-incompressible Cahn–Hilliard fluids and topo-
logical transitions, R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci., 454(1978) (1998),
2617–2654.
[63] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge
Univ. Press, Cambridge UK, 2000.
[64] A. Miranville, The Cahn–Hilliard equation and some of its variants, AIMS Mathematics,
2(3) (2017), 479–544.
[65] A. Miranville and S. Zelik, Exponential attractors for the Cahn–Hilliard equation with
dynamical boundary conditions, Math. Meth. Appl. Sci., 28 (2005), 709–735.
[66] A. Miranville and S. Zelik, The Cahn–Hilliard equation with singular potentials and
dynamic boundary conditions, Discrete Contin. Dyn. Syst., 28 (2010), 275–310.
[67] L. Nirenberg, On elliptic partial differential equations, Annali della Scoula Norm. Sup.
Pisa, 13 (1959), 115–162.
[68] A. Novick-Cohen, On the viscous Cahn–Hilliard equation, in “Material instabilities in
continuum mechanics” (Edinburgh, 1985–1986), Oxford Sci. Publ., Oxford Univ. Press,
New York, 1988, pp. 329–342.
[69] A. Novick-Cohen, The Cahn–Hilliard equation. In: C. M. Dafermos & M. Pokorny´
(editors) Evolutionary Equations, Handb. Differ. Equ., Vol. 4, Elsevier/North-Holland,
Amsterdam, 2008, pp. 201–228.
70
[70] J.T. Oden, E.E. Prudencio and A. Hawkins-Daarud, Selection and assessment of phe-
nomenological models of tumor growth, Math. Models Methods Appl. Sci., 23 (2013),
1309–1338.
[71] L. Onsager, Reciprocal relations in irreversible processes. I., Physical Rev., 37 (1931),
405–426.
[72] L. Onsager, Reciprocal relations in irreversible processes. II., Physical Rev., 38 (1931),
2265–2279.
[73] R. Pego, Front migration in the nonlinear Cahn–Hilliard equation, Proc. R. Soc. Lond.
A, 422 (1989), 261–278.
[74] J. Pru¨ss, R. Racke and S. Zheng, Maximal regularity and asymptotic behavior of so-
lutions for the Cahn–Hilliard equation with dynamic boundary conditions, Annali di
Matematica Pura ed Applicata, 185(4) (2006), 627–648.
[75] T.Z. Qian, C.Y. Qiu and P. Sheng, A scaling approach to the derivation of hydrodynamic
boundary conditions, J. Fluid Mech., 611 (2008), 333–364.
[76] T.Z. Qian, X.P. Wang and P. Sheng, A variational approach to moving contact line
hydrodynamics, J. Fluid Mech., 564 (2006), 333–360.
[77] R. Racke and S. Zheng, The Cahn–Hilliard equation with dynamical boundary condi-
tions, Adv. Diff. Eqs., 8(1) (2003), 83–110.
[78] A. Ra¨tz and A. Voigt, PDE’s on surfaces – a diffuse interface approach, Commun. Math.
Sci., 4(3) (2006), 575–590.
[79] L. Rayleigh and J.W. Strutt, Some general theorems relating to vibrations, Proc. London
Math. Soc., 4 (1873), 357–368.
[80] P. Rybka and K.H. Hoffmann, Convergence of solutions to Cahn–Hillard equation, Com-
mun. Partial Differential Equations, 24(5–6) (1999), 1055–1077.
[81] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl., 146 (1987),
65–96.
[82] L. Simon, Asymptotics for a class of non-linear evolution equations, with applications
to geometric problems, Ann. of Math., 118(3) (1983), 525–571.
[83] A.M. Sonnet and E.G. Virga, Dissipative Ordered Fluids Theories for Liquid Crystals,
Springer-Verlag, New York, 2012.
[84] P.A. Thompson and M.O. Robbins, Simulations of contact-line motion: slip and the
dynamic contact angle, Phys. Rev. Lett., 63 (1989), 766–769.
[85] J. Wei and M. Winter, Stationary solutions for the Cahn–Hilliard equation, Ann. Inst.
H. Poincare´ Anal. Non Line´aire, 15 (1998), 459–492.
[86] H. Wu, Convergence to equilibrium for a Cahn–Hilliard model with the Wentzell bound-
ary condition, Asymptotic Analysis, 54 (2007), 71–92.
[87] H. Wu, X. Xu and C. Liu, On the general Ericksen–Leslie system: Parodi’s relation,
well-posedness and stability, Arch. Ration. Mech. Anal., 208(1) (2013), 59–107.
[88] H. Wu and S. Zheng, Convergence to equilibrium for the Cahn–Hilliard equation with
dynamic boundary condition, J. Differential Equations, 204 (2004), 511–531.
[89] S.X. Xu, P. Sheng and C. Liu, An energetic variational approach for ion transport,
Commun. Math. Sci., 12(4) (2014), 779–789.
[90] L.Y. Zhao, H. Wu and H.Y. Huang, Convergence to equilibrium for a phase-field model
for the mixture of two incompressible fluids, Commun. Math. Sci., 7(4) (2009), 939–962.
[91] S. Zheng, Asymptotic behavior of solution to the Cahn–Hillard equation, Appl. Anal.,
23(3) (1986), 165–184.
71
[92] S. Zheng, Nonlinear Evolution Equations, Pitman series Monographs and Survey in Pure
and Applied Mathematics, 133, Chapman & Hall/CRC, Boca Raton, Florida, 2004.
72
