Abstract-The problem of single-sensor bearings-only tracking continues to present challenges to tracking algorithms, particularly in certain difficult scenarios such as ones with high bearing rates. In such scenarios, the performance of the recently introduced Shifted Rayleigh Filter (SRF) is compared with that of other techniques such as Extended Kalman filter (EKF), Unscented Kalman Filter (UKF) and Particle Filter (PF). The results are also compared with the theoretical Cramer-Rao Lower Bound (CRLB). The SRF is a moment matching algorithm, and its key feature is that it generates the exact conditional distribution of target motion, given normal approximation to the prior. Simulations show that the SRF is superior to other moment matching algorithms such as EKF and UKF and is able to achieve comparable performance to PF while being orders of magnitude faster.
I. INTRODUCTION
The problem of bearings-only tracking arises in a variety of important applications. Typical examples are submarine tracking (using a passive sonar) and aircraft surveillance (using a radar in a passive mode) [4] , [5] . This problem is sometimes referred to as Target Motion Analysis (TMA), and its objective is to track the kinematics of a moving target using noisecorrupted bearing measurements. In the case of autonomous TMA (single-sensor case), which is the focus of our paper, the observation platform needs to manoeuvre in order to estimate the target range [4] , [6] . This is a nonlinear problem, and hence requires nonlinear filtering techniques for its solution. Several research efforts have examined various solutions based on batch and recursive type nonlinear filtering techniques [9] - [15] . We focus on recursive Bayesian solutions, which are suited to online processing of measurements. Amongst the recursive Bayesian algorithms, the most widely used is the Extended Kalman Filter (EKF) [12] , [15] , which is a moment-matching filter. EKFs, formulated in Cartesian coordinates, generally show instability and filter divergence, particularly in highly nonlinear scenarios [16] . A more recent moment matching filter is the Unscented Kalman Filter (UKF) [19] which uses the Unscented Transform to obtain a better Gaussian approximation to the posterior density compared to the EKF. As a result, the UKF performance has been far superior to that of the EKF.
Another recursive Bayesian tracking approach is to employ the Particle Filter (PF), which has recently become popular in the nonlinear filtering literature [14] , [15] , [16] , [17] . The PF is based on representing the required posterior density of the state vector as a set of random samples with associated weights, which are then used to compute the estimates. When a measurement arrives, it works by propagating the set of samples and then updating the associated weights according to the likelihood of the new measurement. As the number of samples become very large, this Monte-Carlo characterization becomes an equivalent representation of the posterior density, and the PF estimate approaches the optimal Bayesian estimate. While PFs have been shown to exhibit superior performance in nonlinear problems such as bearings-only tracking, the major limitation is their excessive computational requirements.
Thus, there has been continuing interest in developing computationally efficient algorithms that also give good track accuracy. One such algorithm is the recent Shifted Rayleigh Filter (SRF) [1] , [2] . This is a moment matching algorithm that exploits the basic structure of the nonlinearities present in bearings-only tracking. Essentially, for a Gaussian prior posterior density, the SRF is able to compute the exact conditional mean and covariance, given the current bearing measurement. It turns out that this property leads to better characterization of the posterior density compared to other moment matching algorithms. Although some studies have demonstrated the power of this algorithm, they have not been tested on certain challenging single-sensor bearings-only tracking scenarios.
The purpose of this paper is to investigate the performance of the Shifted Rayleigh filter in some challenging scenarios that typically cause problems in moment matching algorithms. In particular, we investigate high bearing rate scenarios and compare the performance of the SRF with that of EKF, UKF and PF. The RMS error performance of these filters is also compared with the theoretical Cramer-Rao Lower Bound (CRLB).
The organisation of the paper is as follows. Section II describes the problem formulation for bearings-only tracking. In Section III we present the CRLB applicable to the experiments investigated. Section IV reviews the Shifted Rayleigh filter and highlights its key features. Simulation results are presented in Section V, followed by some concluding remarks in Section VI.
II. PROBLEM FORMULATION Conceptually, the basic problem in bearings-only tracking is to estimate the trajectory of a target (i.e., position and velocity) from noise-corrupted bearing data. In the single-sensor case, this data is obtained from a single moving observer (ownship). We define the problem mathematically by considering a typical E T r r r r target-observer encounter depicted in Fig 1. The target, located at coordinates (x t , y t ), moves with a nearly constant velocity vector (ẋ t ,ẏ t ) and is defined to have the state vector
The ownship state is similarly defined as
where the velocity vector is typically constant for periods termed "legs". By introducing the relative state vector defined by
the discrete-time state equation for this problem can be written as
where v k is a 4 × 1 i.i.d process noise vector with v k ∼ N (0, Q). Here N (m, P) denotes a Gaussian density with mean m and covariance P. The transition matrix F and the process noise covariance Q are
where T is the sampling interval andq is a scalar continuoustime process noise intensity. In addition, the term
is a vector of deterministic inputs that account for observer accelerations. This vector is assumed to be known as the observer state vector x o k is usually provided by an on-board inertial navigation system aided by a Global Positioning System (GPS).
The available measurement at time k is the bearing from the observer's platform to the target, referenced (clockwise positive) to the y-axis and is given by
where w k is a zero mean independent Gaussian noise with variance σ 2 θ and
is the true bearing. In the simulations carried out, we assume a clutter-free case and consider only target-originated measurements modelled by (7) . Given a set of measurements Z k = {z j , j = 1, . . . k} defined by (7) and (8), and target motion model described by (4), (5) and (6), the bearings-only tracking problem is to obtain estimates of the state vector.
There are two features to note about this problem. First, the problem is nonlinear as the measurements in (7) are nonlinearly related to the state vector. Second, the state is unobservable for certain target-observer geometries. To track the target with bearings-only measurements, it is well known that the observer must "outmanoeuvre" the target [7] , [8] . So, to track a constant velocity target, the ownship must either accelerate or change its course.
III. CRAMER-RAO LOWER BOUNDS
In this section we compute the posterior Cramer-Rao Lower Bound (CRLB) for the bearings-only tracking problem described in the previous section. We follow the approach taken in [18] . When the state x k evolves according to a discretetime nonlinear system, a bound on the covariance ofx k was shown to be
where the information matrix J k is
Following [18] , a recursion for J k can be written as
where, in the case of additive Gaussian noise models applicable to our problem, matrices D ij k are given by
where the expectation E{·} is with respect to x k+1 . Furthermore, F k = F and Q k = Q are the transition matrix and process noise covariance matrix, respectively, defined in (5), andH
is the Jacobian of the measurement function (7), which is
where
Now consider the computation of each of the matrices D ij k defined in (12)- (14) . Since F k = F and Q k = Q are constant, the expectation operation in (12) and (13) vanish. Moreover, the simulation experiments for this problem were carried out on fixed trajectories. This means that for the corresponding CRLBs, the expectation operator in the expression for D 22 k will vanish and the required Jacobians will be computed at the true trajectories. The recursion (11) is initialised by
where P 1 is the initial covariance matrix of the state estimate.
IV. THE SHIFTED RAYLEIGH FILTER
The Shifted Rayleigh Filter (SRF) is a recently proposed moment matching algorithm that is showing a lot of potential for bearings-only tracking problems [1] , [2] . It exploits, in a novel way, the essential structure of the nonlinearities present in bearings-only tracking. As a result, when the prior posterior density is assumed to be Gaussian, the SRF gives the exact conditional mean and covariance after the current measurement update. The only approximation introduced in the filter is that at the end of every measurement update, the exact posterior density is replaced by its moment matching Gaussian density. In this section we review the key features of this algorithm and then provide a summary of the steps involved. The interested reader is referred to [3] for more details.
A distinctive feature of the SRF is the mathematical model it uses for the bearing measurements. Rather than using the standard bearing model of (7), the SRF uses direction cosines of the measured bearing z k . In particular, we have
where Π denotes projection of 2-vectors onto the unit circle, 
projected onto the unit circle, that is b k = y k /r k , where r k = y k . We now justify why (20) is a satisfactory alternative bearing model to (7) . Let θ k denote the true bearing corresponding to the state x k and let z k be the bearing represented by the direction cosine vector b k in (20). Then, it has been shown [2] that when
the bearing error (z k − θ k ) for model (20) is distributed according to a density α σ θ (θ) given by We first consider the hypothetical case when we have access not just to the bearing b k = y k /r k , but to the augmented measurement y k (that is, we have access to both b k and r k ). In this case, the conditional expectationx * k|k = E[x k |y k ] and its covariance P * k|k are governed by the standard Kalman filter:
where W k is the Kalman gain and P k|k−1 is the prediction covariance. The above equations characterize the posterior density of x k , given y k , i.e., p(
Notice that in the above computations we have replaced y k in (25) with y k = r k b k . Likewise, the conditional covariance of x k , given b k , can be computed as
Now, by writing
and computing the above integral, we obtain
(30) where we note that P * k|k is the covariance corresponding tô x * k|k . Using (25) and (27), it is easy to see that the second term in (30) is
For the case of linear target dynamics and Gaussian prior x k−1|k−1 , the augmented measurement y k is Gaussian. It has been shown that when y k is Gaussian, the expectation in (27) and (31) can be easily computed [3] and so we obtain exact conditional mean and covariance, which forms the basis of the SRF. A summary of the filter is provided below [2] . Prediction
In these formulae, the "measurement" (37)-(38) is the mean of a 'shifted Rayleigh' variable, given by
It can be easily computed using its simplified form [2] :
We observe that the SRF differs from the standard Kalman filter equations (25)- (26) in two respects. First, the augmented measurement y k is replaced by its conditional expectation, given b k , i.e.,
where γ k = E[r k |b k ] is given in (37). Second, the update equation for the state covariance in (40) includes an extra term
to take account of the fact that only partial information about y k (namely, b k ) is available -which leads to an increased covariance. This extra term is essentially (31) from which we note that
V. SIMULATION RESULTS
In this section we compare the performance of the Shifted Rayleigh filter with that of three other filters: Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), and Particle Filter (PF). The comparison will be based on sets of Monte Carlo (MC) simulations, where each set consists of 200 MC runs. In the first set, the CRLB will be used to indicate the best possible performance that one can expect for a given scenario and a set of parameters.
Two performance metrics will be used in this analysis: (i) RMS position error, and (ii) Number of diverged tracks. These metrics are defined as follows. Let (x 
For the second metric, a track is declared divergent if its estimated position error at two consecutive time indices exceeds a threshold, which is set to be 15 km in our simulations. We can compute the CRLB corresponding to the first metric (45) as follows. Let J −1 k [i, j] denote the ij-th element of the inverse information matrix for the problem at hand. Then, the CRLB for (45) can be written as
The target-observer geometry for the first experiment is shown in Figure 2 . The target, which is initially 10 km away from the ownship, travels at a constant speed of 15 knots and a course of −135.4
• . The ownship, travelling at a fixed speed of 5 knots and an initial course of −80
• executes a manoeuvre at k = 15 to attain a new course of 146
• . Bearing measurements with accuracy σ θ = 2
• are received every T = 1 minute for an observation period of 30 minutes. This scenario is a high bearing rate scenario as can be seen from Figures 3 and 4 which show the true bearing and bearing rate as a function of time. The bearing rate achieves a peak of 135 deg/min around k = 26 and we expect this high bearing rate to cause problems for the algorithms.
The filter was initialised according to the method proposed in Chapter 6 of [16] . The following nominal filter parameters were used in the simulations. The initial range and speed prior standard deviations were set to σ r = 4 km and σ s = 4 knots, , where r t and s t are the true range and speed, respectively. The process noise parameter was set toq = 9.92 × 10 −10 km 2 /s 3 , and the particle filter used N = 5000 samples.
MC simulations were carried out on the above scenario and the results are shown in Figure 5 and Table I . Figure 5 shows the RMS position error results and Table I gives the number of diverged tracks. Note that both EKF and UKF produced divergent tracks and that their RMS performance is quite poor after the Maximum Bearing Rate (MBR) occurred at time k = 26. However, it is interesting that prior to k = 26, both EKF and UKF showed smaller error compared to SRF and PF. The SRF and PF exhibited similar RMS error results and after k = 26 their performance was close to the CRLB. None of the algorithms achieved the CRLB prior to k = 26, most likely because the target was not very observable till k = 26. From the RMS error and track divergence results we note that both SRF and PF showed similar performance and were superior to EKF and UKF. The next experiment demonstrates the performance of the algorithms as a function of MBR of the scenario. To do so, 11 scenarios were created, all of which had the same parameters as above except the target course, which varied from −148
• to −134.7
• . This resulted in different MBR values ranging from 9 deg/min to 333 deg/min. Figure 6 shows the number of divergent tracks as a function of MBR. The EKF produced divergent tracks even for the lowest MBR scenario, and this number continued to increase as MBR increased. This shows that one of the factors that influences the difficulty of a bearings-only tracking scenario is its MBR. UKF also shows divergent tracks, with a similar trend, but these appeared only after MBR= 100 deg/min. It appears that when the MBR is high, the problem is more nonlinear for which the approximations used by the EKF and UKF are inadequate. What was encouraging is that both PF and the SRF produced no divergent tracks in any of the scenarios. Table II gives the computational times for these algorithms relative to that of the EKF. The SRF is only 2.7 times slower than the EKF while the PF is slower that the EKF by a factor of about 386. These simulations show that the SRF is able to achieve comparable performance to PF while being 142 times faster. Furthermore, it outperforms other nonlinear algorithms such as UKF (which is about 5 times slower than the SRF) and EKF.
VI. CONCLUSIONS
In this paper we investigated the performance of the Shifted Rayleigh filter in certain challenging single-sensor bearingsonly tracking scenarios. In particular, we studied its performance in high bearing-rate cases that typically cause instability and filter divergence in moment matching algorithms such as the EKF. The performance of the Shifted Rayleigh filter was compared to other nonlinear tracking algorithms such as EKF, UKF and PF. The CRLB applicable to this problem was derived and was used as a benchmark when comparing the RMS position error results.
As the difficulty of the scenario was increased by increasing the Maximum Bearing Rate (MBR), the EKF and UKF produced an increasing number of divergent tracks while the Shifted Rayleigh filter and particle filter produced none. The RMS error and track divergence results showed that in challenging bearings-only tracking scenarios, the SRF outperformed the other moment matching algorithms (EKF and UKF). Moreover, it is able to achieve comparable performance to PF while being orders of magnitude faster.
