On strong ergodicity for nonhomogeneous continuous-time Markov chains  by Zeifman, A.I. & Isaacson, Dean L.
Stochastic Processes and their Applications 50 ( 1994) 263-273 
North-Holland 
263 
On strong ergodicity for nonhomogeneous 
continuous-time Markov chains 
A.I. Zeifman 
Vologda State Pedagogical Institute, Vologda, Russian Republic 
Dean L. Isaacson 
Iowa State University, Ames, IA, USA 
Received 7 August 1992 
Revised 26 February 1993 
Let X(t) be a nonhomogeneous continuous-time Markov chain. Suppose that the intensity matrices of X(t) and 
some weakly or strongly ergodic Markov chain R(t) are close. Some sufficient conditions for weak and strong 
ergodicity of X(t) are given and estimates of the rate of convergence are proved. Queue-length for a birth and 
death process in the case of asymptotically proportional intensities is considered as an example. 
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system * differential equation in the space I, 
1. Introduction and definitions 
Ergodic properties of nonhomogeneous continuous-time Markov chains have been inves- 
tigated by a number of authors. One of the problems in this area is the following. Let the 
intensity matrix of a Markov chain X(t) be close to the intensity matrix of an ergodic 
Markov chain X(t) (particularly, the perturbation tends to zero as t -P 00 or the perturbation 
is integrable). Is X(t) also ergodic with the same limit regime? 
The case where X(t) is homogeneous was considered in [ 61, and the case of an expo- 
nential ergodic ‘non-perturbed’ chain was studied in [ 121. Now we consider the more 
general case and give some estimates of the rate of convergence. 
Let X(t) and X(t) be continuous-time Markov chains with the state space S = (0, 1,. ., 
K), K,<m. Write pi(t) =Pr(X(t) =i) and p(t) =(p;(t)). Let P(s, t) =(pJs, t)) and 
A(t) = ( qj( t) ) be transition and intensity matrices for the chain X(t) respectively. 
Put ]Jx]J = C Jx, I, IJPJI = sup& ]plj( ; let 0 be the set of all stochastic vectors, and ’ denote 
transpose. 
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We shall consider the Markov chains which satisfy the following condition: for any I > 0 
and h>O, 
av(t)h+o(h) ifj#i, 
Pr(X(t+h) =j/X(t) =i} = (1.1) 
1 -h C ajk(t) to(h) ifj=i, 
k#, 
where all o(h) are uniform in i, a,,(t) = - &+,a&( t). Then for any t 2 0 in l,-norm, 
x(t+h) -x(t) =B(t)x(t)h+o(h) , (1.2) 
where x(t) =p’ (t), B(t) = A’ (t) Hence there is the following differential equation in the 
space 1, : 
dx/dt=B(t)x. (1.3) 
One can note that this equation is a forward Kolmogorov system for X(t). If U( I, s) is a 
Cauchy operator of equation ( 1.3) then for any s > 0, t > s, U( t, s) = P’ (s, t) . Notice that 
U(t, 7) =z+ B(s) ds+ B(s,) ds, ds+ ... 
T 7 7 
(1.4) 
and x(t) = U( t, S)X( s) for any s > 0, t > s, x(s) ; the properties of a Cauchy operator were 
investigated in [ 11. 
Denote by pj( t) ,p( t) , P( s, t), A(t) the respective functions for the chain x(t) . 
In the whole paper we suppose that the intensity matrices are locally integrable on [0, 
~0) and the forward Kolmogorov system is identified with a differential equation in the 
space 1,) see [ 1,101. In this case Cauchy operators for X(t) and X(t) exist and are unique. 
Definition 1.1. A Markov chainX( t) is called weakly ergodic if there exists a vector function 
q(t)Eflforeveryt>OsuchthatifQ(t)=(q(t),q(t), . ..)‘thenforalls>O. 
;ir IIP(s, t) -Q(t) (I =O . (1.5) 
It is noteworthy that X( t) can be proved to be weakly ergodic if the above limit is equal 
to zero for some s > 0. 
Definition 1.2. A Markov chainX( t) is called strongly ergodic if there exists a vector q E fi 
such that if Q = (q, q, . . . ) ’ then for all s 2 0, 
lim IIP(s, t) -Q[\ =O. 
r--r= 
(1.6) 
Definition 1.3. A Markov chain X(t) is called exponentially ergodic if there exist positive 
numbersNandasuchthatforanyp*Efi,p**Efl,s,t(O<s<t), 
]](p*-p**)P(s, f)II~Ne~““~“llp*-p**II . (1.7) 
Let 
a(r) = I/A(t) -A(t) II 
Then using [ 6,121 we have the following: 
(1.8) 
Proposition. If x( t) is strong ergodic and homogeneous (or exponentially ergodic) and, in 
addition, a(t) + 0 as t --+ m, then X(t) is strongly ergodic and the limit regimes for X(t) 
and x( t) are identical. 0 
Remark 1.1. The proposition is not correct if X( t) is assumed to be only strongly ergodic. 
Example 1.1. Let X(t), x(t) be Markov chains with two states 0, 1; and let A(t) , p(t), 
(h(t), fi( t)) be intensities of transitions 0 + 1 and 1 + 0 respectively, where h(t) = 
/_Z( t) = l/( 1 + t), A(t) = p(t) = 0. Then X(t) is strongly ergodic with the limit regime 
q= (0.5, OS), a(t) =2/( 1 +t) + 0 as t + ~0; and X(t) is not ergodic. 
On the other hand the condition of exponential ergodicity of X(r) is not necessary; for 
instance,ifh(t)=~(t)=1/(1+r),a(t)=l/(1+t)2,thenthechainX(t) inExample1.1 
is strongly ergodic with the limit regime q = (0.5,0.5). 
The following definition seems to be applicable for the study of ergodicity of ‘perturbed’ 
Markov chains. Let N > 0 and let a(t) be a non-negative locally integrable function on [ 0, 
00) with 
I a(t) dt=m. (1.9) 
Definition 1.4. A Markov chain X(t) is (N, a(t) )-ergodic if for any p* E 0, p** E fi and 
all s, I (0 < s < t) the following inequality is satisfied 
II (p* -p**)P(s, t) II =sNexp (- _f a(u) du) IIP* -drill . 
s 
(1.10) 
If a Markov chain is homogeneous and (N, a(t) )-ergodic then it is exponentially strongly 
ergodic. In the general case (N, a(r))-ergodicity of a Markov chain implies its weak 
ergodicity. One can note that the chain X(t) in Example 1.1 is (N, a(t) ) -ergodic with 
N= 1, a(t) =/i(t) +/Z(t) =2/(1 +t). 
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2. A stability theorem 
We consider the following condition for a ‘perturbation’ of a Markov chain_%(t) when g(t) 
is (N, (Y( t) ) -ergodic: 
for almost all t>O, a(t) <w(t)a(t) , (2.1) 
wherew(t)+Oast+m. 
Theorem 2.1. Let a Markov chain R(t) be (N, CY( t) ) -ergodic and the perturbed chain X(t) 
be such that condition (2.1) is fulfilled. Then for all s, t (0 < s < t) the following inequality 
holds: 
(IP(s, t) -P(s, t> II =s 12N (2.2) 
Proof.Letx(t) =p’(t),x(t) =P’(t), B(t) =A’(t),B(t) =A’(t). Then U(t, s) =P’(s, t), 
8( t, s) = P’( s, t) are the Cauchy operators of the forward Kolmogorov systems: 
&ldt=B(t)x, ti/dt=&t)x, (2.3) 
respectively. 
Put p0 = 1 - ci,, pi; then from the forward Kolmogorov systems for the chains X(t) and 
8(r) we have the equations 
dzldt=B,(t)z+f(t) (2.4) 
&/dt=&(t)?+j;(t) , (2.5) 
respectively. Here z = (p,, p2, . . .) ‘, f = (q,,, uo2, . ..)‘. B,= (b,,), i, j& 1, blii=a,ji= 
Uii - aoi, and z,f, l?, are the corresponding functions for the chain x(t). 
The equation (2.4) can be rewritten in the following form: 
dzldt=&(t)z+j?t) + (B,(t) -&(t))z+ (f(t) -f(t)) 
=B,(t)z+f(t) +h,(t>z+.f(t) , 
whereB,(t) =B,(t) -B,(t), f(t) =f(t) -j(t). 
Let V( t, s) be a Cauchy operator for the differential equation 
dy/dt=B,(t)y . 
Then known formulae (see, for example, [ 1 ] ) with z(s) =z( s) imply 
(2.6) 
(2.7) 
(2.8) .i-( t) = V( t, s)f(s) + v( t, ~)f( 7) d7, 
f f 
z(t) = V(t, s)f((s) + s V( t, ~)f( T) dr+ s V(r, r)(&r)z(r) +J?O) dr 
s .Y 
r 
=.f((t) + V(L &,(7)2(T) +.h)) dT. (2.9) 
Therefore 
We have 
lI&(t)II <2a(t) ,<2w(t)a(t) 7 
IlfWlI <a(f) =s4f)Q(f) 7 
Ilz(t> II G Ilx(t) II = IIp(t> II = 1 . 
Now one can estimate II V( t, T) II. Notice that 
X= 1 - llzll ( ) z . 
(2.10) 
(2.11a) 
(2.11b) 
(2.11c) 
(2.12) 
It implies the inequality 
(Iz* -z**ii Q lip” -p**IJ <2)1z” -z**1j (2.13) 
Then one has from (2.13) and ( 1.10) the following estimate: For any s, t (0 Q s < t) and 
anyz*(s) =z*, z**(s) =z**, 
IIV(4 ~)(z*-z**)Il 
= Ilz*(f) -z**(t) II G IlP”(Q -p”*(t) II 
= II@*-p**)p(s, f>II ,<Nexp (- j (Y(T) dT) lip*-P**ll 
P 
(2.14) G2Nexp (- j (Y(r) dr) llz*-z**(I . 
s 
Hence for all t, s (0 =G s G t) , 
IjV(t,s)j/d2Nexp(- io(T)dT). 
S 
(2.15) 
Now using (2.15) and (2.11) we have from the estimate (2.10) the following inequality: 
I 
Ilz(t) -z!(t) )I <6N 
I‘ 
4444exp (- i 45) G) d7. 
7 T 
Inequalities (2.13) and (2.16) imply (2.2). 0 
Remark 2.1. One can prove that estimate (2.2) has the exact order. 
(2.16) 
3. Ergodic properties 
Theorem 3.1. Let 8(t) be (N, a(t) ) -ergodic with limit regime Q(t) and let a perturbed 
chain X(t) is such that (2.1) is fuljilled. Then X(t) is weakly ergodic and 
Proof. Using inequality (2.15) and Theorem 2.1 one has the following estimate: 
IIP(s, t) -Q(t) II 
=G IIP(& f) -PCs, t) II + Ip%? t) -Q(f) II 
(3.1) 
(3.2) 
Remark 3.1. The conditions of weak ergodicity of nonhomogeneous continuous-time Mar- 
kov chains were obtained in [ 5, lo]. Particularly, if the conditions of Theorem 1 in [ lo] 
are fulfilled then the respective chain is (N, a(t) ) -ergodic. 
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Corollary 3.1. If under the assumptions of Theorem 3.1 the Markor chain X(t) is strongly 
ergodic with limit regime Q (for instance there exists a constant vector q E L? such that 
qA(t) =0 for almost all t>O) then X(t) is also strongly ergodic with the same limit 
regime. El 
Similar statements for the case of homogeneous x(t) were considered in [ 61. 
Corollary 3.2. Let X(t) be a strongly ergodic homogeneous chain (A(t) =A) with limit 
regime Q, and let the intensity matrix A(t) of the chain X(t) be asymptotically constant 
(a(t) < aw( t) ) . Then X(t) is strongly ergodic and 
0 (3.3) 
One can obtain a more explicit estimate of the rate of convergence using the following 
statement. 
If a(t) is a non-negative locally integrable function on [0, x) and condition (1.9) is 
satisfied, then there exists a non-decreasing function cp( t) such that cp( t) + 00 as t + 00 and 
a(u) du+m as t-x. (3.4) 
(a(t) 
For example one can suppose cp( t) = n for t E ( t,, t, + , ) where 1;’ I a(u) du = n. 
Let w(t) be a non-negative locally integrable function and w(t) + 0 as t + m. Then the 
function 
e(t)= esssup ]w(r)] iftE[n,n+l),nEN, 
TE [n,,, + I ) 
(3.5) 
decreases to zero as t + ~0 and ( WC t) ) < qG( t) for any t > 0. 
Theorem 3.2. Let o(t), w(t) be non-negative and such that condition (1.9) is fulfilled, with 
w(t) + 0 as t + 00. Then the following estimate is true: for any s > 0, cp( t) 2 s, 
and therefore the left-hand side of inequality (3.6) tends to zero as t -+ ~0. 
(3.6) 
Proof. One has for any s 2 0, and cp( t) > S, 
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GexP(- i 45)dE){W) 5’n(r)exp(/ n(*)dt)dr 
0 s 0 
-+j- d&@)(t(J)eV(j!) n(T)dT) +$(qo(t)) j- fi(T)dT} 
0 0 0 
Now we consider the condition 
a 
a(t) dt<m (3.8) 
0 
instead of (2. I ) In this case the condition of (TV, a(t) ) -ergodicity is unnecessary. 
Theorem 3.3. Let condition (3.8) be fulfilled and let the Markov chain x(t) be weakly 
ergodic. Then the Markov chain X(t) is also weakly ergodic and their limit regimes are 
identical. 
Proof. From the forward Kolmogorov systems (2.3) for X(t) and X( t) one has 
df/dt=B(t)f+ (l?(t) -B(t))*, 
and ifX(.s) =x(s) then 
(3.9) 
X(t) = U(t, s)x(s) + I u( t, 7) (B( 7) - B( 7) )i( 7) d7 
_ 
=x(t) + U(t, T)(B(T) -B(T))~(T) dT. (3.10) 
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Next 
IIf -x(t) II G I II U(L 4 II II@ 4 - B( 7) II Ilf( 7) II dr 
(3.11) 
and hence 
IIP(s. t) -PCs, t)I( < j- 44 d7. (3.12) 
Now let X( t) be weakly ergodic with a limit regime Q(t) . Let s> 0 be fixed. There exists 
s such that lra( 7) dr< is. One can choose to such that II&s, t) - Q(t) )I < fc for t > to. 
Then using (3.12) one has 
IIP(s, t> -Q(t) II G IlQc t) -&ST t) II + II& f) -Q(l) II 
Q U(T) dr+;&<E. 
s 
(3.13) 
Then 
IIfYO, t) -Q(t) II G IIf’CO, s) II IIVst f) -Q(t) II 
< IlJYs, t) -Q(t) II < .Y. (3.14) 
Inequality (3.14) implies weak ergodicity of X(l) and the equality of the limit regimes 
because E > 0 is arbitrary. q 
Corollary 3.3. If under the assumptions of Theorem 3.3 the Markou chain 8(t) is strongly 
ergodic with limit regime Q then X(t) is also strongly ergodic with the same limit 
regime. 0 
4. Queue-length process for M(t)/M(t)/LV/O queue 
Let X(t) be a queue-length process for a M(t) /M( t) /N/O queue (there are N servers and 
no waiting rooms, see, for example, [ 81) . It is a birth and death process with the state space 
S=(O, l,..., N]andintensitiesh,_,(t)=h(t),~,,(t)=n~(t),n=l,..., N. 
There have been a number of investigations of this process in some particular cases, see 
[2,4,71. 
Let the intensities be asymptotically proportional: 
h(t)lp(t) -C#J as t-x. (4.1) 
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Then one can write 
h(t) = +F(t) 1 1+ w(t) I where w(t) -0 as t+crJ. (4.2) 
Here o(t) can be supposed to be positive for any t > 0 and to be decreasing. Also assume 
that 
zc 
I 
p(t) dt=a. (4.3) 
0 
It is noteworthy that if condition (4.3) is not fulfilled then the process is not weakly 
ergodic. 
Let X(t) be a birth and death process with proportional intensities 
C,(t) =$p(t) > P.,(t> =n/-dt) 7 n= l,..., N. (4.4) 
Then condition (4.3) implies strong ergodicity of x(t) by Theorem 2 of [lo], see also 
[ 91; let q be the steady-state distribution of X(t). The process X(t) with intensities A(t) 
and I is a perturbation of X( t) in the sense of this paper. Hence we can prove ergodicity 
of X(t) with limit regime q and can estimate the rate of convergence. Let p(t) be the 
probability distribution for X(t). 
Theorem 4.1. Let the intensities of X( t) be asymptotically proportional and conditions 
(4.2), (4.3) be satisjied. Then X(t) is strongly ergodic with the limit regime q. Moreover 
for any s > 0, t > 0 and any p( s) =p the following estimate holds: 
Ilp(t)-q,,~8Ncxp(-jp(i)dr) 
s 
f 
w(r)l*(r)exp (! p(5) dodr). 
F s 
(4.5) 
Proof. Let X’ ( t) be the homogeneous birth and death process with state space S, probability 
distributionp’( t) and intensities 
hL_, =+, &=n, n=l ,..., N. (4.6) 
Such a process was considered in [ 111, Example 2, estimate ( 14). One has 
IIp’(t) -411 GSNexp( -0 . (4.7) 
Then by Theorem 2 of [ lo], 
ll~~l)-4l1~~Nev- i d7)dT), (4.8) 
and x(t) is (Ss, a( t))-ergodic with J’=4N, cw(r) = p(t). Instead of (2.1) one has 
a(t) = +p( t) w(t) and our claim follows from Theorem 3.1. 0 
Remark 4.1. Ergodicity of this process was proved by D. Gnedenko [4] without any 
estimates. The results of [3] show that the condition of asymptotic proportionality of 
intensities is close to a necessary condition for ergodicity. 
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