Abstract. Let A be a positive operator in an infinite σ-finite von Neumann factor M and let {B j } ∞ j=1 ⊂ M + . We give sufficient conditions for the decomposition A = ∞ j=1 C j to hold when C j ∼ B j for all j (the equivalence C ∼ B means C = XX * and B = X * X for some X ∈ M) and when C j are unitarily equivalent to B j for all j. This extends the work of Bourin and Lee in [4], [5] for the case of B j = B and M = B(H) and answers affirmatively their conjecture. For the case when B j = B for all j we provide necessary conditions, which in the type III case are also sufficient.
Introduction
In 1969 Fillmore characterized the (positive) finite rank operators that are sums of projections ( [11] ). In 1994 Wu and Choi announced that positive operators with essential norm strictly larger than 1 are sums of projections ( [26] and [8] ). See also [22] and [23] for the special case of scalar multiples of the identity and [9] and then [1] for a different approach motivated by frame theory.
The complete characterization of the positive operators that are infinite sums of projections converging in the strong topology, was obtained by Kaftal, Ng, and Zhang in [15, Theorem 1.1] . Their method did apply also to σ-finite von Neumann factors and using other methods their results were partially extended to some C*-algebras and their multiplier algebras in a series of articles ([16] - [21] . In particular, they obtained that for A ∈ M + to be a sum of projections (converging in the SOT) it is sufficient that
• τ (A − I) + = ∞, (τ a faithful normal semifinite trace) when M is a type I ∞ or a type II ∞ factor; • A > 1, when M is a type III factor. Notice that A e > 1 ⇒ τ (A − I) + = ∞ ⇒ A e ≥ 1, where · e is the essential norm relative to the ideal J of compact operators of M (the norm closed ideal generated by the finite projections of M, also called the Breuer ideal [6] , [7] , see also [25] , [13] among others.) Denote also by σ e (·) the essential spectrum relative to this ideal, i.e., the spectrum of the canonical image in the (generalized) Calkin algebra M/J .
In B(H), sums of projections can be further decomposed into sums of rank-one projections, which are all Murray-von Neumann equivalent. Thus an extension of [15] is the study by Bourin and Lee in [4] and [5] of decompositions of positive operators A ∈ B(H) into sums of positive operators equivalent to a given positive operator B = 0.
The first notion of equivalence they considered is the Murray-von Neumann equivalence (also called the Pedersen equivalence see [2, Definition 6.1.2] and for more background [24] ): B ∼ C if B = XX * and C = X * X for some X or equivalently B = V CV * for some partial isometry V such that V V * = R C , V * V = R B where R B , R C denote the range projections of B and C respectively (in a von Neumann algebra M we require that X, V ∈ M). In this paper we will refer to ∼ just as equivalence and we will denote by ∼ = the unitary equivalence.
Bourin and Lee proved the following results: + , N A = 0 (N A is the projection on the kernel of A), A e ≥ 1, B is a strict contraction (i.e., χ {1} (B) = 0), and 0 ∈ σ e (B), then A = ∞ j=1 B j for some B j ∼ = B.
They also conjectured in [4] and [5] that the same results hold for von Neumann factors. The goal of the present paper is to prove their conjecture.
Bourin and Lee based their proofs mostly on Bourin's "pinching theorem" [3] from which they obtained:
Lemma 1.3. [4, Lemma 2.4] If A ∈ B(H)
+ , A e > 1, {B j } ∞ j=1 is a family of non-zero positive contractions, β > 0, and B j ≥ βR Bj for all j then A = ∞ j=1 C j for some C j ∼ B j .
One part of their proof depended on the previous result [15, Theorem 1.1] on decompositions into sums of projections, but they announced an independent proof of that result.
Our approach is the opposite. We use decompositions into sums of projections from [15] , which, as mentioned above, hold for σ-finite factors. From these we obtain decompositions into sums of positive operators (Theorem 3.4). As a consequence we answer affirmatively the conjecture of Bourin and Lee and then we proceed to deduce a form of the "pinching theorem" (Corollary 3.8).
Our paper is organized as follows.
In section 2 we obtain some decomposition results for positive operators in a σ-finite factor M and we strengthen some results on decompositions into sums of projections for the type II ∞ case.
In section 3 we use a series of reductions to sums of projections to obtain our main result, Theorem 3.4, which proves that an A ∈ M + with τ ((A − I) + ) = ∞ can be decomposed as a sum A = ∞ j=1 C j with C j ∼ B j for a preset sequence of contractions {B j } ∞ j=1 provided there is a β > 0 and a non-zero projection P such that P ≺ χ (β,∞) (B j ) for infinitely many indices j.
Of course that condition is always satisfied in the case of a single operator B = 0, i.e., when B j = B for all j, which answers affirmatively the conjecture of Bourin and Lee.
The connection between decompositions into sums of projections of a positive A ∈ M and the (block) diagonals of A used in [15] , [12] is easily extended in Proposition 3.5 to sums of positive elements. Thus Corollary 3.8 provides a form of the "pinching theorem" of [3] for von Neumann factors.
In section 4 we find sufficient conditions for the decomposition to hold with C j unitarily equivalent to B j (Theorem 4.3) under the additional hypothesis that 0 ∈ σ e (B j ) (resp., 0 ∈ σ(B j ) if M is type III). Part of the proof of Theorem 4.3 is an adaptation to von Neumann factors of the methods used by Bourin and Lee in [5] for a single operator in B(H).
In section 5 we specialize the previous results to the case where B j = B for all j and we find necessary conditions for that case (Proposition 5.1). Theorem 5.3 provides also additional and independent sufficient conditions. These are also sufficient when M is type III, or when A = A e (Corollaries 5.4 and 5.5). Similar results are obtained for unitary equivalence (Corollaries 5.6 and 5.7).
Preliminary decompositions
Throughout this paper, unless otherwise stated, M denotes a σ-finite, infinite factor acting on a Hilbert space H and all the operators considered will belong to M. When M is type I ∞ , τ denotes the standard trace, normalized on rank one projections, when M is type II ∞ , τ denotes a faithful, normal, semifinite, tracial weight.
If A ∈ M we denote by R A and N A the range projection and the projection on the null space of A respectively, and when A = A * , we denote by A + the positive part of A.
J denotes the norm-closed two-sided ideal generated by the finite projections of M. In particular, when M = B(H) then J = K(H), the ideal of compact operators, and when M is type III, J = {0}. When M is semifinite, denote by π the canonical map from M onto M/J , which is a unital, surjective, *-homomorphism. Then the essential norm and essential spectrum of A are defined as A e = π(A) and respectively σ e (A) = σ(π(A)).
If P is a non-zero projection in M we denote by M P the compression of M by P and by τ P the restriction of τ on M P , i.e. M P = P MP | P H and τ P (X P ) = τ (P XP ) for all X ∈ M + . Notice that when P is infinite and AP = P A then AP e = A P e while σ e (AP ) = σ e (A P ), if I − P is finite, σ e (A P ) ∪ {0}, if I − P is infinite, where A P e and σ e (A P ) are considered relative to M P and τ P .
We also make the convention that whenever we write A = N i=1 A i , where N is some positive integer or ∞, then A i = AE i for some mutually orthogonal projections E i ∈ M that commute with A.
We collect below two known properties of the essential norm and essential spectrum. For A ∈ M + and M semifinite we have that: 1) σ e (A) = { λ ∈ R | τ χ (λ−ǫ,λ+ǫ) (A) = ∞, ∀ ǫ > 0 }, 2) A e > λ if and only if there exists ǫ > 0 such that τ χ (λ+ǫ,∞) (A) = ∞. We will also need the following decompositions of positive operators.
Lemma 2.1. Let M be semifinite, A ∈ M + , and N ≥ 1 an integer or N = ∞. i) If λ ∈ σ e (A) then A = N i=1 AE i for some mutually orthogonal infinite projections E i with ∞ i=1 E i = I and with λ ∈ σ e (A Ei ) for every i.
+ with A i e = A e for every i. ii ′ ) If N = ∞ the positive operators A i in ii) can be chosen to be locally invertible, that is, A i ≥ α i R Ai for some α i > 0 (we use the convention that the operator 0 is locally invertible).
If N = ∞ the positive operators A i in iii) can be chosen to be locally invertible.
It is immediate to verify that these projections satisfy the condition in i).
Assume therefore that τ χ {λ} (A) < ∞. Let u < λ < v and choose sequences
) and E i = χ ∆i (A). Furthermore, replace the projection E 1 with I − N k=2 E k . From the construction and property 1) of the essential spectrum it is easy to verify that the projections {E k } N k=1 have the desired properties. ii) follows from i) by noticing that A ≥ 0 implies A e ∈ σ e (A). iii) Because τ ((A−tI) + ) = ∞ we necessarily have τ χ (t,∞) (A) = ∞ which implies by property 2) of the essential norm that A e ≥ t.
If A e > t then by ii) we have A = N i=1 A i for some A i e = A e > t for every i. We are done because A i e > t implies τ ((A i − tI) + ) = ∞.
Hence, assume that A e = t. Then τ χ (s,∞) (A) < ∞ for every s > t, and in particular τ χ (u,v] 
where the intervals are disjoint. Then
into N disjoint subsequences such that by denoting ∆ k the union of the intervals in the k th subsequence we obtain τ ((A − tI)χ ∆ k (A)) = ∞ for every k. Take
Choose s > 0 such that Aχ (s,∞) (A) e = A e , (resp., such that τ ((Aχ (s,∞) (A) − tI) + ) = ∞ in the case when τ ((A − tI) + ) = ∞ for some t > 0).
By ii) (resp., iii)) applied to Aχ (s,∞) (A), we can find a sequence of mutually orthogonal projections F j ≤ χ (s,∞) (A) that commute with Aχ (s,∞) (A) and hence with A and such that Aχ (s,∞) (A)F j e = Aχ (s,∞) (A) e (resp., and such that τ ((Aχ (s,∞) (A)F j − tI) + ) = ∞). Thus AF j e = A e (resp., τ ((AF j − tI) + ) = ∞) for all j. Let s n ↓ 0 with s 1 = s and let E j := F j ⊕ χ (sj+1,sj ] (A). Then it is immediate to verify that A j := AE j satisfy the required conditions.
The next lemma is a natural analogue of Lemma 2.1 when dealing with type III factors. The proof is similar but simpler than the proof of Lemma 2.1 and hence we omit it. Lemma 2.2. Let M be type III, A ∈ M + , and N ≥ 1 an integer or N = ∞.
can be chosen to be locally invertible.
When M is semifinite, A ∈ M + and τ ((A − I) + ) = ∞, we know from [15, Theorem 6.6] that A is a sum of projections. If M is of type I, by further decomposing these projections it follows that A is a sum of equivalent projections. We need to show that the same conclusion holds also in the case when M is of type II ∞ . We will achieve this via embedding a type I ∞ factor in the II ∞ factor through the following reductions.
Lemma 2.3. Let M be semifinite and A ∈ M + with τ (A) = ∞, then there exist an infinite sequence of mutually orthogonal projections E n with τ (E n ) = 1 and a sequence of positive numbers t n with
Proof. If A e > 0, then there is some t > 0 for which τ χ (t,∞) (A) = ∞ and A ≥ tχ (t,∞) (A). The conclusion is now obvious by choosing mutually orthogonal projections E n such that τ (E n ) = 1 and χ (t,∞) (A) = ∞ n=1 E n . Assume now that A e = 0. The case when M is a type I ∞ factor is immediate since A is then diagonalizable. So we can assume that M is type II ∞ . For t ≥ 0 let µ t (A) be the t th singular value of A, that is
For equivalent definitions and properties of the singular values see [10] .
and we can find a projection
Then E 1 has trace 1 and commutes with A. Apply the above step to
Reasoning in the same way we construct by induction a non-increasing sequence of positive numbers {t j } such that τ (E j ) = 1, P j ≤ χ {tj } (A) and
for every j, where t 0 = A and P 0 = 0.
We have that the projections E j are mutually orthogonal, and
Together with τ (E 1 + . . . + E n ) = n and A e = 0 this implies that lim n→∞ t n = 0 and therefore
. From the construction we have that E j ∈ {A} ′ and
Hence t j E j ≤ AE j ≤ t j−1 E j and hence
The conclusion is now obvious.
Proof. We first show that A ≥ ∞ n=1 P n for some sequence {P n } of trace 1 projections. Apply Lemma 2.3 to (A − I) + to find trace 1 mutually orthogonal projections E n and t n ≥ 0 such that (
where
By considering a separable, infinite dimensional Hilbert space H and an injective, normal, *-homomorphism of B(H) into M such that the projections E n correspond to rank one projections in B(H) that sum to I, we can apply [15, Theorem 1.
Now by applying Lemma 2.1 iii) we can write [15, Theorem 6.6 ] to conclude that
Since τ P 
P ij is an infinite projection for every j. Since M is σ-finite we conclude that P j ∼ P for every j.
If P is finite decompose first A as A = ∞ i=1 Q i with Q i infinite and then write each Q i as Q i = ∞ j=1 P ij with P ij ∼ P for every j and i.
⊆ M be a sequence of projections where either infinitely many of the projections P j are infinite or finitely many are infinite and {τ
Proof. By passing if necessary to equivalent projections we can assume that the projections P j are mutually orthogonal. The assumption on the sequence {P j } guarantees that we can write N = ∞ k=1 J k for some infinite, disjoint sets J k such that j∈J k τ (P j ) = ∞ for every k.
By Proposition 2.5, A = ∞ k=1 R k with R k infinite projections for every k. But then R k ∼ j∈J k P j and therefore R k = j∈J k Q j with Q j ∼ P j for j ∈ J k , k ≥ 1. The conclusion is now obvious. Remark 2.7. Assume that A = ∞ j=1 Q j with Q j ∼ P j where the projections P j are infinite for 1 ≤ j ≤ n and
Q j is trace class and consequently A e = Q 1 + · · · + Q n e ≤ n. Thus the conclusion of Corollary 2.6 fails if A e > n.
Sums of equivalent copies of a sequence of operators
It is clear that if we want to decompose a "large" A ∈ M + into A = ∞ j=1 C j for some C j ∼ B j , the sequence B j cannot be "too small".
An obvious obstruction is that if every B j belongs to the ideal of compact operators J ,
to avoid this obstruction is to ask that for all j, inf j≥1 τ (χ (β,∞) (B j )) > 0 for some β > 0. This is equivalent to the existence of a non-zero projection P ≺ χ (β,∞) (B j ), that is, to the condition B j ≥ βP j with P j ∼ P . Compare with [4, Lemma 2.4] where the condition on B j is that B j ≥ βR Bj for some β > 0 and all j.
We start by showing that if A ∈ M + is "large" with respect to the norms of the sequence {B j }, then we can absorb a sequence of "copies" of these operators into A and be left with a "large" remainder. Proof. Assume α > 0. If α = 0 there is nothing to prove. From Lemma 2.1 ii) and iii) (resp., Lemma 2.2 ii) when M is type III) we can decompose A as A = ∞ j=0 A j with τ ((A j − αI) + ) = ∞ and A j e = A e (resp.,
we have immediately the desired conclusion.
The reason that we go to the additional step of choosing the operators C j with infinite null space in this lemma as well as in other results of this section, is that this will enable us to pass from the equivalence relation ∼ to the unitary equivalence relation ∼ = in the proof of Lemma 3.3 below as well as in Section 4.
By using decomposition of positive elements into sums of projections, we can now eliminate the remainder in Lemma 3.1 in the following special case.
Lemma 3.2. Let A ∈ M
+ and {B j } ∞ j=1 ⊆ M + with α := sup j≥1 B j < ∞ and τ ((A − αI) + ) = ∞ when M is semifinite (resp., A > α when M is type III). Assume furthermore that there is a number t > 0 and a non-zero projection P such that B j = tP j ⊕ B ′ j for some B ′ j ≥ 0 and for projections P j ∼ P . Then A = ∞ j=1 C j for some C j ∼ B j with N Cj infinite. Proof. Assume first that M is semifinite. By applying Lemma 2.1 iii) decompose
where C j = B ′′ j ⊕ tP ′ j ∼ B j for all j. Finally, notice that both
have infinite trace and hence infinite rank, which proves that N Cj is infinite for all j.
When M is type III the proof is similar, the only difference being that we must replace the essential norm with the operator norm, Lemma 2.1 with Lemma 2.2 and Proposition 2.5 with [15, Theorem 1.1 (iii)].
The condition in Lemma 3.2 that each B j has a direct summand tP j with P j ∼ P = 0 is of course too limiting. A more natural condition and closer to the spirit of the one in Lemma 1.3 (i.e., [4, Lemma 2.4] ) is that B j ≥ tP j with P j ∼ P = 0. In Theorem 3.4 we are going to prove that this condition is indeed sufficient and in fact, that it is enough to require it for infinitely many indices. The core of the argument is the following approximation lemma. 
hence for each k at least one of the projections χ (βj k ,t] (B j k ) and χ (t,αj k ] (B j k ) must be infinite. Thus by passing if necessary to a subsequence we can assume that either the first projection is always infinite or the second projection is always infinite and define γ j k accordingly.
To simplify notations, by invoking Lemma 3.1 we can assume that j k = k and that 0 < |γ1−t| min{t,γ1} < ǫ.
is infinite for every j, and
when {γ j } is decreasing
By construction, R Dj = R Bj and hence N Dj = N Bj is infinite for every j. The hypotheses of Lemma 3.2 are satisfied for A and the sequence
is strong operator convergent and hence so is C j for some C j ∼ B j with N Cj infinite: i) τ ((A − αI) + ) = ∞ when M is semifinite (resp., A > α when M is type III) and there are a β > 0 and a non-zero projection P for which P ≺ χ (β,∞) (B j ) for infinitely many indices j. ii) A e ≥ α when M is semifinite (resp., A ≥ α when M is type III), χ {α} (B j ) = 0 for all j and there are 0 < β < γ < α and a non-zero projection P such that P ≺ χ (β,γ] (B j ) for infinitely many indices j.
Proof. i) Reasoning as in the proof of Lemma 3.3, assume without loss of generality that the elements B j have mutually orthogonal projections and by invoking Lemma 3.1 that the condition P ≺ χ (β,∞) (B j ) holds for all j.
Next, partition N = ∞ i=1 N i into a collection of disjoint infinite sets N i and set
infinite for all i, we can then refine it into a decomposition A = ∞ j=1 C j for some C j ∼ B j with N Cj infinite for every j. Thus to simplify notations assume directly that χ (β,∞) (B j ) is infinite for every j.
Using Lemma 2.1 iii) (resp., Lemma 2.2 ii) when M is type III) decompose
Apply Lemma 3.3 to A 1 and {B j } j∈J1 with ǫ = 1 to obtain that
for some C j ∼ B j for j ∈ J 1 with infinite N Cj and 0 ≤ R 1 ≤ A 1 . Then R 1 ⊥ A 2 and τ ((R 1 + A 2 − αI) + ) = ∞ if M is semifinite (or R 1 + A 2 > α if M is type III). Thus we can apply again Lemma 3.3 to R 1 + A 2 and {B j } j∈J2 with ǫ = 1 2 and obtain that R 1 + A 2 = j∈J2 C j + R 1 for some C j ∼ B j for j ∈ J 2 with infinite N Cj and 0 ≤ R 2 ≤ 1 2 A 2 . Then
Iterating, we find {C j } j∈J k with C j ∼ B j and N Cj infinite, 0
Since R n → 0 this concludes the proof of part i). ii) Decompose (γ, α] as (γ, α] = ∞ k=1 (t k , t k+1 ] for some sequence {t k } ∞ k=1 strictly increasing to α.
Let J := {j | P ≺ χ (β,γ] (B j )} and decompose N as N = ∞ k=1 J k for some disjoint, infinite subsets J k with J k ∩ J infinite for every k.
For each k, define
Then for every k ≥ 1, sup j≥1 B j k ≤ t k+1 < α and P ≺ χ (β,γ] (B j k ) for all j ∈ J ∩J k . Since χ {α} (B j ) = 0 for every j we obtain that
Using Lemma 2.1 ii) (resp., Lemma 2.2 ii) when M is type III,) decompose A as A = ∞ k=1 A k with A k e = A e (resp., A k = A when M is type III.) Then apply i) to A k and {B
The fact that N Cj can be chosen infinite follows from writing A = A 1 ⊕ A 2 with A 1 e = A 2 e = A e (resp., A 1 = A 2 = A when M is type III) and splitting N as N = J 
In the same way we obtain a decomposition of
Notice that if A e > α then τ ((A − αI) + ) = ∞ and therefore i) applies. But if A e = α and τ ((A − αI) + ) < ∞ the conditions on the sequence {B j } given in i) need indeed to be strengthened. For instance if M = B(H), B j are rank one projections (and hence satisfy i) but not ii)), and A = I + K with K a positive trace-class operator with τ (K) ∈ N, and hence A e = 1, then by [15, Theorem 1.1 (i)] A cannot be a sum of projections.
We conclude this section by recalling the connection between decompositions of operators into sums of projections and block diagonal forms which was established in [15, Proposition 3.1] and [12, Proposition 5.1] and which can easily be extended as follows to decompositions of positive operators (see also [14] for the B(H) rank-one projection case). 
ii) There exist mutuallly orthogonal projections {E j } N j=1 and a partial isometry V such that
Since M is properly infinite we can find projections {E j } N j=0 such that E j ∼ I and
Just like in the proof of [15, Proposition 3.1] where the C j are rank one projections, one can verify that if N is infinite the series N j=1 X j is strong operator convergent to some operator X and that X * X = A. Then let X = V A 1 2 be the polar decomposition of X. In particular,
Thus if also I − V * V = N A ∼ I, V can be extended to a unitary U and then the conclusion follows by taking the projections U * E j U instead of E j for j ≥ 2 and
We collect bellow a few remarks that are easy consequences of the proof.
Remark 3.6.
1) We have actually proved that i) is equivalent to asking that
We could equally well have found projections {E j } N j=1 and a partial isometry V such that
If M is an infinite factor and i) holds then for any sequence of mutually orthogonal projections {E j } N j=1 such that R Bj ≺ E j we can find a partial isometry V such that
We further notice that in the case when M = B(H) and all the projections E j and operators C j have rank-one, then the partial isometry V plays an important role in frame theory. Indeed the vectors x j ∈ H for which C j = x j ⊗x j form a frame when A is invertible (a Bessel sequence when it is not), and V then coincides with the frame transform (also called analysis operator) of the Parseval frame associated with {x j }.
The following example shows that we cannot expect to be able to choose V unitary without some further hypotheses on A. Thus combining Theorem 3.4 and Proposition 3.5 we obtain the following form of the "pinching theorem" of [3] for the case of positive operators in von Neumann factors. i) τ ((A − αI) + ) = ∞ when M is semifinite (resp., A > α when M is type III) and there are a β > 0 and a non-zero projection P for which P ≺ χ (β,∞) (B j ) for infinitely many indices j. ii) A e ≥ α when M is semifinite (resp., A ≥ α when M is type III), χ {α} (B j ) = 0 for all j and there are 0 < β < γ < α and a non-zero projection P such that P ≺ χ (β,γ] (B j ) for infinitely many indices j.
Then there exist mutuallly orthogonal projections {E j } ∞ j=1 with ∞ j=1 E j = I, E j ∼ I, and a partial isometry V such that V * V ≥ R A and E j V AV * E j ∼ B j . If in addition N A ∼ I then we can take V = I .
Sums of unitary equivalent conjugates of a sequence of operators
To obtain decompositions into sums of unitary equivalent conjugates of a sequence {B j } ∞ j=1 , we follow the approach of Bourin and Lee in [5] for the case when M = B(H) and B j = B for all j. In particular, in the first step here below (see [5, Theorem 1.1 case I. (1)]) which deals with the case when A is invertible, we can use their lemmas which apply without changes to the factor case. For completeness, we sketch the proof.
Proposition 4.1. Let A ∈ M
+ be invertible and {B j } ∞ j=1 ⊆ M + be a sequence with α := sup j≥1 B j < ∞ and such that there is a β > 0 and a non-zero projection P for which P ≺ χ (β,∞) (B j ) for infinitely many j. If
when M is type III,
Step 1: (see [5, Lemma 2.4]) We first show that for every ǫ > 0, we can decompose A = ∞ j=1 C j + R for some C j ∼ = B j and 0 ≤ R ≤ ǫI. Choose 0 < ρ < ǫ 2 such that A − ρI ≥ 0 and A − ρI e > α when M is semifinite (resp., A − ρI > α when M is type III).
Using Theorem 3.4, decompose A − ρI as Lemma 2.3] holds also for factors with a similar proof, that is, there exist
Step 2: The result of [5, Lemma 2.2] is true also in factors with a similar proof. Hence we can decompose A as A = ∞ k=1 A k with A k invertible and A k e > α or (resp., A k > α if M is type III).
Write N = ∞ k=1 J k for some infinite, disjoint subsets such that the sequences {B j } j∈J k have the same property as {B j } ∞ j=1 . Apply Step 1 to conclude that A 1 = j∈J1 C j + R 1 with C j ∼ = B j for j ∈ J 1 and 0 ≤ R 1 ≤ I. Apply now Step 1 to A 2 + R 1 to conclude that A 2 + R 1 = j∈J2 C j with C j ∼ = B j for j ∈ J 2 and 0 ≤ R 2 ≤ 1 2 I. Continuing in the same way we construct {R k } ∞ k=1 such that 0 ≤ R k ≤ 1 k I and A k + R k+1 = j∈J k+1 C j + R k+1 with C j ∼ = B j for j ∈ J k . Just like in the last part of the proof of Theorem 3.4 it is easy to conclude that A = ∞ j=1 C j with C j ∼ = B j for every j.
By Lemma 2.1 and 2.2 we know that we can decompose A into a direct sum of locally invertible summands "with the same properties". The next lemma shows that we can also decompose each element B j into a direct sum "with the same properties".
+ with α := sup j≥1 B j < ∞ and assume that 0 ∈ σ e (B j ) when M is semifinite (resp., 0 ∈ σ(B) when M is type III) for every j and that there is a β > 0 and a non-zero projection P such that P ≺ χ (β,∞) (B j ) for infinitely many integers j.
Then for every j there is a sequence of mutually orthogonal infinite projections {F
when M is type III), and for every k, P ≺ χ (β,∞) (B j F j k ) for infinitely many integers j.
If furthermore χ {α} (B j ) = 0 for every j and for some 0 < β < γ < α, P ≺ χ (β,γ] (B j ) for infinitely many integers j, then the projections {F Proof. We prove the lemma when M is semifinite and leave to the reader the similar proof of the case when M is type III.
Let
J k such that the sets J k are disjoint and J k ∩ J is infinite for every k.
For every j ≥ 1 let
. By the hypothesis that 0 ∈ σ e (B j ) it follows that F j is infinite and 0 ∈ σ e (B j ) Fj . Applying Lemma 2.1 i) to M Fj and (B j ) Fj , decompose each B j F j as
for some sequences of mutually orthogonal infinite projections {F
k is infinite, and 0 ∈ σ e (B j ) F j k for every k and j.
Finally, notice that χ (β,∞) (B j ) = χ (β,∞) (B j F j k ) for j ∈ J k and therefore P ≺ χ (β,∞) (B j F j k ) for all j ∈ J ∩ J k which concludes the first part of the proof. Assume now that χ {α} (B j ) = 0 for every j and J := { j | P ≺ χ (β,γ] (B j ) } is infinite. Then define J k , F j and {F j k } k≥1 just like above. Let {t k } ∞ k=1 be a strictly increasing sequence to α with t 1 = γ, and define for every k: Assume that for all j, N A ≺ N Bj and 0 ∈ σ e (B j ) when M is semifinite (resp., 0 ∈ σ(B j ) when M is type III). Each of the following two conditions is sufficient for A = ∞ j=1 C j for some C j ∼ = B j : i) A e > α when M is semifinite (resp., A > α when M is type III) and there are a β > 0 and a non-zero projection P for which P ≺ χ (β,∞) (B j ) for infinitely many integers j. ii) A e ≥ α when M is semifinite (resp., A ≥ α when M is type III), χ {α} (B j ) = 0 for every j, and there are 0 < β < γ < α and a non-zero projection P for which P ≺ χ (β,γ] (B j ) for infinitely many integers j.
Proof. By Theorem 3.4 it follows that A = ∞ j=1 C j for some C j ∼ B j with N Cj infinite. If N A is infinite then N Bj is infinite for all j and hence N Bj ∼ N Cj and thus C j ∼ = B j for every j.
Assume henceforth that N A is finite. Then N A ∼ R j for some R j ≤ N Bj and since in a factor finite equivalent projections are unitarily equivalent we obtain
Hence by replacing the B j 's with unitary conjugates we can thus further assume that R Bj ≤ R A for every j. Then all the hypotheses of the theorem are satisfied by the compressions A RA and {(B j ) RA } ∞ j=1 belonging to the factor M RA . To simplify notations, assume henceforth that R A = I.
By using Lemma 2.1 ii ′ ) (resp., Lemma 2.2 ii ′ ) when M is type III) decompose A as A = ∞ k=1 AE k with mutually orthogonal projections E k ∈ {A} ′ with AE k e = A e (resp., AE k = A when M is type III), and AE k locally invertible for all k. Notice that then E k must be infinite and because R A = I, R AE k = E k and 
and for each k, P ≺ χ (β,∞) (B j F j k ) for infinitely many indices j. Furthermore, sup j≥1 B j F j k e ≤ α < AE k e for all k (resp., sup j≥1 B j F j k ≤ α < AE k for all k when M is type III).
In case ii), and again by Lemma 4.2, we obtain the same conclusion but with sup j≥1 B j F j k e < α ≤ AE k e for all k (resp., sup j≥1 B j F j k < α ≤ AE k for all k when M is type III).
In both cases, for every j, 
Equivalent and unitarily equivalent copies of a single operator
In this section we apply the results of section 4 to the case when all the operators B j are equivalent or are unitarily equivalent to a given non-zero operator B. We are thus able to answer affirmatively the conjecture posed by Bourin and Lee in [4] and [5] . We start by considering necessary conditions:
C j for some C j ∼ B for all j, then the following conditions hold:
ii) One of the following mutually exclusive conditions holds:
C j for some C j ∼ = B for all j, then in addition to the conditions i) and ii), the following conditions hold:
Proof. i) Since A ≥ C j ∼ B for all j, we have both A ≥ C j = B and R A ≥ R Cj ∼ R B . Assume now that M is semifinite. For every 0 < t < B we have B ≥ tR for some non-zero projection R. Hence C j ≥ tR j for some projection R j ∼ R and
and it is enough to show that
If τ ((T − I) + ) < ∞ then both (T − I) + and (R T − T ) + belong to the ideal of compact operators relative to M. Since
it follows that T e = R T e = 1. ii) Let P = χ { B } (B) and B ′ = χ [0, B ) (B) so that B = B ′ ⊕ B P . Let V j be partial isometries with V * j V j = R B such that C j = V j BV * j and hence
This implies that the projections V j P V * j must be mutually orthogonal and hence Q := Next we present sufficient conditions for the decomposition of A into sums of positive operators equivalent to a fixed positive operator B. These are of course based on the decompositions obtained in section 3, but with the two additional cases iii) and iv). Furthermore if that condition is satisfied, the decomposition can be chosen so that N Cj = 0 for all j.
Decompositions into sums of operators unitarily equivalent to a given positive operator are a special case of Theorem 4.3, but here too we can add the two additional conditions iii) and iv). These cases are easily obtained from the fact that equivalent positive operators with infinite null spaces are unitarily equivalent. 
