Understanding the vulnerability of estuarine ecosystems to anthropogenic impacts requires a quantitative assessment of the dynamic drivers of change to the carbonate (CO 2 ) system. Here we present new high-frequency pH data from a moored sensor. These data are combined with discrete observations to create continuous time series of total dissolved inorganic carbon (TCO 2 ), CO 2 partial pressure (pCO 2 ), and carbonate saturation state. We present two deployments over the winter-to-spring transition in the lower York River (where it meets the Chesapeake Bay mainstem) in 2016/2017 and 2017/2018. TCO 2 budgets with daily resolution are constructed, and contributions from circulation, air-sea CO 2 exchange, and biology are quantified. We find that TCO 2 is most strongly influenced by circulation and biological processes; pCO 2 and pH also respond strongly to changes in temperature. The system transitions from autotrophic to heterotrophic conditions multiple times during both deployments; the conventional view of a spring bloom and subsequent summer production followed by autumn and winter respiration may not apply to this region. Despite the dominance of respiration in winter and early spring, surface waters were undersaturated with respect to atmospheric CO 2 for the majority of both deployments with mean fluxes ranging from −9 to −5 mmol C·m −2 ·day −1 . Deployments a year apart indicate that the seasonal transition in the CO 2 system differs significantly from one year to the next and highlights the necessity of sustained monitoring in dynamic nearshore environments.
Introduction
The carbonate chemistry of estuarine environments is currently being impacted by a complex suite of anthropogenic stressors, including the impact of rising atmospheric carbon dioxide (CO 2 ), warming, and sea-level rise. During the past century, the oceanic uptake of ∼30% of the anthropogenic CO 2 emissions has decreased the open-ocean surface pH by 0.1 units and the carbonate ion concentration by 10% Feely et al., 2009; Orr et al., 2005) . The magnitude of this acidification effect in estuarine systems is less well constrained (Duarte et al., 2013; Wallace et al., 2014) but may be more prominent in lower-salinity waters (Waldbusser & Salisbury, 2014) , particularly those impacted by eutrophication (Borges & Gypens, 2010; Wallace et al., 2014) .
Eutrophication has long been known to lead to excessive production of organic matter and a corresponding increase in microbial respiration, which not only reduces oxygen in bottom waters but also decreases pH through the concomitant production of CO 2 (Cai, 2011; Feely et al., 2010; Sunda & Cai, 2012) . The nonpristine estuaries of the U.S. East coast have been identified as vulnerable regions due to the emergence of multiple environmental stressors, including eutrophication and hypoxia, and their impacts on shellfish populations and human communities that depend on the shellfish industry (Ekstrom et al., 2015) . Over the past decade, the volume of seasonally hypoxic water in the Chesapeake Bay has not shown a clear decrease in response to ongoing nutrient reductions (Bever et al., 2013; Du et al., 2018) . Enhanced respiration at depth not only leads to the generation of hypoxic conditions but also decreased pH through the production of CO 2 , potentially exacerbating acidification in the estuary.
The dynamic nature of estuarine environments results in important interactions between physical and biological forcing, which influence variability in the carbonate chemistry (e.g., Flecha et al., 2015; Joesoef et al., 2017; Salisbury & Jönsson, 2018) . Capturing high-frequency events is challenging with traditional shipboard sampling, and many of the pH time series from coastal systems come from fixed platforms as part of regional ©2019. The Authors. This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
water quality monitoring efforts (e.g., the National Estuarine Research Reserve System in the United States). Understanding acidification requires measurement of (at least) two CO 2 system parameters (Goldsmith et al., 2019) . Recent work has shown the utility of using autonomous sensors to obtain high-frequency pH observations (e.g., Gonski et al., 2018; Hofmann et al., 2011; Martz et al., 2014; Shadwick et al., 2015; Sutton et al., 2014; Takeshita et al., 2015) . We present new data from a moored pH sensor complimented by discrete sampling of total dissolved inorganic carbon and alkalinity, which allows for robust pH sensor calibration and an extension of the moored time series to the full CO 2 system with daily resolution. Observations from two sensor deployments of several months duration during the winter-to-spring transition at the confluence of the York River and the Chesapeake Bay mainstem are presented. These observations are used to construct an inorganic carbon budget and partition the changes into physical and biological drivers.
Study Site
The York River is the fifth largest tributary in the Chesapeake Bay system in terms of both flow and watershed area (Reay, 2009) . We present observations from the lower York River, where it joins the mainstem of the Chesapeake Bay ( Figure 1 ). The York River is classified as a microtidal, partially mixed, estuary with a mean tidal range of 0.7 m and polyhaline (18 < salinity < 30) conditions in its lower portion. Stability of the water column is controlled by freshwater inputs as well as local surface heating (Sharples et al., 1994) . There is decreased turbulent mixing during neap tide conditions, and stratification has been shown to regularly oscillate with the spring-neap tidal cycle in the lower York River system (Haas, 1977) .
The York River experiences numerous water quality issues, including eutrophication, hypoxia, and harmful algal blooms, all of which are tied to the highly seasonal nature of the system. Riverine input plays a particularly important role, with pelagic gross primary production positively correlated with discharge and total nitrogen load (Qin & Shen, 2019) . A phytoplankton bloom usually occurs in the spring with biomass typically dominated by diatoms and associated with the input of riverine nutrients (Marshall et al., 2006; Reay, 2009 ). The decline of the spring bloom results in recycled production with greater phytoplankton community diversity, and biomass continues to decline through the autumn and winter due to reduced light availability and decreasing water temperature (Kemp & Boynton, 1992) . Enhanced stratification resulting from spring discharge can lead to the development of low-oxygen conditions in the subsurface waters (Lin & Kuo, 2001; Reay, 2009) . Sporadic, and at times extensive, harmful algal blooms, most notably the dinoflagellate Margalefidinium polykrikoides (formerly Cochlodinium polykrikoides), have occurred within the lower York River for decades (Marshall, 2009) .
Although the Chesapeake Bay mainstem and its tributaries have been well studied in terms of nutrient loading and subsequent eutrophication and hypoxia (e.g., Boynton et al., 1995; Da et al., 2018; Irby & Friedrichs, 2019; Kemp, 2005; Kemp et al., 1997) , the carbonate chemistry of the region is less well understood (Raymond et al., 2000; Waldbusser et al., 2011; Wong, 1979) , though focused observational and modeling studies are emerging (Brodeur et al., 2019; Cai et al., 2017; Shen et al., 2019) . The mainstem of the Chesapeake Bay is thought to be net autotrophic on the annual scale, while its tributaries are thought to be net heterotrophic (Feng et al., 2015; Herrmann et al., 2015; Kemp et al., 1997; Najjar et al., 2018) ; the mainstem Bay as a whole likely acts as a sink for atmospheric CO 2 (Brodeur et al., 2019; Shen et al., 2019) .
Methods
The primary CO 2 system measurements include continuous pH and discrete total dissolved inorganic carbon (TCO 2 ) and total alkalinity (TA) at the York River Buoy, as well as discrete TCO 2 and TA at a nearby station of the Chesapeake Bay Water Quality Monitoring Program. The continuous pH measurements are placed into context via an analysis of long-term discrete pH data from the monitoring station. The continuous pH data are also used to generate continuous time series of TCO 2 , TA, CO 2 partial pressure (pCO 2 ), and aragonite saturation state (Ω ar ). Changes in these CO 2 system variables are partitioned into changes resulting from exchange with the atmosphere, changes in temperature, circulation, and biological processes.
High-Frequency Observations
A SeapHOx sensor was deployed at the National Oceanic and Atmospheric Administration Chesapeake Bay Interpretive Buoy System (https://buoybay.noaa.gov/) York River Buoy (latitude: 37.20°N, longitude 76.27°W
; Figure 1 ) with roughly 8-m water depth. The sensor was placed in a custom-built stainless steel frame and suspended from the surface buoy, with the instrument intake depth approximately 1.5 m below the water surface. The SeapHOx uses an integrated sensor package that consists of a Sea-Bird SBE-37 conductivity and temperature sensor, an Aanderaa oxygen optode, and a modified Honeywell Durafet pH electrode Martz et al., 2010) . Data are acquired from a pumped flow stream with hourly resolution. We present two deployments: Deployment 1 (D1) between November 2016 and April 2017 and Deployment 2 (D2) between December 2017 and June 2018. This analysis is focused on the transition from winter to spring, and while sensor data were acquired at hourly resolution, we focused the analysis presented here on lower-frequency data, averaged over a 24-hr period. 
Discrete Total CO 2 and Alkalinity Observations
Discrete samples for TCO 2 and TA were collected from the York River buoy and a nearby station of the Chesapeake Bay Water Quality Monitoring Program (Station WE4.4, 10 km from the buoy). Buoy samples were collected alongside the sensor at the beginning and end of each deployment and when possible throughout the deployment (n=8; see Figure 2 ), following recommended best practices . Samples were collected at the surface following Chesapeake Bay Program protocols at StationWE4.4 in November 2016, April 2017, January 2018, and April 2018. At both sites, samples were collected in borosilicate glass bottles. The York River buoy samples were stored on ice and in the dark and fixed with a solution of supersaturated mercuric chloride (HgCl 2 ) upon return to the laboratory 1 to 4 hr after sample collection. Samples from the WE4.4 were fixed with HgCl 2 immediately after collection. TCO 2 was analyzed by nondispersive infrared detection using an Automated Infrared Inorganic Carbon Analyzer by Marianda; TA was analyzed using an open-cell potentiometric titration (with components from Metrohm), both following established best practices (Dickson et al., 2007) . Analysis of certified reference materials from A. G. Dickson (Scripps Institution of Oceanography) ensured that the uncertainty (accuracy and precision) of the TCO 2 and TA measurements was better than 2 and 3 μmol/kg, respectively.
pH Sensor Calibration
Using the standard set of carbonate system equations, TCO 2 and TA measurements alongside the pH sensor were used to compute pH discrete using CO2SYS (van Heuven et al., 2011) , with the carbonic acid dissociations constants from Mehrbach et al. (1973) refit by Dickson and Millero (1987) . The pH sensor data were calibrated with the discrete samples; the accuracy of the pH sensor data is estimated to be ±0.02 (see Figure 2 ) and is presented on the total scale. It is now well known that organic acid anions in dissolved organic material contribute to TA in many rivers, and the use of TA in CO 2 system computations biases the estimates of derived parameters (Abril et al., 2015; Hunt et al., 2011; Wang et al., 2013) . There are no direct organic alkalinity estimates for the Chesapeake Bay. The shelf waters of the eastern United States have a mean organic alkalinity of less than 10 μmol/kg (Patsavas et al., 2015) , which would result in a bias on the order of 0.03 in pH computed on the basis of TCO 2 and TA, which would be propogated through to the sensor data calibrated using the discrete samples. We assume the error associated with the sensor pH is 0.03.
Computed High-Frequency CO 2 System Parameters
The continuous pH, temperature, and salinity time series from the SeapHOx deployments were combined with the discrete TCO 2 and TA measurements to construct continuous time series of TA, TCO 2 , pCO 2 , and Ω ar in three steps. First, a linear relationship between TA and salinity was derived from discrete samples collected at the location of the sensor (see Figure 3 ). These data include samples collected during the two deployments (n=8), as well as those collected outside of the D1 and D2 time periods (n=7) to robustly characterize the location in terms of its relationship between TA and salinity. Second, this relationship was used to compute a time series of TA from the daily-averaged salinity data measured by the SeapHOx sensor (e.g., Shadwick et al., 2011) . Third, the TA and pH were used to compute corresponding time series of TCO 2 , pCO 2 and Ω ar using the CO2SYS as described above. We estimated the root mean square error in the TA time series (eTA = 8 μmol/kg) from the fit of the linear relationship. Given the errors in the sensor pH (see section 3.3) and computed TA, errors in the computed time series of TCO 2 (eTCO 2 = 12 μmol/kg), pCO 2 (epCO 2 = 20 μatm), and Ω ar (eΩ ar = 0.06) were estimated using the error propagation package of Orr et al. (2018) .
Partitioning of CO 2 System Changes
The changes in TCO 2 at the York River location are caused by a combination of circulation (advection and mixing), air-sea CO 2 exchange, and biological processes (photosynthesis and respiration):
where ΔTCO obs 2 is the observed change (relative to the initial conditions on the first day of the deployment), ΔTCO circ 2 and ΔTCO gas 2 are computed quantities (as detailed below), and ΔTCO bio 2 is computed by difference from the above equation. Based on the near-conservative relationship between observed salinity and TA (Figure 3 ), we assume that calcification can be neglected in this analysis. 
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We estimate the changes due to circulation with the following equation:
where m is the slope of the linear fit to discrete samples of TCO 2 and salinity at the sensor location (see Figure 3 ), and ΔS is the difference between the observed salinity and the baseline value on the first day of the deployment. The error associated with this term (12 μmol/kg) is assumed equal to the error in the fit of TCO 2 to salinity.
The TCO 2 at the sensor is assumed to be representative of the TCO 2 of the mixed layer. Thus, ΔTCO gas 2 is equal to −F CO2 /h, where h is the mixed-layer depth and F CO2 is the air-sea CO 2 flux. The mixed layer was assumed to be a constant depth of 4 m based on the definition provided in Irby et al. (2016) . This method assumes that stratification occurs if there is a 10% change in the difference between the maximum and minimum densities within a 1-m bin; the mixed-layer depth is defined as the shallowest occurrence of this change.
The air-sea CO 2 flux was computed using the conventional flux equation
where k and α are the gas transfer velocity and the coefficient of solubility (Weiss, 1974) , respectively, pCO 2 is the surface water pCO 2 and pCO 2 atm is the atmospheric pCO 2 . The gas transfer velocity was computed using the formulation of Wanninkhof (2014) , that is, k = 0.251 U 2 (Sc/660) 0.5 , where k has units of cm hr −1 , U 2 is the wind speed at a height of 10 m above the sea surface in units of m s −1 , and Sc is the Schmidt number for CO 2 . A negative flux indicates a transfer from the atmosphere to the ocean. A constant value of atmospheric CO 2 of 407 μatm, the 2017 mean from the World Data Centre for Greenhouse Gases station in Key Biscayne, Florida, the longest nearby record of frequent sampling of atmospheric CO 2 , is used. The 2018 data were not available, and thus, the 2017 mean is used for both deployments. The surface water pCO 2 is much more variable than the atmospheric values, and therefore, the air-sea fluxes are relatively insensitive to the use of a single mean atmospheric CO 2 concentration.
Because of gaps in the wind speed data at the York River Buoy, wind speeds were obtained from the North American Mesoscale (NAM) forecast system and averaged to a daily resolution. Comparison of available wind speed data from the York River Buoy with the NAM product indicates that both the variability and the range of values is captured by the wind forecast (n=85,RMSE = 2.9 m/s, and bias = 0.5 m/s). We assume that the error associated with the air-sea flux is 20% and stems largely from the uncertainty in the gas transfer velocity (Wanninkhof, 2014) , but note that this is likely to be a minimum estimate of the uncertainty given the error associated with the fit between the two sources of wind speed data. This corresponds to an error of 15 μmol/kg on the ΔTCO gas 2 term. The changes in mixed-layer TCO 2 due to biology were then computed by difference; the uncertainty associated with ΔTCO bio 2 (23 μmol/kg) is estimated by propagating the uncertainties associated with the other terms in equation (1), assuming the uncertainties are uncorrelated (i.e., (12 2 +12 2 +15 2 ) 0.5 =23).
While changes in pCO 2 , pH, and Ω ar can be attributed to changes in circulation, gas exchange, and biological processes through the impact of these processes on TCO 2 and TA, additional impacts of temperature and salinity must be considered. Changes in pCO 2 (and pH and Ω ar ) due to changes in TCO 2 , TA, salinity, and temperature (i.e., ∂pCO 2 /∂TCO 2 ,∂pCO 2 /∂TA, ∂pCO 2 /∂S, and ∂pCO 2 /∂T) are nonlinear, but if the variability of TCO 2 , TA, salinity, and temperature is relatively small, the effects of the nonlinearity on the pCO 2 (and pH and Ω ar ) are also small. Thus, for example, changes in pCO 2 are given by
where ϵ is the error or residual (computed by difference from the observations and the sum of all other terms in equation (4)), which stems from the nonlinear effect in the analysis described above.
The changes in pCO 2 (and pH and Ω ar ) are computed by assuming that each process acted on the carbonate system while other variables are held constant ( 
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The changes due to circulation are computed by assuming that circulation influences salinity, TA, and TCO 2 but not temperature. Salinity and TA are assumed to vary as observed, while TCO 2 is assumed to vary according to ΔTCO circ 2 . The changes due to air-sea CO 2 exchange are computed by allowing the TCO 2 to vary using ΔTCO gas 2 , while TA, salinity, and temperature are held constant at their initial values. The changes due to biology are computed by allowing the TCO 2 to vary using ΔTCO bio 2 , while TA, salinity, and temperature are held constant at their initial values. In the case of pCO 2 (and pH and Ω ar ; see equation (4)), changes due to temperature are computed by allowing the temperature to vary as observed, while TCO 2 , TA, and salinity are held constant at their initial values. Finally, for pCO 2 (and pH and Ω ar ), the changes due to the impact of salinity on the equilibrium constants are computed by allowing the salinity to vary as observed, while TCO 2 , TA, and temperature are held constant at their initial values.
Long-Term Measurements
Hydrographic conditions in the York River tributary during the sensor deployments were characterized using long-term measurements of streamflow from U.S. Geological Survey (USGS) gauges in the Mattaponi (USGS Station 01674500) and Pamunkey (USGS Station 01673000) rivers. The York River estuary also receives freshwater from several smaller rivers as well as from groundwater; approximately 35% of the York River basin is located below USGS gauging stations (Seitz, 1971) .
The Chesapeake Bay Program has been monitoring temperature, salinity, and pH at Station WE4.4 since 1984 (Figure 1) . A profile of 1-to 2-m depth resolution is made twice per month in May, June, July, August, and September and monthly throughout the remainder of the year. The pH measurements are made with a YSI sensor calibrated with buffer solutions of pH = 7 and pH = 10 before and after the survey (EPA, 1996) . The accuracy of the pH measurements is estimated by the manufacturer to be 0.1. Monthly climatologies of T, S, and pH were constructed to place our field deployments into a historical context. Since the Chesapeake Bay Program pH are reported on the NBS scale, TA was computed from the relationship between TA and S presented above and used to convert these data to the total scale for comparison with the continuous SeapHOx pH data.
Results
New pH Observations in the Context of the Long-Term Record
Streamflow is generally presented in water years (WY; from October to September), and therefore, D1 was in WY2017 and D2 was in WY2018 (Figure 4a ). Relative to the long-term climatology, WY2017 (D1) was relatively dry, while WY2018 (D2) was relatively wet, particularly in the autumn and summer seasons. Comparison of the salinity observed throughout D1 and D2 (i.e., between November 2016 and June 2018), with the climatological records from nearby Station WE4.4, indicates that the transition from winter to spring is broadly similar in terms of hydrography; the salinity generally decreases throughout the deployments, with a maximum salinity of 24.8 in winter decreasing to 15 in the spring and early summer seasons (Figure 4b ). The sensor data indicate higher salinity during D1, consistent with lower streamflow (Figure 4a ). During D2, the salinity is lower than the long-term mean at the end of the record, which is consistent with elevated flows throughout WY2018; considering the relationship between residence time and streamflow, a lag of 45 to 90 days from the upper watershed to the York River Buoy is expected (Reay, 2009; Shen & Haas, 2004) . There is significant seasonality in water temperature with values near 0°C in winter and approaching 30°C in summer (Figure 4c ). The temperature during D1 was broadly consistent with the long-term mean, while the D2 temperatures were lower for the majority of the deployment.
The winter pH in D1, from late November to March, ranged from a minimum of 7.95 to a maximum of 8.18 (mean pH of 8.06 and standard deviation 0.05), after which the pH declined steadily to minimum values approaching 7.9 in early April, followed by a modest increase until the end of the time series (Figure 4d ). The pH was more variable during D2 (mean 8.09 and standard deviation 0.10): The late-December and early-January pH was 7.98 and increased steadily from mid-January until mid-April, when a sharp decline from roughly 8.32 to less than 7.95 in late-April was observed (Figure 4d ). This was followed by a rapid increase between early May and the end of the record in early June to a pH of 8.31.
Winter-to-Spring CO 2 System Variability
The evolution of TA mirrors that of salinity during both deployments, with overall declining concentrations from initial values of 1,870 (D1) and 1,820 μmol/kg (D2) to minimum values of less than 1,700 μmol/kg in D1 and less than 1,600 μmol/kg in D2, corresponding to salinity minima (Figure 5a ). This decline was overlaid by higher-frequency changes of up to 150 μmol/kg (e.g., between mid-February and early March in D2). During D1, there was a correspondingly steady concentration of TCO 2 ranging from 1,760 to 1,800 μmol/ kg between mid-November and mid-February and then a decline from mid-March until the end of the time series, with a minimum concentration of 1,600 μmol/kg (Figure 5b ) at the very end of the deployment. The TCO 2 in D2 closely mirrored the seasonal change in salinity, decreasing sharply between mid-February and early March from roughly 1,800 μmol/kg to less than 1,600 μmol/kg (Figure 5b ). This decline was followed by a more rapid increase in early March, overlaid with higher-frequency variability ranging from 20 to 50 μmol/kg, followed by a decline to a minimum of less than 1,400 μmol/kg coincident with a minimum salinity of 15 ( Figure 5b ).
During D1, there were brief periods of pCO 2 supersaturation with respect to the atmosphere in March and April (Figure 5c ), and the carbonate saturation state remained in the range of Ω ar =1.0 to 1.5, with minima observed in mid-January and mid-March (Figure 5d ). The pCO 2 declined until mid-April in D2, followed by a rapid increase to values greater than the atmospheric concentration at the end of April, and then a rapid decrease to minimum values of 200 μatm in June (Figure 5c ). High-frequency variability (days to weeks) in pCO 2 results in changes up to of 50 μatm. During D2, between April and May 2018, the pCO 2 increased from less than 200 μatm to greater than 400 μatm in less than a month. The saturation state in D2 broadly tracked the changes in pH, with winter minima of Ω ar <1.0 in January, and steady increases, interrupted by a shortlived decline in late April, reaching values of 2.5 in June, coincident with the temperature maximum and salinity minimum (Figure 5d ).
Air-Sea CO 2 Flux
Wind speeds were similar during the two deployments, with values ranging from less than 5 m/s with periodic increases to speeds exceeding 10 m/s but with no real defined seasonality ( Figure 6) . The air-sea fluxes were broadly similar between deployments, with uptake of CO 2 by the surface ocean through the majority of the time series. The mean flux in D1 was −5.0 mmol C·m −2 ·day −1 , with a standard deviation of 6.7 mmol C·m −2 ·day −1 ; the mean flux in D2 was −8.6 mmol C·m −2 ·day −1 with standard deviation of 12.5 mmol C·m −2 ·day −1 . There were brief episodes of outgassing observed in April 2017 (D1), and in late Figures 7 and 8 show the decomposition of TCO 2 , pCO 2 , pH, and Ω ar with respect to circulation, biology, and air-sea CO 2 exchange. Also shown are the impacts of temperature, salinity, and the residual due to the nonlinearity of the carbonate system on pCO 2 , pH, and Ω ar . What emerges is that all processes are needed to explain how the CO 2 system varies at the study site. The nonlinear term is seen to be modest, justifying our assumption of constant derivatives of pCO 2 , pH, and Ω ar with respect to TCO 2 , TA, temperature, and salinity. The individual impacts of circulation, temperature, air-sea CO 2 exchange, salinity, and biology on the CO 2 system are discussed in detail below. The CO 2 system of the lower York River is strongly influenced by changes in circulation, as seen in particular with the seasonal decreases in TCO 2 between March and June 2018 (Figure 5b) . The circulation-driven changes in TCO 2 dominated the other drivers in both deployments (Figures 7a and 8a) , with net decreases due to circulation in D1 and D2. The decrease in TCO 2 results in a decrease in pCO 2 , while the decrease in TA would increase the pCO 2 ; the overall decrease in pCO 2 in both D1 and D2 (Figures 7b and 8b) due to circulation indicates a dominance of TCO 2 over TA. Similarly, the overall increases in pH and Ω ar due to circulation (Figures 7c, 7d, 8c, and 8d ) are due to the dominance of a decrease in TCO 2 , with the decrease in TA playing a more minor role.
Physical and Biological Drivers of CO 2 System Changes
The air-sea flux of CO 2 made the smallest contribution to TCO 2 during both deployments, with a few brief periods of outgassing decreasing TCO 2 , and uptake of CO 2 increasing TCO 2 (Figures 7a and 8a) . The changes due to salinity alone on pCO 2 , pH, and Ω ar were modest in both deployments (20 μatm pCO 2 , 0.05 in pH, and <0.1 in Ω ar ; Figures 7 and 8, panels c and d) . In D1, the contribution was neutral until early March, when it decreased the pCO 2 by 10 μatm and increased pH and Ω ar by 0.2, and 0.05, respectively, until the end of the time series. In D2, there was a similarly neutral contribution from salinity until early March and a 
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Temperatures generally decreased from November to mid-January (Figure 4c ), driving decreases in pCO 2 and increases in pH but with very little influence on Ω ar (Figures 7 and 8, panels b-d) . A reversal of this process occurred in mid-April in D1 and in early April in D2, when warming of the surface waters resulted in increased pCO 2 and decreased pH. This thermal increase was up to 100 μatm (decrease up to 0.2 in pH) and extended into the early summer season in D2. As was the case for TCO 2 , the air-sea exchange of CO 2 makes the smallest contribution to changes in pCO 2 , pH, and Ω ar (Figures 7 and 8, panels c and d) .
The negative change in the biological component of the changes in TCO 2 indicates a dominance of photosynthesis early in the D1 time series, with a reversal in late December when respiration dominates until an equilibrium is reached (i.e., cumulative photosynthesis = cumulative respiration, ΔTCO bio 2 ∼0) between early February and mid-March (Figure 7a ). From mid-March until the end of the D1 time series, respiration again dominates with increases in TCO 2 due to biology of up to 80 μmol/kg coincident with a period of (Figure 7b) , with biology decreasing pCO 2 by up to 300 μatm in late autumn (increasing pH and Ω ar by nearly 0.3, and 0.5, respectively; Figures 7c and 7d ) and increasing pCO 2 by greater than 200 μatm (decreasing pH and Ω ar by 0.2, and 0.5, respectively) in the spring season.
The biological component in D2 evolves somewhat differently (Figure 8a) , with a transition from respirationdominated conditions in winter to a dominance of photosynthesis at the beginning of March. The biologically driven decreases in TCO 2 (and pCO 2 ; Figure 8b ) are short lived, with neutral conditions developing in early March and persisting for roughly a month, before production again dominates, decreasing pCO 2 by 200 μatm in April. This is followed by a rapid biologically driven increase in pCO 2 (and a correspondingly rapid decrease in pH and Ω ar ; Figures 8c and 8d) indicating a shift to respiration exceeding production in the middle of the typical spring season. In mid-May, this reverses again, and photosynthesis dominates the biologically driven changes for the remainder of the record. This results in large enhancements in both pH and 
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Ω ar , outweighing the decrease in pH due to warming, and combining with the small thermal enhancement in Ω ar . This dominance of biologically mediated changes in TCO 2 on changes in Ω ar was similarly reported in the Gulf of Maine by Wang et al. (2017) during the spring-to-summer transition in that system. However, the distinct evolution of the biological component of CO 2 system changes between deployments observed here indicates that interannual variability is significant and a single period of observations over a seasonal transition may be insufficient to characterize the system dynamics.
Discussion
High-Frequency Versus Seasonal Sampling
The hydrographic and CO 2 system data from the sensor are compared to discrete samples collected on seasonal cruises: two samples were collected in the region over the period of D1 in 2016 and 2017, and two samples were collected over the D2 period in 2017 and 2018 (Figures 4 and 5) . The seasonality in temperature is well represented by the discrete seasonal sampling, while the salinity at the York River site was higher than that at Station WE4.4 in autumn and early winter but consistent at the time of discrete sampling at Station WE4.4 in April in both years (Figures 4b and 4c ). The station data indicate that pH is similar between the two locations, but as expected, higher-frequency changes in pH are not well captured by the seasonal sampling ( Figure 4d ).
There is a good agreement between the discrete TA and the sensor TA computed via a relationship with salinity ( Figure 5a ). The TCO 2 is similarly well represented by the sparse discrete sampling at the station (Figure 5b ). The discrete pCO 2 data indicate undersaturation with respect to the atmosphere in autumn and winter with the brief period of supersaturation in early April 2017 captured by both the sensor and discrete data (Figure 5c ). The single 2018 spring discrete sample indicates modest supersaturation, while the sensor data indicates a 100-μatm gradient in pCO 2 . The winter-to-summer transition from Ω ar near 1.0 to values greater than 1.5 appears to be well captured by the discrete data, and there is general agreement between the sensor and the discrete values in the autumn and winter seasons (Figure 5d ).
These observations suggest that the broad patterns in CO 2 system changes from one season to the next are captured by sampling with monthly or sparser resolution (see also Brodeur et al., 2019) ; however, attribution of the drivers of those changes to particular physical and/or biological processes is more robust with higherfrequency observations. Furthermore, the discrete seasonal sampling does not allow the air-sea CO 2 flux to be captured appropriately. A comparison of fluxes computed on the basis of the discrete seasonal sampling and those computed from the continuous sensor data, using both daily and monthly averages, is given in Table 1 . During D1, the discrete sampling captures the direction of the flux in November and April, but the magnitudes are quite different. During D2, the fluxes computed with discrete samples in both January and April were in the opposite direction to those computed from the daily sensor data; the magnitude of the fluxes differed by an order of magnitude. We note that the air-sea CO 2 gradient (ΔpCO 2 ) computed from the sensor data yields fluxes in the direction reported even when the fairly large uncertainty in the pCO 2 computed on the basis of pH and TA estimated from salinity is taken into account. This suggests that the low-frequency discrete seasonal sampling may significantly bias in situ estimates of air-sea CO 2 exchange.
CO 2 Source/Sink Status of the Lower York River
Investigations of the role of continental shelves in the uptake of atmospheric CO 2 have resulted in a broad classification of estuaries as net sources of CO 2 to the atmosphere and sources of inorganic and organic carbon to the continental shelves and coastal oceans (Borges et al., 2005; Cai et al., 2003; Chen & Borges, 2009; Flecha et al., 2015; Frankignoulle et al., 1998; Jiang et al., 2008) . Sustained measurements of the CO 2 system and quantification of carbon fluxes in nearshore 
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environments have increased in recent years (Brodeur et al., 2019; Joesoef et al., 2015; Shadwick et al., 2010; Signorini et al., 2013; Vandemark et al., 2011) , and regional budgets have been developed (Herrmann et al., 2015; Laruelle et al., 2010; Najjar et al., 2018) .
The mainstem of the Chesapeake Bay is thought to be net autotrophic (Feng et al., 2015; Kemp et al., 1997) and a modest sink for atmospheric CO 2 , while its tributaries may broadly be considered heterotrophic, potentially acting as sources of atmospheric CO 2 on the annual scale (Herrmann et al., 2015) . The York River Estuary has previously been designated a source of atmospheric CO 2 fueled by net heterotrophy based on observations collected over a 2-year period (Raymond et al., 2000) . These new observations from the lower York River and the Chesapeake Bay mainstem during the winter and spring indicate that the region acts as a sink for atmospheric CO 2 during this time period, with short-lived episodes of pCO 2 supersaturation, and may be more representative of conditions in the Chesapeake Bay mainstem than the York River estuary as a whole. The pCO 2 observed in both D1 and D2 are similar to those reported for the nearby Delaware Estuary, which experiences a similarly large seasonal change in temperature (Joesoef et al., 2015) . The Delaware system is characterized by significant CO 2 outgassing in the low-salinity head waters, which are largely compensated by biologically driven CO 2 uptake in the larger lower estuary such that the system as a whole is a weak source of atmospheric CO 2 on the annual time scale (Joesoef et al., 2015) .
The 2017 (D1) observations suggest that the lower York River might transition to outgassing in June and July due to significant surface water warming coincident with the decline of the spring production, though we note that these months were not captured by the data presented here. Such a transition would be similar to the seasonality observed further north in the Scotian Shelf and Gulf of Maine regions, where thermally driven increases in pCO 2 due to a temperature seasonality of similar magnitude to that observed in the York River result in weak uptake or outgassing of CO 2 to the atmosphere outside of the productive spring season (Shadwick et al., 2011; Signorini et al., 2013; Vandemark et al., 2011) . However, the 2018 (D2) observations indicate much lower pCO 2 , roughly 200 μatm, in waters warmer than 20°C in June, just before the end of the record, highlighting both the significant interannual variability and the role of freshwater input in controlling seasonality in the CO 2 system at this location.
Conclusion
Using a combination of sensor data and high-quality discrete observations, a partitioning of the CO 2 system into physical and biological drivers was established. This study shows the dominance of circulation and biological processes in CO 2 system variability over the winter-to-spring transition in the lower York River. Decreases in TCO 2 driven by freshening occur against a background of uptake of atmospheric CO 2 . The surface waters remain undersaturated through the majority of both deployments from late autumn to early summer. These new observations indicate that the region may change from conditions of autotrophy (photosynthesis > respiration) to heterotrophy (respiration > photosynthesis) multiple times and that the region is not necessarily characterized by the development of a spring bloom and a transition from wintertime heterotrophy to summertime autotrophy. The biological component of the TCO 2 variability was significantly different between deployments, both with respect to the timing of the change in sign (i.e., autotrophy vs. heterotrophy) and the magnitude of the change. This variability had consequences for the pCO 2 and pH, with interactions between seasonal changes in temperature (warming increasing pCO 2 and decreasing pH), biology, and freshening (decreasing pCO 2 and increasing pH and Ω ar ) dominating the seasonal changes in these parameters. These results highlight the sensitivity of the CO 2 system to high-frequency changes in hydrography and biology and also the significant natural variability in the dynamic estuarine environment. This work also highlights the importance of long-term monitoring and demonstrates the utility of combining autonomous platforms with routine sampling to constrain high-frequency CO 2 system variability.
