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を改良したものを実装し，学習における目的関数には 3つの手法を用いた．1つ目


























Neural Machine Translation and its Evaluation
using Generative Adversarial Network∗
Yukio Matsumura
Abstract
In recent years, neural machine translation (NMT) has been researched all
over the world. Once an encoder-decoder NMT which combines two recurrent
neural networks (RNN) was proposed, NMT had gained great popularity in the
machine translation community. However, the conventional encoder-decoder
NMT works pooly on long sequences. Attention-based NMT can perform better
prediction of output words by using the weights of each hidden state of the
encoder as the context vector. It contributed to improvement of translation
quality, especially in a long sentence. Nevertheless, NMT has many problems.
For example, there are over-translation: some words are repeatedly translated
or unnecessary words are generated and under-translation: some words are
mistakenly untranslated.
In general, BLEU is used for the evaluation of machine translation. However,
BLEU is an evaluation metric based on n-gram precision. Therefore, even if
the system correctly translates a source sentence but the surface of word is
different from the reference, BLEU evaluates the target sentence mistakenly.
Furthermore, BLEU needs a reference.
Incidentally, Generative adversarial network (GAN) which is popular in the
field of image generation consists of two networks; generator which generates
a data and discriminator which distinguishes a generated data from true data．
Discriminator is expected to distinguish the true or generated data, but gen-
erator aims to generate a data close to true data which discriminator cannot
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distinguish. Generator can generate the data close to true data by adversarial
training of these two networks. GAN is attempted to be used in the field of
neural machine translation. Several previous studies regard NMT as generator,
and the classifier as discriminator which distinguishes true sentence from gener-
ated sentence by the source sentence and target sentence. From this adversarial
training, the quality of NMT is improved. Furthermore, an objective function
of conventional NMT is optimized by word unit, so it is not guaranteed that an
output of NMT is optimized as a sentence. Moreover, GAN NMT is optimized
using sentence-level information, so GAN NMT is expected to generate natural
sentence.
In this research, we examined the effect of GAN in Japanese-English and
English-Japanese translation. Furthermore, we focus on discriminator which
predicts the correctness of a sentence and proposed an evaluation method for
machine translation using GAN. In this scenario, true data is the human trans-
lation. Therefore, the sentence which is predicted to be a correct sentence by
discriminator is likely to be the translation which is close to the human transla-
tion, so it can be used for the evaluation of machine translation. This method
does not need reference on evaluation because it only uses the pair of the source
sentence and system output, so it is expected that the translation of the source
sentence which does not have the target sentence, for example monolingual
corpus, is evaluated.
In our experiments, we implemented the model architecture based on con-
ditional sequence GAN (CSGAN), and trained it by three types of objective
functions. The first is conventional GAN. It is trained using cross entropy. The
second is least squares GAN (LSGAN). This method predicts the correctness of
target sentence directly without using the activation function and it is trained
using mean squared error. The last is Wasserstein GAN (WGAN). This method
considers the difference of scores between true data and generated data on train-
ing. Note that we applied pre-training to both generator and discriminator using
baseline in all methods because the training of GAN is very unstable. We ex-
v
perimented GAN NMT on Japanese-English and English-Japanese translation
using Asian scientific paper excerpt corpus (ASPEC). Furthermore, we evaluate
the output of translation system in the Workshop on Asian Translation (WAT)
using GAN NMT. We confirmed the results in terms of both translation and
evaluation quality.
This paper comprises as follows. In Section 1, we introduce the overview of
research on neural machine translation. In Section 2, we describe the archi-
tecture of neural machine translation. In Section 3, we introduce the previous
studies on generative adversarial network. In Section 4, we describe the ar-
chitecture of generative adversarial network in neural machine translation. In
Section 5, we propose the evaluation method using generative adversarial net-
work for machine translation. In Section 6, we show the experimental results
on the translation and evaluation using generative adversarial network. Finally,
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及び，その中間表現から目的言語文を 1単語ずつ生成する Decoderと呼ばれる 2つ
の Recurrent Neural Network（RNN）を組み合わせた初期型の Encoder-Decoder
が Sutskever ら [1]，Cho ら [2] によって提案されて以来，ニューラル機械翻訳は
機械翻訳モデルの主流になった．初期型の Encoder-Decoder には長文の翻訳に弱
いという問題があったが，Decoder における各単語の予測時に原言語文の各単語
に対応する Encoderの隠れ層を重み付けして考慮する Attentionが Bahdanauら



















sarial Network：GAN）[9]は，Generatorと Discriminatorの 2つのネットワー
1
クからなり，Discriminatorはあるデータが正解データであるか Generatorの出力



















敵対的生成ネットワークの構造としては Conditional Sequence GAN（CSGAN）
[10] を改良したものを実装し，学習における目的関数には 3 つの手法を用い
た．1 つ目の手法は Goodfellow らによって最初に提案された GAN [9] であり，
Discriminatorにおいて目的言語文に対して正解データであるか生成データである
かの 2クラス分類を行い，クロスエントロピーを用いて学習する．2つ目の手法は









これら 3つの手法について，Asian Scientific Paper Excerpt Corpus（ASPEC）
[13] を用いてそれぞれ実験を行い，BLEU を用いてニューラル機械翻訳の精度
を示し，敵対的生成ネットワークがニューラル機械翻訳に与える影響について考























デルについて説明する．我々は一般的に使用されている Luong ら [4] の手法を基
に実装を行った．図 2.1 に示すように Encoder-Decoder は Encoder と Decoder
の 2 つのネットワークからなる．Encoder には双方向 Long Short-term Memory
（LSTM）を，Decoderには単方向 LSTMを使用している．
2.1 Encoder
入力された原言語文は，one-hotベクトル系列 (X = [x1, · · · , x|X|]) に変換され
る．ここで，|X| は原言語文の文長を表す．各ステップ iにおいて，原言語側の単
語の埋め込み表現 esi は，
esi = tanh(Wxxi) (2.11)
と計算される．ここで，Wx ∈ Rq×vs は重み行列であり，q は埋め込み層の次元数，










































(0) には単語埋め込み表現 esi を用いる.
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原言語文と同様に，入力された目的言語文は，one-hot ベクトル系列 (Y =
[y1, · · · , y|Y |]) に変換される．ここで，|Y | は目的言語文の文長を表す．各ステッ























etj = tanh(Wyyj) (2.23)
と計算される．単語 yj は，学習時には正解の単語の one-hotベクトルを用い，評
価時には予測した単語 ŷj の one-hotベクトルを用いる．ここで，Wy ∈ Rq×vt は
重み行列であり，vt は原言語側の語彙サイズを表す．文脈情報付き隠れ層 h̃j は，
h̃j = tanh(Wa[h(L)j : cj ] + ba) (2.24)
5
のように計算される．ここで，Wa ∈ Rr×2r は重み行列，ba ∈ Rr はバイアスであ
り，r は隠れ層の次元数を表す．
















p(ŷj |Y<j , X) = softmax(Wph̃j + bp) (2.27)











































敵対的生成ネットワークは，Goodfellow ら [9] によって提案された画像生成
ネットワークである．敵対的生成ネットワークは，ノイズから画像を生成する
Generatorとある画像が真の画像であるか機械が生成した画像であるかを識別する



























機械翻訳モデルの構造について述べる．我々は Yang ら [10] における RNN モ
デルを改良した実装を行った．前章で述べたように，敵対的生成ネットワークは












esi へと変換される．各ステップ iにおいて，原言語側の単語埋め込み表現 e
s
i に対




















































語埋め込み表現 esi を用いる．得られた隠れ層から原言語文の文ベクトル f̄ s を，









込み表現 etj へと変換される．各ステップ j において，目的言語側の単語埋め込み












































語埋め込み表現 eti を用いる．得られた隠れ層から目的言語文の文ベクトル f̄ t を，





























criminator は Generator の出力文を区別できるように敵対的な学習を行わなけら
ばならない．したがって，学習時における目的関数は Generatorと Discriminator
で異なる．本研究では，一般的なGAN，Least Squares GAN（LSGAN），Wasser-
stein GAN（WGAN）の 3つの手法を参考に 3種類の目的関数を実装した．なお，




Goodfellow ら [9] によって最初に提案された一般的な敵対的生成ネットワーク
の目的関数について述べる．最適化にはクロスエントロピーを用いており，学習時





















log p(X(d), Y (d)|γ) + log
{




4.3.2 Least Squares GAN
Mao ら [11] は，従来の GAN の目的関数には勾配消失を引き起こす可能性を指
摘し，LSGANを提案した．LSGANでは，式 4.29における sigmoid関数のような
活性化関数は用いずにスコアを直接予測する．最適化には二乗誤差を用いており，




































Arjovsky ら [12] は，Discriminator が正解データに対して予測するスコアと生
成データに対して予測するスコアの差を最大化するWGANを提案した．学習時の























































実験に使用したコーパスは，Asian Scientific Paper Excerpt Corpus（ASPEC）









彙サイズ 30,000，埋め込み層次元数 512，Encoder の層数 3，Decoder の層数 3,










Model BLEU RIBES AMFM
ベースライン 24.94 0.757955 0.596590
GAN NMT 25.17 0.757413 0.595850
表 6.2: 日英翻訳結果.
Model BLEU RIBES AMFM
ベースライン 35.17 0.827386 0.749190
GAN NMT 35.09 0.827650 0.750350
表 6.3: 英日翻訳結果.
原言語文 Blood collection is indispensable for glucose level measure-






表 6.2，6.3に，BLEU [7]，RIBES [21]，AMFM [22] の 3つの評価指標を用い
て，日英翻訳と英日翻訳それぞれの翻訳精度を示す．翻訳精度としては，ベースラ
インと GAN NMTでそこまで差がなかった．
表 6.4に英日翻訳の出力例を示す. ベースラインでは，“for the diabetes mellitus
diagnosis at present”が “糖尿病診断のためには”と翻訳されているが，この例のよ
16
妥当性 流暢性
GAN NMT > ベースライン 16 23
GAN NMT = ベースライン 72 72
GAN NMT < ベースライン 12 5
total 100 100
表 6.5: ベースラインと GAN NMTのペアワイズ評価.
うに名詞句を修飾する場合本来は “糖尿病診断のための”と翻訳されるべきである．




れるため，この 2つの観点から評価を行った．表 6.5 に，ペアワイズ評価結果を示















評価手法 WAT 2015 WAT 2017








BLEU [25]）および提案手法（GAN, LSGAN, WGAN）を用いて文レベルで評価
を行った. なお，ネットワークは，原言語側語彙サイズ 30,000，目的言語側語彙サ
イズ 30,000，埋め込み層次元数 512，Generator の層数 2，Discriminator の層数













図 6.1: 人手評価スコアと GAN評価スコアの散布図.
図 6.2: 被評価文の文長と平均評価誤差の相関.










原言語文 両 症例 とも 保存 療法 を 施行 し た 。
参照訳 The conservative treatment was applied to both cases .
システム出力文 Both cases underwent conservative treatment .
人手評価：1.000，Sentence BLEU：0.232，GAN評価：0.999
失敗例
原言語文 次世代 ネットワーク 下 で の ネットワーク 管理 システム
に対する 要求 を 論じ , NEC により 提供 さ れる 幾つ か
の 解決 策 を 紹介 し た 。
参照訳 Demands for the network management systems under the
next generation networks are discussed , and some
solutions offered by NEC are introduced .
システム出力文 The demand for the network management system
under the next generation network is discussed, and
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