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ABSTRACT 
Let Qk.n = {(Y = (cut,. . , a,): 1 Q err < ... < crc < n} denote the strictly 
increasing sequences of k elements from 1,. . , n. For LY, /3 E Qk, n we denote by 
A[ (Y, p] the submatrix of A with rows indexed by cr, columns by p. The submatrix 
obtained by deleting the o-rows and p-columns is denoted by A[ (Y’, /3’]. For 
nonsingular A E lRnx”, the Jacobi identity relates the minor-s of the inverse A - ’ to 
those of A: 
det A-‘[ p, a] = (_1)~.14t+% 0, det A[ cr’, /I’] 
det A 
for any a, P E Qk+. We generalize the Jacobi identity to matrices A E !R~‘“, 
expressing the minors of the Moore-Penrose inverse At in terms of the minors of the 
maximal nonsingular submatrices A,, of A. In our notation, 
1 
det At[/3,cv] = - c 
vo12 A (Z,./)tia, p) 
det A 
formY a E Qk,m P E Qk,n, 1 d k d r, where vol’ A denotes the sum of squares of 
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determinants of T X r submatrices of A. We apply our results to questions concem- 
ing the nonnegativity of principal minors of the Moore-Penrose inverse. 
1. INTRODUCTION 
If the matrix A E Rnx” is nonsingular, then the adjoint formula for its 
inverse, 
1 
A-i = - 
det A 
adj A, (1.1) 
has a well-known generalization, the Jacobi identity, which relates the minors 
of A-’ to those of A. 
Denote the set of strictly increasing sequences of k elements from 
l,...,nby 
Qk,n = {a = (&I,. . . , (Yk) : 1 < (Y1 < ..’ < (Yk < a}. (1.2) 
For (Y, p E Qk, n, denote by: 
A[ (Y, P] the submatrix of A having row indices (Y and column indices /3, 
A]o’> P ‘1 the submatrix obtained from A by deleting rows indexed by (Y and 
columns indexed by p. 
Then the Jacobi identity (see [7]) is: For any (Y, /? E Qk,“, 
&t A-l[ p, a] = ( _l)s(a)+s(fi) 
det A[ (Y’, p’] 
det A ’ (1.3) 
where s(a) is the sum of the integers in CY. By convention, 
det A[0,0] = 1. (1.4) 
For A E Ryxn, Moore [ll] gave a determinantal formula for the entries 
of the Moore-Penrose inverse At, a formula recently rediscovered by Berg [4]. 
The result was further generalized to matrices defined over an integral 
domain [l]. We consider here the minors of At for A E Rex”. Theorem 1 
(in Section 2) expresses them in terms of the minors of the maximal 
nonsingular submatrices AIJ of A. A numerical example is given in Section 
3. Theorem 2 (in Section 4) is a somewhat surprising result: Every minor of 
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At is the same convex combination of the corresponding minors of inverses of 
the A,,‘s. This generalizes Berg’s representation [4] of At as a convex 
combination of the A,,‘s. Section 5 deals with the nonnegativity of principal 
minors of the Moore-Penrose inverse, extending some previous results of 
Mohan, Neumann, and Ramamurthy [lo, 123. 
We use the following notation. For any index sets I, J, let A, * , A * ,, A,] 
denote the submatrices of A lying in rows indexed by I, in columns indexed 
by J, and in their intersection, respectively. The principal submatrix A,, is 
denoted by AZ. For A E [WrXn, let 
y(A)={Z~Q~,,:rankA,* =r}, 
&(A) ={]~Q~,.:rankA,,=r}, 
N( A) = {( 1, I) E Or, m X Or, n : rank A,, = r} 
be the index sets of maximal sets of linearly independent rows and columns 
and of maximal nonsingular submatrices, respectively. For cx E Qk,m, P E 
Qk,n let 
_/v-(a,~) = {(I,]) l “A):~CZ> PC]}. 
Then by [2] 
and therefore, 
H( A) =Y( A) xX( A), 
Jq o, P) =-q(y) x&q P). 
For (Y = ((or, . . . , ak) and p = ( pr, . . . , &I? we denote by 
(1.5) 
A[L-Ial (1.6) 
the matrix obtained from A by replacing the p,th column with the unit 
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vector e,(, (i = 1,. . . , k), and by 
A[@ +- 01 (1.7) 
the matrix obtained from A by replacing the &th column with the zero 
vector 0 (i = 1, . . . , k). Finally, the coefficient (- l)S(~)+S(p) det A[(Y’, /3’] 
of det A[ CY, p ] in the Laplace expansion of det A is denoted by 
,,: P a0 
Using the above notation, we rewrite (1.8) as 
AlAl = ( -1)S((2)+S(p)det A[ (Y’, p’] 
aa 
and the Jacobi identity as 
det A[ p + 
det A-l[ p, a] = det A[p + I,], 
det A 
= &det Ar.A[p + Ll. 
As in [2], we define the volume of the m X n matrix A by 
and in particular, 
vol A = dm if A has full column rank. 
(1.8) 
I,l> (1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
The following lemma is used in the sequel: 
LEMMA 1 (Blattner [6]). Let A E RrXn, and let U E Rmx(m-r) and 
V E [WnXCn-‘) be matrices whose columns form orthonormal bases of N( AT> 
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and N(A), respectively. Then 
B= 
is nonsingular, and its inverse is 
(1.14) 
(1.15) 
If A has full column [row] rank, then V [U] is vacant. Moreover, by 121, 
det BTB = vol’ A. (1.16) 
2. MINORS OF THE MOORE-PENROSE INVERSE 
THEOREM 1. Let A E Ryx” and 1 Q k Q r. Then for any (Y E Qk,,,, 
P E Qk,n, 
detA+[p,cu]=O ifN(a,p)=@, 
and otherwise 
detAt[p,a] =-g& c 
d (2.1) 
det ArJ dlAcrP[ 
1 Al,! 
(z,J)EN(a.P) 
Proof. Let B, U, V be as in Lemma 1. Then 
det A+[ /I, a] = det B-‘[ p, (~1, by Lemma 1, 
= detiTB det BT*B[ /3 +- Ia17 by (1.11). (2.2) 
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Now 
det Br . B[ p + I,] = det 
= c det((Ar)*r,V)det 
IU(A) 
= c det(( A,*)r,V)det 
IQ(a) 
The penultimate equality is by the Cauchy-Binet formula, noting that the 
determinant of any n X n submatrix of ( AT, V) E R”x(n+n-r) is zero if it 
consists of more than r columns of AT. The last equality holds because the 
matrix 
A[ P + I,],* 
VT[ P + 01 
has at least one column of zeros if Z @da>. 
We assume now (and prove later) that for any fixed Z E La( CY >, 
det(( Ar*)T,V)det (A;;;;: ;‘j = ]=zBjdet 
Then using (1.16) and (2.31, Equation (2.2) becomes 
detAt[D,a]=& c c det A,Z det 
Z=,@(a) ZEB(P) 
A,,[ P 
1 
=- 
vol’ A 
c 
(I, \)eRa, P) 
t I,1 
by (1.9). 
(2.6) 
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Finally we prove (2.4). For any fixed Z E s( a), the columns of V form 
also an orthonormal basis of N( A, * ). Let 
A 
L= 
i I ;; (2.7) 
Then 
det(A,,)+[ /3, cx] = det L-‘[ p, a] by Lemma 1 
= & det LT. L[ p + Ial by( 1.11) 
- vo121A det((A,.)T,V)det 
I* 
(2.8) 
Writing (A, * jT = C, so that 
det(Al,)+[ P, a] = det(Ct)T[ P, al 
= det Ct[ a, ~1, (2.9) 
we take W to be a matrix whose columns form an orthonormal basis of 
N(CT>, and denote 
M = (C,W). (2.10) 
Then (2.9) becomes, by Lemma 1 and (1.111, 
det(Az,)t[P,al = det:TMdetMT.M[a+lp] 
1 
= 
vol’ A,, 
det AI* *(AI*)‘[a + up] 
1 
= c det AIJdet(A,,)T[a+ I~] 
vo12 AI* J+(p) 
1 
c det AIJ det ArJ[ p +- I,]. (2.11) 
vo12 AZ* JEB(P) 
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The penultimate equality is by the Cauchy-Binet formula, noting that, if 
J @kF( p ), then the submatrix of ( A, * >‘[ (Y t I, ] whose rows are indexed by 
J has at least one column of zeros. Finally, (2.4) follows by comparing (2.8) 
and (2.11). n 
Note that Aa, ~3) = 0 is equivalent to linear dependence of either the 
columns of A,, or the rows of A, *. 
As a special case, if (Y = Z EA A), P = J l kF( A), then &a, P) con- 
tains only one element, i.e., (I, J). Now Theorem 1 gives the identity, [2], 
1 
det( At),1 = vo12 A det AI, v(Z,J) eJ(A). (2.12) 
3. EXAMPLE 
Consider the 4 X 4 matrix A of rank 3, and its Moore-Penrose inverse 
A+, 
A list of the 3 X 3 nonsingular submatrices of A and their determinants is 
given in Table 1. The volume of A is given by 
vol’ A = 22 + 1 + 22 + 1 + 22 + 1 = 15. 
Take now cr = (2,3) and /? = {1,4). Then -&a, p) =ca(a> XAP) = 
{I~, I,} x {J}, where I, = {1,2,3), I, = {2,3,4), and J = {1,3,4). We calcu- 
late 
&,A,,,, = ( -1)(2+3)+(1+3)3 = -3, 
al3 
and 
,IA,,J1 = ( -1)(1+2)+(1+3)( -1) = 1. ,,” 
aP 
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TABLE 1 
1 J det A,, 
1,2,3 2 
1,2,3 1 
1,2,4 ] 2 
1,2,4 1 
2,3,4 ) -2 
2,3,4 -1 
Now from (2.1) 
det A+[ p, a] = $[I x (-3) + (-I) x I] = -6. 
4. CONVEX DECOMPOSITION OF A MATRIX AND ITS MINORS 
Berg [4] proved that the Moore-Penrose inverse of A E LQyx” is a 
convex combination of ordinary inverses of r x r submatrices 
A+= c -1 +%j ) (4.1) 
(I, Jb=J’7A) 
where each G is an n X m matrix with the inverse of AIJ in position <J, 1) 
and zeros elsewhere, and 
h,J = 
det’ A,, 
vol’ A ’ (4.2) 
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By summing (4.1) over Z E .Y( A), one obtains At as a convex combination of 
the Moore-Penrose inverses of maximal full column-rank submatrices A *Z 
(see [2]>: 
A+ = c A,&, (4.3) 
J G=( A) 
where the convex weights are 
h 
vol’ A,Z 
*J = vol’ A ’ (4.4) 
and At,Z is an n X m matrix with At*Z in rows indexed by J and zeros 
elsewhere. Similarly, summing (4.1) over J l k7( A) gives 
with convex weights 
(4.6) 
and A: * the n X m matrix with A: * in columns indexed by Z and zeros 
elsewhere. 
Theorem 1 allows a stronger claim than (4.1), i.e., every minor of At in 
position ( P, a) is the same convex combination of the minors of Al,“s in the 
corresponding position: 
THEOREM 2. Let A E Ryx”’ and 1 6 k < r. Then for any cc E Q,_,,, 
P l Qk,n> 
det A’[ p, o] = C A,, detq[ 0, cr]. (4.7) 
(Z,])d'lA) 
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Proof. From Theorem 1, it follows that 
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detA+[p,a]= c 
det a A,Z det Ar,[P+Ial 
(I,J)EN(a, p) vo12 A det A,Z ’ 
c hJ det$[ P, aI, by(l.lO). 
(I,Z)vYla, P) 
We prove (4.7) by showing that the sum over&a, p) is the same as the sum 
over the larger set _&A). Indeed, if (I, J) E.& A), and either Z e A LY) or 
J PA p), then th ere is at least one column, or row, of zeros in A,II[ p, a]; 
thus det G[ p, cx ] = 0. w 
Using the same argument, we can show that summing (4.7) over Z EA a> 
gives the same sum as summing over Z EA A). Similarly, summing over 
J EA p> and over J EAA) gi ‘ve the same result. We summarize these 
observations in: 
COROLLARY~. Let A E RF’” and 1 < k < r. Then, for any (Y E Qk,,,, 
P E Qk,nr 
detA+[p,a] =0 if X(p) =0orY(a) =0, (4.8) 
and otherwise, 
detA+[p,a] = C h,IdetGIP,a] 
J-+(A) 
IQ(A) 
c A*, det AtelI P, (~1, 
JW P) 
(4.9) 
c 4, det A;*[ P, aI. 
IEs(a) 
(4.10) 
BY applying R er ‘s g f ormula to At, it follows from (2.12) that the same 
weights appear in the convex decomposition of A into ordinary inverses of 
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A= c $A+),‘> (4.11) 
where ( At)izl is the m x n matrix with the inverse of the (1, Z)th submatrix 
of At in position (I, J) and zeros elsewhere. 
Finally applying (4.7) to At, we establish a remarkable property of the 
convex decomposition (4.11) of A: Every minor of A is the same convex 
combination of the minors of ( At)yI1’s. 
THEOREM 3. Let A E LRy’,, r > 0. Then there is a convex decom- 
position of A 
A = c Az,BzJ (4.12) 
(I,])EN(A) 
such that for all k = 1, . . . , r, and for every CY E Qk, m, p E Qk, n, 
det A[a,/3] = c hzJ det RzJ[o’ ~1, (4.13) 
U,Z)E/Y(A) 
where BzJ is an m X n matrix with an r X r nonsingular matrix in position 
(I, J), zeros elsewhere. 
5. NONNEGATIVITY OF PRINCIPAL MINORS OF THE 
MOORE-PENROSE INVERSE 
Let P [PO] denote the real n X n matrices with positive [nonnegative] 
principal minors. We study conditions under which the Moore-Penrose 
inverse of a matrix is a PO-matrix. 
If A is nonsingular, then it is immediate from (1.3) that A E P if and 
only if At = A- ’ E P. If A E RT’“, then by (2.12) it is necessary 
for At E PO that det AZ > 0, VJ E Qr, “. It is known that A E PO does not 
imply At E PO. Mohan, Neumann, and Ramamurthy [lo] proved that the 
Moore-Penrose inverse of a singular irreducible M-matrix is a P,,-matrix (an 
M-matrix is a PO-matrix with nonpositive off-diagonal elements). Ramamurthy 
and Mohan [12] extended the above result to n X n M-matrices of rank 
n - 1 (the rank of any singular irreducible n X n M-matrix is n - 1; see [5]). 
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However, for an n X n M-matrix A of rank less than n - 1, At is not 
necessarily in PO; see [S]. 
We apply here our representation of minors to give a direct proof for the 
result of [I2], and generalize to the class of (n - r)th compound M-matrices 
of rank r, a class including M-matrices of rank n - 1. We show that if 
A E PO and A is an (n - r)th compound M-matrix of rank r, then At E PO. 
For any n x n matrix A, the k th compound matrix C,(A) is an 
C) x 6) 
matrix whose elements are determinants of all k X k submatrices of A in 
lexicographic order. We call a matrix a k th compound M-matrix if its k th 
compound matrix is an M-matrix. The k th supplementary compound of A is 
defined by (see [9, p. 421) 
C”(A) = (( -l)S(a)+S(p)det A[ a’, /II’]), a> P fE Qk,n. (5.1) 
Note that the ( cr , p )th element of C ‘( A) is 
C-1) s(a)+s(fi) det A[ al, p’] = det A[ p + I,]. 
In particular, for k = 1, 
C1( AT) = adj A. 
(5.2) 
(5.3) 
Some facts about M-matrices are collected below: 
LEMMA 2 [5]. qA is an M-matrix, then 
(a> any principal submatrix of A is also an M-matrix; 
(b> adj A > 0; 
cc> there exist a nonnegative matrix B and a number s > p(B) such that 
A = sI - B, where p(B) is the spectral radius of B; 
(d) A - ’ >, 0 if A is nonsingular. 
THEOREM 4 (Ramamurthy and Mohan [12]). Zf A E R”,XT is an 
M-matrix, then At E PO. 
Proof. For any permutation matrix P, if A = PAPT, then (A>+ = PAtPT. 
Moreover, A is also an M-matrix. It therefore suffices to show the nonnega- 
tivity of leading principal minors, 
det A+[cx, o] > 0, 
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for any ff = {1,2, . . . , k}, 1 < k Q n - 1. By Theorem 1, 
1 
det A+[&, (Y] = - 
vol’ A 
c det A,, det A,Z[ (Y’, a’], 
(r,Z)vMa, 0) 
so it is enough to show that 
det A,Z det A,,[ (Y’, LY’] > 0 for any (Z,J) EJtr(a, CX). (5.4) 
Since rank A = n - 1, there are i, j such that 
Z = N\ {i} and J = N\ {j}, 
where N = {1,2, . . . , n}. From Lemma 2(b) 
( - l)‘+j det A,, > 0. (5.5) 
Similarly, A,Z[ (Y ‘, LY ‘I is the submatrix of the principal submatrix A[ (Y ‘, (Y ‘3 
lying in rows indexed by Z \ a and in columns indexed by J \ (Y. Then by 
Lemma 2(a), (b), 
( - l)(i-k)+(j-k)det A,Z[ a’, (~‘1 > 0, 
which, together with (5.5), implies (5.4). n 
THEOREM 5. Let A E R;“‘. 
then A’ E PO. 
If C”-‘(AZ) > 0 VJ c N, IJI > n - r, 
Proof. For any (Y E Qk, n, 1 < k G T, 
1 
det A+[cx, a] = - c 
v”12 A U,J)Ma, a) 
det A,, det A,][” +- I,]. (5.6) 
From C”- ‘( A) 2 0, we have 
C-1) s(r’)+s(“) det ArJ > 0, (5.7) 
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where I’ = N \ I, and J’ = N \J. For (I, J) E~CX, a), let 
denote the matrix obtained from A by replacing the qth column with the 
unit vector e,., i = 1,. . , 1 LY 1, and replacing the ji th column with the unit 
vector e,;, t =. 1,. , n - r. Then 
det A,,[cY + I,] = ( -l)s(r’)+S(“)det A[a,J’ + I,, ,,I 
=(-1) ‘(“)+‘(Z’)det AN,a[J’ + I~,]. 
Now from C’-‘( A,,,) > 0 it follows, using (5.2) that 
det AN,rr[J’ +- 1~~1 2 0, 
which, together with (5.7) and (5.9) implies 
det A,Z det A,][ LY + I, ] > 0 yZ,f) EJtr(a, a), 
(5.9) 
(5.10) 
n 
THEOREM 6. Let A E RFxn be a P,-matrix. Zf A is an (n - r)th 
compound M-matrix, n - r < r < n, then At E PO. 
Proof. Since C,_ ,.( AT) = C,_,( AIT, C,_,( AT> is a singular M-matrix. 
By Lemma 2(c) there is a nonnegative matrix B such that 
C,_,( AT) = p( B)z - B. (5.11) 
Suppose B is positive. From the Laplace expansion theorem 
C,_,( AT)Cnpr( A) = (det A)Z (5.12) 
it follows that every nonzero column of C”-‘(A) is an eigenvector of B 
corresponding to p(B). By the Perron theorem, there is only one eigenvector 
with positive elements corresponding to p(B); therefore in each nonzero 
column of Cn-‘(A) all elements are nonzero and have the same sign. The 
same is seen to be true for the rows of C .-‘( A) by applying the argument 
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to AT. Thus all elements of C”-r( A) have the same sign. Since A is a 
Pa-matrix, C”- ‘( A) is positive. 
Suppose B is only nonnegative, then B can be expressed as B = 
h,, +m B,, where B, is positive. By a limiting process, we have 
C”-‘(A) > 0 (5.13) 
Now for any J c N, IJ 1 > n - T, the matrix C,_ .( A,) is a principal sub- 
matrix of C,_ ,.( A), so it is also an M-matrix. If Al is nonsingular, so is 
C, r( Al >, and from (5.12) and Lemma 2(d), 
CnPr(AJ) = (det A,)[c,_,(A~)]-i a o. (5.14) 
If A, is singular, then by the limiting argument, 
Cn-‘( Al) > 0. (5.15) 
The theorem follows from Theorem 5. H 
Theorem 4 is a special case of Theorem 6, for which r = n - 1. 
EXAMPLE 1. The following is an example of a 4 x 4 Pa-matrix of rank 2 
whose second compound matrix is an M-matrix. Let 
Then A is a Pa-matrix of rank 2, and 
(5.16) 
(5.17) 
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is an M-matrix. The Moore-Penrose inverse of A, 
(5.18) 
is also a Pa-matrix. 
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