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Abstract—Capacity efficiency is a key issue in designing 
survivable Wavelength Division Multiplexing (WDM) networks. 
In this paper, we propose a two-step routing algorithm for 
dynamic lightpath protection in a WDM mesh network that is 
subject to wavelength continuity constraint. In other words, upon 
each call arrival a pair of link-disjoint active and backup 
lightpaths is to be found for carrying the call. To enhance the 
capacity efficiency, the resources on the backup lightpath can be 
shared for protecting different active lightpaths. Owing to the 
very different natures of active and backup lightpaths, active 
lightpath is found using the widest-shortest path (WSP) routing 
and backup lightpath is found using the shortest-widest path 
(SWP) routing. A distinct feature of our design is that we require 
both active and backup lightpaths of a call to use the same 
wavelength. Two major advantages of this feature are: a) source 
node can use the same laser for both active and backup 
lightpaths, and b) the scalability issue related to route 
advertisement is solved. As compared with some existing schemes, 
we show that our two-step routing algorithm yields noticeably 
higher capacity efficiency and lower call blocking probability. 
Keywords-Two-step routing; dynamic traffic protection; 
wavelength continuity constraint. 
I.  INTRODUCTION  
A telecommunication network should always be designed 
with survivability in mind, i.e., in case of any network failure, 
the disrupted connections can be restored as quickly as 
possible. To do this, it is essential to set aside some backup 
network resources in advance for carrying rerouted traffic due 
to failure.  
Various network protection schemes have been designed.  
They can be classified into two general categories: link-based 
protection and path-based protection. Without loss of 
generality, we call the path that carries the user traffic between 
a source-destination node pair as active path. In link-based 
protection, each link along the active path is protected by a 
backup path that does not traverse the link. In path-based 
protection, a backup path that is link-disjoint with the active 
path is established between the source and destination nodes. 
In both categories, any failure along the active path triggers the 
traffic switchover to the corresponding backup path.  
With the goal of achieving 100% protection against any 
single link failure in the network, the capacity efficiency of a 
path-based protection scheme can be greatly increased by 
reusing the reserved backup path resources for protecting 
multiple link-disjoint active paths. This is known as shared 
backup path protection (SBPP) [1-3]. SBPP is particularly 
suitable for handling dynamic traffic, where a pair of link-
disjoint paths is found upon each call arrival. In order to 
maximize the sharing of backup paths, SBPP requires rather 
extensive network state information to be exchanged among 
nodes in order to know, e.g. if the capacity on a particular link 
reserved for protection of some on-going calls can be shared to 
protect the new call. (In other words, we need to know if the 
active path of the new call is link-disjoint with the active paths 
of those on-going calls.) Such network state information is 
exchanged by route advertisement messages. The amount of 
route advertisement messages grows quickly with the network 
size and can cause the scalability issue [4]. 
On the other hand, a link-based protection scheme can 
allow backup paths for different links (of either the same or 
different active paths) to be shared. It is generally believed that 
path-based protection schemes are more capacity efficient, 
whereas link-based schemes are faster in recovery speed, i.e., 
shorter time required for rerouting. One notable exception is 
the link-based protection scheme based on the notion of 
preconfigured protection cycle (or p-cycle) [5], which is 
capable of both fast recovery and high capacity efficiency [6-
12]. Protection schemes based on p-cycle are typically 
designed to protect a given traffic profile, where a set of 
optimal p-cycles is found off-line. Recently, an interesting 
extension for protecting dynamic traffic is made based on the 
notion of protected working capacity envelope (PWCE) [4, 10, 
11]. The idea is to find a set of p-cycles in advance based on a 
predicted traffic profile. The spare capacity reserved on the 
pre-established p-cycles forms a protected envelope on the 
remaining/working capacity in the network. As long as calls 
can be carried by working capacity inside the envelope, they 
are protected. Accordingly, the call admission control process 
is to find a (single) path within the PWCE. As compared with 
the SBPP schemes, it does not suffer from the scalability issue 
of route advertisement. 
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In this paper, we focus on designing efficient protection 
schemes for dynamic traffic in a WDM (wavelength division 
multiplexed) network that is subject to wavelength continuity 
constraint. Specifically, we assume call arrives in real-time and 
each call is characterized by a bandwidth requirement of one 
wavelength. An active lightpath is to be found for carrying the 
call and every link of the lightpath must use the same 
wavelength (because there is no wavelength converter in the 
network). To protect the active lightpath, we can either use a 
PWCE scheme, or a path-based SBPP scheme. 
Notably, PWCE schemes in [4, 10, 11] assume full 
wavelength conversion capability at every node. To the best of 
our knowledge, the set of PWCE schemes in [6] is the only one 
considers wavelength continuity constraint. Its idea is to find 
an optimal set of p-cycles in advance for full protection of all 
the remaining capacity along every link in the network. To 
achieve 100% protection against any single link failure, half of 
the capacity along each on-cycle link is reserved for protection, 
where the specific set of reserved wavelengths ensures that the 
rerouted active lightpath will use the same wavelength on the 
backup path. It is concluded in [6] that the p-cycle based 
schemes are more capacity efficient than SBPP in dense 
networks. However, the SBPP scheme implemented for 
comparison [6] is based on a set of pre-calculated shortest 
paths, which may not be optimized for dynamic traffic. 
With SBPP, a pair of disjoint active and backup lightpaths 
is found upon each call arrival. In [2], an SBPP scheme with 
wavelength continuity is designed to find the pair of lightpaths 
with minimum total cost, where the cost is measured by 
bandwidth consumption. In order to encourage backup 
resource sharing, a zero-cost is assumed for backup lightpath 
links reserved by on-going calls (whose active lightpaths are 
link-disjoint with the one under consideration). The active and 
backup lightpaths of an admitted call can use different 
wavelengths, but for each path wavelength continuity is 
ensured. (Such an approach is similar to that in [3], except that 
the wavelength continuity constraint is not considered there.) It 
has been shown in [1] that minimizing the total cost of active 
and backup paths (as in [3]) in accepting a new call is not 
effective in minimizing the system call blocking probability. 
This is because active and backup paths are fundamentally 
different and optimizing them using a single cost function is 
inappropriate. Besides, greedily choosing links with zero cost 
may produce excessively long lightpaths.  
In this paper, an efficient dynamic SBPP scheme is 
proposed for WDM networks subject to wavelength continuity 
constraint. In particular, we follow  the two-step approach in 
[1], where in the first step, active path is found using the 
widest-shortest path (WSP) routing [13] and in the second step, 
backup path is determined using the shortest-widest path (SWP) 
routing [14]. Unlike existing SBPP schemes, our design 
optimizes both the active and backup lightpaths according to 
their different natures. A distinct feature of our design is that 
we require both active and backup lightpaths of a call to use 
the same wavelength. In this way, two major advantages can 
be obtained: a) source node can use the same laser for both 
active and backup lightpaths, and b) the scalability issue of 
route advertisement in conventional SBPP is solved. As 
compared with the dynamic p-cycle based PWCE scheme in [6] 
and the SBPP scheme in [2], we show that our two-step routing 
algorithm yields noticeably higher capacity efficiency and 
lower call blocking probability.  
The rest of this paper is organized as follows. Section II 
describes the two-step routing algorithm in detail. Simulations 
are conducted in Section III of performance evaluations. We 
conclude the paper in Section IV. 
II. TWO STEP ROUTING WITH WAVELENGTH CONTINUITY 
CONSTRAINT 
A. Overview 
Without loss of generality, we consider a WDM network 
with W wavelengths (
1 , 2 , … w ) on each link. We assume 
that each call arrival is characterized by a bandwidth demand 
of a single wavelength. Since there is no wavelength converter 
in the network, a lightpath must use the same wavelength on 
every link traversed for carrying the call. We require both 
active and backup lightpaths to use the same wavelength in 
order to avoid the scalability issue related to route 
advertisement as in conventional SBPP, and to save the 
transmitter cost at the source node.  
Note that the roles played by active and backup lightpaths 
are fundamentally different. An active lightpath is dedicated to 
a particular call. The capacity reserved along the active 
lightpath is occupied during the whole call period and does not 
subject to sharing. Therefore, minimizing the length of an 
active lightpath is of paramount importance. On the other hand, 
a backup lightpath will not be occupied unless there is a failure 
on the protected active lightpath. The capacity reserved by a 
backup lightpath can be shared for protecting other link-
disjoint active lightpaths. Intuitively, a load balanced network 
tends to accept more future calls. Therefore, in routing backup 
lightpaths, we target at enhancing the load balancing 
performance of the network, rather than minimizing the length 
of a backup path (as for active lightpaths). 
Following the above argument, two different routing 
algorithms, operated in a two-step fashion, are used for routing 
active and backup lightpaths. In the first step, an active 
lightpath is found using the widest-shortest path (WSP) routing 
algorithm because the primary goal is to minimize network 
resource consumption. In the second step, the backup lightpath 
is determined using the shortest-widest path (SWP) routing 
algorithm for better load balancing. The detailed design of our 
two-step routing algorithm is explained as follows. 
B. Two-step Routing 
For each link l in the network, its physical capacity can be 
divided into three parts: Al, Bl and Rl. Al is the set of 
wavelengths occupied by all active lightpaths traversing this 
link. Bl denotes the set of wavelengths reserved for backup on 
this link. Rl is the set of idle wavelengths on the link. For 
simplicity, we use Al, Bl and Rl to denote the size of Al, Bl and 
Rl.   
When a call from the source node S to destination node D 
arrives, we first find a set of candidate active lightpaths using 
the WSP routing algorithm, and rank them to form an ordered 179
list. Starting from the first candidate active lightpath (i.e. most 
preferred) in the list, we find a backup lightpath for it using the 
SWP routing algorithm. If a backup lightpath is found, the pair 
of active and backup lightpaths is used to accept the new call. 
Otherwise, we repeat the same process using the next 
candidate active lightpath in the list until a backup path is 
found, or the ordered list is exhausted. In the latter case, the 
call is rejected. 
The detailed operations of WSP and SWP routing 
algorithms are presented below. Since the network supports W 
wavelengths and due to wavelength continuity constraint, we 
treat each wavelength as a separate routing plane. WSP 
operates on all the planes in parallel. Consider the operation at 
plane w , i.e. at w . Firstly, we remove all the links with 
w  lA  or w  lB  because they cannot be used to carry the 
active lightpath. We then use the Dijkstra’s algorithm to find 
the shortest path in the pruned topology. (Note that every path 
in a wavelength plane is a lightpath.) If there are more than one 
shortest paths, the widest one is selected to become a candidate 
active lightpath. We define the width of a link as the residual 
bandwidth on the link, i.e. the number of idle wavelengths Rl. 
The width of a path is the width of the bottleneck link along 
the path. Since there are W wavelength planes, we can have up 
to W candidate active lightpaths. They are then ordered based 
on path lengths. 
For a given candidate active lightpath, say at w , the SWP 
routing algorithm is designed to find a shortest-widest path on 
the same w  to function as its backup. First, we remove all the 
links with w  lA  and the links tentatively traversed by the 
current candidate active path, because they cannot be used for 
backup. Then for the remaining links, their w  is either idle or 
being reserved as a backup for some on-going active 
lightpaths. In the latter case, the link-disjointness between the 
active lightpath under consideration and those on-going ones is 
already guaranteed by the pruning process of the WSP routing 
in the first-step. Accordingly, no extra network state 
information needs to be advertized by the routing protocol to 
ensure link-disjointness and in return, the scalability issue 
related to route advertisement in conventional SBPP [4] is 
avoided.  
For each link l in the pruned topology of routing plane w , 
its width is defined based on if w  lB  or not. If w  lB , its 
width is Rl + 1. This is because w  has already been reserved 
for backup and it can now be shared for protecting the current 
active lightpath for free, and the “free” is ensured by 
expanding the width of the link by 1 (for carrying the backup 
lightpath). If w  lB , the width of the link is Rl. With the 
above width definition in mind, the Dijkstra’s algorithm for 
finding the widest path is modified as follows: instead of 
labeling each node by the shortest path to reach it, we label it 
by the bottleneck link width of the widest path to reach this 
node. (Please refer to [1] or [15] for details.) 
When a widest path is found, we further prune the w  
routing plane by removing all the links with width smaller than 
the widest-path-width. For each link l in the pruned topology, 
we define its distance Dl as follows: 
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Based on (1), the backup lightpath is then found by 
applying the Dijkstra’s algorithm to find the shortest 
“distance” path. Note that in (1), the distance of the link with 
sharable backup capacity is halved for encouraging sharing. In 
effect, this is similar to setting zero cost for links with sharable 
backup capacity [2]. The advantage of setting a non-zero 
“distance” is that a reasonable path length can be obtained. 
Since this is a heuristic measure of distance, other distance 
functions are possible.  
The pseudo code of our proposed two-step routing (2-Step) 
is summarized in Fig. 1 with S and D to denote the source and 
destination nodes of a call. 
Step 1:  
  1: WSP operates on each λw plane in parallel. Initialize the queue Q to be 
empty. Initialize variable path_length to be infinity. 
  2: for each link l at λw plane    
  3:     if (λw ∈ Al or λw ∈ Bl)  Remove link l.    
  4: end for 
  5: while ((Dijkstra’s algorithm(S, D) returns a shortest lightpath SP)  
    and (the length of SP ≤ path_length)) 
  6:     path_length = the length of SP; 
    Insert SP into Q;  
    Remove links along SP. 
  7: end while      
  8: if (path_length = infinity)   
  9:     Mark the candidate active lightpath for (S, D) at λw plane APw to be 
inexistent.  
10: else  
11:     Select the widest lightpath SPw from Q; 
    Let SPw be the candidate active lightpath at λw plane, i.e., APw=SPw; 
    Record the length of SPw, i.e., AP_Lenw = path_length; 
12: end if 
13: Rank all available candidate active lightpaths based on path lengths to 
form a list AP_List in an ascending order. 
14: if (AP_List is empty)  
15:     Return FALSE;  // Reject the call. 
Step 2: 
16: while(AP_List is not empty) 
17:      Pop the first member from AP_List. Let it be APw. 
18:      for each link l at λw plane 
19:          if (λw ∈ Al or l ∈ APw)   Remove l. 
20:      end for  
21:      for each link l in the pruned network 
22:          if (λw ∈ Bl )   Width of link l widthl= Rl + 1; 
23:          else   widthl = Rl ; 
24:    end for  
25:    if (modified Dijkstra’s algorithm(S, D) returns a widest path WPw in  
      the pruned network at λw plane) 
26:       Let widest-path-width be the width of WPw.  
27:       for each link l 
          if(widthl < widest-path-width) Remove link l. 180
28:       end for 
29:       if (Dijkstra’s algorithm(S, D) returns a shortest “distance” 
         (as defined in formula (1)) lightpath BPw in the pruned network) 
30:          Set APw and BPw to be the active and backup lightpaths. 
          Do wavelength assignment along APw and BPw. 
          Return TRUE;  // Accept the call. 
31:       else continue; 
32:       end if  
33:     else continue; 
34:     end if 
35: end while 
36: if (AP_List is empty) return FALSE;  // Reject the call. 
Figure 1.  2-Step routing algorithm with wavelength continuity constraint. 
III. PERFORMANCE EVALUATIONS 
We compare the performance of our two-step routing (2-
Step) algorithm with the p-cycle based schemes in [6] and the 
SBPP schemes in [2]. To the best of our knowledge, they 
represent the two best-performing types of dynamic traffic 
protection schemes in WDM networks with wavelength 
continuity constraint.  
The p-cycle based schemes in [6] consist of two phases. In 
the first phase, the set of optimal p-cycles function as the 
protected working capacity envelope is obtained by solving an 
ILP. In the second phase, upon each call arrival, a routing 
algorithm is used to find the active lightpath. Two routing 
algorithms are proposed in [6], Least Loaded Routing (LLR) 
and Most Free Routing (MFR). In LLR, the least loaded path is 
selected from three pre-calculated shortest paths between the 
source-destination pair. Same is true for MFR. We implement 
both LLR and MFR for comparison in this section.  
Among the set of SBPP schemes proposed in [2], 
Wavelength-Scan Algorithm with Shared Protection (WSASP) 
gives the best performance under high traffic loads, and second 
to the best (and with a very narrow gap) under low traffic loads. 
WSASP is thus implemented as another representative for 
comparison.  
A variant of our two-step routing, denoted as 2-Step 
Relaxed, is also implemented. In particular, we relax the 
constraint that both active and backup lightpaths must use the 
same wavelength. Apparently, 2-Step Relaxed should be able 
to yield a lower call blocking probability than 2-Step due to its 
increased flexibility in finding a backup lightpath. But we will 
show this is not true.  
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Figure 2.  Pan-European COST 239 network with 11 nodes and 26 
bidirectional links. 
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Figure 3.  ARPANET network with 20 nodes and 32 bidirectional links. 
We consider two benchmark networks in our simulations: 
Pan-European COST 239 in Fig. 2 and ARPANET in Fig. 3. 
Each link shown in Figs. 2 & 3 is a bidirectional link, and in 
each direction a unidirectional link can carry the same number 
of wavelength channels. Each call has a randomly chosen pair 
of source and destination nodes and with a bandwidth demand 
of a single wavelength. For simplicity, we assume admitted 
calls will not depart the system. 
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Figure 4.  Call Blocking Probability vs. Call Request Number for Pan-
European COST 239 network. 
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Figure 5.  Call Blocking Probability vs. Call Request Number for ARPANET 
network. 181
In Fig. 4, we plot the call blocking probability against the 
number of calls arrived, or call request number, for the Pan-
European COST 239. In particular, we assume 20 wavelengths 
on each unidirectional link.  
From the figure, we can see that WSASP gives the 
highest/poorest call blocking performance and our 2-Step gives 
the lowest/best. For example at a call request number of 370, 
our 2-Step has a call blocking probability of 0.03, whereas 
those of LLR, MFR, WSASP and 2-Step Relaxed are 0.06, 
0.04, 0.19 and 0.04, respectively. 2-Step can cut down the call 
blocking probability by 50%, 25%, 84% and 25%, 
respectively.  
The performance gap between our 2-Step and WSASP is 
significant, because our 2-Step avoids using low-capacity links 
while WSASP only cares about reducing the total bandwidth 
cost of active and backup paths. Comparatively, the gap 
between our 2-Step and LLR or MFR is less significant. This 
indicates that a load balanced network is effective to accept 
more calls, because load balancing is also considered in these 
two algorithms. However, in these p-cycle based schemes, half 
of the capacity along each on-cycle link has been reserved for 
protection, and the active path is selected from three pre-
calculated shortest paths. Therefore, the active path found 
could not be cost-efficient.  
In Fig. 5, we plot the call blocking probability against the 
call request number for the ARPANET network, assuming 30 
wavelengths on each unidirectional link. The same result as 
above can be shown in the figure: our 2-Step yields the lowest 
blocking probability among all the schemes. 
Focusing on 2-Step Relaxed and 2-Step, we can see that 2-
Step does not degrade the call blocking probability but 
outperforms the other with a gap above 20%. 2-Step Relaxed 
can greedily find the shortest widest lightpath as backup for a 
new call from all wavelength planes, because of the increased 
flexibility in finding a backup lightpath. As compared with 2-
Step, the lightpaths reserved (by 2-Step Relaxed) for on-going 
calls may involve more wavelength planes, when a certain 
amount of calls are accepted. In other words, with 2-Step 
Relaxed, the topology in each wavelength plane quickly turns 
to be incomplete or even disconnected when finding the active 
and backup lightpaths for subsequent calls. Accordingly, it is 
highly probable that the active or backup lightpath cannot be 
found, and the corresponding call is thus rejected. Instead, with 
2-Step, the call admission capability in a network can be 
enhanced by orderly placing both the active and backup 
lightpaths of a call in the same wavelength plane. 
IV. CONCLUSION 
Considering wavelength continuity constraint, we proposed 
a two-step routing algorithm for dynamic lightpath protection. 
In the first step, we use the widest-shortest path (WSP) routing 
algorithm to find the active lightpath with the main objective 
of minimizing network resource consumption. In the second 
step, backup lightpath is determined using the shortest-widest 
path (SWP) routing algorithm for better load balancing. A 
distinct feature of our design is that we require both active and 
backup lightpaths of a call to use the same wavelength. Two 
major advantages of this feature are: a) source node can use the 
same laser for both active and backup lightpaths, and b) the 
scalability issue related to route advertisement is solved. We 
indicate that this stringent requirement does not incur 
performance degradation but can help enhance the call 
blocking admission capability. Through comparing with the 
existing SBPP and dynamic p-cycle based schemes, we show 
our algorithm possesses significantly higher capacity 
efficiency and lower call blocking probability. 
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