Abstract
Introduction
Dams were conceived with the purpose of bringing great benefits to society. It is expected that their construction, operation and eventual decommissioning should occur safely. If a dam breaks down it can cause great destruction, with loss of human lives, environmental damage and huge material losses. This way, a safe project, an adequate construction and the correct operation of dams is a worldwide concern. In Brazil, guidelines aiming at dams' safety were issued in 1983 by the Brazilian Committee of Large Dams (CBGB -Comitê Brasileiro de Grandes Barragens) [3] .
An adequate instrumentation system capable of monitoring the geotechnical and structural behavior of the structure and its foundation is very important to follow up the dam safety and its integrity assessment. This monitoring generates a large data set composed by the periodical readings of the instruments during many years. It is essential that the instrumentation data be processed, reviewed and assessed by specialists of the area [5] . During this task it is important to separate the information that is really relevant to understand and solve the problem, from the information that is not so representative.
Itaipu Dam
Itaipu Dam is one of the biggest dams in the planet, located at the border of Brazil and Paraguay. It has 7,700 m of extension between the two margins of Parana river. Itaipu is the world largest hydro electrical power producer [6] . There are more than 2200 instruments installed in the dam structure and foundation like piezometers, extensometers, pendulums and flow gauges. These instruments have been periodically monitored since 1986 forming a huge data set composed by the instruments readings. It is essential to identify which instruments are truly significant for the analysis of the dam's behavior.
Itaipu finished implanting the automatic data acquisition system in approximately 210 instruments in 2006. The company's team of engineers selected these instruments for automation considering their importance for the diagnosis of the structures' safety, due to their location and past results, among other reasons. Itaipu dam is divided into sectors. Sector F is considered the most important. In this Sector F there are 30 instruments called extensometers. Eleven of them were automated. Extensometers ( Figure 1 ) measure movement / displacement of soil or rock layers [1] . Each one of these 30 extensometers has one, two or three rods, totaling 72 displacement measurements. Twenty four of these rods have automated acquisition data. In this work we use a data set composed by the readings of the Sector F extensometers in the period from January/1996 to May/2006, totaling 72 time series of 125 readings each. Due to the large amount of collected and stored data, as well as to the possibility of useful but hidden information, it is necessary to use techniques that may allow us to transform data into knowledge. Besides transforming data into useful information, we must supply the users with information that is understandable. Obtaining useful and understandable information from a database is interesting for the most different areas of knowledge.
The KDD Process
The KDD -Knowledge Discovery in Databasesprocess is a set of continuous activities that share the knowledge discovered in databases. This set is composed by 5 steps: data selection, pre-processing and data cleaning, data transformation (Data Warehouse), Data Mining, result interpretation and evaluation [4] .
The KDD process starts with an organized clustering of the mass of data. The data-cleaning step is performed by pre-processing those data in order to adapt them to the mathematical algorithms. Next, those data go through a transformation that will store them adequately in order to use the Data Mining techniques, which start by selecting the tools that shall be used. The main tasks in Data Mining are association, classification and clustering [8] . In the end of Data Mining process, it is produced a discovery report. The interpretation of the results of this report generates knowledge. A great advantage of Data Mining is that this information is discovered without being expected, because this information was unknown and it was not necessary to present a hypothesis about it.
In this work, the KDD process was used to confirm (or not) the choice made by Itaipu engineering team of automated 24 from the 72 extensometers rods of Sector F, by applying mathematical models capable of performing this task. So we had to identify the most important extensometers by observing the 72 attributes applying Data Mining techniques.
Methodology
Time series is a set of observations sequentially generated in time and that shows a serial dependency between them. The purpose of analyzing Time Series is to: forecast future values in the series, describe the series' behavior and identify the mechanism that generated the series. Box & Jenkins' methodology is the most important work in the area of forecasting Time Series. The following steps compose it: model identification, model estimation and verification of the model's adequacy. [2] Each one of the 72 rods displacement measures composed a time series and was called a "variable" identified as follows: for instance, equip4_1, means extensometer 4 and rod 1. As the data used were dated from January/1996 to May/2006, totaling 125 readings, we had a matrix of order 125 x 72. For most instruments there was a monthly reading, but some of them presented more than a reading per month and in these cases we took the monthly average. Some of the instruments had missing readings and, in these situations, forecasts were made by means of time series (methodology Box e Jenkins) [2] so that all instruments had exactly 125 readings.
Given the forecasts made with Time Series, we then carried out the following analysis: Principal Component Analysis, Factor Analysis and Clustering Analysis [7] . All this work was done with the aid of the computational software Statgraphics Centurium XV.
The Principal Component Analysis is used to analyze the relationship among the variables of a set, transforming the original set into a new one composed by non-correlated variables called Principal Components, which have special properties in terms of variances. The Principal Components are linear combinations of the original variables and they are obtained in a descendant priority order. The larger part of the data variability may be explained by a small number of principal components.
The main objectives of the Principal Component Analysis are: to reduce the number of variables, to indicate which variables or variable sets explain the larger part of the total variability, revealing which kind of relationship exists among them. It is useful as an auxiliary method in Regression, Factor Analysis and Clustering Analysis. In the Principal Components Analysis, we can verify, for example, that some components represent a non-significant portion of the total variability (less than 1%) and that some variables are important (weights greater than 0,5 or less than -0,5) for these components. The most important variables corresponding to the less important components should not be selected.
Factor Analysis is a technique used to explain the correlations between a large set of variables in terms of a set of few non-observable random variables, which are called factors. Within a same group, variables are highly correlated between one another and correlations are few from one group to another. Each group represents a factor that is responsible for the observed correlations. Communality is the variable variance part that is distributed throughout the factors.
In Factor Analysis, communality represents that percentage of variance of the variable that is not random, i.e., comes from the factors. Therefore, an additional criterion to select variables may be discarding those variables that have a lower communality. A low communality value indicates that the instrument and/or the corresponding rods do not work well, in the case being analyzed.
Clustering Analysis is a technique in which clustering is made based on similarity or distance. Some of the distances that may be used are: Euclidean distance, squared Euclidean distance, cityblock distance (Manhattan) and Mahalanobis' distance (statistical distance).
Clustering may be hierarchic or non-hierarchic. In the hierarchic clustering there are as many groups as are the objects. Several different objects are clustered first. Then, these initial clusters are merged according to their similarities and eventually, by relaxing the similarity criterion, those subgroups merge until they form one single cluster. Clustering is carried out through connections. The most common connection types are: simple connection (closest neighbor), complete connection (most distant neighbor), average connection (distances average), Centroid Method and Ward's Method. The non-hierarchic clustering is used when the intention is to form k clusters. The mostly used non-hierarchic Clustering Method is the k-averages algorithm.
In Clustering Analysis, clusters are formed so that the variables within each cluster are highly correlated. Thus, the variables selection criterion in this work was aimed to eliminate variables in order to keep at least one variable to represent the cluster. In this way, we applied the Principal Component Analysis and Factor Analysis into each one of the formed clusters in order to select the variables that should remain in the cluster, representing it.
The methodology adopted to reach the proposed goal is presented in flowchart (Figure 2 ). 
Results
As we can see in flowchart, for the 1 st . stage composed by Temporal Series, the model was automatically chosen according to the Akaike criterion (AIC) and also observing the root mean squared error (RMSE). We observed the residual integrated periodogram and in some cases, after analyzing the p-values in the parameters' "t" testing, the model was substituted by other considered more adequate or more economical.
Once performed the interpolations by Temporal Series, in the following 2 nd. ad 3 rd . stages, respectively, there were conducted Principal Component Analysis and Factor Analysis, in order to select the most important variables among the 72 original ones.
In the Principal Component Analysis (2 nd. stage), 62 components represent a non-significant portion of the total variability (less than 1%). Observing the important variables to these components, i.e., those which weights are greater than 0.5 or smaller than -0.5, it were discarded only 13 variables, remaining 59 variables. These ones, 17 variables are common with those automated by Itaipu. It was not a good criterion, because it would be remained an excessive quantity of variables.
In the Factor Analysis, 3 rd. stage, it would be discarded the variables with low communalities, but none variable presented communality smaller than 0.73. Communality equal to 0.73 indicates that 73% of the variance of the variable is distributed to the factors and that only 27% is random. It means that the corresponding instrument or rod works well.
In the Clustering Analysis (4 th . stage), five clusters were observed:
• cluster 1 was formed by 11 variables: equip1_1, equip1_2, equip4_1, equip4_2, equip6_1, equip6_2, equip21_1, equip21_2, equip26_1, equip26_2 and equip31_1;
• cluster 2 was formed by 23 variables: equip2_1, equip2_2, equip3_2, equip5_1, equip5_2, equip7_3, equip8_2, equip12_1, equip13_2, equip13_3, equip14_2, equip15_1, equip20_2, equip20_3, equip23_3, equip27_1, equip27_2, equip29_2, equip32_1, equip33_1, equip33_2, equip33_3 and equip34_3;
• cluster 3 was formed by 14 variables: equip3_1, equip8_3, equip12_2, equip14_3, equip15_2, equip18_3, equip19_3, equip24_3, equip25_2, equip25_3, equip32_2, equip32_3, equip35_1 and equip35_2;
• cluster 4 was formed by 11 variables: equip7_1, equip7_2, equip8_1, equip14_1, equip19_1, equip19_2, equip25_1, equip28_1, equip28_2, equip29_1 and equip34_2;
• cluster 5 was formed by 13 variables: equip11_1, equip13_1, equip18_1, equip18_2, equip20_1, equip22_1, equip22_2, equip22_3, equip23_1, equip23_2, equip24_1, equip24_2 and equip34_1.
An important remark is that Itaipu's engineering team automated all six instruments (totaling 11 rods) in cluster 1. These 11 rods are installed in different concrete blocks of Sector F. The dendrogram, with the five clusters, is shown in Figure 3 .
Observing the five clustering groups in the present work, the Principal Component Analysis and the Factor Analysis were applied to each group in order to identify which instruments were the most important (5 th . and e 6 th . stages, respectively in flowchart).
In Principal Component Analysis applied to each cluster (5 th. stage), using the criterion of the 2 nd.
stage, there were discarded nine variables for cluster 1, four variables for cluster 2, three variables for cluster 3, three variables for cluster 4 and nine variables for cluster 5, totalizing 28 discarded variables. Therefore 44 variables remained and we verify that, as in 2 nd. stage, it is not a good criterion, since a excessive quantity of variables remained.
In Factor Analysis (6 th . stage), focusing the communality of each variable, we verified which variables should be selected because of their higher communalities. The higher communalities indicated the lower random variations of the variables.
The following analysis were made: the first analysis, remaining the three variable's higher communality; the second analysis, remaining the four variable's higher communality; the third analysis, remaining the five variable's higher communality and the fourth analysis, remaining the six variable's higher communality. Table 1 shows these results.
The possibility of maintaining more instruments were not considered because of the fact that only 24 rods were automated by Itaipu.
Variables with smaller communalities (which are not necessarily low) were discarded. These communalities appear like shaded cells in Table 2 .
Applying the Factor Analysis separately to each cluster after forming clusters, we observed that a significant number of variables were discarded. In first analysis, 57 variables were discarded and 15 were kept (from those, nine variables -presented like shaded cells in Table 1 -Itaipu's team also considered important). In the second analysis, 52 variables were discarded and 20 were kept (from those, 10 Itaipu's team also considered important). In third analysis, 47 variables were discarded and 25 were kept (from those, 12 variables Itaipu's team also considered important). In fourth analysis, 42 variables were discarded and 30 were kept (from those, 13 variables Itaipu's team also considered important). Table 1 also shows the results keeping the instruments with all their rods. In this case, for the first analysis, from the 13 significant instruments there is a 72.7% superimposition in relation to the instruments that the engineers chose. For second and third analysis, this superimposition increases to 81.8%. x  equip7_2  equip7_3  equip8_1  equip8_2  equip8_3  equip11_1  equip12_1  equip12_2  equip13_1  equip13_2  equip13_3  equip14_1  x  x  x  x  equip14_2  equip14_3  x  equip15_1  equip15_2  equip18_1  equip18_2  equip18_3  equip19_1  equip19_2  equip19_3  equip20_1  equip20_2  equip20_3  equip21_1 x
Continuous Table 1 . So we considered the third analysis like the best option to variable selection. In this case the best results were obtained considering the five most important variables (rods) inside each group.
Conclusions
This paper presents a methodology that can be included in the KDD area and has the purpose of detecting the main instruments among the 2,200 ones installed in Itaipu dam. The purpose of defining the most important instruments lies in the fact that the efficacy and efficiency of the readings shall be maximized (automation of the principal instruments) with a minimum cost.
Applying the Factor Analysis after forming Clusters, separately to each cluster, we observed that a significant number of variables were discarded. We observed that an increase in the number of significant variables generated no increase proportionally to the number of common variables that the engineers team chose. Anyway, the best superimposition in relation to the variables chosen by the engineers, showing that is the most adequate analysis, was the third one (6 th . stage), because from a set of the 25 significant variables there were 50% of superimposition, i.e., 12 variables.
The result was even better when option was made keeping the instrument with all its rods. In this case, for the first analysis, from the 13 significant instruments there was 72.7% of superimposition in relation to the instruments the engineers chose. For second and third analysis, this superimposition increased for 81,8%. So we considered the third analysis (6 th . stage) like the best option to variable selection.
It is worthwhile pointing out that this methodology was applied only to the extensometers located at Sector F, but it could easily be applied to any or all other instruments in the dam.
