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Abstract
This paper presents new fixed point results for a general class of maps defined on Fréchet spaces.
Our results in particular apply to Kakutani, acyclic, O’Neill, approximable, admissible with respect
to Gorniewicz and Uκc maps.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
This paper presents new fixed point theorems for maps defined on Fréchet spaces
(complete metrizable locally convex linear topological spaces). In particular we will be
able to deduce results for upper semicontinuous maps which are either
(a) Kakutani,
(b) acyclic,
(c) O’Neill,
(d) approximable,
or
(e) admissible (strongly) in the sense of Gorniewicz.
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The literature on fixed point theory in Fréchet spaces usually begins with the Schauder–
Tychonoff theorem (or its multivalued analogue).
Theorem 1.1. Let C be a convex subset of a Fréchet space and F :C → C a compact,
continuous map. Then F has a fixed point in C.
In applications to construct a set C so that F takes C back into C is very difficult
and sometimes impossible. As a result it makes sense to discuss maps F : C → E. In
the literature to discuss maps F :C → E many authors present variations of the Leray–
Schauder alternative. A typical theorem is the following (see, for example, [15]).
Theorem 1.2. Let E be a Fréchet space, C a convex subset of E, U an open subset of C
and 0 ∈ U . Suppose F :U → C (here U denotes the closure of U in C) is a continuous,
compact map. Then either
(A1) F has a fixed point in U , or
(A2) there exists u ∈ ∂U (the boundary of U in C) and λ ∈ (0,1) with u= λF(u).
In the Banach space setting Theorem 1.2 is applicable to wide classes of problems.
However, in the nonnormable situation Theorem 1.2 is rarely of interest from an application
viewpoint (this point seems to be overlooked by many authors) since in applications usually
C = E and the set U constructed is usually bounded, and so has empty interior. As a result
from an application viewpoint, Theorem 1.2 needs to be adjusted.
This paper presents an approach which is based on the fact that a Fréchet space can be
viewed as a projective limit of a sequence of Banach spaces {En}n∈N (hereN = {1,2, . . .}).
In this approach [3,11] we assume that there are maps Fn defined on subsets of En whose
fixed points converge to a fixed point of F .
For the remainder of this section we present some definitions and some known facts. Let
X and Y be subsets of Hausdorff topological vector spacesE1 andE2, respectively. We will
look at maps F :X→K(Y ); here K(Y ) denotes the family of nonempty compact subsets
of Y . We say F :X→K(Y ) is Kakutani if F is upper semicontinuous with convex values.
A nonempty topological space is said to be acyclic if all its reduced ˘Cech homology groups
over the rationals are trivial. Now F :X→K(Y ) is acyclic if F is upper semicontinuous
with acyclic values. F :X→K(Y ) is said to be an O’Neill map if F is continuous and if
the values of F consist of one or m acyclic components (here m is fixed).
Given two open neighborhoods U and V of the origins in E1 and E2, respectively, a
(U,V )-approximate continuous selection [7] of F :X→ K(Y ) is a continuous function
s :X→ Y satisfying
s(x) ∈ (F [(x +U) ∩X]+ V )∩ Y for every x ∈X.
We say F :X→ K(Y ) is approximable if it is a closed map and if its restriction F |K to
any compact subset K of X admits a (U,V )-approximate continuous selection for every
open neighborhood U and V of the origins in E1 and E2, respectively.
For our next definition let X and Y be metric spaces. A continuous single valued map
p :Y →X is called a Vietoris map if the following two conditions are satisfied:
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(i) for each x ∈X, the set p−1(x) is acyclic,
(ii) p is a proper map, i.e., for every compact A⊆X we have that p−1(A) is compact.
Definition 1.1. A multifunction φ :X → K(Y ) is admissible (strongly) in the sense of
Gorniewicz, if φ :X→ K(Y ) is upper semicontinuous, and if there exists a metric space
Z and two continuous maps p :Z→X and q :Z→ Y such that
(i) p is a Vietoris map, and
(ii) φ(x)= q(p−1(x)) for any x ∈X.
Remark 1.1. It should be noted [8, p. 179] that φ upper semicontinuous is redundant in
Definition 1.1.
Suppose X and Y are Hausdorff topological spaces. Given a class X of maps, X (X,Y )
denotes the set of maps F :X→ 2Y (nonempty subsets of Y ) belonging to X , and Xc the
set of finite compositions of maps in X . A class U of maps is defined by the following
properties:
(i) U contains the class C of single valued continuous functions;
(ii) each F ∈ Uc is upper semicontinuous and compact valued; and
(iii) for any polytope P , F ∈ Uc(P,P ) has a fixed point, where the intermediate spaces of
composites are suitably chosen for each U .
Definition 1.2. F ∈ Uκc (X,Y ) if for any compact subset K of X, there is a G ∈ Uc(K,Y )
with G(x)⊆ F(x) for each x ∈K .
Examples of Uκc maps are the Kakutani maps, the acyclic maps, the O’Neill maps, and
the maps admissible in the sense of Gorniewicz.
A more general class of maps was presented by Park in [14].
Definition 1.3. We say G ∈ B(X,Y ) if G :X→ 2Y is such that for any polytope P in X
and any continuous function g :G(P)→ P , the composition g(G|P ) :P → 2P has a fixed
point.
Definition 1.4. F ∈ Bκ(X,Y ) (i.e., F is Bκ -admissible) if F :X→ 2Y is such that for any
compact, convex subset K of X, there exists a closed mapG ∈ B(K,Y ) with G(x)⊆ F(x)
for each x ∈K .
Let (X,d) be a metric space and ΩX the bounded subsets of X. The Kuratowski
measure of noncompactness is the map α :ΩX →[0,∞] defined by
α(B)= inf
{
r > 0: B ⊆
n⋃
i=1
Bi and diam(Bi) r
}
.
Let S be a nonempty subset of X. For each x ∈X, define d(x,S)= infy∈S d(x, y). We say
a set is countably bounded if it is countable and bounded. Now suppose G :S→ 2X. Then
G :S→ 2X is
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(i) countably k-set contractive (here k  0) if G(S) is bounded and α(G(W)) kα(W)
for all countably bounded sets W of S,
(ii) countably condensing if G(S) is bounded, G is countably 1-set contractive and
α(G(W)) < α(W) for all countably bounded sets W of S with α(W) = 0,
(iii) hemicompact if each sequence {xn}n∈N in S has a convergent subsequence whenever
d(xn,G(xn))→ 0 as n→∞.
We now present a result from the literature [1,16] which will be needed in Section 2.
Theorem 1.3. Let (X,d) be a metric space, D a nonempty, complete subset of X, and
G :D→ 2X a countably condensing map. Then G is hemicompact.
2. Fixed point theory in Fréchet spaces
Let E = (E, {| · |n}n∈N) be a Fréchet space with the topology generated by a family of
seminorms {| · |n: n ∈N}. We assume the family of seminorms satisfy
|x|1  |x|2  |x|3  · · · for every x ∈E.
We also assume for each n ∈N that (En, | · |n) is a Banach space and suppose
E1 ⊇E2 ⊇ · · ·
with |x|n  |x|n+1 for all x ∈ En+1. Also assume E = ⋂∞n=1 En where ⋂∞1 is the
generalized intersection as described in [9, p. 439] (i.e., E is the projective limit of
{En}n∈N ) with the embeddingµn :E→En. We are interested in showing that the inclusion
y ∈ Fy (2.1)
has a solution in E.
Our approach to establish existence is based on assuming that there exists a sequence
of maps {Fn}, whose fixed points converge to a fixed point of the map F ; to fulfill this a
particular closure type property must be satisfied. This closure type property specifies the
relationship between the maps Fn and F . Moreover, this approach allows us to see that
any fixed point theorem in the Banach space setting has an analogue in the Fréchet space
setting provided this closure type property is satisfied.
We begin our discussion by presenting a very general nonlinear alternative of Leray–
Schauder type in the Fréchet space setting.
Theorem 2.1. For each n ∈ N , let Un be an open subset of En, Fn :Un → 2En and F :
Y → E for some Y ⊆ E; here Un denotes the closure of Un in En. Suppose the following
conditions are satisfied:
for each n ∈N, ∃yn ∈ Un with yn ∈ Fnyn in En; (2.2){ for each k ∈N, and any subsequence Nk of {k, k+ 1, . . .},
there exists a subsequence Sk of Nk and a zk ∈Ek
with yn→ zk in Ek as n→∞ in Sk;
(2.3)
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and 

if there exists a w ∈E such that for every k ∈N
there exists a subsequence S ⊆ {k+ 1, k + 2, . . .}
of N with yn→w in Ek as n→∞ in S,
then w ∈ Fw in E.
(2.4)
Also we assume either
U1 ⊇U2 ⊇ · · · (2.5a)
or
for each n ∈ {2,3, . . .}, yn ∈Um for m ∈ {1, . . . , n− 1} (2.5b)
holds. Then (2.1) has a solution y in E (in fact µn(y) ∈Un for every n ∈N ).
Proof. Look at {yn}n∈N . Now (2.3) guarantees that there exists a subsequence N/1 of N
and a z1 ∈ E1 with yn → z1 in E1 as n→∞ in N/1 . Notice also that yn ∈ U1 for n ∈ N
(this is clear if (2.5a) holds whereas if (2.5b) holds then if n ∈ N\{1} we have yn ∈ Un,
so (2.5b) implies yn ∈ U1 since 1 ∈ {1,2, . . . , n− 1}), so z1 ∈U1. Let N1 =N/1\{1}. Look
at {yn}n∈N1 . Then there exists a subsequence N/2 of N1 and a z2 ∈ E2 with yn → z2 in
E2 as n→∞ in N/2 . Notice yn ∈ U2 for n ∈ N\{1}, so z2 ∈ U2. Also note |z2 − z1|1 = 0
since N/2 ⊆N/1 and E1 ⊇ E2. Thus z2 = z1 in E1. Let N2 =N/2\{2}. Proceed inductively
to obtain subsequences of integers
N/1 ⊇N/2 ⊇ · · · , N/k ⊆ {k, k+ 1, . . .},
and zk ∈ Ek with yn → zk in Ek as n→∞ in N/k . Note zk+1 = zk in Ek and zk ∈ Uk for
k ∈N . Now let Nk =N/k \{k}.
Fix k ∈N . Let y = zk in Ek (i.e., µk(y)= zk). Notice y is well defined and y ∈E. Now
yn → y in Ek as n→∞ in Nk (since y = zk in Ek) together with (2.4) implies y ∈ Fy
in E. ✷
Next we discuss assumptions (2.2)–(2.4).
Assumption (2.2). If for each n ∈ N , 0 ∈ Un, Un is a convex subset of En and Fn ∈
Ukc (Un,En) is a compact (or condensing or countably condensing) map with y /∈ λFny
in En for all λ ∈ (0,1) and y ∈ ∂Un (here ∂Un denotes the boundary of Un in En), then
the Leray–Schauder alternative for Ukc maps [11] guarantees that (2.2) holds. In particular
(2.2) is true if the maps Fn :Un→K(En) (n ∈N ) are acyclic, approximable or admissible
with respect to Gorniewicz. In fact, we can delete the assumption that Un is convex for
each n ∈N if we consider acyclic or approximable maps (see [4]).
Assumption (2.4). This is a closure type property and is easily checked in applications
(see [3,10]). In the particular case when F be defined on E1 and Fn = F |En for each n ∈N
(which is the case if we consider Volterra operators) with F :Un→ 2En a closed map, then
clearly (2.4) holds.
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Assumption (2.3). (a) If {yn}nk is relatively compact in Ek for each k ∈N , then clearly
(2.3) holds.
(b) Suppose F is defined on E1 and Fn = F |En for each n ∈ N with F :Un → 2En a
countably condensing (or, more generally, a hemicompact) map. Then (2.3) holds.
To see this fix k ∈ N and any subsequence Nk of {k, k + 1, . . .}. We wish to apply
Theorem 1.3 with X = Ek , D = Uk and G= F . Note yk ∈ Uk by (2.2) and also yn ∈ Uk
for n ∈Nk\{k} (this is clear if (2.5a) holds whereas if (2.5b) holds then n ∈Nk\{k} means
n > k, so yn ∈ Un from (2.2) together with (2.5b) implies yn ∈ Uk since k ∈ {1, . . . , n−1}).
Also notice dk(yn,Fyn) = 0 for each n ∈ Nk since |x|n  |x|n+1 for all x ∈ En+1 and
yn ∈ Fyn in En; here dk(x,Z)= infy∈Z |x − y|k for Z ⊆X. Now Theorem 1.3 guarantees
(2.3).
(c) Suppose (2.5a) holds and for each n ∈ N assume the map Kn :Un → 2En given by
Kny =⋃∞m=n Fmy is countably condensing. Then (2.3) holds.
Note the definition of Kn is as follows. If y ∈ Un and y /∈ Un+1 then Kny = Fny ,
whereas if y ∈Un+1 and y /∈ Un+2 then Kny = Fny ∪Fn+1y , and so on.
To see (2.3) fix k ∈ N and any subsequence Nk of {k, k + 1, . . .}. We wish to apply
Theorem 1.3 with X = Ek , D = Uk and G = Kk . Notice yn ∈ Uk for n ∈ Nk and
dk(yn,Kkyn) = 0 for each n ∈ Nk since |x|n  |x|n+1 for all x ∈ En+1 and yn ∈ Fnyn
in En. Now (2.3) follows immediately from Theorem 1.3.
Next we present a result for self maps. The proof is the same as that in Theorem 2.1.
Theorem 2.2. For each n ∈N , let Cn be a closed convex subset of En, Fn :Cn → 2Cn and
F :Y →E for some Y ⊆E. Suppose the following condition is satisfied:
for each n ∈N, ∃yn ∈ Cn with yn ∈ Fnyn in En. (2.6)
Also assume (2.3) and (2.4) hold. In addition suppose either
C1 ⊇ C2 ⊇ C3 ⊇ · · · (2.7a)
or
for each n ∈ {2,3, . . .}, yn ∈Cm for m ∈ {1, . . . , n− 1} (2.7b)
holds. Then (2.1) has a solution y in E (in fact µn(y) ∈Cn for every n ∈N ).
Remark 2.1. If for each n ∈ N , 0 ∈ Un, Fn ∈ Ukc (Cn,Cn) is a compact (or condensing
or countably condensing) map, then [11] guarantees that (2.6) holds. In fact Ukc (Cn,Cn)
could be replaced by Bk(Cn,Cn) if we use the results in [6,12].
Finally, we present a Krasnoselskii–Petryshyn type result in the Fréchet space setting.
For this result for n ∈N , Cn will be a cone in En and for ρ > 0 we will let
Un,ρ =
{
x ∈En: |x|n < ρ
}
.
Theorem 2.3. For each n ∈ N , let Cn be a cone in En and γ, r,R be constants with
0 < γ < r < R. Also for each n ∈ N let Fn :Un,R ∩ Cn → 2Cn and F :Y → E for some
Y ⊆E. Suppose the following conditions are satisfied:
for each n ∈N, ∃yn ∈ (Un,R\Un,r )∩Cn with yn ∈ Fnyn in En; (2.8)
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and { for every k ∈N and any subsequence A⊆ {k, k + 1, . . .}
if x ∈Cn, n ∈A, is such that R  |x|n  r
then |x|k  γ.
(2.9)
Also assume (2.3) and (2.4) are satisfied and suppose either (2.7a) or (2.7b) holds. Then
(2.1) has a solution y in E (in fact µn(y) ∈ (Un,R\Un,γ )∩Cn for every n ∈N ).
Proof. Look at {yn}n∈N . Note yn ∈ (U1,R\U1,γ ) ∩ C1 for n ∈ N . To see this notice
|yn|n  R and |x|1  |x|n for all x ∈ En implies |yn|1  R, and so yn ∈ U1,R for n ∈ N .
On the other hand, |yn|n  r , yn ∈ Cn, together with (2.9) implies |yn|1  γ . Thus
yn ∈ U1,R\U1,γ for n ∈ N . Also (2.7a) or (2.7b) implies yn ∈ C1 for n ∈ N . Now (2.3)
guarantees that there exists a subsequence N/1 of N and a z1 ∈ E1 with yn → z1 in E1 as
n→∞ in N/1 . Notice z1 ∈ C1 and γ  |z1|1  R. Let N1 =N/1\{1}. Proceed inductively
to obtain subsequences of integers
N/1 ⊇N/2 ⊇ · · · , N/k ⊆ {k, k+ 1, . . .},
and zk ∈ (Uk,R\Uk,γ ) ∩ Ck with yn → zk in Ek as n→∞ in N/k . Note zk+1 = zk in Ek
for k ∈N . Now let Nk =N/k \{k}. Fix k ∈N . Let y = zk in Ek . Now (2.4) guarantees that
y ∈ Fy . ✷
Next we discuss assumption (2.8).
Assumption (2.8). For each n ∈ N , assume Fn :Un,R ∩ Cn → CK(Cn) is a upper semi-
continuous countably k-set contractive (here 0  k < 1) map; here CK(Cn) denotes the
family of nonempty convex, compact subsets of En. Also suppose the following conditions
are satisfied:
for each n ∈N, | · |n is increasing w.r.t. Cn; (2.10)
for each n ∈N, |y|n  |x|n ∀y ∈ Fnx, ∀x ∈ ∂EnUn,r ∩Cn; (2.11)
and
for each n ∈N, |y|n > |x|n ∀y ∈ Fnx, ∀x ∈ ∂EnUn,R ∩Cn. (2.12)
Then [2] guarantees that (2.8) holds.
Remark 2.2. Note [2] thatUn,r can be replaced byUn,R in (2.11) providedUn,R is replaced
by Un,r in (2.12).
Remark 2.3. Also above (2.10) and (2.12) can be replaced by the Leggett–Williams con-
dition (in this case apply [5])

for each n ∈N, ∃u0,n ∈Cn\{0} with y  x for all
y ∈ Fnx and x ∈ (∂EnUn,R ∩Cn)∩C(u0,n); here
C(u0,n)= {u ∈Cn: ∃λ > 0 with u λu0,n}.
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Remark 2.4. Also above for each n ∈ N , the map Fn :Un,R ∩ Cn → CK(Cn) could
be replaced by (i) a map Fn :Un,R ∩ Cn → K(Cn) which is admissible with respect to
Gorniewicz if one uses a result in [9], or (ii) a map Fn ∈ Ukc (Un,R ∩ Cn,Cn) if one uses a
result in [13].
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