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Abstract
Previous studies in speculative prefetching focus on
building and evaluating access models for the purpose of
access prediction. This paper, on the other hand, inves-
tigates the performance of speculative prefetching. When
prefetching is performed speculatively, there is bound to be
an increase in the network load. Furthermore, the prefetched
items must compete for space with existing cache occupants.
These two factors — increased load and eviction of poten-
tially useful cache entries — are considered in the analysis.
We obtain the following conclusion: to maximise the im-
provement in access time, prefetch exclusively all items with
access probabilities exceeding a certain threshold.
1. Introduction
Caching and prefetching of data have been used to im-
prove the speed of information access. In caching, copies of
remote data are kept locally to reduce access time of repeat-
edly accessed data [9, 6]. In prefetching, access to remote
data is anticipated and the data is fetched before it is required
[5]. This is in contrast to demand fetch where data is fetched
only when it is actually requested.
Prefetching can either be speculative, where the knowl-
edge about future accesses is not perfect, or informed, where
the look-ahead to future accesses is certain. In this paper
we investigate speculative prefetching. Previous studies in
speculative prefetching (see Section 1.1 Related work) typ-
ically focus on building access models and evaluating the
performance of such models in predicting future accesses.
While these models are important, they do not constitute a
complete framework on which to build optimal prefetching
strategies. To complement an access model, simple heuris-
tics are usually resorted to, such as to prefetch an item if
the probability of its access is larger than a fixed threshold.
Though these heuristics might be intuitively sound and their
usefulness are empirically confirmed, more analytical treat-
ment is required to understand their performance. This is
important considering the fact that prefetching makes use of
two valuable assets, namely, bandwidth and memory.
A file fetched from the network requires a certain amount
of retrieval time measured from the moment of request to the
moment of download completion. When the file is demand-
fetched, this same amount of time gives the access time
or the network response time perceived by the application.
Prefetching is employed typically to hide the retrieval time
so as to give a shorter access time.
From a user’s perspective, prefetching is carried out only
when his/her network connection is otherwise idle. How-
ever, bandwidth is usually shared among several simultane-
ous users. Prefetching increases network load, reduces the
bandwidth pool and, ultimately, affect retrieval times. Thus,
indiscriminate use of prefetching may degrade performance.
Indiscriminate prefetching also wastes memory space.
Memory allocated for prefetching could have been used for
caching. Indeed, caching and prefetching should ideally
be integrated so that memory resources can be managed
more efficiently. The competition for memory space be-
tween prefetched items and existing cache occupants results
in what we call the prefetch-cache interaction.
In this paper, we study analytically the performance of
speculative prefetching, taking into consideration the effect
of prefetching on network load. Our analysis also considers
two different models for the prefetch-cache interaction. We
obtain a condition for prefetching to have the desired effect
of reducing the average access time.
1.1. Related work
Access modelling for the purpose of speculative prefetch-
ing has received much attention in the literature. Access
models are typically constructed based on the assumption
that user’s requests exhibit repeated patterns. Tait [10] uses
file access pattern based on the features of UNIX-style op-
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erating system where every program gives rise to a tree of
forked processes that access some files. Vitter and Krish-
nan [13] use data compression techniques to build an access
tree that can make optimal predictions if the accesses are
generated by a Markov process.
Speculative prefetching has been proposed for improving
web access [1, 3, 7]. Padmanabhan and Mogul [7] suggest
server-side prediction of document access. The server builds
a dependency graph where each link is labelled with the
probability of the follow-up access being made. In the ETEL
electronic newspaper project [1], the client builds a patterned
frequency graph that contains a path for each sequence of
accesses. Jiang and Kleinrock [3] combine server-side and
client-side prediction for web browsing. They suggest an
adaptive prefetching scheme based on a performance model
that considers network usage time and user’s waiting time.
In [11, 12], performance of speculative prefetching is
modelled and analysed, leading to an integrated approach
to prefetching and cache replacement decisions. However,
the analysis has not considered the effect of prefetching on
network load.
Transparent Informed Prefetching (TIP) [8] and
Application-Controlled File System (ACFS) [2] integrate
prefetching and caching decisions. However, both TIP and
ACFS use informed, rather than speculative, prefetching.
1.2. This paper
The rest of the paper is organised as follows. Section 2 de-
scribes a multi-user network access model that will be used in
our analysis. The section also describes two prefetch-cache
interaction models, namely, models A and B. In Section 3, the
average access time for no prefetch is derived. Section 4 de-
rives the average access time when prefetching is performed,
and hence formulates the improvement in access time (ac-
cess improvement for short). The access improvement can
be maximised by prefetching exclusively all items with indi-
vidual access probabilities larger than a certain threshold. To
obtain this threshold, it is necessary to estimate the cache hit
ratio for the case of no prefetch. Section 5 presents a prac-
tical method to make this estimate while prefetching may
actually be taking place. In Section 6, we briefly talk about
excess retrieval cost, which is a measure of the increase, due
to prefetching, in the amount of retrieval. Section 7 com-
pares models A and B of the prefetch-cache interaction. The
conclusions of this paper are presented in Section 8.
Symbols used in this paper are listed in the appendix.
2. Model
This section describes a network access model that will
be used in the subsequent analysis. There are two main
components in the model, namely, a server access model
and a prefetch-cache interaction model. The server access
model is similar to the one used by Jiang and Kleinrock
[3]. However, they have not considered the prefetch-cache
interaction.
Ultimately, we want to obtain the conditions with which
prefetching improves the average access time. In particu-
lar, we want the access improvement, G, to be maximised.
Access improvement is defined as
G = t¯′ − t¯, (1)
where t¯′ and t¯ are the average access times when prefetch-
ing is not carried out and when prefetching is carried out,
respectively.
2.1. Server access
We consider multiple users accessing the network through
a common proxy server. We treat the entire network accessed
through the proxy as a server that provides a processor-
sharing service for an M/G/1 round-robin queueing system.
In this system, the average time to finish a job requiring a
service time of x is
r¯ = x/(1− ρ) (2)
where ρ is the system utilisation [4]. In our context, a job is
the retrieval of an item. Thus, (2) gives the average retrieval
time of an item. Let the average size of an item be s¯, and
the bandwidth be b. Assume zero network startup latency.
The average service time x required to process the retrieval
of an item is
x = s¯/b (3)
The users issue requests at a rate of λ. We assume that
this rate is not affected by prefetching (i.e., prefetching is
completely transparent to the users). Without prefetching,
a proportion h′ of these requests results in cache hits and
is serviced locally by the clients’ caches. The proportion
h′ is called the cache hit ratio. The complementary value
f ′ = 1− h′ is the cache fault ratio. For cache hits, retrieval
times are zero. A cache holds an average of n¯(C) items.
2.2. Prefetch-cache interaction
When prefetching is performed, for each user request an
average of n¯(F) items are retrieved in advance. As a result,
the hit ratio becomesh. The cache size n¯(C) is assumed large
enough to accommodate an arbitrary number of prefetched
items. Existing cache occupants may have to be ejected to
give room for prefetched items. We shall consider two dif-
ferent ways to model the interaction between caching and
prefetching. In model A, it is assumed that prefetched items
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always eject those that have zero probability of being ac-
cessed. This means that prefetching will always increase
the cache hit ratio, i.e. h  h′. However, an improve-
ment in cache hit ratio does not imply an improvement in
access time. We shall see that, to obtain a positive access
improvement, items to be prefetched must meet a certain
criterion. In particular, the individual access probabilities of
these items must exceed a certain threshold. In model B, it is
assumed that all the items in the cache contribute uniformly
to the value h′. Given the same parameters, the threshold
value for the access probabilities is higher in model B than
in model A.
2.3. With cache only
Consider the case when prefetch is not performed. Users
issue requests at a rate of λ with cache fault ratio f ′. The
rate of requests to the server is thus f ′λ. Using (2) and (3),
the average retrieval time is
r¯′ =
s¯
b(1− ρ′) (4)
where ρ′ = f ′λs¯/b is the system utilisation.
The access times for cached items and remote items are
0 and r¯′ respectively. Hence, the average access time is
t¯′ = h′·0 + (1− h′)r¯′ = f
′s¯
b− f ′λs¯ . (5)
3. Prefetch
We will now derive the access improvement due to
prefetching. Consider prefetching, for each user request,
an average number of n¯(F) items. For simplicity, assume
that all the prefetched files have the same probability p of
being accessed. For consistency of probability relations, the
number of items with access probability p or larger cannot
exceed max(np), where
max(np) =
1− h′
p
=
f ′
p
. (6)
As a result of prefetching, the cache hit ratio changes
from h′ to h. This in turns affects the system utilisation,
the retrieval times, and ultimately the access times. The
value of h depends not only on which items are prefetched
into the cache, but also on which ones are evicted from the
cache. It is thus necessary to model the interaction between
prefetching and cache replacement. Our analysis is based on
the two different models described earlier, namely model A
and model B.
3.1. Model A: evict zero-value items
We first consider model A of the prefetch-cache interac-
tion. In this model, it is assumed that we can always find
inconsequential items to evict from the cache to give space
for incoming ones. As a result, the probability of cache hits
is expected to rise from h′ to
h = h′ + n¯(F)p. (7)
The rate of users’ requests that require demand fetches is
(1 − h)λ. The server must service demand fetches as well
as prefetches. The effective rate of requests to the server is
thus (1− h)λ+ n¯(F)λ, giving a utilisation of
ρ = (1− h+ n¯(F))λs¯/b (8)
of the server capacity. Using (2) and (3), the average retrieval
time is
r¯ =
s¯
b− (1− h+ n¯(F))λs¯ . (9)
In the manner similar to the derivation of (5), the average
access time is obtained as
t¯ = (1− h)r¯ = (f
′ − n¯(F)p)s¯
b− f ′λs¯− n¯(F)(1− p)λs¯ . (10)
Substituting (5) and (10) into formula (1) which defines ac-
cess improvement, we obtain
G =
n¯(F)s¯(pb− f ′λs¯)
(b− f ′λs¯)(b− f ′λs¯− n¯(F)(1− p)λs¯) . (11)
ForG in (11) to be positive, the following conditions must
be met1:
1. pb− f ′λs¯ > 0
2. b− f ′λs¯ > 0
3. b− f ′λs¯− n¯(F)(1− p)λs¯ > 0
(12)
Condition 2 is met when the system has enough capacity
to handle demand fetch requests. Condition 3 is met when
the capacity is sufficient to handle prefetch requests as well.
Condition 2 is really redundant. We shall see that condi-
tion 3 is also redundant. From condition 1, we obtain the
threshold value pth for the probability p. To get a positive
access improvement, it is necessary that
p > pth = f ′λs¯/b = ρ′. (13)
Figure 1 shows plots of pth against s for several values of b.
1There are other possible ways to makeG positive such as to make both
the numerator and the denominator negative. However such conditions are
only fulfilled when the system load exceeds the system capacity.
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Figure 1. Plots of pth against s for Model A
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Figure 2. Plots of G against n¯(F) for Model A
From condition 3, we can deduce the limit on the average
number of items that should be prefetched for each user
request. This is given by n¯(F) < b−f ′λs¯(1−p)λs¯ . Consider the
least amount of bandwidth that allows useful prefetching of
items with access probability p. This amount is just over
f ′λs¯/p (see condition 1). Under this bandwidth condition,
the limit on n¯(F) is
n¯(F) < f
′λs¯/p− f ′λs¯
(1− p)λs¯ =
f ′
p
. (14)
Noting (6), and the fact that the constraint in (14) is for the
strictest bandwidth condition, we can regard condition 3 as
redundant. The implication is that, to makeG positive, there
is no further restriction on the number of items to prefetch
as long as each of the items has an access probability larger
than pth.
Figure 2 shows plots of G against n¯(F) for several val-
ues of p. Note that each plot is either consistently positive
(when p > pth) or consistently negative (when p < pth) or
consistently zero (when p = pth).
Evidently, from Figure 2, the positive plots in-
crease monotonously and the negative ones decrease
monotonously. It is easy to see analytically that G indeed
increases or decreases monotonously for any fixed p = pth,
as n¯(F) varies from 0 to max(np). Looking at (11), for
p = pth, if we vary n¯(F) from 0 to max(np), the numerator
grows in magnitude but maintains its sign (always positive or
always negative), and the denominator shrinks but remains
positive. Hence the monotonous change inG. We can there-
fore conclude the following result:
To maximise the access improvement, prefetch ex-
clusively all items with access probability larger
than the threshold value pth=ρ′, where ρ′ is the
proportion of the system capacity being utilised
when no prefetching is performed.
3.2. Model B: evict average-value items
We now present for model B the same analysis that we
have done for model A. In model B of the prefetch-cache in-
teraction, it is assumed that all the items in the cache, before
prefetching, contribute uniformly to the value h′. Since on
average there are n¯(C) items in the cache, each is expected
to contribute a value of h′/n¯(C) to the cache hit ratio. After
prefetching, the cache hit ratio changes to
h = h′ − n¯(F)h′/n¯(C) + n¯(F)p (15)
Proceeding the way we did for model A, we obtain
ρ = (1− h+ n¯(F))λs¯/b, (16)
r¯ =
s¯
b− (1− h+ n¯(F))λs¯ , (17)
t¯ =
(f ′ + n¯(F)n¯(C) h
′ − n¯(F)p)s¯
b− f ′λs¯− n¯(F)n¯(C) h′s¯λ− n¯(F)(1− p)λs¯
, (18)
G =
n¯(F)s¯(pb− f ′λs¯− bh′n¯(C) )
(b− f ′λs¯)(b− f ′λs¯− n¯(F)n¯(C) h′s¯λ− n¯(F)(1− p)λs¯)
.
(19)
For G in (19) to be positive the following conditions are
necessary:
1. pb− f ′λs¯− bh′/n¯(C) > 0
2. b− f ′λs¯ > 0
3. b− f ′λs¯− n¯(F)
n¯(C) h
′s¯λ− n¯(F)(1− p)λs¯ > 0
(20)
The conditions in (20) are analogous to the previous ones
in (12). From condition 1, we can deduce that prefetching
will result in a positive access improvement only if p exceeds
the threshold value
pth = f ′λs¯/b+ h′/n¯(C) = ρ′ + h′/n¯(C). (21)
From condition 3, we can deduce the limit on n¯(F).
When the bandwidth is just sufficient to make it worthwhile
to prefetch items with access probability p, the constraint on
n¯(F) is
n¯(F) < f ′/(p− h′/n¯(C)). (22)
However, f
′
p−h′/n¯(C) is larger than max(np) (see (6)). Hence,
condition 3 is really redundant. Repeating the same argu-
ment that we made for model A, we conclude the following:
To maximise the access improvement, prefetch ex-
clusively all items with access probability larger
than the threshold value pth=ρ′ + h′/n¯(F).
0-7695-0990-8/01/$10.00 (C) 2001 IEEE
4. Practical estimation of h′
A prefetch policy that uses the results in the previous
section must be able to estimate the value of h′. It would not
be sensible to stop prefetching merely to obtain the value of
h′, which is the cache hit ratio for no prefetch. This value
must be obtained even when prefetching is actually taking
place. This section describes a method to estimate h′.
Letnaccess be the total number of user requests. The cache
contains tagged and untagged entries. Let nhit be the total
number of requests that are serviced using tagged entries of
the cache. The status of cache entries and the numbersnaccess
and nhit are updated using the following algorithm:
• When an item is prefetched:
1. Insert the item into the cache as untagged
• When a tagged entry is accessed:
1. naccess := naccess + 1
2. nhit := nhit + 1
• When an untagged entry is accessed:
1. naccess := naccess + 1
2. Change the status to tagged
• When a remote item is accessed:
1. naccess := naccess + 1
2. If the item is admitted to the cache, set its status
to tagged.
The value of h′ can be estimated as nhitnaccess if we are using
the assumption of model A. For model B, the estimate is
nhit
naccess
× n¯(C)n¯(C)−n¯(F) .
5. Excess retrieval cost
When prefetching is carried out based on speculation,
there is bound to be an increase in the amount of retrieval
due to incorrect prefetches. Let the excess retrieval cost, C,
be defined as
C = R−R′, (23)
where R and R′ are the retrieval times for prefetch and no
prefetch, respectively. In this brief section, we will derive a
formula for C that takes into account the effect of increased
network load on retrieval times. We will keep the formula
generic in regard to prefetch-cache interaction.
The system utilisation can be expressed as
ρ = n¯(R)λs¯/b (24)
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Figure 3. Plots of C against n¯(F) for Model A
where n¯(R) is the number of retrieved items per user request.
Using (2) and (24), the retrieval time per user request is
R = n¯(R)r¯ = ρ/(λ(1− ρ)). (25)
Equation (25) is general. However, just to be explicit the
retrieval time per user request when no prefetch is performed
can be stated as
R′ = n¯′(R)r¯′ = ρ′/(λ(1− ρ′)). (26)
Thus,
C = R−R′ = ρ− ρ
′
λ(1− ρ)(1− ρ′) . (27)
From (27), we note that prefetching is subjected to load
impedance. By this, we mean that prefetching an item when
the system load is high costs more than prefetching the same
item during low system load. Figure 3 shows plots of C as a
function of n¯(F) for the same set of parameters used to plot
Figure 2.
6. The two models compared
Comparing the results for the two prefetch-cache inter-
action models, we note the following:
• In both models, once the threshold condition for the
access probability is met, there is virtually no further
restriction on the number of items to prefetch.
• Comparing (13) and (21), and noting that h′  1, the
difference in the values of the threshold pth between
the two models is at most 1n¯(C) . To make this differ-
ence significant, either the bandwidth capacity is high
compared to the demand (small ρ′), or the cache is
comparatively meagre (small n¯(C)). Prefetching is less
necessary when ρ′ is small.
• The values of h (and hence ρ, r¯, t¯, G and C) in both
models are approximately equal when n¯(C)	 n¯(F).
From the above observations, we can see that model A can
approximate model B in the sense that prefetch decisions
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based on the former are likely to be very similar to decisions
based on the latter.
Let us ponder on a more realistic model, model AB. In
this model, every item in the cache has a (possibly zero)
contribution to the value of h′. In practice, this contribution
is unlikely to be uniform among the cached items. Thus,
inevitably we can always find an item to evict whose access
probability is less than h′/n¯(C). If we continue the analysis,
we will obtain results that are between those for models A
and B. Obviously, if model A can approximate model B, the
former can approximate model AB even better. We can thus
conclude that model A, despite its simplistic assumption,
is a reasonable approximation of the more realistic model.
A particular advantage of model A is that it has one less
parameter. Specifically, n¯(C) is assumed to be large but its
value does not have to be known.
7. Conclusions
In this paper, we have analysed the performance of specu-
lative prefetching, taking into account the effect of prefetch-
ing on network load. We also have considered two differ-
ent models for prefetch-cache interaction. In both models,
we have arrived at the same conclusion: to maximise the
improvement in access time, prefetch exclusively all items
with access probabilities exceeding a certain threshold. To
calculate the threshold, the value of the cache hit ratio for
no prefetch, h′, must be obtained. However, the value of h′
would be hypothetical if prefetching is actually taking place!
We have presented a possible method to estimateh′. We have
also briefly discussed excess retrieval cost, which is defined
as the additional network time utilised for prefetching items.
Our studies show that prefetching the same item will have
different costs under different network loads. We are investi-
gating the application of this work in addressing QoS issues
of multimedia access in wired as well as wireless networks.
Furthermore, these results can also be applied to prefetching
files or data in distributed computing applications.
Appendix: List of Symbols
In this paper, symbols marked with a prime are for the case of
no prefetch. For example, h′ is the cache hit ratio when no prefetch
is carried out.
b : bandwidth
R,R′ : retrieval time per user request
r¯, r¯′ : average retrieval time of an item
s¯ : average item size
t¯, t¯′ : average access time
h, h′ : cache hit ratio
f ′ : cache fault ratio
ρ, ρ′ : server utilization
n¯(F) : number of prefetched items per user request
n¯(C) : average number of items in a user’s cache
n¯(R), n¯′(R) : number of retrievals per user request
λ : rate of user requests
p : access probability
pth : threshold value for access probability
max(np) : maximum number of items with access
probabilities p or larger
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