possible rational capacities is given by {l/4,1/2,3/4].
I. INTn00U0r10~ We consider in this correspondence (M + 1) x(M + 1) bidiagonal Hessenberg-Toeplitz matrices From the largest eigenvalue A, of A the maximum Shannon entropy of the finite-state machine is found as log, A,, and the transition matrix B for which the machine yields the maximum entropy is given by B=(B,j)i,j=o ,..., M=Ai' i,j=O;,.,M'
(1. 4) where p=[pO;.., pIMIT is the right eigenvector of A corresponding to A,. It will turn out that the left eigenvector of B corresponding to the eigenvalue 1 is a multiple of 4=[PoP~,P1P1M-I,..',P~Pol.
(1.9
This vector q is the vector of stationary probabilities. Finally, the power spectrum of the process t, generated by the finite state machine with transition matrix B is proportional to S,(O) = i R(lkl)e-2"'ke, ( (1.8) For the basic results concerning finite-state machines and their spectra we refer to [l] , [4] .
The main results of this correspondence are Theorem 1 and Theorem 2. In Theorem 1 all information on the eigenstructure of A is collected. This theorem gives rise to relatively simple s,(0) in (1.6). For the calculation of the power spectrum S,(0) IEEE Log Number 9142953.
this computational scheme has been worked out in Section IV. It turns out that S,(0) can be decomposed as (with M + 1 = 2pN We define polynomials P,,,, m = 0,i; . ., according to the (1.9)
I=1
Here S,(e) is the discrete component with spectral lines at e = 1/2p,2/2p,.
. .,(2p -1)/2p (no spectral line at dc) that are due to the eigenvalues of A of largest modulus (excluding the largest positive eigenvalue). Furthermore, the S,(0), l=l;**, N -1, and S,,(0) constitute the continuous component of S,(e) and are due to the 2p eigenvalues of A of lth largest modulus and the R-fold eigenvalue 0 of A, respectively. These results can be considered as generalizations of those obtained by Chien [2] , Justesen [4, Section V, Example 71, and Kerpez [5] , in the sense that we consider certain (Y + 0 and nonintegral b in (1.2). Unfortunately, we do not see how our approach can be extended to the more general matrices in (1.3).
An alternative way to evaluate S,(0) would be by using the general result in [2] . For this one needs the cyclic structure of A. Although this structure can be determined, and is even rather simple in this case, the resulting formulas for S,(0) are still less explicit than the ones we obtain.
We conclude this introduction by briefly mentioning a possible application of our results to pilot tracking tones in digital magnetic recording. In digital magnetic recorders part of the information storage capacity is exploited for recording servo position information. This information is often recorded as a low-frequency tone, ,usually called pilot tone, see [6] . The principle of operation is as follows. The frequencies of the pilot tones on even and odd tracks are different while their amplitudes are equal. As the reading head moves off track in one direction, the observed amplitude of one pilot tone decreases while the other increases. This information can then be used to drive back the head to the middle of the track. Since we are dealing with binary data, the obvious technique of adding a sinusoidal waveform to the data cannot be applied. Instead, one can create the effect of a block wave by storing over intervals of large, fixed length alternately a surplus and a deficit of positive symbols. The frequency of the block wave can be varied by appropriate choice of the interval lengths.
Two relevant questions to be answered are the following. 1) How is storage capacity decreased by including servo position information of this type? 2) How should one choose the frequencies of the pilot tones so as to avoid interference of pilot tones and data? This correspondence addresses these questions under the assumptions that the storage of the surplus/deficit of positive symbols is in accordance with (1.2) and that the data can indeed be stored in accordance with the maxentropic process associated with the transition matrix B in (1.4). Here the effect on the data spectrum of switching from the surplus mode to the deficit mode (and vice versa) has been neglected. It turns out that the maxentropic process gives rise to spectral lines at integer multiples of 1/2p. Hence, one should choose the pilot tone frequencies away from the multiples to avoid interference of pilot tones and the data.
II. EIGENSTRUCWRE OF A
In this section we determine the eigenstructure of the matrix A in (1.1). Throughout we write M + 1 = 2pN + R, m = 21p + r, where R,r=0,1;..,2p-1 and N,l=O,l;**. The statements of the proposition and inequalities (2.6) and (2.7) follow from induction with respect to m = 2Zp + r. has an Rth-order zero at 0 we obtain our result. precisely, according to [3] , the third-order approximation Observe that for the case p = 1 the vector in (3.3) is exactly the eigenvector of A corresponding to the largest eigenvalue (see [21) 7 1r2
2cos -= M+2 2(M +2)2 (3.4) To further appreciate these asymptotic results, we have calculated for p = 2, M + 1 = 9 (so that N = 2, R = 1) the quantities A($'), A$) and the approximate (3.2). We obtain (since f2,r(z) = z2-6z+3) 41'4 = 1.754765351, (3.5) We conclude this section by noting that the left eigenvector q of B in (1.4) corresponding to eigenvalue 1 (vector of stationary probabilities) is given by (1.5). This is an easy consequence of the facts that IIAn 
IV. POWER SPECTRUM OF MAXENTROPIC PROCESS
In this section we present a decomposition of the power spectrum s,(0) of the maxentropic t, of (1.2) in accordance with the eigenvalue structure of A. The power spectra S,(O) of the actual binary data and s,(0) are related according to (1.8). In view of (1.6) and (1.7) we have Lemma 1 shows that R, contains a periodic component (the term with I= 0) and N -1 rapidly decaying components corresponding to the terms with I= 1; . ., N -1. Due to the special form of u the numbers c,,, can be expressed (pretty much as the "/m's in (2.16)) in terms of (derivatives of) the Pm's at special points. In particular, it can be shown that c?r = Ci,Zp-r; cl,o,cl,p E R co,0 = 0 5 Co,r. (4.10) As a consequence, certain terms in (4.5) can be combined, and we obtain the following result for the spectrum s,(e). Some digital transmission systems require codes so that the frequency spectrum of the encoded message has a desired +A1-p2t2ipsin2~(B+ip) 1 shape. For example, some digital magnetic recording systems i-2pc0s237(e+cp)+p2 .
(4.17) use a code by which the source sequence is encoded into the message having a spectral null at dc.
And also it is used that
In this correspondence we think of a directed graph with
labeled states as a model of an encoder and a sequence of labels k=-m Lk=-m (complex numbers) along a path in the directed graph as an (4.18) encoded sequence generated by the encoder. We consider the encoded message to be the function of the Markov chain given with S Dirac's delta function. Here convergence of both series is by a transition probability matrix compatible with the graph to be taken in the sense of generalized functions.
0 whose values qre the sequences of labels along the infinite paths , and Marcus and Siegel [lo] proved that the following three conditions are equivalent: 1) the encoder satisfies a "finite RDSf condition"; 2) for every encoded sequence generated by a cycle of the encoder of length a multiple of n, its RDSf value is 0; 3) the encoded message has a spectral null at f (i.e., the encoded message has a zero spectral line and the power spectral density vanishes at f ). Moreover, Marcus and Siegel showed that a "coboundary condition at f" is equivalent to these three conditions, and that the coboundary condition is useful in constructing encoders for a spectral null at f (canoni- [17] proved that for an encoder the following three conditions are equivalent: 1) the encoder satisfies a "finite RDS, condition" (i.e., for every encoded sequence from the encoder, RDS, takes its value in a finite range); 2) the encoder satisfies a "loop-sum-zero condition" (i.e., for every encoded sequence generated by a cycle of the encoder, its RDS, value is 0); 3) the encoded message has a spectral null at dc (i.e., the encoded message has zero mean and the power spectral density vanishes at dc). This was rediscovered by [7] , [13] . Let k be a nonnegative integer and n a positive integer with gcd(k,n)= 1. Let fs be the symbol frequency. Yoshida and 
