Embedding of non-polynomial spline spaces by Yuri K Dem’yanovich
Dem’yanovichMathematical Sciences 2012, 6:28
http://www.iaumath.com/content/6/1/28
ORIGINAL RESEARCH Open Access
Embedding of non-polynomial spline spaces
Yuri K Dem’yanovich
Abstract
Purpose: The aims of the paper are to obtain necessary and suﬃcient conditions of existence and smoothness for
non-polynomial spline spaces of ﬁfth order, to establish the uniqueness of the Bϕ-spline spaces in the class C4 among
mentioned spaces (under condition of ﬁxed grid), and to prove the embedding of the Bϕ-spline spaces corresponding
to embedded grids.
Methods: In the paper, the approximation relations with initial grid and with complete chain of vectors are applied
to obtain the minimal spline spaces. Usage of locally orthogonal chain of vectors gives opportunity to construct
special approximation relations from which the initial space of Bϕ splines is constructed.
Results: Deletion of a knot from initial grid gives a new grid, and as result, a new space of Bϕ splines is embedded in
the initial space mentioned above.
Conclusions: Consequent deletion of the knots (one by one) generates the sequence of the embedded spaces of Bϕ
splines. Obtained results are successfully proved. They may be applied to spline-wavelet decompositions.
Keywords: Spline spaces, Embedding, Calibration relations
MSC: 65D07; 42C40; 65T60
Introduction
Wide application of spline approximations in the the-
ory and practise is well known [1-4]. Essential point
for spline constructions is the usage of approximation
relations which ﬁrstly appeared in the ﬁnite element
method. Approximation relations were introduced in
[5-7]. Approximation and interpolation properties of
spline-wavelet decompositions are based on relations just
mentioned [8].
The main problem of spline-wavelet decompositions
is the construction of the chain of embedded spaces.
The problem is discussed in the case of the spaces of
non-polynomial splines for irregular grids [9-12]; there,
the chains are constructed for smooth spaces (which are
called spaces of Bϕ splines) of the ﬁrst, second, and third
orders. Spline spaces of arbitrary order were constructed
by [8], but the embedding was obtained only for special
non-smooth spline spaces.
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The aims of this paper are to obtain necessary and
suﬃcient conditions of existence and smoothness for non-
polynomial spline spaces of ﬁfth order, to establish the
uniqueness of the Bϕ-spline spaces in the class C4 among
mentioned spaces (of ﬁxed grid), and to prove the embed-
ding of the Bϕ-spline spaces corresponding to embedded
grids.
Methods
In the paper, the approximation relations with initial grid
and with complete chain of vectors are applied to obtain-
ing of the minimal spline spaces. Usage of locally orthogo-
nal chain of vectors gives opportunity to construct special
approximation relations from which the initial space of Bϕ
splines is constructed.
Results and discussion
Spaces of (X,A,ϕ) splines of ﬁfth order
Consider the grid X = {xj}j∈Z on interval (α,β),
X : . . . < x−1 < x0 < x1 < . . . ;
where xj ∈ (α,β), α = limj→−∞ xj, β = limj→+∞ xj, 0 <
c1 ≤ xj+1−xjxj−xj−1 ≤ c2 ∀j ∈ Z, c1, and c2 are ﬁxed.
© 2012 Dem’yanovich; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
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Let ϕ(t) be column vector function ϕ(t) ∈ R6, ϕ ∈
C 5[α,β] such that
| det(ϕ,ϕ ′,ϕ ′′,ϕ ′′′,ϕ IV ,ϕ V )(t)| ≥ c > 0 ∀t ∈[α,β] .
(1.1)
A set A = {aj}j∈Z of column vectors aj ∈ R6 is called a
chain of vectors. Diﬀerent enumerations are permitted for
the same chain of vectors: two diﬀerent enumerations can
be distinguished from each other with constant summand
and direction of numbering, for example, A = {aj′ }j′∈Z
with j′ = −j+j0 (where j0 is an integer constant) is another
enumeration of the same chain.
A chain A = {ai}i∈Z is locally orthogonal to a chain B =
{bj}j∈Z if there exist enumerations such that
bTj aj−p = 0 ∀j ∈ Z, p ∈ I5, (1.2)
where I5 = {1, 2, 3, 4, 5}.
Lemma 1. If a chain A is locally orthogonal to a chain B,
then B is locally orthogonal to A.
Proof. Using Equation 1.2, we get
aTj bj+p = 0 ∀j ∈ Z, p ∈ I5.
Now, we enumerate the chain {bj}j∈Z by deﬁnition b〈j〉 =
bj+6.
Then,
aTj b〈j−p〉 = 0 ∀j ∈ Z, p ∈ I5.
This concludes the proof.
By Lemma 1 the local orthogonality is symmetric, and
therefore, the discussed chains A and B are called locally
orthogonal chains.
A chain A = {aj}j∈Z is called a non-generated chain if
aj = 0 ∀j ∈ Z.
Consider a square matrix Aj =
(




The chain A = {aj}j∈Z is called a complete chain of vec-
tors if detAj = 0∀j ∈ Z. It is clear that the complete chain
is non-generated.
LetA denote a set of all complete chains.
Lemma 2. Suppose A = {ai}i∈Z and B = {bj}j∈Z are
non-generated locally orthogonal chains, then the following
conditions are equivalent:
(1) the chain A is a complete chain,
(2) the chain B is a complete chain.
Proof. Let B be a complete chain. If A is not complete,
then there exists j ∈ Z such that aj = c1aj−1 + c2aj−2 +
c3aj−3+c4aj−4+c5aj−5, where c1, c2, c3, c4, c5 ∈ R1. Taking
into account that A and B are locally orthogonal (see
(1.2)), we obtain
bTj aj = 0. (1.3)
From Equation 1.2, we also deduce that
bTj+paj = 0 p ∈ I5. (1.4)
Combining Equations 1.3 and 1.4 gives aj = 0. This con-
tradiction proves the ﬁrst part of the lemma. Second part
is proved analogously.
Lemma 3. If A = {ai}i∈Z and B = {bj}j∈Z are complete
chains and relation (1.2) is fulﬁlled, then
bTj aj = 0, bTj+6aj = 0. (1.5)
Proof. The proof is by reductio ad absurdum. If there
exists j ∈ Z such that relation (1.3) holds, then by
Equation 1.4, we get aj = 0; this contradicts the complete-
ness of the chain A. The ﬁrst relation in Equation 1.5 is
proved. Arguing as above, we ﬁnd that the second relation
in Equation 1.5 is true.
Lemma 4. For an arbitrary complete chain A = {aj}j∈Z,
there exists a non-generated locally orthogonal chain B =
{bj}j∈Z where the directions of vectors bj are uniquely
deﬁned (up to non-zero constant factor).
Proof. We ﬁx integer k; let bk ∈ R6 be a vector satisfying
bTk ak−p = 0, p ∈ I5. (1.6)
The conditions (1.6) are the linear system with respect to
unknown vector bk :
(ak−5, ak−4, ak−3, ak−2, ak−1)Tbk = 0. (1.7)
By assumption, the chain A is complete; hence, vectors
ak−5, ak−4, ak−3, ak−2, and ak−1 are linearly independent.
System (1.7) has a unique (up to constant factor) non-
trivial solution bk , which can be deﬁned by the identity
bTk x ≡ det(ak−5, ak−4, ak−3, ak−2, ak−1, x) ∀x ∈ R6.
This concludes the proof.
Corollary 1. For any complete chain, there exists a locally
orthogonal complete chain deﬁned uniquely up to non-zero
constant factors.
Proof. Combining Lemmas 2 and 4, we prove the
corollary.
By deﬁnition, put
M = ∪j∈Z(xj, xj+1), Sj =[ xj, xj+6] .
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ForA ∈ Awe deﬁne the functionsωj(t), t ∈ M, and j ∈ Z,
by approximation relations∑
j′∈Z
aj′ ωj ′(t) ≡ ϕ(t) ∀t ∈ (xk , xk+1) ∀k ∈ Z;
suppωj ⊂ Sj ∀j ∈ Z. (1.8)
If t is ﬁxed in (xk , xk+1), then relation (1.8) contains at
most six non-zero summands:
k∑
j=k−5
ajωj(t) ≡ ϕ(t). (1.9)
Discuss relation (1.9) as the system of linear equations
with respect to unknown values ωj(t).
Let j be an arbitrary ﬁxed integer. Consider relations
(1.9) with k = j, k = j + 1, k = j + 2, k = j + 3, k = j + 4,
and k = j + 5. By Cramer’s theorem, we obtain
ωj(t) = det
(aj−5, aj−4, aj−3, aj−2, aj−1,ϕ(t))
det
(aj−5, aj−4, aj−3, aj−2, aj−1, aj)
for t ∈ (xj, xj+1), (1.10)
ωj(t) = det
(aj−4, aj−3, aj−2, aj−1,ϕ(t), aj+1)
det
(aj−4, aj−3, aj−2, aj−1, aj, aj+1)
for t ∈ (xj+1, xj+2), (1.11)
ωj(t) = det
(aj−3, aj−2, aj−1,ϕ(t), aj+1, aj+2)
det
(aj−3, aj−2, aj−1, aj, aj+1, aj+2)
for t ∈ (xj+2, xj+3), (1.12)
ωj(t) = det
(aj−2, aj−1,ϕ(t), aj+1, aj+2, aj+3)
det
(aj−2, aj−1, aj, aj+1, aj+2, aj+3)
for t ∈ (xj+3, xj+4), (1.13)
ωj(t) = det
(aj−1,ϕ(t), aj+1, aj+2, aj+3, aj+4)
det
(aj−1, aj, aj+1, aj+2, aj+3, aj+4)
for t ∈ (xj+4, xj+5), (1.14)
ωj(t) = det
(
ϕ(t), aj+1, aj+2, aj+3, aj+4, aj+5
)
det
(aj, aj+1, aj+2, aj+3, aj+4, aj+5)
for t ∈ (xj+5, xj+6). (1.15)
Now, it follows from suppωj ⊂[ xj, xj+6] (see (1.8)) that the
function ωj(t) is deﬁned for all t ∈ M.
Equivalent record of formulas (1.10) to (1.15) is
ωj(t)= det
({aj′ }j′∈Jk ,j′ =j ||′j ϕ(t))
det
({aj′ }j′∈Jk ) , t ∈ (xk , xk+1), k − j ∈ I5;
(1.16)
here Jk = {k − 5, k − 4, k − 3, k − 2, k − 1, k}, columns of
determinants are ordered uniformly, symbol ||′j ϕ(t) indi-
cates that column vector ϕ(t) has to be placed instead of
the column vector aj.
By (1.1) the set of functions ωj∀j ∈ Z is a linearly
independent system on arbitrary subinterval (a, b) of the
interval (α,β). Consider the linear space
S5(X,A,ϕ) = Clp L{ωj}j∈Z,
where L is the linear span, and Clp is the closure in
the topology of point convergence. The space S5(X,A,ϕ)
is called a space of minimal (X,A,ϕ) splines of ﬁfth
order.
Properties of minimal splines
Lemma 5. Suppose A is a complete chain and let k ∈




limt→t∗, t∈(xk ,xk+1) ωj(t) = 0;
det
(




Proof. The proof is a consequence of (1.16).




ωk−6(t) = 0, limt→xk+0ωk(t) = 0, (2.1)
it is necessary (and if ak−6 and ak are not collinear, then it
is also suﬃcient) that
lim
t→xk−0
ωj(t)= limt→xk+0ωj(t) ∀j ∈ {k−5, k−4, k−3, k−2, k−1}.
(2.2)
Proof. Necessity. Replacement of k by k−1 in (1.9) gives
k−1∑
j=k−6
ajωj(t) ≡ ϕ(t), t ∈ (xk−1, xk). (2.3)
Hence, by passing to the limits as t → xk − 0 and using
the ﬁrst condition (2.1), we obtain
k−1∑
j=k−5
ajωj(xk − 0) = ϕ(xk). (2.4)
Analogously by using (1.9) and the second condition (2.1)
as t → xk + 0, we arrive at
k−1∑
j=k−5
ajωj(xk + 0) = ϕ(xk). (2.5)
In view of the linear independence of vectors ak−5, ak−4,
ak−3, ak−2, and ak−1 by equalities (2.4) to (2.5), we obtain
relations (2.2). These completes the proof of necessity.
Suﬃciency. Using (2.3) and (1.9), we have
k−1∑
j=k−6
ajωj(xk − 0) = ϕ(xk) (2.6)





ajωj(xk + 0) = ϕ(xk), (2.7)
respectively. It follows from (2.6), (2.7), and (2.2) that
ak−6ωk−6(xk − 0) = akωk(xk + 0); using linear inde-
pendence of vectors ak−6 and ak , we obtain equalities
(2.1).
This completes the proof of Lemma 6.
Theorem 1. Let A be a complete chain of vectors; then,
the following conditions are equivalent:
(1) for any j ∈ Z functions ωj(t) are continuous on (α,β);
(2) limit values at the boundary points of supp ωj are
zero for all j ∈ Z.
Proof. Suﬃciency. Since vector-function ϕ(t) is contin-
uous, it will suﬃce to prove the continuity of the function
ωj(t) in the knots of the grid X. If a knot xk is placed on the
boundary of Sj, the continuity of ωj(t) at xk follows from
the hypotheses of the theorem. If a knot xk is placed inside
Sj, then conditions of Lemma 6 are fulﬁlled (in the part
of necessity), and therefore, the relations (2.2) are true.
Suﬃciency is proved.
Necessity is obvious.
By deﬁnition, put ϕk = ϕ(xk), ϕ(i)k = ϕ(i)(xk).
Theorem 2. The following conditions are equivalent:




(aj−5, aj−4, aj−3, aj−2, aj−1,ϕj) = 0 ∀j ∈ Z
(2.8)
are fulﬁlled.
Proof. Let us show that the condition (2) in Theorem 1 is
equivalent to relations (2.8). Indeed, by (1.10), we see that
equalities (2.8) are equivalent to
ωj(xj + 0) = 0 ∀j ∈ Z. (2.9)
Changing j to j + 6 in (2.8), we get
det
(aj+1, aj+2, aj+3, aj+4, aj+5,ϕj+6) = 0 ∀j ∈ Z;
(2.10)
now using (1.15), we obtain
ωj(xj+6 − 0) = 0 ∀j ∈ Z. (2.11)
Thus, the equalities (2.8) are equivalent to the equalities
(2.9) and (2.11); the last ones indicate that (2) is fulﬁlled.
To conclude the proof, it remains to use Theorem 1.
Theorem 3. Suppose ϕ (S) ∈ C(α,β), where S is a posi-
tive integer; then, the following conditions are equivalent:





aj−5, aj−4, aj−3, aj−2, aj−1,ϕ(S)j
)
= 0 ∀j ∈ Z
(2.8)
are fulﬁlled.
Proof. By diﬀerentiating Equation 1.9 and using the
arguments applied for proofs of Theorems 1 and 2, we
arrive at the required result.
Bϕ splines of ﬁfth order
Discuss a special case of relations (1.8) choosing a speciﬁc
chain {aj}j∈Z.
First, we deﬁne vectors dk ∈ R6 by identities
dTk x ≡ det(ϕk ,ϕ ′k ,ϕ ′′k ,ϕ ′′′k ,ϕ IVk , x) ∀x ∈ R6, k ∈ Z,
(3.1)




ϕj+1 ϕ ′j+1 ϕ ′′j+1 ϕ ′′′j+1 ϕ IVj+1
dTj+2ϕj+1 dTj+2ϕ ′j+1 dTj+2ϕ ′′j+1 dTj+2ϕ ′′′j+1 dTj+2ϕ IVj+1
dTj+3ϕj+1 dTj+3ϕ ′j+1 dTj+3ϕ ′′j+1 dTj+3ϕ ′′′j+1 dTj+3ϕ IVj+1
dTj+4ϕj+1 dTj+4ϕ ′j+1 dTj+4ϕ ′′j+1 dTj+4ϕ ′′′j+1 dTj+4ϕ IVj+1










Theorem 4. Suppose that (1.1) is valid. Then, there
exists δ > 0 such that for hX < δ, the chain {aj }j∈Z is
complete.
Proof. Using (1.1), we apply Taylor’s expansion for x = xj
elements of determinant (3.2); as a result, we get asymp-
totic behavior of aj (as hX → 0) uniformly with respect
to x ∈ (α,β). Using the asymptotics, the reader will easily
prove the theorem.
Theorem 5. The chains of vectors {dTj }i∈Z and {ai }i∈Z
are locally orthogonal:
dTj+paj = 0 ∀j ∈ Z, p ∈ I5. (3.3)
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dTj+pϕj+1 dTj+pϕ ′j+1 dTj+pϕ ′′j+1 dTj+pϕ ′′′j+1 dTj+pϕ IVj+1
dTj+2ϕj+1 dTj+2ϕ ′j+1 dTj+2ϕ ′′j+1 dTj+2ϕ ′′′j+1 dTj+2ϕ IVj+1
dTj+3ϕj+1 dTj+3ϕ ′j+1 dTj+3ϕ ′′j+1 dTj+3ϕ ′′′j+1 dTj+3ϕ IVj+1
dTj+4ϕj+1 dTj+4ϕ ′j+1 dTj+4ϕ ′′j+1 dTj+4ϕ ′′′j+1 dTj+4ϕ IVj+1




If p = 1, then (3.1) implies that the ﬁrst row of the
determinant is zero; if p = 2, 3, 4, 5, then there are two
equal rows in the discussed determinant. This completes
the proof of Theorem 5.
Suppose the chain A = {aj }j∈Z is complete. We replace
aj by aj in (1.8). Then, we obtain speciﬁc minimal splines,
which are denoted by ωj .
Theorem 6. The relations ωj ∈ C4(α,β) ∀j ∈ Z are
true.
Proof. Relations (3.3) can be rewritten as dj ⊥ aj−i, i ∈
I5 or, equivalently,
dj ⊥ L(aj−5, aj−4, aj−3, aj−2, aj−1). (3.4)
Using (3.1), we have
dj ⊥ L(ϕj,ϕ ′j,ϕ ′′j ,ϕ ′′′j ,ϕ IVj ). (3.5)
It follows from (3.4) and (3.5) that
L(aj−5, aj−4, aj−3, aj−2, aj−1) = L(ϕj,ϕ ′j,ϕ ′′j ,ϕ ′′′j ,ϕ IVj );
therefore, ϕ(S)k ∈ L(aj−5, aj−4, aj−3, aj−2, aj−1) for S =
0, 1, 2, 3, 4. Thus,
det(aj−5, aj−4, aj−3, aj−2, aj−1,ϕ(S)k ) = 0.
To conclude the proof, we refer to Theorem 3.
By deﬁnition, put
S5(X,ϕ) = Clp L{ωj }j∈Z.
According to Theorem 6, we obtain
S5(X,ϕ) ⊂ C 4(α,β)
by S5(X,ϕ) denoting the set of all spaces of the splines of
ﬁfth order (where grid X and function ϕ are ﬁxed):
S5(X,ϕ) = {S5(X,A,ϕ) | ∀A ∈ A}.
Theorem 7. There is a unique space S5(X,ϕ) in S5 that
is contained in C 4(α,β).
S∗5(X,ϕ) = S5(X,ϕ) ∩ C4(α,β).
Proof. By Theorem 3, the condition ωj ∈ C4(α,β) ∀j ∈
Z is equivalent to relations (2.12) for all S ∈ {0, 1, 2, 3, 4}.
Suppose a chain {aj}j∈Z satisﬁes
det
(
aj−5, aj−4, aj−3, aj−2, aj−1,ϕ (S)j
)
= 0
∀j ∈ Z, S = 0, 1, 2, 3, 4. (3.6)
We wish to prove that vector aj diﬀers from aj with
nonzero constant factors.
By Lemma 4, there exists a non-generated chain B =
{bj}j∈Z locally orthogonal to chain {aj}j∈Z; directions of
vectors bj are deﬁned uniquely (up to constant factor):
bj ⊥ L{aj−5, aj−4, aj−3, aj−2, aj−1}.
Using condition (3.6), we have
ϕ
(S)
j ∈ L{aj−5, aj−4, aj−3, aj−2, aj−1}, S = 0, 1, 2, 3, 4,
hence, bj ⊥ ϕ(S)j , S = 0, 1, 2, 3, 4.
Thus,
bj ⊥ L{ϕj,ϕ ′j,ϕ ′′j ,ϕ ′′′j ,ϕ IVj }.
By assumption (1.1), vectors ϕj, ϕ ′j, ϕ ′′j , ϕ ′′′j , and ϕ IVj are
linearly independent; it follows that bj = cjdj (see (3.1)),
where constants cj are non-zero (for all j ∈ Z). The chains
{aj}j∈Z and {aj }j∈Z, which are locally orthogonal to the
chains {bj}j∈Z and {dj}j∈Z respectively, also diﬀer by non-
zero constant factors cj : aj = cj aj . Taking into account





ai ωi (t) = ϕ(t), (3.7)
where t ∈ (xk , xk+1). Multiply both sides (3.7) on the left
by dTj , where j = k− 5, k− 4, k− 3, k− 2, k− 1, k. By local
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orthogonality of the chains {dTj }i∈Z and {ai }i∈Z, we obtain
six scalar relations⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dTk−5ak−5 dTk−5ak−4 dTk−5ak−3 dTk−5ak−2 dTk−5ak−1 dTk−5ak
0 dTk−4ak−4 dTk−4ak−3 dTk−4ak−2 dTk−4ak−1 dTk−4ak
0 0 dTk−3ak−3 dTk−3ak−2 dTk−3ak−1 dTk−3ak
0 0 0 dTk−2ak−2 dTk−2ak−1 dTk−2ak
0 0 0 0 dTk−1ak−1 dTk−1ak
















dTk−5ϕ(t), dTk−4ϕ(t), dTk−3ϕ(t), dTk−2ϕ(t), dTk−1ϕ(t),
dTk ϕ(t) )T (3.8)
In the same way, multiplying both sides of (3.7) by dTj
for j = k + 1, k + 2, k + 3, k + 4, k + 5, k + 6 and using the
local orthogonality of the chains {dTj }i∈Z and {ai }i∈Z, we
get the next system of relations⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dTk+1ak−5 0 0 0 0 0
dTk+2ak−5 dTk+2ak−4 0 0 0 0
dTk+3ak−5 dTk+3ak−4 dTk+3ak−3 0 0 0
dTk+4ak−5 dTk+4ak−4 dTk+4ak−3 dTk+4ak−2 0 0
dTk+5ak−5 dTk+5ak−4 dTk+5ak−3 dTk+5ak−2 dTk+5ak−1 0




















Discuss relations (3.8) and (3.9) as the systems of lin-
ear equations with respect to unknown values ωj(t),
j ∈ Jk . Triangular matrices of these systems are
non-singular since their diagonal elements are nonzero
(see Lemma 3).
Note. Indeed, the solutions of the systems (3.8) and (3.9)
are identical.
Let I0 = {0, 1, 2, 3, 4, 5}, I1p = {−p,−p + 1, . . . , 5}, I2p =
{−4,−3, . . . , 6 − p}, where p ∈ I0.
Lemma 7. The formulas (3.8) deﬁne the functions
ωk−p(t)∀p ∈ I0 on the interval t ∈ (xk , xk+1) by values
of the vector-function ϕ(t) on this interval complemented
with values of mentioned vector function and its deriva-
tives up to the fourth order in the knots xk+i∀i ∈ I1p .
Proof. From (3.1), it follows that vector dj is deﬁned
by vector-function ϕ(t) and its derivatives up to the
fourth order in the knot xj. Using (3.2), we see that
the vector as is deﬁned by vector-function ϕ(t) and
its derivatives up to the fourth order in the knots xs+i
∀i ∈ I5. To conclude the proof, one should use the
formula (3.8).
Lemma 8. According to (3.9) the functions ωk−p(t)∀p ∈ I0
for t ∈ (xk , xk+1) are deﬁned by the vector-function ϕ(t) on
this interval complemented with values of the mentioned
vector function and its derivatives up to the fourth order in
the knots xk+i∀i ∈ I2p .
Proof. We again recall (3.1) and conclude that dj is
deﬁned by ϕj and ϕ(q)j for q ∈ {1, 2, 3, 4}; besides, accord-
ing to formula (3.2), the vector as is deﬁned by ϕs+i and
ϕ
(q)
s+i, where q ∈ {1, 2, 3, 4}, i ∈ I5. Now, the result follows
from (3.9).
Lemma 9. The functions ωk−p(t) for p ∈ I0 and t ∈




with ϕk+i and ϕ(q)k+i for q ∈ {1, 2, 3, 4}, i ∈ I1p
⋂
I2p .
Proof. Since the values of vector function and its deriva-
tives in the knots are unrestricted, the desired result
follows from Lemmas 7 and 8.





Proof. Using Lemma 9, we put k = j, j+1, j+2, j+3, j+
4, j + 5. This completes the proof of Theorem 8.
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Calibration relations
We enlarge the origin grid X by deletion of knot xk+1, i.e.,
we put
x˜j = xj for j ≤ k, x˜j = xj+1 for j ≥ k + 1,
and discuss a new grid X˜ = {˜xj}j∈Z,
X˜ : . . . < x˜−1 < x˜0 < x˜1 < . . . .
We put ϕ˜j = ϕ′(˜xj), ϕ˜ ′j = ϕ ′(˜xj) and introduce the
vectors d˜k ∈ R6 by identities
d˜Tk x ≡ det(ϕ˜k , ϕ˜ ′k , ϕ˜ ′′k , ϕ˜ ′′′k , ϕ˜ IVk , x) ∀x ∈ R6, k ∈ Z.
(4.1)




ϕ˜j+1 ϕ˜ ′j+1 ϕ˜ ′′j+1 ϕ˜ ′′′j+1 ϕ˜ IVj+1
d˜Tj+2ϕ˜j+1 d˜Tj+2ϕ˜ ′j+1 d˜Tj+2ϕ˜ ′′j+1 d˜Tj+2ϕ˜ ′′′j+1 d˜Tj+2ϕ˜ IVj+1
d˜Tj+3ϕ˜j+1 d˜Tj+3ϕ˜ ′j+1 d˜Tj+3ϕ˜ ′′j+1 d˜Tj+3ϕ˜ ′′′j+1 d˜Tj+3ϕ˜ IVj+1
d˜Tj+4ϕ˜j+1 d˜Tj+4ϕ˜ ′j+1 d˜Tj+4ϕ˜ ′′j+1 d˜Tj+4ϕ˜ ′′′j+1 d˜Tj+4ϕ˜ IVj+1





As before, we discuss approximation relations∑
j′∈Z
a˜j′ ω˜j′(t) ≡ ϕ(t) ∀t ∈ (˜xk , x˜k+1) ∀k ∈ Z;
supp ω˜j =[ x˜j, x˜j+6] ∀j ∈ Z (4.3)
and put
S5(X˜,ϕ) = Clp L{ω˜j }j∈Z.
Theorem 9. If the grid X˜ is so ﬁne that the chain A˜ =
{˜aj }j∈Z is complete, then
S5(X˜,ϕ) ⊂ S5(X,ϕ). (4.4)
Proof. From the deﬁnition of the grid X˜ and (4.2) to
(4.3), we deduce that
ω˜j (t) ≡ ωj (t), a˜j = aj for j ≤ k − 6, (4.5)
ω˜j (t) ≡ ωj+1(t), a˜j = aj+1 for j ≥ k + 1. (4.6)





aj ωj (t) ∀t ∈ (α,β),
and (after annihilation of identical terms, deﬁned by rela-
tions (4.5) to (4.6)) we obtain
k∑
j=k−5
a˜∗j ω˜∗j (t) ≡
k+1∑
j ′=k−5
a∗j ′ω∗j ′(t) ∀t ∈ (α,β). (4.7)
Discuss relations (4.7) as a system of linear equations with
respect to unknown values {ω˜k−i(t)}, i ∈ I0. Because of
the completeness of the chain A˜, the matrix of the sys-
tem is nonsingular. Now, we obtain mentioned functions
{ω˜k−i(t)}, i ∈ I0, as linear combinations of basic functions
ωj (t) of the space S5(X,ϕ); these representations are cali-
bration relations in discussed case [8]. The inclusion (4.4)
is proved.
Conclusions
Consequent deletion of the knots (one by one) gener-
ates the sequence of the embedded spaces of Bϕ splines.
Obtained results are successfully proved. They may be
applied to spline-wavelet decompositions.
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