This paper presents a multi-agent system (MAS) that implements a recommender system, essentially using collaborative filtering techniques. The design of the MAS is flexible to support the implementation of different filtering strategies and to control the global behavior of the system and its users. It has been applied in the PSI3 project to implement a personalized information dissemination service. Personalization requires some feedback from users in order to obtain some rating of their satisfaction with the information they receive. But, in order to make this effective, it has to be done with minimum disturbance to them. One way to achieve such purpose is by associating a personal agent for each user (to build and manage the user's profile) and a community agent for each group of users (to manage the dissemination and evaluation of information in the group, improve system performance, and prevent malicious behavior).
Introduction
The context of this work is the European project PSI3 (Personalized Services for Integrated Internet Information, www.psi3.org), whose main purpose was the provision of a set of tools for personalization of web sites. An important feature for personalization of a web site is the capability to suggest information of interest to users, based on their preferences (this is also known as recommender systems [1] ). Basically, the problem consists on filtering from a set of elements those which may be of interest to the user, taking into account the matching of attributes of the user and the type of information (content-based filtering) or the experience from other users with similar profile (collaborative filtering [2] ).
Collaborative filtering implies the classification and combination of preferences and opinions from users to determine groups of users with certain similarity. Then, the information of interest for a specific user can be derived from what is well rated in the groups to which the user is associated. The difference with content based filtering is that the answer of the system is determined by the behavior of the group, instead of a simple matching for a user profile with item attributes. Collaborative filtering is adequate, for instance, to recommend products such as books, movies, or web pages, where there is a significant degree of subjectivity in the user's choice.
There are already several agent-based systems implementing some collaborative filtering algorithms (for instance, [3] or [4] ). Although they solve satisfactorily some specific problems, the architecture of these agent systems is not very flexible as all agents have strong dependencies between them in order to implement some concrete algorithm. The multi-agent system (MAS) presented in this paper intends to offer a more flexible architecture that would allow the implementation of different collaborative filtering algorithms, and even the possibility to combine these with content-based mechanisms, as it has been suggested in [5] .
In this work, the collaborative filtering tool is conceived as a MAS, whose purpose is to provide users of a web community with personalized information. As such, the system needs to obtain some rating of the information presented to the users, but with minimum disturbance to them. This is achieved by associating a personal agent for each user, to build and manage the user's profile, and a community agent for each group of users, to manage the dissemination and evaluation of information in the group.
The interest of the proposed approach with respect to others is that this MAS is defined in terms of an organization and the associated workflows. These describe the collaborative filtering process and can be configured in different ways, not only by assigning values to certain parameters, but also by introducing social rules that determine the behavior of the group. This clarifies the design of the system since in the definition of the workflow we use simple terms and concepts closer to the intuitive definition of a process. It also provides flexibility because the workflow can be configured to behave in different ways, according to the kind of results that system administrators expect. Finally, this workflow can evolve. Actors in this workflow may change along the time. Therefore the behavior of the system can change too, but we can control its evolution to maintain some basic features. For instance, we can prevent from malicious behavior that could be (intentionally or not) introduced in the system by certain users (e.g., users doing spam or similar). Another characteristic of this system is the support for scalability, as the MAS is a distributed solution, which can support an arbitrary number of users. This is achieved by allowing system administrator to add new agent nodes for load sharing MAS components.
The organization of the MAS and its agents is described in section 2. There is special emphasis on the description of the main workflow in the organization and the parameters for its configuration, as the basis to structure the collaborative filtering algorithm. The complete design of the system, using the INGENIAS methodology [6] , is available at http://grasia.fdi.ucm.es/ingenias/ejemplos/. Section 3 discusses the definition of social rules to manage the behavior of a community. These can be used, for instance, to monitor the participation of users in the information filtering process and support the evolution of the community to some specific model, in which all the community users behave following certain patterns.
This system has been tested at two web sites (more information at www.psi3.org). Section 4 presents some results from this experimentation, which show that the application of the social rules described in section 3 contributes to reduce the number of interactions (i.e., improves system performance) and facilitate the evolution of the community of users to the desired configuration in a reasonable time.
Based on the results of this work, the conclusions, in section 5, argue that the application of agent concepts facilitates the development, monitoring and evolution of recommender systems. These concepts, such as organization, social rules, workflows, goals, interactions, etc., can be used both at system level (e.g., configuration of workflows) and locally (e.g., personalization of the behavior of each agent). These ideas can be also applied to the design of other distributed applications that interact with a diverse and changing environment, involving different types of users.
Organization and Workflows in the Design of the MAS
The organization of the MAS is derived from the main workflow of the recommender system. Users with common interests are grouped in communities. Members of a community provide information to other members, who may find this information interesting or not. This information provision process can be understood as a document dissemination workflow. Participants in this workflow will determine agents in the system, their role (functionality), and interactions.
Users participate in the workflow through personal agents, one per user. Personal agents keep record of the experience of the user and some other attributes, and may act (with autonomy) on behalf of the user, thus minimizing user interactions with the system (for instance, in the process of rating the adequacy of a certain document, the personal agent can make the evaluation of the document). This means that the system can work whether the user is present or not. On the other hand, community agents act as group representatives, aim at reducing the number of interactions required between personal agents, and define policies for information dissemination and community membership. Community Agents are responsible of managing the information flow among Personal Agents.
There are several ways to improve the performance of the recommender system. First of all, by reducing the dissemination of irrelevant documents. This requires the participation of a subset of the members of the community in an evaluation process. If the evaluation is successful, then the document can be distributed to the community. In order to avoid too much involvement of users in this process (which could be annoying for them), personal agents can do such work. Personal agents build a user profile by taking into account those documents that were annotated positively by the user in the past. Example of annotations are: the user visited the document twice, the user recommended the document to other communities, or the user rated the document as good. Then, personal agents can check the adequacy of suggested documents against those of the user profile by means of text mining tools. Similarly, community agents can also check the adequacy of a document to the community.
This workflow, with the participation of agents, is shown in Fig. 1 . It starts with a user or an agent, providing a document to the user's community. This document is checked against the profile of the community and if it passes the test, it is evaluated by a subset of the members of the community. If members evaluate it positively, the community disseminates the document to the rest of the members. The opinion of the members is an additional feedback for the document evaluation. Along the way, the document is compared against a user profile or the community profile, which are expressed here as a set of documents, using automated analysis (text mining tools such as Rainbow [7] in our case). This comparison occurs when the community receives the document and when an evaluator or a suggestion receiver receives the document. The workflow identifies the activities in the collaborative filtering process and the roles, which are responsible for them. Agents play roles, so they have the responsibility for performing the tasks that are assigned to the corresponding roles. In this system, personal agents undertake the roles of Initiator, Evaluator and Suggestion Receiver, whilst community agents undertake the role of Community. In this way, the identification of activities in the workflow and their assignment to roles is useful for defining which tasks and goals are assigned to each agent in the system. The workflow can be configured at specific points with parameters (1), algorithms (2), and some rules (3 and 4): 1. The number of members who evaluate the information. The quality of the document depends highly on the number of users that have reviewed it. 2. Decision criteria for the autonomous evaluation of documents. These criteria determine whether the document fits into a profile (from the community or the user). A profile is initially defined as a set of positively evaluated documents. The default criterion is to consider the profile as a category and use a k-nearest neighbor algorithm with key word extraction [7] to obtain a degree of relevance to the profile. This degree has to be higher than a configurable threshold. 3. Decision criteria to consider evaluation results. Once users have evaluated documents, these criteria are used to decide whether or not dissemination should progress. The default criterion is to check if the number of positive evaluations is greater than the number of negative evaluations. 4. Criteria to act when a user ignores the document. Default behavior is to consider that the user is not interested in the document. These workflow configuration features are those considered for the system that has been implemented in the PSI3 project and others could be considered. Each feature influences the behavior of the communities of users in which the workflow is executed. Users participate in the information flow because they benefit from the information received. If they do not feel satisfied with the documents they receive, then users will leave the community. However, there are many subtle differences in the attitude of users. There are users who do not feel confident enough to share their information with other users, but may collaborate in the information evaluation. Others just want to receive information and not collaborate at all. Also, there are users who only wish to disseminate information that perhaps does not interest other users, advertisements of products or services, for example. To take into account such attitudes, we have studied what types of communities may be interesting in a recommender system and how to control their evolution towards some of these types.
Social Rules for Community Modeling
A community can be described in terms of the types of users that constitute it. Type of user is defined in terms of the behavior in the information dissemination process, such as the following:
• An annoying user is one whose suggestions are not accepted by the majority of users.
• A passive user is one that does not review nor evaluate any document, but reads the supplied documents.
• An active user is one that participates in the evaluation workflow. It may be:
o An active reviewer, one that provides an evaluation on a document. o An active suggestor, one that frequently provides documents to the community. In order to improve the efficiency of the system, some types of users, e.g., annoying users, should be discouraged to participate in the community. Depending on the strategy of the recommender system, the ideal community can be defined as composed of users of specific types, for instance:
• A community where all users are active suggestors or active reviewers. The percentage of active reviewers should be higher than active suggestors so that reviewers are not overloaded by the amount of information to process.
• A community where all users are active suggestors, active reviewers or passive users. Ideally, there should be much more active reviewers than passive users. When there are more passive users than active reviewers and the number of reviewers is low, it is difficult to ensure document quality without overloading the reviewers. Initially the system starts with any kind of community, as users subscribe to the community. By applying some social rules it is possible to evolve the community towards an ideal composition. A way to achieve this goal is with a rejection mechanism based on accumulated negative votes. The more negative votes a user provides, the more he is eligible for rejection. This policy is implemented in the form of rules managed by Community Agents. These rules are called social rules because their purpose is to tune the behavior of the community of agents attending to the social behavior of each one. Examples of such rules are:
1. When the user does not review a document after a certain time, it means that there is a negative vote. Such users may be passive users. The interpretation is that the system punishes the passive user increasing the chance of rejection for that user. 2. When a user provides a negative evaluation for a document that is finally accepted by the community, it means that the user may be showing prejudices. Prejudices are punished with the assignment of negative votes to the user. 3. When a user suggests documents that are being badly evaluated, that means that there is a possible annoying user. In this situation, negative votes are generated. The policy can be customized by system administrators to determine how many negative votes are needed to reject users, to ignore suggestions from annoying users or what is the punishment for passive users. Also, the number of rules can be increased at any time. So, system administrators can define new rules to deal with specific situations.
In this case, there is no rule that decreases the amount of negative votes (i.e., a kind of positive vote). Therefore, the system may end up rejecting members of the community that provide good information and with a very active participation in the community. To deal with this situation, personal agents can be programmed to subscribe again to the community that rejected them. This can be done transparently to the user. The community agent, instead of admitting them directly, inspects new subscribers to check if their profiles match those of the existing members of the community. Matching is performed with text mining tools [7] . This ensures that the community will accept users who provided good documents in the past.
The mechanism for the selection of reviewers is also important to determine the evolution of the community:
• Selecting the same person (for instance a community administrator) as a reviewer makes the community become a tyranny (a government in which a single ruler is invested with absolute power). This is usually the situation in moderated distribution lists. Depending on the skills of the moderator, this procedure may or may not work well. If the subject of the community is politics, the actuation of the moderator will undoubtedly influence the kind of documents that will be distributed. Also, the moderator becomes a bottleneck in the flow of information inside a community.
• Selecting among a fixed sub-set of users, who may be experts in the field, leads to oligarchy (government by a small group). This situation is desirable as long as selected users perform well.
• Voting who will act as reviewer leads to a democracy (government by the people, exercised either directly or through elected representatives). The reviewer role should be temporal and community members should present themselves as candidates for reviewing. Without a reward policy, we do not expect such collaboration from the members of a community. Another issue is that this solution overloads the users of the community. The selection policy must ensure equality in information overload and provide participative evaluation criteria. This can be achieved by selecting a random set of users to act as reviewers. The selection process ensures that all users participate in a similar number of evaluation processes. This policy has been implemented in the PSI3 system, and the experimentation shows that with this simple policy the overload is low while the evaluation ratio can be kept high.
Testing PSI3 Agent Recommender System
The final implementation of the recommender system in the PSI3 project, following the strategy discussed in the previous section, demonstrates that the policy of random selection of reviewers leads to low information overload and that the punishment policy leads to ideal communities for information dissemination.
To simulate exhaustive work of the system, the experiments run simulations of users accessing the PSI3 system. Each user is simulated by an agent whose profile is defined by a list of documents from the Reuters-21578 collection. These documents, which are marked with tags, represent the preferences of the simulated user and are used to simulate human decision criteria (I like this document if its topics match those of my profile). The generation of the profile is done by selecting a distribution of documents (see table 1 ) according to a predefined set of categories. Each category corresponds to a topic keyword from the Reuters collection. Initially the community under test is formed by 25% of users whose profile consists 100% of documents talking about corn (i.e., they are only interested on documents from this category), 50% whose profile consists of 50% of documents about soy-bean and 50% about money-supply, and 25% who are interested only in money-supply documents.
The tests start with a community composed of 30% of active suggestors (suggests, reviews and evaluates), 30 % of active reviewers (reviews and evaluates) and 20% of passive users. The community uses 7 members to evaluate documents. These members are randomly selected.
The purpose of this experiment is to check whether the composition of the community evolves to a community where there are only active users who are interested in the topics of the community. The behavior of this community along the time is described in Fig. 2 .
As it was expected the number of passive users, as well as the number of active users (suggestors and reviewers) that do not share common interests, decreases with time. Note that the number of active reviewers is related with the number of active suggestors. When the first increases, so does the second. Also, passive users influence negatively in the number of active suggestors. When the number of passive users increases, the number of active suggestors decreases. This means that in the workflow it is important to reject as soon as possible passive users so that active reviewers can support active suggestors with positive votes. This can achieved by modifying the number of negative votes that are needed to reject a user. The system for the experiments was a Pentium III at 500 MHz and 300 MB, running Linux. Agents were programmed with Java and the JESS rule engine system, which has considerable impact on performance. With this configuration, it took seventy minutes for the system to become stable with no passive users and ten active users. To achieve this state, the majority of the members in the community should evaluate some documents positively. These documents can be taken to build the community profile and are used to evaluate new candidates. This information is used by the community agent to determine whether new subscription requests may be accepted or not taking into account their potential to contribute with relevant documents to the community.
Another issue is how to measure the performance of the workflow. Traditional measurement in information retrieval establishes a widely accepted method (recall and precision). However, in real systems, such a measurement would not work because the user may simply have forgotten to review a piece of information that according to the system is highly rated. That is why in this case we preferred to collect how many times:
• A document was recognized as good and the user recognized it as good too.
• A document was recognized as good but the user did not think so.
• A document was recognized as good but the user did not review it. On the other hand, it is also interesting to measure how good community agents are acting as filters. Again, similar measurements are applied:
• How many users have rated a piece of information (any) as good.
• How many users have rated a piece of information (any) as bad.
• How many users have rated a piece of information as good after the evaluation.
• How many users have rated a piece of information as bad after the evaluation.
• How many users have not reviewed the information.
The information gathered by the system about these points appears in Fig. 3 . As it was expected the ratio of users that received a suggested document is drastically inferior to the original. Having received 1400 suggestions from users of the community, these enable less than 400 high quality suggestions to be disseminated to the rest of the users. The documents that matched the categories associated to simulated users were more than 1100; meanwhile the documents rated negatively by simulated users were less than 600. If all of the initial suggestions were accepted, then users may receive 1400*50 documents what would not probably be well considered. Also, there is the problem of bandwidth. With this solution, bandwidth cost is reduced and users do not receive spam. 
Conclusions
The design of an agent-based recommender system around the specification of its workflows provides great flexibility. This is because the behavior of the MAS can be configured at different points in the workflow with parameters, algorithms, or rules. This enables experimentation until the desired behavior of a community of users is achieved. As an example, this paper shows the use of social rules to evolve a community of several types of users into a community of active users. Social rules can be used to regulate the flow of information and community membership in the recommender system. This provides flexible ways to control some undesirable behavior by some users, for instance, those who insert advertising as interesting information. Social rules can specify how to detect people who annotate documents negatively too many times or who supply documents that are not considered as interesting by other members, and take the appropriate actions with them (for instance, ignore them or reject from the community).
User modeling can be quite simple, as in this case, where user profile consists of a collection of documents that were positively evaluated by the user. As already mentioned, this has the advantage of allowing the use of text mining tools for matchmaking agents.
Although current tests do not ensure that users will accept the results from this system better than others, experiments show that communities evolve to a number of users who are satisfied with the results, because the system promote users to participate proactively in the evolution of the community composition and improves the quality of the information received. We have focused on an evolution of the communities to relatively small communities where users are satisfied with the results they obtained from them, but other behaviors could be developed taking into account different strategies for recommender systems.
