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LOCAL B-MODEL AND MIXED HODGE STRUCTURE
YUKIKO KONISHI AND SATOSHI MINABE
Abstract. We study the mixed Hodge theoretic aspects of the B-model side of local
mirror symmetry. Our main objectives are to define an analogue of the Yukawa coupling
in terms of the variations of the mixed Hodge structures and to study its properties. We
also describe a local version of Bershadsky–Cecotti–Ooguri–Vafa’s holomorphic anomaly
equation.
1. Introduction
1.1. Local mirror symmetry. Mirror symmetry states a relationship between the genus
zero Gromov–Witten theory (“A-model”) of a Calabi–Yau threefoldX and the Hodge theory
(“B-model”) of its mirror Calabi–Yau threefold X∨. After the first example of a quintic
hypersurface in P4 and its mirror [18, 9], Batyrev [6] showed that a mirror pair of Calabi–
Yau hypersurfaces in toric varieties can be constructed from a reflexive polyhedron1. Local
mirror symmetry was derived from mirror symmetry for toric Calabi–Yau hypersurfaces by
considering a certain limit in the Ka¨hler and complex moduli spaces2 [28] [11]. Chiang–
Klemm–Yau–Zaslow [11] gave quite a thorough mathematical treatment to it. Their result
can be summarized as follows.
Take a 2-dimensional reflexive polyhedron ∆ (see Figure 1 for examples). On one side
(“lcoal A-model” side), one considers the genus zero local Gromov–Witten (GW) invariants
of a smooth weak Fano toric surface PΣ(∆∗) which is determined by the 2-dimensional com-
plete fan Σ(∆∗) generated by integral points of ∆. On the other side (“local B-model” side),
one considers a system of differential equations associated to ∆ called the A-hypergeometric
system with parameter zero due to Gel’fand–Kapranov–Zelevinsky [16, 17]. Then the state-
ment of local mirror symmetry is that the genus zero local GW invariants can be obtained
from solutions of the A-hypergeometric system.
Remark 1.1. The problem of computing the local GW invariants, not only at genus zero
but also at all genera, is solved completely by the method of the topological vertex [1].
1.2. Local B-model and the mixed Hodge structure. When one compares local mirror
symmetry with mirror symmetry, it is easy to see an analogy between the A-model (GW
invariants) and the local A-model (local GW invariants). To compare the B-model and the
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2000 Mathematics Subject Classification. Primary 14J32; Secondary 14D07, 14N35.
1See §3.5 for the definition of reflexive polyhedra.
2 This limit typically corresponds to a situation on the A-model side where one considers the effect
of a local geometry of a weak Fano surface within a Calabi–Yau threefold. Hence the term “local mirror
symmetry”. See [28, §4].
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Figure 1. Examples of 2-dimensional reflexive polyhedra. (P2, F0,F1,F2 cases.)
local B-model, let us look into them in more detail. A natural framework for the B-model is
the variation of polarized Hodge structures on H3(X∨) 3 (cf. [12, Ch.5], [36, Ch.1, Ch.3]).
One considers
(i) the family π : X → B of complex deformations of the Calabi–Yau threefold X∨,
(ii) a relative holomorphic three form ΩX/B which, together with the elements obtained
by successive applications of the Gauss–Manin connection ∇, spans H3(X∨),
(iii) the Picard–Fuchs system for period integrals of ΩX/B,
(iv) an OB-multilinear symmetric map from TB × TB × TB to OB called the Yukawa
coupling:
Yb(A1, A2, A3) =
∫
X∨
b
∇A1∇A2∇A3ΩX/B ∧ ΩX/B , (b ∈ B) .
Let us turn to the local B-model. Our proposal in this paper is that a natural language
for the local B-model is the mixed Hodge structures and their variations. The mixed Hodge
structure (MHS) due to Deligne [13] is a generalization of the Hodge structure with the
extra data W• called the weight filtration. See §2. Although the cohomology H∗(V ◦) of an
open smooth variety V ◦ does not have a Hodge structure in general, it does have a canonical
MHS [13, 14]. There is also a canonical one on the relative cohomology H∗(U◦, V ◦).
Now, let us explain what are the counterparts of (i)–(iv) in the local B-model. Let ∆ be
a 2-dimensional reflexive polyhedron as above and Fa be a ∆-regular Laurent polynomial,
i.e., a Laurent polynomial of the form
Fa(t1, t2) =
∑
m∈∆∩Z2
amt
m ∈ C[t±11 , t±12 ]
which satisfies a certain regularity condition (cf. Definition 3.1). In the literature, two
closely related manifolds associated to Fa are considered: the one is the affine curve C
◦
a in
the 2-dimensional algebraic torus T2 = (C∗)2 defined by Fa(t1, t2) = 0 [11, §6], and the
other is the open threefold Z◦a ⊂ T2 × C2 defined by Fa + xy = 0 [23, §8]. As we shall see,
they give the same result. By varying the parameter a = (am), we have a family of affine
curves Z → Lreg(∆) and a family of open threefolds Z ′ → Lreg(∆). By taking a quotient
by the following action of T3 = (C∗)3,
Fa(t1, t2) 7→ λ0Fa(λ1t1, λ2t2) , (λ0, λ1, λ2) ∈ T3,
3Throughout the paper, the coefficient of the cohomology group is C unless otherwise specified.
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we also have the quotient families Z/T3 →M(∆) and Z ′/T3 →M(∆). These correspond
to (i). As a counterpart of (ii), we consider, for the affine curve C◦a , the class
ω0 =
[(dt1
t1
∧ dt2
t2
, 0
)]
∈ H2(T2, C◦a) 4 ,
in the relative cohomology H2(T2, C◦a), and for the open threefold Z
◦
a , the class of a holo-
morphic 3-form:
ωa =
[
Res
1
Fa + xy
dt1
t1
dt2
t2
dxdy
]
∈ H3(Z◦a) .
The counterpart of (iii) is the A-hypergeometric system as explained in [11]. Batyrev [5]
and Stienstra [33] studied the variation of MHS (VMHS) on H2(T2, C◦a) and showed the
followings: H2(T2, C◦a)
∼= Cω0 ⊕ PH1(C◦a) is isomorphic to a certain vector space RFa ;
ω0 and elements obtained by successive applications of the Gauss–Manin connection span
H2(T2, C◦a); ω0 satisfies the A-hypergeometric system considered in [11]. For the polyhedron
#1 in Figure 1, Takahashi [34] independently showed that integrals∫
Γ
ω0 , Γ ∈ H2(T2, C◦a ,Z) ,
over 2-chains Γ whose boundaries lie in C◦a satisfy the same differential equation. For the
open threefold Z◦a , there is a result by Hosono [25] that integrals∫
γ
ωa , γ ∈ H3(Z◦a ,Z) ,
satisfy exactly the same A-hypergeometric system. It has been known that H3(Z◦a)
∼=
H2(T2, C◦a). Gross [20, §4] described the isomorphism and mentioned that the integration
of ωa over a 3-cycle reduces to that of ω0 over a 2-chain under the isomorphism. In this
paper, we shall study the (V)MHS of H3(Z◦a) and show that it has the same description as
H2(T2, C◦a)
∼= RFa and that ωa plays the same role as ω0. This is one of the main results of
this paper (cf. Theorem 5.1).
Remark 1.2. In [11], Chiang et al. considered the “1-form” ResFa=0(logFa)ω0 on C
◦
a and
argued that its period integrals satisfy the A-hypergeometric system. The result by Batyrev,
Stienstra, and Takahashi implies that ω0 ∈ H2(T2, C◦a) gives a rigorous definition of this
“1-form”. This point was mentioned in [20].
Remark 1.3. Calculation of the (V)MHS of H3(Z◦a) in this paper closely follows the result
by Batyrev on the MHS of affine hypersurfaces in algebraic tori [5].
1.3. Weight filtration and the Yukawa coupling. At this point, one may ask what is
the role of the weight filtration. Our answer is that it is needed to define an analogue of
the Yukawa coupling. It is the main motivation of the present work. In general, the lowest
level subspace of the weight filtration in H∗(V ◦) is the image of the cohomology H∗(V ) of
a smooth compactification V (see, e.g., [32, Proposition 6.30]). In our cases, it turns out
that the lowest level subspace W1H2(T2, C◦a) (resp. W3H3(Z◦a)) of the weight filtration on
H2(T2, C◦a) (resp. H
3(Z◦)) is isomorphic to H1(Ca) (resp. H
3(Za)), where Ca (resp. Za)
4Note that the class ω0 depends on the parameter a, although it is not indicated in the notation.
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is a smooth compactification of C◦a (resp. Z
◦
a). Thus we can use the intersection product on
H1(Ca) or H
3(Za) to define an analogue of the Yukawa coupling.
As a counterpart to (iv), we propose the following definition (Definition 6.2). Consider the
family of affine curves Z → Lreg(∆). Let T 0Lreg(∆) be the subbundle of the holomorphic
tangent bundle TLreg(∆) spanned by ∂a0
5. Our Yukawa coupling is a multilinear map
from TLreg(∆)×TLreg(∆)×T 0Lreg(∆) to OLreg(∆). Take three vector fields (A1, A2, A3) ∈
TLreg(∆) × TLreg(∆) × T 0Lreg(∆). By the result on VMHS, we see that ∇A3ω0 can be
regarded as a (1, 0)-form on Ca, and that although ∇A1∇A2ω0 may not be in W1, we can
associate a 1-form (∇A1∇A2ω0)′ on Ca (Lemma 6.1). We define
Yuk(A1, A2;A3) =
√−1
∫
Ca
(∇A1∇A2ω0)′ ∧∇A3ω0 .
It is also possible to define the Yukawa coupling using the family of open threefolds. In
fact they are the same up to multiplication by a nonzero constant. We also have a similar
definition for the quotient family (§6.5).
In addition to the above geometric definition, we give an algebraic description of the
Yukawa coupling via a certain pairing considered by Batyrev [5] (cf. §6.2, 6.3). We also
derive the differential equations for them (Proposition 6.9, Lemma 6.12). These results
enables us to compute the Yukawa couplings at least in the examples shown in Figure 1 (cf.
Example 6.13, §8). They agree with the known results [29, 15, 2, 8, 22, 3]. We also see that
they are mapped to the local A-model Yukawa couplings by the mirror maps (cf. Example
6.15, §8).
1.4. Local B-model at higher genera. If we are to pursue further the analogy between
mirror symmetry and local mirror symmetry to higher genera, the first thing to do is to
formulate an analogue of the so-called special Ka¨hler geometry. It is a Ka¨hler metric on the
moduli B of complex deformations of a Calabi–Yau threefold X∨ whose curvature satisfies
a certain equation called the special geometry relation. In the setting of the local B-model,
we define a Hermitian metric on the rank one subbundle T 0M(∆) of TM(∆) and derive an
equation similar to the special geometry relation (Lemma 7.1).
Next, we consider Bershadsky–Cecotti–Ooguri–Vafa’s (BCOV’s) holomorphic anomaly
equation [7]. It is a partial differential equation for the B-model topological string amplitudes
Fg’s
6 which involves the Ka¨hler metric, its Ka¨hler potential and the Yukawa coupling. By
making use of the result on the VMHS of H2(T2, C◦a) (or H
3(Z◦a)), we propose how to adapt
the holomorphic anomaly equation to the setting of the local B-model (eqs. (7.4), (7.5)).
We also explain it from Witten’s geometric quantization approach [39].
In the examples shown in Figure 1, we checked that the solutions of this holomorphic
anomaly equation with appropriate holomorphic ambiguities and with the holomorphic limit
give the correct local GW invariants for g = 1, 2 at least for small degrees.
Remark 1.4. It is known that, in the local setting, the Ka¨hler potential drops out from
BCOV’s holomorphic anomaly equation, and consequently the equation is solved by a certain
5Here a0 is the parameter corresponds to the origin (0, 0) ∈ ∆ ∩ Z2.
6 Its mathematical definition is yet unknown for g ≥ 2.
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Feynman rule with only one type of propagators Si,j with two indices [29, 24, 2, 22, 3].
Moreover, it is also known that essentially only one direction inM(∆) corresponding to the
moduli of the elliptic curve Ca is relevant. Our description of BCOV’s holomorphic anomaly
equation is based on these results.
1.5. Plan of the paper. In §2, we recall the definition of the mixed Hodge structure. In
§3, we define the vector space RFa following Batyrev [5] and recall Gel’fand–Kapranov–
Zelevinsky’s A-hypergeometric system [16, 17]. In §4, we give descriptions due to Batyrev
[5] and Stienstra [33] of (V)MHS on the relative cohomology Hn(Tn, V ◦a ) of the pair of the
n-dimensional algebraic torus Tn and an affine hypersurface V ◦a in terms of RFa (Theorem
4.2). In §5, we state the result on the MHS on the cohomology H3(Z◦a) of the open threefold
Z◦a and its relationship to that on H
2(T2, C◦a) (Theorem 5.1). The details for the calculation
of H3(Z◦a) are given in §A. In §6, we define the Yukawa coupling and study its properties.
In §7 we propose a holomorphic anomaly equation for the local B-model.
We note that polyhedra dealt with in §3 and §4 are convex integral polyhedra, while in
§5, §6 and §7, only 2-dimensional reflexive polyhedra are considered.
The examples treated in this article are listed in Figure 1. These will be sometimes called
the cases of P2, F0, F1, F2 according to their local A-model toric surfaces. The P
2 case
appears in the course of the paper. The others are summarized in §8.
1.6. Notations. Throughout the paper, we use the following notations. Tn denotes the n-
dimensional algebraic torus (C∗)n. For m = (m1, . . . ,mn) ∈ Zn, tm stands for the Laurent
monomial tm11 · · · tmnn ∈ C[t±11 , . . . , t±1n ]. For a variable x, θx is the logarithmic derivative
x∂x.
1.7. Acknowledgments. This work was started during Y.K.’s visit at Institut des Hautes
E´tudes Scientifiques. She thanks the institute for hospitality and support. She also thanks
Maxim Kontsevich, Kyoji Saito, Akihiro Tsuchiya for valuable comments. The authors
thank Andrea Brini for kindly letting them know some references on the Yukawa coupling.
Research of Y.K. is partly supported by Grant-in-Aid for Scientific Research (start-up 20840024).
S.M. is supported by JSPS/EPDI/IHE´S fellowship (2007/2009) and Max-Planck-Instutut
fu¨r Mathematik.
2. Preliminaries on the mixed Hodge structures
In this section we recall the mixed Hodge structure of Deligne [13, 14]. See also [37, 38]
[32].
A mixed Hodge structure (MHS) H is the triple H = (HZ,W•,F•), where HZ is a
finitely generated abelian group,W• is an increasing filtration (called the weight filtration) on
HQ = HZ⊗Q, and F• is a decreasing filtration (called the Hodge filtration) on HC = HZ⊗C
such that for each graded quotient
GrWn (HQ) :=Wn/Wn−1 ,
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with respect to the weight filtration W•, the Hodge filtration F• induces a decomposition
GrWn (HC) =
⊕
p+q=n
Hp,q ,
with Hp,q = Hq,p, where Hp,q := GrpFGr
W
p+q(HC) and the bar denotes the complex conju-
gation. We say that the weight m ∈ Z occurs in H if GrWm 6= 0, and that H is a pure Hodge
structure of weight m if m is the only weight which occurs in H . By the classical Hodge
theory, if X is a compact Ka¨hler manifold, then Hk(X) carries a pure Hodge structure of
weight k.
Let V ◦ be a smooth open algebraic variety of dimension n. By Deligne [13, 14], there is a
canonical MHS on Hk(V ◦). The weights of Hk(V ◦) may occur in the range [k, 2k] if k ≤ n
and in [k, 2n] if k ≥ n. The construction goes as follows. Take a smooth compactification V
of V ◦ such that the divisor D = V \V ◦ is simple normal crossing, and consider meromorphic
differential forms on V which may have logarithmic poles along the divisor D. Then the
Hodge filtration is given by the degree of logarithmic forms while the weight filtration is given
by the pole order. The constructed MHS does not depend on the chosen compactification
V and is functorial, i.e., any morphism f : V ◦ → U◦ of varieties induces a morphism
f∗ : H∗(U◦)→ H∗(V ◦) of MHS’s.
Let ι : V ◦ →֒ U◦ be an immersion between two smooth open algebraic varieties. By [14],
there exists a canonical MHS on the relative cohomology Hk(U◦, V ◦). The construction is
similar to the one above (cf. [32, Ch. 5], [38, Ch. 8]). The long exact sequence
(2.1) · · · ι
∗
−→ Hk−1(V ◦) −→ Hk(U◦, V ◦) −→ Hk(U◦) ι
∗
−→ Hk(V ◦) −→ · · · ,
is an exact sequence of MHS’s. The weights of Hk(U◦, V ◦) may occur in [k − 1, 2k].
The m-th Tate structure T (m) is the pure Hodge structure of weight −2m on the lattice
(2π
√−1)mZ ⊂ C which is of type (−m,−m), i.e., T (m)C = T (m)−m,−m.
Example 2.1. The MHS on Hm(Tn) is T (−m)⊕(nm) for 0 ≤ m ≤ n. See [5, Example 3.9].
Example 2.2. Let C be a smooth projective curve and C◦ = C\D be an affine curve, where
D = {p1, · · · , pm} is a set of distinct m-points on C. We describe the MHS on H1(C◦). The
weight filtration W• and the Hodge filtration F• are:
0 ⊂ W1 = H1(C) ⊂ W2 = H1(C◦) , 0 ⊂ F1 = H0(Ω1C(logD)) ⊂ F0 = H1(C◦) ,
where Ω1C(logD) is the sheaf of logarithmic 1-forms on (C,D). The “Hodge decomposition”
of GrW1
(
H1(C◦)
)
= H1,0 ⊕H0,1 is the same as that of H1(C) :
H1,0 = H1,0(C) , H0,1 = H0,1(C) .
That of GrW2
(
H1(C◦)
)
= H2,0 ⊕H1,1 ⊕H0,2 is,
H1,1 = H0(Ω1C(logD))
/
H0(Ω1C) , H
2.0 = H0,2 = 0 .
LOCAL B-MODEL AND MIXED HODGE STRUCTURE 7
Hence the “Hodge numbers” of H1(C◦) are:
p = 0 1 2
q = 0 g 0
1 g m− 1
2 0
,
where g is the genus of C. The MHS on H1(C◦) is an extension of T (−1)⊕(m−1) by H1(C)
in the sense of [10]:
0→ H1(C)→ H1(C◦)→ T (−1)⊕(m−1) → 0 .
3. Polyhedron, Jacobian ring, RF and A-hypergeometric system
A convex integral polyhedron ∆ ⊂ Rn is the convex hull of some finite set in Zn. The set
of integral points in ∆ is denoted by A(∆) and its cardinality by l(∆) := #A(∆).
3.1. ∆-regularity. Let ∆ be an n-dimensional integral convex polyhedron. Equip the ring
C[t0, t
±1
1 , . . . , t
±1
n ] with the grading given by det t
k
0t
m = k. Define S∆ to be its subring:
S∆ =
⊕
k≥0
Sk∆ , S
k
∆ =
⊕
m∈∆(k)
C tk0t
m ,
where
(3.1) ∆(k) :=
{
m ∈ Rn | m
k
∈ ∆
}
(k ≥ 1) , ∆(0) := {0} ⊂ Rn .
Recall that the Newton polyhedron of a Laurent polynomial
F =
∑
m
amt
m ∈ C[t±11 , . . . , t±1n ]
is the convex hull of {m ∈ Zn | am 6= 0} in Rn. Denote by L(∆) the space of Laurent
polynomials whose Newton polyhedra are ∆.
Definition 3.1. A Laurent polynomial F is said to be ∆-regular if F ∈ L(∆) and, for every
l-dimensional face ∆′ ⊂ ∆ (0 < l ≤ n), the equations
F∆
′
:=
∑
m∈∆′∩Zn
amt
m = 0 ,
∂F∆
′
∂t1
= 0 , . . . ,
∂F∆
′
∂tn
= 0 ,
have no common solutions in Tn. Denote by Lreg(∆) the space of ∆-regular Laurent poly-
nomials.
Example 3.2. Let ∆ ⊂ R2 be the polyhedron #1 in Figure 1, which is the convex hull of
{(1, 0), (0, 1), (−1,−1)}. Let F ∈ L(∆) which is of the form:
(3.2) F = a1t1 + a2t2 +
a3
t1t2
+ a0 , (a0, a1, a2, a3 ∈ C) .
We wrote a(1,0) = a1, a(0,1) = a2, a(−1,−1) = a3 for simplicity. Then we have
F ∈ Lreg(∆) ⇐⇒ a
3
0
a1a2a3
+ 27 6= 0 , a1a2a3 6= 0 .
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3.2. Jacobian ring, RF and filtrations. For F ∈ L(∆), let Di (i = 0, . . . , n) be the
following differential operators acting on S∆:
(3.3) D0 := θt0 + t0F , Di := θti + t0θtiF (i = 1, . . . , n) .
Definition 3.3. Define C-vector spaces RF and R+F by
(3.4) RF := S∆
/ n∑
i=0
DiS∆ , R+F := S+∆
/
n∑
i=0
DiS∆ ,
where S+∆ =
∑
k≥1 S
k
∆.
Obviously, RF = R+F ⊕ S0∆.
We consider two filtrations on the vector spacesRF . The E-filtration on S∆ is a decreasing
filtration
E : · · · ⊃ · · · ⊃ E−k ⊃ · · · E−1 ⊃ E0 ⊃ · · ·
where E−k is the subspace spanned by all monomials of the degree ≤ k. This induces
filtrations on RF and R+F which are denoted by E and E+ respectively. It holds that
E−n = RF .
Definition 3.4. Let JF be the ideal in S(∆) generated by t0F, t0θt1F, . . . , t0θtnF . The
Jacobian ring RF is defined as S∆/JF . Denote by R
i
F the i-th homogeneous piece of RF .
The graded quotient of RF with respect to the E-filtration is given by the Jacobian ring:
Gr−iE RF = RiF .
Denote by I
(j)
∆ (0 ≤ j ≤ n + 1) the homogeneous ideals in S∆ generated as C-subspaces
by all monomials tk0t
m where k ≥ 1 and m ∈ ∆(k) which does not belong to any face of
codimension j. We set I
(n+2)
∆ = S∆. These form an increasing chain of ideals in S∆:
(3.5) 0 = I
(0)
∆ ⊂ I(1)∆ ⊂ I(2)∆ ⊂ · · · ⊂ I(n+1)∆ = S+∆ ⊂ I(n+2)∆ = S∆ .
Let Ij ⊂ RF be the image of I(j)∆ . These subspaces define an increasing filtration I on RF :
0 = I0 ⊂ I1 ⊂ I2 ⊂ · · · ⊂ In+1 = R+F ⊂ In+2 = RF .
Later we will see that RF is isomorphic to the cohomology mentioned in §1.2. The I-(resp.
E-)filtration describes the weight (resp. Hodge) filtration of the MHS on it.
Example 3.5. Let ∆ be the polyhedron #1 in Figure 1. Assume that F ∈ Lreg(∆). Then
we have
RF ∼= C 1⊕ C t0 ⊕ C t20 .
The I- and the E-filtrations are
I3 = I2 = I1 ∼= C t0 ⊕ C t20 , I4 = RF .
E0 = C 1 , E−1 = C 1⊕ C t0 , E−2 = RF .
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3.3. Derivations with respect to parameters. Let a = (am)m∈A(∆) be algebraically
independent coefficients. Consider the C[a]-module S∆[a] := S∆ ⊗ C[a]. Let
(3.6) RF [a] := S∆[a]
/( n∑
i=0
DiS∆[a]
)
.
Define the action of differential operators Dam (m ∈ A(∆)) on S∆[a] by
Dam =
∂
∂am
+ t0t
m .
Since this action commutes with that of Di (i = 0, 1, . . . , n), it induces an action of Dam on
RF [a].
We shall see that the operator Dam corresponds to the Gauss–Manin connection ∇am
on the cohomology of our interest (cf. §4.3, §5). Note that Dam preserves the I-filtration:
DamIj ⊂ Ij . This corresponds to the fact that the weight filtration is preserved by the
variation of MHS’s. Note also that Dam decreases E-filtration by one: DamE−k ⊂ E−k−1.
This corresponds to the Griffiths transversality [35].
3.4. A-hypergeometric system. We briefly recall the A-hypergeometric system of Gel’fand–
Kapranov–Zelevinsky [16] [17] in a form suitable to our situation. Let ∆ be an n-dimensional
integral convex polyhedron. For ∆, the lattice of relations is defined by
(3.7) L(∆) :=
{
l = (lm)m∈A(∆) ∈ Zl(∆) |
∑
m∈A(∆)
lmm = 0 ,
∑
m∈A(∆)
lm = 0
}
.
The A-hypergeometric system associated to ∆ (with parameters (0, . . . , 0) ∈ Cn+1) is the
following system of linear differential equations for Φ(a):
(3.8) TiΦ(a) = 0 (i = 0, 1, . . . , n) ,  lΦ(a) = 0 (l ∈ L(∆)) ,
where
T0 =
∑
m∈A(∆)
θam , Ti =
∑
m∈A(∆)
miθam (1 ≤ i ≤ n) ,
 l =
∏
m∈A(∆);
lm>0
∂ lmam −
∏
m∈A(∆);
lm<0
∂−lmam .
The number of independent solutions is equal to the volume7 of the polyhedron ∆ [16].
Example 3.6. In the case when ∆ is the polyhedron #1 in Figure 1, the lattice of relations
L(∆) has rank one and generated by (−3, 1, 1, 1). For simplicity we write a(1,0) = a1,
a(0,1) = a2, a(−1,−1) = a3. The A-hypergeometric system is
(θa1 − θa3)Φ(a) = 0 , (θa2 − θa3)Φ(a) = 0 ,
(θa0 + θa1 + θa2 + θa3)Φ(a) = 0 ,
(∂a1∂a2∂a3 − ∂3a0)Φ(a) = 0 .
It is equivalent to Φ(a) = f(z), z = a1a2a3
a30
and[
θ3z + 3z θz(3θz + 1)(3θz + 2)
]
f(z) = 0 .
7 Here the volume is normalized so that the fundamental simplex in Rn has volume one.
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Solutions about z = 0 are obtained in [11, eq.(6.22)]:
̟(z; 0) = 1 , t := ∂ρ̟(z; ρ)|ρ=0 = log z + 3H(z) ,
∂SF = ∂
2
ρ̟(z; ρ)|ρ=0 = (log z)2 + · · ·
(3.9)
where
̟(z; ρ) =
∑
n≥0
(3ρ)3n
(1 + ρ)3n
(−1)nzn+ρ , H(z) =
∑
n≥1
(3n− 1)!
n!3
(−z)n .
Here (α)n denotes the Pochhammer symbol: (α)n = (α)(α + 1) · · · (α + n − 1) for n ≥ 1,
(α)n = 1 for n = 0.
Proposition 3.7. 1. For each F ∈ Lreg(∆), RF is spanned by Dam1 · · ·Damk 1 (0 ≤ k ≤ n,
m1, . . . ,mk ∈ A(∆)).
2. In RF [a], the element 1 satisfies the A-hypergeometric system (3.8) with ∂am (m ∈ A(∆))
replaced by Dam .
Proof. 1. This follows because S∆ is spanned by monomials obtained by successive applica-
tions of Dam to 1 and because RF = E−n.
2. In the ring S∆[a], it holds that(
Ti|θam→amDam
)
1 = Di 1 (0 ≤ i ≤ n) ,(
 l|∂am→Dam
)
1 =
∏
m:lm>0
(tm)lm −
∏
m:lm<0
(tm)−lm = 0 .
(3.10)

3.5. Reflexive polyhedra. Recall from [6, §4] the following
Definition 3.8. An n-dimensional convex integral polyhedron ∆ ⊂ Rn is reflexive if 0 ∈ ∆
and the distance between 0 and the hypersurface generated by each codimension-one face ∆′
is equal to 1, i.e., for each codimension-one face ∆′ of ∆, there exists an integral primitive
vector v∆′ ∈ Zn such that ∆′ = {m ∈ ∆ | 〈v∆′ ,m〉 = 1}.
In the case when n = 2, it is known that there are exactly sixteen 2-dimensional reflexive
polyhedra (see [11, Fig.1]). Let ∆ be a 2-dimensional reflexive polyhedron and F ∈ Lreg(∆).
Then it is known that
dimGr−kE RF = dimRkF =


1 (k = 0, 2) ,
l(∆)− 3 (k = 1) ,
0 (k ≥ 3).
See Theorem 4.8 in [5]. The I- and the E-filtrations on the vector space RF are described
as follows. Let A′(∆) = A(∆) \ {0,m(1),m(2),m(3)} where m(1),m(2),m(3) are any three
vertices of ∆. Then we have
RF = I4 = E−2 ∼= C1⊕
⊕
m∈A′(∆)
Ct0t
m ⊕ Ct0 ⊕ Ct20 ,
I1 ∼= Ct0 ⊕ Ct20 , I3 ∼= I1 ⊕
⊕
m∈A′(∆)
Ct0t
m ,
E0 = C1 , E−1 ∼= E0 ⊕
⊕
m∈A′(∆)
Ct0t
m ⊕ Ct0 .
(3.11)
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As to I2, it depends on the polyhedron ∆. For example, I2 = I1 for the polyhedra #2,#3
in Figure 1 while I2 = I3 for the polyhedra #4. See §8.
For a 2-dimensional reflexive polyhedron ∆, there are l(∆)− 1 independent solutions to
the A-hypergeometric system associated to ∆. Explicit expressions for them can be found
in [11, eq.(6.22)].
4. Mixed Hodge structures on Hn(Tn, V ◦a )
Let ∆ ⊂ Rn be an n-dimensional convex integral polyhedron and Fa =
∑
amt
m ∈
Lreg(∆). We denote by V
◦
a the smooth affine hypersurface in T
n defined by Fa. We state
the result on the (V)MHS on Hn(Tn, V ◦a ) due to Batyrev [5] and Stienstra [33]. We remark
that Hk(Tn, V ◦a ) = 0 if k 6= n (cf. [5, Theorem 3.4]).
The cokernel of the pull-back Hn−1(Tn)→ Hn−1(V ◦a ) is called the primitive part of the
cohomology of V ◦a and denoted by PH
n−1(V ◦a ). From the long exact sequence (2.1), we
obtain the following short exact sequence of MHS’s:
(4.1) 0 −→ PHn−1(V ◦a ) −→ Hn(Tn, V ◦a ) −→ Hn(Tn) −→ 0 .
Recall that the MHS on Hn(Tn) is the Tate structure T (−n) (cf. Example 2.1). Therefore
Hn(Tn, V ◦a ) is an extension of T (−n) by PHn−1(V ◦a ).
4.1. MHS on the primitive part PHn−1(V ◦a ). Let R
+ : S+∆ → ΓΩn−1V ◦a be the linear map
given by
R+(tk0t
m) = ResV ◦a
(
(−1)k(k − 1)! · tm
F k
ω0
)
, ω0 :=
dt1
t1
∧ · · · ∧ dtn
tn
.
Theorem 4.1 (Batyrev). (i) R+ induces an isomorphism
ρ+ : R+Fa
∼=−→ PHn−1(V ◦a ) .
(ii) Let W+• be the weight filtration on PHn−1(V ◦a ). Then, for 0 < i ≤ n− 1, we have
ρ+(Ii) =W+n−2+i .
(iii) Let F•+ be the Hodge filtration on PHn−1(V ◦a ). Then, for 0 ≤ i ≤ n− 1, we have
ρ+(E i−n+ ) = F i+ .
4.2. MHS on the middle relative cohomology Hn(Tn, V ◦a ). Let R
0 : S0∆ → ΓΩnTn be
the linear map given by R0(1) = ω0. Consider the map R := R
+⊕R0 : S∆ → ΓΩnTn⊕ΓΩn−1V ◦a .
Then the following theorem follows from Theorem 4.1 (cf. [33, Theorem 7]).
Theorem 4.2 (Batyrev, Stienstra). (i) R induces an isomorphism
ρ : RFa
∼=−→ Hn(Tn, V ◦a ) .
(ii) Let W• be the weight filtration on Hn(Tn, V ◦a ). Then we have
ρ(Ii) =Wn−2+i (0 < i ≤ n− 1) , ρ(In+1) =W2n−2 =W2n−1 , Hn(Tn, V ◦a ) =W2n .
(iii) Let F• be the Hodge filtration on Hn(Tn, V ◦a ). Then, for 0 ≤ i ≤ n, we have
ρ(E i−n) = F i .
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4.3. Gauss–Manin connection on Hn(Tn, V ◦a ). Consider the variation of MHS onH
n(Tn, V ◦a )
over Lreg(∆). It was studied by Stienstra [33, §6].
Lemma 4.3 (Stienstra). The Gauss–Manin connection ∇ ∂
∂ai
on Hn(Tn, V ◦a ) corresponds
to the operator Dai on RF [a].
Stienstra proved this by considering the de Rham complex (Ω•(Tn), d + dFa∧) [33, §6].
Here we give a different proof. This is a generalization of Takahashi’s argument [34, Lemma
1.8].
Proof. Since Fa is ∆-regular, there exists a holomorphic (n− 1)-form ψa in an open neigh-
borhood of V ◦a in T
n such that ω0 = dFa ∧ ψa. The restriction of ψa to V ◦a is equal to
ResV ◦a
ω0
Fa
and is denoted by ω0dFa . It is called the Gelfand–Leray form of ω0 (cf. [4, Ch. 10]).
Let Γa ∈ Hn(Tn, V ◦a ). Then one can show that
∂
∂ai
∫
Γa
ω0 = −
∫
∂Γa
∂Fa
∂ai
ω0
dFa
.
Namely, we have ∇ ∂
∂ai
ρ(1) = ρ (Dai1). Since Batyrev [5] has shown that the Gauss–Manin
connection ∇ ∂
∂ai
on PHn−1(V ◦a ) corresponds to Dai under ρ+, the lemma follows. 
Lemma 4.3 and Proposition 3.7 imply the following
Corollary 4.4 (Stienstra). 1. Hn(Tn, V ◦a ) is spanned by ∇am1 · · ·∇amkω0 (0 ≤ k ≤ n,
m1, . . . ,mk ∈ A(∆)).
2. ω0 satisfies the A-hypergeometric system (3.8) with ∂ai replaced by ∇∂ai .
3. The period integrals
∫
Γa
ω0 of the relative cohomology H
n(Tn, V ◦a ) satisfies the A(∆)-
hypergeometric system (3.8). Conversely, a solution of the A-hypergeometric system (3.8)
is a period integral.
5. Mixed Hodge structure on H3(Z◦a)
Throughout the section, ∆ is a 2-dimensional reflexive polyhedron and Fa ∈ Lreg(∆) is a
∆-regular Laurent polynomial.
5.1. MHS on the cohomology of the threefold. Consider the affine threefold Z◦a defined
by
(5.1) Z◦a = {(t, x, y) ∈ T2 × C2 | Fa(t) + xy = 0} .
We compute H3(Z◦a) and its (V)MHS following Batyrev [5]. Let us briefly state the results.
Details are relegated to §A.
The Poincare´ residue map Res : H4(T2 ×C2 \ Z◦a)
∼=→ H3(Z◦a) is an isomorphism (see eq.
(A.2)). By Grothendieck [21], H•(T2 × C2 \ Z◦a) is isomorphic to the cohomology of the
global de Rham complex (ΓΩ•
T2×C2(∗Z◦a), d) of meromorphic differential forms on T2 × C2
with poles of arbitrary order on Z◦a . We can show that the homomorphism:
R′ : S∆ → ΓΩ4T2×C2(∗Z◦a) ; tk0tm 7→
(−1)kk! tm
(Fa + xy)k+1
dt1
t1
dt2
t2
dxdy ,
induces an isomorphism RFa
∼=→ H4(T2 × C2 \ Z◦a). Together with the residue map, we
obtain an isomorphism ρ′ : RFa
∼=→ H3(Z◦a). The Gauss–Manin connection ∇∂am on H3(Z◦a)
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corresponds to a differentiation by am on ΓΩ
4
T2×C2(∗Z◦a), which in turn corresponds to the
derivation Dam on RFa (§A.6).
To compute the weight and the Hodge filtrations, we compactify Z◦a as a smooth hyper-
surface in a toric variety (§A.2). Then we can work out calculation similar to [5, §6,§8].
(Since our Z◦a is a hypersurface in T
2 × C2, not in T4, we need some modifications. Espe-
cially we need Mavlyutov’s results on Hodge numbers of semiample hypersurfaces in a toric
varieties [30].) It turns out that the weight and the Hodge filtrations are given by the I and
the E-filtrations on RFa . The result on MHS of H3(Z◦a) is summarized as follows (Theorems
A.11, A.14).
H3(Z◦a) =W6 = F0 = F1 ∼= RFa ,
W3 ∼= I1 , W4 =W5 ∼= I3 ,
F2 ∼= E−1 , F3 ∼= E0 .
(5.2)
5.2. Relationship to the relative cohomology. Let C◦a be the affine curve in T
2 defined
by Fa. Since ∆ is reflexive, it is an affine elliptic curve obtained by deleting l(∆)− 1 points
from an elliptic curve Ca. The MHS on the primitive part PH
1(C◦a) is an extension of
T (−1)⊕(l(∆)−4) by H1(Ca):
0→ H1(Ca)→ PH1(C◦a)→ T (−1)⊕(l(∆)−4) → 0 .
This follows from the definition of primitive part and the description of H1(C◦a) given in
Example 2.2. The MHS on the relative cohomology H2(T2, C◦a) is an extension (4.1) of
H2(T2) = T (−2) by PH1(Ca) which turns out to be the trivial one (cf. Theorem 4.2).
Let ρ : RFa
∼=→ H2(T2, C◦a) be the isomorphism in Theorem 4.2 and ω0 = ρ(1) ∈
H2(T2, C◦a). Let
ωa = ρ
′(1) =
[
Res
1
Fa + xy
dt1
t1
dt2
t2
dxdy
]
∈ H3(Z◦a) .
Theorem 5.1. The composition of isomorphisms H3(Z◦a)
ρ′−1→ RFa
ρ→ H2(T2, C◦a) gives an
isomorphism
ρ ◦ ρ′−1 : H3(Z◦a)
∼=→ H2(T2, C◦a)
of C-vector spaces which sends ωa to ω0. The filtrations correspond as follows:
F i+1H3(Z◦a)
∼=→ E i−2 ∼=→ F iH2(T2, C◦a) (i = 0, 1, 2) ,
W3H3(Z◦a)
∼=→ I1
∼=→W1H2(T2, C◦a) ,
W4H3(Z◦a) =W5H3(Z◦a)
∼=→ I3
∼=→W2H2(T2, C◦a) =W3H2(T2, C◦a) .
Moreover, ρ ◦ ρ′−1 is compatible with the Gauss–Manin connections.
Note that W1H2(T2, C◦a) = W1PH1(C◦a) ∼= H1(Ca). Therefore, it inherits a nondegen-
erate pairing. The same is true for W3H3(Z◦a), since it is isomorphic to the cohomology
H3(Za) of a certain smooth compactification Za of Z
◦
a (cf. §A.2)8.
8 The divisor Za \ Z◦a is not smooth but simple normal crossing. The pull-back H
3(Za)→ W3H3(Z◦a),
which is always surjective, turns out to be injective. This can be checked by comparing the dimension given
in Lemma A.6 and that in Proposition A.12.
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6. Analogue of Yukawa coupling
In this section, ∆ is a 2-dimensional reflexive polyhedron unless otherwise specified.
6.1. Definition of Yukawa coupling via affine curves or threefolds. Let ∆ be a
2-dimensional reflexive polyhedron. Let T 0Lreg(∆) be the subbundle of the holomorphic
tangent bundle TLreg(∆) of Lreg(∆) generated by ∂a0 . Consider the family of affine elliptic
curves p : Z → Lreg(∆):
Z = {(a, t) ∈ Lreg(∆) × T2 | Fa(t) = 0} .
Let Ca be the smooth compactification of the affine curve C
◦
a := p
−1(a). Note that we have
Gr0FH
2(T2, C◦a) = Gr
0
FW1H2(T2, C◦a).
Lemma 6.1. For any α ∈ H2(T2, C◦a), there exists α′ ∈ W1H2(T2, C◦a)(∼= H1(Ca)) such
that [α] = [α′] in Gr0FH
2(T2, C◦a) = Gr
0
FW1H2(T2, C◦a).
Proof. By (3.11), α is written as
α = α2,0ρ(t
2
0) +
∑
m∈A′(∆)
α1,mρ(t0t
m) + α1,0ρ(t0) + α0,0ω0 .
Take α′ = α2,0ρ(t
2
0) + cρ(t0), where c ∈ C is arbitrary. 
The pairing
H2(T2, C◦a)×F1W1H2(T2, C◦a)→ C ; (α, β) 7→
∫
Ca
α′ ∧ β
is independent of the choice of α′. Recall that ∇a0ω0 ∈ F1W1H2(T2, C◦a).
Definition 6.2. For k ≥ 1, we define a map
Yuk(k) : TLreg(∆)× · · · × TLreg(∆)︸ ︷︷ ︸
(k−1) times
×T 0Lreg(∆)→ OLreg(∆)
by
Yuk(k)(A1, . . . , Ak−1;Ak) =
∫
Ca
(∇A1 · · ·∇Ak−1ω0)′ ∧ ∇Akω0 .
We call Yuk(3) the Yukawa coupling and denote it by Yuk.
Remark 6.3. Yuk(1) = Yuk(2) = 0 by Griffiths’ transversality. For k ≥ 4, Yuk(k)(A1, . . . , Ak−1;Ak)
is OLreg(∆)-linear in A1, Ak and C-linear in A2, . . . , Ak−1. For k = 3, Yuk(3) is OLreg(∆)-
multilinear.
Remark 6.4. Instead of the relative cohomology H2(T2, C◦a), we can use the cohomology
H3(Z◦a) of the open threefold Z
◦
a defined in (5.1), provided that the levels of Hodge and
weight filtrations are shifted according to Theorem 5.1 and that the integration on Ca is
replaced by that on the compact threefold Za defined in §A.2.
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6.2. Batyrev’s paring. We would like to give an algebraic description of the Yukawa cou-
pling in terms of the Jacobian ring RFa . For that purpose, we recall Batyrev’s pairing [5,
§9]. Let ∆ be an integral convex n-dimensional polyhedron and Fa ∈ Lreg(∆) a ∆-regular
Laurent polynomial. Denote by DFa the quotient
DFa := I
(1)
∆
/
(t0Fa, t0θt1Fa, . . . , t0θtnFa) · I(1)∆ .
It is a graded RFa -module consisting of the homogeneous pieces D
i
Fa
(1 ≤ i ≤ n + 1).
We have Dn+1Fa
∼= C . The multiplicative structure of RFa-module defines a nondegenerate
pairing
〈 , 〉 : RiFa ×Dn+1−iFa → Dn+1Fa ∼= C .
LetHFa be the image of the homomorphismDFa → RFa induced by the inclusion I(1)∆ →֒ S∆.
Then the above pairing induces a nondegenerate pairing
{ , } : HiFa ×Hn+1−iFa → Dn+1Fa ∼= C; {α, β} := 〈α, β′〉 ,
where β′ ∈ Dn+1−iFa is an element such that its image by the homomorphism Dn+1−iFa →
Hn+1−iFa is β.
6.3. Yukawa coupling in terms of Batyrev’s pairing. Now we come back to the case
when ∆ is a 2-dimensional reflexive polyhedron. In this case, we have DFa
∼= t0RFa . We
explain that the Yukawa coupling defined in Definition 6.2 is essentially Batyrev’s pairing
together with a choice (concerning the dependence on the parameter a) of the isomorphism
ξa : D
3
Fa → C .
First identify I1 withHFa so that it is compatible with the Hodge decompositionH1(Ca) =
H1,0(Ca)⊕H0,1(Ca) under the isomorphism ρ : RFa → H2(T2, C◦a). Then Batyrev’s pairing
(6.1) { , } : H2Fa ×H1Fa → D3Fa ∼= C,
induces an antisymmetric pairing 〈 , 〉I1 on I1. Although we do not have an explicit
description of such decomposition I1 = H1Fa ⊕ H2Fa , the fact that H1Fa and H2Fa are one-
dimensional makes it possible to find 〈 , 〉I19. It is given by
〈α1,0t0 + α2,0t20 , β1,0t0 + β2,0t20〉I1 = (−α1,0β2,0 + α2,0β1,0) ξa(t30) .
Our choice of ξa is as follows.
Proposition 6.5. There exists a map ξa : D
3
Fa
→ C which is holomorphic in a ∈ Lreg(∆)
and satisfies the following condition:
(6.2) 〈Damα, β〉I1 + 〈α,Damβ〉I1 = ∂am〈α, β〉I1 .
9 An isomorphism I1 → H1Fa ⊕H
2
Fa
compatible with the graded quotient is given by α1,0t0 + α2,0t20 7→
(α1,0 − u)t0 ⊕ α2,0t20 with some u. The induced antisymmetric pairing on I1 turns out to be independent
of u.
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Proof. Define αm, βm ∈ C(a) (m ∈ A(∆)) and γ, δ ∈ C(a) by the following relations in I1:
t20t
m = αmt0 + βmt
2
0 , t
3
0 = γt0 + δt
2
0 .
Then the condition (6.2) is equivalent to
(6.3) ∂amξa(t
3
0) = −(2αm + δβm + ∂a0βm)ξa(t30) .
The existence of a solution ξa(t
3
0) to this equation is ensured by the equation
∂an(2αm + δβm + ∂a0βm) = ∂am(2αn + δβn + ∂a0βn),
which follows from the relations in I1:
Dant20tm −Dam t20tn = 0 , Dant30tm −Damt30tn = 0 .

Remark 6.6. The condition (6.2) is equivalent to the following equation for the intersection
product on H1(Ca) under the isomorphism ρ : RFa → H2(T2, C◦a):∫
Ca
∇amα ∧ β +
∫
Ca
α ∧∇amβ = ∂am
∫
Ca
α ∧ β ,
which is well-known in the context of variations of polarized Hodge structures.
Example 6.7. For the polyhedron #1 in Figure 1, solving (6.3), we obtain
ξa(t
3
0) =
1
27a1a2a3 + a30
× a nonzero constant .
Batyrev’s pairing (6.1) together with the quotient map RFa → H2Fa = R2Fa = E−2/E−1
induces a pairing
( , ) : RFa ×H1Fa → D3Fa
ξa∼= C .
Then, by Remark 6.6, we have the equation
(6.4) Yuk(k)(A1, . . . , Ak−1;Ak) = (DA1 · · · DAk−11,DAk1)× a nonzero constant .
Here DA is the shorthand notation for
DA :=
∑
m∈A(∆)
AmDam
where A =
∑
m∈A(∆)Am∂am is a vector field on Lreg(∆).
Example 6.8. Let ∆ be the polyhedron #1 in Figure 1. By (6.4), the Yukawa coupling
Yuk(∂a0 , ∂a0 ; ∂a0) is equal to (Da0 ,Da01 , Da01) = ξa(t30) up to non-zero multiplicative con-
stant. Compare with Example 6.13 below.
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6.4. Yukawa coupling and the A-hypergeometric system. Recall the A-hypergeometric
system introduced in §3.4. The following proposition enables us to compute the Yukawa cou-
pling by the A-hypergeometric system. (See also Lemma 6.12 in the next subsection.)
Proposition 6.9. 1. For k ≥ 3 and m1, . . . ,mk−1 ∈ A(∆),
(6.5) TiYuk(k)(θam1 , . . . , θamk−1 ; θa0) = 0 (i = 0, 1, 2, 3).
2. For a vector l = (lm)m∈A(∆) ∈ L(∆), let k be the order of the differential operator l.
Let us write l as
l = ∂am1 · · · ∂amk − ∂an1 · · · ∂ank .
Then we have
Yuk(k+1)(∂am1 , . . . , ∂amk ; ∂a0)−Yuk
(k+1)(∂an1 , . . . , ∂ank ; ∂a0) = 0 .
Moreover, for j1, . . . , jh ∈ A(∆), we have
Yuk(k+h+1)(∂aj1 , . . . , ∂ajh , ∂am1 , . . . , ∂amk ; ∂a0)−Yuk
(k+h+1)(∂aj1 , . . . , ∂ajh , ∂an1 , . . . , ∂ank ; ∂a0) = 0 .
3. For m,n ∈ A(∆),
∂amYuk
(3)(∂a0 , ∂an ; ∂a0) + ∂anYuk
(3)(∂a0 , ∂am ; ∂a0) = 2Yuk
(4)(∂a0 , ∂am , ∂an ; ∂a0)
10.
Proof. Let Θam := amDam .
1. Notice that for ∇θam1 · · · ∇θamk−1 ω0 = ρ(Θam1 · · ·Θamk−1 1) is expressed in the form (cf.
(3.11))
α2,0ρ(Θ
2
a01) +
∑
m∈A′(∆)
α1,mρ(Θa0Θam1) + α1,0ρ(Θa01) + α0,0ρ(1)
where the coefficients satisfy
Tiα2,0 = Tiα1,0 = Tiα1,m = Tiα0,0 = 0 (i = 0, 1, 2).
By Definition 6.2, we have
Yuk(k)(θam1 , . . . , θamk−1 ; θa0) =
∫
Ca
α2,0ρ(Θ
2
a01) ∧ ρ(Θa01).
Then the statement follows from Proposition 3.7-2.
The statements 2 and 3 follow from Proposition 3.7-2 and Definition 6.2. 
6.5. Yukawa coupling for Quotient Family. Consider the action of T3 on Lreg(∆):
T3 × Lreg(∆)→ Lreg(∆) , (λ0, λ1, λ2) · Fa(t1, t2) 7→ λ0Fa(λ1t1, λ2t2) .
Let M(∆) be the geometric invariant theory quotient of Lreg(∆) by this action11. Denote
the quotient map by q : Lreg(∆)→M(∆).
Since T3 acts as automorphisms on Z, we also have a family of affine curves
(6.6) π : Z/T3 →M(∆) .
(Similarly we can construct the quotient family for the open threefold Z◦a .)
10 This equation is analogous to the case of the compact Calabi–Yau threefold. See [26].
11Any a ∈ Lreg(∆) is stable in the sense of the geometric invariant theory (cf. [5, Definition 10.5]).
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The differential equation (6.5) implies that Yuk(k)(θam1 , . . . , θamk−1 ; θa0) depends on the
parameter a only through T3-invariant combinations. Thus we can define the Yukawa cou-
pling for the quotient family as follows. Let T 0M(∆) be the subbundle of the holomorphic
tangent bundle TM(∆) generated by q∗θa0 .
Definition 6.10. We define a map
Yuk
(k)
M(∆) : TM(∆)× · · · × TM(∆)︸ ︷︷ ︸
(k−1) times
×T 0M(∆)→ OM(∆)
by
Yuk
(k)
M(∆)(A1, . . . , Ak−1;Ak) = Yuk
(k)(A′1, . . . , A
′
k−1;A
′
k),
where A′i are T
3-invariant vector fields on Lreg(∆) such that q∗A
′
i = Ai. The case k = 3 is
called the Yukawa coupling and denoted by YukM(∆). (We may omit the subscriptM(∆).)
In the rest of this subsection, we rewrite the differential equations for the Yukawa coupling
(Proposition 6.9) obtained in the previous section to the setting of the quotient family. We
fix a local coordinates of M(∆) of a particular class: take a basis l(i) (1 ≤ i ≤ l(∆)− 3)) of
the lattice of relations L(∆). Then
zi = a
l(i) (1 ≤ i ≤ l(∆)− 3)
form a local coordinate system on some open subset in M(∆). We use the shorthand
notation
θi := θzi , θ0 := q∗θa0 =
l(∆)−3∑
i=1
l
(i)
0 θi , ∇i := ∇θzi , ∇0 := ∇θ0 .
Let D be the set of differential operators on (some open set of) M(∆), consisting of
θi1 · · · θikLl , (k ≥ 0, 1 ≤ i1, . . . , ik ≤ l(∆)− 3, l ∈ L(∆)).
Here Ll is defined by
Ll = q∗
( ∏
m;lm>0
almm
)
l .
Example 6.11. In the case of polyhedron #1 (see Example 3.6), we have the coordinate
z = a(−3,1,1,1) = a1a2a3
a30
and θ0 := q∗θa0 = −3θz. Then
(6.7) L(−3,1,1,1) = θ3z + 3zθz(3θz + 1)(3θz + 2) ,
and D is generated by θkzL(−3,1,1,1) (k ≥ 0).
For 0 ≤ i1, . . . , ik ≤ l(∆)− 3, we define
(6.8) Yi1...ik ; 0 := Yuk
(k+1)(θi1 , . . . , θik ; θ0) .
Proposition 6.9 implies the following
Lemma 6.12. 1. Let L ∈ D and let Ui1,...,ik ∈ C(z) be the coefficients of θi1 . . . θik in L,
i.e.
L =
∑
k≥1
∑
i1,...,ik
Ui1,...,ikθi1 · · · θik (Ui1,...,ik ∈ C(z)).
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Then the Yukawa coupling satisfies∑
k≥2
∑
i1,...,ik
Ui1...ik Yi1...ik;0 = 0 .
2. For 0 ≤ i, j ≤ l(∆)− 3,
Yij0;0 =
1
2
(θiYj0;0 + θjYi0;0) .
Example 6.13. Let ∆ be the polyhedron #1 in Figure 1. Applying the above Lemma to
the differential operator (6.7), we obtain the equation
(6.9) (1 + 27z)θzYuk(θz, θz ; θz) + 27zYuk(θz , θz; θz) = 0 ,
which implies
Yuk(θz, θz; θz) = − c
3(1 + 27z)
where c is some nonzero constant. This result is the same as Example 6.8.
Remark 6.14. Let t, ∂SF be the solutions (3.9) of the A-hypergeometric system associated
to the polyhedron #1 in Figure 1. Then we have
(6.10) Yuk(∂t, ∂t; ∂t) ∝ ∂2t ∂SF .
This follows from the multilinearity of Yuk and the fact that
Wr(t, ∂SF ) := det
(
θ2zt θzt
θ2z∂SF θz∂SF
)
= −(θzt)3 · ∂2t ∂SF
is proportional to Yuk(θz , θz; θz) since it satisfies the same differential equation (6.9).
6.6. Comments on Yukawa coupling in the local A-model and local mirror sym-
metry. Let ∆ be a 2-dimensional reflexive polyhedron. Consider the 2-dimensional nonsin-
gular complete smooth fan Σ(∆∗) whose generators of 1-cones are A(∆) \ {0}. Let PΣ(∆∗)
be the toric surface defined by Σ(∆∗). For example, PΣ(∆∗) = P
2 if ∆ is the polyhedron
#1 in Figure 1. Take a basis Ci (1 ≤ i ≤ l(∆) − 3) of H2(PΣ(∆∗),Z) ∼= L(∆) and let Ji
(1 ≤ i ≤ l(∆) − 3) be the dual basis. Denote by ti (1 ≤ i ≤ l(∆) − 3) the coordinates on
H2(PΣ(∆∗)) associated to this basis. Let ci be the coefficients of Ji in c1(PΣ(∆∗)) =
∑
i ciJi
and let Ji · Jj be the intersection numbers.
LetN0,β(PΣ(∆∗)) be the genus zero local Gromov–Witten invariant of degree β, and define
F
PΣ(∆∗)
inst (t) by
F
PΣ(∆∗)
inst (t) =
∑
β=
P
diCi
N
PΣ(∆∗)
β e
P
diti .
Note that dimH2(PΣ(∆∗)) = dimR
1
Fa
= l(∆)−3. Let ti(z) be solutions of the A-hypergeometric
system with a single logarithm, so-called the mirror maps, and let ∂SF be a solution with
double logarithms. (See [11, eq.(6.22)] for definitions of ti, ∂SF . Πi there is ti here.) Local
mirror symmetry [11] says that, under an appropriate identification between ti’s and ti(z)’s,
∂SF is related to the local Gromov–Witten invariants by
∂SF =
l(∆)−3∑
i,j=1
Ji · Jj
2
titj −
l(∆)−3∑
i=1
ci∂tiF
PΣ(∆∗)
inst (t) .
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Let T 0H2(PΣ(∆∗)) be the one-dimensional subspace of TH
2(PΣ(∆∗)) spanned by
∑
i ci∂ti .
The local A-model Yukawa coupling YukA may be defined as a multilinear map from
TH2(PΣ(∆∗))× TH2(PΣ(∆∗))× T 0H2(PΣ(∆∗)) to OH2(PΣ(∆∗)) given by
YukA
(
∂ti , ∂tj ;
l(∆)−3∑
l=1
cl∂tl
)
= ∂ti∂tj∂SF .
Example 6.15. Let ∆ be the polyhedron #1 in Figure 1. As in Remark 6.14, the local
A-model Yukawa coupling YukA is proportional to the local B-model Yukawa coupling Yuk.
To get the equality, we set c = 1 in Example 6.13.
We also see that for the other polyhedra in Figure 1, the Yukawa couplings coincide with
the local A-model Yukawa couplings YukA under the mirror maps t1, t2. See §8.
7. Holomorphic anomaly equation
7.1. Analogue of Special Ka¨hler Geometry. We propose an analogue of the special
geometry relation for M(∆). Consider the quotient family π : Z/T3 →M(∆). We use the
same notations zi, θ0, θi,∇0,∇i as in §6.5. Let
(7.1) φ := ∇0ω0 ∈ H1(Cz) .
As in (6.8), we set
Yi 0;0 =
√−1
∫
Cz
∇iφ ∧ φ (0 ≤ i ≤ l(∆)− 3) .
We also set
G00 := −
√−1
∫
Cz
φ ∧ φ .
This defines a Hermitian metric on T 0M(∆) such that the norm of θ0 is G00.
By the definition of G00, Y00;0 and Yi 0;0, we have the following
Lemma 7.1.
(1) ∇iφ = θiG00
G00
φ+
Yi0;0
G00
φ ,
(2) θj
θiG00
G00
= −Yi0;0Y j0;0
G2
00
.
Let
κ := θ0
θ0G00
G00
+
(θ0G00
G00
)2
− θ0Y00;0
Y00;0
θ0G00
G00
.
Then
(3) θjκ = 0 (1 ≤ j ≤ l(∆)− 3) ,
(4) ∇20φ = κφ+
θ0Y00;0
Y00;0
∇0φ .
The second equation is analogous to the special geometry equation [7]. The third equation
is an analogue of [40, eq.(3.2)].
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Example 7.2. Let ∆ be the polyhedron #1 in Figure 1. By comparing the fourth equation
of the above lemma and the differential operator (6.7), we have
Y00;0 =
9
1 + 27z
, κ = − 54z
1 + 27z
.
7.2. Proposal of local holomorphic anomaly equation. We propose how to adapt
BCOV’s holomorphic anomaly equation [7] to the local B-model. Let C˜gn (g, n ≥ 0) be the
n-point B-model topological string amplitude of genus g. For 2g − 2 + n ≤ 0, we set
(7.2) C˜00 = C˜
0
1 = C˜
0
2 = 0 , C˜
1
0 = 0 .
For 2g − 2 + n ≥ 1, we put
C˜gn+1 =
(
θ0 − nθ0G00
G00
)
C˜gn .
For (g, n) = (0, 3), let
(7.3) C˜03 = Y00;0 .
As a holomorphic anomaly equation for (g, n) = (1, 1), we propose
(7.4) θjC˜
1
1 = −
1
2
θj
θ0G00
G00
, which implies that C˜11 = −
1
2
θ0G0
G00
+ f11 (z) .
For (g, n) = (g, 0) (g ≥ 2), we propose
(7.5) θjC˜
g
0 =
Y j0;0
2G2
00
(
C˜g−12 +
∑
h1+h2=g
C˜h11 C˜
h2
1
)
.
For g ≥ 2, C˜g0 can be solved by the Feynman diagram method as in [7] or Yamaguchi–
Yau’s polynomial method as in [40].
7.3. Solution by Feynman diagram [7]. Define the propagator S00 by the differential
equation θjS
00 =
Y j0;0
G2
00
. It is easily solved by Lemma 7.1-(2):
S00 = − 1
Y00;0
θ0G00
G00
+ fs(z) ,
where fs(z) is a meromorphic function in z. Put ∆00 := −1/S00. Then assuming (7.3),
(7.4) and (7.5), we can show that
θj exp
[
− 1
2λ2
∆00x
2 +
1
2
log
∆00
λ2
+
∑
n,g≥0
λ2g−2
n!
C˜gnx
n
]
= 0 .
This implies that C˜g0 (g ≥ 2) can be computed as a sum over Feynman diagrams of genus
g. The difference from the one given in [7] is that there is only one propagator, S00.
7.4. Solution by Yamaguchi–Yau’s method [40]. Let
A =
θ0G00
G00
.
From the above Feynmann diagram method and the fact that θ0A ∈ C(z)[A] (see Lemma
7.1-(3)), it follows that C˜gn is a polynomial of degree 3g − 3 + n in C(z)[A]. Moreover, it
satisfies
(7.6)
∂C˜g0
∂A
= − 1
2Y00;0
(
C˜g−12 +
∑
h1+h2=g
C˜h11 C˜
h2
1
)
.
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Example 7.3. For (g, n) = (1, 1), (1, 2) and (2, 0), we have
C˜11 = −
1
2
A+ f11 (z) , C˜
1
2 = A
2 +A
(
− θ0Y00;0
2Y00;0
− f11
)
− κ
2
+ θ0f
1
1 ,
C˜20 = −
1
2Y00;0
[ 5
12
A3 −
(θ0Y00;0
4Y00;0
+ f11
)
A2 +
(
− κ
2
+ θ0f
1
1 + (f
1
1 )
2
)
A
]
+ f2(z) .
(7.7)
Example 7.4. Let ∆ be the polyhedron #1 in Figure 1. We checked that C˜11 , C˜
2
0 give the
correct local GW invariants of P2 at least in small degrees. The holomorphic ambiguities
are
f11 (z) =
1 + 54z
4(1 + 27z)
, f2(z) =
3
40z +
783
80 z
2 + 36458 z
3
(1 + 27z)2
.
The holomorphic limit is
G00 → θzt .
7.5. Witten’s geometric quantization approach. First recall Witten’s geometric quan-
tization and its implication for holomorphic anomaly equation [39]. LetW = R2N be a vector
space equipped with the standard symplectic form and let L→W be a complex line bundle
whose connection 1-form is the canonical 1-form. LetM be the space of complex structures
on W . To each complex structure J ∈M, associate the holomorphic polarization HJ which
is a subspace of the space of square integrable sections Γ(W,L) consisting of “holomorphic”
ones. Then an infinite dimensional bundle H →M is obtained. Witten found a projectively
flat connection on H. His claim is that if this is applied to the case whereW = H3(X∨,R) is
the cohomology of a Calabi–Yau threefold X∨, then BCOV’s holomorphic anomaly equation
appears as the condition for the flatness of a section of H.
We apply Witten’s idea to the case when W = W1H1(C◦z ,R) = H1(Cz ,R) and M =
M(∆). (To be precise,M(∆) is not the space of complex structures of W but it is larger in
general. However, this point does not matter in the following argument.) Take φ, φ defined
in (7.1) as a basis of WC = W1H1(C◦z ) = H1(Cz) and let x, x be the associated complex
coordinates. W has a symplectic form
√−1G00dx ∧ dx given by the intersection product.
Consider the trivial line bundle L = C×W with the connection
δ +
1
2
G00(xdx− xdx) .
Here we use δ to denote the differential on W . Then the holomorphic polarization Hz
(z ∈M(∆)) is as follows:
Hz =
{
Φ ∈ Γ(W,L) |
(
δx +
G00
2
x
)
Φ = 0
}
=
{
Φ ∈ Γ(W,L) | Φ = ϕ(x)e−
G
00
2 xx
}
.
Mimicking Witten’s result, we can show that
θjH ⊂ H ,
(
θj − Y j0;0
2G2
00
(
δx − G00
2
x
)2)
H ⊂ H .
Moreover these make a projectively flat connection on H.
If we regard
exp
[ ∑
n,g≥0
λ2g−2+n
n!
C˜gnx
n
]
× e−
G
00
2 xx
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as a section of H, then the condition that it is a flat section results in the following equation:
θjC˜
g
n =
Y j0;0
2G2
00
(
C˜g−1n+2 +
∑
h1+h2=g,
0≤m≤n
(
n
m
)
C˜h1m+1C˜
h2
n−m+1
)
.
8. Examples
In this section, we consider the polyhedra #2, 3, 4 in Figure 1.
8.1. F0 case. Let ∆ be the polyhedron #2 in Figure 1:
∆ = the convex hull of {(1, 0), (0, 1), (−1, 0), (0,−1)} .
∆-regularity condition. The ∆-regularity condition for F ∈ L(∆) is as follows:
F (t1, t2) = a0 + a1t1 + a2t2 +
a3
t1
+
a4
t2
,
a1a2a3a4 6= 0 , (a20 − 4a1a3 − 4a2a4)2 − 64a1a2a3a4 6= 0 .
(8.1)
RF and filtrations. We have
RF ∼= C 1⊕ C t0 ⊕ C t0t1 ⊕ C t20 .
The I-filtration and the E-filtration are as follows.
I1 = I2 = C t0 ⊕ C t20 , I3 = I1 ⊕ C t0t1 , I4 = RF .
E0 = C 1 , E−1 = E0 ⊕ C t0 ⊕ C t0t1 , E−2 = RF .
MHS. By Theorem 4.2 and (3.11),
H2(T2, C◦a) = Cω0 ⊕ PH1(C◦a) , PH1(C◦a) = C ρ(t0)⊕ Cρ(t0t1)⊕ Cρ(t20) .
W1 = Cρ(t0)⊕ Cρ(t20) , W2 =W1 ⊕ Cρ(t0t1) , W4 = H2(T2,C) .
E0 = Cω0 , E−1 = E0 ⊕ Cρ(t0)⊕ Cρ(t0t1) , E−2 = H2(T2,C) .
A-hypergeometric system. The lattice of relations L(∆) (defined in (3.7)) is generated
by two vectors
l(1) = (−2, 1, 0, 1, 0) , l(2) = (−2, 0, 1, 0, 1) .
The A-hypergeometric system is generated by the following differential operators:
θa1 − θa3 , θa2 − θa4 , θa1 + θa2 + θa3 + θa4 + θa0 ,
∂a1∂a3 − ∂2a0 , ∂a2∂a4 − ∂2a0 .
Take
z1 = a
l(1) =
a1a3
a20
, z2 = a
l(2) =
a2a4
a20
.
These are coordinates of an open subset of M(∆). We have θ0 := q∗θa0 = −2θz1 − 2θz2 .
With these coordinates, the above A-hypergeometric system reduces to the following two
differential operators of order 2:
L1 = θ21 − z1(−2θ1 − 2θ2)(−2θ1 − 2θ2 − 1) ,
L2 = θ22 − z2(−2θ1 − 2θ2)(−2θ1 − 2θ2 − 1) .
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Solutions about z1 = 0, z2 = 0 are as follows.
̟(z; 0) = 1 ,
t1 := ∂ρ1̟(z; ρ)|ρ=0 = log z1 + 2H(z1, z2) ,
t2 := ∂ρ2̟(z; ρ)|ρ=0 = log z2 + 2H(z1, z2) ,
∂SF := ∂ρ1∂ρ2̟(z; ρ) = log z1 log z2 + · · · ,
where
̟(z; ρ) =
∑
n1,n2≥0
(2ρ1 + 2ρ2)2n1+2n2
(ρ1 + 1)2n1(ρ2 + 1)
2
n2
zn1+ρ11 z
n2+ρ2
2 ,
H(z1, z2) =
∑
n1,n2≥0
(n1,n2) 6=(0,0)
(2n1 + 2n2 − 1)!
n1!2n2!2
zn11 z
n2
2 .
Yukawa coupling. In this case, D is generated by L1,L2. Applying Lemma 6.12 to L1,
L2, θ0L1, θ0L2 , we obtain first order partial differential equations for Yi,j:0. Solving these
equations, we obtain:
Y0,0;0 =
8c
d(z1, z2)
,
Y1,1;0 =
8cz1
d(z1, z2)
, Y1,2;0 =
c(1− 4z1 − 4z2)
d(z1, z2)
, Y2,2;0 =
8cz2
d(z1, z2)
,
where d(z1, z2) = (1 − 4z1 − 4z2)2 − 64z1z2 and c ∈ C is a nonzero constant.
Comparison with the local A-model Yukawa coupling. We show that the Yukawa
coupling and the local A-model Yukawa coupling coincide under the mirror map:
(8.2) Yuk(∂tα , ∂tβ ;−2∂t1 − 2∂t2) ∝ ∂tα∂tβ∂SF .
For this purpose, let us define the “Wronskian” of t1, t2, ∂SF by
Wri1...ik(t1, t2, ∂SF ) := det


θi1 · · · θik t1 θ1t1 θ2t1
θi1 · · · θik t2 θ1t2 θ2t2
θi1 · · · θik∂SF θ1∂SF θ2∂SF


= det
(
θ1t1 θ2t1
θ1t2 θ2t2
)
·
2∑
α,β=1
∂1tα · ∂2tβ · ∂tα∂tβ∂SF .
(8.3)
We can show that Lemma 6.12 holds if we replace Yuki1,...,ik;0 with Wri1...ik(t1, t2, ∂SF )
12.
Therefore Wrij(t1, t2, ∂SF ) must be proportional to Yij;0. Then (8.2) follows from the mul-
tilinearity of Yuk.
12 The first statement follows from the cofactor expansion of the determinant and the fact that t1, t2, ∂SF
are solutions of L = 0 for L ∈ D:
X
i1,...,ik
Ui1...ikWri1...ik (t1, t2, ∂SF ) = det
 
θ1t2 θ2t2
θ1∂SF θ2∂SF
!
Lt1−det
 
θ1t1 θ2t1
θ1∂SF θ2∂SF
!
Lt2+det
 
θ1t1 θ2t1
θ1t2 θ2t2
!
L∂SF = 0 .
To prove the second statement, we first solve L1∗ = L2∗ = 0 and express θ21∗, θ
2
2∗ in terms of θ1θ2∗, θ1∗, θ2∗
(∗ = t1, t2, ∂SF ). Then if we substitute these into θ1Wr11(t1, t2, ∂SF ) −Wr110(t1, t2, ∂SF ), terms cancell
each other and we obtain zero. We can prove the other equations similarly.
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Holomorphic ambiguities. The multiplication constant of Y00;0 is c = 1. From L1,L2,
we obtain
κ =
8(z1 + z2 − 6(z21 + z22) + 12z1z2)
d(z1, z2)
.
We checked that C˜11 , C˜
2
0 give the correct local GW invariants of F0 for small degrees. The
holomorphic ambiguities are
f11 (z) = −
1
12
θ0d(z1, z2)
d(z1, z2)
+
1
6
, f2(z) =
1
d(z1, z2)2
( 5∑
i,j=0
bijz
i
1z
j
2
)
.
(The numerator of f2(z) is omitted because it is long.) As the holomorphic limit, we take
G00 → 1− θ0H(z1, z2).
8.2. F1 case. Let ∆ be the polyhedron #3 in Figure 1:
∆ = the convex hull of {(1, 0), (0, 1), (−1, 0), (−1,−1)} .
∆-regularity. The ∆-regularity condition for F ∈ L(∆) is as follows:
F (t1, t2) = a0 + a1t1 + a2t2 +
a3
t1
+
a4
t1t2
,
a1a2a3a4 6= 0 , a3(a20 − 4a1a3)2 − a2a4(a30 − 36a0a1a3 + 27a1a2a4) 6= 0 .
RF , I-filtration, E-filtration and MHS. These are the same as the F0-case.
A-hypergeometric system. The lattice of relations L(∆) is generated by two vectors
l(1) = (−2, 1, 0, 1, 0) , l(2) = (−1, 0, 1,−1, 1) .
The A-hypergeometric system is generated by the following differential operators:
θa1 − θa3 − θa4 , θa2 − θa4 , θa1 + θa2 + θa3 + θa4 + θa0 ,
∂a1∂a3 − ∂2a0 , ∂a2∂a4 − ∂a0∂a3 .
Take
z1 = a
l(1) =
a1a3
a20
, z2 = a
l(2) =
a2a4
a0a3
.
These are coordinates of an open subset of M(∆). We have θ0 := q∗θa0 = −2θz1 − θz2 .
With these coordinates, the A-hypergeometric system reduces to the following two dif-
ferential operators of order 2:
L1 = θ1(θ1 − θ2)− z1(−2θ1 − θ2)(−2θ1 − θ2 − 1) ,
L2 = θ22 − z2(−2θ1 − θ2)(θ1 − θ2) .
Solutions about z1 = 0, z2 = 0 are as follows.
̟(z; 0) = 1 ,
t1 := ∂ρ1̟(z; ρ)|ρ=0 = log z1 + 2H(z1, z2) ,
t2 := ∂ρ2̟(z; ρ)|ρ=0 = log z2 +H(z1, z2) ,
∂SF :=
(1
2
∂2ρ1 + ∂ρ1∂ρ2
)
̟(z; ρ) ,
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where
̟(z; ρ) =
∑
n1,n2≥0
(2ρ1 + ρ2)2n1+n2
(ρ1 + 1)n1(ρ2 + 1)
2
n2
Γ(1 + ρ1 − ρ2)
Γ(1 + ρ1 − ρ2 + n1 − n2)z
n1+ρ1
1 z
n2+ρ2
2 ,
H(z1, z2) =
∑
n1,n2≥0
n1≥n2
(2n1 + n2 − 1)!
n1!(n1 − n2)!n2!2 (−1)
n2zn11 z
n2
2 .
Here Γ(x) denotes the Gamma function.
Yukawa coupling.
Y0,0;0 =
c(8− 9z2)
d(z1, z2)
, Y1,1;0 =
c(1 + 4z1 − z2 − 3z1z2)
d(z1, z2)
,
Y1,2;0 =
c(1− 4z1 − z2 + 6z1z2)
d(z1, z2)
, Y2,2;0 = −c(z2(1 + 12z1))
d(z1, z2)
,
(8.4)
where d(z1, z2) = (1 − 4z1)2 − z2(1− 36z1 + 27z1z2) and c ∈ C is a nonzero constant.
Comparison with local A-model Yukawa coupling. As in the F0-case, we can show
that
Yuk(∂tα , ∂tβ ;−2∂t1 − ∂t2) ∝ ∂tα∂tβ∂SF (1 ≤ α, β ≤ 2) .
Holomorphic ambiguities. The multiplication constant of Y00;0 is c = 1 and
κ =
2z1(−32 + 192z1 + 282z2 − 144z1z2 − 486z22 + 243z32)
d(z1, z2)
.
We checked that C˜11 , C˜
2
0 give the correct local GW invariants of F1 for small degrees. The
holomorphic ambiguities are
f11 (z) = −
1
12
θ0d(z1, z2)
d(z1, z2)
+
1
6
, f2(z) =
1
d(z1, z2)2
( 7∑
i,j=0
bijz
i
1z
j
2
)
.
(The numerator of f2(z) is omitted.) As the holomorphic limit, we take
G00 → 1− θ0H(z1, z2).
8.3. F2-case. Let ∆ be the polyhedron #4 in Figure 1:
∆ = the convex hull of {(1, 0), (0, 1), (−1, 0), (−2,−1)} .
This ∆ is different from previous examples in that there are one integral point lying on the
middle of an edge. This case has several features different from the previous cases.
∆-regularity. The ∆-regularity condition for F ∈ L(∆) is as follows13:
F (t1, t2) = a0 + a1t1 + a2t2 +
a3
t1
+
a4
t21t2
,
a1a2a3a4 6= 0 , (a23 − 4a2a4)
(
(a20 − 4a1a3)2 − 64a21a2a4
) 6= 0 .
13 In the last equation, the first factor comes from a 1-dimensional face and the second factor comes from
the 2-dimensional face.
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RF and filtrations.
RF ∼= C 1⊕ C t0 ⊕ C t0
t1
⊕ C t20 .
The I-filtration is
I1C t0 ⊕ C t20 , I2 = I3 = I1 ⊕ C
t0
t1
, I4 = RF .
The E-filtration is
E0 = C 1 , E−1 = E0 ⊕ C t0 ⊕ C t0
t1
, E−2 = RF .
MHS.
H2(T2, C◦a) = Cω0 ⊕ PH1(C◦a) , PH1(C◦a) = C ρ(t0)⊕ Cρ(t0/t1)⊕ Cρ(t20) .
W1 = Cρ(t0)⊕ Cρ(t20) , W2 =W1 ⊕ Cρ(t0/t1) , W4 = H2(T2,C) .
E0 = Cω0 , E−1 = E0 ⊕ Cρ(t0)⊕ Cρ(t0/t1) , E−2 = H2(T2,C) .
A-hypergeometric system. The lattice of relations L(∆) is generated by two vectors
l(1) = (−2, 1, 0, 1, 0) , l(2) = (0, 0, 1,−2, 1) ,
and the A-hypergeometric system is generated by the following differential operators:
θa1 − θa3 − 2θa4 , θa2 − θa4 , θa1 + θa2 + θa3 + θa4 + θa0 ,
∂a1∂a3 − ∂2a0 , ∂a2∂a4 − ∂2a3 .
Take the following local coordinates of M(∆):
z1 = a
l(1) =
a1a3
a20
, z2 = a
l(2) =
a2a4
a23
.
Then we have θ0 := q∗θa0 = −2θz1.
With these coordinates, the A-hypergeometric system reduces to the following two dif-
ferential operators of order 2:
L1 = θ1(θ1 − 2θ2)− z1(−2θ1)(−2θ1 − 1) ,
L2 = θ22 − z2(θ1 − 2θ2)(θ1 − 2θ2 − 1) .
Solutions about z1 = 0, z2 = 0 are as follows.
̟(z; 0) = 1 ,
t1 := ∂ρ1̟(z; ρ)|ρ=0 = log z1 +H(z1, z2)−G(z2) ,
t2 := ∂ρ2̟(z; ρ)|ρ=0 = log z2 + 2G(z2) ,
∂SF := (∂
2
ρ1 + ∂ρ1∂ρ2)̟(z; ρ) ,
where
̟(z; ρ) =
∑
n1,n2≥0
(2ρ1)2n1
(ρ1 + 1)n1(ρ2 + 1)
2
n2
Γ(1 + ρ1 − 2ρ2)
Γ(1 + ρ1 − 2ρ2 + n1 − 2n2)z
n1+ρ1
1 z
n2+ρ2
2 ,
H(z1, z2) = 2
∑
n1,n2≥0
n1≥2n2
(2n1 − 1)!
n1!(n1 − 2n2)!n2!2 z
n1
1 z
n2
2 ,
G(z2) =
∑
n2≥1
(2n2 − 1)!
n2!2
zn22 .
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Yukawa coupling.
Y1,1;0 =
2c
d(z1, z2)
, Y1,2;0 =
c(1− 4z1)
d(z1, z2)
, Y2,2;0 = − 2cz2(1− 8z1)
(1− 4z2)d(z1, z2) ,(8.5)
and Y00;0 = 4Y11;0 where d(z1, z2) = (1− 4z1)2 − 64z21z2 and c ∈ C is a nonzero constant.
Comparison with local A-model Yukawa coupling. We show that
(8.6) Yuk(∂tα , ∂tβ ;−2∂t1) ∝ ∂tα∂tβ∂SF (1 ≤ α, β ≤ 2) .
Note that the Wronskian Wri1...ik(t1, t2, ∂SF ) defined as in (8.3) is divisible by θ2t2 due
to the fact that t2 does not depend on z1. We define the modified Wronskian
14 by
Wr′i1...ik(t1, t2, ∂SF ) := Wri1...ik(t1, t2, ∂SF )/θ2t2
= θ1t1 ·
2∑
α,β=1
∂1tα · ∂2tβ · ∂tα∂tβ∂SF .
As in the F0-case, Lemma 6.12 holds if we replace Yi1...ik:0 by Wr
′
i1...ik
(t1, t2, ∂SF ). Therefore
Wrij(t1, t2, ∂SF ) is proportional to the Yukawa coupling Yij;0. Then (8.6) follows from the
multi-linearity of Yuk.
Holomorphic ambiguities. The multiplication constant of Y00;0 is c = 1 and
κ =
8z1(1− 6z1 + 24z1z2)
d(z1, z2)
.
We checked that C˜11 , C˜
2
0 give the correct local GW invariants of F2 for small degrees. The
holomorphic ambiguities are
f11 (z) = −
1
12
θ0d(z1, z2)
d(z1, z2)
+
1
6
, f2(z) =
1
d(z1, z2)2
( 7∑
i,j=0
bijz
i
1z
j
2
)
.
(The numerator of f2(z) is omitted.) As the holomorphic limit, we take
G00 → 1− θ0H(z1, z2).
Appendix A. Mixed Hodge structure of an Open threefold
In this section, ∆ is a 2-dimensional reflexive polyhedron. Let Fa ∈ Lreg(∆) be a ∆-
regular Laurent polynomial. Define Pa ∈ C[t±1 , t±2 , x, y] by
Pa(t1, t2, x, y) = Fa(t1, t2) + xy .
Let Z◦a be the affine hypersurface in T
2 × C2 defined by Pa:
Z◦a := {(t1, t2, x, y) ∈ T2 × C2 | Fa(t1, t2) + xy = 0} .(A.1)
It is easy to see that the ∆-regularity of Fa implies the smoothness of Z
◦
a .
The goal of the appendix is to give an explicit description of the MHS on H3(Z◦a). First
we show that H3(Z◦a)
∼= RFa . Next we compactify Z◦a as a hypersurface in a smooth toric
variety. Then using this compactification, we compute the Hodge and weight filtrations on
14 A reason to consider the modified Wronskian in the F2-case is that the Wronskians do not satisfy the
statement corresponding to the second one in Lemma 6.12.
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H3(Z◦a). We use Batyrev’s method for affine hypersurfaces in algebraic tori [5, §6–8] with
some modifications.
A.1. Middle cohomology H3(Z◦a). We have a long exact sequence
(A.2) · · · → H4(T2 × C2)→ H4(T2 × C2 \ Z◦a) Res−→ H3(Z◦a)→ H5(T2 × C2)→ · · · .
Since H4(T2×C2) = H5(T2×C2) = 0, the Poincare´ residue map Res : H4(T2×C2 \Z◦a)→
H3(Z◦a) is an isomorphism.
In the rest of this subsection, tm stands for tm11 t
m2
2 . By Grothendieck [21], H
•(T2 ×C2 \
Z◦a) is isomorphic to the cohomology of the global de Rham complex (ΓΩ
•
T2×C2(∗Z◦a), d) of
meromorphic differential forms on T2 × C2 with poles of arbitrary order on Z◦a . Let R′ be
the homomorphism:
R′ : S∆ → ΓΩ4T2×C2(∗Z◦a) , tk0tm 7→
(−1)kk! tm
Pa
k+1
dt1
t1
dt2
t2
dxdy .
Proposition A.1. The map R′ induces an isomorphism
R′ : RFa
∼=→ H4(T2 × C2 \ Z◦a) .
Corollary A.2. The map R′ and the Poincare´ residue map give an isomorphism
ρ′ : RFa
∼=→ H3(Z◦a) .
Remark A.3. For i = 0, 1, 2, ι∗ : Hi(T2×C2)→ Hi(Z◦a) is an isomorphism where ι : Z◦a →
T2 × C2 is the inclusion. For i ≥ 4, Hi(Z◦a) = 0 since Z◦a is affine.
Proof. (of Proposition A.1.) We would like to compute
(A.3)
ΓΩ4
T2×C2(∗Z◦a)
dΓΩ3
T2×C2
(∗Z◦a)
∼= H4(T2 × C2 \ Z◦a) .
Let
M0 = C[t0, t
±
1 , t
±
2 , x, y] , M =M0/D′0M0 , L = C[t±1 , t±2 ] ,
where D′0 :M0 →M0 is defined by
D′0(tk0tmxm3ym4) :=

(k + t0Pa)t
k
0t
mxm3ym4 (k > 0)
(1 + t0Pa)t
k
0t
mxm3ym4 (k = 0)
.
We first rewrite the left-hand-side of (A.3) using M. Consider the homomorphism Ψ0 :
M0 → Ω0T2×C2(∗Z◦a) given by
Ψ0(t
k
0t
mxm3ym4) =


(−1)k−1(k−1)!tmxm3ym4
Pka
(k ≥ 1)
−tmxm3ym4 (k = 0)
.
Then the kernel of Ψ0 isD′0M0. Therefore Ψ0 induces an isomorphismΨ :M
∼=→ Ω0
T2×C2
(∗Z◦a).
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Define the operators D′i (1 ≤ i ≤ 4) acting on M by
D′i(tk0tmxm3ym4) :=

(mi + t0θtiPa)t
k
0t
mxm3ym4 (i = 1, 2, k > 0)
mit
k
0t
mxm3ym4 (i = 1, 2 , k = 0)
D′3(tk0tmxm3ym4) :=

(m3 + t0θxPa)t
k
0t
mxm3−1ym4 (k > 0)
m3t
k
0t
mxm3−1ym4 (k = 0)
D′4(tk0tmxm3ym4) :=

(m4 + t0θyPa)t
k
0t
mxm3ym4−1 (k > 0)
m4t
k
0t
mxm3ym4−1 (k = 0)
.
Let e1, . . . , e4 be the standard basis on C
4. For I = {i1, . . . , ip} ⊂ {1, 2, 3, 4}, let eI :=
ei1 ∧ · · · ∧ eip . Then we have an isomorphism
Ψp :M⊗ ∧pC4 ∼→ ΩpT2×C2(∗Z◦a) ;
4∑
i=1
fi ⊗ eI 7→
∑
i=1
Ψ(fi)γ(eI) ,
where γ is defined by
γ(ei) =


dti
ti
(i = 1, 2)
dx (i = 3)
dy (i = 4)
, γ(eI) = γ(ei1) ∧ · · · ∧ γ(eip) .
If we define D′ :M⊗ ∧3C4 →M⊗ ∧4C4 by
D′(fI ⊗ eI) :=
4∑
i=1
D′i(fI)γ(ei ∧ eI) ,
we have a commutative diagram
M⊗ ∧3C4 D
′
→ M⊗ ∧4C4
Ψ3 ↓ ↓ Ψ4
Ω3
T2×C2(∗Z◦a)
d→ Ω4
T2×C2(∗Z◦a)
.
Thus we have
ΓΩ4
T2×C2(∗Z◦a)
dΓΩ3
T2×C2
(∗Z◦a)
∼= M ⊗ ∧
4C4
D′M⊗ ∧3C4 .
Then the proposition follows from the next lemma.
Lemma A.4. 1. The homomorphism L[t0] → M ⊗ ∧4C4 given by tk0tm 7→ tk+10 tm ⊗ e1 ∧
e2 ∧ e3 ∧ e4 induces an isomorphism
L[t0]/
2∑
i=0
DiL[t0] ∼−→ M⊗ ∧
4C4
D′(M⊗ ∧3C4) .
Here Di are the same as those defined in (3.3).
2. The inclusion S∆ → L[t0] induces an isomorphism
S∆/
2∑
i=0
DiS∆ ∼−→ L[t0]/
2∑
i=0
DiL[t0] .
Proof of the lemma is by brute force calculation. 
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Figure 2. An example of a reflexive polyhedron ∆ (left), its dual polytope
∆∗ (middle) and the fan Σ(∆) (right).
A.2. Compactification Za of Z
◦
a . In §A.2–§A.5, we omit the subscript a from Fa, Pa,
Za, Z
◦
a , C
◦
a and Ca for simplicity. In §A.2 and §A.3, tm stands for the Laurent monomial
tm11 t
m2
2 t
m3
3 t
m4
4 .
We construct a compactification of Z◦ as a semiample smooth hypersurface Z in a 4-
dimensional toric variety V such that the divisor D = Z \ Z◦ is a simple normal crossing
divisor:
Z◦ ⊂ Z
∩ ∩
T2 × C2 ⊂ V
.
The basic idea is to consider the following slightly modified expression for P = F + xy:
(A.4) P˜ :=
F (t1, t2)
t3t4
+
b1
t4
+ b0 , (b1, b0 6= 0, F ∈ Lreg(∆)) .
The Newton polyhedron ∆˜ of P˜ is given by
∆˜ :=
{
(m1,m2,m3,m4) ∈ R4 |
m3 ≤ 0, m4 ≥ −1, m3 −m4 ≥ 0, (m1,m2) ∈ ∆(−m3)
}
.
(A.5)
Then by the general theory of the toric variety, we obtain a singular projective toric variety
V′ = ProjS∆˜ such that H
0(V′,O(1)) ∼= ⊕m∈A(∆˜)Ctm. We blow up V′ to obtain a smooth
toric variety V. A compactification of Z◦ can be obtained as a hypersurface defined by a
generic section of the pull-back of O(1).
Such a V can be explicitly given as follows. First, let vi ∈ Z2 (1 ≤ i ≤ r, r := l(∆)− 1)
be the primitive vectors lying on faces of the dual polyhedron ∆∗ of ∆. Let Σ(∆) be
the 2-dimensional complete fan spanned by v1, . . . , vr (see Figure 2) and let PΣ(∆) be the
corresponding smooth toric surface. Then PΣ(∆) is a resolution of the singular toric surface
ProjS∆, and C
◦ can be compactified smoothly to C in PΣ(∆). Next we set
v˜i =


vi
−1
0

 (1 ≤ i ≤ r), u1 =


~0
1
0

 , u2 =


~0
0
1

 , u3 =


~0
−1
0

 , u4 =


~0
1
−1

 .
Then the 1-cones of the fan ΣV are given by
νi = R≥0v˜i (1 ≤ i ≤ r) , µi = R≥0uj (1 ≤ j ≤ 4) ,
and the 4-cones of ΣV are given by
[i, i+ 1; j, j + 1] := R≥0v˜i + R≥0v˜i+1 + R≥0uj + R≥0uj+1 (1 ≤ i ≤ r, 1 ≤ j ≤ 4).
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(For the sake of convenience, we set v˜r+1 := v˜1, u5 := u1 and νr+1 := ν1, µ5 := µ1.) The
3-cones and the 2-cones are faces of the above 4-cones. The toric variety V associated to
the fan ΣV is a bundle over the toric surface PΣ(∆) whose fiber is the Hirzebruch surface F1.
Let Di (1 ≤ i ≤ r) and Ej (1 ≤ j ≤ 4) be the toric divisors of V corresponding to the
1-cones νi and µj respectively. By a standard computation in the theory of toric varieties
(see e.g. [31]), we have
Lemma A.5.
H0(V,O(E1 + E2)) =
⊕
m∈A(∆˜)
C tm .
Therefore P˜ in eq.(A.4) is a generic section of the line bundle corresponding to the divisor
E1+E2. We define Z to be the hypersurface in V defined by P˜ . We show that if we assume
F is ∆-regular and b0b1 6= 0, then (1) Z◦ ⊂ Z; (2) Z is smooth; (3) D = Z/Z◦ is a (simple)
normal crossing divisor. (1) can be shown as follows. Let Uµ1,µ2 = Spec [t
±1
1 , t
±2
2 , t3, t4] ⊂ V
be the open set corresponding to the 2-cone spanned by µ1, µ2. It is isomorphic to T
2×C2.
The defining equation of Z on Uµ1,µ2 is F (t1, t2) + b1t3 + b0t3t4 and this is equal to P if we
identify x = t3, y = b1 + b0t4. We can prove (2) and (3) by looking at the defining equation
Pσ of Z on the open subset Uσ ⊂ V corresponding to each 4-cone σ.
We end this subsection by listing the Hodge numbers of Z.
Lemma A.6. The Hodge numbers hp,q(Z) = dimHp,q(Z) are
p = 0 1 2 3
q = 0 1 0 0 0
1 0 l(∆)− 1 1 0
2 0 1 l(∆)− 1 0
3 0 0 0 1
.
Proof. By the formula on cohomology of semiample divisors on a toric variety due to Mav-
lyutov [30, Cor.2.7]15, we can explicitly compute the dimensions of Hq(V,Ωp(E1+E2)) and
Hq(V,Ωp(2E1 + 2E2)). Then we obtain dimH
q(Z,Ωp) by exact sequences (as in the proof
of the Lefshetz hyperplane theorem [19, p.156]). 
A.3. The Hodge filtration. Let D =
∑r
i=1 Di+E3+E4. Note that D = V \T2 ×C2 and
D = Z/Z◦ = Z ∩ D.
15 For a semiample toric divisor X in a d-dimensional complete simplicial toric variety PΣ, Mavlyutov’s
formula is:
dimHk(PΣ,Ω
l
PΣ
(X)) =
X
δ
l∗(δ)
 
dim δ
l− k
!
·
kX
j=0
 
d− dim δ − j
k − j
!
(−1)k−j#Σσδ (j) .
The sum is over all faces δ of the polytope ∆X associated to X, l
∗(δ) is the number of interior integral
points in the face δ, σδ ∈ ΣX is a cone corresponding to the face δ in the fan ΣX (which is the fan such that
there is a morphism s : Σ → ΣX ; X is a pull-back of an ample divisor by the induced morphism of toric
varieties PΣ → PΣX ), and #Σσδ (j) is the number of j-cones in Σσδ = {s(τ) ∈ Σ : τ ∈ σδ}. In the case of
the threefold Z ⊂ V, ΣZ is generated by u2, u4 and 1-cones v˜i such that vi are vertices of ∆
∗.
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Proposition A.7. For p = 1, 2, 3, 4, the residue mapping
H4−p
(
V,Ωp
V
(log(Z + D))
) ResZ→ H4−p(Z,Ωp−1Z (logD))
is an isomorphism.
Proof. Consider the exact sequence
0→ Ωp
V
(logD)→ Ωp
V
(log(Z + D))
ResZ→ Ωp−1Z (logD)→ 0 ,
and take the cohomology. The vanishings H4−p(V,Ωp
V
(logD)) = H5−p(V,Ωp
V
(logD)) = 0
imply the proposition. 
We use the notation Ωp
V,D(k) := Ω
p
V
(logD)⊗O(kZ) for integers k, p ≥ 0.
Proposition A.8.
H4−p
(
V,Ωp(log(Z + D))
) ∼= H0(V,Ω4V,D(5 − p))
H0(V,Ω4
V,D(4− p)) + dH0(V,Ω3V,D(4− p))
(p = 1, 2, 3),
H0
(
V,Ω4(log(Z + D))
) ∼= H0(V,Ω4V,D(1)) .
Proof. The proposition follows from the exact sequence
0→ Ωp
V
(log(Z + D)) →֒ Ωp
V,D(1)
d→ Ω
p+1
V,D(2)
Ωp+1
V,D(1)
d→ · · · d→ Ω
4
V,D(5 − p)
Ω4
V,D(4 − p)
→ 0 ,
and Lemma A.9 below. 
Lemma A.9. Let k be a nonnegative integer, p = 1, 2, 3, 4.
1. Hq(V,Ωp(log(D+ E1 + E2))⊗O(kZ)) = 0 (q > 0) ,
2. Hq(V,Ωp(log(D+ Ei))⊗O(kZ)) = 0 (q > 0, i = 1, 2) ,
3. Hq(V,Ωp
V,D(k)) = 0 (q > 0) .
.
Proof. 1. Let DT := D+ E1 + E2. Note that this is the sum of all toric divisors in V. It is
well known that Ωp
V
(logDT) ∼= OV ⊗∧pM where M is the dual lattice of N ∼= Z4 (cf. [31]).
On the other hand, since E1+E2 is semiample, we have H
q(V,OV(kZ)) = 0 for q > 0 [30].
Therefore
Hq(V,Ωp
V
(logDT)⊗OV(kZ)) ∼= Hq(V,OV(kZ))⊗ ∧pM = 0 (q > 0) .
2. As above, the following vanishing holds:
Hq(E2,Ω
p−1
E2
(
log(D+ E1)
)⊗OE2(kZ)) ∼= Hq(E2,OE2(kZ))⊗ ∧p−1Z3 = 0 (q > 0).
Moreover, the map
H0(V,Ωp
V
(logDT)⊗OV(kZ))
ResE2→ H0(E2,Ωp−1E2
(
log(D+ E1)
)⊗OE2(kZ))
is surjective. Taking the exact sequence of cohomology of the exact sequence:
0→ Ωp
V
(
log(D+ E1)
)⊗OV(kZ)→ ΩpV(logDT)⊗OV(kZ)
ResE2→ Ωp−1E2
(
log(D+ E1)
)⊗OE2(kZ)→ 0 ,
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we obtain
Hq(V,Ωp(log(D+ E1))⊗O(kZ)) = 0 (q > 0) .
The proof for E2 is similar.
3. As above, we can show the vanishing
Hq(E1 ∩ E2,Ωp−2E1∩E2(logD)⊗O(kZ)) ∼= Hq(E1 ∩ E2,OE1∩E2(kZ))⊗ ∧p−2Z2 = 0 (q > 0),
and the surjectivity of the map⊕
i=1,2
H0(V,Ωp
V
(
log(D+ Ei)
)⊗O(kZ)) ResE1,E2→ H0(E1 ∩ E2,Ωp−2E1∩E2(logD)⊗O(kZ)).
Consider the exact sequence
0→ Ωp
V
(logD)⊗O(kZ)→
⊕
i=1,2
Ωp
V
(
log(D+ Ei)
)⊗O(kZ)
→ Ωp
V
(logDT)⊗O(kZ)
ResE1,E2−→ Ωp−2E1∩E2(logD)⊗O(kZ)→ 0 .
Taking the cohomology, we obtain the statement 3. 
Let ∆˜(k) be the polyhedron defined by applying (3.1) to ∆˜ defined in (A.5) and let ∆˜[k]
be the following 4-dimensional polyhedron:
∆˜[k] :=
{
(m1,m2,m3,m4) ∈ R4 |
(m1,m2) ∈ ∆(−m3 − 1), −k + 1 ≤ m3 ≤ 0, m4 ≥ −k, m3 −m4 ≥ 0
}
.
Proposition A.10. Let k be a positive integer k ≥ 1.
1. H0(V,Ω4
V,D(k)) =
⊕
m∈∆˜(k−1)∩Z4
C
tm
P˜ k
dt1
t1
dt2
t2
dt3
t3
dt4
t4
.
2. H0(V,Ω3V,D(k)) =
⊕
m∈∆˜[k]∩Z4
C
tm
P˜ k
dt1
t1
dt2
t2
dt3
t3
⊕
⊕
m∈∆˜(k−1)∩Z4
[
C
tm
P˜ k
dt1
t1
dt2
t2
dt4
t4
⊕ C t
m
P˜ k
dt1
t1
dt3
t3
dt4
t4
⊕ C t
m
P˜ k
dt2
t2
dt3
t3
dt4
t4
]
.
3.
H0(V,Ω4
V,D(k + 1))
H0(V,Ωn
V,D(k)) + dH
0(V,Ω3
V,D(k))
∼= RkF ,
where the isomorphism is induced from the map
Sk∆ → H0(V,Ω4V,D(k + 1)) , tk0tm11 tm22 7→
(−1)kk!tm11 tm22
P˜ k+1(t3t4)k
dt1
t1
dt2
t2
dt3
t3
dt4
t4
.
Proof. The statements 1 and 2 can be shown by calculation of the Cech cohomology asso-
ciated to the open cover given by the toric fan. The third statement follows from the first
and the second. 
Theorem A.11. The Hodge filtration on H3(Z◦) satisfies
GrpFH
3(Z◦) ∼= R3−pF , (0 ≤ p ≤ 3) .
Proof. As is well known, there are canonical isomorphisms GrpFH
3(Z◦) ∼= H3−p(Z,ΩpZ(logD)).
The theorem follows from Propositions A.7, A.8 and A.10. 
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A.4. The weight filtrations.
Proposition A.12.
dimGrW6 = 1 , dimGr
W
5 = 0 ,
dimGrW4 = l(∆)− 4 , dimGrW3 = 2 .
Proof. The divisor D = Z \Z◦ consists of r+ 2 components. Define D(k) to be the disjoint
union of intersections of k components for k = 1, 2, 3 and D(0) := Z. Consider the spectral
sequence WE of the hypercohomology H
k(Z,Ω•Z(logD)) associated to the decreasing weight
filtration W−l := Wl. This spectral sequence degenerates at WE2. We have WEp,q1 ∼=
H2p+q(D(−p),C) and the differential d1 : H
2p+q(D(−p),C)→ H2p+q+2(D(−p−1),C) is given
by the Gysin morphism (see e.g. [37, Corollary 8.33, Proposition 8.34]). Computing the
cohomology of d1, we obtain the following result.
dimWE
p,q
2 =
p = 0 −1 −2 −3
q = 0 1 0 0 0
1 0 0 0 0
2 0 2 0 0
3 2 0 0 0
4 0 l(∆)− 4 1 0
5 0 0 0 0
6 0 0 0 1
.
The dimensions of the graded quotients GrW−p+3H
3(Z◦) ∼= WEp,3−p2 can be read from this
table. 
Proposition A.13. The weight filtration on H4(T2 × C2 \ Z◦) is
W8H4(T2 × C2 \ Z◦) = I4 = RF ,
W7H4(T2 × C2 \ Z◦) =W6H4(T2 × C2 \ Z◦) = I3 ,
W5H4(T2 × C2 \ Z◦) = I1 .
Proof. We consider three filtrations V ,V ′,V ′′ on H4(T2×C2 \Z◦) and compare them. First
we define
VkΩiV(log(Z + D)) := Ωi−kV ∧ΩkV(log(Z + D)) (0 ≤ k ≤ 4).
This induces the weight filtration VkHi(T2 × C2 \ Z◦) =Wk+4Hi(T2 × C2 \ Z◦). We have
already computed the dimension of graded quotients in Proposition A.12.
Second, let U := V \ (Z ∪ E3 ∪ E4). We define
V ′kΩiU (log(U ∩D)) := Ωi−kU ∧ ΩkU (log(U ∩D)) (k = 0, 1, 2).
This induces another filtration V ′ on H4(T2 × C2 \ Z◦). As in [5, §8], this is given by the
I-filtration on RF :
V ′0H4(T2 × C2 \ Z◦) ∼= I1 , V ′1H4(T2 × C2 \ Z◦) ∼= I3 , V ′2H4(T2 × C2 \ Z◦) ∼= I4 .
Third, let j : U → V be the inclusion and define
V ′′kΩiV(log(Z + D)) := Ωi−kV ∧ΩkV,D + (V ′k−1j∗ΩiU (log(U ∩ D))) ∩ ΩiV(log(Z + D)) .
36 YUKIKO KONISHI AND SATOSHI MINABE
Since H4(T2 × C2) = 0, the first term does not contribute to H4(T2 × C2 \ Z◦). So the
induced filtration is related to V ′ by
V ′′kH4(T2 × C2 \ Z◦) = V ′k−1H4(T2 × C2 \ Z◦) (k = 1, 2, 3) .
Moreover it holds that
VkΩiV(log(Z + D)) ⊂ V ′′kΩiV(log(Z + D)) (k = 1, 2) ,
V4ΩiV(log(Z + D)) ⊂ V ′′3ΩiV(log(Z + D)) .
Therefore we have
VkH4(T2×C2\Z◦) ⊂ V ′k−1H4(T2×C2\Z◦) (k = 1, 2) , V4H4(T2×C2\Z◦) ⊂ V ′2H4(T2×C2\Z◦) .
By the dimension consideration, we see that the proposition holds. 
Since taking the residue map H4(T2 ×C2 \Z◦)→ H3(Z◦) decreases the weight by 2, we
obtain
Theorem A.14. The weight filtration on H3(Z◦) is as follows.
W6H3(Z◦) ∼= RF ,
W5H3(Z◦) =W4H3(Z◦) ∼= I3 ,
W3H3(Z◦) ∼= I1 .
A.5. Deformation and Obstruction. By Kawamata’s result [27], H1
(
Z, TZ(− logD))
)
and H2
(
Z, TZ(− logD))
)
are the set of infinitesimal logarithmic deformations and the set
of obstructions respectively.
Let ω be the following global section of KZ(D) = Ω
3
Z(logD) :
ω = ResZ
1
P
dt1
t1
dt2
t2
dxdy .
Proposition A.15.
H1(Z, TZ(− logD)) ∼→ H1(Z,Ω2Z(logD)) ∼= R1F ,
H2(Z, TZ(− logD)) ∼→ H2(Z,Ω2Z(logD)) = 0 ,
where the isomorphisms are given by the contraction with the three form ω.
Proof. The contraction with ω is an isomorphism since KZ(D) ∼= OZ and TZ(− logD) and
Ω2Z(logD) are locally free. For the rest, see Theorem A.11 and Remark A.3. 
A.6. Variation of Mixed Hodge Structures. Varying the parameter a ∈ Lreg(∆), we
obtain a family of threefolds Z◦a :
p′ : Z ′ → Lreg(∆) .
We have
R3p′∗Z⊗OLreg(∆) ∼= RF [a]⊗OLreg(∆) .
The Gauss–Manin connection on ∇am on R3p′∗Z ⊗ OLreg(∆) corresponds to the derivation
Dam since it corresponds to the differentiation by am on ΓΩ4T2×C2(∗Z◦a).
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Let ωa be the relative holomorphic three form on Z ′ such that
ωa = Res
1
Fa + xy
dt1
t1
dt2
t2
dxdy .
By Proposition 3.7, we obtain
Corollary A.16. 1. H3(Z◦a) is spanned by ωa, ∇∂amωa and ∇∂am∇∂anωa (m,n ∈ A(∆)).
2. ωa satisfies the A-hypergeometric system (3.8) with ∂ai replaced by ∇∂ai .
3. Period integrals of ωa satisfies the A-hypergeometric system (3.8). Conversely, a solution
of the A-hypergeometric system (3.8) is a period integral.
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