It is known by K. Okamoto [7] that the fourth Painlevé equation has symmetries under the affine Weyl group of type A 
It is known by K. Okamoto [7] that the fourth Painlevé equation has symmetries under the affine Weyl group of type A (1) 2 . In this paper we propose a new representation of the fourth Painlevé equation in which the A (1) 2 -symmetries become clearly visible. By means of this representation, we clarify the internal relation between the fourth Painlevé equation and the modified KP hierarchy. We obtain in particular a complete description of the rational solutions of the fourth Painlevé equation in terms of Schur functions. This implies that the so-called Okamoto polynomials, which arise from the τ -functions for rational solutions, are in fact expressible by the 3-reduced Schur functions. 1 
A symmetric form of the fourth Painlevé equation
The fourth Painlevé equation P IV is the following second order ordinary differential equation
for the unknown function y = y(t), where ′ = d/dt and a, b ∈ C are parameters. It is known by K. Okamoto [7] that equation (1.1) is represented as the following system for the two unknown functions q = y and p: The equivalence between (1.1) and (1.2) can be checked directly, but it requires a tedious calculation. (This calculation is fairly simplified by the "symmetric" representation which we will propose in this paper. See the proof of Theorem 1.1 below.)
It is clearly seen from (1.2) that, if v 1 − v 2 = 0 or v 2 − v 3 = 0, the Hamiltonian system H IV has classical solutions such that q = 0 or p = 0. In these cases, equation (1.2 ) is reduced to the Riccati equations p ′ = −p 2 + 2tp + 2(v 2 − v 3 ) and q ′ = −q 2 − 2t − 2(v 1 − v 2 ) respectively, and they are furthermore linearized to Hermite-Weber equations. In this sense, the Hamiltonian system H IV (1.2) has invariant divisors q = 0 and p = 0 along the lines v 1 − v 2 = 0 and v 2 − v 3 = 0, respectively. It should be noted that equation (1.2) has one more typical invariant divisor q − p + 2t = 0 along the line v 1 − v 3 = 1. In fact equation (1.2) implies (q − p + 2t) ′ = −(q − p − 2t)(q + p) + 2(1 − v 1 + v 3 ). (1.6) It is known by [6] that these three polynomials q, p and q−p+2t generate essentially all the invariant divisors of the fourth Painlevé equation (1.2) . Note that the three simple affine roots 1 − v 1 + v 3 , v 1 − v 2 , v 2 − v 3 of type A (1) 2 are already involved in these equations. We denote by
the parameter space for the system (1.2).
We now propose to treat the three typical invariant divisors q, p and q − p + 2t equally so as to obtain a "symmetric" representation of the fourth Painlevé equation. We introduce the three dependent variables f = (f 0 , f 1 , f 2 ) as follows. Fixing a nonzero complex number c ∈ C × , set f 0 = c(q − p + 2t), f 1 = −cq, f 2 = cp, (1.8) and rescale the independent variable as x = −t/c. Then we have
where
With the normalization c = −3/2, we set 
with normalization
where ′ = d/dx and α 0 , α 1 , α 2 ∈ C are parameters with α 0 + α 1 + α 2 = 3.
Proof. The equation (1.11) has been derived from the Hamiltonian system (1.2); it is clear that these two are equivalent. We will show the equivalence of (1.1) and (1.11) (with normalization (1.12)). This gives in fact an easier way to establish the equivalence between (1.1) and (1.2). Taking a derivative of the second equation of (1.11), we have
Substituting the first and the third equations of (1.11) to this, we obtain
This is transformed into the equation (1.1) by the rescaling f 1 = −cy, x = −t/c, c = −3/2 and the change of parameters (1.5), (1.10).
We remark that our equation (1.11) has the following rational solutions:
From the work of Y. Murata [4] , it follows that all the rational solutions of (1.11) are obtained from these two particular solutions by Bäcklund transformations. There are classical solutions obtained as Bäcklund transformations from the solutions of Riccati type along the three lines α 0 = 0, α 1 = 0, α 2 = 0. Any other solutions are non-classical in the sense of H. Umemura [9] (see also [6] , [7] ). It should also be noted that our equation (1.9) reduces to the Kac-Moerbeke integrable system [3] in the degenerate limit c → 0.
Bäcklund transformations and the affine Weyl group
We now discuss symmetries in the fourth Painlevé equation represented by (1.11) with the normalization of (1.12) . In what follows, we regard α 0 , α 1 , α 2 as coordinate functions (with α 0 + α 1 + α 2 = 3 ) of the parameter space V .
We consider the affine Weyl group W = s 0 , s 1 , s 2 of type A
2 with fundamental relations
Here the subscripts are understood as elements of Z/3Z. This convention for subscripts will be applied to other variables α i , f i , etc., as well. We denote by W = s 0 , s 1 , s 2 , π the extension of W obtained by adjoining the following Dynkin diagram automorphism π:
The affine Weyl group W acts naturally on the coordinate ring C[α] of V through the algebra automorphism s 0 , s 1 , s 2 and π of C[α] determined by
for i, j = 0, 1, 2. When we consider the action of W on the parameter space V , we will use the action such that (w.ϕ)(v) = ϕ(w −1 .v) for any v ∈ V and ϕ ∈ C[α].
The action of W on V is given as follows:
One advantage of our representation (1.11) is that the action of the affine Weyl group W on the fourth Painlevé equation can be described in a completely symmetric way on the dependent variables f 0 , f 1 and f 2 . The action of W on C[α] extends in fact to the whole differential field K = C(α; f ) as follows. 
Furthermore, these transformations define a representation of the affine Weyl group W = s 0 , s 1 , s 2 , π . Namely, W acts on the differential field K = C(α; f ) as a group of differential automorphisms.
Theorem 2.1 is proved by straightforward computations. The transformations described above will be called the Bäcklund transformations of the fourth Painlevé equation (1.11) . Note that the independent variable x = (f 0 + f 1 + f 2 )/3 is fixed under the action of W .
Note that, for any w ∈ W , one obtains three linear functions β 0 = w(α 0 ), β 1 = w(α 1 ), β 2 = w(α 2 ) in α 0 , α 1 , α 2 . Theorem 2.1 then implies that, one can specify certain rational functions g 0 = w(f 0 ),
Namely, if (f 0 , f 1 , f 2 ) is a (generic) solution of (1.11) with parameters (α 0 , α 1 , α 2 ), then (g 0 , g 1 , g 2 ) is again a solution of the same system with parameters (β 0 , β 1 , β 2 ).
We give an example below to show how the dependent variables f 0 , f 1 , f 2 are transformed under the action of the affine Weyl group.
Example. For w = s 1 s 0 , the Bäcklund transformation w(f 1 ) = s 1 s 0 (f 1 ) is computed as follows:
Similarly we have
If we specialize these formula to the particular solution
we obtain another rational solution
A complete description of rational functions in x arising in this way will be given later in this paper.
Remark. The Bäcklund transformation s 0 (f 1 ) = f 1 − α0 f0 , for example, becomes singular when applied to a particular solution such that f 0 = 0. This sort of problem, however, is only apparent since such a solution arises only under the condition α 0 = 0 as one sees immediately from (1.11). When α 0 = 0, it is natural to understand that the Bäcklund transformation s 0 becomes the identity transformation. In general, each g i = w(f i ) is a rational function in (α; f ) and its denominator possibly becomes identically zero when one specializes (α; f ) to certain particular solutions. Such a phenomenon occurs however only when some of the parameters α 0 , α 1 , α 2 are in 3Z. In such cases, critical factors in the denominator of g i = w(f i ) can actually be eliminated by specializing the parameters (α 0 , α 1 , α 2 ) in advance. With this regularization, our Bäcklund transformations w(f i ) make sense for any particular solution.
τ -Functions
In this section, we show that our equation (1.11) for f = (f 0 , f 1 , f 2 ) can be bilinearized by introducing a triple of τ -functions τ = (τ 0 , τ 1 , τ 2 ). We also study the Bäcklund transformations on the level of τ -functions.
We introduce the τ -functions τ 0 , τ 1 , τ 2 to be the dependent variables satisfying the following equations:
We fix the freedom of overall multiplication by a function in defining τ 0 , τ 1 , τ 2 , by imposing the equation
To be more precise, we first introduce a variable g (determined from f 0 , f 1 , f 2 up to an additive constant) as an integral of the equation
Then we require that the τ -functions τ 0 , τ 1 , τ 2 should satisfy
Note that, under the conditions (3.1) and (3.4), the τ -functions τ 0 ,τ 1 ,τ 2 are determined by the equations
up to multiplicative constants, respectively. We remark that the integration constant in g has the effect of multiplying each τ i by the exponential of a linear function in x. In order to describe the differential equations to be satisfied by the τ -functions, we recall the definition of Hirota's bilinear equations. Let P (∂ x ) (∂ x = d/dx) be a linear differential operator in the x-variable with constant coefficients. Then Hirota's bilinear operator P (D x ) is defined by
for a given pair of functions F (x), G(x). 
Proof. Note first that, in terms of the logarithms F i = log τ i (i = 0, 1, 2) of τ -functions, the dependent variables f 0 , f 1 , f 2 are expressed as follows:
The three equations of Theorem are rewritten into the following equations for F 0 , F 1 , F 2 :
Taking the sum of these three equations, we have
which corresponds to the equation (3.3) for g. By subtracting the third equation of (3.9) from the first, we have
which corresponds to the differential equation for f 0 . Similarly we have the equations for f 1 and f 2 from (3.9). It is also clear that the equations (3.9) are recovered from (3.10) and the three equations which correspond to (1.11).
Remark.
Consider the differential field K(g) = C(α; f )(g) obtained from K = C(α; f ) by adjoining a variable g on which the derivation ′ acts by the formula (3.3). Then Theorem 3.1 implies that this differential field is isomorphic to the differential field
defined by the relations (3.9). Note that, by (3.9) and (3.10), each second derivative F ′′ i (i = 0, 1, 2) can be expressed in terms of x and
for i = 0, 1, 2. This system is also equivalent to the equation (3.7) for the triple τ 0 , τ 1 , τ 2 of τ -functions. Note that the differential field of our τ -functions is defined as
by (3.12), regarded as equations for τ -functions. One important fact is that the action of the affine Weyl group on the f -variables lifts to the level of τ -functions. 
while s 0 , s 1 , s 2 and π act on α 0 ,α 1 ,α 2 in the same way as in Theorem 2.1.
Proof. We first extend the action of W on C(α; f ) to C(α; f )(g), or equivalently to
by (1.11). Hence we have
In view of these, we define the action of W on g by 
These formulas justify the definitions of (3.13) other than those for s i (τ i ) (i = 0, 1, 2). As to s 0 (τ 0 ), we compute
This leads to the definition
One can check by straightforward computations that the definition (3.13) thus obtained defines an action of W on the differential field C(α)(x, τ 0 , τ 1 , τ 2 , τ
as a group of differential automorphisms.
We remark that the Bäcklund transformations s i (τ i ) of Theorem 3.2 possibly become zero for solutions reducible to Riccati equations, while they can be applied 
The relation between the f -variables and the six τ -functions in Corollary 3.3 can be represented graphically as in Figure 1 . Note also that (3.20) implies
Example. As to the rational solution (2.9) the corresponding τ -functions and their adjacent Bäcklund transformations are given by
As to the rational solution (2.10), we have
These are examples of Okamoto polynomials which will be discussed in the next section.
Another corollary of Theorem 3.2 is the Toda equations for our τ -functions. 
Proof. From Corollary 3.3, we have
On the other hand, substitution of the formulas
into (3.12) with i = 0 gives
Equating (3.26) and (3.28) we obtain the equation of Corollary as desired.
.
Our τ -functions are slightly different from those introduced by K. Okamoto [7] . In our formulation, the τ -function in the spirit of Okamoto, say τ ok , can be defined through the integral of a "Hamiltonian" as follows:
Note that this implies (log τ ok )
Let us introduce the triple of τ -functions of Okamoto type by
where we define 
Rational solutions
In this section, we give an explicit description of the rational solutions of the fourth Painlevé equation (1.11) in terms of Schur functions.
Before discussing the rational solutions, we introduce a family of τ -functions (τ m,n ) m,n∈Z for the fourth Painlevé equation (3.7). A similar treatment of the lattice of τ -functions has been given by K. Okamoto [8] . We consider the elements
of the (extended) affine Weyl group W . Note that these T 1 and T 2 represent the following parallel translations in the parameter space V respectively: 
Note that
By these formulas, we have
The triple of τ -functions (τ 0 , τ 1 , τ 2 ) is transformed into (τ m,n , τ m+1,n , τ m+1,n+1 ) by T (1) For any m, n ∈ Z, the triples (τ m,n , τ m+1,n , τ m+1,n+1 ) and (τ m,n , τ m,n+1 , τ m+1,n+1 ) (4.6) represent the Bäcklund transformations of (τ 0 , τ 1 , τ 2 ) for the parameters (α 0 + 3m, α 1 + 3(n − m), α 2 − 3n) and (4.7)
respectively. (2)
The corresponding f -variables are given respectively by τ m,n τ m+2,n+1 τ m+1,n τ m+1,n+1
, τ m+1,n τ m,n+1 τ m+1,n+1 τ m,n , τ m+1,n+1 τ m,n−1 τ m,n τ m+1,n and (4.8)
, τ m,n+1 τ m+1,n τ m+1,n+1 τ m,n , τ m+1,n+1 τ m−1,n τ m,n τ m,n+1 .
Proposition 4.2. (1)
The family of τ -functions τ m,n (m, n ∈ Z) satisfies the following three types of bilinear equations:
(2) The family of τ -functions τ m,n (m, n ∈ Z) satisfies the following three types of Toda equations:
Remark. As we already remarked in the previous section, Bäcklund transformations for τ -functions possibly become singular, when applied to particular solutions which are reducible to Riccati equations. In such cases, we need to restrict the indices (m, n) for τ m,n to a region of Z 2 bounded by certain lines on which τ m,n = 0.
All the rational solutions of (1.11) are obtained from
by Bäcklund transformations. We will determine the τ -functions τ m,n (m, n ∈ Z) for these rational solutions.
In the case of Bäcklund transformations of the rational solution (A) of (4.11), the τ -functions τ m,n (m, n ∈ Z) turn out to be polynomials, which we call the Okamoto polynomials. We recall that the τ -functions for (A) are given by (α 0 , α 1 , α 2 ; τ 0 , τ 1 , τ 2 ) = (1, 1, 1; 1, 1, 1) . 
with initial condition
We remark that Q m (x) = Q m,0 (x) and R m (x) = Q m+1,1 (x) (m ∈ Z) are the original Okamoto polynomials discussed in [1] . In fact, they are determined by the recurrence relations
with initial condition Q 0 = Q 1 = 1, and by 
for some polynomials H m,n (x). These polynomials H m,n (x) (m, n ≥ 0) are characterized by the Toda equations
We remark that H m,1 (x) and H 1,m (m = 0, 1, 2, . . . ) coincide with the Hermite polynomials up to rescaling. We will call H m,n (x) (m, n ≥ 0) the generalized Hermite polynomials. The fact that τ m,n (x) are expressed as in (4.18) will be proved in Section 5 in the course of the proof of Theorem 4.6 below.
The Okamoto polynomials Q m,n (x) (m, n ∈ Z) and the generalized Hermite polynomials H m,n (x) (m, n ≥ 0) are in fact expressible in terms of Schur functions. We recall the definition of Schur functions in order to make this statement precise.
A partition λ = (λ 1 , λ 2 , . . . ) (or a Young diagram) is a sequence of non-negative integers such that λ 1 ≥ λ 2 ≥ · · · ≥ 0 and that λ i = 0 for i ≫ 0. The number of nonzero parts λ i is called the length of λ and denoted by l(λ). For each partition λ, we define the Schur function S λ (t) = S λ (t 1 , t 2 , . . . ) by
where p n (t) are the polynomials in t determined by the generating function
(We set p n (t) = 0 for n < 0.) Note that p n (t) can be defined equivalently by 
We denote by λ(m, n) the partition corresponding to M (m, n). Partitions of the form λ(m, n) (m, n ∈ Z) are called the 3-reduced partitions. We remark that a partition λ is 3-reduced if and only if λ has no hook with length of a multiple of 3. Also, Schur functions S λ(m,n) (t) for 3-reduced partitions are called 3-reduced Schur functions. It is known that a Schur function S λ (t) is 3-reduced if and only if ∂ t3n S λ (t) = 0 for all n = 1, 2, · · · . 
where N m,n is a positive integer determined by the hook-length formula. 
where the normalization constant is given by
The relationship between the sequences H 1,n (x), H m,1 (x) and the ordinary Hermite polynomials H n (x) is obvious since
while the Hermite polynomials have the generating function
The proof of Theorems 4.5 and 4.6 will be given in the next section.
Proof of Theorems 4.5 and 4.6
The Hirota bilinear equations for our τ -functions (Theorem 3.1) arise naturally from the so-called modified KP hierarchy [2] by certain similarity reduction (see also [5] , [10] ). This fact is the key to the proof of Theorems 4.5 and 4.6.
Consider two functions G 0 (t 1 , t 2 ) and G 1 (t 1 , t 2 ) in the two variables (t 1 , t 2 ), and suppose that they satisfy the following Hirota bilinear equation
Introducing the degrees of t 1 , t 2 by deg t 1 = 1 and deg t 2 = 2, we assume that each G i is homogeneous of degree d i ∈ C for i = 0, 1:
Fixing a constant k ∈ C × , we define the functions τ 0 (x), τ 1 (x) in one variable by
Formally, each G i is recovered by the formula
Then it is easy to check Lemma 5.1. Under the similarity condition (5.2), the equation (5.1) for the pair G 0 (t 1 , t 2 ), G 1 (t 1 , t 2 ) is equivalent to the Hirota bilinear equation
From this lemma with k = 1/2, we immediately have 
for three functions G i (t 1 , t 2 ) (i = 0, 1, 2) in two variables. The similarity condition is given by
and the parameters are related by
Recall that the (first) modified KP hierarchy [2] is the following system of Hirota bilinear equations for a pair of τ -functions τ 0 (t) and τ 1 (t) in infinite time variables t = (t 1 , t 2 , . . . ):
where s = (s 1 , s 2 , . . . ) are parameters and D t = (D t1 /1, D t2 /2, . . . ). The constant term of (5.9) with respect to s implies the bilinear equation
which is nothing but the equation (5.1) discussed above. For the proof of Theorems 4.5 and 4.6, we will recall the following fact about Schur functions from the theory of KP hierarchy. Let X m = X m (t; ∂ t ) (m ∈ Z) be the vertex operators of the KP hierarchy defined by the generating function
Then we have Lemma 5.3. For any partition λ and k ∈ Z, the pair τ 0 (t) = S λ (t) and τ 1 (t) = X k S λ (t) solves the first modified KP hierarchy (5.9). In particular we have
We will give a proof of this lemma in Appendix for completeness.
All the Schur functions S λ (t) are obtained from S ∅ (t) = 1 by applying vertex operators repeatedly:
for any partition λ = (λ 1 , . . . , λ n , 0, . . . ). The action of vertex operators on Schur functions can be computed by (5.13) together with the commutation relations
where k, l ∈ Z. (See Appendix.) A more systematic way is to use Maya diagrams. For a given Maya diagram M , let λ be the corresponding partition and suppose that l(λ) ≤ n. Then we have
for each k ∈ Z. Here µ stands for the partition corresponding to the Maya diagram M ∪ {k + n}. The sign in this formula is determined by the parity of the number of integers m ∈ M such that m > k + n.
Proof of Theorem 4.5 for Okamoto polynomials. By using the formula (5.15), one can compute how the 3-reduced Schur functions are transformed by vertex operators.
Lemma 5.4. As to the action of the vertex operators, we have the following two types of cyclic relations among 3-reduced Schur functions
and X 2n−m+1 .S λ(m,n) (t) = ±S λ(m,n+1) (t),
for any m, n ∈ Z. We remark that, in the coordinates (v 1 , v 2 , v 3 ) of the parameter space V as in (1.10), the triples of τ -functions in this proposition give rise to solutions with parameters
It is clear that each triple of τ -functions of Proposition 5.5 defines a rational solution of (1.11) in f -variables. For each (α 0 , α 1 , α 2 ) of this proposition, the fourth Painlevé equation (1.11) has a unique rational solution by [4] . Hence we conclude that each s m,n (x) is a constant multiple of the τ -function τ m,n (x) for the solution (A) of (4.11). This shows that τ m,n (x) are in fact polynomials in x. The assertion that the Okamoto polynomials τ m,n (x) = Q m,n (x) are monic polynomials with integer coefficients follows either from the Bäcklund transformations or from the Toda equations of Proposition 4.2. 
Proof of Theorem
for m, n ≥ 0.
For each m, n ≥ 0, let
be the specialization of the Schur function S λ (t) = S (n m ) (t) associated with rectangular Young diagram λ = (n m ). Then by Lemma 5.1 (with k = 1/6), we have Lemma 5.7.
These relations do not fit directly for the triple of τ -functions as in (3.7) since they do not make a 'cycle'. This problem can be repaired however by changing the normalization of h m,n as follows: 
Proof.
Note that the Hirota bilinear equations have the following formulas of Leibniz type:
In this Appendix, we give a brief summary of relevant facts on Schur functions and their relation to KP-hierarchy for the sake of reference.
A.1. Schur functions.
A partition λ = (λ 1 , λ 2 , . . . ) is a sequence of nonnegative integers such that λ 1 ≥ λ 2 ≥ · · · ≥ 0 and that λ i = 0 for i ≫ 0. The number of nonzero λ i is called the length of λ and denoted by l(λ). For each partition λ, the Schur function S λ (t) = S λ (t 1 , t 2 , . . . ) is defined as follows: The coefficients of S λ (t) with respect to the t-variables are related with irreducible character π λ of the symmetric group S n of degree n = |λ| = i λ i as follows:
S λ (t) = m1,m2,...≥0 π λ (1 m1 2 m2 · · · ) t X * m ⊗ X n − 1 ⊗ X k−1 X k , and the last term X k−1 X k vanishes. Hence, by applying the operator X k+1 ⊗ X k−1 to (A.15), it follows that X k τ (t) is also a solution of the KP hierarchy. Starting from the solution τ (t) = 1, we see that all the Schur functions are solutions of KP hierarchy by Proposition A.2
