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ABSTRACT
An Efficient Feature Descriptor and Its Real-Time Applications
Alok Hirenkumar Desai
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
Finding salient features in an image, and matching them to their corresponding features in
another image is an important step for many vision-based applications. Feature description plays
an important role in the feature matching process. A robust feature descriptor must works with a
number of image deformations and should be computationally efficient. For resource-limited
systems, floating point and complex operations such as multiplication and square root are not
desirable. This research first introduces a robust and efficient feature descriptor called
PRObability (PRO) descriptor that meets these requirements without sacrificing matching
accuracy. The PRO descriptor is further improved by incorporating only affine features for
matching. While performing well, PRO descriptor still requires larger descriptor size, higher
offline computation time, and more memory space than other binary feature descriptors.
SYnthetic BAsis (SYBA) descriptor is developed to overcome these drawbacks. SYBA is built
on the basis of a new compressed sensing theory that uses synthetic basis functions to uniquely
encode or reconstruct a signal. The SYBA descriptor is designed to provide accurate feature
matching for real-time vision applications. To demonstrate its performance, we develop
algorithms that utilize SYBA descriptor to localize the soccer ball in a broadcast soccer game
video, track ground objects for unmanned aerial vehicle, and perform motion analysis, and
improve visual odometry accuracy for advanced driver assistance systems. SYBA provides high
feature matching accuracy with computational simplicity and requires minimal computational
resources. It is a hardware-friendly feature description and matching algorithm suitable for
embedded vision applications.

Keywords: feature detection, feature description, feature matching, object tracking, soccer ball
game, visual odometry, ego-motion drift reduction, computer vision
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1

INTRODUCTION

Computer vision applications often involve computationally intensive tasks such as target
tracking [1, 2], object identification [3, 4], image rectification, localization and pose estimation
[1, 5-9], optical flow [10, 11], super resolution [12], visual odometry [13, 17], structure from
motion [13, 18-20], and many others. The primary process of all of these applications involves
finding salient features in an image and then matching them to their corresponding features in
another image. This visual information process consists of three steps: feature detection,
description, and matching of high quality feature points.
The feature detection task has been studied since 1982 [21]. For many years, simple
feature detection was considered to be state of the art for the vision community [22, 23]. Rosin
realized that unique feature descriptions greatly improved the correlation between images [24].
Feature description has been an active area of research since then. Feature description is often the
most complicated and time-consuming process among detection, description, and matching. It
focuses on computing abstractions of image information that is associated with the points of
interest detected by a feature detector.
Low power and low resource embedded systems are becoming increasingly prevalent in
computer vision applications. Due to limited computational power and limited storage space,
implementation of vision algorithms on platforms such as small field programmable gate arrays
(FPGAs), and embedded microprocessors (e.g. smartphones and tablets) requires special
1

consideration. The challenges for a real-time feature description algorithm include fast
computation, compact description size, and robustness to a number of image deformations such
as compression artifacts, illumination variation, viewpoint change, and blurring. A good feature
descriptor should uniquely describe and correctly identify a feature point. It should also not
require complex computations such as square root, division, multiplication, and exponential
operations. Our goal of this work is to develop a feature descriptor for use in real-world
applications that provides high feature matching accuracy without high computational
complexity.
This dissertation presents an in-depth study of the feature description and matching task
and its applications for calculating the absolute soccer ball location in a broadcast soccer game
video, ground object tracking for unmanned aerial vehicle, and motion analysis, and visual
odometry drift improvement for advanced driver assistance systems. The discussion begins with
a robust efficient feature descriptor called PRO. An affine adaptation process is developed to
refine the feature list output from a feature detector for further improvement of feature matching
accuracy.

1.1

Review of Existing Methods
Over the last 30 years, many different feature descriptors have been proposed [25 -38].

They have been based on moment invariants [25], mirror reflection invariants [26], Gaussian
derivatives [27], phase [28], quantization [29], intensity [30, 31], and many others. ScaleInvariant Feature Transform (SIFT) is a well-known orientation and magnitudes-of-intensity
gradient-based feature descriptor [32]. It works well on intensity images and provides descriptors
that are invariant to rotation and scaling. However, increased complexity and robustness come
with an increase in computation and storage requirements and make it unsuitable for many
2

resource-limited platforms and real-time applications. Compact Descriptor through Invariant
Kernel Projection (CDIKP) is a method similar to SIFT, but it compresses the descriptor using a
Walsh-Hadamard kernel [33]. Another well-known descriptor, Speeded-UP Robust Features
(SURF), is based on sums of 2D Haar wavelet responses. It makes efficient use of integral
images [34]. SURF uses a 64-element descriptor that requires 256 bytes. Large descriptor size
is a concern for resource-limited systems.
Linear Discriminant Embedding (LDE) [39] and Principal Component Analysis (PCA)
[40] are two-dimensional reduction techniques. They are both suitable for feature description and
require smaller descriptor sizes than many well-known approaches.

Ke and Sukthankar

developed a descriptor and applied PCA to a normalized image gradient patch [40]. PCA-SIFT
performs better than the SIFT descriptor on artificially generated data. At the same time, it has
the benefit of reducing high frequency noise in the descriptors. The drawback is that it is not
tuned to obtain a sub-space that will be discriminative for matching [39]. In order to perform
well, LDE requires labeled training data, which are difficult to obtain.
In recent years, new binary feature descriptors have been developed with compact sizes
and lower computational requirements. They compute the descriptor with pixel level intensity
comparisons. Binary Robust Independent Elementary Features (BRIEF) [30, 31], Binary Robust
Invariant Scalable Keypoints (BRISK) [35], and Aggregated LOcal HAar (ALOHA) [36] are in
this category. The BRIEF descriptor trades reliability and robustness for processing speed. It
consists of a binary string that contains the results of simple image intensity comparisons at
random pre-determined pixel locations. BRISK relies on configurable circular sampling patterns
from which it computes brightness comparisons to represent a binary descriptor. Overall, BRISK
requires significantly more computations and slightly more storage space than BRIEF. These two

3

algorithms use faster feature detectors than SIFT and SURF and provide much smaller
descriptors. ALOHA is based on a set of Haar-like pixel patterns defined within an image patch.
It compares the intensity of two pixel groups using 32 designed patterns [36]. ALOHA requires
larger patch size and slightly fewer operations than the BRIEF descriptor. Even with larger patch
size the results are not robust to viewpoint changes and illumination changes.
A new version of BRIEF called rBRIEF has been proposed by Rublee et al. [37]. rBRIEF
is designed to use a specific set of 256 learned pixel pairs selected for reducing the correlation
among the binary tests. The rBRIEF descriptor requires only 32 bytes to represent a feature
point. rBRIEF is designed to require orientation information that in some cases affects its
performance [36]. The BRIEF descriptor is easy to compute and efficient in the use of memory.
The major disadvantage of BRIEF is that its feature matching accuracy greatly decreases when
dealing with severe image transformations caused by a long baseline.
S. Fowers developed BAsis Sparse-coding Inspired Similarity (BASIS) descriptor in the
Robotic Vision Lab that targeted applications for low-resource systems. BASIS utilizes sparse
coding to provide a generic description of feature characteristics [41]. Fowers also developed an
improvement on the BASIS descriptor called TreeBASIS descriptor. TreeBASIS creates a
vocabulary tree using a small sparse coding basis dictionary to partition a training set of feature
region images [42, 43]. This vocabulary tree is computed off-line and stored in the algorithm for
on-line descriptor computation and matching. Matching descriptors between images is achieved
by traversing the descriptor-paths of features from the first image and comparing each node to
the descriptor-path of the feature from the second image. The advantages of the TreeBASIS
descriptor are a drastic reduction in descriptor size as compared with the BASIS descriptor and
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improved accuracy. A limitation with these descriptors is that they do not perform well for long
baseline, significant viewing angle differences, and scaling variations.

1.2

PRO Feature Description and Matching
Chapter 2 presents the development of a simple feature descriptor, called PRO, which is

designed to improve image transformations even with significant viewpoint change. It also
provides higher matching accuracy. The PRO descriptor is based on S. Fowers' BASIS descriptor
[41]. It provides a unique method for describing feature points based on the important feature
characteristics they contain. For further improvement on the PRO descriptor, we have developed
an affine adaptation process that refines the initial feature list in order to remove non-affine
features that most likely end up as outliers. This pre-processing procedure decreases the number
of comparisons during the feature matching stage and improves matching accuracy. To avoid
computational complexity, we use the sum of absolute differences to determine the similarity
between two possible matching features.

1.3

SYBA Feature Description and Matching
Inspired by compressed sensing theory, we have developed another feature descriptor

called SYnthetic BAsis (SYBA) descriptor that will be presented in Chapter 3. SYBA is built on
the basis of compressed sensing theory that uses synthetic basis functions to uniquely encode or
reconstruct a signal. The SYBA descriptor further reduces the memory requirements and number
of operations as compared with the PRO descriptor. It is a compact and efficient binary
descriptor that performs a number of similarity tests between a feature image region and a
selected number of synthetic basis images, with the similarity test results used as the feature
descriptor.
5

SYBA is compared with two well-known binary descriptors using the Oxford benchmark
dataset as well as a newly created BYU feature matching dataset that was designed specifically
for a more thorough statistical T-test analysis. SYBA is less computationally complex and
produces better feature matching results than the other methods. It also provides improved
feature point matching accuracy on the Oxford dataset. Similar to the PRO descriptor an affine
adaptation process is also performed on the SYBA descriptor to remove non-affine features.
Affine SYBA is compared with two well-known binary descriptors on the Oxford benchmark
dataset as well as the newly created BYU feature matching dataset in Chapter 3.

1.4

Applications of the SYBA Descriptor
The SYBA descriptor is implemented for computer vision applications that require

feature matching. Four algorithms have been developed for different vision applications using
SYBA.
In chapter 4, we will discuss a unique algorithm to calculate the absolute soccer ball
location in a broadcast soccer ball game.

Challenges for this application involve lighting

variations and large pan-tile-zoom camera change between frames. The research work involves
the detection, tracking, and localization of a soccer ball in a broadcast soccer video and maps the
ball location to the global coordinate system of the soccer field. Because of the lack of reference
points in these frames, the calculation of the global coordinates of the ball is a very challenging
task. A sequence of frames are stitched together to create a partial global view of the soccer field
with the help of the SYBA descriptor.
In Chapter 5, we present an object tracking method based on accurate feature description
and matching, using the SYBA descriptor, to determine a homography between the previous
frame and the current frame. Using this homography, the previous frame can be transformed and
6

registered to the current frame to find the absolute difference and locate the target objects. Once
the objects of interest are located, a Kalman filter is used to track their movement. This proposed
method is evaluated with three video sequences under image deformation: illumination change,
blurring, and camera movement (i.e. viewpoint change). These video sequences were taken from
unmanned aerial vehicles (UAVs) for tracking stationary and moving objects with a moving
camera.
In Chapter 6, the SYBA descriptor is also implemented for motion analysis for advanced
driver assistance systems (ADAS). In motion analysis, the SYBA descriptor is used for depth
and movement estimation. Based on two frames, the camera motion is estimated for four
different situations, 1) Pan left, 2) Pan right, 3) Sensor receding, and 4) Sensor approaching.
In Chapter 7, the SYBA descriptor is used for visual odometry (VO) application to
reduce ego-motion drift. Frame-to-frame ego-motion drift caused by feature mismatches is the
main challenge for visual odometry. The proposed visual odometry method uses SYBA to
obtain accurate feature matching between two frames. An initial estimate of the camera motion
is calculated using these matching feature pairs. Feature points in the current frame are then
transformed to the next frame using this initial estimate of camera motion. The sample means
between the matched points and the transformed points in the next frame are used to obtain the
final estimate of camera motion to reduce the drift or re-projection error. Our algorithm uses a
sliding window approach to extend feature transformation into subsequent frames to overcome
the limitation of the short baseline nature of visual odometry. The accuracy of the proposed
system is evaluated and compared with competent VO methods along with ground truth
(GPS+IMUs data) on the Karlsruhe dataset and the KITTI Vision Benchmark dataset.

7

1.5

Overview
In summary, Chapter 2 presents the development of the PRO feature descriptor, an affine

adaptation process for further improvement, and performance comparisons to two well-known
descriptor algorithms, BRIEF-32 and rBRIEF, on the Oxford dataset. Two variants of PRO
descriptors are discussed and compared with BRIEF-32, SIFT, SURF, and two variants of
BASIS on the Idaho dataset. Chapter 3 presents the development of the SYBA descriptor, and a
feature matching strategy that contains a two-pass search and a global minimum method. Using
an affine adaptation process, non-affine features are removed to enable further improvements on
matching accuracy. SYBA and Affine SYBA are compared with two well-known binary
descriptors on a benchmark dataset as well as a newly created dataset that was designed
specifically for a more thorough statistical T-test.
Four computer vision algorithms using the SYBA descriptor are developed for four
different vision applications. Chapter 4 presents the detection, tracking, and localization of a
soccer ball in a broadcast soccer video and maps the ball location to the global coordinate system
of the soccer field. Chapter 5 presents an object tracking method based on accurate feature
description and matching to determine a homography between the previous frame and the current
frame. Using this homography, the previous frame can be transformed and registered to the
current frame to find the absolute difference and locate the objects. Chapter 6 presents the
motion vector analysis for an advanced driver assistance system. Chapter 7 presents a novel
visual odometry approach using the SYBA descriptor for ego-motion drift reduction.
Conclusions and an itemization of the contributions of this work are presented in Chapter 8.
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2

2.1

PRO DESCRIPTION AND MATCHING

Motivation
A good feature descriptor needs to be robust to image transformations (i.e. blurring,

lighting variation, viewpoint change, and image compression). It must be able to uniquely
identify the corresponding feature points between two image frames to provide good feature
matching accuracy. As explained in Chapter 1, the biggest challenge of this task is image
transformation that is often caused by a long baseline (large distance between the two viewpoints). This chapter reports the development of a simple feature descriptor and accuracy
improvement using an affine adaptation process for feature point description and matching.
The PRO descriptor is based on S. Fowers' BASIS descriptor [41]. It is designed to
improve matching accuracy even with significant viewpoint changes. In the original creation of
the BASIS descriptor, S. Fowers assumed that scale change and rotation between frames were
very minor and could be ignored for real-time frame-to-frame feature matching process. The new
PRO descriptor is more robust than the original versions (i.e. BASIS and TreeBASIS) for general
applications that often encounter significant viewing angle change and scaling variation. To
meet these requirements, we refine the initial feature list to exclude non-affine features that are
likely deformed by view angle change. The PRO descriptor using only affine features provides
better matching accuracy, and fewer computational operations than the original PRO descriptor.

9

The first step of implementing the PRO feature descriptor is to create a basis image
library off-line from a set of unique affine feature points. This is similar to the approach used for
vector quantization in signal compression and video codec [44]. This basis image library
comprises a dictionary of unique features that can be combined in varying degrees to provide a
unique description for every feature point. In order to create generic basis images, an
optimization algorithm such as K-SVD [45] is used as part of the sparse coding process [38].
This descriptor is based on the fact that if the basis function set is kept constant the correlation
coefficients representing the contribution of each basis function can be used directly as feature
descriptors. Another contribution of this work is the development of a similarity measure method
to determine descriptor similarity in order to match similar features from one image to another.
This unique way of calculating descriptor similarity is much faster than the Mahalanobis or
Euclidean methods. To further improve PRO descriptor accuracy we have developed an affine
adaptation process that helps to remove geometrically unstable feature points.
In this chapter we report the development of our new PRO descriptor that implements a
derivative of sparse coding theory. Feature regions in an image are described by their similarity
to pre-computed basis images. The resulting similarity values uniquely describe the features and
allow them to be matched to features in subsequent images. Section 2.2 describes the affine
dictionary creation and the affine PRO descriptor in detail. To demonstrate the advantage of
using affine features for feature matching, a comparison between the regular PRO and Affine
PRO descriptors is shown in Section 2.3. We also compare the accuracy of the Affine PRO
descriptor with two versions of BRIEF in Section 2.3. In addition, we perform an experiment on
the Idaho dataset to better point out the merits of Affine PRO in Section 2.3.
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2.2

PRO Descriptor Algorithm
Two versions of the PRO descriptor algorithms can be separately by Regular PRO (affine

feature and non-affine feature) and Affine PRO (affine feature only). The implementations of the
Affine PRO and the Regular PRO only differ by an affine adaptation process. The Affine PRO
algorithm can be separated into two major parts: the off-line creation of the affine basis image
dictionary, and the on-line computation of the affine PRO descriptor. The basis image dictionary
can be created on a standard desktop computer. Once the dictionary is created, the PRO
descriptor can be computed in real time on a target system.

2.2.1

Affine Basis Dictionary Creation
The first step of the off-line dictionary creation is to detect feature points from a set of

images. An affine adaptation process is then used to remove non-affine (i.e. geometrically
unstable) features. Small pixel regions surrounding remaining affine feature points called Affine
Feature Region Images (AFRIs) are cropped and saved. K-SVD is then used to process the
saved AFRIs to create a set of basis functions computed from thousands of these AFRIs. The
final step of this process is to create a set of Basis Dictionary Images (BDIs) and use them for the
on-line portion of the Affine PRO algorithm.
Many feature detectors can be used to determine the spatial localization of the initial
feature points. Feature detectors such as Differences of Gaussian and Laplacian of Gaussian are
not ideal because the local maxima can also be detected in the neighborhood of contours or
straight edges where the signal change is only in one direction. These maxima are less stable
because their localization is more sensitive to noise or small changes in neighboring texture [46].
The multi-scale Harris detector [47] is used to detect features for the off-line processing step of
the Affine PRO descriptor. It is based on the second moment, and naturally fits into the affine
11

adaptation process. It is also used for initialization, for approximate localizations, and for scale
of interest point extraction. For each feature detected, an affine invariant feature is calculated
using an affine adaptation process [48]. The affine adaptation process helps to detect and
remove geometrically unstable points. A second moment matrix [49] and the local maximum
over a scale of normalized derivatives [50] are calculated as part of the affine adaptation process.
The multi-scale Harris detector (scale-adapted second moment matrix) is calculated as follow:
𝜇(x, 𝜎𝐼 , 𝜎𝐷 ) = 𝜎𝐷2 𝑔(𝜎𝐼 ) ∗ �

𝐿2𝑥 (x, 𝜎𝐷 )
𝐿𝑥 𝐿𝑦 (x, 𝜎𝐷 )
�,
𝐿𝑥 𝐿𝑦 (x, 𝜎𝐷 ) 𝐿2𝑦 (x, 𝜎𝐷 )

(2-1)

where 𝜎𝐼 is the integration scale, 𝜎𝐷 is the derivative scale, g is the Gaussian and 𝐿𝑎 is the
derivative computed in a direction. Local maxima of corner determine the location of the interest
point, which given as follows:
𝑐𝑜𝑟𝑛𝑒𝑟 = det�𝜇(𝑥, 𝜎𝐼 , 𝜎𝐷 )� − 𝛼 ∗ 𝑡𝑟𝑎𝑐𝑒 2 �𝜇(x, 𝜎𝐼 , 𝜎𝐷 )�,

(2-2)

where 𝛼 is a constant value and 0.04 is used for our experiment. To make feature point scale
invariant, feature point are extracted at several scales and the characteristic (final) scale is

determined by automatic scale selection as explained in [50]. The integration scale (final scale)
selection is based on maximizes of normalized Laplacian, which is given by,
|LoG(x, 𝜎𝐼 )| = �𝐿𝑥𝑥 (x, 𝜎𝐼 ) + 𝐿𝑦𝑦 (x, 𝜎𝐼 )�.

(2-3)

The derivative scale is less critical and can be proportional to integration scale, which is
given by
𝜎𝐷 = 𝑠 ∗ 𝜎𝐼 .
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(2-4)

The factor s is important and it should not be too small. If factor s is too small then, the
smoothing is too large with respect to the derivative [48]. The s should be small enough such that
the integration scale can average the covariance matrix 𝜇(x, 𝜎𝐼 , 𝜎𝐷 ) by smoothing. Factor s is

commonly chosen from the range [0.50, ... , 0.75]. We have selected the derivative scale for
which 𝑄 = 𝜆min (𝜇)⁄𝜆max (𝜇) is largest over this range of scales.

We apply this affine adaptation process iteratively to each detected feature point. This

procedure alters the shape as well as the scale of the feature point region. At the completion of
this iterative process, the estimated shape is evaluated to determine if it converges or diverges
based on the ratio obtained from the second moment matrix. This is an important part of the
iterative process. The convergent criterion is based on 𝜇 computed in each iteration; we stop
iterating when following condition is met:
𝜆

(𝜇)

1 − 𝜆 min (𝜇) < 𝜖𝑐 ,
max

(2-5)

where 𝜖𝑐 = 0.05. If this ratio is larger than 6 than it is considered divergent. If it converges, the
feature point is a stable feature point and invariant to affine transformation. This iterative process
also helps to remove feature points that are initially detected from featureless regions of the
image because their estimated shapes diverge.
For each iteration, the shape of the feature point region must also remain inside the AFRI.
A feature point is removed if the region around the feature point diverges or its shape extends
outside the AFRI. The remainder of the feature list is called the refined feature list. Figure 2-1(a)
shows an example of a convergent feature region shape. Figure 2-1(b) shows an example of a
divergent feature region shape. Figure 2-1(c) shows that a region around the feature point
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diverges when the shape of the feature region extends outside the AFRI. If the initial feature
point converges to a stable point at the end of the iterative procedure, then it is invariant to affine
transformations and is considered a good or affine feature for matching.

(a)

(b)

(c)

Figure 2-1: For each iteration, the estimated shape is calculated after the iteration cycle is over. Based on ratio of
the minimum eigenvalue to the maximum eigenvalue, the feature point may (a) converge, (b) diverge, or (c) the
shape may extend outside the feature region image. Iteration cycle is highlighted in red in images above.

An affine feature region image can then be obtained for each affine invariant feature
point that remains on the refined feature list. As shown in Figure 2-2(a), an AFRI is not always a
square or with the same dimensions (7×13 as shown in Figure 2-2) as other AFRIs. In order to
create a set of BDIs for comparisons with the input AFRI and other further processes, the
resulting affine feature region images are resized using bilinear interpolation so that they all have
the same size. Figure 2-2(b) shows an example of a resized affine feature region image of 30×30.
The resized affine feature region image contains useful information about the feature point. A
large dataset of AFRIs was input to the K-SVD algorithm for the generation of a basis image
dictionary. Our experiments (discussed in Section 2.3) show that 32 is the optimal dictionary
size. This image set is then used as the basis dictionary image for the on-line processing stage of
the Affine PRO descriptor algorithm.
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(a)

(b)

Figure 2-2: (a) An affine feature point with its cropped region and (b) the resized 30×30 affine feature region.

2.2.2

Calculating Descriptors
The Affine PRO descriptor uses the similarity between an AFRI and each individual BDI

in the dictionary in a measureable manner to “describe” a feature. This similarity measure helps
to identify and match features between two images. Only the online portion of the algorithm
needs to be implemented in the target embedded system. The online portion of the Affine PRO
descriptor algorithm is illustrated in Figure 2-3.
The initial step of the algorithm is to detect the feature points in the image using a multiscale Harris detector to create an initial feature list. The second step, as described in Section
2.2.1, is for each feature in the initial feature list to go through the affine adaptation process.
Non-affine feature points are removed from the initial feature list. For each remaining feature
point on the refined feature list, its feature region is cropped and resized to the same dimensions
(30×30 pixels) as the elements of the basis dictionary image so that its descriptor can be
calculated. Up to this point, the creation of the AFRIs is the same as the off-line dictionary
creation process. The final step of the on-line portion of the algorithm is to calculate similarity
measures between each input AFRI and each element of the affine basis dictionary images. The
resulting similarity measure is stored as the feature descriptor for each detected feature point.
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The basis dictionary images retain structural information. The intent of the descriptor is
to describe how much each individual basis image's structure information is similar to the input
AFRI. Figure 2-4 shows an example of a basis dictionary image and an AFRI. This AFRI (Figure
2-4(a)) matches well with this basis image (Figure 2-4(b)) in the upper left corner and the lower
left region (both images have very similar pixel values), but the other regions in both images do
not match (the upper and lower right regions of the basis dictionary image have much higher
pixel intensity values than the input AFRI).

Figure 2-3: The online portion of the Affine PRO descriptor algorithm.
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(a)
(b)
Figure 2-4: An example of an AFRI (a) and a basis dictionary image (b). The upper left corner and the lower left
region of the basis dictionary image and AFRI match well but other regions have different pixel intensity.

The sum of absolute difference (SAD) operation is a simple way to measure the
similarity between an AFRI and the BDIs. Each BDI represents a unique structural characteristic
of a feature such as an edge, corner, or blob. Because the absolute difference is used, SAD can
result in the loss of structural information between the AFRI and the basis dictionary images. To
overcome this challenge, a different similarity measure is developed that takes into account of
the spatial or structural information of the feature in order to better measure the similarity.
The first step of the similarity measure calculation is to perform pixel-by-pixel
subtraction of the AFRI from each basis dictionary image. Both images are represented in a
positive intensity range of [0, 255]. The result of the subtraction is a matrix with intensity
difference in the range of [-255, 255]. This matrix is called the subtraction image (P). A negative
difference indicates that the AFRI has lower pixel intensity than the basis image. A positive pixel
intensity value indicates that the AFRI has higher pixel intensity than the basis image. A zero
difference indicates that they have the same pixel intensity value.
The subtraction image (P) is converted into 0's and 1's (p) by applying a simple threshold
(∈) as shown in Equation (2-6).
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0
𝑝𝑥𝑦 (𝑥, 𝑦) = � 1
0

𝑃(𝑥, 𝑦) < −∈
−∈< 𝑃(𝑥, 𝑦) < ∈ .
𝑃(𝑥, 𝑦) > ∈

(2-6)

After thresholding, the binary image p is divided into 36 5×5 subregions (as shown in
Figure 2-5). There are a total of 900 pixels for each AFRI and BDI for comparison. Values in
each of the 36 subregions are then summed to report the count of 1’s as shown in Equation (2-7),

𝟓

𝑪=�

𝒙=𝟏

𝟓

�

𝒚=𝟏

𝒑𝒙𝒚 (𝒙, 𝒚).

(2-7)

Figure 2-5: Dividing a thresholded image into 36 equal-sized regions of 5×5 pixels. The number of ones is counted
and concatenated into 36-digit descriptor elements.

This process generates 36 regional counts C1, ...., C36 for 36 of 5×5 subregions. Figure 2-5
shows an example of how this is calculated. The highlighted 5×5 subregion shown on the right of
Figure 2-5 has 9 non-zero pixels. They are assigned a descriptor value of 9. There will be a total
of 36 regional values ranging from 0 to 25 for each feature point. These 36 regional values are
then concatenated and saved as the descriptor for the FRI. Recall that there are a total of 32 basis
images in a dictionary. For an FRI with 36 subregions, its feature descriptor size is: 36
(subregions) × 32 (BDIs) = 1,152 base 26 digits.
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2.2.3

Matching Features

The PRO descriptor has 36 subregions for each feature point. To avoid computational
complexity common comparison metrics such as Euclidean and Mahalanobis distance are not
used since they require complex operations such as square and square root. Instead, we use the
sum of absolute differences to determine the similarity between two possible matching features.
The sum of absolute difference method is also called L1 norm, or the Manhattan metric. The
absolute difference for each of the 36 corresponding 5×5 subregions ranges between 0 and 25.
Equation (2-8) shows an example of a descriptor element similarity calculation for a PRO
descriptor.

(2-8)

The smaller the difference (d) between two descriptors, the better the two feature points
match. The difference (d) is calculated as follow
𝒏

𝒅 = 𝐚𝐫𝐠𝐦𝐢𝐧 � |𝒙𝒊 − 𝒚𝒊 |,
𝑷

(2-9)

𝒊=𝟏

where 𝑥𝑖 is the regional count (5×5 region) for the feature point in first image and 𝑦𝑖 is the
regional count (5×5 region) for the feature point in the second image. The difference between the

two features is represented by d in Equation (2-9). A small difference that is close to zero
indicates an excellent match. A large difference that is far from zero indicates a poor match.
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2.3

Experiments
We discuss the creation of the basis dictionary and demonstrate the advantage of using

affine features in this section. Since BRIEF has already been proven to outperform many other
existing binary descriptors (i.e. SURF [34], U-SURF [51] and Compact Signature [52]), we only
compared the Affine PRO descriptor detection rate with two versions of BRIEF in this study. We
also included an experiment on the Idaho dataset that contains real world images taken from an
actual air flight.

2.3.1

Experiment Procedure
Six video sequences of man-made objects were used as the input to the off-line basis

dictionary creation process. Each video is 640×480 in resolution and approximately one minute
long. Sample frames of the video sequences are shown in Figure 2-6. By using real world manmade objects for training, we ensured that there were no AFRIs from the test datasets in our
training set. This means that the evaluation data is completely separated and different from the
training data. For each video sequence, we followed the same procedure explained in Section
2.2.1 to generate AFRIs. Each video sequence provided more than 450,000 AFRIs.

Figure 2-6: Six video sequences of 640×480 pixel resolution were used to create the basis image dictionary.
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As explained in Section 2.2.2, the AFRIs from all six video sequences (approximately
6×450,000 AFRIs) were input into the K-SVD algorithm. We then performed experiments to
determine an optimal number of basis images to be included in the dictionary. The feature
matching accuracy decreased when the number of basis images included in the dictionary was
reduced. The feature matching accuracy did not increase significantly, once the number of basis
images reached an optimal number. We discovered that doubling the number of basis images
increased the computation time exponentially but did not improve the feature matching accuracy
by more than 1 percent.

There was a tradeoff between the number of basis images, matching

accuracy, and computation time. Using these experiments, we found that 32 basis images were
sufficient to uniquely represent a feature region. The generated 32 basis images from the six
video sequences are shown in Figure 2-7.

Figure 2-7: Basis dictionary image obtained from all AFRIs generated from six video sequences. Each basis image
in the dictionary represents a unique and basic intensity structure.

For the validation of our algorithm, we used the Oxford image dataset
(www.robots.ox.ac.uk/~vgg/research/affine/)

and

the

Idaho

(http://roboticvision.groups.et.byu.net/Robotic_Vision/Feature/IdahoDataSet.html).

dataset
The

first

experiment was performed on six commonly used Oxford image sequences to demonstrate the
advantage of using affine features for the PRO descriptor. These six image sequences were
designed to test the robustness of the feature descriptor with image disturbances such as blurring,
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lighting variation, viewpoint change, and image compression. These sequences are (example
frames are shown in Figure 2-8):
- Image compression artifacts - UBC JPEG sequence (Figure 2-8(a)),
- Illumination change - Leuven Light sequence (Figure 2-8(b)),
- Image blurring - Bikes sequence (Figure 2-8(c)) and Trees sequence (Figure 2-8(d)),
- Viewpoint change - Wall sequence (Figure 2-8(e)) and Graffiti sequence (Figure 2-8(f)).
The Idaho dataset was created from real world images taken from a downward facing
camera on an actual air flight. Figure 2-8 (g) - (i) shows three example frames from the Idaho
dataset. The images in the Idaho dataset were taken from a camera running at 30 frames per
second with resolution of 640×480 pixels. The Idaho dataset contains a total of 597 images. This
dataset includes large open fields with very few features, populated urban scenes with rich
features, and natural features such as mountains and rivers. While the movement between frames
is mostly translation and rotation, some perspective warping is obviously present as a result of
the plane banking in the air. The images used for the dataset were obtained from video frames
that were one second apart in order to incorporate noticeable camera movement.
We performed the following steps to test each image sequence. First, features were found
using a feature detector in image I1. The Affine PRO descriptor was then computed for each
affine feature. The same process was carried out for the second image I2. Next, the similarity
measure was calculated between each feature in I1 and each feature in I2. The results were sorted
in ascending order of similarity measures. As described in Section 2.2.3, the best matching
feature is the one with the minimum similarity measure. It may occur that for a particular feature
found in I1 there is more than one similar feature in I2 or vice versa. To avoid this matching
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ambiguity, the uniqueness constraint was applied to remove those many-to-one or one-to-many
matches. It helped to remove any features that could not be uniquely matched.

(a) UBC JPEG test sequence (Image compression
artifacts)

(b) Leuven Light test sequence (Illumination change)

(c) Bikes test sequence (Image blurring)

(d) Trees test sequence (Image blurring)

(e) Wall test sequence (Viewpoint change)

(f) Graffiti test sequence (Viewpoint change )

(g) Idaho sequence image 23
(h) Idaho sequence image 110
(i) Idaho sequence image 177
Figure 2-8: Each image sequence in the Oxford dataset contains 6 images with increasing levels of image
disturbance. We used the first image of each sequence as the reference and matched its features to the features in the
subsequent five images. The first image of each of these six image sequences is shown in (a) - (f). The Idaho
dataset is shown in (g) - (i). Three representative frames (23, 110, and 177) of the Idaho dataset are included to
show distinctive aerial scenes.
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2.3.2

Experimental Results

2.3.2.1 Experiment on the Oxford Dataset
As explained previously, the performance of the Affine PRO descriptor was compared
with two versions of BRIEF using the Oxford dataset. Each image sequence in the Oxford
dataset includes 6 images. For our experiments, the first image in a sequence was used as the
reference image. The subsequent 5 images with increasing levels of image disturbances were
used as the tested images for performance evaluation. The image disturbances become more
severe from one image to the next in the sequence. For example, the 5 matching image pairs in
the Graffiti sequence are arranged in order of increasing baseline. It is harder to find matching
features from image pair 1|6 (image 1 to image 6) than image pair 1|2 (image 1 to image 2).
Similar to the recognition rate defined in [31, 36], the detection rate is defined as the ratio of the
number of correct matches Nc to the total number of matches found N.
The procedure described in Section 2.2 was used to demonstrate the advantage of using
affine features for the PRO descriptor. The number of initially detected features ranged from 700
to 850 depending on the image sequence. The affine adaptation process detected and removed
non-affine features from the initial feature list. Figure 2-9 shows the performance of two versions
of the PRO descriptor. For images that are corrupted by compression artifacts in the UBC JPEG
compression dataset (Figure 2-9(a)), Affine PRO (using only affine features) was more robust
than the regular PRO that uses all features. Affine PRO outperformed PRO by more than 5% for
the image pair 1|6. For the Leuven light image dataset, which is corrupted by illumination
change, the detection rate of Affine PRO is more than 2% higher than the regular PRO for image
pair 1|6 (Figure 2-9(b)). For image sequence Bikes that is corrupted by image blurring, the
accuracy difference was more than 4% for the worst blurring condition (i.e. pair 1|6 in Figure 2-9
24

(c)). For the Trees sequence (Figure 2-9 (d)), Affine PRO was roughly 7% better than the
regular PRO for image pair 1|6. For the Wall and Graffiti sequences that are corrupted by

(a) UBC JEPG

(b) Leuven

(c) Bikes

(d) Trees

(e) Wall

(f) Graffiti

Figure 2-9: Detection rates for different datasets. In the graphs, blue: PRO, red: Affine PRO, yellow: BRIEF-32,
and purple: rBRIEF.
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viewpoint change, the Affine PRO descriptor performed much better than the regular PRO by
more than 6% and 7%, respectively, for image pair 1|6 (Figure 2-9(e) and Figure 2-9(f)).
The Affine PRO descriptor provided better matching accuracy for all image disturbances.
For applications with very large viewpoint change, Affine PRO was proven to perform better and
to be a better candidate for embedded vision applications due to its computational simplicity.
The overall matching accuracy was improved by more than 8%, when only affine features were
used. For many computer vision applications such as homography computation and camera pose
estimation (i.e. visual odometry and structure from motion) that require few matching features, it
is more beneficial to obtain a small number of perfect matches than a large number of matches
that includes many mismatches (outliers). When using affine features, the number of matches is
reduced, but the percentage of correct matches increases significantly. It also improves matching
efficiency by not wasting operations on non-affine feature points at the matching stage.
As stated previously, Affine PRO was compared to BRIEF and rBRIEF. To compare the
performance of these feature descriptors, we used BRIEF and rBRIEF (ORB descriptor [37])
from the OpenCV library [53]. In those implementations, the region size was fixed to 48×48 for
BRIEF and 31×31 for rBRIEF. For calculating the mean intensity, a 9×9 size region was used for
BRIEF and a 5×5 size region was used for rBRIEF.
Both BRIEF and the rBRIEF descriptors use SURF to detect features. The SURF detector
was used without any pyramidal analysis. The SURF feature detector was also used for Affine
PRO in order to use the same feature points to truly compare their performance. The number of
detected features ranged from 700 to 850 depending on the image sequence. The affine
adaptation process removed the non-affine features. Figure 2-9 shows that the Affine PRO
descriptor performed roughly 8% and 2% better than BRIEF-32 for images that are corrupted by
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compression artifacts (Figure 2-9(a)) and illumination change (Figure 2-9(b)) for image pair 1|6,
respectively. For image sequences Bikes and Trees that are corrupted by image blurring, Affine
PRO outperformed BRIEF-32 by greater than 6% and 12% for the worst blurring conditions (i.e.
image pair 1|6) in Bikes (Figure 2-9(c)) and Trees (Figure 2-9(d)), respectively. Affine PRO
outperformed BRIEF-32 by more than 4% for image sequence Wall that are corrupted by
viewpoint change (Figure 2-9(e)). For image sequence Graffiti that is also corrupted by
viewpoint change, Affine PRO performed better than BRIEF-32 by more than 6% for image pair
1|6 (Figure 2-9(f)). It is noted that rBRIEF has been optimized to be used with orientation
information delivered by the detector.
A recall vs. precision curve was used to better highlight the performance advantage of the
Affine PRO descriptor over PRO, BRIEF, and rBRIEF.

Figure 2-10 shows the recall vs.

precision curve using threshold-based similarity matching by sliding the Hamming distance from
minimum to maximum. Again, for this assessment the detection thresholds were set such that all
outputs have a nearly equal number of correspondences in the spirit of fairness. Affine PRO
outperformed PRO and both BRIEF algorithms for high recall values. For 90% recall, Affine
PRO precision exceeds 94%, while PRO fell to 87%, BRIEF fell to 75% and rBRIEF fell to
72%.
Affine PRO was proven to be a better descriptor for images with very large viewpoint
changes. The computational time required for the PRO descriptor is much less than SIFT or
SURF. SIFT requires computations of multiplication, division and arc tangents for each
descriptor element. SURF requires summation and computation of integral images. The PRO
descriptor only requires a parallelized subtraction and summation, resulting in a computational
stage that is simpler and faster. Due to its computational simplicity, the Affine PRO descriptor is
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well suited for embedded vision applications. Removing non-affine features eliminates bad
feature points and helps to improve matching accuracy. By using affine features, the number of
matches is reduced and the percentage of correct matches increases.

Figure 2-10: Recall vs. Precision curve using threshold-based similarity matching.

2.3.2.2 Experiment on the Idaho Dataset
The Idaho dataset contains more image pairs than the Oxford dataset, which is required to
recognize significant difference between descriptors. The experiment was performed differently
due to the lack of ground truth. As explained in Section 2.3.1, once the uniqueness constraint was
applied between each feature in I1 and each feature in I2, we performed a confirmation step. In
this step, the remaining features from I1 and their associated matches in I2 were input into the
RANdom SAmple Consensus (RANSAC) algorithm in order to compute a homography H. The
feature points from I1 could be warped by the homography using,
𝒑𝟐 = 𝑯 ∗ 𝒑𝟏 ,
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(2-10)

where p1 is a homogenous coordinate point in the image I1, p2 a homogenous coordinate point in
the image I2, and H is the homography matrix. If a homography is accurate, the feature points in
I1 should coincide with the transformed features from image I2. If the algorithm computes a
homography incorrectly, then the features from image I2 will be transformed to locations
different from the features in image I1. In this case the resulting lines between the matched
features will not follow a common direction of motion that was synonymous with the actual
movement of the camera. If the algorithm cannot provide enough corresponding pairs of visible
matching feature points or the points do not lie inside the image at all, the homography placed all
or most of p2 in wrong locations.
With a large gap between frames equating to large movements and feature location shifts,
the Affine PRO descriptor still performed very well on real aerial images. Figure 2-11 shows an
example of correctly matching features using the Affine PRO descriptor on the Idaho dataset.
The Affine PRO descriptor found 286, 244, and 353 matching features as shown in Figure
2-11(a), 11(b), and 11(c) respectively on the Idaho dataset.

(a)

(b)

(c)
Figure 2-11: Three sets of distinct scenes from the Idaho dataset. The matching results were obtained using the
Affine PRO descriptor.
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To compare the performance of the Affine PRO descriptor with other descriptors using
the Idaho dataset, we kept the post-processing RANSAC step constant for all algorithms. We
compared our algorithm to SIFT, SURF, BRIEF-32, BASIS, and BASIS-384 [38]. We ran the
same image set through the SIFT detector and descriptor, the SURF detector and descriptor, and
the BASIS detector and descriptor for image matching on the Idaho dataset. The dataset images
mostly consist of rotation, translation, and some perspective transformation.
For the experiment, we ran all algorithms on 50 images of the Idaho dataset. To make
comparisons, we counted the number of image pairs where each algorithm computed a correct
homography, as explained in Fowers et al. [38]. The Idaho dataset consists of large blank areas
of fields with few features, urban scenes, and nature scenes such as mountains and rivers. Frame
movement is mostly due to translation and rotation, but obviously some view-point change is
present as a result of the plane banking in the air. We performed testing on the Idaho dataset and
found that SIFT performed the worst on the Idaho dataset. It had only 34.7% of accurate
homographies. SURF, BASIS, BRIEF-32 and Affine PRO performed better on the Idaho dataset
in comparison to SIFT. Using SURF and BRIEF-32, the RANSAC algorithm was able to
compute an accurate homography for 73.5% and 83.5%, respectively. Using BASIS and BASIS384, RANSAC calculated the correct homography for 75.5% and 81.6%, respectively. While
using Affine PRO, the homography accuracy was improved by more than 9% as compared with
BASIS on the Idaho dataset.
Table 2-1 shows the homography accuracy for each descriptor. Accuracy of 84.6% on
aerial images is considered a significant improvement while only using affine feature, and for
unmanned ground and aerial vehicle pose estimation or image registration this improvement will
help to obtain better estimation results.
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Table 2-1: Accuracy results for all descriptors on the Idaho dataset.
Algorithm
SIFT
SURF
BASIS
BASIS-384
BRIEF-32
Affine PRO

2.4

Homography Accuracy
34.7
73.5
75.5
81.6
83.5
84.6

Discussion
In this chapter, we have introduced a new binary feature descriptor and demonstrated the

advantage of using affine features for feature matching. Sparse coding theory is used to obtain a
basis image dictionary for feature description. These basis images, although extracted from a
spectrum of natural training images, are found to uniquely describe features from different
scenes for matching. This chapter also describes the development of a method to measure
feature similarity. This similarity measure provides a way to represent the similarity of the affine
feature region image (AFRI) and the basis dictionary image (BDI).

It also retains spatial

similarity between AFRI and BDI.
The PRO descriptor provides a unique method of describing affine feature points based
on the important feature characteristics they contain. The Affine adaptation process refines the
initial feature list to remove non-affine features that most likely end up as outliers. This preprocessing procedure reduces a large number of comparisons during the feature matching stage
and improves matching accuracy. The PRO descriptor using affine features works well for
features with significant affine transformations and large-scale change. Due to its ability to create
a feature descriptor without the use of complex computations that require floating point
precision, this approach is an excellent candidate for resource-limited systems. When tested our
PRO algorithm against the BASIS and BRIEF-32 algorithms on the Idaho dataset, we found that
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the Affine PRO descriptor provides better homography accuracy for aerial image frame-to-frame
feature matching. Future work will focus on developing a new feature descriptor which will
reduce descriptor size further and improve the feature matching accuracy.
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3

3.1

SYBA DESCRIPTOR AND UNIQUENESS MATCHING STRATEGY

Motivation
The PRO descriptor works better in terms of feature matching accuracy. However, it still

requires larger descriptor size than BASIS and SURF, long offline computation time to create a
BDIs (about a few hours), and large memory space to hold the FRIs and BDIs. To address these
limitations we have developed another feature descriptor. Our new descriptor is inspired by
recent work in compressed sensing [54]. Compressed sensing theory is used to encode and
decode a signal efficiently; it reduces bandwidth and storage requirements. It is able to uniquely
describe a signal with synthetic basis functions, which makes it a perfect approach for feature
description.
To understand the theory, consider the popular game of Battleship, in which an optimal
result can be obtained by using an adaptive strategy of counting the number of hits in recursively
subdivided half-planes. The major drawbacks of this adaptive strategy are that it requires
memory space to record and processing power to analyze all previous guesses and guess results
in order to determine the next guess. Anderson developed a new compressed sensing algorithm
based on this adaptive strategy. He used synthetic basis functions instead of subdivided halfplanes in order to minimize memory space requirements [54]. The biggest advantage of using
synthetic basis functions for feature description is that it does not require memory space to store
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previous guesses. Reduced memory space requirements makes using synthetic basis functions an
excellent choice for feature description when systems are resource-limited.
Using the battleship game as an analogy, the basic idea of using synthetic basis functions
for compressed sensing is to use a random pattern as a guess. Three example random patterns are
shown in Figure 3-1(b)-(d). As an example, in Figure 3-1(a) the orange squares represent ship
locations in a 15×15 area and the black squares in Figure 3-1(b-d) represent the guessed
locations of the battleships. The maximum number of different random patterns (or turns) that is
required to locate all battleships using this non-adaptive approach is surprisingly the same as the
original adaptive strategy approach (but with the benefit of significantly reduced memory space),
which is given by [54]
𝑁
𝑀 = �𝐾 𝑙𝑛 �,
𝐾

(3-1)

where N is the number of squares on the game board (n×n) and K is the number of queried
battleship locations. M is the number of random patterns (turns) required to locate all ships and
is smallest when K = N/2. This very small number of random patterns is sufficient to locate all
of the battleships.
Figure 3-1(a) shows that there are seven battleships in a 15×15 area. As shown in Figure
3-1(e), out of seven battleships, six (squares in blue) are hit (guessed correctly) because their
locations coincide with six of the black squares in the random pattern (turn) shown in Figure
3-1(b). One ship is missed (square in orange) using the same pattern (turn) shown in Figure
3-1(b) because its location coincides with a white square. Similarly, there are six and five
battleships (squares in blue) hit (guessed correctly) using random patterns (turns) shown in
Figure 3-1(c) and Figure 3-1(d).

Their guess results are shown in Figure 3-1(f) and (g),
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respectively. According to Equation (3-1), the number of random patterns (turns) required to
locate all battleships in a guessing game of this size (15×15), using the optimal basis patterns (K
= N/2), is 113×ln (225/113) or 78.

(a)

(b)

(e)

(c)

(f)

(d)

(g)

Figure 3-1: (a) Example ship locations in the Battleship game. (b-d) Three 15×15 synthetic basis images with 113
((15×15)/2) random black squares as the guessed locations. (e-g) Guess results using these three random patterns.
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Inspired by this compressed sensing theory, a new descriptor algorithm using synthetic
basis functions, called SYthetic BAsis (SYBA) is developed. It uses a number of randomly
generated synthetic basis images (SBIs) as the guesses in a “battleship game” to measure the
similarity between a small image region surrounding a detected feature point, called a feature
region image (FRI), and the SBIs. The similarity between an FRI in the image and all SBIs is
then used as a feature descriptor.
This chapter introduces a unique way of measuring descriptor similarity in order to match
similar features between two images. This unique way of measuring descriptor similarity is less
complex than the Mahalanobis or Euclidean methods. This chapter also includes a feature
matching strategy that contains a two-pass search to enforce the uniqueness constraints and
global minimum requirements in order to determine the best matching feature pairs. The new
descriptor, called SYBA, is introduced in Section 3.2. Similar to Affine PRO, Section 3.3
describes the implementation of an affine adaptation process on the SYBA descriptor for
matching accuracy improvement. Experimental results based on feature matching comparisons
with two widely used binary descriptors, BRIEF-32 and rBRIEF, are presented in Section 3.4.
First, to demonstrate the advantage of using affine features for feature matching, the comparison
between the SYBA and the Affine SYBA descriptors is done using the Oxford dataset and the
statistical T-test experiments on a newly created dataset. The comparisons of all descriptors are
then done using both datasets. Section 3.5 summarizes this chapter.

3.2

SYBA Descriptor Algorithm
Well-known binary descriptors are often used for benchmarking feature description

performance. The BRIEF descriptor compares the intensity of two randomly selected pixels and
uses the intensity difference as a descriptor [30, 31]. Rather than intensity difference, SYBA
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(a)

(b)

Figure 3-2: (a) A 30×30 sample synthetic basis image and (b) a 5×5 synthetic basis image (zoomed in).

compares a feature region image with a number of synthetic basis images and uses the similarity
measures as the feature descriptor.

The creation of the synthetic basis images and the

computation of the SYBA descriptor are the two major parts of this algorithm.

3.2.1

Synthetic Basis Images
Synthetic basis images are sparse images. The number of synthetic basis images (M)

represents the number of “turns” as in the battleship game and is calculated according to
Equation (3-1). A larger number of synthetic basis images are required for a larger pixel region
surrounding the detected feature points or feature region image (FRI). The maximum number of
synthetic basis images required is 9 (under optimal choice of K) for a 5×5 FRI, whereas a 30×30
FRI requires 312 synthetic basis images.
Two examples of synthetic basis images are shown in Figure 3-2. One is 30×30 and the
other is 5×5. Synthetic basis images similar to these two are used for SYBA descriptor
calculation. The first step to creating a synthetic basis image is to determine its dimension (N =
n×n). Once the dimension of the synthetic basis image is determined, K (=N/2) normally
distributed pseudo random numbers are drawn from [1, … , N] to represent the black squares in
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the synthetic basis image. Note that even for small SBIs (e.g., 5×5) that are generated in this
manner, all SBIs in one set (M) will be uniquely represented, so no specially designed patterns
are needed.

3.2.2

Descriptor Calculation and Complexity
The main function of the SYBA descriptor is to “describe” the FRI of an image feature

point in a unique way so that feature points between two images can be matched. The SYBA
descriptor does not require complex descriptor calculations and yet is able to provide good
feature matching accuracy. The SYBA descriptor algorithm is illustrated in Figure 3-3.
The first step of the SYBA algorithm is to detect feature points and generate a feature list.
Any feature detector can be used for this purpose. This work uses SURF as the feature detector
because it is three times faster than SIFT [34]. For each feature on the feature list, its feature
region is cropped and saved as a 30×30 FRI. The second step of the algorithm is to calculate the
average intensity (𝑔) of the FRI as
𝑔=

∑𝑥,𝑦 𝐼(𝑥, 𝑦)
,
𝑝

(3-2)

where 𝑝 is the number of pixels in the image (900 in this case), and 𝐼(𝑥, 𝑦) is the intensity

value at pixel location (x, y). A binary FRI is then generated based on the average intensity 𝑔. If

𝐼(𝑥, 𝑦) is brighter than 𝑔, the binary FRI at the pixel location (𝑥, 𝑦) is set to one, otherwise the

value is set to zero. The last step of the algorithm is to calculate the similarity between the binary
FRI and each of the SBIs in order to generate a descriptor for each binary FRI on the feature list.
A unique SYBA similarity measure (SSM) is developed to measure the similarity
between the FRI and a selected number of SBIs. The result of SSM represents an accurate
feature description because it takes into account the spatial and structural information of the
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feature region. The output of the SSM is then used to describe the feature point for feature
matching as shown Figure 3-3.
For the experiments, SYBA with two different sizes was implemented. One was
computed with SBIs of size 5×5 and named SYBA5×5. The maximum number of SBIs required
for SYBA5×5 is 9 (equation (3-1)) when half of the pixels (N=25 and K=13) are black. Figure
3-4(a) shows an example of 9 5×5 SBIs labeled from 1 to 9. The other size used for experiments

Figure 3-3: The flowchart of the SYBA descriptor algorithm.
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was 30×30 and named SYBA30×30. The maximum number of SBIs required for SYBA30×30 is
312 (equation (3-1)) when half of the pixels (N=900 and K=450) are black. Once the required
SBIs are generated, they should not be changed in order to use the same patterns to test the next
image.
Figure 3-4 shows an example of how the SSM is calculated between a 30×30 FRI and
SYBA5×5. The SSM between a 30×30 binary FRI and SYBA30×30 is calculated in a similar
manner. The first step of the SSM calculation is to divide the 30×30 binary FRI into 36 equalsized 5×5 pixel subregions (as shown in Figure 3-4(b)). The next step is to count how many
pixels in the 5×5 subregion of the binary FRI are hit by each of the 9 SBIs in Figure 3-4(a).

(a)

(b)

(c)

(d)

Figure 3-4: (a) Nine 5×5 synthetic basis images, (b) A 30×30 feature region image that is divided into 36 5×5
subregions, (c) Similarity measure between the highlighted 5×5 subregion and the first SBI, and (d) Similarity
measure between the highlighted 5×5 subregion and the second SBI.
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Each of these 36 5×5 subregions is compared with each of the 9 5×5 SBIs. The number of times
both contain a black pixel at the same location is counted as a hit.
The maximum possible number of hits for comparing a 5×5 subregion with a 5×5 SBI is
13 because there are only 13 (K=25/2) black pixels in each SBI. For example, the highlighted
5×5 subregion shown in Figure 3-4(b) compared with SBI #1 has 5 hits (shown in Figure 3-4(c)).
The same subregion in Figure 3-4(b) compared with the SBI #2 has 4 hits (shown in Figure
3-4(d)). After comparison with all 9 SBIs, each subregion will yield 9 numbers ranging from 0 to
13. The number of hits in each subregion is stacked in the feature descriptor. Each subregion
will use these 9 numbers as its feature descriptor. Therefore, a 30×30 FRI with 36 5×5
subregions will require a feature descriptor size of 36 (5×5 subregions) × 9 (5×5 SBIs) × 4 bits
(0~13) = 1,296 bits.
For the SYBA30×30 implementation, the entire 30×30 FRI is used to compare with 312
30×30-pixel SBIs. The maximum number of hits between the FRI and each SBI is 450 because
there are only 450 (K= 900/2) black pixels in the entire 30×30 SBI. The resulting feature
descriptor size for SYBA30×30 is 1(FRI 30×30 region) ×312 (30×30 SBIs) × 9 bits (0~450) =
2,808 bits.
The SYBA descriptor size can be easily adjusted by changing the sizes of SBI and FRI. A
generalized approach that describes the SYBA descriptor size is as follows. Choose the FRI
dimension F×F first and then choose the SBI dimension S×S to be an integer factor Q of F so
that S×Q = F. Note that M is a function of K and N (Equation (3-1)), K is a function of N
(K=N/2), N divisible by S, and Q = F/S. These relationships allow complete parameterization of
SYBA in terms of just F (the dimension of an FRI) and S (the dimension of an SBI). The SYBA
descriptor size is Q×Q (# of subregions) × M (# of SBIs) × ⌈𝑙𝑜𝑔2 𝐾⌉ bits.
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3.2.3

Matching Features
The SYBA descriptor is used to find the best matching feature points between two image

frames. In this process, 324 (36 (5×5 subregions) × 9 (5×5 SBIs)) descriptor elements ranging
from 0 to 13 are used as feature descriptors for SYBA5×5, and 312 (1 (30×30 region) × 312
(30×30 SBIs)) descriptor elements ranging from 0 to 450 are used as feature descriptors for
SYBA30×30. To minimize computational complexity, for determining similarity we use the L1
norm rather than other common comparison metrics such as Euclidean or Mahalanobis distance,
which require complex operations such as square and square root.
The L1 norm is computed as the sum of absolute differences:
𝑛

𝑑 = �|𝑥𝑖 − 𝑦𝑖 |,

(3-3)

𝑖=1

where 𝑥𝑖 is the score for the region of the feature point in the first image, and 𝑦𝑖 is the score for

the region of the feature point in the second image, and n is total number of regions used in the
basis comparison (324 for SYBA5×5 and 312 for SYBA30×30). The similarity between two
features is represented by d and the smallest L1 norm (d) represents the best match of features
between two images. Equation (3-4) shows an example of SYBA descriptor calculation. Each
row represents a feature descriptor. The d value for Equation (3-4) between the two example
feature descriptors is 5.
(3-4)
To match the features, we first determine point-to-point correspondences using the
similarity measure. We select each descriptor in the first image and compare it to all descriptors
in the second image by calculating the d value as shown above. The remaining process is divided
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into two steps: 1) two-pass search, and 2) global minimum requirement. First we use a two-pass
search to find feature pairs that uniquely match each other. We then use a global minimum
requirement to screen for possible good matching feature pairs from the remaining feature points.

3.2.3.1 Two-Pass Matching Strategy
In this step, the first pass is to find the minimum distance d between a feature in the first
image and all features in the second image. The feature that has the smallest distance in the
second image is considered a match to the feature in the first image. The second pass is to
confirm that the matched feature in the second image also has the shortest distance to its match
in the first image. If the second pass fails to confirm the reciprocal of the shortest distance
between the two, then they are not matched. They will remain on the feature list to be tested in
the second step. This two-pass search ensures a unique one-to-one match and eliminates any
possible ambiguity. Because our aim is to find unique matching feature point pairs between two
images, a feature that matches to two or more features that have the same shortest distance is not
considered and will remain on the feature list. After the completion of the two-pass search (the
first-step of matching process), the matched feature pairs are excluded from any further matching
processes. The remaining feature points in both images are then tested further in the second step.
Figure 3-5 shows an example of a two-pass search. As shown in Figure 3-5(a), there are 8
feature points in image-1 (vertical) and 7 feature points in image-2 (horizontal). The similarity
between feature points in image-1 and feature points in image-2 is calculated using Equation 3.
The last (right) column shows the minimum d value of each row found by comparing each
feature point in image-1 with all of the feature points in image-2. For feature point-3 of image-1,
there are two smallest distances of 3 in image-2: feature point-2 and feature point-3. This
distance is shown as (3, 3) in the last column. For feature point-7 in image-1, there are also two
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equal d values (2, 2) for feature point-1 and feature point-3 in image-2. The row minimum d
values are highlighted by horizontal black lines in Figure 3-5(b). The last (bottom) row shows
the minimum d value of each column. The minimum d value is found by comparing each feature
point of image-2 with all feature points of image-1. The column minimum d values are
highlighted by vertical black lines in Figure 3-5(b). Feature points are considered uniquely
matched if they have the mutually shortest distance. Four pairs of these mutual matches are
highlighted in blue crossed lines in Figure 3-5(b).

(a)

(b)

(c)
Figure 3-5: (a) Possible feature matching pairs between feature points of image-1 and image-2 are shown. The last
column shows the minimum distances from each feature point of image-1 to all feature points of image-2. The last
row shows minimum distances from each feature point of image-2 to all feature points of image-1. (b) The row
minimum is indicated by horizontal black lines. The column minimum is indicated by vertical black lines. The
mutual minima are highlighted in blue cross lines. (c) The unique minimum of each row and column is highlighted
in blue cross lines, and its row and column eliminated by black diagonal lines.

44

Because the aim is to find unique matching feature point pairs between two images in this
step, any matches that have more than one smallest d value are not considered a match. Point 3
in image-1 and Point 2 in image-2 are not considered a match because Point 3 in image-1 and
Point 3 in image-2 also have a minimum distance 3. Only a unique smallest d value in the same
row or column can be called a matching pair. Three unique matching pairs between feature
points in image-1 and feature points in image-2 are highlighted in blue in Figure 3-5(c) using this
two-pass search. Feature point numbers 1, 4, and 5 in image-1 match to feature point numbers 1,
5, and 3 in image-2, respectively. Since these feature points have been paired with their unique
matches, they will not match to any other points. The rows and columns of these matched points
in both images are highlighted in 45-degree oblique black lines and removed from further
searches. The remaining unmatched feature points (not highlighted in Figure 3-5(c)) will be sent
to the second matching step.

3.2.3.2 Global Minimum Matching Strategy
After the two-pass search is performed, a global minimum requirement is applied to the
remaining feature points. In this step, we find the minimum d values for all remaining feature
points. For one-to-one matches between two images, the smallest unique d value is considered a
match. This process repeats until all possible pairs are found. Any remaining feature points are
without a matching point. Figure 3-6 illustrates the process of applying the global minimum
requirement.
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(a)

(b)

(c)
(d)
Figure 3-6: The remaining feature points from the two-pass search (Figure 5(c)) are input to the global minimum
requirement search. The global minimum search is used to find additional possible matches. (a) Three global
minima are found (d = 3). A unique feature point is highlighted with a black and blue rectangle. The other two
feature points are ignored because they do not have a unique match. (b) The next smallest global minimum value of
5 is found. There are three different locations with the minimum value 5. Feature point-7 in image-1 matches
uniquely to feature point-7 in image-2, while the other two values do not have a unique match. (c) The next
smallest global minimum value of 6 is located and one unique match is found. (d) The last unique match is found
with the global minimum value of 5.

An example of this global minimum requirement applying to the remaining feature points
from the two-pass search is shown in Figure 3-6. Three global minima are found as shown in
Figure 3-6(a). Feature point-3 in image-1 is uniquely matched to feature point-2 in image-2. The
row and column of this feature point are highlighted with blue rectangles and will not be
considered for further search. The remaining possible matches are shown in Figure 3-6(b). The
next lowest distance in the remaining points is 5. There are three possible matching pairs with
distance 5 but only one is a unique match (Point 7 in image-1 to Point 7 in image-2). Again, the
row and column of this matched point are highlighted with blue rectangles and are removed from
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further search. The remaining possible matches are shown in Figure 3-6(c). The next lowest
distance in the remaining points is 6, which matches Point 2 in image-1 to Point 6 in image-2.
After row 2 and column 6 are removed from this search, the only possible matches are row 8 and
column 4 as shown in Figure 3-6(d). The same process can be performed until no minimum can
be found. As shown in Figure 3-5 and Figure 3-6, seven matches are found. Of these 7 matches,
3 matches were found using the two-pass search and 4 matches were found using the global
minimum requirement.

Note that the maximum of a global minimum can be adjusted to

terminate the search at any stage. A smaller global minimum will return fewer but better matches
whereas a larger global minimum will return more but lower quality matches. The matching
feature pairs of the example shown in Figures 3-5 and 3-6 are listed in Table 3-1.

Table 3-1: Feature matching pairs between image-1 and image-2. Feature point-6 in image-1 remains
unmatched.
Images
Strategies
Two pass matching
strategy
Global minimum
matching strategy

3.3

Image-1
feature points

Image-2
feature points

Point-1
Point-4
Point-5
Point-2
Point-3
Point-7
Point-8

Point-1
Point-5
Point-3
Point-6
Point-2
Point-7
Point-4

Improvement on the SYBA Descriptor Using the Affine Adaptation Process
A pre-processing step, similar to the PRO descriptor, is performed on the SYBA

descriptor to improve feature matching accuracy. In this step, an affine adaptation process is
performed to remove non-affine features from the initial feature detection list. A flowchart of
SYBA with the affine adaptation process algorithm is shown in Figure 3-7 and described here.
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Figure 3-7: Flowchart for the Affine-SYBA descriptor algorithm.

First, the algorithm detects feature points from an image to create an initial feature list.
Then, each feature point on the initial feature list goes through the affine adaptation process to
remove non-affine features. This process is the same as the one explained in Section 2.2. After
the affine adaptation process an affine image region is not always square or the same dimensions
(width and height) as other affine regions. In such cases, the affine image region is resized to
30×30 pixels using bilinear interpolation. The average intensity in the resized image region is
calculated according to Equation (3-2) to generate a binary FRI. Once a binary FRI is generated,
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a selected number of SBIs is used to measure the similarity. The SYBA similarity measure
(SSM) presented in Section 3.2.2 is used to measure the similarity. The outcome of the SSM
calculation represents a unique feature descriptor, which is then used for feature matching as
shown in Figure 3-7. For the experiments, Affine-SYBA with SBIs of size 5×5 was
implemented.

3.4

Experiments
Two sets of experiments on two datasets were performed to validate the algorithm. Six

image sequences commonly used for accuracy comparisons from the Oxford dataset [55] were
tested to prove that matching affine features has an advantage over matching general (i.e. affine
and non-affine) features in terms of matching accuracy. Two versions of SYBA descriptor
(SYBA5×5 and SYBA30×30) matching accuracy were then compared with two versions of
BRIEF descriptor using the Oxford dataset in order to demonstrate the performance of the SYBA
descriptor.
Like many large-scale applications where wide varieties of images need to be matched,
different sets of images are required for evaluation of the descriptor performance. The Oxford
dataset is not sufficient because it contains a maximum of two sets of images for each image
perturbation. To address this need, a new dataset called the BYU Feature Matching dataset has
been created. It contains 20 sets of images for several classes of image deformation. To evaluate
descriptor performance statistically, Affine-SYBA was first compared with the SYBA descriptor
on the BYU Feature Matching dataset. Then, two versions of SYBA descriptor were compared
with two versions of the BRIEF descriptor using the BYU feature matching dataset in order to
demonstrate the performance of the SYBA descriptor.
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The SYBA descriptor size can be easily adjusted by modifying the SBI and FRI sizes.
However, similar to PRO descriptor we first demonstrate the advantage of affine feature points
over general feature points. In these experiments, the feature region image size was kept
constant, at 30×30, and a constant synthetic basis image size of 5×5 was used. Figure 3-8 shows
an example of correctly matching features using the SYBA descriptor with affine features on the
Oxford dataset (Figure 3-8(a)) and on the newly created BYU dataset (Figure 3-8(b)).

(a)
(b)
Figure 3-8: Two sets of distinct scenes from each dataset. The matching results were obtained using the SYBA
descriptor with affine features.

3.4.1

Experiment on the Oxford Dataset
Since the BRIEF-32 descriptor [30] requires fewer comparisons than BRISK and has

been proven to outperform several other existing fast descriptors such as SURF (except on
Graffiti sequence [30]) [34], U-SURF [34] and Compact Signature [52], only the BRIEF-32 and
rBRIEF descriptors were chosen for comparison in this work. Six commonly used Oxford dataset
[55] image sequences were tested for accuracy comparisons. These six image sequences were
designed to test the robustness of the feature descriptor with image perturbations such as
blurring, lighting variation, viewpoint change, or image compression. The detailed description
with example frames from the Oxford dataset is found in Section 2.3.1.
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As explained in Section 2.3.2, each sequence consists of 6 images. For our experiments,
the first image in the sequence was used as the reference image. The subsequent 5 images were
used as the tested images for matching. The image perturbations become more severe from one
image to the next in the sequence. For example, matching feature points between the first and
the third images (i.e. image pair 1|3) is more challenging than matching feature points between
the first and the second images (i.e. image pair 1|2). In this work, similar to the recognition rate
in [30, 36], the detection rate is defined as the ratio of the number of correct matches (Nc) to the
total number of matches found (N).

3.4.1.1 Affine SYBA vs. SYBA Descriptor
The number of initial detected features ranged from 500 to 900 depending on the image
sequence. All detected features were stored as the initial feature list. The affine adaptation
process removed non-affine features from the initial feature list. The remaining features on the
feature list are considered to be affine features, and these features were used to calculate the
Affine SYBA descriptors. The feature matching process remains the same for both Affine SYBA
and regular SYBA and also the descriptor size does not changed.
Figure 3-9 illustrates the performance of Affine SYBA (i.e. affine features only) and the
Regular SYBA (i.e. both affine and non-affine features). Affine SYBA is more robust than
SYBA for images that are corrupted by image blurring in the "Bikes" and "Trees" datasets
(Figure 3-9 (a)-(b)). The detection rate of affine SYBA is more than 1.6% higher than SYBA for
image pair 1|6 in the "Bikes" dataset and over 6% higher than SYBA for the image pair 1|6 in the
"Trees" dataset.
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(a) Bikes

(b) Trees

(c) UBC

(d) Wall

(e) Graffiti
(f) Leuven
Figure 3-9: Detection rates for different datasets. In the graphs, blue: SYBA (both affine and non-affine features),
red: Affine SYBA (affine features only).

In the "UBC JPEG compression" dataset (corrupted by image compression artifacts),
SYBA with affine features had a detection rate that was more than 3.5% higher than that of
general features for image pair 1|6 (Figure 3-9(c)). The image datasets "Wall" and "Graffiti" are
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corrupted by viewpoint change. The accuracy difference is even more obvious for the strongest
viewpoint change condition. For both image datasets affine SYBA outperformed the regular
SYBA. For image pair 1|6, the detection rate differences were 7.21% and 7.10% in the "Wall"
and "Graffiti" test sequences, respectively (Figure 3-9(d)-(e)). Affine SYBA is more robust than
SYBA for images that are corrupted by the lighting condition changes in the "Leuven Light"
dataset (Figure 3-9(f)). Affine SYBA performed better than SYBA for sequences with image
blurring, compression artifacts, viewpoint change and lighting conditions change. When affine
features were used for feature matching, the overall accuracy was improved by more than 4%.

3.4.1.2 Two Version of the SYBA Descriptor Comparison with BRIEF-32 and rBRIEF
Open source computer vision library (OpenCV) implementations of BRIEF and rBRIEF
(ORB descriptor [37]) descriptors were used to compare feature descriptor performance. In these
implementations, the region size was fixed to 48×48 for BRIEF and 31×31 for rBRIEF. To
calculate the mean intensity, a 9×9 size region was used for BRIEF and a 5×5 size region was
used for rBRIEF. In other words, the implementations of BRIEF-32 and rBRIEF descriptors
were kept the same as in PRO. As explained previously, two versions of SYBA were compared
against BRIEF and rBRIEF. In both versions, the feature region image size was kept at 30×30,
whereas two different synthetic basis image sizes (5×5 and 30×30, respectively) were used for
SYBA5×5 and SYBA30×30.
Both BRIEF and rBRIEF descriptors use SURF to detect features, without any pyramidal
analysis. The SURF feature detector was also used for SYBA in order to use the same feature
points to compare their performance. The number of detected features ranged from 500 to 1500
depending on the image sequence. Figure 3-10 shows the performance of two versions of SYBA
and two versions of BRIEF. For this assessment the detection thresholds were set such that all
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outputs have a nearly equal number of correspondences. Both SYBA versions were more robust
than BRIEF and rBRIEF for images that are corrupted by compression artifacts in the "UBC
JPEG compression" dataset (Figure 3-10(a)). SYBA30×30 outperformed BRIEF by more than
15% for image pair 1|6. For the "Leuven light" image dataset, which is corrupted by illumination
change, the detection rate of SYBA30×30 was more than 3% higher for image pair 1|6 (Figure
3-10(b)).
For the "Bikes" and "Trees" sequences that are corrupted by image blurring, SYBA
outperformed both BRIEF algorithms. The accuracy difference was even more obvious for the
strongest blurring conditions. For image pair 1|6, the differences were 7% for the "Bikes"
sequence and 10% for the "Trees" sequence (Figure 3-10(c)-(d)). For the "Wall" and "Graffiti"
sequences which are corrupted by viewpoint change, BRIEF performed slightly better than
SYBA only for image pair 1|5 in the "Wall" sequence and for image pair 1|6 in the "Graffiti"
sequence (Figure 3-10(e)-(f)). SYBA performed better than both BRIEF algorithms for all other
image pairs. It is noted that rBRIEF exhibits lower performances in all cases because rBRIEF has
been optimized to be used with orientation information delivered by the detector. The orientation
information was not available in these experiments.
In order to better highlight the advantages of the SYBA descriptor over BRIEF and
rBRIEF, a recall vs. precision curve was used to further evaluate the performance. Figure 3-11
shows the recall vs. precision curve using threshold-based similarity matching (sliding the
Hamming distance from minimum to maximum) on this dataset. Again, for this assessment the
detection thresholds were set such that all outputs have a nearly equal number of
correspondences in the spirit of fairness. SYBA outperformed both BRIEF algorithms for high
recall values. For 90% recall, SYBA precision exceeds 92%, while BRIEF fell to 75% and
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rBRIEF fell to 72%. SYBA demonstrated the best discrimination capability in this experimental
setup. A T-test was performed on the newly created BYU feature matching dataset in order to
better point out the merit of the SYBA descriptor statistically. The result is discussed in Section
3.4.2.

(a) UBC JPEG

(b) Leuven

(c) Bikes

(d) Trees

(e) Wall

(f) Graffiti

Figure 3-10: Comparison of detection rates for the different feature descriptors on various datasets. In the graphs,
blue: SYBA5×5, red: SYBA30×30, green: BRIEF-32, and purple: rBRIEF.
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The number of operations required to calculate SYBA5×5 is as follows. It requires 324
(9×36) comparisons between SBIs and the feature region image. The number of summation
operations required to calculate the descriptor is 324. The total number of operations including
summation and comparison required to calculate the descriptor is 648. For SYBA30×30, the
number of comparisons is the same as the number of summations, which is 312. Total number of
operations required to calculate SYBA30×30 descriptor is 624. For comparison, both versions of
BRIEF require 1536 operations [36].

Figure 3-11: Recall vs. Precision curve using threshold-based similarity matching.

3.4.2

Experiment on BYU feature matching dataset and Statistical T-test
The Oxford dataset does not contain more than two sequences of images for blurring and

viewpoint change and has only one sequence of images for compression artifact and illumination
variation. It is not sufficient for better evaluation of descriptor performance. A new dataset has
been created called the BYU feature matching dataset [56]. It consists of 20 sets of images. Each
set includes four image sequences. Each image sequence has six images that have gone through
image transformations that include blurring, compression, illumination variation, and viewpoint
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change. The first of the six images in each sequence is the original image and the subsequent
images have increasing level of image transformation. An example of the original image from
the BYU feature matching dataset is shown in Figure 3-12.

Figure 3-12: Examples of image from the BYU feature matching dataset. Four image transformations are evaluated:
JPEG compression, illumination change, image blur, and viewpoint change.

The aim of this experiment is to measure the descriptor performance statistically with this
new dataset. A t-test is a statistical hypothesis test, in which the statistically significant difference
between two means of two samples is compared. The same test procedure discussed previously
was followed for the BYU feature matching dataset. The average detection rate for each image
pair (i.e. image pair 1|2, pair 1|3, and so on) was calculated and then the difference was
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compared. The results of this test help to understand descriptor performance on different sets of
image pairs for each image perturbation.

3.4.2.1 Affine-SYBA vs. SYBA on BYU feature matching dataset
Figure 3-13 illustrates the performance of regular SYBA and affine SYBA. In this figure,
pairs which are statistically significant computed with p-value (< 0.05) are denoted with an
asterisk. SYBA with affine features was more robust than SYBA with general features for
images that are corrupted by compression artifacts in the BYU Feature Matching dataset. The
average detection rate was more than 3.5% higher for image pair 1|6 (Figure 3-13(a)). For
another set of images which is corrupted by illumination artifacts, Affine SYBA outperformed
regular SYBA by more than 2% on the average detection rate for image pair 1|6 (Figure 3-13(b)).
For the image dataset that is corrupted by image blurring artifacts, affine SYBA
outperformed regular SYBA for all image pairs. Affine SYBA performed better than regular
SYBA when blurring artifacts are the highest on image pair 1|6. The average feature matching
accuracy is improved by 2.5% (Figure 3-13(c)). SYBA with affine features was more robust than
the regular SYBA for images that are corrupted by viewpoint change. For image pair 1|6, the
difference was 5.5% for viewpoint change sequences (Figure 3-13(d)).
Calculating the SYBA descriptor requires 324 (9*36) comparisons and 324 summation
operations, for a total of only 648 operations. For comparison, the BRIEF descriptor requires
1536 operations [31]. For computer vision algorithms, eight matching feature pairs are usually
sufficient [57], and for many other applications, it is also more beneficial to have a smaller
number of good quality matches than a larger number of poor quality matches (including
outliers). Refining the feature list to keep only affine features reduces the total number of
matches while increasing the percentage of correct matches. In addition, considering only affine
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features also reduces the number of operations at the matching stage and helps to improve
feature matching accuracy.

(a) Compression

(b) Lighting

(c) Blur
(d) Viewpoint change
Figure 3-13: Average detection rates comparison for different classes of image perturbation. In the graphs, blue:
Regular SYBA (both affine and non-affine features), red: Affine SYBA (affine features only). * indicates p-value <
0.05.

3.4.2.2 Two Version of the SYBA Descriptor Comparison with BRIEF-32 and rBRIEF
Similar to Figure 3-9, Figure 3-14 illustrates the performance of two versions of SYBA
and two versions of BRIEF. In this figure, pairs which have statistical significance computed
with standardize p-value (< 0.05) are denoted with an asterisk. For this assessment the detection
thresholds were set such that all outputs have a nearly equal number of correspondences. Both
versions of SYBA were more robust than BRIEF-32 and rBRIEF for images that are corrupted
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by compression artifacts in the new dataset (Figure 3-14(a)). SYBA30×30 outperformed BRIEF32 by more than 18% for image pair 1|6. For image corrupted by illumination change, the
detection rate of SYBA30×30 was more than 9% higher for image pair 1|6 (Figure 3-14(b)).

(a) Compression artifacts test sequence

(b) Illumination change test sequence

(c) Blurring test sequence

(d) Viewpoint change test sequence

Figure 3-14: Comparison of detection rates for the different feature descriptors on various datasets. In the graphs,
blue: SYBA5×5, red: SYBA30×30, green: BRIEF-32, and purple: rBRIEF. * indicates p-value < 0.05.

For the image dataset that is corrupted by image blurring, SYBA outperformed both
versions of the BRIEF algorithm. The accuracy difference was even more obvious for the
strongest blurring conditions. For image pair 1|6, the difference was 9% in this blurring sequence
(Figure 3-14(c)). For the image dataset that is corrupted by viewpoint change, BRIEF performed
comparably with SYBA30×30 only for image pair 1|6 (Figure 3-14(d)). SYBA outperformed
both versions of BRIEF algorithms for all other image pairs. It is noted that rBRIEF exhibited
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lower performances in all cases because rBRIEF has been optimized for being used with
orientation information delivered by the detector. This information was not available in these
experiments.
SYBA performed better for sequences with compression artifacts, illumination change,
image blurring, and small viewpoint change. SYBA showed slightly lower accuracy (but still
better than others) for very large viewpoint change. The lower accuracy is not critical because
the viewpoint change is usually small for many embedded vision applications such as unmanned
air vehicle pose estimation or unmanned ground vehicle autonomous navigation. SYBA30×30
performed better than SYBA5×5 but required a larger descriptor size. The size of SBI can be
easily adjusted for different application requirements.

3.5

Descriptor Comparisons
A descriptor size for the different descriptors uses in this dissertation is shown in Table

3-2. SYBA5×5 is better than BRIEF-32 in term of number of operations require to calculate the
descriptor and the feature matching accuracy at the cost of the memory usage (~ 5 times). The
TreeBASIS descriptor requires only 2.1 bytes, but it does not performed with significant viewing
angle differences, rotation, and scale changes. BASIS require little more memory than SYBA5×5

Table 3-2: Different descriptor and its sizes in bytes
Algorithm
SIFT
PRO
BASIS384
SURF
SYBA30×30
BASIS
SYBA5×5
BRIEF -32
TreeBASIS

Descriptor size
1,024.0 bytes
720.0 bytes
691.0 bytes
512.0 bytes
351.0 bytes
288.0 bytes
162.0 bytes
32.0 bytes
2.1 bytes
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and less memory than SYBA30×30 but it has the same limitation as TreeBASIS. SIFT and
SURF descriptors are more complex than SYBA, PRO, BASIS, and TreeBASIS but they do not
performed well on the aerial images.
We would like to point out that the off-line computation time to create the basis images
for the PRO, BASIS, and TreeBASIS descriptors are few hours where as in the SYBA descriptor
to create synthetic basis images require only few seconds (many cases less than a second).
In today's world, main limitation of hardware is processing power not storage
requirement. SYBA5×5 works better in various deformations but it is require more space than
BRIEF-32 and TreeBASIS. SYBA is proven to be a good candidate for embedded vision
applications due to its computational simplicity and performance.

3.6

Discussion
We have presented a new feature descriptor called SYBA in this chapter. This unique

approach was inspired by a new compressed sensing theory. SYBA was compared favorably to
BRIEF, which currently is arguably the best binary descriptor in the literature. SYBA requires a
slightly larger descriptor than BRIEF, but it provides better description and matching results.
SYBA is an excellent candidate for hardware implementation due to its ability to create a feature
descriptor without using complex computations that require floating-point operations. It is
suitable for unmanned air and ground vehicle navigation applications where frame-to-frame
viewpoint change is gradual and small.
Along with the new SYBA feature descriptor this chapter also presents an affine
adaptation process that removes non-affine features for matching. The affine adaptation process
helps to remove features that most likely will end up as outliers. This pre-processing affine
adaptation procedure reduces a large number of comparisons during the feature matching stage
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and improves matching accuracy. SYBA with affine features provides better feature matching
results compared with SYBA with regular features. Based on application requirements, the
SYBA descriptor can be implemented with affine features only or with regular features, as
SYBA5×5 or on SYBA30×30. The next four chapters will focus on applying SYBA to various
computer vision applications that require accurate feature matching. Algorithms developed for
these applications will also discussed.
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4

4.1

APPLICATION: DETERMINING ABSOLUTE SOCCER BALL LOCATION IN
BROADCAST VIDEO USING SYBA DESCRIPTOR

Background
Players and coaches often analyze their own team's or opponents’ game videos to find

patterns and develop strategies in team sports such as soccer, American football, hockey, and
many others. Prior to any video analysis, sport specialists and analysts must annotate video data
to provide the context of the video clip. During this manual annotation process, it is inevitable
for humans to make mistakes due to the repetitive nature of the task, high similarity of data and
long video length. To avoid the human error and to improve the efficiency of this manual
process, an automatic ball detection, tracking, and localization algorithm is needed.
The most relevant information for soccer game video analysis is the ball location and ball
trajectory change as a result of pass (to teammates) or interception (by an opponent player) of the
ball. It is essential to represent and record this information in the global sense. Due to the lack
of structure details in a soccer game video, it is a challenging task to localize the ball [58] in the
global coordinate system of the entire soccer field. The challenges of determining the absolute
ball location referencing to the soccer field in a broadcast soccer video include [59- 62]: 1) the
appearance of the ball size, shape, and color varies irregularly over frames; 2) the ball is often
obscured by lines of the field or blocked by players; 3) other moving objects appear similar to
the ball; 4) the lack of reference points of the soccer field in the video.
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Over the past two decades, many researchers have worked on detection and tracking
algorithms to automatically analyze a soccer game video. D'Orazio et al. used a modified Circle
Hough Transform (m-CHT) to detect the ball in a single frame but not the broadcast video [62].
m-CHT works well when the ball has a single color and the whole ball is visible in the frame. In
a broadcast video, however, the ball is often partially occluded or appears in a non-circular
shape. D. Liang et al. used color, shape, and size information from several consecutive frames to
localize the ball. A weighted graph is constructed for the evaluation value to detect the ball in the
video [63]. Problems with this method are that the detected ball location might not be the exact
location and that the illumination change could cause inaccurate object detection. Ekin et al.
analyzed a soccer video in three steps [64, 65]: cut the video into shots, classify the shots, and
detect game events by changing templates. The results are not very accurate because the
templates do not have an exact correlation to game events.
To overcome these problems, this research attempts to provide a novel framework for
detecting the ball in a soccer game video and localizing the ball in the global coordinate system.
The proposed framework has three key components. First, the ground region in each frame is
extracted. Non-ball objects are then removed. The remaining ball candidates are refined based
on the radius, and ratio of the major and the minor axes. The ball location result is then used to
annotate the soccer video and tracking the ball from frame to frame using Kalman filter.
Once the ball location is detected, video frames are pieced or stitched together to generate
a global view of the entire soccer field in order to determine the ball location. The standard
approach for the image registration and transformation process involves finding feature matching
pairs (i.e. correspondences) between each video frame and the partially constructed global view
and using feature matching pairs to numerically estimate a planar projective transform (i.e.
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homography). A homography, which maps one plane to another, can be computed from four or
more 2D feature matching pairs. Finding feature correspondences when there are large camera
pan-tilt-zoom changes is a challenging task. The SYBA descriptor, explained in Chapter 3, is
used for efficient frame-to-frame feature matching, which helps to numerically determine a
homography when large panning, tilting and zooming of cameras is present.
We describe our ball detection and tracking algorithm in Section 4.2. In Section 4.3, the
result of our experiments is presented. The final section concludes this chapter and discussion.

4.2

Soccer Ball Detection and Tracking
The overview of our proposed ball detection, tracking, and localization framework is

presented in Figure 4-1. We first detect the ground area using a Hue-Saturation-Value (HSV)
color histogram. Once the playing field is detected, irrelevant objects are removed. We then use
morphological operations to filter the frame to remove image noise, and we use a Hough
transform to detect the ball. We track the ball's location based on previous ball locations using
the Kalman filter. Details of this procedure are described in the following subsections.

Figure 4-1: Ball Detection Framework
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4.2.1

Ground Detection
A broadcast soccer video consists of different sets of frames that include full-view,

middle-view, out-of-view, close-up, and commercial. Examples of these frames are shown in
Figure 4-2. Only full-view frames provide useful information about the ball and players.

All

frames are input to the algorithm for ground region detection. We calculate the dominant color
to detect the ground region using HSV color histograms. Morphological operators are then used
to remove image noise to improve the ground detection results. The ground region and the major
and minor axes of the ground region are use to detect the full-view frames. Other types of
frames do not contain useful ball and player information and are not worth further processing.

(a) Full-view

(d) out-of-view

(b) Full- view

(e) close-up

(c) Middle -view

(f) commercial

Figure 4-2: Example frame sets of full-view, middle-view, out-of-view, close-up, and commercial.

4.2.2

Irrelevant Object Elimination and Ball Detection
Non-ball objects in the video frames must be removed in order to detect and track the ball

on the soccer field. First, the algorithm separates field and non-field objects. Non-field objects
are treated as non-ball objects and removed. Non-field objects include seats (for spectators),
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scoreboard, and many others. The ball, referee, players, lines and circles (ellipses in most cases)
are considered field objects. The soccer ball in most frames in a broadcast soccer video is not a
perfect circle due to lighting, camera perspective, and video aspect ratio variations. According to
[58], the ratios of its width to height and height to width are smaller than 3. This step assists the
algorithm in obtaining ball candidates. It is difficult to determine which ball candidate is the
actual ball because the ball shape changes constantly from frame to frame.
In a broadcast soccer game video, some non-ball objects appear like a ball and some ball
candidates may appear like non-ball objects. For example, it is not reliable to locate the ball
simply based on the width to height ratio if the ball is occluded by a player. To overcome this
problem, the Kalman filter is used as a verification step. It helps to reduce false detection of the
ball. The Kalman filter prediction step helps to estimate the ball location when it is occluded
partially or completely.
The Kalman filter is initialized every time the first ball candidate is found. At every step
of the tracking process the algorithm checks whether the estimated ball location is the same as
the location of a candidate. There might be more than one ball candidate in certain frames. The
algorithm chooses the nearest ball candidate to the estimated ball location as the actual ball.
After the algorithm selects a ball candidate, the same procedure is applied to the next frame. If a
ball candidate is not found, then the Kalman filter is used to estimate the ball's location. We
count the number of frames in which the ball location is not found. If the count exceeds a set
threshold, then the Kalman filter gain is reset. This step is necessary in order to avoid detecting
false positives. Figure 4-3 shows examples of ball detection result using this approach. The ball
is marked with a red circle.
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Figure 4-3: Examples of ball detection result

4.2.3

Video Frame Transformation for Global View Construction
Great information about a soccer ball can be ascertained from the trajectories of the

players or a ball. However, because the camera rapidly pans and zooms to follow the play’s
action, causing even a physically stationary player to appear to be moving as the video
progresses, raw player trajectories in the video are meaningless from an interpretation standpoint.
Prior to any interpretation step, therefore, player trajectories must be determined within the static
soccer ball coordinate system, where they are much more meaningful. This can be achieved by
registering the soccer ball video with a model of the soccer ball field. For the video registering
task, the SYBA descriptor is used.
The SYBA descriptor is computed for each feature point and used to find its matching
feature point in the next frame. For this application, SYBA5×5 is used without an affine
adaptation process. All feature matching pairs are input to the RANdom Sample Consensus
(RANSAC) algorithm to remove outliers. An example of feature matching results between two
frames is shown in Figure 4-4. These matching feature points are used to calculate a homography
that maps one plane to another. It can be computed from four or more 2D feature matching
pairs.
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Figure 4-4: Feature matching results between two frames using the SYBA descriptor

The homography between two frames is calculated as follows. We define A as the first
frame, B as the second frame, and k as the corresponding features between them. Then the
homography (H) between the two frames can be calculated as,
[ 𝐴1 𝐴2 . . . ] = 𝐻[𝐵1 𝐵2 . . . ],
𝐴𝑘 = (𝑥𝑘 , 𝑦𝑘 , 1)𝑇 , 𝐵𝑘 = (𝑥𝑘′ , 𝑦𝑘′ , 1)𝑇 ,

(4-1)

(4-2)

where 𝑥𝑘 , 𝑦𝑘 , 𝑥𝑘′ , and 𝑦𝑘′ are the actual locations of the feature points. H is a 3×3 matrix that

describes the spatial relationship between the two frames in a least square sense.

The following steps are required to transform video frames to construct the global view.
User input is required to select a set of initial feature points from the first frame of the sequence
that match to the key static points (intersections of the white lines or corners) in the global view.
At this stage the global view is “empty” and contains only white lines and circles without any
visual information. A homography (𝐻1,0 ) between the first frame and the “empty” global view

is calculated using the manually selected matching points. The resulting homography is used to
transform the first frame to form the first “patch” of the static field. Figure 4-5 shows the first
frame of a video sequence with hand-picked feature points matched to the static soccer field and
the result of the first frame transformed on to the global view.
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Figure 4-5: The first image of registration of video segments with the static soccer field with user picked feature
points.

Registration of the second frame to the global view is done without user input. Features
from the second frame will be matched to the features in the first frame using the SYBA
descriptor. A homography between the first and second frames (𝐻2,1 ) can then be calculated to

obtain an updated homography between the second frame and the global view. The second
frame in the video sequence is transformed to the global view by 𝐻2,0 . The transformations
between the remaining frames in the video sequences and the global view are computed in the
same manner. The accumulative homography is calculated as
𝐻𝑛,0 = �𝐻𝑛,𝑛−1 � × �𝐻𝑛−1,0 �

𝑛 = 2 … . . 𝑁 − 1.

(4-3)

All subsequent full-view frames are transformed to the global view to construct the entire
global view frame by frame. The entire global view of the soccer field produces visible artificial
edges in the seam between the images, due to differences in camera gain, and scene illumination.
To overcome this problem, alpha blending/feathering is used. The ball location that is detected
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in each individual frame can then be mapped or transferred to the global view in the global
coordinate system.

4.3

Experimental Results
The proposed detection and tracking algorithm was tested on four broadcast video

sequences. Each sequence has different levels of difficulty that includes different sets of frames
such as full-view, middle-view, out-of-view, close-up, commercial, different sizes of the ball,
and the similarity between ball and no-ball objects, etc. Our detection and tracking algorithm
worked well with all these conditions.
The SYBA descriptor algorithm was tested on one sequence to 1) match features points
2) calculate a homography, 3) transform the video frames to the global view, and 4) construct a
global view of the soccer field. This sequence has different levels of lighting conditions and
viewpoint changes, and different camera pan-tilt-zoom. These variations are challenging for
feature matching. The SYBA descriptor performed very well in such conditions and was able to
provide accurate homography to transform the input video frames and ball locations to the global
view.

4.3.1

Results of Ball Detection and Tracking
Four video clips with a total of more than 1300 frames were used to test the ball detection

and tracking algorithm. Examples of ball detection and tracking result are shown in Figure 4-6.
Table 4-1 shows the ground truth of these sequences. Frames are considered to have the ball if
the ball is visible. Frames are considered to have no ball if the frame only contains player
information, or the opening or closing ceremony. If the algorithm can correctly determine the
presence of the ball, then a frame is said to be detected and tracked correctly. There were a very
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few frames when the algorithm detected a non-ball object as a ball (false positive). This problem
occurred only when there was a white shoe, sock, and some white line segments that appeared
very similar to a ball.

Figure 4-6: Video frames of ball detection and tracking results. Ball candidates are marked with a red circle.

Table 4-1: Detection and tracking results for two video sequences.
Video sequences
Sequence -1
Sequence -2
Sequence -3
Sequence -4

Ground Truth
# frame

#ball

252
500
350
200

250
30
300
0

Detection and tracking result
# det.
# false
#no ball
Accuracy
& track positive
2
243
9
96.4%
470
490
1
98.0%
50
318
32
90.9%
200
200
0
100%
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4.3.2

Results of Frame Transformation and Global View Construction
A short video sequence from a Barclay's Premier League soccer game was used for this

experiment. From this short video, only full-view frames were used for feature point detection
and matching in order to construct a global view of the field to determine the ball location.
Figure 4-7 shows more than 400 frames that were successfully transformed to construct the
global view of the soccer field. The last frame of the sequence is located precisely on the soccer
field using the accumulative homography.

Figure 4-7: More than 400 frames were transformed to construct the global view. The left image is the last frame of
the video and is mapped onto the global view (the region highlighted in green).

Figure 4-8 shows the soccer ball trajectory of the entire video sequence with a blue dot on
the global view of the soccer field. The ball trajectory is not continuous. This is because players
occlude the ball in some frames. Almost all ball locations were detected correctly (shown in
Figure 4-8). Our SYBA descriptor demonstrated very good accuracy in matching feature points
and hence results in accurate transformation to construct the global view of the soccer field. This
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algorithm can be easily implemented for other sports such as hockey, American football, cricket
or any other planar surface scenes.

Figure 4-8: A soccer ball trajectory is shown in blue with a static soccer field.

4.4

Discussion
In this chapter, we presented ball detection and tracking algorithm for broadcast soccer

video analysis. Our ball detection algorithm detects a ball's location with very high accuracy.
The SYBA descriptor provides very good feature matching accuracy to calculate an accurate
homography between frames. Video frames are transformed accurately to construct a global
view so that the absolute location of the ball can be calculated. Experimental results demonstrate
the effectiveness and robustness of our algorithm in different broadcast video sequences.
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The experimental results also show that the SYBA descriptor works very well with image
deformations such illumination, blurring and with camera movement such as pan-tilt-zoom
changes. Future work involves the use of our tracking algorithm for event detection for analysis
of other sports.
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5

5.1

APPLICATION: FEATURE MATCHING FOR UNMANNED AERIAL VEHICLE
GROUND OBJECT TRACKING

Motivation
Moving object tracking is currently one of the most active fields of research due to its

widespread applications in diverse disciplines. Many target tracking algorithms are used for
military and civilian applications. Notable target tracking applications include pedestrian
tracking [66], wildlife conservation and monitoring [67], bacteria [68], air and ground vehicles
[69], movement of players in games [60], air traffic monitoring [70], and many others.
Tracking multiple objects is more challenging than tracking a single object, especially
when the objects have similar appearance and different size. Tracking objects with a stationary
camera is relatively easier than with a non-stationary camera. Template matching [71], mixture
of Gaussions [72, 73], and frame differencing are a few well known methods for detection of
moving objects with a non-stationary camera. Template matching works well with a stationary
camera but not with a moving camera. Another drawback associated with template matching is
that user input is needed to select an initial template when a new object moves into the frame.
Tracking is easily disrupted when template matching fails. Mixture of Gaussions is another
approach for the detection of moving objects. Mixture of Gaussions works well in many cases,
but backgrounds having fast variations are not accurately modeled with just a few Gaussian
models.
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Absolute differencing between two frames is another simple tracking method. This
method is able to detect all moving objects regardless of size, and it is easy to detect and locate
new moving objects. To find absolute differences between frames, it is necessary to transform
and register them first before the absolute differences can be computed. The biggest challenge in
transforming and registering frames is to match feature points between them.
The main objectives of this work are to find a homography with help from a good feature
descriptor and to perform frame differencing to locate moving objects. We use the SYBA5×5
descriptor without an affine adaptation process as explained in Chapter 3 to find frame-to-frame
feature matching. The homography between two frames is calculated using these matched
feature points. The absolute difference between frames is used for finding the location of moving
objects. The Kalman filter is used for tracking objects from frame-to-frame. Experiments are
performed with aerial image sequences, with both stationary and moving targets, to show the
effectiveness of our algorithm.
This chapter is organized as follows. Section 5.2 discusses detection and tracking using
the Kalman filter. To validate our proposed algorithm, we performed experiments on a diverse
set of video sequences captured from a moving camera. The results are presented in Section 5.3
and followed by a summary in Section 5.4.

5.2

Target Detection and Tracking
There is relatively little change in moving object's location between two frames in most

high frame-rate camera tracking systems. The difference between two frames represents the
relative movement of the object. The framework for detecting moving objects with a moving
camera is illustrated in Figure 5-1. The first task for detecting moving objects is to find the
difference between the previous frame and the current frame. In this task, the SYBA5×5
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descriptor is used without an affine adaptation process in order to find matching feature pairs
between two frames, as explained in Section 3.2.

A homography that defines the spatial

relationship between two frames can be calculated with these matching feature points.

A

homography between these two frames is calculated as explained in Section 4.2.3.
The previous frame is multiplied by the perspective transformation or homography (H).
Moving objects are then detected by calculating the absolute difference between the transformed
previous frame and the current frame. A morphological operation is used to remove noise in the
difference image to locate the moving objects (shown in Figure 5-1). The centroid and the
bounding box of a connected component are used to locate the moving objects.

Figure 5-1: Flow-diagram of the target detection and tracking process. The homography estimation is based on
SYBA matching results.

Frame-to-frame object movement is a linear process. For this type of linear process, the
Kalman filter is the best linear, quadratic estimator to predict and correct the state [74]. A
detailed description of the Kalman filter is found in [75].
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Track maintenance becomes a main aspect of the moving-object moving-camera
problem. The overview of object tracking using the Kalman filter is as follows. After a moving
object is detected in the frame, the first step is to establish a motion model and assign a track for
each moving object in the scene. The Kalman filter can start tracking once a track is assigned.
During any given frame, if the moving object does not fall into any established motion model or
assigned track, it is considered a new moving object. For each new moving object, a new
Kalman filter motion model must be established. The model is then initialized for tracking this
new object. During the process, some moving objects may be assigned to tracks, while other
detections and tracks may remain unassigned. The life-cycle of an unassigned track is counted.
In the case, when the life-cycle of an unassigned track is greater than a set threshold, an object is
assumed to be missing from the scene. Once the object is determined to be missing, a relative
track is deleted along with an update of the motion model. During tracking an object may be
occluded by another object in the scene. The Kalman filter is able to predict the location of the
occluded object based on a constant velocity model.

5.3

Experimental Results
The proposed algorithm was tested on video sequences captured by an unmanned aerial

vehicle (UAV). One sequence has a stationary object and two other sequences have different
numbers of moving objects. Each sequence has variations in lighting conditions, blurring,
viewpoint changes, and heights of cameras, which makes feature matching difficult. The SYBA
descriptor performed well in such conditions and was able to calculate accurate homographies.
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5.3.1

Experiment on the Stationary Object with a Moving Camera
The test sequence of a stationary object was obtained from the BYU MAGICC Lab. The

UAV was equipped with an autopilot and an onboard camera. Without user input, it was
difficult to locate the object when it was stationary. The frame-to-frame absolute difference did
not help locate the object because the object and the scene are both stationary and the difference
between the two frames aligns perfectly (shown in Figure 5-2(a)). As a result, a user interface is
required for initial stationary object selection. Once an object is selected, it is mapped to a
current frame using perspective transformation (H) as explained in Section 5.2.
The feature matching result using the SYBA descriptor is shown in Figure 5-2(c). The
detection results from the UAV camera sequences are shown in Figure 5-3. The tracking results
show that the SYBA descriptor works very well for significant viewing angles, scaling
variations, and blurring, and it provides an accurate homography.

(a)

(b)

(c)
Figure 5-2: The result of absolute difference (a) stationary object, (b) moving objects (c) feature matching result
between two frames
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#2

#202

#62

#229

#158

#279

#343
#380
#401
Figure 5-3: Stationary object detection results from the stationary object sequence. Each frame shows the detection
result with its corresponding frame number.

5.3.2

Experiment on Moving Objects with a Moving Camera
The video sequences used for moving object tracking experiments are from the VIVID

dataset [76]. The UAV is controlled by a remote control without an onboard autopilot. In the first
test sequence, vehicles loop around a runway, and then drive straight. During the straight drive,
vehicles speed up and pass one another. The vehicle sizes are small because the images are taken
from a high altitude camera. An example result of the absolute difference between two frames is
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shown in Figure 5-2(b). Every fourth frame is used for the experiment. The tracking results from
UAV camera sequences are shown in Figure 5-4.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 5-4: The moving object detection results from the first moving object sequence. Each frame consists of a
different number of cars from a different viewing angle.

In the second sequence, two sets of three civilian vehicles pass each other on a runway.
Each car is different in size and color and there is a larger scale change in the sequence. The
large shift of viewpoint between frames did not affect the feature-matching accuracy. Our
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method shows robust performance on this image sequence as shown in Figure 5-5. The tracking
result shows that the SYBA descriptor was able to locate all moving objects and the Kalman
filter was able to track moving vehicles correctly. The experimental result shows that the SYBA
descriptor worked well for long baseline, significant viewing angle changes, scaling variations,
and blurring effects.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 5-5: Moving object detection results from the second moving object sequence. Each frame includes cars with
different trajectories.

84

5.4

Discussion
In this chapter, we presented the SYBA descriptor and showed that it provides good

feature matching accuracy for calculation of a precise homography so that moving objects can be
detected by frame differencing. Once all moving objects are detected, the Kalman filter is used
for object tracking and to predict the location of occluded objects. The results demonstrate the
effectiveness and robustness of our algorithm and prove that the SYBA descriptor works very
well even with various image deformations.
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6

6.1

ADVANCED DRIVER ASSISTANCE SYSTEMS - AUTOMATIC MOTION
CLASSIFICATION

Introduction
Motion detection and analysis is an important step for solving computer vision problems

such as visual odometry [77, 78], depth from motion [79], structure from motion [13, 18-20],
navigation, and many others. These are common problems in applications like video surveillance
[81], robot navigation [82] and advanced driver assistance systems (ADAS) [83-85]. In this
research, we develop a feature based motion classification and analysis algorithm for
autonomous driving or driver assistance systems.
A vehicle may be driven in urban, suburban, or rural environments and with a variety of
road types, speeds, daylight conditions, and seasons. Driving situation is quite unpredictable for
ADAS applications especially when other moving vehicles and pedestrians are involved [86].
Motion analysis accuracy in different driving situations is critical for an ADAS.
Visual motion is a process of extracting spatial and temporal changes in an image
sequence. It is assumed that the relative motion between the camera and the scene causes these
changes in the image. Motion analysis can be categorized into four cases,
•

Still camera, single moving object, and constant background

•

Still camera, multiple moving objects, and constant background

•

Moving camera, relatively constant scene

•

Moving camera, multiple moving objects.
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Motion estimation methods can be grouped into two categories. One uses feature
matching techniques to find corresponding features between two frames to obtain a sparse
motion field. The other one uses differential techniques based on spatial and temporal variations
of the image brightness to obtain a dense motion field. There is usually large camera or object
movement or long baseline between frames for ADAS applications. Differential techniques are
not suitable for ADAS because they only work well for very small movement. In this research,
we use the SYBA feature description and matching algorithm for the most challenging case, a
moving camera with multiple moving objects.
Motion vectors between two frames are calculated using SYBA feature matching. Motion
vectors are represented in polar coordinates (magnitude and orientation) for vehicle movement
classification. Depth analysis is performed by segmenting the motion field into different regions
based on the motion vector length. We show that polar coordinates and motion field
segmentation are advantageous for vehicle movement classification.
Four types of camera motion are very common in general driving scenarios. The motion
fields representing these motions are shown in Figure 6-1. A motion field is a result of the
vehicle’s movement such as forward, reverse or turn. When the car moves forward, the camera
imaging sensor approaches the scene (i.e. input image zooming in) and the motion vectors
diverge from the vanishing point. Similarly, when a car moves backward, the camera recedes
from the scene and the motion vectors converge to the vanishing point. When the car makes a
left or right turn, all motion vectors are close to parallel, as shown in Figure 6-1(c-d).
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(a)
(b)
(c)
(d)
Figure 6-1: Four types of camera motion (a) camera moves forward, (b) camera moves backward, (c) camera pans
to left, and (d) camera pans to right.

6.2

Motion Classification Results
Our motion classification and depth analysis methods were tested using two image

sequences from the KITTI dataset [78] and a new sequence captured in Provo, Utah. All
sequences were captured in different traffic scenarios and at different locations. As a result, these
image sequences have different light conditions, shadow presence, and different numbers of cars,
pedestrians, cyclists, bikers, and high slopes.
As explained earlier, SYBA feature matching was used to obtain the magnitude and
orientation of each motion vector between the corresponding feature points. The magnitude and
orientation were calculated as follows. A feature point location (x1, y1) in the previous frame was
matched to a feature point location (x2, y2) in the current frame. The magnitude (l) is the distance
between the two matching points. The orientation (θ) is the angle between the motion vector and
the vertical axis on the image with 0 degree pointing up and the positive angle increasing in the
clockwise direction and negative angle increasing in the counter clockwise direction.
Figure 6-2(a) shows a typical motion field that represents the orientation in degrees.
Figure 6-2(b) is the zoomed-in detail of the highlighted red rectangle region shown in Figure
6-2(a). The green crosses in Figure 6-2(a) indicate the feature point locations in the previous
frame and the red circles indicate the matching feature in the current frame. The yellow line
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connecting a green cross to its corresponding red circle represents the length of the motion
vector. The orientation of most of the motion vectors shown in Figure 6-2(a) is around -90
degrees according to our definition. This motion field represents a right turn motion, which has
most of the motion vectors pointing to the left and approximately -90 degrees from vertical.

(a)

(b)
Figure 6-2: (a) An example of a motion vector with orientation (original size). (b) Red rectangle is cropped and
zoomed in to highlight the orientation details.
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Our motion classification algorithm is based on a statistical analysis of motion vector
orientation distribution. We divide the motion field into left and right halves. A 1D histogram of
the motion vector orientation is constructed for each half. For a right turn motion as shown in
Figure 6-3(a), the majority of motion vector orientations in both left and right halves are close to
-90 degrees. Figure 6-3(b) shows that the left and right histograms peak at around -90 degrees.
Depth analysis is performed by segmenting the motion field into different regions based on the
length of motion vectors. Figure 6-3(c) shows the motion vector length segmentation result.
Motion vectors near the camera having the largest movement are segmented and shown in red.
The furthest regions (least movement) are highlighted in blue. This depth analysis provides a
rough estimate of the 3D scene and can be used for time to impact or obstacle detection.

(a)
(b)
(c)
Figure 6-3: Experiments on a newly captured sequence. (a) Feature points from the previous frame (green crosses)
are matched to feature points in the current frame (red circles). (b) Both left and right histograms peak at around 90 degrees indicating a right turn motion. (c) Motion vectors near the camera have the largest movement (red
regions). The furthest regions (least movement) are highlighted in blue.

Figures 6-4 - 6-6 show results from the same sequence for a left turn motion, approaching
and receding sensor. For the left turn motion (Figure 6-4), both left and right histograms peak at
approximately 90 degrees. For the sensor approaching motion (Figure 6-5), the majority of
motion vectors in the left half of image have a negative motion vector orientation and the
majority of motion vectors in the right half of image have a positive motion vector orientation. It
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is the opposite for the sensor receding motion (Figure 6-6), positive motion vector orientation in
the left half and negative motion vector orientation in the right half of the image.

Figure 6-4: Motion classification and depth analysis results of a left turn motion.

Figure 6-5: Motion classification and depth analysis results of a camera approaching motion.

Figure 6-6: Motion classification and depth analysis results of a camera receding motion.

Two KITTI sequences were tested in the same manner. Feature matching results using the
SYBA descriptor are shown in Figures 6-7 (a-b) and 6-8 (a-b). As shown in the figures, feature
points from the previous frame (green crosses) are matched to feature points in the current frame
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(red circles). As explained previously, the motion direction is classified based on the statistical
analysis of motion vector orientation.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 6-7: Experiment on the KITTI dataset caes-1. (a-b) Feature points from the previous frame (green crosses)
are matched to feature points in the current frame (red circles). Based on motion vector orientation, the direction of
the camera is classified as right turn (c) and approaching (d). (e-f) Motion vectors near the camera have the largest
movement (red regions). The furthest regions (least movement) are highlighted in blue.

92

(a)

(b)

(c)

(d)

(e)
(f)
Figure 6-8: Experiment on the KITTI dataset case -2. (a-b) Feature points from the previous frame (green crosses)
are matched to feature points in the current frame (red circles). Based on motion vector orientation, the direction of
the camera is classified as right turn (c) and left turn (d). (e-f) Motion vectors near the camera have the largest
movement (red regions). The furthest regions (least movement) are highlighted in blue.

6.3

Discussion
In this chapter, we have showed that the SYBA descriptor provides high feature matching

accuracy for ADAS - automatic motion classification so that polar representation of motion
vectors can be calculated. Once polar representation of motion vectors are calculated, statistical
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analysis can be performed to classify the motion and estimate the depth information for the 3D
scene. Depth analysis is performed by segmenting the motion field into different regions based
on the length of motion vectors. The depth information can be used for time-to-impact
calculation or obstacle detection in ADAS.
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7

7.1

APPLICATION: VISUAL ODOMETRY DRIFT REDUCTION USING SYBA
DESCRIPTOR AND FEATURE TRANSFORMATION

Motivation
Visual Odometry (VO) is the process of egomotion estimation using only the input of

imagery from a single camera or multiple cameras. It is also a prerequisite to and/or pre-step for
many robotic vision applications, including simultaneous localization and mapping (SLAM) [87,
88], visual servoing [89], spacecraft attitude control [90], and structure from motion [91]. VO
has been successfully applied to fields such as space exploration (computing the egomotion of
Mars exploration rovers [14, 92]), consumer hardware (e.g. the Dacuda scanner mouse [93]), and
automotive industry [77].
In VO, the pose of a robot or vehicle is estimated by examining the changes that motion
induces on the images from its onboard cameras [94]. To find the pose of a robot or vehicle
equipped with cameras, the following conditions should be satisfied: sufficient illumination in
the environment, static scene, enough texture, and sufficient scene overlap between frames.
In comparison with wheel odometry, VO is not affected by wheel slippage in slippery or
uneven terrain or other abnormal conditions. VO provides more accurate trajectory estimates
than wheel odometry [94]. The relative localization task is usually performed using imprecise
wheel speed sensors and inertial measurement units (IMUs) [95] or expensive high-accuracy
IMUs [96]. The advantages of VO include lower-cost camera devices, compact size, and highly
informative data streams about the surrounding environment which allows for higher precision
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estimation of the robot or vehicle pose. VO is an excellent complement to wheel odometry or
other navigations systems such as a global positioning system (GPS), IMUs, or laser odometry
[77, 94].
Applications such as unmanned vehicle navigation require the estimation of the position
relative to its environment. A typical solution uses IMUs to determine the rotation and the
acceleration of a vehicle in combination with GPS sensors to compensate for drift and errors
resulting from the IMUs. But in GPS-denied environments such as underwater, space, indoors, or
aerial, VO has great value.
In this chapter, we describe the development of a new algorithm to reduce estimation
drift over time while maintaining high inter-frame motion accuracy. Our method uses the newly
developed SYBA5×5 descriptor without an affine adaptation process as explained in Chapter 3,
to obtain accurate feature correspondences. Instead of performing the feature matching task
using only two adjacent frames (e.g., [15, 97]), we propose a sliding window approach with a
computationally simple technique. It includes a feature transformation procedure that uses the
sample mean of the matched feature point and the transformed feature point to compute the pose
of the camera. This helps to improve the estimate of 3D feature projection and minimize camera
motion estimation drift over a long image sequence.
We evaluate our proposed approach and compare it with the Geiger et al. Monocular and
Stereo VO algorithms [78] using the Karlsruhe dataset and the KITTI dataset with the ground
truth. The Monocular and Stereo VO algorithms are chosen for comparison because they too rely
only on visual information to obtain VO trajectory without using the information from IMU or
other sensors. They are widely cited in the literature and used as benchmarks. The remainder of
this chapter is organized as follows: Section 7.2 discusses the related work. Section 7.3 outlines
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our improvements on the visual odometry algorithm. Section 7.4 discusses the performance of
our algorithm in a variety of real-world outdoor environments on the old Karlsruhe dataset and
the well-known KITTI benchmark dataset. Section 7.5 concludes and summarizes our findings.

7.2

Related Work
The first approach for the estimation of camera motion from visual data was established

by Moravec [98] for a structure from motion application in 1980. Since then, a variety of
methods have been proposed in the literature. Most of them rely on inter-frame feature matching
using feature detectors and descriptors. In the literature, detectors/descriptors such as Scale
Invariant Feature Transform (SIFT) [32], Speeded-UP Robust Features (SURF) [34], Features
from Accelerated Segment Test (FAST) [99], and Harris [22] are used for camera pose
estimation. Alcantarilla et al. used dense scene flow [100] and Pollefeys et al. used KanadeLucas-Tomasi (KLT) [101], for feature tracking. The bucketing technique [102] helps to
distribute the features more uniformly on the image space, which can be used to improve the
optimization result [17, 96].
VO is a technique that estimates the camera path incrementally either using single or
multiple cameras. The errors introduced and accumulated from each new frame-to-frame motion
is called ego-motion drift. It is important to keep drift as small as possible for VO. Well-known
methods for drift reduction are SLAM and Bundle Adjustment (BA). The idea behind the SLAM
algorithms [18, 19, 103] is to reduce the ego-motion drift by detecting loop-closure when the
same scene occurs more than once. Davison et al. first proposed a SLAM method called
monoSLAM which uses only a single camera [18]. Davison's work was advantageous because it
accounts for repeatable localization after an arbitrary amount of time. Civera et al. proposed
inverse depth parameterization to describe feature points in order to solve the depth estimation
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problem caused by parameterization of feature points in monoSLAM [20]. After that, Civera et
al. further proposed one-point RANSAC within the Kalman filter that uses the available prior
probabilistic information from the filter in the RANSAC model-hypothesis stage [13].
When using BA techniques for VO, only camera poses and the position of features over a
number of recent frames are optimized [104]. A small number of frames are usually used [105]
for real-time applications. As a result of using BA, the computational cost increases rapidly with
an increase of the number of frames [94]. It is obvious that VO drift can be reduced through
fusion with other positioning or motion sensors such as GPS [101], absolute orientation sensor
[106], or IMUs [105, 107-108] to improve camera position and orientation accuracy. This
research work focuses only on the development of a new VO algorithm for ego-motion drift
reduction without using any other sensor information. This new algorithm like others can be
integrated with other sensors to provide an absolute measurement of camera movement.
Our new monocular vision-based method differs from previous work due to the use of a
novel feature descriptor and a sliding window approach. It uses the sample mean of the matched
feature and transformed feature to reduce the drift. Additionally, our proposed feature descriptor
SYBA and drift reduction technique are simple and can be easily incorporated into real-time
visual odometry applications.

7.3

Application of SYBA Descriptor to VO
Visual odometry is a dead-reckoning method. It calculates the vehicle location by

estimating the direction and distance traveled instead of recognizing landmarks. It is therefore
prone to cumulative error that is usually caused by mismatching features and small baseline
motion. Small baseline motion is sensitive to noise especially for outdoor applications. It makes
the triangulation poorly conditioned [109]. As mentioned earlier, one of the solutions to this
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problem is to use bundle adjustment (BA). For BA algorithms, the computational cost increases
with an increase in the number of frames used for the calculation [17]. We propose to use a
sliding window approach with a new feature transformation technique to overcome the problem
of small baseline motion without increasing processing time and complexity. This new approach
uses feature transformations to refine a tracked feature's position over the subsequent frames to
reduce the tracking error and, consequently, the ego-motion drift.

7.3.1

VO Algorithm
The geometry estimation part of the VO is usually classified into monocular and stereo

approaches. Although the focus of this work is on a monocular system, the proposed approach
can be easily adapted for a stereo system. For the experiments, three different variants of our
algorithm have been developed and implemented. One is computed with two consecutive frames
(i.e. Ik-1 and Ik), called "Segment only". Two other variants are computed with a sliding-window,
called “Slider 2” (i.e. Ik-1 to Ik+1) and “Slider 3” (i.e. Ik-1 to Ik+2), respectively. For the simplicity
of explanation, our monocular VO algorithm with two consecutive frames (Segment only) is
discussed in this section and summarized in Algorithm 1.

Slider 2 and Slider 3 can be

implemented in the same manner by skipping one frame and two frames, respectively.
Feature points are first extracted from the input frame. As mentioned in Section 3.2,
feature matching is performed using the SYBA descriptor between frame Ik-1 and Ik. The
essential matrix between these two frames is computed using feature correspondences. The
essential matrix is then decomposed into rotation (Rk) and translation matrices (tk). A new feature
transformation technique is performed (explained in Section 7.3.2) to reduce the ego-motion
drift. Camera motion between time k-1 and k is rearranged in the form of the rigid body
transformation 𝑃𝑘 ∈ 𝑅 4×4 :
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(7-1)

where 𝑅𝑘 ∈ 𝑅 3×3 is the rotation matrix and 𝑡𝑘 ∈ 𝑅 3×1 the translation vector. The set 𝑃1:𝑛 =

{𝑃1 , 𝑃2 , . . , 𝑃𝑛 } contains the camera motion in all subsequent frames. At last, the current camera
pose Cn can be computed by concatenating all transformations Pk (k = 1, .., n). Therefore, Ck =

Ck-1Pk, with C0 being the camera pose at k = 0.
Algorithm 7-1: VO computation steps
1. Input the new frame Ik
2. Extract and match features between Ik-1 and Ik using SYBA descriptor (as explained in Section 3.2)
3. Compute the essential matrix for image pair Ik-1, Ik
4. Decompose the essential matrix into Rk and tk
5. Performed drift reduction (Explained in Section 7.3.2)
6. Concatenate transformation by computing Ck = Ck-1Pk
7. Repeat steps 1 to 6 for all image frames.

The same procedure is used for Slider 2 and Slider 3 implementations. For Slider 2, the
previous frame Ik-1 and the next frame Ik+1 are considered for SYBA feature matching and drift
reduction implementation, whereas, for Slider 3, the next frame is Ik+2. The baseline between
frames is determined by the distance traveled, over two frames and three frames for Slider
implementations. There is a tradeoff between the estimation accuracy and baseline. If the two
frames are taken far apart (i.e. long baseline), a small feature mismatch will not result in a large
motion estimation error but may be difficult to find enough matching feature pairs due to the
small overlapping area between frames. Conversely, it is easier to find matching feature pairs
with a short baseline due to a large overlapping area but motion estimation is more sensitive to
feature mismatch.
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7.3.2

Drift Reduction by Feature Transformation
Frame to frame feature matching and tracking is a dead-reckoning process. Camera

motion estimation accuracy is affected by error accumulation. Feature matching process requires
the detection of a feature in the first frame and matching it to its corresponding feature in the
second image. The same process is carried out from frame to frame for the entire sequence.
Each feature matching step could add a cumulative error to the feature position. This cumulative
error propagates through image frames and affects the accuracy of camera motion estimation.
Feature matching error is manifested in camera motion estimation error.
The drift reduction technique proposed in this paper improves on the Badino et al.
method [17]. In Badino et al. method, feature matching is performed first. Feature points are then
transformed and appended with matched features over multiple frames to estimate camera
motion. This method has two drawbacks. Appending features over multiple frames increases the
use of the same correspondences, and if feature mismatches occur they will be transformed over
multiple frames. Our method is different from Badino et al. A matched feature point is
transformed to the next frame and the sample mean between the matched point and the
transformed point is used for camera motion estimation. Our method uses only the next frame to
transform features and does not append any feature points.
Consider that there are n numbers of feature points in the previous frame. These n feature
points are matched to features in the next frame using the SYBA algorithm. The corresponding
feature pairs are used to compute a transformation matrix (fundamental matrix). The same n
feature points from the previous frame are transformed into the current frame using this
transformation matrix. The sample means of the matched feature points and the transformed
feature points are calculated and used for final camera pose estimation.
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Figure 7-1: Example of feature transformation and motion estimation.

Figure 7-1 illustrates the proposed procedure. Only one feature point is shown in Figure
7-1 to avoid confusion. At Frame Ik-1, a feature (blue circle) is first detected and then matched to
the corresponding feature (orange circle) in Frame Ik using the SYBA descriptor and matching
algorithm. The initial estimate of camera motion (Rk and tk) between Frames Ik-1 and Ik is
obtained by using all available corresponding pairs between the two frames. The original feature
point (blue circle) in Frame Ik-1 is then transformed to Frame Ik (red square) using the estimated
initial rotation matrix (Rk) and translation vector (tk). Because of the noise or feature matching
inaccuracy, the matching feature (orange circle) and the transformed feature location may not
coincide. The difference between the matched feature point (orange circle) and the transformed
feature point (red square) in Frame Ik (i.e., difference between the circle and the square) is
calculated. If the difference is larger than a set threshold, the feature point (i.e. circle and square)
is discarded. This step will help to remove any feature mismatches and help to avoid transferring
this error to future frames. The sample mean position (blue diamond) is calculated between the
matched feature (orange circle) and the transformed feature (red square) on Frame Ik, and this
new feature position is included in the camera pose estimation. This step helps to reduce the
error when matched feature point and transformed feature point are at different location.
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The mean feature point (blue diamond) in Frame Ik is then tracked in Frame Ik+1 (orange
circle) with the SYBA descriptor and matching algorithm. The same transformation procedure is
executed to calculate the transformed feature point (red square) in Frame Ik+1.

The

correspondence is now established between Frames Ik and Ik+1 (solid and dotted lines). The
sample mean is then calculated, which gives the new mean feature point (blue diamond). The
same process is then replicated for all frames. The computational complexity of our proposed
algorithm is only the minimal time required to transform all features from the previous frame to
the next frame and the time required to calculate the sample mean of the features.

7.4

Experimental Results
The proposed method was evaluated by using publicly available real-world datasets from

the Karlsruhe Dataset [110] and from the newer KITTI benchmark suite [78]. Both datasets were
captured in different traffic scenarios, around the city of Karlsruhe, Germany. In the old
Karlsruhe Dataset, the sensor used for data recording consisted of two grayscale video cameras
(Point Grey Flea2, 10 Hz, 1392×512 pixel resolution) and a GPS/IMU INS (OXTS RT 3003,
100 Hz). Whereas in the KITTI dataset, the same data recording system was used along with two
color video cameras (Point Grey Flea2, 10 Hz, 1392×512 pixel resolution), and a laser scanner
(Velodyne HDL-64E). The three variants of the proposed method and Monocular VO by Geiger
et al. only used the input of a single grayscale image sequence, while the Stereo VO algorithm by
Geiger et al. used a grayscale stereo pair.
The differences between the two datasets are the ground truth format and the length of
the image sequences. The old Karlsruhe dataset provides GPS/IMU coordinates x, y, and z and
yaw, pitch, and roll absolute values as the ground truth. The KITTI sequence provides the 12
parameters of the camera position (3×3 rotation matrix and 3×1 translation vector) with respect
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to the initial location for each frame. We computed the relative transformation between two
frames starting from the initial location.
In the experiments, the SYBA description and matching algorithm was used along with
drift reduction technique explained in Section 7.3.2. Most research works reported in the
literature use two methods to perform qualitative analysis. First, the relative error in distance is
calculated as the absolute difference between the length of the ground-truth path and the length
of the VO path divided by the length of the VO path. The relative error measures the difference
between the calculated length of VO path and the actual distance traveled. Second, root mean
square error (RMSE) is calculated based on each position transformation matrix (Pk). The RMSE
matrix indicates the sample standard deviation of the transformation difference between the
ground truth and the visual odometry result. RMSE provides a very good measurement of the
average error in the entire image sequence to determine the algorithm’s frame-to-frame
performance.
The relative error alone is not able to evaluate the performance very well because it only
evaluates the accuracy of the distance traveled. The relative error could end up to be very small
(distance measured is close to the ground truth) with a completely wrong path. The RMSE
measures the individual frame-to-frame accuracy and provides a better evaluation of overall
performance. Besides these two, we propose to add a third method to measure the distance
between the calculated end point and the actual end point.
The three variants of the proposed method are compared with (1) the ground truth
obtained using GPS and IMU and (2) monocular and stereo visual odometry proposed by Geiger
et al. [110]. As mentioned earlier, monocular and stereo VO proposed by Geiger et al. do not use
any sensor information to obtain VO trajectories. Therefore, results from other methods reported
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in the literature using IMU or information from other sensors cannot be compared fairly. Also
Geiger et al. algorithms are widely cited in the literatures and provide good performance
benchmarks.

7.4.1

Experiments Using the Old Karlsruhe Dataset
Three sequences from the old Karlsruhe dataset were selected for our experiments. They

were sequences 23 and 51 dated 03/09/2010 and 41 dated 3/04/2010 that have 112, 485 and 449
frames, respectively. These sequences were recorded at the different times of the day under
different lighting and environment conditions. Sequences 23 and 51 contain pedestrians, cyclists,
and cars, whereas, sequence 41 was recorded on a highway. They all have different lighting
conditions and shadow patterns.
Table 7-1(a) shows the relative error in distance and the end point difference (EPD) on
the old Karlsruhe dataset. Each sequence is compared against the ground truth to determine their
relative error. As shown in Table 7-1(a), all methods obtained comparable results but Slider-2
had the lowest relative error and shortest end point difference of all methods. For example, for
Sequence 41, Slider-2 reported 0.47% in relative error and was only 4.7802m from the true end
point after a 168.13m route. Mono-VO, on the other hand, had the lowest accuracy, 1.26% in
relative error and 12.5443m from the true end point. Slider-2 performed the best for all three
sequences.
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Table 7-1: (a) Relative Error Measurement on the old Karlsruhe dataset.
Seq.

Configuration
Distance Environ(m)
ment

Relative Error in Distance (%) and End Point Difference (EPD)
Segment

Slider - 2

Slider - 3

Mono -VO

Stereo-VO

41

168.13

Highway

1.0295

6.9589

0.4788

4.7802

0.6430

5.2578

1.2645

12.5443

1.1895 14.8500

23

77.74

Urban

0.3799

2.1615

0.2533

1.9418

0.5444

2.2120

0.9090

3.8857

1.2986

3.1504

51

286.38

Urban

4.0072

8.0613

1.9038

7.3753

2.3030

7.6091

4.1631

10.7582

4.4245

8.8550

(b) The RMSE on three sequences. Comparisons between Segment, Slider-2, Slider-3, Mono - VO and StereoVO.
Sequence 41

Rotation
0.1083 0.0033 0.0640

Segment 0.0032 0.0002 0.0052
0.0640
0.0765
Slider-2 0.0021
0.0453
0.0764
Slider-3 0.0021
0.0452
0.0766
Mono
0.0484
VO
0.0548
0.0765
Stereo
0.0022
VO
0.0452

0.0055
0.0022
0.0001
0.0037
0.0022
0.0001
0.0037
0.0466
0.0028
0.0390
0.0023
0.0002
0.0040

0.1081
0.0453
0.0036
0.0764
0.0452
0.0035
0.0763
0.0563
0.0367
0.0764
0.0452
0.0038
0.0763

Root Mean Square Error (RMSE)
Translation

0.7059
0.0546
0.2858
0.3606
0.0300
0.2175
0.3641
0.0303
0.2320
4.5689
5.5289
19.1998
0.4971
0.0416
0.2181

Sequence 23

Rotation
0.2890
0.0425
0.1806
0.2890
0.0428
0.1808
0.2877
0.0423
0.1798
0.3556
0.0631
0.2254
0.2884
0.0442
0.1796

0.0454
0.1407
0.0775
0.0456
0.1407
0.0775
0.0452
0.1400
0.0771
0.0670
0.1956
0.1147
0.0470
0.1382
0.0807

0.1818
0.0792
0.3058
0.1818
0.0791
0.3058
0.1809
0.0788
0.3044
0.2309
0.1167
0.3817
0.1828
0.0821
0.3046

Translation
0.4987
0.1443
0.2844
0.4964
0.1450
0.2761
0.4969
0.1611
0.3208
0.9406
0.2862
0.6635
0.6565
0.2013
0.4818

Sequence 51

Rotation
0.2353
0.0721
0.1287
0.2569
0.0714
0.1411
0.2566
0.0713
0.1409
0.4864
0.0878
0.1868
0.3494
0.1012
0.1934

0.0798
0.2641
0.1480
0.0803
0.2640
0.1480
0.0802
0.2637
0.1478
0.1108
0.2644
0.1499
0.1130
0.3733
0.2099

Translation

0.1224 0.8259
0.1519 0.5756
0.3126 0.9893
0.1356 0.5939
0.1525 0.4169
0.3299 0.6792
0.1354 0.5981
0.1523 0.4163
0.3295 0.6922
0.1744 10.2720
0.1635 4.1724
0.5331 14.7647
0.1848 1.1580
0.2159 0.8107
0.4551 1.3889

Table 7-1(b) shows the RMSE associated with the twelve estimated parameters (3×3
rotation matrix and 3×1 translation matrix). We highlighted the translation parameters in the x
and z directions in bold italics in Table 7-1(b), because they represent the significant parts of the
camera motion and can best represent the performance. The reconstructed paths for all three
sequences are shown in Figure 7-2(a-c). Figure 7-2(d-f) shows the number of inliers (after
removed mismatch pairs) over the entire sequences using Segment, Slider-2, and Slider-3.
Regardless of the different environmental conditions, the SYBA descriptor was able to find
sufficient feature matching pairs in these sequences to determine accurate camera poses.
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(a) Reconstructed path (Sequence 41) (b) Reconstructed path (Sequence 23) (c) Reconstructed path (Sequence 51)

(d) Number of inliers (Sequence 41)

(e) Number of inliers (Sequence 23)

(f) Number of inliers (Sequence 51)

Figure 7-2: Reconstructed paths on the old Karlsruhe dataset comparison to the GPS/INS ground truth. The black
color square is the starting point. (d-f) The number of inliers using the three variants of the proposed method over
the sequence.

7.4.2

Experiments Using the KITTI Dataset
The KITTI dataset consists of 22 image sequences. We selected 2 country, 3 urban, and 3

country and urban mixed sequences for our experiments and qualitative analysis. All these
sequences were recorded at different times of the day and at a variety of locations that include
different lighting conditions, shadow presence, and different numbers of cars, pedestrians,
cyclists and bikers as well as paved winding road with high slopes.
Table 7-2 shows the results from the KITTI dataset. Slider-2 had the lowest relative error
and smallest end point difference of all methods for all 8 cases. In Case 3, Mono-VO had a very
low relative error (0.2992%) but its end point difference was the worst (128.6m).
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Table 7-2: Relative Error Measurement on the KITTI Dataset.
Case

Configuration
Distance

Environment

Relative Error in Distance (%) and End Point Difference (EPD)
Segment

Slider - 2

Slider - 3

Mono -VO

Stereo-VO

1

558.67 Country

0.3947

8.8566

0.2830

6.1074

0.1811

6.8290

44.7308 160.840

6.7982 39.5400

2

385.46 Country

0.6873

3.9835

0.0645

2.3125

0.0982

2.4803

49.6110 120.984

6.3451 19.8500

3

2199.14

Urban

3.9923 49.5372

1.9180 33.0134

3.1245 44.4816

0.2992 128.577

6.5651 52.3185

4

694.37

Urban

0.4822

9.3215

0.3845

8.5657

0.1918

7.3215

3.4431 12.0968

6.0926 10.2937

5

1228.59

Urban

2.9848 15.0489

0.4273

1.8001

2.9436 207.148

17.3283 31.2612

6.4599 21.8643

6

3209.63

Urban+
Country

5.0965 28.6343

0.2698 15.9835

4.1638 28.3710

6.8845 305.050

6.0486 29.7111

7

1698.84

Urban+
Country

2.7115 24.2681

0.1013 17.9551

0.6596 18.5348

13.0740 24.5412

6.2188 26.2460

8

917.34

Urban+
Country

2.2806 13.8026

0.7241

1.5221 13.8026

14.4436 64.9771

6.0152 41.1047

4.2419

We further analyzed the performance for each case using RMSE. Tables 7-3 - 7-6 show
the RMSE associated with the twelve estimated parameters (3×3 rotation matrix and 3×1
translation matrix). Again, we highlighted the translation parameters in the x and z directions in
bold italics to stress the correctness of the algorithms. The proposed methods (using the SYBA
descriptor) outperformed both Mono and Stereo VO algorithms. The reconstructed trajectories
are shown in Figures 7-3(a) - 7-10(a) to provide a visual comparison of the five algorithms. In all
figures the black colored square is the starting point. We divided the eight cases into four groups
for analysis.

A. Case 01 and Case 02 (Country environment):
In Case 01 and Case 02, the lengths of trajectory are approximately 558 m and 285 m,
respectively. In both cases, there are cars moving across and in front of the camera for a long
period of time and shadows cast by the trees. The reconstructed paths for Case 01 and Case 02
are shown in Figures 7-3(a) and 7-4(a), respectively. The SYBA descriptor was able to find
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sufficient feature matching pairs in these sequences to determine accurate camera poses. Figures
7-3(b) and 7-4 (b) show the number of inliers over the entire sequences for Segment, Slider-2,
and Slider-3. Both figures show that the Segment Only (i.e. consecutive frames) found more
feature matching pairs than the two slider methods. This is because Segment method used only
two adjacent frames and in general has a larger overlapping area than the slider methods that
track features over multiple frames. Even with fewer inliers, both slider methods performed
better than the Segment method as shown in Tables 7-2 and 7-3.

This is because the slider

methods have longer baselines than the Segment Only method. Table 7-3 shows the RMSE
errors for these two cases. In general, our methods performed much better than Mono-VO (all 12
parameters) and comparable with or slightly better than Stereo-VO. This performance is
impressive because all three of our methods are monocular.

(a)
(b)
Figure 7-3: (a) Reconstructed path of KITTI Case 01. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground truth.
(b) Number of inliers in Segment, Slider -2, and Slider -3 over 801 frames.
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(a)
(b)
Figure 7-4: (a) Reconstructed path of KITTI Case 02. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground truth.
(b) Number of inliers in Segment, Slider -2, and Slider -3 over 271 frames.

B. Case 03 and Case 04 (Urban Environment):
Both Case 03 and Case 04 have a longer trajectory than Cases 01 and 02. The
reconstructed paths for Cases 03 and 04 are roughly 2199 m and 694 m long, respectively. Case
03 is from an urban environment with pedestrians, bikers, and moving cars. In addition, this

Table 7-3: The RMSE in KITTI Case -01(a) and Case -02(b). Comparisons of Segment, Slider-2, Slider-3,
Mono - VO and Stereo-VO.
(a) KITTI case 01

(b) KITTI case 02

Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0024 0.0011
0.0095
0.0080
Segment 0.0024 0.0000 0.0025
0.0011 0.0025 0.0000
0.0358
0.0000 0.0005 0.0002
0.0119
0.0096
Slider-2 0.0005 0.0000 0.0005
0.0002 0.0005 0.0000
0.0133
0.0000 0.0007 0.0003
0.0169
0.0135
Slider-3 0.0007 0.0000 0.0006
0.0003 0.0006 0.0000
0.0178
0.0598 0.0203 0.1040 38.2287
4.1518
Mono VO 0.0116 0.0038 0.0288
0.1053 0.0236 0.0632 20.9380
0.0000 0.0023 0.0011
0.0097
0.0083
Stereo VO 0.0023 0.0000 0.0025
0.0011 0.0025 0.0000
0.0521

Segment
Slider-2
Slider-3
Mono VO
Stereo VO
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Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0016 0.0004
0.0097
0.0016 0.0000 0.0015
0.0116
0.0004 0.0015 0.0000
0.0849
0.0000 0.0005 0.0002
0.0142
0.0005 0.0000 0.0003
0.0142
0.0002 0.0003 0.0000
0.0331
0.0000 0.0008 0.0003
0.0202
0.0008 0.0000 0.0005
0.0209
0.0003 0.0005 0.0000
0.0482
0.0000 0.0021 0.0007
0.0111
0.0021 0.0000 0.0015
0.0155
0.0007 0.0015 0.0000
0.5463
0.0000 0.0016 0.0004
0.0097
0.0016 0.0000 0.0015
0.0104
0.0004 0.0015 0.0000
0.1079

sequence has strong shadows from the buildings. In Case 04, sequence has narrow streets and
strong shadows with a lot of cars moving across and in front of the camera. The reconstructed
paths for Case 03 and Case 04 are shown in Figures 7-5(a) and 7-6(a), respectively. Even though
Mono-VO obtained the smallest relative error for Case 03 as shown in Table 7-2, its RMSE error
(shown in Table 7-4) was much higher than other methods. As shown in Figure 7-5(a), its end
point was the farthest from the true end point. In both Cases 3 and 4, comparing RMSE, our
methods using SYBA feature matching worked better than Mono-VO and Stereo-VO. Figures
7-5(b) and 7-6(b) show the number of inliers from SYBA over 2761 and 1101 frames,
respectively. The overall performance of Slider-2 is better in Case 03 and Slider-3 performed
better in Case 04.

(a)
(b)
Figure 7-5: (a) Reconstructed path of KITTI Case 03. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground
truth. (b) Number of inliers in Segment, Slider -2, and Slider -3 over 2761 frames.
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(a)
(b)
Figure 7-6: (a) Reconstructed path of KITTI Case 04. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground
truth. (b) Number of inliers in Segment, Slider -2, and Slider -3 over 1101 frames.

Table 7-4: The RMSE in KITTI Case -03(a) and Case -04(b). Comparisons between Segment, Slider-2, Slider-3,
Mono - VO and Stereo-VO.
(a) KITTI case 03

(b) KITTI case 04

Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0021 0.0014
0.0072
0.0068
Segment 0.0021 0.0000 0.0024
0.0014 0.0024 0.0000
0.0397
0.0000 0.0005 0.0006
0.0085
0.0083
Slider-2 0.0005 0.0000 0.0004
0.0006 0.0004 0.0000
0.0290
0.0000 0.0008 0.0009
0.0122
0.0118
Slider-3 0.0008 0.0000 0.0006
0.0009 0.0006 0.0000
0.0211
0.1782 0.0431 0.1690
5.0799
Mono VO 0.0671 0.0189 0.0412 36.4822
0.1610 0.0660 0.1612
7.0696
0.0000 0.0021 0.0014
0.0073
0.0067
Stereo VO 0.0021 0.0000 0.0023
0.0014 0.0023 0.0000
0.0623

Segment
Slider-2
Slider-3
Mono VO
Stereo VO

Root Mean Square Error (RMSE)
Rotation
Translation
0.0001 0.0022 0.0018
0.0085
0.0022 0.0000 0.0022
0.0066
0.0018 0.0022 0.0001
0.0132
0.0000 0.0005 0.0003
0.0097
0.0005 0.0000 0.0004
0.0075
0.0003 0.0004 0.0000
0.0109
0.0000 0.0007 0.0005
0.0136
0.0007 0.0000 0.0005
0.0113
0.0005 0.0005 0.0000
0.0178
0.5459 0.0530 0.0445 37.2417
0.0524 0.0064 0.0283 13.3639
0.0454 0.0270 0.5496 14.7205
0.0001 0.0022 0.0018
0.0086
0.0022 0.0000 0.0022
0.0064
0.0018 0.0022 0.0001
0.0486

C. Case 05 and Case 06 (Urban and Country Environment):
Case 05 was recorded in an urban environment with mostly rectilinear motion, left turns
and a few cars moving in the camera view. Case 06 is one of the longest image sequences in the
dataset with a combination of urban and country environments. The biggest challenge for this
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sequence is the shadow. The reconstructed paths for Case 05 and Case 06 are shown in Figures
7-7(a) and 7-8(a). In both cases, Slider -2 with SYBA feature matching outperformed other
methods.
Figures 7-7(b) and 7-8(b) show the number of inliers over the entire sequences. As shown
in Figure 7-7(a), Slider-3 did not perform well because there were insufficient feature matching
pairs for accurate camera pose estimation (Figure 7-7(b) near Frame #700). This was caused by a
sharp and fast left turn that reduced the size of overlapping region and the number of matching
feature pairs.

(a)
(b)
Figure 7-7: (a) Reconstructed path of KITTI Case 05. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground truth.
(b) Number of inliers in Segment, Slider -2, and Slider -3 over 1101 frames.

Even though Slider -2 outperformed the other methods in Case 06, its trajectory did not
follow the ground truth very well.

The main reason for this error is that, there were an

insufficient number of inliers as shown Figure 7-8(b) near Frame #1700. The small drift caused
by this feature matching inaccuracy greatly affected the rest of the trajectory. This drift occurred
at (-150, 0) in the x and z coordinates in Figure 7-8(a). This drift accumulated and remained in
the rest of the sequence. As shown in Figure 7-8(a), it affected the performance of all methods
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and the error was the smallest for Slider-2. Table 7-5 shows the RMSE in KITTI Case -05 in (a)
and Case -06 in (b).

(a)
(b)
Figure 7-8: (a) Reconstructed path of KITTI Case 06. The black colored square is the starting point. Comparison of
results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground truth.
(b) Number of inliers in Segment, Slider -2, and Slider -3 over 4071 frames.

Table 7-5: The RMSE in KITTI Case -05(a) and Case -06(b). Comparisons between Segment, Slider-2, Slider-3,
Mono - VO and Stereo-VO.
(a) KITTI case 05

(b) KITTI case 06

Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0014 0.0012
0.0088
0.0060
Segment 0.0014 0.0000 0.0019
0.0012 0.0019 0.0000
0.0532
0.0002 0.0013 0.0088
0.0960
0.0308
Slider-2 0.0011 0.0001 0.0018
0.0088 0.0017 0.0002
0.0551
0.0005 0.0018 0.0064
0.0538
0.0199
Slider-3 0.0019 0.0000 0.0012
0.0064 0.0012 0.0006
0.0862
0.0001 0.0026 0.0016
0.0152
0.0110
Mono VO 0.0026 0.0000 0.0019
0.0016 0.0019 0.0001
0.4330
0.0000 0.0014 0.0012
0.0089
0.0057
Stereo VO 0.0014 0.0000 0.0019
0.0012 0.0019 0.0000
0.0822

Segment
Slider-2
Slider-3
Mono VO
Stereo VO
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Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0024 0.0016
0.0153
0.0024 0.0000 0.0025
0.0307
0.0016 0.0025 0.0000
0.0513
0.0000 0.0006 0.0003
0.0190
0.0006 0.0000 0.0004
0.0428
0.0003 0.0004 0.0000
0.0222
0.0000 0.0008 0.0005
0.0270
0.0008 0.0000 0.0006
0.0605
0.0005 0.0006 0.0000
0.0814
0.0358 0.0068 0.0608 19.2662
0.0154 0.0019 0.0111
2.2049
0.0592 0.0178 0.0361 45.9158
0.0000 0.0024 0.0016
0.0153
0.0024 0.0000 0.0025
0.0308
0.0016 0.0025 0.0000
0.0587

D. Case 07 and Case 08 (Urban and Country Environment):
The reconstructed paths for Case 07 and Case 08 are shown in Figure 7-9(a) and Figure
7-10(a), respectively. The background scene changed from countryside to suburb environment
in Case 07. In Case 08, the vehicle moved on a road with high slopes and a number of trucks
and vans maneuvering in front of the camera, which makes this sequence challenging.
Nevertheless, Slider-2 still outperformed all other methods. Figures 7-9(b) and 7-10(b) show the
number of inliers for Segment, Slider-2, and Slider-3. The SYBA descriptor was able to find at
least 50 good feature matching pairs (inliers) on these sequences. As shown in Table 7-2 and
Table 7-6, the overall performance of Slider 2 was much better than other methods.

(a)
(b)
Figure 7-9: (a) Reconstructed path of KITTI Case 07. The black colored square is the starting point. Comparison
of results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground
truth. (b) Number of inliers in Segment, Slider -2, and Slider -3 over 1591 frames.
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(a)
(b)
Figure 7-10: (a) Reconstructed path of KITTI Case 08. The black colored square is the starting point. Comparison
of results with Segment, Slider-2, Slider-3, and monocular and stereo VO by Geiger et al. to the GPS/INS ground
truth. (b) Number of inliers in Segment, Slider -2, and Slider -3 over 1201 frames.

Table 7-6: The RMSE in KITTI Case -07(a) and Case -08(b). Comparisons between Segment, Slider-2, Slider-3,
Mono - VO, and Stereo-VO.
(a) KITTI case 07

(b) KITTI case 08

Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0020 0.0014
0.0102
0.0089
Segment 0.0020 0.0000 0.0020
0.0014 0.0020 0.0000
0.0382
0.0000 0.0006 0.0003
0.0135
0.0119
Slider-2 0.0006 0.0000 0.0004
0.0003 0.0004 0.0000
0.0351
0.0000 0.0009 0.0004
0.0187
0.0164
Slider-3 0.0009 0.0000 0.0006
0.0004 0.0006 0.0000
0.0552
0.0000 0.0028 0.0017
0.0166
0.0096
Mono VO 0.0028 0.0000 0.0020
0.0017 0.0020 0.0000
0.1588
0.0000 0.0020 0.0013
0.0101
0.0088
Stereo VO 0.0020 0.0000 0.0020
0.0013 0.0020 0.0000
0.0787

Segment
Slider-2
Slider-3
Mono VO
Stereo VO

Root Mean Square Error (RMSE)
Rotation
Translation
0.0000 0.0029 0.0017
0.0125
0.0029 0.0000 0.0031
0.0094
0.0017 0.0031 0.0000
0.0195
0.0000 0.0006 0.0003
0.0121
0.0006 0.0000 0.0005
0.0123
0.0003 0.0005 0.0000
0.0187
0.0000 0.0009 0.0004
0.0173
0.0009 0.0000 0.0007
0.0165
0.0004 0.0007 0.0000
0.0307
0.2930 0.0185 0.1614 111.5782
0.0824 0.0262 0.0445
6.9923
0.1401 0.0917 0.2850 12.4800
0.0000 0.0029 0.0016
0.0128
0.0029 0.0000 0.0031
0.0094
0.0016 0.0031 0.0000
0.0551

The feature transformation technique using Slider-2 worked better than Slider-3 and
Segment Only. When the car turns, two frames do not have enough overlapping region in Slider3, and as a result it was not able to find sufficient feature matching pairs. A similar problem may
be occurs with a larger sliding window size. Using a larger sliding window improves the
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estimation accuracy but fails when the vehicle makes sharp turns that reduce the number of
feature matching pairs.

7.5

Discussion
In this chapter, we have introduced a feature transformation technique using a sliding

window approach to reduce ego-motion drift while maintaining high motion estimation accuracy.
Our qualitative analyses demonstrated the effectiveness and robustness of our algorithm for
image sequences from different environments. The experimental results also show that the
SYBA descriptor worked very well with a variety of image deformations such as illumination,
blurring, shadows, and camera movement caused by pan and tilt. SYBA is able to create feature
descriptors without using complex computations that require floating-point operations. It is an
excellent candidate for hardware implementation for real-time vision applications. Our proposed
algorithm is computationally inexpensive and can be easily integrated into most VO approaches
that rely on accurate feature matching and tracking. In the future, we will integrate information
from other sensors with our feature transformation for 3D scene modeling and extend the scope
of our method to stereo visual odometry.
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8

8.1

CONCLUSION AND FUTURE DIRECTIONS

Conclusion
This dissertation focused on a fundamental computer vision problem: feature description

and matching. It included the development of two novel feature descriptors, PRO and SYBA; an
affine adaptation process to remove non-affine features; and improvements in real-time computer
vision algorithms using the SYBA descriptor.
We first introduced a new feature descriptor, named PRO, for feature point description
using basis dictionary images. We used sparse coding theory to create a basis image dictionary
for feature description. These basis images, although extracted from a spectrum of natural
training images, are found to uniquely describe features from different scenes for matching.
Secondly, to improve feature matching accuracy, an affine adaptation process was
developed. This pre-processing step removes non-affine features that are likely end up as
outliers, and thus reduces the number of comparisons during the feature-matching stage and
improves feature-matching accuracy. To validate this process, we ran feature matching tests
using our PRO descriptor with and without the affine adaptation process, and also comparing the
PRO descriptor with two versions of BRIEF descriptor on the Oxford and Idaho datasets.
Experimental results showed the PRO descriptor using affine features works very well for
features with significant affine transformations and large-scale change on the Oxford dataset.
The PRO descriptor with affine features provided better homography accuracy than other binary
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feature descriptors on the Idaho dataset. These experimental results show the advantage of using
affine features over regular features. Overall, the PRO descriptor works well with image
deformations such as compression artifacts, illumination variation, viewpoint change, and
blurring.
While the PRO feature descriptor provides an excellent choice for limited-resourcelimited platforms, its descriptor size and performance can be improved. We presented a new
descriptor called SYBA that is inspired by a new compressed sensing theory that helped address
these limitations. Compared with the original PRO descriptor, the SYBA descriptor requires a
smaller descriptor size, less computation time, and less memory to hold FRIs and SBIs. It also
achieved better accuracy in frame-to-frame feature matching that is required in many vision
applications.
To evaluate the performance the SYBA descriptor we ran feature matching tests
comparing the SYBA descriptor with affine and regular features, with two versions of the BRIEF
descriptor on the Oxford dataset, and a statistical T-test on the BYU feature matching dataset.
Experimental results using the SYBA descriptor with the affine adaptation process on the Oxford
dataset shows that it is beneficial to use the affine adaptation process for applications where
significant view point or large-scale change is expected. Results also showed that the SYBA
descriptor performed better than BRIEF, which currently is arguably the best binary descriptor in
the literature, on image deformations caused by illumination variation, image blurring, viewpoint
change, and compression. SYBA does require a slightly larger descriptor than BRIEF, but
provides better description and matching results.
We also tested the SYBA descriptor on different applications where feature matching is
required. In soccer ball tracking, experimental results showed that the SYBA descriptor provides
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accurate homography between frames. The accurate homography from the SYBA descriptor
helped register frames to the global view of the soccer field so that the absolute location of the
ball could be calculated.
For the unmanned aerial vehicle ground object tracking application, the SYBA descriptor
provided good feature matching accuracy to register image frames so that moving objects could
be detected by frame differencing. The experimental results demonstrated the effectiveness and
robustness of our algorithm and proved that the SYBA descriptor works very well even with
various image deformations.
For an advanced driver assistance system application, motion analysis was performed
using the SYBA descriptor. Lastly, for visual odometry application, the SYBA descriptor was
used for ego-motion drift reduction. A feature transformation technique was developed with a
sliding window approach to reduce ego-motion drift, while maintaining high motion accuracy.
Our qualitative analyses demonstrated the effectiveness and robustness of our VO algorithm for
video sequences captured in different outdoor environments.
From all of these experimental results, we conclude that the SYBA descriptor works very
well with image deformations such as illumination, compression, blurring, shadow, and camera
pan and tilt or viewpoint change. SYBA is an excellent candidate for hardware implementation
due to its ability to create a feature descriptor without using complex computations that require
floating-point operations. The main contributions of this work are summarized as follows:
•

Development of a real-time feature descriptor (PRO).

•

Use of an affine adaptation process that excludes non-affine features.

•

Development of the SYBA descriptor that reduces memory requirement and
computational time.
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•

Development of a uniqueness feature matching strategy.

•

Creation of the new BYU Feature Matching dataset for statistically analyzing feature
descriptors.

•

Improvement on soccer ball detection in broadcast soccer video using the SYBA
descriptor.

•

Performed image registration using the SYBA descriptor to create a global view of a
soccer field in broadcast game video.

•

Application of the SYBA descriptor algorithm for UAV ground objects detection.

•

Performed motion and depth analysis in an ADAS scenario.

•

Development of a computationally inexpensive drift reduction technique for ego-motion
estimation.

8.2

Future Directions
This section details some research ideas originating from the research work during the

past few years. They are listed as follows.
•

Implementation of the SYBA descriptor in hardware on FPGA: We have shown the
SYBA descriptor is efficient in description size, robust to a number of image
deformations, and use simple non-floating point computations. However, we have only
implemented it in software. The SYBA descriptor meets the requirements of resourcelimited systems because it has the ability to create a feature descriptor without using
complex computations that require floating-point operations and only require 648
operations as explained in Chapter 3. Therefore, it is important to check the feasibility of
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implementing the SYBA descriptor and matching algorithm on a low-resource FPGA
platform and to find the FPGA logic requirements.
•

Implementation of an affine adaptation process in hardware on an FPGA: From the
experimental results on the PRO and the SYBA descriptors with affine features, we have
shown that the descriptor with affine features performed better than the descriptor with
regular features. The affine adaptation process refines the initial feature list to remove
non-affine features that most likely end up as outliers. However, we have only
implemented it in software. In applications where significant viewpoint changes and
large-scale changes are expected an affine adaptation process could be used. Therefore, it
is important to check the feasibility of implementing the affine adaptation process on a
low-resource FPGA platform.

•

TreeSYBA: TreeBASIS creates a vocabulary tree structure using a sparse coding basis
dictionary to partition a training set of feature region images. A tree structure is
developed to reduce the number of comparisons at the matching stage and to reduce the
descriptor size. Similar to the TreeBASIS descriptor, TreeSYBA can be developed to
reduce the number of comparisons required, and to obtain an even smaller descriptor size.
From the proposed two sizes, SYBA30×30 is best suited for the creation of a tree
structure because the number of SBIs required for SYBA5×5 is not sufficient for tree
creation.

•

Structure from Motion (SfM): SfM is the process of estimating three-dimensional
structures from two- dimensional image sequences. In this process, the features matching
between frames and camera motion are used to reconstruct 3D positions. We have shown
that the feature transformation technique with the SYBA descriptor reduces the ego-
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motion drift. Therefore, a future extension is to design a SfM algorithm that uses the
feature transformation technique with the SYBA descriptor.
•

Event Detection and analyzing of other sports: We have shown that the SYBA
descriptor provides very good feature matching accuracy to calculate an accurate
homography between frames and our ball detection algorithm detects a ball's location
with very high accuracy. Sports such as American football, hockey, and basketball, where
enough texture information is available on the playfield for feature matching compare
with soccer ball. Therefore, a future extension is to design an automatic event detection
and analysis of sports like these.
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