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Abstract
Data fusion technologies are widely applied to support a real-time
decision making in complicated and dynamically changing environments. Due to the complexity in the problem domain, artificial intelligent algorithms, such as Bayesian inference and particle swarm
optimization, are employed to make the decision support system
more adaptive and cognitive. This dissertation proposes a new
data fusion model with an intelligent mechanism adding decision
feedback to the system in real-time, and implements this intelligent
data fusion model in two real-world applications.
The first application is designing a new sensor management system for a real-world and highly dynamic air traffic control problem.
The main objective of sensor management is to schedule discretetime, two-way communications between sensors and transponderequipped aircraft over a given coverage area. Decisions regarding
allocation of sensor resources are made to improve the efficiency
of sensors and communications, simultaneously. For the proposed
design, its loop nature takes account the effect of the current sensor model into the next scheduling interval, which makes the sensor management system able to respond to the dynamically changing environment in real-time. Moreover, the system design uses a
Bayesian network as the mission manager to come up with operating requirements for each region every scheduling interval, so that
the system efficiently balances the allocation of sensor resources
according to different region priorities. As one of this dissertation’s contribution in the area of Bayesian inferencing, the resulting
Bayesian mission manager is shown to demonstrate significant performance improvements in resource usage for prioritized regions
such as a runway in the air traffic control application for airport surfaces. This research work was supported by Sensis Corporation,
conducted in a collaborative fashion (1).
Due to wind’s importance as a renewable energy resource, the second application is designing an intelligent data-driven approach to
monitor the wind turbine performance in real-time by fusing multiple

types of maintenance tests, and detect the turbine failures by tracking the turbine maintenance statistics. The current focus has been
on building wind farms without much effort towards the optimization
of wind farm management. Also, under performing or faulty turbines cause huge losses in revenue as the existing wind farms age.
Automated monitoring for maintenance and optimizing of wind farm
operations will be a key element in the transition of wind power from
an alternative energy form to a primary form. Early detection and
prediction of catastrophic failures helps prevent major maintenance
costs from occurring as well. I develop multiple tests on several
important turbine performance variables, such as generated power,
rotor speed, pitch angle, and wind speed difference. Wind speed
differences are particularly effective in the detection of anemometer failures, which is a very common maintenance issue that greatly
impacts power production yet can produce misleading symptoms.
To improve the detection accuracy of this wind speed difference
test, I discuss a new method to determine the decision boundary
between the normal and abnormal states using a particle swarm
optimization (PSO) algorithm. All the test results are fused to reach
a final conclusion, which describes the turbine working status at the
current time. Then, Bayesian inference is applied to identify potential failures with a percentage certainty by monitoring the abnormal
status changes. This approach is adaptable to each turbine automatically, and is advantageous in its data-driven nature to monitor a
large wind farm. This approach’s results have verified the effectiveness of detecting turbine failures early, especially for anemometer
failures. This research work was collaborated with AWS Truepower,
Inc. (2).
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1
Introduction
1.1

Data Fusion for Decision Support

Data fusion technologies are widely applied to support real-time decision making in complex, dynamic environments, ranging from vehicular traffic control,
target classification and tracking to machine condition monitoring and weather
forecasting. The main role of such a decision support system is to aid the
operators to achieve the appropriate situation awareness state for their tactical decision-making activities, and to support execution of the resulting actions
(4). The information provided by the decision support system has an associated level of confidence or uncertainty, through the application of automated
algorithms and processes (5). For instance, in a multi-sensor environment,
the decision support system analyzes the sensor measurements using expert
knowledge to make decisions on target identities, situation assessment, and
threat assessment ensuring that the system is operating within defined boundary conditions. These decisions regarding the system conditions are seldom
based on a single measurement. More often, decisions are made on the analysis of multiple data sources either from similar types of sensors or from a
completely separate and different ones.
As with such complex multi-sensor systems, the communal information
needs to be structured and organized in order to be effective. The data fusion process combines data from multiple sensor sources, and gathers that
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information in order to achieve inferences, which are more efficient and potentially more accurate than if they were achieved by means of a single source.
Various classes of algorithms have been developed to implement data fusion in
the multi-sensor systems. The mature techniques include Bayesian inference,
fuzzy logic, swarm intelligence, pattern recognition using signal processing algorithms and multi-sensor multi-target tracking.
In addition, several types of data fusion models exist for combining sensor
data to support making decisions. Data fusion has its roots in the defence
research community of the early 1980’s. As a result the first data fusion models were either adapted from existing military process models or designed retaining a distinctly military flavor. More recently the use of data fusion has
broadened to include industrial, medical and commercial applications, so that
models have acknowledged this migration by reducing the military terminology. In the 1980’s, the JDL model and Boyd control loop were first used for
modeling the military command process, but have since been widely used for
data fusion systems. The 1990’s saw the introduction of the Waterfall model,
the Dasarathy model, and the Omnibus model, etc (6). A common theme of
these models is the prescription of multiple levels of processing within the data
fusion process itself. However, the models are differentiated by the amount
of processing applied to the sensor data before transmission to the fusion process, resolution of the data that is combined, and the location of the data fusion
process (7). The fusion model selected to combine sensor data depends on
the particular application.
With the increasing use of data fusion technologies for industrial and commercial problems, the data fusion model is required to be capable of optimally
responding to the dynamically changing system. In this dissertation, I propose
a new data fusion model which satisfies this requirement with an intelligent
mechanism returning the feedback to the system in real-time. This model is
extended from the Omnibus model (8), which is shown in Figure 1.1. The new
model overcomes some of the main limitations of this previous model while
capitalizing on its advantages. Figure 1.2 presents the layout of my data fusion
model, the Intelligent data fusion model. Compared to Figure 1.1, instead of
only processing the context of system to make decisions, a threat assessment
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is added into the new model to come up with a set of possible operation as soft
decisions based on the current situation, and also to analyze the advantages
and disadvantages of taking one course of action over another. This extra process task makes the decision support system more adaptive and reliable by
producing many different possible answers rather than only one.

Figure 1.1: The Omnibus data fusion model. This is a unified data fusion process model, which consists of four main process tasks: Observe, Orientate, Decide, and Act.

The Intelligent data fusion model consists of four main modules, same as
the Omnibus model. These modules are used to address the process tasks in
data fusion and its functional objectives, which are observe, orientate, decide
and act. The intelligent model also explicitly closes the loop by taking account
of the effect of decisions in the real world. This cyclic nature of my model
facilitates not only the clarification of task-level measures of performance but
system-level measures of effectiveness.
1. Observe: The raw sensor data is recorded and pre-processed at this
stage to describe the phenomenon being measured. Firstly, the data is
processed to attain a common spatial and time frame. It is called the data
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Figure 1.2: The Intelligent data fusion model, extended from the Omnibus
model by adding a threat assessment.

alignment. Then, the data is analyzed as association performed among
data units of the same variable and between data units of different variables, based on the degree of proximity among variables. For example,
when continuously monitoring wind turbine performance to detect failures at an early stage, both the measurements of generated power and
pitch angle are highly correlated to the wind speed, but uncorrelated to
each other. So, two individual tests of power and pitch angle are designed against wind speed, and executed separately to describe the turbine current working condition from two different perspectives. This data
pre-processing also includes object refinement. The object refinement is
concerned with the identification and estimation of continuous (e.g. location and velocity of aircraft) or discrete (e.g. behavior or attributes of
turbine performance) states of objects.
2. Orientate: At this stage, features are extracted by functions of the raw
or pre-processed measurement data. These functions are application-
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specific feature extractors. This feature extraction process is applied to
generate a minimum set of features that contain the maximum information relevant to the problem. Then, the features are fed into pattern processing, or pattern classification, which is a mapping from the extracted
features to the defined pattern classes in this problem domain. The class
labels represent meaningful and distinct categorization of the problem.
For example, to describe one interesting turbine working condition at current time, multiple performance tests are designed on generated power,
rotor speed, pitch angle of this turbine, and also on the wind speed difference from its neighboring turbine. Each test result is one feature of
current turbine status. All the test results are fused to reach a final
working-condition pattern of this turbine, which may be complete shutdown, under-performing, abnormally frequent default, as well as normal
working.
3. Decide: The current situation is assessed to obtain a decisional level
of inferences based on a statistical model, such as a Bayesian network.
This process is called threat assessment. Its output is a set of action
estimates with probabilities associated with them. The decision-making
component delineates this set of possible courses of action and the effect
they would have in the current situation, and then choose the action as a
hard decision which optimizes the system performance. For example, a
wind turbine diagnostic unit can automatically monitor the turbine working
status and identify the potential failures with a percentage certainty based
on any abnormal changes in the turbine performance.
4. Act: The action is undertaken to continuously update the system with
feedback information arriving from the decision-making component. The
feedback is an element of resource management and used to close the
loop by reallocating resources (e.g. sensors, communications and processing) in order to support the objectives of the mission. For example,
once predict when and what types of failures are going to happen to a
turbine, the wind farm operators can fix the failures at an earlier stage to
avoid major breakdowns. With the recommended maintenance actions,
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the system controller can come up with an optimal maintenance schedule
to minimize the repair costs.

Table 1.1: Characteristics of data fusion levels

Characteristics
Representation Level
of Information
Type of Sensory
Information

Signal Level
Low

Feature Level
Medium

Decision Level
High

Multi-dimensional
signal

Logic decision
from features

Model of Sensory
Information

Random variables
with noise

Features
extracted
from signal
Non-invariant
form of
features

Decision with
degree of
uncertainty

As shown in Figure 1.2, there are three representation levels of information:
raw data or signal, feature and decision. Table 1.1 illustrates a comparison of
the different fusion levels classified by the representation of information. The
Intelligent data fusion model comprises a process flow chart from the signal
level to the decision level, and certain fusion algorithms can be applied among
different levels. Usually, the fusion process is described based on the input
and output information types, such as the fusion modes of data in - feature out,
and feature in - decision out mentioned above.
This dissertation proposes the system-based implementation of the Intelligent data fusion model to support decision-making in two real-world problems:
one is the sensor network management for air traffic control; the other is wind
turbine failure detection and maintenance. Due to the dynamically changing
environment and the complexity of system in both problem domains, artificial
intelligence algorithms, such as Bayesian inference and particle swarm optimization, are employed to make the data fusion system more adaptive and
cognitive to solve problems quickly and in real-time.
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Research Objective

Many real-world problem domains have dynamically changing environments.
For example, in the air traffic control system, the aircraft movement is affected
by the unconstant strength of airflow; and the varied weather condition is always an important influence to the energy production of a wind farm (9). Moreover, with the growing complexity of problem domain, it requires a decision
support system capable of dealing with the rapidly increasing amount of multiple data sources. Therefore, the main objective of this dissertation is to design
an automatic adaptive decision support system, and implement it in solving
real-world problems that normally would require human intelligence.
The form of decision support system which is generally used in industry is
the rule-based system, also known as the expert system. It uses human expert
knowledge to make decisions. Expert knowledge is often represented in the
form of rules or as data stored in the computer (10). However, the rule-based
expert system exhibits human-level performance in some very narrow area,
which is incapable of learning or expanding its expertise as the external environments changing. Also, it has to be supported and maintained by technical
people.
To overcome these limitations, the Intelligent data fusion model for decision
support I propose in this dissertation has the following properties,
• This data fusion model has a loop structure that returns the feedback of
decisions into the next time interval, so that it can respond to the dynamically changing environment in real time, and execute the actions meeting
the system requirements with respect to the current circumstance.
• This model uses an artificial intelligent mechanism, which makes the decision support system more cognitive and reliable (11). The cognitive
aspects of decision support systems focus on modeling the feedbackloop process of human decision making by which a preferred option or a
course of actions is chosen from among a set of alternatives based on
certain criteria. For instance, I apply Bayesian network for threat assessment in the system, in that it can create a set of possible operations based
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on current situation, and present confidence or uncertainty of taking one
course of action over another. I also apply particle swarm optimization algorithm to make decisions more objectively and optimally. This algorithm
has simple computations, so that it can converge to an optimal solution
very quickly.
• This model is a data-driven approach, which makes the decision support
system more automatic and adaptive. It only needs the expert knowledge
in the system design phase, but requires no human in the loop execution.
The intelligent mechanism learns from the system behavior, and automatically adapts the system parameters to the new changes. In addition,
due to its data-driven nature, this model is easily transferable from one
problem domain to another.

1.3

Research Contribution: System-based Design
and Implementation of Decision Support System

The design and implementation of an automatic adaptive decision support system form the main thrust of this dissertation. The system parameters are optimized and controlled in real time to improve the system performance, by integrating the technologies of data fusion, signal processing and intelligent algorithms. This methodology has been applied into two real-world problems:
the sensor network management for air traffic control, and the failure detection
and maintenance for wind turbines.

1.3.1

Sensor Network Management for Air Traffic Control

The objective of sensor network management is to determine sensor modes,
sensor search patterns and many other network parameters to increase their
collective effectiveness. Typically, sensors are used to observe phenomena in
a region of interest. The sensor settings and network settings are managed in
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real time to improve the system performance (12). A few examples of the settings of the sensor network that can be controlled include the detection threshold, waveform parameters in active sensors such as pulse repetition interval,
communication sequences, sensor schedules and other network parameters.
Data fusion has been an active area of research for sensor network management, which strives to increase the quality of information gathered, and
decrease the amount of data transferred (13). The primary hurdle in applying fusion technology to wireless sensor networks is designing an efficient,
real-time, and low power system capable of transferring all critical information
content to the optimal processing and system output location. Algorithms capable of reducing the message size without destroying information are critical
to this area of sensor management.
In addition, the data fusion model of communication and signal processing
is constructed to link the system performance to the sensor control settings.
The model is the key to successfully achieving optimum performance. In order
to select the appropriate settings, the sensor or network manager must be able
to accurately predict the impact that new operating parameters have on the
global performance. The manager model includes estimates of a dynamically
varying environmental state, i.e. the observable events (scenarios) and the
sensor current performance. These estimates are incorporated into the model,
making the model more probabilistic than deterministic.
As more sensors and data become networked together, the management
problem is getting more complicated by the number of sensors, spectrum resource allocation, sensor placement, calibration, and fusion processing, etc.
To provide an automatic control of a group of sensors, the efficient intelligent
algorithms are needed in the sensor network management system (14). These
algorithms make management meet the real-time requirements adapted by the
dynamically changing missions and situations. The ability of self-organization
and optimization enables networks to be employed in a wide variety of applications. For example, if one considers global performance as the numerical
measure of the system efficacy, a robust multi-objective optimization algorithm
can be designed to efficiently manage the sensor measurement process, communications and fusion process. So, several artificial intelligent algorithms are
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employed with data fusion model to solve the real-world problems quickly and
dynamically.

Figure 1.3: Sensor network management system framework for air traffic
control problem.

Figure 1.3 presents the sensor network management framework for air traffic control problem in this dissertation. The sensors and network are controlled
by the sensor manager (15). Chapter 4 describes in detail the proposed sensor management system dealing with the efficient resource allocation to meet
mission objectives of air traffic control. The sensors process information messages and send them to the central processing center, which fuses the observations to assess the current situation, including the aircraft profiles, such as
its position and velocity, and the sensor capabilities. The threat assessment
is achieved at the mission manager with the information fed by the processing
center. The mission manager, for example designed as a Bayesian network,
determines the situation specific parameters, goals, objective functions and requirements for the network as time progresses. These network requirements
are sent to the sensor manager to determine the sensor and network settings.
Eventually, the sensor manager, for example applying the particle swarm optimization algorithm, decides the controls and sensor settings to configure the
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1.3 Research Contribution: System-based Design and Implementation of
Decision Support System

network, such as a sensor schedule.
In the air traffic control application, a sensor schedule is constructed every
time interval by integrating a Bayesian network with a particle swarm optimizer,
which simultaneously meets the measurement accuracy and update rate, while
minimizing the transmissions from the sensor. The Bayesian network, as a
mission manager, automatically determines the management requirements for
individual aircraft by monitoring the dynamically changing situations. This component maintains the best overall performance possible from the entire system.
The particle swarm optimizer is used to form, test and search potential sensor
schedules for an optimal solution that maximizes the weighted performance estimates, in which the weights are selected as the management requirements
sent by the Bayesian network.

1.3.2

Cognitive Monitoring and Maintenance for Wind Turbines

Wind energy is expected to play an increasingly important role in the future
national energy scene. With the development of the wind turbine installed capacity and increasing of the single unit capacity, the safety and reliability of
wind turbines have become more significant (16). However, without an effective monitoring system, under-performing or faulty turbines will cause a huge
loss in revenue (17, 18). Early detection of such failures help prevent these
undesired working conditions, and allow the operators to develop maintenance
plans with prioritized tasks (19). If failures are detected at an early stage,
the consequent damage is minimized or mitigated, and also repairs are better scheduled. This leads to shorter down-times and lesser revenue losses.
Therefore, diagnosis and prognosis of potential faults are crucial to maintain
and improve the efficiency of the wind energy generation system.
Currently, condition monitoring technologies are used for wind turbine maintenance and repair, but their monitoring is based on vibration, noise and acoustic emission signals sensed from turbines. To avoid the lack of monitoring
information, extra diagnostic systems have to be installed in each single turbine. The cost of extra systems is a problem. Also, it is difficult to transmit a
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large amount of data between the wind turbine and the central control room.
Moreover, there are other built-in diagnostic units developed for physical model
based faults such as bearing faults (20), and there are some effective features
to diagnose specific faults, such as wavelet transformation for spectrum decomposition in mass unbalance fault diagnosis (21), but other minor also detrimental faults, such as anemometer and wind vane faults, are not fully studied
yet (3, 22).
This dissertation proposes an intelligent data-driven approach to monitor
the wind turbine performance at real-time by fusing multiple test results, and
detect the turbine abnormalities by tracking the turbine status variations. The
description of this approach is fully expanded in Chapter 5. This approach applies data fusion technologies for reducing the influence of uncertainties associated with the measurement process. The data-driven and adaptable nature
of this approach also makes it capable of monitoring a large wind farm.

Figure 1.4: Wind turbine monitoring and maintenance system framework.

The turbine performance data are collected by the SCADA (Supervisory
Control And Data Acquisition) system. It is very straightforward to analyze turbine performance to detect its faults. As shown in Figure 1.4, I develop multiple
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performance tests on power generated, rotor speed, pitch angle of individual
turbine, and also on the wind speed difference between two neighboring turbines. In each test, multiple states are defined as features to distinguish different performance patterns. Then, all the test results are fused to reach a
final conclusion, which describes the turbine working status at current time,
including complete shutting down, under-performing, abnormally frequent default, as well as working properly. Fusing multiple tests is more effective than
any single test. For example, through extensive data mining of historical data
and verification from farm operators, some state combinations are discovered
to be strong indicators of failures, such as spindle failures, lighting strikes,
anemometer faults, etc, for fault detection. Next, a Bayesian network (BN)
is applied to automatically monitor the turbine working status and identify the
potential failures with a percentage certainty based on any abnormal changes
in the turbine performance. The main goal is to predict when and what types
of failures are going to happen, so that the farm operators can fix the failures at an earlier stage to avoid major breakdowns. Hence, BN recommends
the maintenance actions to the system controller to come up with the optimal
maintenance schedule, which minimizes the repair costs by using the particle
swarm optimization (PSO) algorithm.

1.4

Dissertation Outline

This dissertation is organized as follows:
Chapter 1 has given an introduction to the theory of decision support system using data fusion technologies. This chapter proposes a new data fusion
model with intelligent mechanism, which is capable of optimally responding to
the dynamically changing environment. The design and implementation of this
methodology is the main thrust of this dissertation. In this chapter, I briefly
present the applications of the decision support system into two real-world
problems: the sensor network management for air traffic control, and the failure detection and maintenance for wind turbines.
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Chapter 2 describes the Bayesian network algorithm, which is an artificial
intelligence approach applied in the proposed data fusion model. Currently,
Bayesian network (BN) becomes a extremely popular probabilistic graphic model
for encoding and reasoning uncertain knowledge. This chapter includes the
mathematic theory of the presentation, inference and parameter learning of
Bayesian networks.
Chapter 3 presents a detailed description of the particle swarm optimization (PSO) algorithm for continuous search space. PSO has been applied
successfully to solve various real-world optimization problems in engineering,
especially the NP-hard problems. This chapter also includes a presentation of
the numerous key features in PSO.
Chapter 4 proposes a new sensor management system for a complicated
and highly dynamic air traffic control problem. This chapter focuses on demonstrating that the system performance with the Bayesian mission manager has
a significant improvement for the highest priority region, such as the airstrip
area. This research work was supported by Sensis Corporation, conducted in
a collaborative fashion (1).
Chapter 5 proposes an intelligent data-driven approach to monitor the wind
turbine performance in real-time by fusing multiple test results, and to detect
the turbine failures by tracking the turbine status variations. The test results
have verified the effectiveness of detecting turbine failures at an early stage,
especially for anemometer failures. This research work was collaborated with
AWS Truepower, Inc. (2).
Chapter 6 provides a conclusion of this dissertation and recommendations
for future work.
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2
Bayesian Networks
Bayesian networks (BNs), also known as belief networks, belong to the family of probabilistic graphical models. These graphical structures are used to
represent knowledge about an uncertain domain. In particular, each node in
the graph represents a random variable, while the edge between the nodes
represent conditional dependencies among the corresponding random variables. These conditional dependencies in the graph are often estimated by
using known statistical and computational methods. Hence, graphical models
provide a principled approach to dealing with uncertainty through the use of
probability theory, and an effective approach to coping with complexity through
the use of graph theory.
BNs are known as a directed acyclic graph (DAG) that has become a powerful tool in statistics, machine learning, and artificial intelligence communities. BNs are both mathematically rigorous and intuitively understandable (23).
They enable an effective representation and computation of the joint probability distribution (JPD) over a set of random variables. BNs became extremely
popular models for encoding and reasoning uncertain knowledge in the last
decade. They have been used for applications in various areas, such as text
mining, natural language processing, speech recognition, signal processing,
bio-informatics, error-control codes, medical diagnosis, weather forecasting,
and cellular networks. I introduce the BNs algorithm in this chapter, and then
I adapt it as the mission manager in the sensor management system for air
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traffic control problem in Section 4.2, and also for identifying potential turbine
failures with probability at an early stage in Section 5.7.

2.1

Representation

The Bayesian network has a directed acyclic graph (DAG) structure providing
causal information. The structure of a DAG is defined by two sets: the set of
nodes and the set of directed edges. The nodes represent random variables
in the domain, and are drawn as circles labeled by the variable names. The
edges represent direct dependence or causal relation among the variables and
are drawn by arrows between nodes (24). In particular, an edge from node Xi
to node Xj represents a statistical dependence between the corresponding
variables. Thus, the arrow indicates that a value taken by variable Xj depends
on the value taken by variable Xi , or roughly speaking that variable Xi influences Xj . Node Xi is then referred to as a parent of Xj , and, similarly, Xj is
referred to as the child of Xi , as shown in Figure 2.1. Note that although the arrows represent direct causal connection between the variables, the reasoning
process can operate on BNs by propagating information in any direction.

Figure 2.1: Two-node Bayesian network demonstrating the causal relationship
between two random variables. The causal relation is represented by a conditional
probability.

In addition to the DAG structure, which is often considered as the qualitative
part of the model, it is necessary to specify the quantitative parameters of the
model. The parameters are described as the conditional probability distribution
(CPD) at each node depends only on its parents. For example, the CPD for
Xj , given its parent Xi in Figure 2.1, is denoted as P (Xj |Xi ). The CPD captures the conditional probability of the random variable, given its parents in the
graph. For discrete random variables, this conditional probability is often represented by a table, listing the local probability that a child node takes on each
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of the feasible values (called states of the variable), given each combination of
values of its parents. The joint distribution of a collection of variables can be
determined uniquely by these local conditional probability tables (CPTs).
Figure 2.2 shows one example of a Bayesian network. Each node in the
graph corresponds to a discrete random variable in the domain. An edge describes a causal relation between two variables, such as W → Y in which W
is the parent and Y is the child. In addition to the graph, each node has a conditional probability table (CPT) specifying the probability of each state of the
node given each possible combination of parent’s states. The root node contains no parent, then the table contains marginal probabilities. For example,
the root node W has two states, w1 and w2. The CPT of its child Y contains
four conditional probabilities, P (y1|w1), P (y2|w1), P (y1|w2) and P (y2|w2).

Figure 2.2: Bayesian network example Its DAG has five discrete random variables, W, X, Y, V, Z. In addition to DAG, it contains CPTs for each node.

The goal of graphical models is to efficiently represent a joint distribution P
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over a set of random variables X1 , X2 , ..., Xn . Based on the chain rule (23),
P (X1 , X2 , ..., Xn ) =

n
Y

P (Xi |X1 , X2 , Xi−1 ).

(2.1)

i=1

Even in the simplest case where these variables are binary-valued, a joint
distribution requires the specification of 2n numbers - the probabilities of the 2n
different assignments of values x1 , x2 , ..., xn . For example, the joint probability
of variables in Figure 2.2 is shown as following,
P (W, X, Y, V, Z) = P (W )P (X|W )P (Y |W, X)P (V |W, X, Y )P (Z|W, X, Y, V ).
(2.2)
However, BNs can simplify Equation (2.1) by reducing the number of the
model parameters, based on the independence properties exploited by BN
structure. These independence properties are called the local Markov assumptions (23): Given a BN structure over random variables X1 , X2 , ..., Xn , for each
variable Xi , it has that
(Xi |N onDescendantsXi |ΠXi ),

(2.3)

where N onDescendantsXi denotes the variables in the graph that are not descendants of Xi , and ΠXi denotes the parent set of Xi . In other words, the
local Markov assumptions state that each node Xi is independent of its nondescendants, and only dependent on its parents. The joint probability P can
be factorized according to BN structure. Equation (2.4) shows that P is expressed as a product of set of CPTs associated with BN’s nodes. Each factor
represents a conditional probability of the variable only given its parents in the
network.
P (Xi , X2 , ..., Xn ) =

n
Y

P (Xi |ΠXi ).

(2.4)

i=1

If Xi has no parents, its local probability distribution is said to be unconditional, otherwise it is conditional. If the variable represented by a node is
observed, then the node is said to be an evidence node, otherwise the node is
said to be hidden or latent.
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Bayesian networks are used to reduce, sometimes significantly, the number
of parameters that are required to characterize the JPD of the variables. This
reduction provides an efficient way to compute the posterior probabilities given
the evidence. For example, according to the BN structure in Figure 2.2, the
variable X is not a descendant of variable Y , and Y only has one parent W ,
so that based on the local Markov assumptions, P (Y |W, X) = P (Y |W ). Then,
the Equaiton (2.2) can be simplified as,
P (W, X, Y, V, Z) = P (W )P (X)P (Y |W )P (V |Y )P (Z|X, Y ).

2.2

(2.5)

Inference

Given a BN that specified the JPD in a factored form, one can evaluate all
possible inference queries by summing out over irrelevant variables (25). Two
types of inference support are often considered: predict support for node Xi ,
based on its observed parent nodes (also called top-down reasoning); and
diagnostic support for node Xi , based on its observed children nodes (also
called bottom-up reasoning).
In general, the full summation over discrete variables is called exact inference, and know to be an NP-hard problem which is exponential in the number
of nodes. Some efficient algorithms exist to solve the exact inference problem
in restricted classes of networks. The inference method used in this dissertation is variable elimination, which is summing out the irrelevant variables over
the joint probability distribution.
Given the example in Figure 2.2, one might consider the diagnostic support
for the belief on variable Y , given the observation of its child Z. Such a support
is to infer causes from observed effects, which is formulated as follows:
P
P (Y, Z)
W,X,V P (W, X, Y, V, Z)
P (Y |Z) =
=P
,
(2.6)
P (Z)
W,X,Y,V P (W, X, Y, V, Z)
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where
P (Y, Z) =

X

[P (V |Y )

V

X
X
[P (Z|X, Y )P (X)
P (Y |W )P (W )]],
X

(2.7)

W

and
P (Z) =

XX
X
X
[ [P (V |Y )
[P (Z|X, Y )P (X)
P (Y |W )P (W )]]].
Y

2.3

V

X

(2.8)

W

Learning

Due to the good performance on probability inference, Bayesian networks are
popular within the community of artificial intelligence. However, in many practical problems, the Bayesian network is unknown and one needs to learn it
from the data. To describe a Bayesian network, two parts are needed to be
specified: its graph topology (network structure) and the parameters of CPT
for each node (26). This problem is known as the BN learning problem: Given
training data and prior information, such as expert knowledge, estimate the
graph topology and the parameters of the CPT in the BN.
Learning the BN structure is much harder than learning BN parameters. In
this dissertation, all the Bayesian networks, applied for real-world problems,
have a known structure, which is designed based on the expert knowledge
and evidence data. However, another obstacle arises in situations of partial
observability when nodes are hidden or when data is missing. Therefore, two
BN learning cases are considered here, to which different learning methods
are proposed, as seen in Table 2.1.
Table 2.1: Two cases of BN learning problems with known structure

Case
1
2

BN Structure
Known
Known

Observability
Full
Partial
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Learning Method
Maximum Likelihood Estimation
Expectation Maximization

2.3 Learning

2.3.1

Learning with Known Structure and Full Observation

The goal of learning in this case is to find the values of the parameters of
each CPT that maximize the likelihood of the training dataset. The dataset
contains m cases that are often assumed to be independent. Given the training
dataset D = {d1 , ..., dm }, where dl = (xl1 , ..., xln )T , and the parameter set Θ =
(θ1 , ..., θn ), where θi is the vector of parameters for the conditional probability
table of variable Xi , and n is the total number of variables in BN, the loglikelihood of the training dataset is a sum of terms, one for each node:
log L(Θ|D) =

XX
( (log P (xli )|pii , θi )).
m

(2.9)

n

The log-likelihood scoring function decomposes according to the graph structure; hence, one can maximize the contribution to the log-likelihood of each
node independently (27).
Usually, maximizing the likelihood of training dataset amounts to counting
frequencies of each event happening. For example, consider estimating the
CPT for the node Y of the network shown in Figure 2.2. Given the training
dataset, one can count the number of times Y takes value y1 when its parent W
is equal to w1, denoted by N (Y = y1, W = w1). Similar, N (Y = y1, W = w2)
represents the number of times Y takes value y1 when W is equal to w2.
Then, with these two counts, one can find the maximum likelihood estimate of
one condition probability value of the node Y as following,
P (Y = y1|W = w1) =

2.3.2

N (Y = y1, W = w1)
.
N (Y = y1, W = w1) + N (Y = y1, W = w2)

(2.10)

Learning with Known Structure and Partial Observation

In the second case with known structure and partial observation, one can use
the expectation maximization (EM) algorithm to find a locally optimal maximumlikelihood estimate of the parameters (23).
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Given a Bayesian network consisting of a set X of observed data, a set of
unobserved hidden data Z, and a vector of unknown parameters θ, along with
a likelihood function
L(θ; X, Z) = P (X, Z|θ),

(2.11)

EM is an iterative method which alternates between performing an expectation
(E) step, which calculates the expected value of the log-likelihood function with
respect to the conditional distribution of Z given X under the current estimates
of the parameters θ(t) :
Q(θ|θ(t) ) = EZ|X,θ(t) [log L(θ; X, Z)],

(2.12)

and maximization (M) step, which computes parameters maximizing the expected log-likelihood found on the E step:
θ(t+1) = argmaxθ Q(θ|θ(t) ).

(2.13)

These parameter estimates are then used to determine the conditional distribution of the hidden variables in the next E step. This iterative procedure is
guaranteed to converge to a local maximum of the likelihood surface.
For example, to learn the conditional probability P (Y = y1|W = w1) with
missing data, I replace the observed counts of the events in Equation (2.10)
with the number of times that each event is expected to happen.
P (Y = y1|W = w1) =

E[N (Y = y1, W = w1)]
,
E[N (Y = y1, W = w1)] + E[N (Y = y1, W = w2)]
(2.14)

where E[N (x)] is the expected number of times event x occurs in the whole
training dataset, given the current estimates of the parameters. These expected counts can be computed as following,
E[N (x)] =

m
X

I(x|D(k)),

(2.15)

k=1

where I(x|D(k)) is an indicator function, which is 1 if event x occurs in kth
training case, and 0 otherwise.

22

2.4 Features of Bayesian Networks

2.4
2.4.1

Features of Bayesian Networks
Representation of Uncertainties

It is very common that the real-world data contains uncertainties. Bayesian
network, as a probabilistic graphical model, can manage and process the data
with probabilities. This statistical model has the advantage at expressing the
relative certainty of many different possible answers rather than only one. So,
Bayesian network can produce more reliable results when it is utilized as a
component of a large system. For example, Bayesian network is used to perform statistical inference with random patterns of missing data.

2.4.2

Model of Dependence

When combining evidence from multiple sources, Bayesian network can properly model the correlation and statistical dependence between variables in the
problem domain. For example, if two similar sensors are applied to machine
failure detection, their outputs are highly correlated, so that the same evidence
will be counted twice with simple mathematic methods. In practice, this results
in a phenomenon known as over-confidence. One of the sensor outputs is
almost redundant, and including it in the process might actually decrease the
accuracy of detection. This effect has been observed in many real-world problem fields, where evidence has to be combined, such as medical diagnosis.
Bayesian network is one powerful tool for avoiding the over-confidence effect
by model the variables with conditional dependence.
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3
Particle Swarm Optimization for
Continuous Variables
3.1

Optimization Problems

Optimization is the process of finding the optimum value of a given objective
function on a particular domain, possibly with a number of additional constraints (28). An optimum can be either a maximum or a minimum depending
on the problem formulation; maximization of an objective function f is equivalent to minimization of the opposite of the function −f .
Mathematically, a minimization task is generally defined as:
Given f : Rn → R Find x∗ ∈ Rn such that f (x∗ ) 6 f (x), ∀x ∈ Rn
Similarly, a maximization task is defined as:
Given f : Rn → R Find x∗ ∈ Rn such that f (x∗ ) > f (x), ∀x ∈ Rn
The domain Rn is referred to the search space. Each element of Rn is
called a candidate solution in the search space, and x∗ represents the optimal
solution. The value n denotes the number of dimensions in the search space.
The objective function f maps the search space to a one-dimensional fitness
space, providing a single fitness value for each candidate solution. The final
goal of an optimization task is to find the parameters in the search space that
maximize or minimize the fitness function.
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In this dissertation, the domain of optimization problem is continuous, and
the objective function often has at least a first order derivative, which means
the gradient vector


∇f (x) = 

∂f
(x)
∂x1




..
,
.
∂f
(x)
∂xn

(3.1)

is assumed to exist. There are many popular approaches to solve optimization
problems, such as gradient descent based methods and linear programming.
However, these approaches have their own limits. For example, to use gradient descent, the objective function should be differentiable; linear programming
only deals with optimization problems with a linear objective function, which is
subject to linear constraints. This chapter introduces particle swarm optimization algorithm, belonging to evolutionary algorithms, which overcomes those
limitation. Particle swarm optimization algorithm cannot guarantee finding the
global optima (29). However, inverse problems (the problems that convert observed measurements into information/model about a physical object or system) are very often ill-posed for standard optimization methods, and this is
where particle swarm optimization is useful (30).

3.2

Algorithm Description

Inspired by the fact that simple behaviors of individuals lead to much complicated societal phenomenon, Kennedy and Eberhart first proposed the particle swarm optimization (PSO) algorithm in 1995 (31). Particles in PSO are
randomly deployed to effectively explore the solution space, while the fitness
function (the notation of “fitness” function is by convention, more accurately, it
should be called an objective function without the implication that the higher
the value, the more “fit”) guides the particles to exploit the promising regions
with randomness. PSO has been applied successfully to solve various realworld optimization problems in engineering, especially the NP-hard problems,
when other optimization algorithms do not work. I introduce the generic PSO
algorithm for continuous variables in this chapter, and then I adapt it for the
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wind speed difference test in Section 5.4, and determining the fusion rules of
turbine daily working status in Section 5.6.
Without losing generalizability, assume that the optimization is a minimization problem (negating a maximization yields minimization), and the function
f (x) of multivariate x is to be optimized,
x = argminf (x).

(3.2)

Then the particle in PSO is x, and the function value f (x) is the fitness of
the solution x. Suppose that the search space is composed of D dimensions, and there are N particles in the swarm with the fitness of each particle as F itnessi (i ∈ [1, N ]). For the ith particle, there are its current position
xi = {xi1 , xi2 , · · · , xiD }, its previous best position pi = {pi1 , pi2 , · · · , piD }, and
its velocity ui = {ui1 , ui2 , · · · , uiD }.
The particle’s movement is affected by its inertia, its cognitive awareness
(pbest , the best location that the particle has been before) and social influence
(gbest , the best location within the population during the iterations). The algorithm of PSO is as follows:
1. Initialize a population of N particles with random positions and velocities.
Each particle is a solution, xi , i ∈ [1, N ]. F itnessi , pbesti , and gbest , are all
initialized to be infinity.
2. Until some termination criteria are satisfied, such as
• the iteration index t reaches the maximum iterations tmax ;
• there is a sufficiently good fitness. For a minimization problem,
gbest 6 , where  is a small value.
Repeat the following:
(a) Evaluate F itnessi = f (xi ).
(b) Compare the particle’s fitness with pbesti,t−1 . If the current value is
smaller, copy it to pbesti,t , and set pi equal to the current position xi ).
Then, update pbesti,t for each particle, as cognitive awareness.
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Algorithm 1 Particle Swarm Optimization
Require: :
Initialize a population of N particles with random positions and velocities.
Each particle is a solution, Xi , i ∈ [1, N ].
Initialize the f itness of all particles to inf inity.
for t = 1 to the number of generations do
for i = 1 to the population size do
for d = 1 to the problem dimensionality do
U pdate V elocity :
Vidt+1 = ω × Vidt + Ψ1 × (pid − Xid ) + Ψ2 × (pgd − Xid )
where Pi is the best position visited so f ar by Xi ,
and Pg is the best position visited so f ar by any particle;
U pdate P osition :
t+1
t
Xid
= Xid
+ Vidt+1
end for
Compute the f itness of Xit+1 .
if F itness(Xit+1 ) < F itness(Pi ) then
Pi = Xit+1
end if
if F itness(Xit+1 ) < F itness(Pg ) then
Pg = Xit+1
end if
end for
T erminate if Pg meets problem requirements.
end for
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(c) Update gbestt for the population, as social influence.
(d) Move the particles by
xi,t+1 = xi,t + ui,t+1 ,

(3.3)

where ui,t+1 is the influence defined by
ui,t+1 = ω · ui,t + c1 · r1 · (pbesti,t − xi,t ) + c2 · r2 · (gbestt − xi,t ), (3.4)
where ui,t is the velocity of the ith particle at time instance t, ui,t+1 is
the velocity of the next step, and ω is an inertial constant, less than
1, to retain the information of previous velocity. xi,t is the current
particle’s location that needs to be updated. c1 and c2 are constants
to weigh these influences. r1 and r2 are uniform random numbers to
randomize the influences.
(e) t = t + 1.
The flowchart of PSO algorithm is shown in Figure 3.1.

3.3

Features of Particle Swarm Optimization

The following features of PSO have given it increasing popularity in the field
of optimization since it was created in 1995. PSO has been wildly applied in
the areas of system design, multi-objective optimization, classification, pattern
recognition, scheduling, and decision making.

3.3.1

Simplicity

The particle swarm optimization algorithm uses simple computations to travel
through the search space. The algorithm structure just requires 5 simple steps
for each iteration:
1. Initialize each particle;
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Figure 3.1: The flowchart of particle swarm optimization (PSO).

2. Update particle’s velocity;
3. Update particle’s position;
4. Evaluate particle’s fitness;
5. Update pbest and gbest .
Therefore, the particle swarm optimization algorithm can converge to an
optimal solution in a relatively short time. For example, comparisons between
PSO and the standard Genetic algorithms (another kind of optimization algorithm) have been done analytically based on performance in (32). Compared
to Genetic algorithms, the PSO tends to converge more quickly to the optimal
solution.
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3.3.2

Adaptivity

The core of PSO algorithm lies in the velocity update function. The particles
travel in the continuous space by updating their velocity to obtain an equivalent position. This velocity update function does not need to be changed for
implementation of different problems. Hence, essentially the search procedure
of PSO algorithm does not change neither.
Moreover, the PSO algorithm also treats each dimension of the problem
independently, which enables this algorithm to search for a solution made up
with a combination of continuous variables. In Genetic algorithm, however, the
crossover operator violates this constraint and does not allow hybridization of
several individual dimensions.

3.3.3

Independence of Objective Function

The PSO algorithm separates the objective function as a black-box from the
particle population. It queries the objective function to estimate the performance for each particle. This separation of the objective function enables the
particles to be used for a variety of problems without any additional changing
steps.
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4
Intelligent Sensor Network
Management for Air Traffic Control
System
With the advancements in sensor technology and sensor networking, decisions regarding efficient allocation of sensor resources are quickly becoming
important. Sensor management is the automatic control of a group of sensors
including the data fusion processing in a sensor network to achieve a system
goal. Its objective is to improve the efficiency of the sensors and communications, simultaneously. Large, complex systems of sensors are emerging due to
new networking technology, but advances in sensor management are needed
to make the communication system viable.
This chapter proposes a new sensor management system for a complicated
and highly dynamic air traffic control (ATC) sensor network. This network is
responsible for collecting information from aircraft landing, from aircraft taking
off and taxiing to/from gates at the airport, or from aircraft moving above the
airport’s surrounding regions. Wireless communication is established between
sensors and aircraft. Then based on this information, the system comes up
with a sensor schedule for every certain period that simultaneously meets the
measurement accuracy and update rate, while minimizing the transmissions
from the sensors. This sensor management system cohesively integrates a
Bayesian Network (BN) with Particle Swarm Optimization (PSO).
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As a mission manager of the sensor management system for ATC application, shown in Figure 1.3, BN maintains the best overall performance possible
from the entire sensor network system. The contribution of Bayesian mission
manager component is the main thrust of this chapter as the following aspects,
1. It automatically updates the sensors’ real-time operating requirements
based on monitoring system performance, dynamically changing environment, and current sensor capabilities;
2. It predicts the impact of new operating requirements on global performance, and sends them to the PSO to select the appropriate sensor
settings;
3. It balances the overall system performance by allocating more sensor
resources to the regions with higher priority.
These three aspects are demonstrated with the comparison of running the
whole sensor management system with and without Bayesian mission manager. As a result, the system performance with the Bayesian mission manager
has a significant improvement for the highest priority region, such as the airstrip
area. This research work was supported by Sensis Corporation, conducted in
a collaborative fashion (1).

4.1
4.1.1

Air Traffic Control System
Problem Description

The main problem of air traffic control system is how to schedule discretetime, two-way communications between sensors and transponder-equipped
aircraft over a given coverage area (33), including both the airport and the
area surrounding it. The surveillance sensor network at airports can assist air
traffic controllers in guiding aircrafts as they approach and land. Since many
of the aircraft primarily carry people, the reliability and accuracy of the system
must be maintained at all times (34).
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To perform the communication, the system interfaces with aircraft transponders using sensors that are located within the coverage area. There are two
types of sensors: those that can both receive and transmit (RT) and those that
can receive only (RO). The power with which the RT sensors can interrogate is
variable, and can be used to control the area over which the RT transmits. Both
the RT and RO sensors have a fixed range over which they can receive a reply
reflected from the aircraft, with the probability of detecting the reply diminishing
with range. The location of an aircraft is determined through an interrogation
sequence of messages sent by the RT sensors. The RT sends an interrogation
message to the aircraft and can only transmit a certain amount of messages
per second. Then, a subset of sensors, usually including one RT and several
RO sensors, receives and interrogates the reflected messages to locate the
aircraft by using multi-lateration algorithms, as shown in Figure 4.1.

Figure 4.1: Demonstration of using integrated multi-lateration to estimate
aircraft position.

Within the coverage area, each aircraft must be interrogated with an overall probability of successful communication. A successful communication is
defined as three steps: the aircraft detecting an interrogation sent by an RT
sensor, replying to the interrogation, and the aircraft’s reply being detected by
a given number of sensors. An update period is defined as the rate of interrogations, at the end of which the communication must be finished. To assure
this system’s quality, the coverage area is divided into smaller regions. Sensors
are located in this coverage area to detect the moving aircraft. Each subdivided
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region has its own communication requirements to be met for any aircraft in it.
The region requirements include meeting a detection probability within a certain update period. Aircrafts in a higher priority region have shorter update
periods, while those in a lower priority region have longer update periods. For
example, an important region, like the airport, might have an update rate of 1
per second with a required detection probability of 97%, while a lesser priority
region might have an update period of 4 seconds with a detection probability
of 90%.

Figure 4.2: An example scenario of sensors and regions placement, including
five subdivided regions and 40 sensors (1).

Figure 4.2 shows an example scenario of air traffic control problem. The
coverage area for this scenario consists of a 250-by-250 nmi (nautical mile)
square. This is also a 5 × 105 − by − 5 × 105 m2 square (1 nmi = 1,852 meters),
which is the unit of Figure 4.2. There are 40 sensors placed throughout the
area, with 15 of them as RT sensors and the rest as RO sensors. Within the
coverage area, five subdivisions, from A to D and the remainder of the coverage area, represent different regions of interest. Each region has its own default required update period, detection probability and the number of receiving
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Table 4.1: Default requirements for each subdivided region in coverage area (1)

Region

A
(Airport)
B
C
D
Surround
Area

Required
Update
Period
1 second

Required
PD
0.97

Minimum Number
of Receiving
Sensors
4

Aircraft
Density
(N o./nmi2 )
0.20

1 second
2 seconds
2 seconds
4 seconds

0.95
0.92
0.90
0.80

4
3
3
1

0.10
0.08
0.15
0.05

sensor for a successful communication, as shown in Table 4.1. The effective
transmit range of any RT sensor can be varied from 2.5 nmi out to 50 nmi, with
a step size of 2.5 nmi. Dependent on the distance from RT sensor to an aircraft, the RT transmit power is adjustable to make an aircraft constantly receive
the messages with probability 97%, Ptgt = 0.97. The fixed range of a receiving
sensor is equal to 50 nmi, denoted by D = 50nmi. So, the probability of any
RT or RO sensor to receive a response from the aircraft is dependent on the
range to the aircraft, denoted by R. The receiving probability is given by the
following equation:

Prec =

R 2
1 − (D
) for R ≤ D
0 for R > D

(4.1)

The probability of at least one successful communication in Q attempts is given
as:
PD = 1 − (1 − Ptgt − PN of M )Q ,

(4.2)

where N is the required number of sensors receiving the reply in the clear, and
M is the total number of sensors commanded to listen. So, the PN of M is the
probability of a least N of M sensors received the reply in the clear given the
sensor’s individual Prec .
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4.1.2

Research Objective

The research objective of this air traffic control problem is to develop an adaptive sensor management system that schedules communications with moving
aircraft. The sensor management system can deal with the efficient sensor
resource allocation by generating a sensor schedule to meet mission objectives of the application (35, 36). The mission objective, in this case, is that the
generated schedule must minimize the total number of interrogations needed
to conserve power, while maintaining update interval constraints and detecting
aircraft with a detection probability as high as possible. The main contribution
of the proposed sensor management system is that it automatically updates
the system operation requirements in real-time based on monitoring its current
performance and dynamically changing environment. Figure 4.3 describes a
realistic scenario of the sensor management system for air traffic control.

Figure 4.3: The realistic scenario of sensor management system for air traffic control application.

As mentioned in the previous section, the region requirements include meeting a detection probability within a certain amount of time. Also, the trade-off of
this problem is minimizing the interrogation density but meeting the requirements for each region at the same time. Bayesian network, as a statistic
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graphic model, usually can find a balance between those two objectives by
making decisions of system adjustment. In my proposed sensor management
system, as shown in Figure 1.3, the Bayesian mission manager updates region
requirements in real-time after monitoring the current system performance.
Each requirement can be modified to be either more stringent or looser, if
the modification is beneficial for the efficiency of sensor resource allocation.
Although this is counter intuitive, the test results demonstrate that this can
improve coverage and efficiency. Some regions may have more stringent detection requirements than others, due to a higher priority.
Eventually, a schedule is generated based on the period of the longest
update rate for any region. The schedule determines which sensor transmits
the message, as well as, determines when and which sensors will receive it,
and determines the transmit power needed for each interrogation in any region
at a given time. The scheduling interval is divided by the update rate, which is
the period of time between two interrogations. During each scheduling interval,
the sensor schedule controls the following settings:
• which RT sensors are interrogating;
• which RT or RO sensors are listening;
• the power of each interrogating RT sensor, which determines its effective
range;
• the time slot RT sensors are interrogating;
• the time slot each RO or RT sensors is listening.
As the number of available sensors and aircraft increase, the scheduling
problem grows exponentially, making exhaustive search techniques difficult
in the time allocated. Scheduling is an NP complete problem, which has no
known deterministic solution reducing the search to polynomial time. Thus,
the techniques of mission management for the sensor network must be separated from the multi-objective optimization for scheduling, to properly manage the solution. This design idea is specifically illustrated in Figure 1.3. The
Bayesian network can make the high level decisions regarding each region’s
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performance goals to support the mission management in real-time. These
adaptive decisions would include the required update rate and probability of
successful communication between aircraft and sensors for each region.

4.1.3

Sensor Management System Design

The sensor management system is scheduling discrete-time, two-way communications between the aircraft and sensors in specified regions. Figure 4.4
shows the block diagram of the sensor management system for air traffic control application. This design has the following advantages,
1. The loop nature of this block diagram takes account of the effect of current sensor model into next scheduling interval, which makes the sensor
management system be able to respond to the dynamically changing environment in real-time;
2. The mission manager uses a Bayesian network to come up with operating requirements for each region every scheduling interval, so that it
efficiently balances the allocation of sensor resources according to different region priorities.

Figure 4.4: The block diagram of sensor management system for air traffic
control application.
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Real aircraft and sensor information could be used to test the system effectiveness. However, it is unfeasible to get the real cases of sensors detecting
aircraft. Thus, we develop a simulation environment to build up an air traffic control model. It has aircraft and sensor structures defined, including the
placement of sensors and regions, as well as the aircraft trajectories moving
above the regions, and going on the ground in space. The simulation environment is used to support testing of the sensor management system.
The sensor simulation dynamically varies the sensor states from fully functional to completely nonfunctional. This is necessary to test adaptability of the
scheduling algorithms to variations in sensor status. At initialization, the sensors are set as either RT or RO sensors. This information is stored in a sensor
status vector.
The aircraft simulation randomly initializes aircrafts in space and moves
them as a function of time. Each aircraft also has a state vector of its current position and region. The mission manager determines the performance
requirements for each region as a function of the aircraft. The aircraft identify
the region it lies in, based on the summation of the angles resulting from the
lines drawn from the aircraft to the corners of the region. If these angles sum
to 360◦ , the aircraft is in that region. This is a simple and computationally fast
way to determine the aircraft’s region.
The whole system data flow of sensor management system in the simulation environment is shown in Figure 4.5.
First of all, the Simulation Sensor Communication Processor (SSCP) gets
the information of aircraft and sensor actions during the scenario. Aircraft’s
profiles contain all the aircraft locations in position, velocity, and acceleration
as functions of time. The sensor status uploads the sensor operation schedule
generated in the last update interval. The SSCP reacts to the ground truth and
sensor information that dynamically varies as the simulation runs. Once the
schedule is known for a given time period, the SSCP generates successful or
unsuccessful communication exchanges between the aircraft and sensor sets
given in the real-time schedule.
Then, the information of aircraft location measurements and sensor status
directly goes to the Performance Assessment Processor (PAP), which main-
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Figure 4.5: The data flow of sensor management system with simulation
environment of air traffic control.

tains statistics on successful communication attempts and update times. Faster
update times are needed when the aircraft is moving at high speeds through
a region. Also, a sharp maneuver will require higher probability of successful communications since missed measurements may cause the controllers to
lose the aircraft. This processor calculates important statistic parameters from
system performance, including the mean and standard deviation of both aircraft velocity and acceleration, and the maximum difference in aircraft density
within a region. All these parameters impact the system operating requirements which are distinct among regions. PAP uploads them to the mission
manager to obtain the update time and probability of successful communication requirements for each region.
As a mission manager, the Bayesian inference assists in making the decisions of choosing the priorities to meet required performance parameters
using both expert knowledge and evidence data collected from simulation. It
analyzes aircraft performance assessments and sensor status, and then determines the operating requirements for various regions during the next scheduling interval. These requirements are used by the PSO to select the optimum
sensor operating parameters, which best achieve the specified performance
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for each region.
In this ATC application, as mentioned above, the PSO receives its requirements from the Bayesian mission manager. Its fitness function is designed to
penalize the following: high interrogation density, interrogations close in time
and space, transmitters used repeatedly, aircraft missed and interrogates less
than required probability of detection (P d). Moreover, the solution, as a sensor
schedule, consists of sensor sets assigned to each aircraft target and a time
when the communication between the sensors and aircraft must occur.
Once the schedule is generated, the sensor model is updated including
the probability of success in communicating position between the sensors and
aircraft for the next schedule.

4.2
4.2.1

Bayesian Mission Manager
Network Structure Design

For this sensor management system, the Bayesian mission manager assists
in updating the mission requirements in real-time by using both expert knowledge and evidence data collected from simulations. This Bayesian network
receives performance data characterizing current aircraft motion and sensor
status. Then, it converts these to performance parameter priorities for various
regions (37). These priorities are sent to the PSO to find the sensor schedule
that can best handle the current scenario conditions, requirements, and sensor
suite status.
Initially, the Bayesian network is organized based on expert knowledge.
The graphical model is illustrated in Figure 4.6. Its DAG is a tree of depth
three, with some additional edges between some of the nodes. The meanings
of the nodes are in Table 4.2.
When building this probabilistic model, the components of interest are identified as the operating parameter requirements for the system. In this case,
they are aircraft detection probability requirements and update time requirements for each subdivided region, which are represented by two root nodes
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Figure 4.6: Bayesian network structure for decision making in sensor network management system.

P d and U t, respectively, in the Bayesian network. The root node P d corresponds to a discrete variable that has 10 states, ranging from 0.91 to 1.00 for
region A, B, C, D, and another 10 states from 0.80 to 0.90 for the surrounding region, while the root node U t corresponds to a discrete variable having
3 states which are updating sensor schedule in 1 second, 2 seconds, and 4
seconds. These two root nodes are the final hypothesis that has to be evaluated for each region, and they are determined by the sensor status and aircraft
profiles at the current time.
The two nodes at the second level of the tree represent independent aspects of system current situation: the sensor status and aircraft profiles. The
sensor status determines the probability of missing communication, represented by the a discrete variable ζ, and the aircraft profiles determines the
risk rate of aircraft, represented by the a discrete variable η in the network.
It is expected that these two variables are largely uncorrelated, because they
use different types of system information. They also each correspond to clusters of sensor-related variables and aircraft-related variables whose values are
correlated.

44

4.2 Bayesian Mission Manager

Table 4.2: Description of variables in the Bayesian network

Variable
α
β
γ
δ
ε
ζ
η

Description
down sensors
sensor clumping
mean aircraft velocity
aircraft density
aircraft maneuver percentage
missing communication probability
aircraft risk rate

Unit
o. of down sensors
%( TNotal
)
N o. of sensors

N o. of sensors/nmi2
m/s
N o. of aircraf t/nmi2
%(based on aircraf t
acceleration)
%
%

The sensor status includes the percentage of down or off-line sensors, represented by a discrete variable α, and sensor clumping, represented by a
discrete variable β. A higher percentage of off-line sensors causes a higher
probability of missing communications. Sensor clumping, or non-uniform distribution of sensor concentration, puts the aircraft at a risk of receiving no observation. Hence, as shown in Figure 4.6, the percentage of down sensors
and sensor clumping are parent nodes of missing communications.
Moreover, the operating requirements are also influenced by aircraft profiles, such as aircraft density, mean aircraft velocity, and percentage of aircraft
maneuvering. If aircraft density is too high in one region, extra interrogations
are scheduled to guarantee an accurate position estimate. Thus, an aircraft
may receive more communications as a result. On the other hand, extremely
low aircraft density may also cause more interrogates as a result of attempting to maintain detection on aircraft. According to the mean aircraft velocity,
the system will increase the number of interrogates for slow aircraft. The fast
aircraft also requires more interrogates to maintain location prediction accuracy. For example, faster update times are needed when aircrafts are moving
at high speeds through a region to maintain accuracy. Also, a sharp maneuver
will require higher probability of successful communications because missed
measurements may cause the system to lose the aircraft.
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4.2.2

Parameter Estimation with Partial Observation of System Performance

With the known structure of the Bayesian mission manager, I need to learn
its parameters from the evidence data before applying it for inference. The
evidence data is the system performance collected from training simulations
as a function of time, including the sensor status and aircraft profiles. The
Bayesian parameters are the conditional probability distributions associated
with each directed edge in the network structure. This parameter-estimation
procedure is executed off-line.
As mentioned in Section 4.1.1, the given coverage area is divided into 5
smaller regions, region A, B, C, D and the surrounding region. There are 40
sensors uniformly located in the whole area with 15 of them as RT and the rest
RO, and also 30 aircraft moving above this area. The simulation designed for
collecting evidence data is modeled over 1,000 seconds, and lets the system
run without the Bayesian mission manager.
The final decisions of Bayesian mission manager are the operating requirements for different regions. Each region has its own specific requirements,
including the probability of detection for aircraft belonging to this region and
the update time for sensors located in it. The probability of detection requirement P d has 10 states ranging from 0.91 to 1.00 for region A, B, C, D, and
another 10 states from 0.80 to 0.90 for the surrounding region; and the update time requirement U t has 3 states which are updating sensor schedule in
1 second, 2 seconds and 4 seconds. Since each region has its own operating
requirements, the following procedure is repeated for every particular region.
Then, take region A as an example:
1. Given every possible state combination of P d and U t to all the aircraft that
belong to region A, calculate the aircraft positions based on interrogation
information and record the sensor status in region A at current time.
2. Assess the sensor-related variables and aircraft-related variables in the
Bayesian network using sensor status and aircraft position information:
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(a) Percentage of down sensors (α):
P ercentage of down sensors =

N o. of down sensors in region A
;
T otal N o. of sensors in region A
(4.3)

(b) Sensor clumping (β): The sensors are located uniformly in each
region, so that the sensor clumping is assumed to be a constant;
(c) Mean aircraft velocity (γ), the average velocity of all aircraft in region
A;
(d) Aircraft density (δ)
Aircraf t density =

N o. of aircraf t in region A
;
Area of region A

(4.4)

(e) Aircraft maneuver percentage (ε), measured as the percentage of
aircraft of which acceleration is beyond certain threshold.
3. The training dataset collected for region A are the partial observation of
aircraft profiles and sensor status, and also contains the true label of P d
and U t as the prior knowledge. So, expectation maximization (EM) algorithm is applied to learn the conditional probability distribution for each
node in the Bayesian mission manager of region A. For example, the result parameter for the node ”missing communication” (ζ) is P (ζ|P di , U tj ),
and the parameter for the node ”aircraft risk rate” (η) is P (η|P di , U tj ),
where the subscripts represent the state numbers of variable P d and U t,
so that i = 1, 2, ..., 10 and j = 1, 2, 3.

4.2.3

Inference of Management Requirements in Real-time

Based on the evidence data collected from simulation, the directed edge of
Bayesian mission manager is quantified by the learned conditional probability distribution to specify the strengths of the causal influence. According to
Equation (2.4), the joint probability of Bayesian mission manager is as follows:
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P (α, β, γ, δ, ε, ζ, η, P d, U t) =
P (P d)P (U t)P (ζ|P d, U t)P (η|P d, U t)P (α|ζ)P (β|ζ)P (γ|η)P (δ|η)P (ε|η).

(4.5)

The final decisions are the operating requirements, aircraft detection probability (P d) and update rate (U t), given current sensor status (ζ) and aircraft
performance (η), which are represented by P (P d|ζ, η) and P (U t|ζ, η). Then, to
obtain the final decisions, I apply Bayesian inference by summing out the joint
probability over irrelevant variables,
P
P (P d, ζ, η)
α,β,γ,δ,ε,U t P (α, β, γ, δ, ε, ζ, η, P d, U t)
P (P d|ζ, η) =
,
=P
P (ζ, η)
α,β,γ,δ,ε,P d,U t P (α, β, γ, δ, ε, ζ, η, P d, U t)

(4.6)

and
P
P (U t, ζ, η)
α,β,γ,δ,ε,P d P (α, β, γ, δ, ε, ζ, η, P d, U t)
.
P (U t|ζ, η) =
=P
P (ζ, η)
α,β,γ,δ,ε,P d,U t P (α, β, γ, δ, ε, ζ, η, P d, U t)

4.3
4.3.1

(4.7)

Simulated Experiments and Results
Scenario Description

In the testing scenario, same as the training simulation, there are 5 subdivided
regions in the given coverage area, region A, B, C, D and the surrounding region. The testing scenario is also modeled over a 1,000 second period. A
complete schedule is required to be generated every 4 seconds. There are 40
sensors uniformly located in the whole area with 15 of them as RT and the rest
as RO. The sensor positions remain close to a hexagonal arrangement, and
are assigned uniformly. Figure 4.7 shows the sensor placement. The sensors
are simulated to have a certain probability of failure, which affects the detection
performance.
There are 30 aircrafts moving around this area. The aircraft motion model
returns the aircrafts’ positions as a function of time. In this chapter, the aircraft
motion is simulated in the three-dimensional space. This is done by designing
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Figure 4.7: Sensor placement.

actual flight paths for each aircraft by choosing key positions, which are random
with respect to distance and phase from the center. Periodically, each aircraft
comes close to the center in region A. At this point, the aircraft descend closer
to the ground, as if landing, and ascend, as it takes off on the runway. Figure
4.8 shows a snapshot of the aircraft while in motion.

4.3.2

Simulation

Prior to running the Bayesian mission manager, the sensor status and aircraft
profiles are collected from the training simulation to initialize the Bayesian network off-line, as described in Section 4.2.2. The main objective of the testing
simulation is to run the system with the Bayesian mission manager, so that the
mission manager automatically updates the operating requirements in realtime for each region by monitoring the aircraft’s movements, current sensor
capabilities, and dynamically changing environment. The Bayesian mission
manager maintains the best overall performance possible for the entire sensor
network system.
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Figure 4.8: Snapshot of aircraft positions.

The probability of detection (P d) requirement is divided into 10 states, ranging from 0.91 to 1.00 for region A, B, C, D, and another 10 states from 0.80 to
0.90 for the surrounding region. The update time (U t) requirement is one of
three states: updating sensor schedule every 1 second, 2 seconds, and 4 seconds. The final decisions of Bayesian mission manager for each region are
selecting the P d and U t with maximum posterior probability given by the sensor status and aircraft profiles at current time.
The prior probabilities are set uniformly for detection probability and update
time requirements: P (P di ) = 1/10 and P (U tj ) = 1/3, where i = 1, 2, ..., 10,
and j = 1, 2, 3. The states of both variables, missing communication (ζ) and
aircraft risk rate (η) are defined as 4 ranges from 0.0 to 1.0 with a step of 0.25.
They are conditionally independent to each other given P d and U t. In a given
region, with the learned Bayesian mission manager, the joint probabilities of
current performance are analyzed as follows:
P (ζk , ηl , P di , U tj ) = P (ζk |P di , U tj )P (ηl |P di , U tj )P (P di )P (U tj ),
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where the subscript represents the state number of each variable happening at
that time, and the conditional probabilities of P (ζk |P di , U tj ) and P (ηl |P di , U tj )
are the Bayesian parameters learned from training dataset. These joint probabilities are then given as inputs to the Bayesian mission manager during the
testing simulation.
When simulating the whole system with Bayesian mission manager in realtime, the state combination of missing communication percentage and aircraft
risk rate, (ζk , ηl ) is chosen based on the system performance at current time.
Then, the interesting posterior conditional probabilities are evaluated as follows,
P
P (P di , ζk , ηl )
U t P (ζk , ηl , P di , U tj )
,
=P j
P (P di |ζk , ηl ) =
P (ζk , ηl )
P di ,U tj P (ζk , ηl , P di , U tj )

(4.9)

and
P
P (ζk , ηl , P di , U tj )
P (U tj , ζk , ηl )
P (U tj |ζk , ηl ) =
= P P di
.
P (ζk , ηl )
P di ,U tj P (ζk , ηl , P di , U tj )

(4.10)

At last, the values of P d and U t are returned to PSO, which correspond to
the states with maximum posterior conditional probability.

4.3.3

Results of Bayesian Mission Manager Performance

The overall system is run over a 1,000 second period with and without the
Bayesian mission manager, respectively. All aircraft belonging to one region
have their own operating requirements associated with this region. In the circumstance of without Bayesian mission manager, the requirements are set
as default values from Table 4.1 for each region, which are constant through
the whole testing period. Conversely, when the system is run with Bayesian
mission manager, the requirements are automatically updated by the mission
manager every scheduling interval.
As mentioned before, each region updates its own operating requirements
to obtain more successful communication exchanges between aircraft and sensor sets in it. In other word, one successful communication happens only if the
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aircraft detecting the required amount of interrogation messages sent by sensors, within a certain update period. Therefore, to evaluate the system performance for each scheduling interval, I compute the probability of unsuccessful
communication for each region, which is the ratio of the number of aircraft that
have not met the requirements to the total aircraft number in this region.
P robability of unsuccessf ul communication
N o. of Aircraf t if P d < P drequired
.
=
T otal N o. of Aircraf t in Region

(4.11)

Figure 4.9: Probability of unsuccessful communication with and without
Bayesian mission manager over 1,000 seconds in region A.

The performance of Bayesian mission manager is evaluated by the probability of unsuccessful communication, which is expected to be as small as
possible. Figure 4.9 is the comparison between the probabilities of unsuccessful communication with and without the Bayesian mission manager over
250 scheduling intervals for region A. In the upper plot, each blue point rep-
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resents a percentage value of unsuccessful communication in one scheduling interval without the Bayesian mission manager. Similarly, the red points
in the lower plot represent percentage values of unsuccessful communication with the Bayesian mission manager. As shown in this figure, there are
more red points falling on the x-axis than the blue ones. This result means
that more scheduling intervals have completely successful communication with
the Bayesian mission manager than without it. Moreover, the probability of
unsuccessful communication without the Bayesian mission manager reaches
50% for several scheduling intervals, whereas, the highest probability with the
Bayesian mission manager is no greater than 25%.

Figure 4.10: Probability distribution of unsuccessful communication with
and without Bayesian mission manager over 1,000 seconds in region A.

Figure 4.10 is another way to illustrate the performance of Bayesian mission
manager. It shows the probability distribution of unsuccessful communication
with and without Bayesian mission manager in region A. In this figure, the red
bars are much higher than the blue ones when closing to value zero. It indi-
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cates that the probability of unsuccessful communication is equal to zero more
frequently with Bayesian mission manager than without it. In other words, the
Bayesian mission manager improves the system performance enormously by
increasing the percentage of completely successful communication in region
A from 24% to 49%. Moreover, the red bars disappear when probability of unsuccessful communication is greater than 25%, which is consistent with Figure
4.9.
Table 4.3: Unsuccessful communication grouped by regions, cumulative over all
scheduling intervals

Without BN
With BN
Improvement

A
0.0249
0.0064
74.30%

B
0.1077
0.0770
28.51%

C
0.0149
0.0109
26.85%

D
0.6892
0.7159
-3.87%

Surrounding
0.1155
0.1459
-26.32%

Table 4.3 compares the probabilities of unsuccessful communication averaged over all scheduling intervals in the two situations mentioned above. The
Bayesian mission manager gives better performance for regions with higher
priority, such as region A, B, and C. The percentage of unsuccessful communications in region A has decreased by 74.30% in the best situation. This better
performance is due to the fact that aircrafts are landing or taking off in region
A, which in turn causes a higher aircraft density and maneuver concentration. The higher aircraft density and sharper maneuvers trigger the Bayesian
mission manager to assign more interrogations reducing the risk of no observations. Region D experiences a degradation in performance due to the poor
placement of sensors and relatively lower aircraft density. In the surrounding
region, the region is too large causing averaging of the statistics over many
aircrafts causing the mission manager to make bad decisions. In a word, the
Bayesian mission manager is more effective for the crucial regions, such as
region A, B, and C in this case.
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4.4

Conclusion

In most models and systems of sensor management designed for air traffic
control, a common critical problem is to achieve simultaneously computing efficiency and communication efficiency between sensors and aircraft. In the
complex environment where message exchange among sensors and aircraft
is intensive, to decide the best action of sensors for new arriving message from
aircraft during on-line control is a difficult task.
In practice, most sensor management units are modeled as a rule-based
expert system, in which decisions are made by inferring answers from domainspecific principles. For example, in Table 4.1, the default requirements are
obtained by interviewing domain experts, such as airport controller and sensor
scheduler, and/or learning from experience. The rule-based sensor management system collects interviews and observations into a knowledge base, and
uses an inference engine to set the operating requirements that are appropriate for certain situation (38, 39). The knowledge base is usually formalized as
a set of if-then rules, such as:
• If region = A, then required detection probability = 0.97.
• If update rate = 1 second, then minimum number of receiving sensors = 4.
The conventional rule-based sensor management system has ability to preserve human experience, and is easy to be developed. However, the air traffic
control problem continuously exhibits different levels of uncertainties, such as
air turbulence, sensor noise, and the change of the flight mode. Therefore,
the rule-based expert system can hardly balance the allocation of sensor resources and on-going changing operating requirements due to region priorities.
The new sensor management system, in this chapter, uses Bayesian network as a mission manager to automatically update the sensors’ real-time operating requirements based on monitoring system performance, dynamically
changing environment, and current sensor capabilities. Hence, it efficiently
balances the overall system performance by allocating more sensor resources
to the regions with higher priority.
Another advantage of this new system is that its loop nature of system
design returns the feedback of current sensor settings into next scheduling in-
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terval, which makes it be able to respond to the dynamically changing environment in real-time. By contrast, to achieve a respond to dynamic environment
with the rule-based sensor management system, decisions for every specific
situation have to be contained in its rule base. The rule-based system undoubtedly increases the search difficulties and reduces the computing efficiency.
These advantages are demonstrated with the comparison of running the
whole sensor management system with and without the Bayesian mission
manager. In fact, the experiments without Bayesian mission manager are the
rule-based expert system with a knowledge base shown in 4.1. As a result,
the system performance with the Bayesian mission manager has a significant
improvement for the highest priority region, such as the airstrip area.
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5
Intelligent Failure Detection for
Wind Turbines
Wind is an important renewable energy source. The energy and economic
return from building wind farms justify the expensive investments in doing so.
However, without an effective monitoring system, under-performing or faulty
turbines will cause a huge loss in revenue (17, 18). Therefore, to make wind
energy more competitive in the future, efforts are required to enhance the availability, reliability and lifetime of the wind turbines.
Early detection of such failures helps prevent these undesired working conditions and allows the operators to develop maintenance plans with prioritized
tasks (19). If failures are detected at an early stage, the consequent damage
is minimized or mitigated, and also repairs are better scheduled. This leads
to shorter down-times and lesser revenue losses. Therefore, diagnosis and
prognosis of potential faults are crucial to maintain and improve the efficiency
of the wind energy generation system (17, 40).
This chapter proposes an intelligent data-driven approach to monitor the
turbine performance at real-time by fusing multiple test results and to detect
the turbine abnormalities by tracking the turbine status variations. Optimization
algorithms are applied to determine the fusion rules or the detection boundary
in particular tests, objectively and optimally. This procedure is adaptable to
each turbine using Supervisory Control And Data Acquisition (SCADA) system
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data, automatically. My approach is advantageous in its applicability and datadriven nature, to monitor a large wind farm. Also, the test results have verified
the effectiveness of my approach. This research work was collaborated with
AWS Truepower, Inc. (2).

5.1
5.1.1

Wind Turbine Failure Diagnosis
Problem Description

A wind farm consists of multiple turbines, even hundreds, in some cases. The
coverage of a farm can be on a complicated landscape with major obstructions
due to local topographic features (41). This implies that each turbine may
have its own operational characteristics, which complicates the fault detection
(42). The turbine performance data is collected by the Supervisory Control
And Data Acquisition (SCADA) system. The data is collected at certain time
intervals using dozens of built-in sensors on the turbines that measure various
physical quantities.
Some failures, such as the bearing and gearbox failures (43), cause the turbines to completely shut down, which is obviously detrimental to the turbine’s
performance, and they, therefore, have been studied thoroughly by many manufactures. Their diagnostic units are built into the wind turbines. These failures
are called hard failures. For example, the data currently available from SCADA
includes not only turbine measurements, but also some flagging of events from
the existing built-in diagnostic units. Such flagging is designed for indicating
hard failures, but it is not comprehensive in detecting other faults, especially
the degradation of the faulty components. So, many soft failures, which degrade the turbine’s performance but do not necessarily stop the turbine from
running, are often overlooked, such as anemometer faults. This kind of soft
failure can also be very harmful to the long term efficiency of the turbines, in
the same way.
Among the soft failures, anemometer failure is hard to be detected but most
badly effect the turbine production. Anemometer measures the wind speed as
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detected by the turbine. The wind speed measurement is used for configurations and control settings of the turbine and, hence, very important for online
monitoring of turbine performance (44). Firstly, a damaged or out of tolerance
anemometer will effect the estimated energy production of a site. The inability
to detect bad anemometers can dramatically effect estimated return on investment. For example, Figure 5.1 shows how a 2% error in an estimate of average
annual wind speed can result in a 6% difference in power production, which directly effects the return on investment.

Figure 5.1: Power production curve for a typical large wind turbine, showing
the effect of error in wind speed measurement on estimated power production (2).

Secondly, the wind speed measurement is an important control parameter
for real-time operation, which is highly correlated with rotor speed, pitch angle,
exported power, etc. Wind turbines have different operating modes that match
each possible wind speed. The turbine starts generating electricity when the
wind speed exceeds a lower-bound threshold, such as 5 m/s. Then the turbine
increases its rotation speed as it reaches its maximum power production at
a wind speed of approximately 15 − 18 m/s. If the wind speed exceeds an
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upper-bound threshold, such as 20 m/s, the wind turbine is stalled or braked to
prevent damage or an accident. So, a faulty anemometer reading can cause
severe damage because, if the turbine does not shut down at the right time, the
turbine may not keep up and over heat, or a blade may come loose. Further,
incorrect readings may also result in false alarms that the wind speed is higher
than it really is and may frequently brake causing unnecessary downtime.

5.1.2

Research Objective

Currently, condition monitoring (CM) techniques are used to detect some specific hard failures at an early stage with separate systems designed by different
manufacturers. These techniques, such as vibration, lubrication oil, acoustic
emission signals, and generator current analysis, require the development of a
variety of sensors and computationally intensive analysis techniques (45). Despite their applications in the wind industry, the condition monitoring systems
have not yet proven their effectiveness due to the peculiarities of each wind
turbine. For example, commercial condition monitoring systems mostly employ
vibration-based techniques, which are sophisticated, and the sensors and cabling are costly. Lubrication oil analysis is becoming more popular for detecting
gearbox tooth and bearing wear, but it cannot detect any failures outside the
gearbox. Each manufacturer has basically chosen their own way of designing
a condition monitoring system (46); therefore, the present condition monitoring
techniques may not be suited to all wind turbine types and faults. Moreover,
developing reliable wind turbine condition monitoring techniques require complex and lengthy collaboration between the farm operators and manufactures
in the field.
Hence, the main objective of this research is to design a data-driven approach by only analyzing the turbine performance data collected from existing
built-in sensors on each turbine, which makes this approach more adaptive
to each turbine automatically. This approach can recoup some of the losses
by catching not just hard failures but also soft failures early on, and then support maintenance plans to minimize the failures’ impact. If a fault could be
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detected at an early stage, the potential damage could be minimized or mitigated through early repair avoiding drastic breakdown of the wind turbine,
which leads to less downtime and more revenue; meanwhile, the maintenance
can be optimally scheduled with the regular maintenance trips to minimize the
repair costs (47).

5.1.3

Failure Detection System Design

This chapter proposes to use data-driven approaches to learn the normal and
abnormal patterns from the available data, which helps both sensor validation and diagnostics in an integrated way. The abnormalities are detected by
tracking the turbine state variations (48). The data flow of the failure detection
system is illustrated as Figure 5.2, which has 4 steps as follows:
1. Pre-processing:
I develop multiple performance tests on several important turbine variables, such as power generated, rotor speed, pitch angle of individual
turbine, and also on the wind speed difference between two sibling turbines that most likely see a similar wind speed, if they both work normally.
These variables are illustrated in Table 5.1.
Table 5.1: Wind Turbine Variables Used in Designing Multiple Performance Tests
(2)

Turbine Variable
Wind Speed (V w)

Unit
m/s

Generated Power (P )
Rotor Speed (V r)

kw
revolutions
per min
degrees
m/s

Pitch Angle (Dp)
Wind Speed
Difference (wsd)
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Definition
Average measurement seen
by the anemometer
Average real power produced
Average rotational speed
of the rotor
Average pitch angle of the blades
Absolute wind speed difference
between two sibling turbine
wsd = |wsA − wsB |
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2. Feature extraction:
In each test, multiple states are defined to distinguish different working
condition features, including complete shut-down, under-performing, abnormally frequent default, as well as, normal working. Through extensive
data mining of historical data and verification from farm operators, some
state combinations are discovered to be strong indicators of failures, such
as spindle failures, lighting strikes, anemometer faults, etc., for fault detection.
3. Pattern recognition:
Then, all test results are fused to reach a final conclusion used as a
pattern, which describes the turbine working status at current time. It
is more effective than any single test. I apply the particle swarm optimization (PSO) algorithm to recognize several patterns with fusion rules,
which are determined in the feature space objectively and optimally.
4. Failure prediction:
In this step, a Bayesian network (BN) is applied to automatically monitor
the turbine working status and identify the potential failures with a percentage certainty based on any abnormal changes in the turbine performance. The main objective is to predict when and what types of failures
are going to happen, so that the farm operators can fix the failures at an
earlier stage to avoid major breakdowns.
The design of this failure detection system has the following advantages,
• The state-of-the-art Supervisory Control And Data Acquisition (SCADA)
system in industry can only answer the question whether there are abnormal working states, but my evaluation of multiple states in multiple turbine
performance tests is also promising for diagnostics and prognostics.
• These multiple tests are combined to reach a final conclusion, which is
more effective than any single test. From the fused test results, one can
gain a qualitative understanding of turbine performance status to detect
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Figure 5.2: Data flow of wind turbine failure detection system, consisting 4
steps: pre-processing, feature extraction, pattern recognition and failure prediction.
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faults and can also provide explanations on what has happened for detailed diagnostics.

• My approach is adaptable to each turbine automatically and is advantageous in its applicability and data-driven nature to monitor a large wind
farm.

As described in Section 5.1.1, the wind turbine systems require a more reliable anemometer reading to ensure their efficiency. It is crucial to monitor
the anemometer status and detect its failure at an early stage. One solution
is to pair up all the turbines so that each turbine has a sibling. Two sibling turbines would most likely measure a similar wind speed at the same time. If the
measured wind speed is drastically different, it could be due to anemometer
faults, turbine malfunctioning or wind blockage. In this chapter, I also propose
a new wind speed difference test as one of the multiple performance tests for
particularly detecting anemometer failures. This test uses wind speed difference between a turbine pair to detect faults and fuse the results from multiple
pairs to identify the turbine at fault relative to anemometer (49). To improve
the detection accuracy of this wind speed difference test, I also design a new
method to determine a circle-shaped decision boundary between the normal
and abnormal states in its feature space using PSO algorithm. The weeks
inside the circle are decided to be normal, when both turbines are functioning properly. The ones outside the circle are decided faulty or idle, where the
faulty state often indicates soft failures, like anemometer faults, and the idle
state often indicates hard failures that cause turbines to completely shut down.
Compared to differential evolution (DE) and evolution strategy (ES) algorithms,
PSO achieves better solution with lower fitness value in a shorter convergence
time.
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5.2

Multiple Turbine Tests on Critical Performance
Variables

It is straightforward to analyze turbine performance to detect its faults. I choose
three variables – power production, rotor rotating speed and blade pitch angle
– significant to adjudicate on whether the turbine working properly (50). First
of all, power production is one of the main yardstick to measure turbine performance. Once there is a failure occurring in a turbine, the power it produces will
be effected badly. Second, the rotor component converts wind energy to low
speed rotational energy. The faster it rotates, the more energy the turbine produces. Moreover, the blade pitch gives the turbine blades the optimum angle
of attack. Allowing the angle of attack to be remotely adjusted gives greater
control, so that the turbine collects the maximum amount of wind energy for
the time of day and season. I measure these variables against wind speed,
since the turbine performance is also determined according to how fast the
wind blows.

5.2.1

Test 1: Generated Power vs. Wind Speed

The power curve, a plot of the generated power of the wind turbine averaged
over unit time interval against the wind speed, is a key test for turbine health,
since power production is the ultimate goal of the wind turbine.
The nominal power curve, provided by the manufacturers, is a discrete set
of power versus wind speed {(w1 , p1 ), (w2 , p2 ), . . . , (wm , pm )}. Yan (3) first fit the
nominal power curve using a Gaussian cumulative distribution function (CDF),
where the parameters of the Gaussian CDF are optimized by particle swarm
optimization (PSO) algorithm. A Gaussian CDF fitting function is defined by
Z

w

P̂ (w|c, a, s, m) = −m + s ·
−∞

√

(x−c)2
1
e− 2a2 dx,
2πa

(5.1)

where w is the wind speed, P̂ is the estimated power at specific w. In the
Gaussian CDF fitting, c is its mean, a is the standard deviation, s is the scaling
factor, and m is an extra shift. The common digits of fitting parameters found
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by PSO are provided in Table 5.2. Then we construct the inverse function of
the Gaussian CDF, ŵ = f −1 (P̂ ), to linearize the nominal power curve.
Table 5.2: Gaussian CDF Fitting Coefficients (3)

Gaussian CDF

a
2.684

c
9.020

s
1.087

m
0.026

The multiple states relative to the linearized nominal power curve are listed
in Table 5.3. This linearization method simplifies the state definition because
the nominal power curve needs to be fitted only once; meanwhile, the states, in
the linearized domain, are defined by thresholds, rather than, the complicated
boundary curves in the power curve domain, where those boundary curves
require multiple fittings.

Figure 5.3: State diagram for power curve vs. wind speed.

The definition of the multiple states relative to the linearized power curve is
shown in Table 5.3. The colored sections in Figure 5.3 identify different regions
in the power curve that represent potential problems in the wind turbine, if the
measurements change between regions (51). For example, the power measurements should reside in the yellow, blue, and pink regions. However, the
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Table 5.3: State Definition of Linearized Power Values (P̂ ) vs. Wind Speed (V w)

State

Definition

1
2
3
4
5
6
7
8

P̂ > 1.5
0.5 < P̂ ≤ 1.5
−0.5 < P̂ ≤ 0.5
−1.5 < P̂ ≤ −0.5
P̂ ≤ −1.5
Horizontal power
V w < 4andP̂ > 0
V w < 4andP̂ ≤ 0

Working Condition
Under-performing with soft failures
Normal working
Normal working
Normal working
Under-performing with soft failures
Shut down with hard failures
Shut down with soft failures
Abnormal defaults

scattered red points in the upper left are typical of a faulty anemometer in the
turbine. So, if the measurements move to this upper left region, there is some
soft failures, which are insufficient to stop operations yet still cause power production losses, such as faulty anemometer or gear box. Without timely maintenance, the turbine is continuously breaking, until it completely shuts down.
Some hard failures, like spindle failure and lightning strike, will also cause the
turbine to completely shut down. When it happens, the measurements move
to the red or black horizontal region.

5.2.2

Test 2: Rotor Speed vs. Wind Speed

The next variable analyzed is rotor speed as a function of measured wind
speed. The turbine generally operates at a constant rotor speed if there is
adequate wind. More power is produced as the wind force increases but the
rotor speed remains constant. The cycle for a productive wind turbine is to
begin with a rotor speed increasing linearly for wind speed between 0 m/s and
3 m/s, then reaches a speed of 20 cycles/s from 3 m/s to 6 m/s, and finally
stays at 20 cycles/s. Based on this working cycle of wind turbines, I classify 7
states of the rotor speed curve, as shown in Table 5.4. If the turbine is down
or off due to some hard failures, the rotor speed is 0 m/s for all wind speeds,
corresponding to the red horizontal region in Figure 5.4. Some of the mea-
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Figure 5.4: State diagram for rotor speed vs. wind speed.

surements in the black region are caused by various types of failures, such as
bad anemometer or rough blade.

5.2.3

Test 3: Pitch Angle vs. Wind Speed

The third test analyzes the pitch angle against the measured wind speed. Similar to the previous test, pitch angle keeps around −20 degree when the turbine is steadily working, as shown in the blue region in Figure 5.5. If the wind
speed is really high, the pitch turns away the coming wind direction to avoid the
damage. This condition is given in the upper right black region. Some of the
measurements are in the pink line corresponding to −50 degree pitch angle.
Since the pitch is set to −50 degree as preventative angle before the turbine is
going down, this state is used to do prognostics of the turbine faults. The state
two, the lower vertical green line, is a critical indicator of the lightning event
happening to the turbine.
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Table 5.4: State Definition of Rotor Speed (V r) vs. Wind Speed (V w)

State
1
2
3

5
6

Definition
V r < 0.5 (Horizontal state)
V w < 0.5 (Vertical state)
0.8 ≤ V w ≤ 6 and
0.5 ≤ V r ≤ 3.5
3 ≤ V w ≤ 6 and
3.5 ≤ V r ≤ 19.5
V r > 19.5
AbnormalV rwhenV w < 3

7

AbnormalV rwhenV w > 6

4

5.3

Working Condition
Shut down with hard failures
Anemometer failures
Ramping up/down
Normal working
Normal working in high wind speed
Under-performing, Low wind speed
but relatively high rotor speed
Under-performing, High wind speed
but relatively low rotor speed,

Anemometer Failure Detection by Wind Speed
Difference Test

An anemometer measures the wind speed as detected by the turbine. This
measurement is affected by several factors like elevation, turbulence at the turbine, other topographical factors or simply noise. However, in a wind farm,
there are turbine groups that see similar wind flow, either due to their physical proximity, or their similar configuration in a cluster of turbines including
surrounding geography (52). These turbines are called sibling turbines. It is
fair to assume that if the sibling turbines all perform properly, then they should
measure similar wind speed. Based on this similarity, I begin to compare wind
measurements between turbine pairs. If they begin to differ, this is a good indication that one of the wind turbines requires maintenance. I collected a week’s
worth of data and model the wind speed difference using the Weibull distribution, as the Weibull distribution is very practical for reliability testing (53, 54).
The detector uses the estimated Weibull parameters to define the normal and
abnormal states of wind turbines. The abnormal wind speed difference patterns are caused either by a faulty anemometer, directly, or by other faults,
indirectly. For instance, if a turbine is shut down due to major component fail-
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Figure 5.5: State diagram for pitch angle vs. wind speed.

ure, or if the turbine is under the influences of lightning, the anemometer of
that particular turbine will produce very small readings causing detectable discrepancies in the wind speed measurements of the turbine pairs. Earlier in
this chapter, I have designed multiple tests on other sensor data to exclude
faults not caused by anemometers. Due to the high variation of wind speed,
a direct point-to-point comparison of wind speed differences easily triggers
false alarms. Therefore, a week’s worth of wind speed data is aggregated
to increase the robustness of the detection. This method is employed by C.
A. Cassity and D. Parker, who won the Prognostics and Health Management
(PHM) 2011 Data Competition (55).

5.3.1

Two-Dimensional Failure Detector

The wind speed measurement is used as an independent scale variable in my
modeling efforts. According to (44), wind speed is Weibull distributed. Going
forward, we assume that wind speeds at different wind turbines are uncorrelated Weibull random variables.
I choose a turbine, denoted as A, and its closest neighboring turbine, B, to
evaluate the difference in their wind speed measurements. These two turbines
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Table 5.5: State Definition of Pitch Angle (Dp) vs. Wind Speed (V w)

State
1
2
3
4
5
6
7
8

Definition
−110 < Dp < −108
(Horizontal state)
0.5 < V w < 0.7
(Vertical state)
Dp = −50 degree
3 ≤ V w ≤ 6 and
−108 ≤ Dp ≤ −20
V w ≤ 12 and Dp > −20
12 ≤ V w ≤ 22 and
−35 ≤ Dp ≤ −15
AbnormalDpwhenV w < 3
AbnormalDpwhenV w > 6

Working Condition
Shut down with hard failures
Anemometer failures
Default setup
Normal working or ramping up/down
Normal working
Switch pitch angle to avoid damage
caused by high wind speed
Under-performing in low wind speed
Under-performing in high wind speed

are closest to each other, and there are no other turbines around them to
interfere with the air flow around them. They make a sibling turbine pair. We
divide the data set into individual weeks that contain n data points or less,
if data is missing. For each week, we calculate the absolute values of wind
speed difference between A and B as
wsd = |wsA − wsB |.

(5.2)

where wsA and wsB are uncorrelated Weibull random variables.
Since wind speed as seen by the turbine follows a Weibull distribution, the
weekly data of wind speed difference wsd is also fitted into a two-parameter
Weibull distribution of
pdf (wsd; λ, k) =

k wsd k−1 −(wsd/λ)k
(
) e
,
λ λ

(5.3)

where k and λ are the estimated shape parameter and scale parameter, respectively.
Since both turbines ideally should see similar wind speeds, the Weibull
probability density distribution should match and hence produce little spread.
The less spread of the Weibull probability density distribution of wind speed
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difference, the better the anemometer functioning on the two turbines. Figure
5.6 (1), (2), and (3) demonstrate the normal, the faulty and the idle states of
weighted histograms of weekly wind speed difference, respectively, which are
most confidently Weibull distributed. I consider a Weibull distribution with one
pair of estimated shape and scale parameters as a single state for the wind
speed difference variable under analysis. It is obvious that there are significant
differences among the spread of the three distributions.
The normal state, such as in week 31 in Figure 5.6 (1), has a sharp distribution. Its default condition is defined as
If ki > 0.8 and 0 < λi < 0.8, then pdf (wsdi ; ki , λi ) ∈ normal week,
where i is the week index. The wind speed difference in this week is all less
than 2 m/s, and the probability of zero wind speed difference is close to 1,
which means that the wind speed difference is consistently small. Moreover, it
has a better performance since we have a good estimate of the wind speed difference with a high probability. If we need to predict the wind speed difference
within 1 m/s, we know the difference will be 1 m/s with nearly 100% probability.
This implies that both turbines work similarly, and the probability that they both
work well is high.
The faulty state, such as in week 79 in Figure 5.6 (2), has a more spread
distribution between 0 m/s and 6 m/s with a larger scale parameter, and its
shape parameter is greater than 1. Its default condition is defined as
If ki > 1 and λi > 0.8, then pdf (wsdi ; ki , λi ) ∈ faulty week.
This distribution is indicative of a soft failure in one of the turbine anemometers, mostly due to aging. The faulty turbine’s performance degrades gradually.
However, we cannot conclusively say, which turbine in fact has an anemometer
problem without a further wind speed difference test.
The idle distribution in Figure 5.6 (3), as an example of week 118, is flattened out with a long tail. The probabilities for wind speed difference higher
than 2 m/s are significantly lower. This kind of Weibull distribution has a large
scale parameter and a shape parameter less than 1. Its default condition is
defined as
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(1) normal in week 31

(2) faulty in week 79

(3) idle in week 118
Figure 5.6: Examples of normal, faulty, and idle distributions of wind speed difference between turbine A and B.

73

5. INTELLIGENT FAILURE DETECTION FOR WIND TURBINES

If 0 < ki < 1 and λi > 0.8, then pdf (wsdi ; ki , λi ) ∈ idle week.
An intuitive explanation of such a scenario is that one turbine completely shuts
down because of hard failures such as lightning or major component failure,
and its anemometer is also turned off to read near-zero wind speed. As a
result, the wind speed difference distribution is almost the same as the wind
speed distribution of the other normal turbine.
To sum up, the turbine working status is reflected by the estimated Weibull
distribution of the weekly wind speed difference data, represented by the scale
and shape parameters. Based on this phenomenon, we can detect turbine
failures by plotting the pairs of Weibull scale and shape parameters, used as
a single state of turbine working condition. And, the main goal is, in the 2dimensional plot of Weibull scale and shape parameters, to reveal the normal
and abnormal regions of turbine performance.

Figure 5.7: Estimated Weibull parameters of weekly wind speed difference
between turbine A and B.
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I analyze the Weibull probability density function for the 130 weeks worth
of data. If the scale parameter λ is larger, the distribution is more spread out,
such as in week 79 and week 118. If λ is smaller, the distribution is more concentrated, such as in week 31. On the other hand, if the shape parameter k
is close to 1, the distribution is sharper giving small wind speed differences a
higher probability. Figure 5.7 shows the 2-dimensional plot of the estimated
Weibull scale and shape parameters of weekly wind speed difference between
the turbine A and B. The red spot is the cluster center of all parameters. A
circle with this center represents the normal functioning of the anemometers
on both the turbines. In fact, the circle acts as a detection threshold for faulty
and idle states. The weeks inside the circle pertain to a normal state, when
both turbines are functioning properly, and the ones outside the circle are functioning less optimally in a faulty or idle state. Notice that week 79 and week 118
are both outside the circle. The two anomalous points in 2-dimensional space
are indicative of faulty functioning. However, with two distinct characteristics,
they represent different types of failures as discussed above.
In the 2-dimensional plot, the faulty state with the shape parameter k greater
than 1 and scale parameters λ greater than 1 on the top-right portion of the circle, which we can expect abnormal functioning of the anemometer. However,
the ones with the shape parameter k less than 1 on the bottom-right of the circle may or may not have a failure in the anemometer. For example, verified with
the corresponding flags of true events from SCADA data, the abnormal performance in both week 68 and week 118 are due to lighting strikes. If considering
the points with both shape and scale parameters higher than 1, I get Weibull
distributions that spread over a wide range of wind speeds with a close resemblance to a uniform distribution (distribution which is more flat across the wind
speed differences). This is indicative of an abnormal functioning of anemometer as well as poorly performing other parts of the turbine. In this approach, I
focus on the points above the value of 0.9 for both scale and shape parameters. The weeks that fall in this category are weeks 86, 34, 41, 94, 28, and 79
from left to right in Figure 5.7. Through the verification from farm operators,
except that the weeks 34 and 41 are due to missing data, the bad performance
in all the other weeks are caused by the failures related to the anemometer.
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5.3.2

One-Dimensional Failure Detector

As a way to measure the integrated effects of the scale and shape parameters,
I design another test based on the area under the Weibull cumulative distribution function (CDF). The area definition is given later in Equation (5.5). The
Weibull CDF function is defined as
k

cdf(wsd; λ, k) = 1 − e−(wsd/λ) ,

(5.4)

where wsd is the Weibull random variable of wind speed difference. If both
turbines work well and similarly, the cumulative probability function rises to
value 1 fast. In such case, the two turbines rarely have different wind speeds.
Otherwise, if one turbine is faulty, then the wind speed difference is larger, and
the Weibull cumulative distribution approaches 1 slower, which corresponds to
a diagonal or nearly linear function. For instance, Figure 5.8 illustrates that the
Weibull cumulative distribution of wind speed difference in week 31 is steeper
than those in week 79 and week 118, and week 31 is a normal week when both
turbines work well.
As shown in Figure 5.8, when the Weibull cumulative distribution rises to 1
fast, the curve covers more area under it. So we consider the normalized total
area under the CDF curve (AUC) as an indicator of such a phenomenon,
R wsdmax
AUC(wsd = wsdmax ; λ, k) =

0

cdf(w; λ, k)dw
,
R wsdmax
1dw
0

(5.5)

where the infimum of the area is
R wsdmax
AUC(wsd = wsdmax ; λ, k) → R0wsdmax
0

1dw
1dw

= 1,

(5.6)

and in our application, we have wsdmax = 25 here. The bigger the AUC, the better both turbines work. Figure 5.9 plots the AUC curves versus week numbers.
R 25
0.9
An area of 0 1 − e−(wsd/0.9) dw = 0.96382, shown as the green straight line,
serves as a reference when the scale and shape parameters are both 0.9. The
line is used as the threshold to declare problematic weeks for assigning the
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Weibull Cumulative Distribution of Wind Speed Difference
between A and B in a Normal Week, a Faulty Week and an Idle week

Cumulative Probability

1

Normal week, AUC=0.98814
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Figure 5.8: Weibull cumulative distribution of wind speed difference between
A and B in week 31, 79, and 118.

weekly health flags later on. The one-dimensional failure detector obtains the
same detection results as the detector of two dimensions, which is declaring
weeks 86, 34, 41, 94, 28, and 79 to be abnormal weeks.

5.3.3

Relation between 2D and 1D Failure Detectors

In this chapter, the 2-dimensional method uses 1-dimensional method to help
training the decision boundary, so 2-dimensional method is enhanced by 1dimensional method. On the other hand, if only using 1-dimensional method,
we can’t tell the hard failures and soft failures apart. These two methods complement each other, and we do not compare them.
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Difference between A and B in Normalized Area
under CDF of Weekly Wind Speed
1

Normalized Area for Each Week

Normalized Area

0.99
0.98
0.97
0.96
0.95
0.94
0

20

40

60
80
Week Number

100

120

140

Figure 5.9: Normalized area under Weibull cumulative distribution of weekly
wind speed difference, AUC, between turbine A and B.

5.4

Particle Swarm Optimization Based Method for
Failure Detection Boundary Determination

The previous section sums up the turbine working status which is reflected by
the estimated Weibull distribution of the weekly wind speed difference data,
represented by the scale and shape parameters. Based on this phenomenon,
the main goal is to reveal the normal and abnormal regions of turbine performance, in the 2-dimensional plot of Weibull scale and shape parameters (49).
In order to determine the decision boundary between the normal and abnormal states in the wind speed difference failure detector objectively and optimally, I propose to use the particle swarm optimization (PSO) algorithm to
learn from the historical data, in this section. This new method determines
a circle-shaped decision boundary between the normal and abnormal states.
The weeks inside the circle are decided to be normal, when both turbines are
functioning properly. The ones outside the circle are decided faulty or idle,
where the faulty state often indicates soft failures, and the idle state often indi-
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cates hard failures.
Model parameterization is critical for accurate diagnosis (56), and PSO is
an effective optimization algorithm to automate the parameter estimation. PSO
is inspired by social behaviors, where a population of particles search through
the solution space to find the global optimum of a fitness function defined for
each specific application. Each particle represents a complete solution and
moves in the search space using both cognitive awareness and social influence. The PSO algorithm has been widely applied in NP-hard optimization
problems.
The optimal decision boundary between normal and abnormal states is designed as the boundary to minimize the errors due to missed detection and
false alarms on the training data. I also compare the PSO algorithm with differential evolution (DE) and evolutionary strategy (ES) algorithms. It turns out
that the PSO algorithm achieves the lowest fitness value in a shorter converging time than the other two algorithms. The same decision rule is then tested
on an exclusive testing data set for the same turbine. I verify my test results
by the automatic failure flagging on the turbines and the monthly operational
reports from the wind farm operators.

5.4.1

Application of PSO to Determine the Decision Boundary

A major problem in the wind speed difference test is to determine the decision boundary between the normal and abnormal states in the feature space
objectively and optimally. The feature space spanned by the shape and scale
parameters of the estimated Weibull distribution of the weekly wind speed differences is illustrated in Figure 5.10.
When soft failures such as the anemometer faults happen, the wind speed
difference is not drastic, but the difference is consistently there, and hence the
distribution is skewed towards the bigger wind speed difference. In this case,
both the shape parameter and the scale parameter are large numbers, pointing
to the upper right region.
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When hard failures such as major component failures happen, one turbine
completely shuts down, and its anemometer reads zero wind speed, causing
maximum wind speed difference between a turbine pair. The distribution is
thus nearly flattened out with a very heavy tail, represented by a bigger scale
parameter but small shape parameter, namely, the lower right region.
Based on the above analysis, we note that the features of the normal weeks
are clustered together, yet the features of the abnormal weeks can spread
around anywhere outside of that cluster. I propose a heuristic that the features
of the normal weeks are clustered in a circular region, which is the least informative shape, shown as Figure 5.7 in the previous section. But, the location
and size of such a circle in the feature space is turbine specific. In order to determine the origin and the radius of the circle, I utilize PSO algorithm to learn
from historical data. Then I use this decision rule to test on future data.
The particle in our application is defined as
{Pi : xi , yi , ri },

(5.7)

where the particle index is i going from 1 to N , the origin of its circle is (xi , yi ),
and the radius of its circle is ri .
Each SCADA data record is associated with a manual or automatic label
indicating the event happening at that time, which is used to label whether the
turbine works normally at that instance. If the labels associated with faults account for more than 20% percentage of the weekly data, this week is regarded
as a problematic week, and hence a health flag of −1 is applied to this week.
Otherwise, this week is assigned with a health flag of 1. An exception is assigned a health flag of 0, if there is too much missing data and the data is not
sufficient, which does not effect the optimization procedure.
However, the SCADA flagging is not completely dependable, especially on
the degradation of the faulty components. This is also why we need to design
better diagnostics and prognostics algorithms. Another factor to label whether
the week is healthy or problematic is the area value under the Weibull CDF
curve of the wind speed difference in that week, as defined in Equation (5.5).
A health flag of −1 overrides a flag of 1, if the area value is less than 0.96382.
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Note that labeling is based on both the reported events and AUC, where
AUC serves as a data-based evaluation to enhance the reliability of event flagging for labeling, which is for training purpose. In testing, we often do not have
enough resources to label, and then testing is based on classification.
After the health flag of each week is assigned, any decision boundary may
incur two types of errors. One error is miss detection, defined as the number
of weeks with a health flag of −1 but located inside the circle as being normal,
(Emiss detection )i = I(weekj is normal (inside circle), when health flagj = −1),
(5.8)
where j is the set of week indices in the training set. I(·) is a counting function,
with value 1 when the argument is true, or else 0. The other error is false alarm,
defined as the number of weeks classified as abnormal outside the circle but
with a health flag of 1,
(Efalse alarm )i = I(weekj is abnormal (outside circle), when health flagj = 1).
(5.9)
The fitness function is the summation of the above two errors associated with
each particle,
F itnessi = f (Pi ) = (Emiss detection )i + (Efalse alarm )i .

(5.10)

The optimal solution minimizes the fitness function.

5.4.2

Experiments and Results

There are 130 weeks’ worth of data, and I split them into training and testing
sets. The training set includes the first 70 weeks, and each week is labeled with
1, −1, or 0, indicating whether that week is healthy, problematic, or missing-toomuch-data. In Figure 5.10, the green points represent healthy weeks and the
red ones problematic weeks. If one green point is outside the candidate decision boundary, it causes false alarm error; however, if one red point is inside
the boundary, it causes a miss detection error. I use 200 particles and let them
search in 100 iterations. Note that the number of particles could be reduced
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to maintain a similar performance, and my analysis indicates that more particles do not necessary improve performance, and hence I use 200 particles. I
have tried different numbers of iterations. PSO often converges in less than 50
iterations, and I choose 100 iterations to allow some tolerance.
State Defination of Wind Speed Difference Test
1.4
Training week with health flag = 1
Training week with health flag = −1
Optimal decision boundary learned
from training data by PSO

Weibull Shape Parameter
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Figure 5.10: 2D plot of weekly estimated Weibull parameters of wind speed
difference between turbine A and B. Apply the first 70 weeks as training data.
Learn the optimal decision boundary of normal and abnormal states by PSO.

In each iteration, the fitness of each particle is evaluated by Equation (5.10).
The best solution seen by each particle is used to update pbesti , and the best
solution seen by the whole population is used to update gbest . Through iterations, all particles move toward optimal locations, driven by their own cognitive
awareness and social influence.
Figure 5.10 shows the 2-dimensional plot of Weibull scale and shape parameters of wind speed difference between turbine A and B. Each point represent one week. I use the first 70 weeks as training data, and then apply PSO
to determine the optimal decision boundary with the lowest error amount. In
Figure 5.10, the red circle represents the optimal decision boundary obtained
by PSO algorithm from the training data. This circle separates the normal and
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abnormal regions of the wind speed difference test incurring minimum errors.
In this feature space, the weeks associated with soft failures are located to
the upper right of the circle, and the weeks associated with hard failures are
located to the lower right of the circle.

Figure 5.11: Comparison of fitness transition among PSO, DE and CMA-ES.

I compare PSO algorithm with the other two optimization algorithms, Differential Evolution (DE) (57) and Evolution Strategy (ES) (58). Differential Evolution algorithm is an optimization method in evolutionary algorithms (EAs), capable of handling non-differentiable, nonlinear and multi-model objective problems. The crucial idea behind DE is a scheme for generating new candidate solutions by combining existing ones according to its formulae of vector crossover
and mutation. Then, DE adds the weighted difference between two solution
vectors to a third one, which makes the scheme completely self-organizing. In
each iteration, DE updates the solution which has the best fitness value on the
optimization problem. On the other hand, Evolution Strategy (ES) algorithm

83

5. INTELLIGENT FAILURE DETECTION FOR WIND TURBINES

is a stochastic, derivative-free numerical optimization method for nonlinear or
non-convex problems. In ES algorithm, new candidate solutions are sampled
according to a multivariate normal distribution. The pair-wise dependencies
between the variables in this distribution are described by a covariance matrix,
which is updated by the covariance matrix adaptation (CMA) method. So, this
algorithm is also called CMA-ES.
Figure 5.11 compares the progression of gbest versus iterations among three
mentioned algorithms. As shown in Figure 5.11, the PSO algorithm achieves
the lowest fitness value in a shorter converging time than both DE and CMA-ES
(59). The fitness value by PSO converges below 10 around the 5th iteration,
but the other two algorithms only converge to 14. Table 5.6 shows that both
DE and CMA-ES need more CPU time to hit the lowest fitness value than PSO
does.
Table 5.6: Compare PSO with DE and CMA-ES on CPU Time of Iteration and
Convergence

CPU time per iteration
No. of iterations to converge
CPU time per convergence

PSO
0.134s
5
0.67s

DE
0.151s
10
1.51s

CMA-ES
1.42s
40
56.80s

After the location and size of the decision boundary circle are determined
for each turbine, I use this decision rule to test future data for the same turbine.
I use the data from week 71 to week 130 in testing. In Figure 5.12, the red
circle is the optimal decision boundary learned from the first 70 weeks. All the
weeks outside this circle are classified as abnormal weeks. Except for week
118, which falls into the idle state due to the lighting strike, all the other abnormal weeks are caused by the fact that the anemometer is degraded as time
goes on. According to the monthly report, the anemometer barely functions
since week 79 until it is replaced in week 95, same as Figure 5.12 showing.
So, the test results are consistent to the monthly report. With the red decision boundary learned from the earlier data, and even through there are false
alarms, miss detections are avoided.
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State Defination of Wind Speed Difference Test
1.4

Testing week with health flag = 1
Testing week with health flag = −1
Optimal decision boundary learned
from training data by PSO
Optimal decision boundary learned
from week 71 ~ 130 data by PSO
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Figure 5.12: 2D plot of weekly estimated Weibull parameters with optimal
decision boundary. Apply the week 71 to week 130 as testing data. The average
system performance gets worse due to the aging anemometer.
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To demonstrate the system degradation due to anemometer aging, we apply the same decision boundary procedure on the testing data from week 71
to week 130 to obtain the yellow circle. This procedure on the latter data is not
used to train or test the system but only to show the average system performance. The center of later data set is shifted to the right, indicating that the
anemometer shifts towards worse performance.

5.5

Failure Detection by Fusing Information from
Multiple Neighboring Turbines

Once a failure is detected using the previous methods, it cannot be conclusively
said which of the two turbines have an abnormal condition. To further enhance
the performance of my detector, I evaluate the wind speed differences with
respect to multiple turbines for the turbine under test. I consider the turbine A
and evaluate its wind speed difference with respect to B, C, D, E, F , G, and H.
Order these turbines numerically with a notation of i. For instance, turbine B is
the 1st turbine in comparison, and turbine C is the 2nd turbine in comparison,
etc., until turbine H is the 7th turbine in comparison. In my example, I compare
the wind speed of turbine A with seven other turbines. In practice, one can
use more or less turbines for comparison. For i goes from 1 to 7, the ith wind
speed difference is given by
wsdi = |wsA − wsi |.

(5.11)

Similar to my analysis in pervious sections I estimate the probability density function and the cumulative density function for each of the wind speed
difference. Further I will attempt to fuse these multiple sources of information
to determine whether turbine A has an abnormal condition or not. If turbine A
functions abnormally, then it is highly likely that some or all of the wind speed
difference CDFs are in bad states. On the other hand, if turbine A functions
properly, then it is unlikely that all of the CDF tests would be bad.
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Due to the differences in the physical distances, wakes, or potential faults,
the wind speed difference between multiple turbine pairs would differ. The
CDF plots of the weekly wind speed difference is averaged over the full data
duration, and these average CDF plots between turbine A and multiple turbines
are shown in Figure 5.13 to show the variation. Note that the best in this
average is turbine B. The bigger the area under the CDF plot, the smaller the
difference between the wind speed measured on the turbine pair, and hence
the more important this turbine is in comparison for telling when turbine A may
function abnormally. Based on this idea, the areas under the average CDF
curve are used as the weights for later fusion.
∞

Z

CDF (wsdi )dwsdi ,

wi =

(5.12)

0

where wsdi is defined in Equation (5.11).
For each turbine pair, the areas under the empirical weekly CDF curve are
first evaluated. In the jth week, the ith turbine assumes an area under the
CDF curve as below,
Z
Ai,j =

∞

CDF (wsdi,j )dwsdi,j ,

(5.13)

0

where wsdi,j is the wind speed difference between the turbine A and the ith
turbine in the jth week. Then the maximum area within all these weeks is used
to normalize the weekly area, so that the normalized area is in the range of 0
to 1,
ai,j =

Ai,j
,
maxj {Ai,j }

(5.14)

where maxj {Ai,j } takes the maximum value over week number j.
Finally the multiple turbine tests are fused as below,
F Aj =

m
X

wi ai,j ,

(5.15)

i=1

where m is the number of turbines in comparison. In my example, m = 7. F Aj
is the weekly fused result, as shown in Figure 5.14. In Figure 5.14, the test

87

5. INTELLIGENT FAILURE DETECTION FOR WIND TURBINES

Figure 5.13: Variation in Weibull cumulative density of weekly wind speed
difference between turbine A and multiple turbines.
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result between the single turbine pair, in red line with circle markers, is taken
from Figure 5.9, which is compared with the fused result, in blue line with star
markers, between the multiple turbine pairs.
From Figure 5.14, we can see that the single turbine pair test indicates that
week 79 may have a problem. With the multiple turbine pairs test, this week is
excluded. This result indicates that the low value in the single turbine pair test
in week 79 is due to turbine B, instead of turbine A. With a single turbine pair
test, we cannot conclusively say which turbine causes the problem. However,
with the multiple turbine pairs test, we can determine which turbine is faulty in
that week.

Figure 5.14: Comparison of area under CDF between single turbine pair and
multiple turbine pairs.
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5.6

Pattern Recognition by Fusing Multiple Test
Results with PSO

After extracting turbine working features from the multiple designed performance tests, the next step is to recognize different patterns of turbine working
status at current time by fusing all the test results.

5.6.1

Turbine Working Status Analysis and Classification

I take the data for each day as a unit to detect on which days the turbine behaves abnormally. Assuming that there are n observations per day, I run the
multiple tests, designed for describing turbine performance, on each observation point. In each test, multiple states are defined to extract different working
condition features, such as complete shut-downs, under-performing states, abnormally frequent default states, as well as, normal working states.

Figure 5.15: Turbine working status analysis procedure.

Through extensive data mining of historical data and verification from farm
operators, every state combination corresponds to one type of turbine working
status. Some state combinations are also discovered to be strong indicators
of turbine abnormalities. Figure 5.15 demonstrates the procedure of testing
turbine performance at the kth time point. Functions F 1, F 2, F 3 are defined for
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the power curve test, the rotor speed test, and the pitch angle test, respectively.
Each test can represent one feature of turbine working status at the kth time
point. So, more tests extended, more specifically the turbine performance can
be described. At the kth time point, the corresponding state combination is
8, 1, 2, in which the three numbers orderly represent the result states of the
power curve test, the rotor speed test, and the pitch angle test. The result of
the rotor speed test belongs to the horizontal state 1, which means that the
rotor speed is relatively low while the wind speed is quite high; meanwhile,
the power produced is negative at this time point, which is assigned as the
abnormal working state 8. These two features indicate that this turbine is barely
rotating due to failures. Moreover, the pitch angle also stays in the vertical
state 2. This is because the turbine makes its blades get the least wind area
to avoid a destructive break. All of the multiple tests tell that the turbine is in
an abnormal working status due to a bad windy weather. The detection results
have been verified as a lighting strike to this turbine.
Based on the knowledge from both wind energy experts and observation
data, we classify the turbine working status into 5 different categories:
1. Normal Operation
2. Ramping Up/Down
3. Degradation
4. Safe Shutdown
5. Abnormal Shutdown
Category 2 is defined as the working status when the turbine is ramping up
or down caused by its normal reaction to wind speed varying, different control settings, etc. Category 3 describes the situation that even the turbine still
keeps running but its performance has already been degrading. It is a warning
sign to the later complete shut-down. The safe shutdown is due to some allowable reasons, such as annual maintenance; on the contrary, the abnormal
shutdown happens unexpectedly because of several harmful faults, such as
spindle failure. Each state combination that has ever occurred to turbines is
assigned to its relative working status category, as shown in Table 5.7.
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Table 5.7: Turbine Working Status Category Assignment

Category
1. Normal Operation
2. Ramping Up/Down
3. Degradation
4. Safe Shutdown
5. Abnormal Shutdown

5.6.2

Relative State Combinations
254, 255, 256, 354, 355, 356, 444, 455, 456, 556
813, 833
378, 558, 578, 754, 755, 834, 837, 854, 855
811, 812, 818, 911
611, 633, 644, 618, 671

Applying PSO to Determine the Fusion Rules of Turbine Daily Working Status

I divide the whole data set into daily data for the interesting turbine, with n observations per day. As mentioned above, fault detection through data fusion is
more robust than using individual tests. So, after running multiple tests as time
goes by, each observation point is assigned one particular state combination.
To monitor the turbine performance in daily base and understand turbine daily
working status better, the main problem is to fuse the n − point state combinations into one category for each day, which requires the construction of a
weight matrix as the fusion rules. I utilize PSO to determine the weight matrix
learning from historical working days objectively and optimally. Then I use the
fusion rules to test future data.
Based on the previous analysis, the particle in this application is defined as
a weight matrix,



P articlel = 



w11
w21
w31
w41
w51

w12
w22
w32
w42
w52

w13
w23
w33
w43
w53

w14
w24
w34
w44
w54

w15
w25
w35
w45
w55




 ,



(5.16)

l

where the particle index is l going from 1 to L which is the total number of
particles, and the weight wij means how determinant it is to daily category i
when there are state combinations belonging to category j happened. Usually,
the weights in the diagonal line are much higher than the others on the same
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row, since they are in a dominant role for defining the significance of the rowcorresponding category.
The total daily percentage Pi of category i is defined in Equation (5.17),
5
K
X
X
Pi =
(wij ×
pjk ), ,
j=1

(5.17)

k=1

where pjk is the percentage of kth state combination which is classified into
category j. Then set the category with the maximum percentage to the working
status for this day by following Equation (5.18),
category ≡ argmax(Pi )..

(5.18)

After the working status category of each day is assigned, any weight matrix
may incur inconsistency with identified daily category in the training set. The
fitness function is the total amount of these un-matching days,
F itnessl =

X

I(categoryn 6= truecategoryn ),

(5.19)

n

where, for each particle solution, n is the set of day indices in the training set,
I is a counting function, with value 1 when the argument is true, or else 0. The
optimal solution minimizes the fitness function.
After fusing the daily state combinations, with the learned weight matrix,
each day will have one category to describe its turbine working status. My
approach gains a qualitative understanding of turbine performance status to
detect faults, and it also provides explanations on what has happened for detailed diagnostics and prognostics.

5.7

Data-Driven Bayesian Inference for Turbine Failure Prediction

The main purpose of applying Bayesian inference is to identify and predict any
particular failure with statistical certainty by online monitoring turbine perfor-
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mance. I assume that the faulty turbine follows specific degradation patterns
due to differential failure before and after it happens. Based on turbine degradation, the Bayesian network is able to tell the wind farm operators what type of
failures is happening to this turbine, and tell the time when it is probably going
to shut down. Then, after receiving these maintenance requirements sent by
BN, PSO can establish a schedule with priorities on each maintenance task.

Figure 5.16: Bayesian inference of turbine status variation between two adjacent days.

For the purpose of prognostics, I model the degradation pattern by analyzing the working status among 25 days backwards from the day when the
interesting event starts. The network is given as a fully connected structure, in
which each level of variables represents the all working status ever occurred on
this day, and each variable is binary, with value 1 when this working status happens; otherwise, it is 0. The problem focuses on learning the joint probability
distribution of each two status between two adjacent days.
Let θijk to denote p(xi = j|Πi = k), where xi is one of the 5 working status
categories in day N . If j is 1, this status appears, or else does not. And, k
is a combination of the working status happened in the next day N + 1. The
parameter vector Θ is estimated from a collection D of independent data cases
D1 , D2 , ..., Dm when the interesting event arises. The joint probability table is
shown as
Θ = [pij (xi = 1, yj = 1)],

(5.20)

where i, j ∈ 1, 2, 3, 4, 5. In this joint probability table, the row and column represent the category indices of turbine working status in the current day N and its
next day N + 1, respectively. The value of pij is the joint probability that both
status xi in day N and yj in day N + 1 happen. If pij is equal to 0, there is no
link between the nodes xi and yj .
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Considering spindle failure as an example, Figure 5.17 shows the joint probability transition of turbine working status among a total of 25 analysis days
before it happens. The red points are joint probability samples of variable
(1, 1), meaning that the turbine keeps working properly in two adjacent days;
whereas, the samples of variable (5, 5), represented by the green points, indicate that the turbine is shutting down completely in two adjacent days. As
shown in this figure, the abnormal shut-down is gradually increasing, since 20
days before the spindle failure happens. Meanwhile, the turbine barely operates normally during the same time, especially around 10 days before this
failure is verified. In other words, the good performance is decreasing and
bad performance is increasing since 20 days before the spindle failure really
happens.

Figure 5.17: Joint probability transition of turbine working status among 25
days before spindle failure happens.

To sum up, the Bayesian network automatically monitors turbine performance and predicts any particular failure. As a result, failures can be detected
at an early stage, so that the potential damage could be minimized or mitigated
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through early repairs, avoiding drastic breakdowns of the wind turbine. Also,
maintenance can be optimally scheduled, which leads to less downtimes and
more revenue.

5.8

Conclusion

Wind energy is expected to play an increasingly important role in the future national energy scene. Wind turbines are used to tap the potential of wind energy,
which is available in millions of MW. Reliability of wind turbines is critical to extract this maximum amount of energy from the wind. This chapter proposes a
data-driven methodology developed to monitor the global performance of wind
turbine as well as for an early fault detection to keep away the wind turbines
from catastrophic conditions due to sudden breakdowns.
Currently, one means of enhancing reliability and robustness of wind turbine is to implement efficient, adaptable and responsive systems of condition
monitoring. Autonomous online condition monitoring systems (CMSs) with
integrated fault detection algorithms allow early warnings of mechanical and
electrical defects to prevent major component failures. It can reduce costs by
enabling necessary repair actions to be planned in time. Most methodologies
of CMSs being used today are separately designed for each particular component or subsystem (60). For example, vibration analysis and acoustic monitoring are often applied for rotating equipments, such as bearing systems of
wind turbine, while thermography technology and electrical effects are applied
for monitoring electronic components (61).
For wind turbines, however, the system to be monitored is complex with
high number of subsystems, and the margins for investments are small. The
implementation of CMS techniques on subsystem level normally requires the
initial cost of installation and adaptation to existing system. Also, the local
monitoring is often focused on a very limited number of aspects, but, when
to define relationships among subsystems, the whole system becomes more
complicated. Hence, with relatively low costs, the global performance monitoring of wind turbine can be added, which makes early fault detection based on
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trend analysis possible.
In this chapter, the trending of wind turbine main parameters, such as the
relationship of power, wind velocity, rotor speed and pitch angle, are analyzed,
which gives global insight in the operation in the turbine. By application of
more advanced methods of signal analysis and artificial intelligence, significant
changes in turbine behavior are detected at an early stage. For example, in
case of large deviations on trends of representative signals or combination of
signals, an alarm is generated. This approach is cost effective as no additional
investment is required, but can accomplish the task of monitoring the turbine
as a whole.
To establish a condition-based maintenance and repair, there is a need to
develop an efficient fault detection algorithm. Many faults can be detected
while the defective component is still operational. Numbers of techniques are
available for identification of faults, which are distinguished between modelbased algorithms and data-driven algorithms. The model-based algorithms
encode human knowledge via a hand-coded representation of the system, including rule-based expert systems and finite-state machines. These handcoded model uses qualitative, rather than numerical, variables to describe the
physics of wind turbine. To detect specific failure, this chapter proposes an intelligent data-driven classification approach to automatically distinguish turbine
behavior between normal operation and faulty condition. The test results have
verified the effectiveness of detecting turbine failures at an early stage, especially for anemometer failure. I also suggest the use of a Bayesian network for
estimating the turbine degradation pattern due to different failures.
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6
Conclusion and Future Work
6.1

Conclusion

Data fusion technologies have been used across a wide range of applications,
to support a real-time decision making in complex, dynamically changing environments. In this dissertation, I develop an intelligent data fusion model for
decision support systems applied to real-world problems. It makes the decision
support system adaptable, and can be applied in various problem structure and
problem types.
To sum up the advantages of this proposed data fusion model, I list its three
attracting features as follows:
• This data fusion model has a loop structure that returns the feedback
of decisions into the next time interval, so that it can respond to the dynamically changing environment at the real-time, and execute the actions meeting the system requirements with respect to the current circumstance.
• This model uses an artificial intelligent mechanism, which makes the decision support system more cognitive and reliable. For instance, I apply
Bayesian network (BN) for threat assessment in the system, in that it can
come up with a set of possible operation based on current situation, and
present confidence or uncertainty of taking one course of action over another. I also apply particle swarm optimization (PSO) algorithm to make
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decision more objectively and optimally. This algorithm has simple computations, so that it can converge to an optimal solution very quickly.
• This model is a data-driven approach, which makes the decision support
system more automatic and adaptive. It only needs the expert knowledge
in the system design phase, but requires no human in the loop execution.
The intelligent mechanism learns from the system behavior, and automatically adapts the system parameters to the new changes. In addition,
due to its data-driven nature, this model is easily transferable from one
problem domain to another.
To demonstrate its advantages, I implement the intelligent data fusion model
into two real-world problems: one is the sensor network management for air
traffic control; the other is the failure detection and maintenance for wind turbines.
1. Sensor network management for air traffic control:
The research objective of air traffic control problems is to develop a sensor manager that can allocate sensor resources efficiently. The main
contribution of the proposed sensor management system is that it automatically updates the system operating requirements in real-time based
on monitoring its current performance and dynamically changing environment. As a mission manager in the system, BN maintains the possibly
best overall performance by allocating more sensor resources to the regions with higher priority.
2. Failure detection and maintenance for wind turbines:
To detect turbine failures at an early stage, this dissertation proposes
an intelligent data-driven approach to monitor the turbine global performance at real-time by fusing multiple test results, and identify the turbine abnormalities by tracking the turbine status variations in real time.
This approach is adaptable to each turbine automatically, and is advantageous in its applicability and data-driven nature to monitor a large wind
farm. The test results have verified the effectiveness of detecting turbine
failures before they really happen, especially for anemometer failures.
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6.2

Future Work

Despite its wide usage in the real-world applications, the data fusion model
presents formidable challenges to those interested in the implementation of
system design and algorithms through theoretical analysis. So, to date a fully
comprehensive and adaptable model of decision support system is still not
available. We would like to explore both theoretical and practical sides of the
data fusion model and gain more insight on it. The research on data fusion
model and its application in the following directions are going to be useful:

6.2.1

Applying Hybrid Methods of Other Artificial Intelligent
Algorithms

One important area of active research is applying hybrid methods of computational intelligence techniques to solve a single problem. This is often used
to solve complex real-world problems where one technique is typically used to
fix the weaknesses of the other. In this proposed decision support system, I
particularly combine BN for uncertainty assessment and PSO for optimization.
However, for different types of problems, it might be more effective to apply the
hybrid methods of other artificial intelligent algorithms.
For example, another popular paradigm of swarm intelligence is called ant
colony optimization (ACO). The algorithm is inspired by the stigmergistic communication system employed by ants to evaluate alternative choices and take
decisions in dynamic optimization problems. Moreover, one of the most popular machine learning approaches to wind energy prognostics is to use neural
networks to model the system (62). Neural networks are a type of model that
establishes a set of interconnected functional relationships between input stimuli and desired output where the parameters of the functional relationship need
to be adjusted for optimal performance.
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6.2.2

Applying Could Computing to Make System More Scalable

Decision support with data fusion technology, even with sparse data, is computationally intensive. In the most of real-world problems, data is usually very
noisy, also has few training examples.
To mitigate the problems of sparse and noisy data, our strategy will be to
generate multiple data fusion models which express as many distinct, useful explanations of the data as possible. This will involve factoring the data
fusion technology to simultaneously investigate multiple strategies using different model accuracy metrics, model complexity metrics and factoring of the
training data. This will be computationally expensive and can only be achieved
by distributing the computation process on a massive compute resource like
the cloud.
Cloud computing has emerged as a new paradigm for commercial, scientific, and engineering computation. A cloud allows an organization to own or
rent efficient, pooled computer system instead of acquiring multiple isolated
large computer systems each commissioned and assigned to particular internal projects. It is rapidly becoming well understood how to get the most out
of the cloud as an application technology platform for developing complex web
services or database servers. This is because the cloud and internet have
grown together. However, when one considers cloud-based Artificial Intelligence, how to transition to the cloud is not entirely clear. This is because a
lot of the technology supporting cloud application development is still itself being developed. Hence, there is a vast potential for the future development of
deploying and updating cloud-based AI algorithms into real-world applications.
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