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i
Abstract
The temperature in a transformer element has a great impact on the aging process for
a transformer. After a pilot project that aimed to make their power grid smarter, Agder
Energi had temperature-data from sensors placed on some of their transformers. The purpose
of this thesis was to establish a method for estimating transformer temperature based on
available information such as load, capacity, and external weather conditions. To succeed,
we had to deal with limited data, that is, few relevant samples combined with high levels of
noise. To address the challenges of the estimation problem and the limitations of the data,
we proceeded as follows. We used XGBoost on the dataset, which was resampled to put
importance on the suitable samples. Feature engineering was done to improve the model.
Optimization of the XGBoost parameters improved performance further. Training on 85%
and testing on 15% of the data, we obtained an RMSE of 3.0. Additional results is presented,
and the reliability of the results is discussed with consideration to the limitations. Agder
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Maximum temperature in a transformer element (also known as “hotspot temperature” θh) is
among the factors that have the greatest impact on a transformers aging process. Knowledge
of transformer temperature is essential to assess the health status of a transformer and thus
obtain decision basis for measures that optimize lifetime costs [13]. A typical measurement
here can be to reduce the load on the transformer element. Alternatively, the transformer
can be replaced with one of higher capacity.
Agder Energi is a power company that generates and distributes power to customers all over
south-Norway[9]. In the case of a transformer breakdown, and Agder Energi fails to deliver
power to their customers, an economic compensation is required to be paid to everyone
affected. This requirement is enforced by the Norwegian Waterresources- and Energydirec-
torate (Norges vassdrags- og energidirektorat, NVE), and takes effect whenever a customer
is without power for more than 12 hours. As of January 2021, the compensation will auto-
matically be paid, and any additional downtime beyond 12 hours will be further added to
the bill [28]. This does not include compensation for actual costs that customers experience
as a result of power outages. The requirements is based on the laws established by NVE in
1999 and apply to all power companies in Norway [10].
A transformer is usually connected to many customers at once. A failing transformer can
quickly become expensive in both compensational costs and repair costs. However, replacing
the transformer too soon can become expensive as well. An optimal maintenance scheme is
hard to perfect, but by knowing the estimated lifetime for a transformer, the relationship
between the use of the transformer and the costs can be maximized. Until now, the lifetime
of their transformers has been estimated based on the load it handles over time. Unfortu-
nately, Agder Energi is still paying enormous amounts in compensational expenditure. The
exact amount Agder Energi uses on maintenance and compensation is classified as internal
information but is said to be in the tens of millions. A more accurate and reliable method
of estimating a transformer’s temperature would make customers more satisfied and save
Agder Energi valuable time and unnecessary expenses.
1
1.2 Problem definition
This thesis aims to establish a method for estimating transformer temperature based on
available information and suitable tools. Available information includes, among other things,
load, capacity, external weather conditions, and type of transformer. Tools include python,
pandas, and machine learning. The method will be tested on real cases at Agder Energi Nett.
The table below (1.1) shows the available data for (almost) all substation circuits:
Data Description
Load
The amount of power a transformer handles, measured
in kVAh/h. 1 hour time resolution. Data is collected
directly from Agder Energi.
Capacity
The maximum amount of power a transformer should be
handling for longer periods of time. Based on datasheet
from the manufacturer. Measure in kVAh.
Weather Data
Various data from the respective area of the transformer.
Includes precipitation, outside temperature, wind, and
humidity. Delivered by the Norwegian Meteorological
Institute (MET) [23].
Type of Substation
The type of structure surrounding the transformer. Sim-
plified down to three types: Kiosk, mast-mounted, or
inside buildings. See figure 1.1 for examples.
Table 1.1: Showing available data for (almost) all substations.
(a) Kiosk (b) Mast (c) Building
Figure 1.1: Showing three types of substations: Kiosk [20], Mast [21], and Building [19].
A small fraction (approximately 28) of these substations have been fitted with temperature
sensors from Disruptive Technologies[32] in a pilot project that aims to make their power grid
smarter[25]. The sensors are placed both below and above the transformer, as close to the
core as possible. The measurements give an approximate value of the hotspot temperature
and will be used as the target when training the model. Considering that setting up sensors
can be costly and that Agder Energi has over 8000 substations in operation, the cheaper way
of getting an approximate expected lifetime for all transformers is to use machine learning
with the available data.
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Some key problems have been defined with the help of Agder Energi, see table 1.2 below.
These will be used to evaluate and discuss the results of the final method.
# Problem definition
1 Will the method give an acceptable and reliable estimate?
2
Under what conditions does the method work, and when does it work
less well?
3 What does it take to improve the method?
4 What does it take to use the method in production?
Table 1.2: Showing the defined problems.
1.3 Limitations
Number of samples
In general, a machine learning algorithm needs data that is both clean and sufficient. The
data should not be mislabeled or with too much noise, and it should be of moderate-to-large
amounts of samples needed for training the model. The dataset in this thesis is neither of
these things. A significant limitation in the dataset is the number of samples that actu-
ally matters. As mentioned in the introduction, Agder Energi is interested in estimating
the high temperatures which damage their transformers. Unfortunately, the dataset only
contains about 1200 samples above 50 degrees, and even fewer samples in the range that
actually matters. This amount corresponds to about 0.5% of the entire dataset.
XGboost
The main focus of this thesis will be to use domain knowledge on the available data. Con-
sidering that the dataset is lacking values that are important for Agder Energi, the method
will focus mainly on the data and not the machine learning algorithm. There is no point in
producing a perfect deep learning algorithm if the data is bad. XGBoost will therefore be
used for its simplicity and its ability to almost always give good results.
Accuracy of data
Not only is the dataset lacking in the number of important samples, but the accuracy of the
data is questionable. First, the sensors that are placed on top and bottom of the transformers
are not suited for high temperatures, and they should not be in proximity of magnetic fields.
All transformers and the sensors are in both of these conditions. Secondly, the capacity for all
transformers may not be correct. The details of this will be further explored in the approach
chapter. The inaccuracies, combined with the low amount of important data, make the task
of creating a reliable method of estimation difficult. However, this is also what makes it
interesting. The last chapters of the discussion and conclusion will hopefully reflect this.
3
1.4 Outline
This section will briefly describe how the problems and limitations were approached and
form the structure of the thesis.
Background
First, some background on transformers and the hotspot temperature will be presented.
Earlier tries on estimating temperatures in these transformers will be researched. XGboost
will briefly be summarized, with a description of parameters and how they affect the model.
Approach
The method will analyze the dataset and describe how the dataset was cleaned and prepro-
cessed. After this, the experiments will be described in detail, including resampling, feature
selection, and optimization. The resampling will be done first to create a dataset that puts
weight on the right temperatures. The feature selection will then find features that are
important for estimating the right temperatures. The optimization will lastly improve the
model on the selected dataset and features. How the experiments were evaluated with both
a visual and a mathematical way is shown last.
Results
The results of each experiment will be shown and evaluated in separate sections. This will
follow the same structure as the approach.
Discussion
The discussion will go over the problems defined in table 1.2 and the limitations from section
1.3, and discuss how well the method worked on solving the issues.
Conclusion
Lastly, the conclusion will summarize the results and discussion. The thesis finishes with a





2.1 Secondary Substation Transformers
A transformer is a passive component that can convert a high voltage down to a lower
voltage[35]. This conversion produces varying amounts of heat, depending on the load and
capacity of the transformer, as well as the cooling system. The transformers in focus in
this thesis, the ones placed in secondary substations, are oil-immersed transformers with a
capacity between 50 and 1000 kvah. Figure 2.1 shows a picture of the outside, as well as a
drawing of the inside of an oil-immersed transformer.
(a) Picture of a transformer[22]. (b) Drawing of a transformer[8].
Figure 2.1: Showing an example of a transformer.
The maximum temperature in a transformer element (also known as “hot-spot temperature”
θh) is among the factors that have the greatest impact on a transformer aging process[29][14].
For each increase of 6◦C degrees on average, the insulation in a transformer is degraded by a
factor of 2[27]. An accurate estimation of the hot-spot temperature is therefore important.
To minimize risk, guidelines are usually followed[18], and used as methods to crudely calcu-
late the hot-spot. However, these estimations are inadequate[24].
A paper using a hybrid algorithm of Support Vector Regression and Information Granulation
found that it consistently outperformed existing basic methods for modeling the hot-spot
temperature[5]. Another paper that explored the possibility of using Artificial Neural Net-
works for predicting the top-oil temperature of transformers based on load found that Re-
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current Neural Networks works better than static Neural Networks, getting a Mean Squared
Error between 3.5 and 6, depending on the substation[17].
2.2 XGBoost
XGBoost stands for “eXtreme Gradient Boosting”, and is based on Gradient Boosted Ma-
chines (GBM). GBM was first introduced by Friedman in 1999[11]. Later improved with
scalability and distributed computing by Tianqi Chen[3]. It is now contributed by many
developers and is being used in a wide range of applications. For example, XGBoost has
been frequently used in winning Kaggle competitions in recent years. Since it will be used
in this thesis, an understanding of the underlying structure is needed to optimally tune the
parameters and get a good performance. This section will try to explain some of the theory
behind XGBoost.
To understand XGBoost and how to tune it, we first have to look at the algorithm it uses:
A gradient boosting decision tree algorithm. This has lots of names, such as Gradient
Boosting, Stochastic Gradient Boosting, or Gradient Boosting Machines[2]. It is essentially
an ensemble of decision trees and refers to the technique of sequentially adding decision
trees (weak learners) to correct its previous learners’ mistakes. The name comes from the
gradient descent algorithm used to minimize the loss at each new decision tree[6]. It is built
on the principle that multiple trees give a better performance than a single tree, such as in
Random Forest. However, there is a fundamental difference between Random Forest and
XGBoost. Random Forest uses bagging, which uses all weak learners in parallel to calculate
the output based on a collective average (in regression problems). XGBoost uses boosting,
which uses the decision trees in a sequence where each addition of trees tries to correct the
residual errors of the previous tree. The residual errors come from the loss function. As
in any supervised learning problem, we have an objective function we want to optimize.
The problem is regression in this thesis, so this can be to minimize a loss function such
as Mean Squared Error(MSE). But how many trees are optimal to minimize the loss while
still being generalizing? The number of trees can be static, but should ideally be grid-
searched and reached by early stopping when the validation-loss converges during training.
To avoid making similar trees that all uses the same features again and again, randomness
can be introduced to the creation of trees. This comes in the form of subsampling. XGboost
supports three types of random sampling: Subsample the rows before creating each tree,
subsample columns before each tree, and subsample column before each split in the tree.
Additionally, the maximum size of the trees can be set to avoid over-fitting. A large number
of weak learners are better than few strong learners. Learningrate should also be tweaked,
as it contributes to the same principle. Generally, models that learn slowly are better than
the ones that learn fast. Each additional tree should only correct its previous tree by a small
amount. All these parameters are dependent on the input of data. The size or complexity




This chapter will describe how the problems and limitations were approached. The process
of solving the problems was iterative. However, a description of how the problems were also
approached in a structured manner will be described. A finalized structure of the chapter
can be seen in the diagram in figure 3.1.
Figure 3.1: Showing a visualization of the method outline.
The dataset will first be described. This includes some plots to explore the dataset, as well as
the challenges with it. The following section will be going over how the dataset was prepro-
cessed. This will describe how some features were extracted and how lag-features were made.
Next is the experiments, which were solved iteratively, but will be described sequentially.
The same structure makes the results easier to present. First will the resampling be done to
accommodate the lack of important samples. Then the feature selection will be done, which
relies on exploration of feature-importance before and after the dataset was resampled. Only
after features are selected will the optimization of XGBoost be done. The optimization sec-
tion will first explain the parameters in XGBoost, then choose initial parameter-values based
on advice from experts. Lastly, the evaluation method will be described, which will use both
a mathematical and visual way of evaluating the results.
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3.1 Data Exploration
The exploration of the data provided by Agder Energi will be described in this section. Some
examples of data will be shown, including line plots to show the development of load and
temperatures, histogram to show the distribution of temperatures between substations, and
boxplots to show the distribution of temperature through time. Additionally, some inaccu-
racies and difficulties will be mentioned.
A dataset is gathered from their internal data-storage and delivered in a csv-file. As of this
writing, the rows are just over 243’000. It contains several columns with data about the
transformer and weather. This includes a timestamp with 1-hour resolution, and the id of
the transformer. An example of rows can be seen in table 3.1. This shows the dataset after
renaming some of the columns and removing unwanted ones. The Top and Bottom is the
sensor-values at the top and bottom of the transformer. The value at the top is usually the
highest (because of rising heat), but sometimes the bottom one is higher, so both are kept
in the dataset.
Id Timestamp Top Bottom Load Air Prec Humidity Wind
17140 2020-03-27 14:00 28.5 22.8 50 8.51 0 0.75 8.43
17140 2020-03-27 15:00 28.6 22.8 50 8.89 0 0.78 8.45
17140 2020-03-27 16:00 28.6 22.8 35 9.35 0 0.75 6.90
17140 2020-03-27 17:00 28.6 22.9 25 9.63 0 0.74 5.72
17140 2020-03-27 18:00 28.6 22.9 25 8.34 0 0.79 4.33
...
09.3830 2020-09-03 12:00 34.4 25.0 200 13.72 0.67 0.84 16.12
09.3830 2020-09-03 13:00 34.4 25.0 180 13.38 0 0.87 13.32
09.3830 2020-09-03 14:00 34.3 24.9 160 13.82 0 0.84 11.82
09.3830 2020-09-03 15:00 34.3 24.9 165 13.87 0 0.86 11.66
09.3830 2020-09-03 16:00 34.4 24.8 145 13.95 0 0.87 9.09
Table 3.1: Showing an example of the raw dataset after renaming and removing columns.
Unfortunately, the accuracy of the data is questionable. The accuracy of values from the
sensors is 0.9C degrees [31], so the decimals in resolution are a bit much and will be adjusted
down in the preprocessing. Also note that load is measured in intervals of 5. The sensors
that are placed on top and bottom of the transformers are not suited for high temperatures.
The datasheet from the manufacturer states that the maximum operating temperature is
85C degrees, and the recommended range is no higher than 50C degrees. The datasheet
also states that "The sensor shall not be exposed to strong magnetic fields"[31]. Given
that a transformer is basically a device for transporting energy magnetically between two
circuits, this may be detrimental to the accuracy of the data. Additionally, the capacity for
all transformers may not be correct. When a transformer is replaced, the data must also be
updated to reflect this change. Given that the capacity is not a column that is automatically
updated (but manually entered) a change in capacity in the middle of gathering the data
may "corrupt" the dataset. Keep in mind that the task of creating a reliable method with
data that is both minimal and inaccurate is difficult. The following chapters will describe
what was done to try to remedy this.
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3.1.1 Examples
To better understand the dataset, we will take a look at data from a transformer with high
loads. There are three plots to show here: the load and capacity, the weather-features, and
the transformer-temperature (top and bottom).
A section of the load and capacity from a single transformer can be seen in figure 3.2. This is
a transformer placed in a ski-resort, where heavy machines such as snow-canons and ski-lifts
are used sporadically. The blue line is the load, and the orange line is the recommended ca-
pacity. The ID and time-period is removed by request of Agder Energi to anonymize the data.
Figure 3.2: Showing an example of load and capacity from an arbitrary transformer.
As seen in the first section of the plot, it shows great variations and peaks. The same peaks
can be seen correlated to the temperatures in figure 3.3. When the load in this transformer
reaches its capacity, the temperature quickly rises. This is sustained as long as the load is
kept up and will rapidly decrease as soon as the load stops. This fast decrease in temperature
may be because of the weather outside. As seen in figure 3.4, the temperature outside is be-
low zero, which will cool the transformer down depending on the insulation of the substation.
After a certain period, some values are missing. This may be because the sensors get broken.
However, as seen in the plots with transformer-temperature and weather-data (figure 3.3 and
3.4), they are missing data as well. This makes it difficult to say why the dataset is missing
values in the middle, but it is a common occurrence that will have to be handled in the
preprocessing.
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Figure 3.3: Showing the top and bottom temperature from sensors.
The weather-features can be seen in figure 3.4. Since the section is in the winter, the air
temperature is mostly below zero. Precipitation is measured in millimeters, and humidity
is in a percentage ratio from zero to one. The dimensions of values do not matter, as the
decision trees in XGBoost do not care about normalized values when splitting nodes.
Figure 3.4: Showing weather-data from the same transformer in figure 3.2.
10
3.1.2 Distribution
This section will show the distribution of measured temperatures in the three different sub-
stations. Figure 3.5 shows the distribution in kiosk. The temperatures are on the x-axis,
while the number of samples is on the y-axis. Kiosk has temperatures from 0 to 102 degrees,
with most sampled concentrated around 20 to 30 degrees, and very few above 50 degrees.
The number of samples up to 100 degrees is so low that it does not even show in the his-
togram. This is unfortunate, because Agder Energi is primarily interested in estimating the
higher temperatures that damage the transformers. If the dataset was to be split into an
upper range, say above 50 degrees, it would contain only 1250 rows. That is barely 0.5
percent of the dataset.
Figure 3.5: Showing distribution of temperatures in substation kiosk.
Unfortunately, further exploration shows that almost all samples with a high temperature
(over 50 degrees) come from the same transformer. This is the one in the ski-resort shown as
the example. Ideally, the defined problem should have been to estimate the temperature in
this particular transformer. However, Agder Energi is interested in using this transformers
temperatures to estimate all their other transformers. The low variety we get from only using
samples from one transformer might become a problem when trying to generalize the model.
Therefore, samples from other transformers in the lower range of temperatures should also
be used, especially because we need them to not make the model only make high estimates.
The distribution of temperatures in the substations Mast and Building can be seen in figure
3.6 and 3.7, respectively. As we can see on the x-axis, these substations have only measured
temperatures up to 40 and 50 degrees. Estimating these temperatures is probably very easy,
as they have low load and most likely have a high correlation with the outside temperature.
However, these temperatures are not important for Agder Energi to estimate. Therefore,
the rest of the thesis will only focus on the substation Kiosk from here on. The number of
sensors on these types of substations was low anyway, so the impact is not that big. Only
using samples from the substation Kiosk leaves us with about 150’000 rows in the dataset.
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Figure 3.6: Showing distribution of temperatures in substation mast.
Figure 3.7: Showing distribution of temperatures in substation building.
12
Boxplot
Some transformers run at high load in winter, while others in summer, depending on where
they are located. A transformer in a ski resort will have a high load in the winter, while
a transformer in a camping site will most likely only have a high load in the summer. To
better visualize the difference from month to month, the distribution of temperatures will
be shown with a boxplot grouped by month. The plot in figure 3.8 shows the distribution
in the kiosk substation.
Figure 3.8: Showing boxplot of temperatures in substation kiosk by month.
The green line inside the box is the median (Q2) temperature of that month. The box itself
is made up of a lower quartile (median of all samples below the Q2 median), and a upper
quartile (median of all samples above the Q2 median)[34]. The whiskers from each side of
the box are a set distance away from the lower and upper quartile, defined at 1.5 times the
size of the box. Any values above or below the whisker are considered outliers and are drawn
as a black circle.
Notice a large number of outliers in the winter months. Months are described on the x-axis
as 1 (January) through 12 (December). Additionally, one can actually spot the easter-
outliers in April. Since the kiosk substation is isolated inside a small cabin, the average
temperature is above 20 degrees even in January. Furthermore, the average temperature
increases steadily in the summer months. This indicates that most samples are based on
the temperature outside. If the method were to train on estimating the average seen in the
boxplot, it would probably get a great accuracy by simply guess a certain amount of degrees
above the temperature outside. However, the important temperatures to estimate in this
thesis is not the average, but the outliers.
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3.2 Preprocessing
The dataset in this thesis is a time series. To fully utilize this type of dataset, the features
should not only be of the current time-step, but several time-steps backward in time as well.
The XGBoost algorithm demands a certain shape of the input (a flattened array), where
each feature or column is an element in the array. This section will describe how the dataset
was preprocessed to accommodate this. This includes an explanation of how lag-features
were made, and why certain features were added.
For the processing, the csv-file is read with the python library pandas. Dataframes from
pandas make the data easier to work with. In production, this first step will be different,
but the data should still be in a dataframe. Next, the two columns Top and Bottom (tem-
perature on top and bottom of the transformers) are merged together to create a single
column; TrafoTemp. The temperature on top is not always the hottest. Therefore, the
highest temperature of the two columns in each row is used. The resolution in the newly
created column is then converted to integers. This makes it easier to work with later, and
since the accuracy of the sensors is at 0.9C degrees, no information is essentially lost.
Normalization is a popular technique used to convert all values to a standard range. For
example, the load could be resized to a value between 0 and 1. This is usually done when
the algorithm relies on calculating the error with the distance between data-points. But in
the case of XGBoost, this is not necessary. The split-points in the decision trees do not
care about the distance. Hopefully, the algorithm will use the Load value to estimate how
much heat the transformer is able to generate. Therefore, the Load feature, which can vary
between zero and several hundred kvah/h, will not be normalized. However, a new feature
consisting of the ratio between load and capacity will be added. This feature, which will
be called the LoadPercentage, will be used to get a direct value of how much power the
transformer handles in relation to its capacity. The feature is simply calculated by dividing
the Load by the capacity of the respective transformer. XGBoost might be able to figure
this out itself by combining Load and Capacity in its decision trees, but it’s better to not
leave this to chance.
Now that we have the main features, the temporal aspect can be added. By using lag-features
from n hours back in time (t− n), there will be n samples with Nan in 1 or more columns.
An example of this can be seen in table 3.2. To avoid using samples from another sensor in
the lag-features, or from skipping over time-periods when there are missing rows, every row
with Nan will be removed. By making sure that the time-index is consistent, the lag-features
will then be made correctly. However, this effectively reduces the size of the samples by the
number of lags for each sensor. If there are 20 sensors, and each of them uses 10 time-steps
as features, the total loss of samples will be 200 at minimum. Considering that there are
several places in the dataset with missing values, the number of lag-features should be kept
to a minimum while still using enough features to make a good estimation.
t-4 t-3 t-2 t-1 t
Nan Nan Nan Nan 0.32
Nan Nan Nan 0.32 0.35
Nan Nan 0.32 0.35 0.41
Nan 0.32 0.35 0.41 0.39
Table 3.2: Showing an example of time-shifted lag-features during preprocessing.
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There is a couple of more features that can be extracted from the temporal component of
the dataset. The timestamp can easily be converted into aggregated versions. As seen in the
data exploration, there are some months that have a larger impact than others. This can be
used as a feature. Month was therefore added, with values from 1 to 12 depicting January
to December. Additionally, the season was extracted as another feature. This is similar to
months, and it is using the months as another aggregated layer. This was mostly added for
experimentation. The season of summer is from April to September, while the winter is from





























Table 3.3: Showing available features after preprocessing.
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3.3 Resampling
A common issue in machine learning is dealing with an imbalanced dataset. In this thesis,
the dataset is imbalanced in a ratio of 1 to 200. One part represents the values that are
important, while the other 199 parts are of values mainly in the range of 10 to 40 degrees.
If the model were to train on this imbalanced dataset, the model would prioritize estimating
around 30 degrees. The temperatures over 50 degrees would probably be disregarded since
they are "outliers". However, the lower temperatures can not just be removed. The method
must be able to estimate correctly when there actually are low temperatures as well, as to
avoid false positives.
There are a few ways of resampling datasets, which will be described in the sections be-
low. The two most common ways are removing samples from the part with most samples
(undersampling), or adding samples in the underrepresented part (oversampling). There is
also a third way that will be tested in this thesis. Instead of making a custom loss function
that weights the higher temperatures more, the dataset can instead be resampled with more
samples the higher the temperature. This will hopefully make the training naturally shift
priority to the high temperatures.
3.3.1 Undersampling
Undersampling is the act of randomly removing samples from the majority to get a more
balanced dataset. This type of resampling has been critiqued because it may remove im-
portant information. Moreover, it may make the performance lower simply by the fact that
there is less data. Additionally, the approach of randomly removing samples without regard
to heuristics is quite naive. More intelligent ways of undersampling have been proposed,
such as only removing noisy or irrelevant samples from the majority[26], but this will not
be implemented in this thesis. However, previous literature suggest that randomly removing
samples from the majority can give good results[1], so it will be tested in the experiments.
A plot of the dataset distribution after undersampling with a maximum of 1000 samples for
each temperature is shown in figure 3.9.
Figure 3.9: Showing the undersampled distribution of temperatures.
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3.3.2 Oversampling
The dataset distribution with oversampling can be seen in figure 3.10. One thousand sam-
ples are added for each temperature over 40 degrees. With this, the minority temperatures
are better represented. A study that compared several methods of balancing datasets found
that random oversampling gives surprisingly competitive results[1]. However, the samples
are not synthetically made or augmented; they are simply duplicated. Duplicating samples
may lead to over-fitting. Because of the temporal component in the dataset, methods like
Synthetic Minority Oversampling Technique (SMOTE) are challenging to implement. This
will hopefully not be a problem, given that the distribution still favors the lower tempera-
tures.
Figure 3.10: Showing the oversampled distribution of temperatures.
3.3.3 Weighted-sampling
Weighted-sampling, also called importance-sampling, is a proposed method of resampling
this particular dataset based on the temperatures. The higher the temperature, the more
samples the dataset gets. Because the importance of samples is known, the implementation
of this type of resampling is easy. With this, there is no need to create a custom loss function.
The high temperatures will naturally be favored by the model when training.
Figure 3.11 is showing the dataset distribution after weighted-sampling. Temperatures ap-
proaching zero degrees are more or less useless, so they will get the least amount of samples.
Then for each new step in temperature, the number of samples increase by twenty. This
continues for all 102 degrees, all the way up to 2040 samples. The three missing bars at the
right in the plot are due to missing samples of temperatures for 93, 96, and 98 degrees after
random resampling.
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Figure 3.11: Showing the weighted-sampling distribution of temperatures.
3.4 Features
As mentioned in the introduction, an essential part of this thesis is to use domain knowledge
from Agder-Energi to create a method of estimation. This section will describe the thinking
behind the feature selection. It will also conduct some data exploration and discuss how the
experiments were done.
Feature selection is the act of carefully selecting the relevant features for the model to use
as input. In the preprocessing section, a handful of features was extracted from the dataset.
Since the data is in a time series, relevant features were in this case the features as timesteps
back in time. The question is: how many steps back in time is the best? Only a couple
of hours back in time may not be enough to capture how the temperature has developed
throughout the day. However, too many timesteps may add noise by including unnecesary
features with useless information. To get an initial impression of the features and their
necessities, the feature importance will be discussed. The feature importance is calculated
by a built-in function in the XGBoost library. This is based on the number of times each
feature is used to split a tree and improve the performance[15].
The feature importance of the original features with default sampling can be seen in figure
3.13. Here we can clearly see that the air temperature has the highest importance of all
features. This is true even several steps back in time. This is not surprising given the fact
that the load is mostly low in most of the dataset. Therefore, the temperature inside the
substations is primarily based on the temperature outside. But this is not what we want
to estimate. If we were to make a model out of this, the temperatures that are mostly de-
pendent on the load would not be estimated correctly. To fix this, the dataset was resampled.
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Figure 3.12: Showing the importance of the starting features on the original dataset.
The feature importance of the features after weighted sampling can be seen in figure 3.13.
The fact that load is given high importance was not a surprise. LoadPercentage, the load
divided by the capacity, is also given high importance. When only looking at the current
time-step, both Month and Season show equal importance as load. However, the impor-
tance of just the current time-step does not show the whole picture. Since lag-features will
be grid-searched, the importance of several features should also be taken into consideration.
Figure 3.13: Showing the importance of the starting features after weighted-sampling.
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When including more timesteps, the importance of nearly all features changes. An example
can be seen in figure 3.14, where 9 lag-features are added for each feature. The LoadPercent-
age seems to be of most importance, especially longer back in time. The Load is no longer
the dominant feature. Notice how the Month and Season seem to be insignificant in this
graph. To accommodate the shift in importance, the LoadPercentage will be grid-searched
first. The Load will be done after this, then the weather features. The Month and Season
will be done last to see if they make a difference when all other features are added.
Figure 3.14: Showing the importance of lag-features up to t-9.
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3.5 XGBoost
XGBoost is today used in a variety of winning solutions in Kaggle’s machine learning chal-
lenges [4]. Even though it is versatile, it still has to be adapted and configured to each
problem. This section will describe how the optimization of the XGBoost algorithm was
done. It will start with an overview of the parameters that can be tweaked. The default
parameters will be explained, and some advice from gradient boosting experts on the best
parameters to start with will be presented. The rest of the section will go through each




XGBoost is a gradient boosting algorithm consisting of decision trees. The default number
of trees in the XGBoost library is 100. This is sufficient for most problems, and adding more
trees does generally not increase performance beyond a certain limit. This is because of how
XGBoost is constructed. As each tree added tries to correct the errors made by previous
trees, the return of performance diminishes. However, the number of trees is difficult to say
what is optimal on its own. There is a trade-off between the number of trees, the size of the
trees, and the learningrate. Owen Zhang, a popular Kaggle competition winner, said in his
talk Winning Data Science Competitions in NYC Data Science Academy to set the number
of trees to a fixed value between 100 and 1000, depending on the size of the dataset [30].
This is in accordance with Friedmans Greedy Function Approximation: A Gradient Boost-
ing Machine from 1999 [11], where he suggests the number of trees to be between 100 and 500.
Size of trees
The size of the decision trees, also called max depth or terminal nodes, determines how many
nodes each tree can have at its maximum. Friedman suggests in his 1999 paper Stochastic
Gradient Boosting [12] to set the size at 6. One might be tempted to set the size as large
as possible, but if the trees become too large, it can lead to over-fitting and degrade per-
formance. In the book The Elements of Statistical Learning: Data Mining, Inference, and
Prediction chapter 10 [16], it mentions that a good value of the number of nodes in the tree
is 6, but can also be in the range of 4-to-8. Owen Zhang recommends to grid-search the
values between 4 and 10.
Learningrate
The learningrate, also called the shrinkage parameter, controls how fast the model learns.
The default value in the XGBoost library is 0.3. However, Friedman said that a learningrate
of 0.1 or below usually leads to a better generalization error [12]. As mentioned earlier,
there is a trade-off between the learningrate and the number of trees. Smaller values of
learningrate lead to a larger number of trees. The book Elements of statistical learning [16]
suggests to set learningrate at a small value (0.1 or less), then choose number of trees by
early stopping.
Subsampling
When XGBoost adds new decision trees, it tries to correct the previous errors of the model.
In this case, it tries to minimize the squared error, which is the objective function. The
process, often called a greedy process, can sometimes make the selection of attributes the
same. This can result in similar trees being chosen. Even the split points can be the same
each time. To combat this, randomness can be introduced.
21
By adding randomness such as subsampling, we make sure that trees are varied and different.
One of these techniques is called bagging, where a random subset of rows is used when cre-
ating trees. Another technique is used in Random Forest, where the columns (features) are
randomly sampled at each split point. In the parameters of XGBoost, there are three ways
of subsampling: 1. Subsampling of rows for each tree. 2. Subsampling of columns for each
tree. 3. Subsampling of columns for each split in the tree. Abhishek Thakur, another one of
the top Kaggle Competition winners, usually goes for a row-sampling in the range [0.5, 0.75,
1.0], or fixed at 1 [33]. Owen Zhang suggests sampling the columns in the range [0.3, 0.4, 0.5].
Minimum child weight
This parameter defines the minimum sum of weights of all observations required in a child
[7]. Essentially, the larger the value, the more conservative the model will be. This can con-
trol over-fitting by preventing the model learning patterns that rarely occur. Owen Zhang
uses a simplified ratio of 3/α or 1/sqrt(α), where α is the percentage of rare events. In our
case, the rare events of high temperatures have been resampled. There is no longer just 0.5
percent of rare temperatures. A low value of min_child_weight would be preferable if the
resampling was not done. However, high values may lead to under-fitting. The value will
therefore be grid-searched in a large range as the last parameter to optimize.
To summarize the suggested parameters and their range, and to show the values that will
be used when grid-searching other values, table 3.4 is presented:
Parameter Default Adviced Range
Number of trees 100 100 [100..1000]
Size of trees 6 6 [4, 6, 8, 10]
Learningrate 0.3 0.1 [0.01, 0.1, 0.2, 0.3, 0.4]
Subsample 1 0.75 [0.5, 0.75, 1.0]
Columnsample by tree 1 0.4 [0.3, 0.4, 0.5]
Columnsample by level 1 0.4 [0.3, 0.4, 0.5]
Min Child Weight 1 1 [1..30]
Table 3.4: Showing default and adviced values of parameters, and the suggested range to
grid-search.
3.5.2 Optimization
Number and Size of Decision Trees
As mentioned, there is a relation between the number of trees and the size of trees. A larger
amount of trees would generally require a smaller depth in trees, and vice versa. This re-
lationship can be experimented on by evaluating n_estimators against max_depth. When
training the model, an evaluation dataset will score the model for each tree added. This will
be done for each max_depth, and plotted in a graph. The search will be performed on up
to 100 n_estimators, or up to as many necessary for the evaluation to converge.
Learningrate and Number of Decision Trees
There is also a relationship between learningrate and the number of trees. The lower the
value of learningrate, the more trees are needed. This can, the same way as mentioned above,
be searched by evaluating them against each other. This search will also start with up to
100 n_estimators, and add the number of trees as needed.
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Sampling Subsets
The suggested values to grid-search was in the range of [0.5, 0.75, 1.0] for rows and [0.3, 0.4,
0.5] for columns. However, because of research purposes, the entire range between 0.1 and
1.0 will be searched for each subsampling method.
Minimum Child Weight
Because of the resampling, it is difficult to say have many rare events there are. The
min_child_weight parameter will therefore be grid-searched in a large range.
3.6 Evaluation
Two different methods have been chosen to evaluate the experiments. The first is an er-
ror function that calculates the root-mean-squared-error (RMSE), which will be used when
training and optimizing the model. This will be combined with K-fold cross-validation. The
second method is a visual approach, which uses a section of high and low temperatures from
a transformer with the highest loads.
Even though the dataset is a time series, the dataset is preprocessed in such a way that it
can use K-fold cross-validation without samples being duplicated in other folds. This ensures
that the score is not affected by how the dataset is split.
3.6.1 RMSE
RMSE is easily calculated by: RMSE =
√
(ŷ − y)2 where ŷ is the predicted value and y







Where n is the number of observations in the evaluation-set. Since the values are rooted after
being squared, the error will be the average deviation of the predicted value from the actual
target-value in a relative value. This final value is the average of how many degrees it misses
the target by. In other words, an RMSE of 5 would suggest that the average estimation is
off by 5◦C degrees.
A resampled dataset is used as a final plot to visualize what the model estimates on the
whole range of temperatures. Figure 3.15 is an example of such a dataset. The values
have more and more samples the higher the temperature gets. The step-up in the plot at the
far right is due to missing values in the 90 degrees-range after randomly splitting the dataset.
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Figure 3.15: Showing the plot of temperatures for evaluation.
3.6.2 Visual
Because some temperatures are more important to estimate than others, it may be wrong to
only base the evaluation on RMSE. To get a more varied evaluation, a visual approach is also
used. A figure with a selection of temperatures that are thought to be a good representation
of the peaks that damage the transformers can be seen in figure 3.16. This will be used when
resampling and in the final comparison.




This chapter will reveal the final results from the approach taken in the previous chapter.
There are three sections that will be described separately. First, the resampling section will
look at which of the types of resampling is best to move forward with. Then, with the new
dataset, the results of the feature selection will be presented. Lastly, the optimization will
show the optimal parameters for XGBoost. This includes a description of all plots of the
parameters being grid-searched. All results are finally compared in the fourth section, where
both RMSE and visual evaluation is used to show how the final method estimates over the
range of all temperatures.
4.1 Resampling
Four different distributions are evaluated in this section. First, the normal dataset is used
as a baseline. Figure 4.1 shows the visual evaluation on the normal distribution dataset.
The blue line is the target temperature, while the orange is the estimated temperature. It
seems to be struggling with estimating the first half of the left peak and high enough in the
middle peak. Though, it certainly estimates well when the temperature drops and rises. The
RMSE from this small part of the visual evaluation-dataset is calculated and sets a baseline
of 5.959.
Figure 4.1: Showing the evaluation of normal sampling.
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The undersampled evaluation can be seen in figure 4.2. Both visually and with RMSE,
the evaluation is roughly the same as the normal dataset. The noticeable difference is how
it over-estimates by 0.9 on average, where the normal distribution only over-estimated by 0.2.
Figure 4.2: Showing the evaluation of undersampling.
The oversampled evaluation can be seen in figure 4.3. This is surprisingly not estimating
any better in the middle peak. It is, however, over-estimating in the first and second peak
with a calculated bias at 0.7. The RMSE is still better than undersampling at 4.812.
Figure 4.3: Showing the evaluation of oversampling.
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The last distribution, weighted-sampling, can be seen in figure 4.4. Here can the middle
peak finally be seen estimated better. The first peak is also better estimated, while the last
peak slightly over-estimated. The RMSE is calculated to be 4.920, which is slightly above
the oversampling. However, the estimation seems to be less biased, with 0.165 degrees over
on average. Additionally, the visual evaluation seems to be that the estimation fits better
on the important temperatures and peaks than the other methods of resampling. With this,
the chosen method to move forward with will be the weighted-sampling. A summary of all
the variants of resampling can be seen in table 4.1.






Table 4.1: Showing the RMSE and bias of resampling.
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4.2 Feature Selection
This section will describe the results of the feature selection. As mentioned in the approach,
the LoadPercentage will be grid-searched first. This is believed to be the main feature that
is most correlated to the temperature. Next, the Load will be searched in case it is needed
as a reference to the size of the transformer. After the primary features are selected, the
weather features will be grid-searched. Lastly, the additional features Month and Season
will be tested to see if they are needed or not.
LoadPercentage
The grid-search of LoadPercentage can be seen in figure 4.5. The y-axis is the Error in
RMSE, while the x-axis is the number of features with LoadPercentage. Zero on the x-axis
means no features are used. One means just the current time-step is used. Two means the
current and 1 lag-feature is used - and so on. Not using LoadPercentage (0 features) gives
a high RMSE, while up to 35 features converge with a relative low RMSE. Since a high
number of features requires more samples to be disgarded in the preprocessing, and that too
many features may introduce noise, 25 features of LoadPercentage was selected. This will
conveniently use the current time-step and a full day (24-hours) back in time.
Figure 4.5: Showing the results of searching for optimal number of loadpercentage.
Load
Next, the Load feature was calculated the same way as LoadPercentage. Figure 4.6 shows
the plot of grid-searching from 0 to 14 features. As suspected, only a few are needed from
Load. In this case, only the current time-step gives the best results. This is a prime example
of how more features can increase the error.
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Figure 4.6: Showing the results of searching for optimal number of load.
Weather
After the primary features with the most importance is selected, the weather-features was
grid-searched. The RMSE of each feature was calculated separately one by one. All four
can be seen in the same plot in figure 4.7. Notice how all four seem to favor two features.
Humidity is the only feature that may have a slightly smaller error when increased to 6 or 8.
However, these results should be taken with a pinch of salt as they are calculated separately.
Two features were therefore chosen for all four.
Figure 4.7: Showing the results of searching for optimal number of features from air-
temperature, precipitation, humidity and wind.
Lastly, the two last features Month and Season was calculated. The RMSE shows a decrease
of 0.3 when included, so they will be kept in the final selection of features. A summary of








































Table 4.2: Showing all features after selection.
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4.3 Optimization
After shifting the weight to higher temperatures in resampling, and creating an input of
samples to the model that is customized to estimate temperature based on features from the
feature selection, the optimization of XGBoost can be done. This section will describe the
results of grid-searching for the optimal parameter values in the XGBoost algorithm. This
includes the number of trees, maximum tree depth, learningrate, sampling (subsampling,
column sampling by tree, column sampling by level), and minimum weight of children. The
starting point was not the default parameters from XGBoost, but a set of parameters by
advice from several sources.
Number and Size of Decision Trees
The grid-search for the size of the trees can be seen in figure 4.8. Separate models with
different maximum depth for trees are plotted after running up to 100 trees. Evidently, the
model with a depth of 6 (orange) shows the lowest RMSE. This seems to be the case even
after the model converges.
Figure 4.8: Showing the optimization of n_estimators and maxdepth.
Learning Rate and Number of Decision Trees
The search for learningrate can be seen in both figure 4.9 and 4.10. The first plot shows the
three biggest learningrates are converging within 100 trees, with a learningrate of 0.2 and 0.3
are over-fitting with increasing RMSE after 50 trees. The smallest learningrate (0.01) needs
more than 100 trees and is therefore shown in its own plot. The only learnigrate which did
not over-fit and with the lowest RMSE overall was 0.1.
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Figure 4.9: Showing the search for the optimal learningrate with 4 different values.
The own plot for the learningrate of 0.01 can be seen in figure 4.10. It takes over 900
trees until it converges. The difference between 0.1 and 0.01 was small, at 3.5 and 3.45,
respectively. The smaller learningrate shows a slight improvement, but at the cost of being
ten times slower. This also comes with the higher possibility of over-fitting. Early stopping
was instead used with learningrate of 0.1, where it stopped at approximately 100 trees.
Figure 4.10: Showing the search for the optimal learningrate at 0.01 over 1000 estimators.
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Subsampling Subset
The plots of the three methods of subsampling can be seen in figure 4.11. The row sub-
sampling (blue) shows a preference for 0.9, while both parameters of column-sampling are
showing the best score at 0.4.
Figure 4.11: Showing the search of the optimal subsampling for all 3 parameters.
Minimum Child Weight
The search for min_child_weight can be seen in figure 4.12. The lowest error was found at
16, but 19 and 26 show almost equal RMSE. The lowest value of 16 was chosen to reduce
the chance of under-fitting.
Figure 4.12: Showing the search of the optimal minimum weight for each child.
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4.4 Comparison
This final comparison will look at how the different methods estimates the full range of
temperatures. Figure 4.13 shows the estimation from the default method, which is without
resampling, feature selection, or optimization. The y-axis shows both the target tempera-
ture (blue) and the range of estimated temperatures (orange). The x-axis is the range of
temperatures from 0 to 102 described in the evaluation section. Because of the lack of sam-
ples in the upper range of the temperatures, the default method struggles to estimate over
60 degrees. Interestingly, the range with the most amount of samples (30 to 40 degrees) is
also the range where it is least certain about the estimation. This might suggest that more
samples are not necessarily the way to improve if the data is too varied or inaccurate.
Figure 4.13: Showing estimated temperatures from the default method.
The next approach is with the weighted-resample. This can be seen in figure 4.14. After
resampling, the model gets better at estimating the higher temperatures. It still estimates
slightly below average. More importantly, it estimates higher in the lower range of tempera-
tures. For example, it estimates almost 100 degrees when the target temperature is 50. It is
difficult to say why it learns this by simply having more samples to learn from in the upper
range.
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Figure 4.14: Showing estimated temperatures from method with resampling.
The estimated temperatures after feature selection can be seen in figure 4.15. Some of the
high estimation in the lower range after resampling were corrected when more features was
selected. Additionally, some of the uncertainty in the upper range was removed.
Figure 4.15: Showing estimated temperatures from method with added features.
Finally, the last method with optimization can be seen in figure 4.16. The optimization
primarily lowers the uncertainty of estimations. The lower end of the temperature range is
no longer estimated too much above the target.
To wrap things up, the visual evaluation is shown in figure 4.17. Here we can see that the
peaks are finally being estimated (mostly) correctly. A table of errors over the different
methods are summarized in table 4.3.
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Table 4.3: Showing the final RMSE for each method added after each other.




This chapter will go over the problems and limitations from the introduction and discuss
how well the method worked on solving the issues.
5.1 How reliable are the results?
The dataset in this thesis had a couple of problems: few important samples and some in-
accuracies. Both of these problems make the results difficult to evaluate. The problem of
dataset size became evident when we looked at the distribution of samples. It was eventually
realized that more data with high temperatures was needed. In the results, the RMSE is
calculated on 25% of the data. When increasing the training data from just 75% to 85%,
the error decreases from 3.4 down to 3.0. This is a clear indication that more data will give
better and more reliable results.
One of the methods chosen in this thesis was resampling. However, over-fitting on all the
duplicate values may be an issue. In the results, the highest values (100 and over) seem to
not be varied at all. The method still seems to be biased towards estimating lower values
than the target.
The uncertainty about the accuracy of the data makes it difficult to say exactly how reliable
the proposed method is. As the majority of samples tested was chosen to be from the highest
temperatures, which also happens to be from mostly a single transformer, the reliability of
the results is dependent on this transformer’s data. A fix could be to place more sensors
on critical transformers. However, the sensors may be unreliable themselves. As mentioned,
the sensors are sensitive to heat and magnetic fields, both of which are in abundance when
the samples of the transformer that the results rely on were made. Given how frequently the
dataset is missing data, it may not be surprising if the sensors are damaged by this. Two
improvements are proposed: Experiment on how reliable the sensors are when subjected to
heat and magnetic fields, or use industrial sensors that can tolerate extreme conditions. The
position of the sensors is not known either, other than "as close to the core as possible". The
highest value between the top and bottom sensors was chosen as the target when preprocess-
ing. In the case when the top values were missing (Nan in the pandas column), the bottom
value was automatically chosen. This may have contributed to the model under-estimating
since the bottom value was usually 5-10 degrees lower than the top value.
Considering the limitations, the chosen method gave acceptable results, that is, an RMSE
of 3.0 under adverse conditions. However, to be more confident in the results, more diverse
and a larger amount of training data is highly suggested.
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5.2 Under what conditions does the method work?
Considering how most of the samples with the higher temperatures are from a single sensor,
there is not much variety in the samples of this upper range. This can be problematic if
one attempts to build a generic model. However, our results show that the particular sensor
targetted can be modeled, providing a specialized model. Most of the method in this thesis
has focused on the higher temperatures in the dataset due to their importance. And if those
higher temperatures are considered a good representation of how other transformers operate,
then the results can be considered good. But what if this transformer is an outlier? What if
other transformers that produce high temperatures are doing so on other conditions? This
brings us back to the reliability of the data, but it is also a good question to ask: Is the
method conditional, that is, do we have to retrain the model for each transformer? On the
one hand, the method is good by the fact that the results show certainty and low RMSE
in the estimations in the upper range. On the other hand, this can be considered over-
specialization for the particular sensor. This means that the method should be evaluated on
more sensors as further work to uncover its ability to generalize across sensors.
5.3 How can the method be improved?
There are several things that could have been done to improve the method. The dataset
is already discussed, but the three main approaches - resampling, feature engineering, and
optimization - could also be improved upon. First, the resampling could have been experi-
mented on more. For example: How many samples are necessary for a reliable result, and
how are the results affected by varying the number of samples? Additionally, the effects
of duplicating samples are unknown. How much duplication is too much, and when does
over-fitting become a problem?
When it comes to features, additional work on feature engineering could potentially improve
the method. The fact that the extracted features Month and Season made a difference at
all was surprising. The expectation was that the temperature outside was enough to know
what season it was. This may suggest that extracting additional features based on already
known data could improve performance further. What type of features this could be, or
how they would affect the results, are not known. Additionally, there are possibilities of
getting more features from Agder Energi. For example, the type of transformer (and not
just the surroundings of the substation) or the type of cooling/insulation in each transformer
could become impactful features. Furthermore, the resolution can be higher. The sensors
are sampling in intervals per hour, but it should be possible to get a higher interval such as
per minute. This would make the dataset bigger and give us more samples in the upper range.
Lastly, the model itself could be improved. This could be by either optimizing XGboost
further or by replacing the model with a more advanced deep learning model. For example,
the learningrate could be grid-searched in the smaller range below 0.1. The number of trees
will then have to be increased, which will significantly increase training time, but there may
be some extra optimization to squeeze out. Deeper and more complex models could also be
experimented with. However, making several complex and specialized models to compare is






The temperature in a transformer element has a great impact on the aging process for a
transformer. After a pilot project that aimed to make their power grid smarter, Agder En-
ergi had temperature data from sensors placed on some of their transformers. The purpose
of this thesis was to establish a method for estimating transformer temperature based on
available information such as load, capacity, and external weather conditions. Considering
the limitations, a method of three parts was accomplished: Resampling was done to accom-
modate the lack of important samples, feature engineering was explored to find lag-features
and extractions that best correlated to the highest temperatures, and optimization of param-
eters in XGBoost was done. The results show that the final method makes good estimations
in the whole range of temperatures. However, this may be due to the low variety in the
dataset. Reliability can be increased with more data.
6.2 Further work
Before using the final method in production, there are a couple of things that can be worked
on. As mentioned in the discussion, the dataset should be improved. This can be done in
several ways: More sensors at critical transformers, better sensors that can handle extreme
conditions, higher resolution when gathering sensor-data, and more features about the con-
ditions surrounding the transformers.
If the dataset gets improved, the method can also be altered. All parts of the experiments
in this thesis (resampling, feature selection, and optimization) can be done again, as they
are highly customized to the dataset. Suggestions were mentioned in the discussion. As this
thesis only focused on one substation (kiosk), the other types of substations will also have
to be taken into consideration. This can be done as a feature. However, separate methods
should be considered since the substations have different characteristics that influence the
temperature.
Additionally, the method needs some further work before it is put into production. As the
measured temperature is not the same as the temperature inside the transformer element,
the hotspot temperature can be calculated after an estimate is made. After delivery, a
presentation will be held for the employees and developers in Agder Energi to help them put
the method into operation.
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