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1. Contexto
Esta propuesta de trabajo se lleva a cabo
dentro de la l¶³nea de investigaci¶on \Inform¶atica
Gr¶a¯ca" del proyecto \T¶ecnicas de Inteligencia
Computacional aplicadas a Optimizaci¶on, Mi-
ner¶³a de Datos y Coordinaci¶on de Agentes In-
teligentes". Dicho proyecto se desarrolla en el
marco del Laboratorio de Investigaci¶on y Desa-
rrollo en Inteligencia Computacional (LIDIC),
de la Facultad de Ciencias F¶³sico, Matem¶aticas
y Naturales de la Universidad Nacional de San
Luis.
2. Resumen
La toma de decisiones y la resoluci¶on de
problemas complejos del mundo real requiere
una visi¶on generalizada del problema, para la
cual se debe aportar la mayor cantidad de in-
formaci¶on relevante disponible. La informaci¶on
estructurada ha sido la principal materia pri-
ma utilizada en los sistemas computacionales
hasta la fecha, pero restringirse s¶olo a ella con-
duce, muchas veces, a representar una visi¶on
parcial. Hoy comienza a reconocerse que gran
parte de la informaci¶on requerida para la to-
ma de decisiones y la resoluci¶on de problemas
de ¶³ndole general proviene de informaci¶on no
estructurada, principalmente aquella almace-
nada en la forma de audio, imagen y video. En
este contexto, el uso de informaci¶on obtenida a
partir de datos no estructurados no textuales
es de vital importancia. Para lograrlo es ne-
cesario replantear las etapas bien de¯nidas de
los procesos tradicionales, es decir se plantea
la necesidad de revisar las etapas de adquisi-
ci¶on, procesamiento y an¶alisis de la informa-
ci¶on contenida en audio, im¶agenes y/o video.
Esta propuesta de trabajo establece los linea-
mientos a seguir para incorporar informaci¶on
no estructurada en los procesos de resoluci¶on
de problemas o toma de decisiones.
3. Introducci¶on
Internet ha cambiado profundamente la forma
en la que las personas se comunican, negocian
y realizan el trabajo diario al tener acceso a in-
¯nidad de recursos e informaci¶on. En los ¶ulti-
mos a~nos el uso de la informaci¶on multimedial
se fue convirtiendo en una combinaci¶on de fac-
to al momento de la toma de decisiones y/o la
resoluci¶on de problemas, mayormente de tipo
empresarial. No obstante, el ¶exito de la Web ha
originado uno de sus principales inconvenien-
tes: la administraci¶on de la heterogeneidad de
los datos en la que se encuentra disponible di-
cha informaci¶on. Mas a¶un, la extracci¶on de in-
formaci¶on para la toma de decisiones a partir
de dichos datos, si bien es una tarea aparen-
temente simple para una persona, no lo es pa-
ra una computadora, principalmente cuando el
tipo de informaci¶on es no estructurada (texto,
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audio, im¶agenes y video).
Desde el punto de vista humano, el proce-
so de extracci¶on de informaci¶on es un proceso
inherentemente global; a partir de informaci¶on
escasa, localizada y usualmente de mala cali-
dad, nuestro cerebro puede reconocer los ele-
mentos b¶asicos que la componen y sus interre-
laciones, y elaborar una experiencia sensorial
(cognitiva, visual, auditiva, etc.) coherente y,
como resultado de ello, deducir la informaci¶on
necesaria.
Desde un punto de vista computacional, la
mayor¶³a de la informaci¶on existente proviene
de datos con¯gurados en forma estructurada,
lo cual permite que la misma sea f¶acilmente
interpretada y directamente utilizada por una
computadora una vez que la informaci¶on es ac-
cedida desde estructuras cl¶asicas de almacena-
miento tales como matrices, registros de bases
de datos, entre otros. Sin embargo, este tipo
de organizaci¶on de la informaci¶on conduce a
representar una visi¶on parcial del problema y
dejar fuera de consideraci¶on informaci¶on que
podr¶³a ser de gran importancia para la resolu-
ci¶on efectiva del mismo.
En Ciencias de la Computaci¶on existen di-
versas ¶areas que intentan abordar el tratamien-
to de informaci¶on no estructurada no textual,
como es el caso de las ¶areas de procesamiento
de se~nales, visi¶on por computadora, miner¶³a de
im¶agenes. Para el reconocimiento de un obje-
to/elemento cualquiera (visual o auditivo), es
necesario previamente el entendimiento del es-
cenario total en el cual ¶este se encuentra in-
merso; es decir, implica la coordinaci¶on de mu-
chas tareas diferentes entre las cuales se pue-
den mencionar: estimar las caracter¶³sticas del
objeto/elemento (apariencia, forma, orienta-
ci¶on, etc), reconocer el objeto/elemento (indi-
vidualizaci¶on involucrando la detecci¶on de ob-
jetos/elementos ocultos), categorizar el/los ob-
jetos/elementos reconocidos as¶³ como tambi¶en
el escenario total.
En los comienzos, la mayor¶³a de las in-
vestigaciones han intentado reconocer un ob-
jeto/elemento en forma aislada mediante in-
formaci¶on local asociada al mismo, asumien-
do que toda la informaci¶on relevante de un
objeto/elemento se encuentra contenida den-
tro de una peque~na ventana en un espacio vi-
sual y/o auditivo [9, 10, 15, 23, 26, 27, 29].
Los errores t¶³picos cometidos por dichos sis-
temas es que act¶uan como c¶amaras obscuras
identi¯cando objetos/elementos en forma in-
dividual sin considerar el escenario en el cual
¶este se encuentra inmerso. Es importante en-
tonces, el poder aproximar el comportamiento
humano observando fuera de la c¶amara obscu-
ra y considerando el escenario en su totalidad.
En [9, 12, 14, 17, 21, 22] queda claramente bos-
quejado que la comprensi¶on de un escenario
es una tarea de reconocimiento global que va
mas all¶a de la simple identi¯caci¶on de los obje-
tos/elementos interactuantes; debe adem¶as po-
der reconocer la interacci¶on entre ellos.
Como ejemplos del uso de informaci¶on no
estructurada no textual se encuentran diver-
sas aplicaciones en reconocimiento de patro-
nes musicales [4, 16, 7, 8], cartogra¯a digi-
tal [1, 2, 11, 13], reconocimiento de rostros
[24, 28, 30], conducci¶on aut¶onoma de robots
[9, 10, 18, 20, 25], tours de realidad virtual
[3, 5, 6, 17, 26], caminatas (walkthrough) en
juegos de computadoras [19, 23], entre otros.
4. L¶³neas de Investigaci¶on
y Desarrollo
Trabajar con informaci¶on no estructurada no
textual implica trabajar con diferentes tipos de
datos y en consecuencia con diferente compleji-
dad intr¶³nseca. Tal como se mencion¶o anterior-
mente, las fuentes de informaci¶on no estructu-
rada no textual pueden ser se~nales de audio,
im¶agenes y/o videos; cada una de ellas en for-
ma individual o en conjunto habilitar¶an dife-
rentes l¶³neas de investigaci¶on, algunas de ellas
dependientes entre si. Entre las l¶³neas propues-
tas a seguir se encuentran:
Identi¯caci¶on y representaci¶on de los as-
pectos perceputales. B¶asicamente asocia-
dos a las im¶agenes y video, esta l¶³nea pre-
tende extraer la mayor cantidad de in-
formaci¶on perceptual posible. Usualmen-
te las investigaciones se han concentrado
en m¶etodos de segmentaci¶on y clusteri-
ng tradicionales. No obstante, es necesa-
rio incorporar nuevos criterios perceptua-
les adecuados (sin p¶erdida de informa-
ci¶on) que permitan la representaci¶on de
las im¶agenes no s¶olo considerando pro-
piedades de colorimetr¶³a y luminancia,
sino tambi¶en en lo relativo a la identi-
¯caci¶on de los objetos que se encuentran
en el escenario plasmado y su ubicaci¶on
espacial relativa (profundidad 3D).
La correcta identi¯caci¶on y categoriza-
ci¶on de los objetos en forma sem¶antica
junto a la correcta reproducci¶on de los
lineamientos te¶oricos establecidos para
la simulaci¶on del procesamiento realiza-
do por el sistema visual humano, permi-
tir¶a la reconstrucci¶on del escenario com-
pleto capturado en una imagen o una co-
lecci¶on de ellas.
Representaci¶on robusta de la informa-
ci¶on. Identi¯car e individualizar una
se~nal a pesar de las distorsiones natu-
rales (compresi¶on, codi¯caci¶on anal¶ogi-
ca, ruido, entre otros) y ataques malicio-
sos (adici¶on de logo, distorsi¶on geom¶etri-
ca, cortes en la se~nal, cambio en la colo-
rimetr¶³a, entre otros) en forma e¯ciente
conlleva a desarrollar un m¶etodo robusto
para la determinaci¶on de huellas digitales
de se~nales (imagen, streamings de audio
o video).
Para obtener una buena huella digital de
una se~nal es necesario identi¯car como
iguales dos variantes de un mismo ele-
mento, lo cual implica el rede¯nir la ma-
nera en la cual se los ha venido identi-
¯cando. Una alternativa es la inclusi¶on
del contenido perceptual, ya que dos ele-
mentos pueden ser identi¯cados como \el
mismo" por una persona y pueden no
coincidir en su representaci¶on interna.
Idealmente la huella digital debe ser una
invariante de la se~nal; aquellas carac-
ter¶³sticas intr¶³nsecas, no alteradas por su
constante manipulaci¶on. Una huella di-
gital de una imagen puede ser una des-
cripci¶on global de la imagen o una des-
cripci¶on local de las caracter¶³sticas claves
extra¶³das. En cambio, en un video, puede
ser una descripci¶on global del video, un
conjunto de huellas digitales para todos
los frames del video o de s¶olo aquellos
claves del video. El mismo concepto se
aplica a las se~nales de audio.
La determinaci¶on de una huella digital
permitir¶a por ejemplo identi¯car objetos
de audio a partir de segmentos, la detec-
ci¶on de duplicaciones, plagios, el rotulado
autom¶atico (MP3 modernos), la consul-
ta por ejemplos y ¯ltrados en redes p2p,
entre otros. En el caso de los videos, a
trav¶es de la huella digital se podr¶a identi-
¯car objetos o comportamientos espec¶³¯-
cos durante las transmisiones de canales
de TV, o en bases de datos de video com-
partidas (Google, You Tube), seguridad
a trav¶es de circuitos cerrados de video,
derechos de autor, entre otros.
Recuperaci¶on de Informaci¶on no estruc-
turada: El concepto de b¶usqueda exac-
ta es central para los repositorios de in-
formaci¶on o bases de datos \tradiciona-
les". Trasladar el mismo concepto a re-
positorios de se~nales, no es simple. Por
la naturaleza de los datos, el objetivo
ser¶a resolver computacionalmente la si-
militud perceptual entre objetos simila-
res. Los desarrollos actuales utilizan me-
didas de distancia, a trav¶es de las cuales
se pretende re°ejar la similitud percep-
tual. Dos objetos iguales perceptualmen-
te deber¶³an recibir distancias peque~nas;
mientras que dos objetos perceptualmen-
te distintos deber¶³an recibir distancias
grandes. Para ello es necesario contar con
una representaci¶on robusta de cada dato
del repositorio y de¯nir una efectiva fun-
ci¶on de distancia, la cual permita esta-
blecer una valoraci¶on sobre la similitud
o dis-similitud de dos objetos y relajar
el concepto de b¶usqueda exacta por bus-
queda por proximidad.
5. Resultados obtenidos /
esperados
El principal aporte de esta propuesta ser¶a la
incorporaci¶on de informaci¶on no estructurada
en los procesos de toma de decisiones y reso-
luci¶on de problemas que, normalmente, queda
fuera de consideraci¶on en los enfoques cl¶asicos.
Actualmente se est¶a trabajando en la ob-
tenci¶on de una huella digital robusta y e¯-
ciente para audio e im¶agenes as¶³ como tam-
bi¶en en la identi¯caci¶on y recuperaci¶on de in-
formaci¶on perceptual de profundidad. La e¯-
ciencia no s¶olo se relaciona con la capacidad
de representar un¶³vocamente una se~nal, sino
con el tiempo que implica su c¶alculo. Para ello
se est¶an desarrollando algoritmos de procesa-
miento de im¶agenes, los cuales aplican t¶ecnicas
de programaci¶on de alta performance.
6. Formaci¶on de Recursos
Humanos
Como resultado de las investigaciones se cuen-
ta con una tesis de maestr¶³a conclu¶³da y dos
tesis doctorales y una de maestr¶³a en desarro-
llo; as¶³ como tambi¶en varios trabajos de ¯n de
carrera de la Licenciatura en Ciencias de la
Computaci¶on.
Adem¶as las investigaciones se encuadran en
el marco de un proyecto dentro del Programa
de Promoci¶on de la Universidad Argentina pa-
ra el Fortalecimiento de Redes Interuniversita-
rias III en los que participa nuestra universidad
junto con las universidades Michoacana (M¶exi-
co) y de Zaragoza (Espa~na).
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