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ABSTRACT
The Kibble-Zurek mechanism (KZM) was originally proposed to describe the evolution
and “freezing” of defects in the early universe, but later it was generalized to study other
quantum and classical systems driven by a varying parameter. The basic idea behind the
KZM is that, as long as the changing rate (velocity) of the parameter is below a certain
critical velocity, vcrit, the system will remain adiabatic (for isolated quantum systems) or
quasi-static (for classical systems with a heat bath). The nonequilibrium finite-size scaling
(FSS) method based on KZM has been exploited systematically. Through applying the
scaling hypothesis, we can extract the critical exponents and study the dynamic properties
of the system.
In the first few chapters of this dissertation, we discuss the applications of KZM in several
classical systems: first, we study the dynamics of 2D and 3D Ising model under a varying
temperature as well as a varying magnetic field. Secondly, we examine the classical Z2 gauge
model, in which we show that KZM also works for topological phase transitions. Moreover,
we also investigate the dynamics of other models with topological ordering only at T = 0,
where KZM cannot be applied. Lastly, we explore the 2D Ising spin glass with bimodal
and gaussian couplings. With bimodal couplings, we find dual time scales associated with
the order parameter and the energy correspondingly, while in the gaussian case one unique
time scale is involved.
The systems mentioned above are all classical and the dynamics are approached through
vii
simulated annealing (SA), in which thermal fluctuations drives systems to explore the energy
landscape in finding the ground state. In the last chapter, we explore the efficiency of
Quantum Annealing (QA) on a fully-connected spin glass (or Sherington-Kirkpatrick model)
with a transverse field. QA is the counterpart of SA, where quantum fluctuations drive the
system toward the ground state when the quantum terms are reduced. QA is currently
widely explored as a paradigm for quantum computing to solve optimization problems.
Here we compare the scaling of the dynamics (with system size) of the fully-connected spin
glass through QA versus SA.
viii
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Chapter 1
Introduction
Phase transitions and critical phenomena are important topics in statistical physics. When a
system approaches its critical point, it exhibits unique singular behaviors, usually described
by power-law scalings [1]. One numerical method in obtaining the critical exponents for
those power-law scalings is called the finite-size scaling (FSS) method. However, instead of
applying the traditional FSS approach, the main area of my research focuses on the appli-
cations of a non-equilibrium version of the FSS, based on the Kibble-Zurek mechanism.
The Kibble-Zurek (KZ) mechanism applies to the situation when the system is ‘annealed’
(the temperature is decreased continuously) or in a more general situation, when a specific
parameter of the system is perturbed as a function of time. The generalized non-equilibrium
FSS scaling form based on the KZ mechanism has been studied systematically and found
many applications [2–7], in both classical and quantum systems. The difference between the
equilibrium and the non-equilibrium FSS comes from adding a rescaled velocity as a new
parameter in the original FSS scaling function. We will show in the following chapters that
the non-equilibrium FSS serves as a powerful tool in investigating the phase transitions as
well as the dynamical properties of various spin systems.
1
21.1 Critical phenomena and finite-size scaling
Critical phenomena is a generalized concept for describing the behaviors of systems while
they approach their critical points, most of which stem from the divergence of the correlation
length as well as the slowing down of the dynamics. The correlation length, ξ, is a typical
length scale of a system which roughly corresponds to the size of ordered domains within
the system. As T → Tc, the correlation length diverges as a power-law
ξ ∼ τ−ν , (1.1)
where τ is called the reduced temperature,
τ =
|T − Tc|
Tc
(1.2)
and ν is the critical correlation-length exponent. Not only does the divergence of the
correlation length show a power-law behavior, other physical quantities also show power-
law scalings when τ → 0. Taking the 2D Ising model as an example, the magnetization m,
the susceptibility χ, as well as the specific heat Cv have the following scalings as functions
of τ :
m ∼ τβ
χ ∼ τ−γ
Cv ∼ τ−α. (1.3)
Here the exponents β, γ and α are referred to as the critical exponents. For different kinds
of phase transitions belonging to the same universality class [1], they usually share he same
critical exponents. Another important concept in the critical behavior is the critical slowing
down, meaning that the system takes increasingly long time to relax and equilibrate as it
approaches its critical point, due to the fact that the relaxation time trelax also diverges as
ξ →∞,
trelax ∼ ξz. (1.4)
3Here z is called the dynamic exponent, which is not universal but instead depends on the
specific dynamic processes allowed when the system relaxes. For example, in Monte Carlo
simulations, when we apply a single-spin update based on the Metropolis algorithm [8] to
the 2D Ising model, we get z ≈ 2.17 [9], while if we employ the Swendsen-Wang cluster
algorithm instead, z ≈ 0.3 [11].
In practice, the systems we deal with have finite size and the correlation length can never
diverge to infinity, due to the limited system size. Instead the correlation length is cut off
by the length scale of the system, ξ ∝ L. Now if we rewrite the measurable quantities
in Eq. (1.3) in terms of length scales, we can simply replace ξ with L, or equivalently
replace τ with L−1/ν according to Eq. (1.1), which will yield the finite-size behavior for
each quantity at the critical point. Moreover, for quantities measured close to Tc, i.e. the
reduced temperature τ  1, the τ -dependent part of the quantities can be written as some
function f with a dimensionless parameter, f(ξ(τ)/L) or f(τL−1/ν), and we can write the
physical quantities with the following finite-size-scaling (FSS) forms,
m ∼ L−β/νf(τL−1/ν)
χ ∼ Lγ/νf(τL−1/ν)
Cv ∼ Lα/νf(τL−1/ν). (1.5)
Taking the 2D Ising model as an example, we can show that FSS is a powerful tool
in extracting the critical temperature Tc as well as all the other critical exponents. As
demonstrated in Fig. 1.1, the top panel shows the behavior of the susceptibility χ versus
temperature for various system sizes, and the bottom panel shows the rescaled behavior of
χ after applying the FSS forms shown in the second line of Eq.(1.5). Here we can regard
the exponents, such as γ, ν, or even Tc as free parameters and adjust them until data from
different sizes collapse onto each other nicely, indicating that we have found the correct
values of those parameters. This is a simple illustration about how the FSS method is used
in practice for extracting the critical exponents.
4Figure 1.1: Demonstration of the FSS for the magnetic susceptibility χ of the 2D Ising
model (figure from the BU PY502 lecture notes by A. Sandvik). The top panel shows χ
versus temperature for various system sizes. The bottom panel applies the FSS shown in
the second line of Eq.(1.5) with the x- and y-axis rescaled accordingly.
1.2 Kibble-Zurek mechanism
The KZM was originally proposed to study the behavior of defects formation during the
phase transitions of the early universe [2, 3], and later on it has been generalized to describe
the non-equilibrium dynamics of classical and quantum phase transitions [4–7]. When
perturbing a system with a changing parameter so that it approaches a critical point, the
KZM establishes a boundary between two qualitatively different regimes, separated by the
so-called critical velocity ‘vcrit’ or the KZ velocity. Here the velocity is a variable that
indicates the rate in which the parameter changes. When the rate is slow, v  vcrit, at the
point when the parameter reaches the critical value, the system still reveals its equilibrium
critical properties, i.e. the system remains quasi-static (for classical system with stochastic
dynamics) or quasi-adiabatic (for a quantum system with only its intrinsic Hamiltonian
dynamics). When v  vcirt, however, the system will lose its quasi-static or adiabatic
behavior and it fails to reveal its critical properties.
5Imagine a system undergoing continuous phase transitions through a varying parameter
λ, and suppose λ is a function of time, which has the following form,
λ(t) = λc + v(λ− λc)r, (1.6)
where v is the ‘annealing’ velocity of the varying parameter, and r indicates different kinds
of annealing protocols. When r = 1, λ(t) changes linearly, otherwise, λ(t) takes a more
complex power-law form. For the parameter changing according to the protocol above, the
finite-size scaling of vcrit is known as [7],
vcrit ∼ L−z−1/rν , (1.7)
Where z is the dynamical exponent as introduced in the above section and ν is the critical
exponent, relating λ to the correlation length ξ through
ξ ∼ (λ− λc)−ν . (1.8)
Different kinds of detailed derivations of vcrit as shown in (1.7) can be found in Refs. [4–7].
Suppose there is a physical quantity Q of the system, which has the equilibrium (v = 0)
FSS value Qeq(L) at the critical point, and now if we involve λ as a function of time
according to the form in (1.6) and take the measurements of Q at λc. According to the
KZM, when the rate of the changing parameter v  vcrit, naturally Q(v, L) can be written
as a function of f(v/vcrit) with v/vcrit as a dimensionless parameter, that is
Q(v, L) ∼ Qeq(L)f(v/vcrit)
∼ Qeq(L)f(vLz+1/rν). (1.9)
The above form of Q(v, L) shows the standard non-equilibrium FSS of the physical observ-
able Q based on the KZM, when the system is driven by a varying parameter. We can see
that when v → 0, this form naturally reduces back to the equilibrium FSS form.
In Chapters 2, 3 and 4, we discuss the applications of KZM to various spin systems with
different types of phase transitions.
61.3 Introduction to the Spin-Glass systems
The last two chapters of this dissertation focus on the dynamical properties of Spin-Glass
systems, and in this section we would like to give a brief introduction first.
The difference between the regular glasses and the crystals lies in the fact that the former
lacks of the structural order in the alignment of the atoms. In analogy, the spin-glass
phase differs from the regular ferromagnetic or anti-ferromagnetic phases mainly in that
the spins in the former systems are not oriented in a regular pattern. The complex internal
structures of spin glasses come from the disorder and frustration induced by the random
spin-spin couplings. For example, the left panel of Fig. 1.2 shows an illustration of a
plaquette with Ising spins interacting with their nearest neighbors, where with a specific
set of ±1 couplings, no spin configuration can satisfy all the bonds, or we can say that
the plaquette is frustrated. The right panel of Fig. 1.2 shows a typical energy landscape
of a spin-glass system, where there are lots of local minima among the global minimum
(or minima if there are ground-state degeneracies). In order for a system to reach its
global minimum from a local one, the probability to climb over the energy barriers between
them is exponentially suppressed, exp(−∆ET ) for an energy barrier with height ∆E. At
low temperatures, it becomes extremely slow to climb over tall energy barriers and system
tends to get stuck at its local minima. To avoid the issues of getting trapped in the local
minima, Simulated Annealing (SA) is often used in order to reach the ground state. In SA,
the system starts from some high initial temperature, being able to explore a wide range
of the energy landscape through thermal fluctuations, and as long as the temperature is
decreased at a slow-enough rate, the system will reach its ground state eventually.
It is not only within the field of physics that spin-glass systems have drawn a lot of at-
tention, they are also of interest in many other fields, such as computer science, due to the
fact that many optimization problems, such as TSP (traveling salesmen problem) or 3-SAT
(3-satisfiability problem), which is NP-hard (meaning that there exists no algorithms which
can solve the problem within a time that has a polynomial scaling of the system sizes)
7can be mapped to the problem of finding the ground state of a spin glass. Thus, studying
spin-glass systems are of great importance in tackling the NP-hard optimization problems.
Figure 1.2: Complex energy landscape of a spin-glass. Panel (a) shows an example of a
frustrated plaquette with Ising spins interacting with the nearest neighbors, where due to
the random ±1 couplings, no spin configuration can satisfy all the bonds. Panel (b) shows a
typical energy landscape of a spin-glass system, where systems can easily get stuck in local
minima.
The earliest theoretical model of the spin glass is called the Edwards-Anderson model [12]
(or the Ising spin glass), where the Hamiltonian can be written as
H =
∑
〈ij〉
Jijσiσj , σi = ±1. (1.10)
Here the random nearest-neighbor couplings Jij can be drawn from certain distributions,
e.g., bimodal or Gaussian distributions. An often used order parameter for spin glasses
is called the Edwards-Anderson (EA) order parameter, which is defined with two replicas
(independent simulations, labeled 1 and 2, with the same set of couplings) as
q =
1
N
∑
i=1
σ
(1)
i σ
(2)
i . (1.11)
The order parameter q measures the overlap between two replicas, and the distribution of
q changes dramatically from high-T phase to low-T spin-glass phase (also called replica
symmetry breaking), thus making it a good order parameter to detect the spin-glass phase.
8For the 2D EA spin glass with both the bimodal and Gaussian couplings, the continuous
paramagnetic–spin-glass phase transition only occurs at T = 0, even though for the 3D
case, the phase transition happens at Tc ≈ 1.10(1). In Chapter 4 of this thesis, we have
applied the KZM and studied the dynamic properties of the 2D system.
Another well-studied model of the spin-glass phase is called the Sherrington-Kirkpatrik
(SK) model (or the fully-connected graph), the Hamiltonian looks quite similar as in (1.10),
except that the coupling interactions 〈ij〉 includes all the spin pairs instead of only the
nearest neighbors, and Jij has to be rescaled as Jij/
√
N . The SK model is a mean-field
model and can be solved exactly by using Parisi’s replica method, which shows a phase
transition at Tc = 1. In Chapter 5 of this thesis, we compare the efficiency of Quantum
Annealing (QA) vs. SA in finding the ground state of this SK model.
1.4 Introduction to Quantum Annealing
SA exploits energy fluctuations to climb over energy barriers in searching for the solution
of complex classical systems, such as spin-glass systems or other NP-hard problems. On
the other hand, QA takes advantages of the quantum fluctuation effects to tunnel through
energy barriers. The difference between SA and QA is illustrated in Fig. 1.3. QA was first
proposed by Kadowaki and Nishimori in 1998 [13], in an application to the transverse field
Ising model, in order to explore the possibility of achieving faster convergence to the ground
state (compared to SA) through quantum fluctuations induced by the transverse magnetic
field. Later on, QA has been explored widely through various problems [14], anticipating
that QA might outperform the classical algorithms in solving the NP-hard problems. More-
over, the real implementation of a quantum annealer has been recently constructed by the
D-Wave Systems [15]. Results of simulations as well as real experiments on this quantum
device have been discussed very actively [16–18].
Suppose the Hamiltonian of the optimization problem that we want to solve is encoded as a
Hamiltonian H1. QA usually starts from a Hamiltonian H which induces strong fluctuations
9Figure 1.3: Illustration of the mechanisms for SA and QA. SA takes advantages of the energy
fluctuation (red arrow), while QA exploits the quantum effects in tunnelling through the
energy barriers (blue arrow).
by adding another Hamiltonian term H0 to H1. Normally H0 does not commute with H1,
but is usually much easier to solve. The total Hamiltonian can be expressed by a weighted
addition of H0 and H1 through a parameter s
H(t) = (1− s)H0 + sH1. (1.12)
In QA, usually a system is initially prepared in the ground state of H0 and then the param-
eter s slowly changes from zero to one, during which he quantum fluctuations induced by
H0, in the basis where H1 is diagonal, gradually decreases. If the evolving process is slow
enough, we can regard the system as remaining adiabatic within its ground state at each
step, and finally when s = 1, the system will then reach the exact ground state of H1 or a
state that is very close to that.
There has been numerous discussions and studies on the efficiency and mechanisms of
QA [16–18]. In Chapter 5 of this thesis, we compare QA and SA in a very specific spin-
glass system, the SK model, where we have found positive signs that for this specific system
(at least with the system sizes we studied), QA seems to be more efficient than SA.
Chapter 2
Dynamics of the 2D and 3D Ising model
2.1 Introduction
The Ising model (IM) is one of the most compact models to describe magnetic phase transi-
tions. The spins take two possible values, +1 or −1 and the neighboring spins interact with
each other through ferromagnetic or anti-ferromagnetic couplings. Simple as it is, there are
numerous applications in various fields of the IM together with its generalizations [19, 20].
It has been a benchmark model to study phase transitions and critical phenomena [21].
The 1D and 2D IMs have exact solutions, even though the 1D case does not possess a con-
tinuous phase transition at any finite temperature [22, 23]. The 2D and 3D IMs both have
continuous phase transitions and their equilibrium critical behaviors have been well studied.
In this chapter, we mainly take the simple 2D and 3D IMs as examples to introduce the
application of the KZM in non-equilibrium phase transitions. We discuss the cases of 2D
and 3D separately in two sections and for each section we have divided the contents into
two parts: in the first part, we simulate and analyze the dynamical behavior of the system
when the phase transition is approached through changing the temperature linearly from a
high temperature to T = Tc. In the second part, we focus on a slightly different scenario,
where the system is driven out of equilibrium through varying the magnetic field linearly
at the critical temperature T = Tc. Results and more discussions will be elaborated in the
following sections.
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2.2 Dynamics of the 2D Ising model
2.2.1 Model and methods
The Hamiltonian of the 2DIM is
H = −J
∑
<i,j>
σiσj (2.1)
and the commonly used order parameter for 2DIM is m2, defined as:
m2 =
 1
N
∑
(i)
σi
2 , (2.2)
where N = L2 is the total number of spins in a system with size L.
The 2DIM can be solved exactly and it is known to have a continuous paramagnetic-
ferromagnetic phase transition at Tc = 2/ln(1 +
√
2) ≈ 2.269. The critical behavior of the
order parameter, m2, and the correlation length, ξ, as functions of τ ∼| T − Tc | /Tc have
the following forms close to Tc,
m2 ∼ τ2β
ξ ∼ τ−ν (2.3)
and the critical exponents are also known exactly, such as β = 1/8, ν = 1, etc. As already
mentioned in Chapter 1, the finite-size scaling near Tc is derived by replacing ξ with L as
ξ →∞, and we then obtain,
ξ ∼ (T − Tc)−ν ∼ L
m2 ∼ L−2β/νf(τL1/ν) (2.4)
trelax ∼ Lz
Here, z is called the dynamic exponent, which associates the relaxation time trelax with
correlation length ξ (which becomes L for finite-size systems with ξ →∞). The value of z
depends on the kind of the updates done in Monte Carlo (MC) simulations, and usually it
can be extracted numerically. So far, the well accepted value of z for Metropolis dynamics
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in the 2DIM is z = 2.1667(5) [9]. In the following sections, we will show that through
studying the 2DIM under a linearly varying temperature as well as under a linearly varying
magnetic field, we can also extract the dynamic exponent z, and the result is compatible
with the known one.
2.2.2 Non-equilibrium dynamics with varying temperature
Non-equilibrium scaling function
In this section, taking the 2DIM as a benchmark model, we apply simulated annealing (SA,
i.e., changing the temperature linearly from a high temperature, here Tini = 4 to the final
temperature Tf = Tc) with various annealing velocities. Here the annealing velocity, v, is
defined as,
v =
1
tq
, (2.5)
where tq is the total MC sweeps carried out during the annealing process. For each MC
step t, first we decrease the temperature according to the following protocol:
T (t) = Tc + (Tini − Tc)t/tq (2.6)
then at temperature T (t) we apply the Metropolis algorithm in proposing and flipping the
spins locally at randomly chosen sites N = L2 times. We have simulated systems of various
sizes, L = 8, 16, 32, 48, 64, 80, 96, 128, with tq ranging from 2
2 to 222. At the end of the
annealing process when T = Tc, we take ‘measurements’ of the order parameter m
2 as well
as the average system energy E.
According to the KZM, the behavior of the order parameter m2(v, L) for system with size
L and annealing velocity v should scale as:
〈m2(v, L)〉 ∝

L−2β/νf(vLz+1/ν), v 6 vKZ,
L−2β/ν(vLz+1/ν)−x = L−2(1/v)x, vKZ < v < 1,
L−2
∑
n
cn(1/v)
n, v > 1
(2.7)
Here the first line applies to the regime when the velocity of SA is comparable to or slower
than the KZ velocity and as v → 0 the order parameter scales asymptotically as the behavior
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when the system equilibrates at Tc. The third line applies to the fast SA processes, where
the system still resembles the high temperature phase with m2 ∼ L−2 and the KZM does
not yet apply. The second line shows the behavior in between, connecting the two regimes
we discussed above through a power-law behavior, here setting the two sides equivalent, we
can derive the power-law exponent characteristic of KZ scaling:
x =
2β/ν
z + 1/ν
(2.8)
In the following section, we will present the simulation results and check the behavior of
the order parameter m2 against the scaling function as shown above in the form (2.7) .
Order Parameter
Fig. 2.1 shows the averaged measurements (over repeated annealing) of the order param-
eter, m2, against the total annealing time, tq (which is also the inverse of the annealing
velocity), for system sizes with L = 8, 16, 32, 48, 64, 80, 96, and 128. At a given system size
L, m2 increases as the velocity decreases, indicating that the system slowly approaches the
equilibrium behavior at T = Tc. Moreover, at the same velocity, the smaller L acquires
larger m2, indicating a faster relaxation to equilibrium state compared with larger L, and
this is in accord with the scaling of the relaxation time,
trelax ∼ Lz, (2.9)
where sytems with larger L require longer relaxation times.
Fig. 2.2 shows the rescaled order parameter m2 with respect to the scaling functions in
Eq. (2.7). Panel (a) shows the scaling behavior of m2 according to the first line in the
equation. Here we vary the values of z as a free parameter, searching for the value that
gives the best collapse of all the curves. This data-collapse procedure yields z = 2.16(2),
which is in agreement with the known result in Ref. [9]. Panel (b) shows the rescaled data
according to the third line if Eq. (2.7). Since the scaling function works for large v only, the
rescaled data look good on the left side, while on the right side data points start to peel off,
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Figure 2.1: Averaged order parameter 〈m2〉 versus the inverse of the annealing veloc-
ity v (i.e. the total annealing time, as tq = 1/v) for various system sizes with L =
8, 16, 32, 48, 64, 80, 96, and 128.
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Figure 2.2: Scaling of the order parameter under SA for the 2DIM. Panel (a) shows the
scaling behavior of 〈m2〉 according to the first line in Eq. (2.7). Varying z as a free parameter,
the best data-collapse yields z = 2.16(2). Panel (b) shows the rescaled data according to
the third line. The black straight lines in both panels indicate the power-law regime with
the exponent x according to Eq. (2.8).
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indicating the regime where the high-velocity behavior fails. The two black straight lines in
both panels indicate the KZ power-law region with the exponent x expressed in Eq. (2.8).
Scaling Function
In this section, we will investigate the form of the scaling function f(x) itself, which is shown
in the first line of Eq. (2.7). Normally it is expected to be Taylor-expandable [5, 7], thus
here with the 2D Ising model as a benchmark, we would like to check whether this notion
applies here or not. If f(vLz+1/ν) is Taylor-expandable, then the first line in Eq. (2.7) can
be expanded as,
m2(v, L) = m2(0, L)f(vLz+1/ν) = m2(0, L)(1 + a1(vL
z+1/ν) + a2(vL
z+1/ν)2 + .....) (2.10)
Where m2(0, L) is the finite-size value of the order parameter m2 at T = Tc in the equilib-
rium state. Doing some simple transformations, the above equation can also be rewritten
equivalently as:
m2(v, L)−m2(0, L)
m2(0, L)
= a1(vL
z+1/ν) + a2(vL
z+1/ν)2 + ..... (2.11)
When v → 0, the leading term should be the first order of vLz+1/ν . In analogy, the mean
excess energy, ∆E(v, L) = E(v, L)−E(0,∞) should show a similar behavior (here E(0,∞)
has an exact solution, which is
√
2):
E(v, L)− E(0,∞)
E(0, L)− E(0,∞) = b1(vL
z+1/ν) + b2(vL
z+1/ν)2 + ..... (2.12)
To test the above forms, first we take the equilibrium measurements (i.e. v = 0) of the
order parameter m2(L) and the energy E(L) for different system sizes using simulations
with Swendsen-Wang dynamics [24] to obtain very precise results at T = Tc, as shown
in Fig. 2.3. To extract the leading order of the scaling function f(x) in simulations with
Metropolis dynamics, we rewrite m2(v, L) and E(v, L) according to the the left side of
Eq. (2.11) and Eq. (2.12) correspondingly, and replot the new results as a function of
vLz+1/ν . Here we apply z = 2.16, which has been extracted above. As shown in Fig. 2.4,
panel (a) shows the rescaled m2(v, L) according to Eq. (2.11) versus vLz+1/ν . The black
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line is a linear fitting function, g1(x) = 0.028x, indicating that the leading term of the
common function f(x) in (2.10) is indeed the first order of x. The same method is used
for the excess energy, which is shown in panel (b). The black line is again a linear fitting
function, g2(x) = 0.25x, indicating the leading first order of x in the scaling function of the
excess energy. It is thus clear that in the case of the 2DIM under a varying temperature,
the non-equilibrium scaling function is Taylor-expandable. However, it is not always the
case, as later on discussed in Chapter 4, we will show that for the scaling function of the
2D Ising spin glass, the scaling function f(x) is not a Taylor-expandable function of the
variable x anymore; instead, it appears to be expandable in a different variable.
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Figure 2.3: The statistically-averaged order parameter (black circle) and energy (red square)
measured in equilibrium at T = Tc (using the Swendsen-Wang cluster algorithm) for differ-
ent finite-size systems, L = 8, 16, 32, 48, 64, 80, 96 and 128.
2.2.3 Non-equilibrium dynamics with varying magnetic field
In this section we will discuss another parallel scenario, where the system is driven out of
equilibrium through a varying magnetic field at fixed temperature, T = Tc. The Hamilto-
nian of the 2DIM in a magnetic field is:
H = −J
∑
<i,j>
sisj − h
∑
i
si (2.13)
In the MC simulations, we start from a state with spins aligned with an initial magnetic
field, hi = 0.5 and then we decrease the field to its final value, hf = −0.5, according to the
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Figure 2.4: Extraction of the leading term in the scaling function of m2 and ∆E. Panel
(a) shows the rescaled m2(v, L) versus vLz+1/ν according to Eq. (2.11). The black line is
a linear fitting function, g1(x) = 0.028x, indicating that the leading term of the scaling
function f(x) is indeed the first order of x. For the excess free energy, which is shown in
panel (b), the black line is again a linear fitting function, g2(x) = 0.25x, indicating the
leading first order of x in the scaling function of ∆E.
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form
h(t) = hi − (hi − hf )t/tq (2.14)
Again, the so called ‘annealing’ (here along the direction of magnetic field in stead of
temperature) velocity, v = 1/tq, varies by applying different values of tq. In our simulation,
tq ranges from 2
2 to 212. In the middle of the annealing process, when h = 0, we take
measurements of the order parameters m(v, L), m2(v, L) as well as energy E(v, L) at each
velocity v, for system with sizes L = 8, 16, 24, 32, 48, 64, 128. The repetition of the annealing
process is around 104 times in order to get good statistical averages.
The scaling of m(h) at T = Tc is:
m(h) ∼ h1/δ, δ = 15. (2.15)
Recall that when T → Tc,
m ∼ τβ ∼ ξ−β/ν (2.16)
Combining the two equations above, we get:
ξ ∼ h−ν/δβ (2.17)
In analogy with the form ξT ∼ τ−νT in terms of temperature, replacing T with the magnetic
field h, we get:
ξh ∼ τ−ν′h , ν ′ = ν/δβ (2.18)
Thus, the scaling function of m can be written as (note here that in the scaling function
f(vLz+1/ν
′
), we have ν ′ in place of the original ν):
〈m(v, L)〉 ∝

L−β/νf(vLz+1/ν′), v 6 vKZ,
L−β/ν(vLz+1/ν′)x′ = (1/v)−x′ , vKZ < v < 1,
g(1/v) v > 1
(2.19)
Again the second line indicates the power-law regime connecting the two regimes (slow
velocity in the first line versus fast velocity in the third line), and it gives a new power-law
exponent x′:
x′ =
β/ν
(z + 1/ν ′)
(2.20)
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Figure 2.5: The rescaled order parameters according to the first line of Eq. (2.19). Panel
(a) shows the behavior of m, and panel (b) shows the scaling of m2. Again we vary z as
a free order parameter, and the best data-collapse gives z = 2.177(7). The black straight
lines in both panels indicate the power-law behavior with exponent x′ expressed in (2.20).
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Fig. 2.5 shows the rescaled order parameters m (panel a) and m2 (panel b) at h = 0
according to the scaling function in Eq. (2.19). When we vary z as a free order parameter,
the best collapse yields z = 2.177(7), which again agrees with the previously known value [9].
The black straight lines in both panels indicate the power-law behavior with exponent x′
expressed in (2.20).
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Figure 2.6: Extraction of the leading term of the scaling function for m2 and E in KZ
scaling versus the field h. Panel (a) shows the rescaled m2(v, L) versus vLz+1/ν
′
. The black
line is a linear function, g1(x) = 0.0015x, indicating that the leading term of the scaling
function for m2 is indeed the first order of x. The same method is applied to the excess
energy as shown in panel(b), where the black line is again a linear function, g2(x) = 0.012x,
indicating the leading first order of x in the scaling function of the energy.
In analogy with the way of extracting the leading order of the dynamic scaling function
as of Eq. (2.11) and (2.12), here we take the same approach:
m2(v, L)−m2(0, L)
m2(0, L)
= a1(vL
z+1/ν′) + a2(vL
z+1/ν′)2 + ..... (2.21)
E(v, L)− E(0,∞)
E(0, L)− E(0,∞) = b1(vL
z+1/ν′) + b2(vL
z+1/ν′)2 + ..... (2.22)
In Fig. 2.6, panel (a) shows the rescaled m2(v, L) versus vLz+1/ν
′
. The black line is a linear
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fitting function, g1(x) = 0.0015x, indicating that the leading term is indeed the first order
of x. The results for the excess energy are shown in panel (b), where the black line is again
a linear fitting function, g2(x) = 0.012x, indicating the leading first order of x in the scaling
function for the excess energy.
Here we have one observation for the 2DIM that within the same or even shorter anneal-
ing time, compared to temperature annealing, here by decreasing the magnetic field, not
only can we acquire data collapse of better quality but we can also extract the dynamical
exponent z with smaller error bar. Even though here the 2DIM works only as a bench-
mark model, it may indicate that when applying KZM to magnetic phase transitions for
extracting the dynamical exponent or other critical exponents, an ‘annealing’ along the field
direction would be more efficient.
2.3 Dynamics of the 3D Ising model
2.3.1 Model and methods
In this section, we study the non-equilibrium dynamics of the 3DIM under varying temper-
ature as well as under varying magnetic field. The Hamiltonian and the definition of the
order parameter are the same as the 2D case, the only difference is that now the spins are
placed on a three-dimensional cubic lattice instead (N = L3):
H = −J
∑
<i,j>
σiσj (2.23)
and the commonly-used order parameter for 3DIM is again m2:
m2 =
 1
N
∑
(i)
σi
2 (2.24)
Even though the 3DIM does not have an exact solution, it has been well studied through
numerical simulations [25]. The 3DIM is known to have a continuous phase transition
at Tc = 4.515(25), and the critical exponents are the following: β = 0.326419(3), ν =
0.629971(4), δ = 4.78984(1). The dynamical scaling functions have similar forms as the 2D
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case discussed in the last section, such as (2.7) and (2.19). Here we simply need to replace
the critical exponents with the new ones for the 3DIM.
In the following sections, we will introduce the simulation details as well as discussing the
non-equilibrium behavior of the 3DIM under two scenarios: 1) under changing temperature;
2) under changing magnetic field.
2.3.2 Non-equilibrium dynamics with varying temperature
We perform SA from Ti = 1.5Tc to Tf = Tc for 3DIM with system sizes L = 8, 12, 16, ..., 64,
while tuning the total annealing time tq from 2
2 to 216. We take measurements of the order
parameter m2 and averaged energy E at the end of the annealing process when T = Tc.
Fig. 2.7 shows the rescaled results according to the non-equilibrium scaling function in
Eq. (2.7). Panel (a) shows the scaling behavior of m2 according to the first line. Varying
z as a free parameter, the best data collapse yields z = 2.14(12), agreeing with the known
results z = 2.09(4) [26, 27]. Panel (b) shows the rescaled data according to the third line
of Eq. (2.7). The black straight lines in both panels indicate the power-law regime with
exponent x according to the form in Eq. 2.8.
Again we would like to investigate whether the common function f(x) in Fig. 2.7(a) is
Taylor-expandable or not. In order to apply the form we used as in the 2D case, Eq. (2.11),
we first measure the equilibrium finite-size value of the order parameter m2(L) and energy
E as shown in Fig. 2.8. Due to the lack of knowledge of the infinite-size value of E for the
3DIM (unlike the 2DIM where there is exact solution), here we only focus on the leading
order of dynamic scaling function for the order parameter.
Fig. 2.9 shows the rescaled m2(v, L) versus vLz+1/ν . The black line is a linear fitting
function, g1(x) = 0.06x, indicating that the leading term of the scaling function is indeed
the first order of x.
23
100 102 104 106
 vL z+1/ν
10-2
10-1
100
 
m
2 L
2β
/ν
8
12
16
24
32
36
48
64
101 102 103 104 105
 v
-1
101
102
103
 
m
2  L
3
(a)
(b)
Figure 2.7: KZ scaling of order parameterm2 under SA. Panel (a) shows the scaling behavior
of m2 according to the first line in Eq. (2.7). Varying z as a free parameter, the best data
collapse yields z = 2.14(12). Panel (b) shows the rescaled data according to the third line
of Eq. (2.7). The black straight lines in both panels indicate the power-law regime with
exponent x according to the form in Eq. 2.8.
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Figure 2.8: The statistically-averaged order parameter (black circle) and energy (red square)
measured in equilibrium for different finite-size systems, L = 8, 12, 16, 24, 32, 36, 48, 64.
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Figure 2.9: Rescaled m2(v, L) versus vLz+1/ν . The black line is a linear function g1(x) =
0.06x, indicating that the leading term in the scaling function is indeed a first order of x.
2.3.3 Non-equilibrium dynamics with varying magnetic field
In this section, we discuss an analogous scenario where the 3DIM is probed through a linearly
varying magnetic field. The simulation methods as well as the results and discussions are
presented in the following context.
At T = Tc, we simulate the system with a time-dependent magnetic field, which starts
from hi = 0.5 and then linearly decreases to hf = −0.5. During the process of ‘annealing’,
we take measurement at h = 0. Here the systems sizes are L = 8, 12, 16, ..., 64, and the
annealing time tq ranges from 2
2 to 212. The dynamical scaling function follows the one in
the 2D case, Eq. (2.19), and again we need to replace the critical exponents for those of the
3DIM correspondingly.
Fig. 2.10 shows the rescaled order parameters according to the first line of Eq. (2.19).
Panel (a) shows the behavior of m, and panel (b) shows the scaling of m2. We vary z
as a free order parameter, and the best data-collapse gives z = 2.22(2), matching other’s
result within two error bars as well as the result we get in last section through temperature
annealing. Moreover, Fig. 2.11 again confirms the leading term of the scaling function is of
first order.
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Figure 2.10: The rescaled order parameters according to the first line of Eq. (2.19). Panel
(a) shows the behavior of m, while panel (b) shows the scaling of m2. Again we vary z as
a free order parameter, and the best data-collapse gives z = 2.22(2).
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Figure 2.11: The leading order of the scaling function for the order parameter m2. The
collapsed curves show the rescaled m2(v, L) versus vLz+1/ν
′
. The black line is a linear
function g(x) = 0.0035x, indicating that the leading term is indeed the first order of x.
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2.4 Conclusion
In this chapter, we have analyzed and simulated the KZ dynamic scaling functions for the
2D and 3D IMs under linearly time-dependent temperature as well as magnetic field. For
each of the two models under these two scenarios (changing T versus changing field h), our
simulation results show that the KZ scaling functions indeed works. Moreover, through
fitting the results with the scaling forms, we have successfully extracted the dynamical
exponents for the 2DIM and the 3DIM, z = 2.177(7) for the former while z = 2.14(12) for the
latter. Both values agree with previously known results very well. Through performing the
simulations, we have observed that for the sake of extracting dynamical exponent or other
critical exponents through the application of the KZ mechanism, driving the system out of
equilibrium through a varying field is more efficient than through changing the temperature.
Moreover, we have also investigated the leading order of the scaling function. Through our
simulation results and analysis, we find out that at least for the 2DIM and the 3DIM, the
dynamic scaling function is Taylor-expandable as expected. This is in contrast with the
behavior of the 2D spin glasses in Chapter 4, which seems to be not Taylor-expandable in
the naively expected argument, as we will discuss further in that chapter.
Chapter 3
Dynamic scaling of topological ordering in
classical systems
3.1 Introduction
Topological order (TO) cannot be characterized by any local order parameter and cannot
be destroyed through local fluctuations [28–30]. Based on these unique characteristics,
systems with topological order have been proposed for use in memory devices in quantum-
information applications [31, 32]. Many paradigms for quantum memories and quantum
computing are based on Kitaev’s toric code [33], which can be regarded as a quantum
generalization of the classical Z2 (or Ising) gauge model [34–36]. Whereas most of the
focus to date has been on quantum systems at zero temperature, TO can also be present
in classical systems coupled to a heat bath [37–39].
Here we study the topological ordering dynamics, using protocols inspired by the Kibble-
Zurek (KZ) theory. The KZ mechanism was originally proposed to describe the formation of
defects in the early expanding universe [2]. Later, it was applied to classical phase transitions
[3, 40], and in recent years it has been widely used in describing out-of-equilibrium dynamics
near continuous phase transitions in both classical and quantum systems. [4–6, 41–44] The
basic idea underlying the KZ mechanism is that a change in some parameter of a many-
body system leads to changes in its relaxation time τ . Near a critical point τ has a simple
scaling relationship to the spatial correlation length ξ, namely, τ ∼ ξz, which defines the
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exponent z associated with the dynamics (stochastic or Hamiltonian). By combining with
the standard critical form of the correlation length at distance δ from a critical point,
ξ ∼ δ−ν , it is possible not only to obtain results for the density of defects, on which
the early studies focused, but also to derive generic scaling forms for all quantities that
exhibit critical scaling in classical and quantum systems [5–7, 45]. A central result is that
the maximum correlation length a system can reach in a linear change of a parameter, at
velocity v, upon approaching a critical point with correlation-length exponent ν is
ξv ∼ v−1/(z+1/ν) . (3.1)
For a finite system of linear size L, this translates into a so-called KZ velocity [6, 7, 45]
vKZ ∼ L−(z+1/ν) , (3.2)
separating the scaling regimes where the correlation length is velocity limited (ξv < L) and
where it is system size limited (ξv > L).
Recently, the KZ mechanism has been realized in experiments of cold atom systems [46,
47], and proposed to be within reach of state of the art experiments on spin ice materi-
als [43]. The dynamical scaling functions derived from the KZ mechanism have also found
applications in simulated annealing (SA) studies of various two-dimensional (2D) and three-
dimensional (3D) systems with continuous phase transitions [6, 7, 42, 45, 48]. Procedures
based on the KZ ansatz have been developed to extract critical exponents and critical
points [49]. For systems that have continuous phase transition at exactly Tc = 0, such
as 2D Ising spin glasses, the KZ ansatz also works, but with a new dynamic relaxation
exponent that is different from the T → 0 divergent equilibrium (autocorrelation) exponent
(reflecting non-ergodic Monte Carlo sampling exactly at T = 0) [50, 51]. However, as far as
we are aware, the KZ scaling ansatz has never been applied to classical systems that exhibit
topological phase transitions where there is no local order parameter. Such transitions can
take place either at T > 0 or exactly at T = 0.
In this chapter we demonstrate that KZ scaling applies to finite temperature topological
transitions devoid of a local order parameter. We study the 3D Z2 gauge model and deter-
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mine the dynamical exponent to be z = 2.70(3), which is consistent with a previous result
based on autocorrelation functions [52] but with higher statistical precision (the number
within parenthesis above and henceforth denotes the statistical error – one standard de-
viation of the mean value – in the preceding digit). In contrast, when topological order
only appears at zero temperature, the conventional KZ mechanism does not apply. We
are nonetheless able to obtain the dynamical scaling form of the non-local order parameter
by modeling the relaxation dynamics of topological defects. We further investigate the ef-
fects of open boundary conditions, where evaporation of defects at the surface ought to be
taken into account. In all cases, our theoretical arguments are in good agreement with our
extensive numerical SA results.
The chapter is organized as follows. In Sec. 3.2 we briefly review the 2D and 3D toric
codes and their classical limits; the Z2 gauge models and the so-called 3D star model
(another version of the Z2 gauge model). In Sec. 3.3 we study the KZ dynamical scaling
behaviour at the finite temperature transition of the 3D Z2 gauge model. In Sec. 3.4 we
study the models that exhibit only zero-temperature order—the 1D Ising chain, the 2D Z2
gauge model, and the 3D star model—under periodic boundary conditions (PBCs). The
case of open boundary conditions (OBCs) is considered in Sec. 3.5. Finally, in Sec. 3.6 we
summarize the main results of this study and discuss their implications.
3.2 Classical limits of the toric code in 2D and 3D
The topological classical models studied in this chapter are obtained as appropriate classical
limits of the 2D and 3D quantum toric code, which we review here for completeness.
The 2D toric code is a system of spin-1/2 degrees of freedom living on the bonds of a
square lattice with Hamiltonian
H = −JA
∑
s
As − JB
∑
p
Bp , (3.3)
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Figure 3.1: The toric code on a square lattice: The star term As, shown in red, is the product
of σx operators on the four sites connected to the bonds forming a + (star) centered on site
s. The plaquette term Bp, shown in blue, takes the products of σ
z operators on the four
sites at the edges of a plaquette (labeled by p). The operators px and px′ are defined as the
product of spins σz along the green lines. With PBCs, the Wilson loop order parameter
γ(L) is 〈px px′〉, where, in our work here, the distance beween the two green lines should
be the largest possible in the system. For a 2D square lattice of even size, this distance is
L/2, while for a 3D simple cubic lattice it is
√
2L/2. With OBCs, we have to include also
the products of boundary spins (along the blue lines), defined as py and py′ , and the order
parameter γ(L) becomes 〈px px′ py py′〉.
where
As =
∏
i∈s
σxi , Bp =
∏
j∈p
σzj .
These interactions are illustrated in Fig. 3.1. As stands for the star term, namely the
product of σx components of the spins on the around the bonds forming a + (star) at site s,
and Bp denotes for the plaquette term, namely the product of σ
z components of the spins
around the edges of plaquette p. In 3D, the system is defined on a cubic lattice, with similar
4-spin plaquette terms but the star terms are upgraded to the product of the 6 spins on the
bonds stemming from a given site.
All star and plaquette operators commute with one another (and therefore with the
Hamiltonian), and the ground states of the system have As = +1 and Bp = +1. Excitations
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above the ground state take the form of negative stars/plaquettes, with energy penalty
2JA and 2JB respectively. These defects are referred to as ‘electric’ and ‘magnetic’, and
behave like quasiparticles that can only be created and annihilated in pairs, under periodic
boundary conditions. They are static under the application of the Hamiltonian, but can
otherwise move freely without energy cost through the action of σz or σx operators (for a
review, see for instance Ref. [53]). In presence of open boundaries, one can easily see that
single defects can nucleate or evaporate at the surface.
In this chapter we shall focus on the following classical limits of the toric code:
• In 2D, if one takes either JA → 0 or JB → 0, one obtains the classical Z2 lattice gauge
model [34, 35]. This model has no finite temperature transition, and only orders at
T = 0.
• In 3D, the limit JA → 0 yields the classical Z2 gauge model [34, 35]. This model has
a finite temperature phase transition.
• In 3D, the limit JB → 0 yields the version of the Z2 gauge model that we here refer to
as the 3D star model [54]. This model has no finite temperature transition but orders
topologically at T = 0.
The ordered phases in these models are topological in nature, as reflected, for instance, by
a non-zero topological entanglement entropy [37, 54]. Here we will characterize the dynamic
topological ordering using the Wilson loops, illustrated in Fig. 3.1 for 2D systems. For the
3D star model we will use a higher-dimensional generalization of the Wilson loop.
3.3 Dynamic scaling of the 3D Z2 gauge model at T = Tc
The 3D Z2 lattice gauge model exhibits a topological phase transition at Tc/JB = 1.313 [34,
35] (where we set JB = 1 hereafter). The transition is in the same universality class as the
standard 3D Ising model, and yet it has no local order parameter in the original spin
degrees of freedom. The mapping between the two models is a duality between low- and
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high-temperature partition functions; therefore the thermodynamic behavior of the two
models is the same, but there is no obvious relation between their stochastic (Monte Carlo)
dynamics. The order parameter for the 3D Z2 lattice gauge theory is a product of spins
across the entire system, namely a system-spanning Wilson loop. For T < Tc, the order
parameter decays exponentially with the perimeter of the contour, 〈W 〉 ∼ e−αL, known as
‘perimeter law’, in contrast to the ‘area law’ for T > Tc, where the order parameter decays
exponentially with the area of the contour, 〈W 〉 ∼ e−βL2 . [35]
In our simulations, we define a specific Wilson loop as our order parameter:
γ(L) = 〈px px′〉 , px =
∏
i∈Lx
σzi , (3.4)
where px and px′ are the products of σ
z spins along two lattice lines Lx and Lx′ which
are farthest away from each other within the system, as demonstrated in Fig. 3.1 for a 2D
system. In 3D, the largest possible distance is
√
2L/2. Exploiting translation invariance,
γ(L) is averaged over x and x′ respecting the maximum distance condition.
3.3.1 Simulated annealing
Here and in the rest of the work we use SA simulations. We first prepare the system in
equilibrium at a relatively high initial temperature Tini (where a small number of Monte
Carlo sweeps is enough to reach equilibrium when starting from a random configuration),
and then we decrease the temperature to the final value Tf via the protocol
T (t) = Tf + (Tini − Tf) (1− t/tq)r , (3.5)
where r = 1 stands for the standard SA where temperature decreases linearly. In general,
one can vary the value of r in order to disentangle the exponents (z and ν) shown in
the KZ scaling. [7, 50] In this study, we only consider the standard r = 1 protocol, since
the value of ν is the same as the one in the 3D Ising model, which is known to high
accuracy, ν = 0.62999(5) [55]. We consider Tini = 1.1Tc and Tf = Tc. The total number of
Monte Carlo steps during the SA process is denoted by tq, and one step (the unit of time)
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Figure 3.2: The topological order parameter γ(L) as a function of temperature under various
quenching rates (the inverse of the indicated total annealing time tq) for lattices of size
N = 163. Here the error bars are smaller than the symbol sizes.
corresponds to a total of N = L3 Metropolis single spin flip attempts. The annealing rate
(or velocity) v is then defined as
v = (Tini − Tf)/tq . (3.6)
We simulate systems with sizes L = 8, 10, 12, 16, 24 and 32. For each system size, we
perform SA runs at various sweeping rates v. The range of velocities varies for different
system sizes between about 10−6 and 10−2. We measure the order parameter γ(L) as defined
in Eq. (3.4) at different temperatures during each SA process, averaging over a large number
of repeats with different initial configurations.
Figure 3.2 shows examples of the order parameter γ(L) for system size L = 16 at various
quenching rates. The slower we perform SA, the closer the system gets to its equilibrium
state, i.e., the more ordered it becomes. The vertical dashed line indicates the last step
taken in our SA runs, ending when T = Tc. Since the simplest one-parameter KZ scaling
function (discussed below) involves only the measurement at Tc, in the following we only
focus on the last data point of the SA process at T = Tc for each annealing velocity.
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3.3.2 Dynamic scaling
In the generalized KZ non-equilibrium finite-size scaling form for a physical measurement
A, the dynamic finite-size scaling of A as a function of annealing velocity is,
A(L, v) ∼ Aeq(L)f(v/vKZ) , (3.7)
where Aeq(L) denotes the equilibrium finite-size value at Tc. Normally this value is a power
law in the linear size of the system L. However, we propose that a simple generalization of
the KZ form applies straightforwardly to other functions of L, as relevant to this work.
For linear SA, the KZ velocity has the form given in Eq. (3.2), vKZ ∼ L−z−1/ν . Consid-
ering the ‘perimeter law’ associated with the Wilson loop order parameter γ(L) at Tc, we
expect γ(L) measured at the critical point to take the form
γ(L, v) ∼ e−αLf(vLz+ 1ν ) , (3.8)
where ν is the critical correlation-length exponent and z is the dynamical exponent.
Figure 3.3(a) shows the behavior of γ(L) for various annealing rates and system sizes from
L = 8 to L = 32. Figure 3.3(b) shows the velocity scaling of γ(L) based on the KZ scaling
function. We vary the values of exponents z + 1/ν and α to collapse the data according
to Eq. (3.8). The best fit yields the optimal values z + 1/ν = 4.29(3), α = 0.052(1). As
ν ≈ 0.63, we obtain z = 2.70(3). The statistcal errors were determined by a bootstrap
analysis. For further details on the data-collapse procedures we refer to Refs. [7] and [50].
Previous Monte Carlo studies of the equilibrium relaxation (autocorrelation) time at Tc
gave z = 2.5(2) [52]. Thus, our result for z agrees with the previous value within error bars,
but we improve the statistical precision by one digit. The general expectation is that the
dynamic exponent appearing within the out-of-equilibrium KZ framework should indeed be
the same as the one at equilibrium when Tc > 0 (while for systems with Tc = 0 this is
not the case [50, 51]). The good collapse of the data reveals that, as with other continuous
phase transitions described by local order parameters [6, 7, 42, 48], KZ scaling also works
for topological phase transitions devoid of a local order parameter. We stress again that
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Figure 3.3: (a) Behavior of the topological order parameter γ(L) measured at Tc, shown
on a log-log plot under various quenching rates for system sizes L = 8, 10, 12, 16, 24, and
32 (with the curves decreasing as L increases, as expected for perimeter law behaviour).
(b) Scaling collapse of γ(L) as a function of velocity, based on Eq. (3.8) and shown on a
semi-log plot. The optimal value of z for the data collapse for the largest system sizes is
z ≈ 2.70(3).
the standard KZ scaling form in this case is also modified by the exponential form of the
equilibrium size-dependence in Eq. (3.8).
Recall that the mapping between the 3D Z2 lattice gauge model and the 3D Ising model
is a duality between the partition functions, and thus has no dynamical implications. While
they share the same thermodynamic critical properties, it is therefore not surprising that
they have different dynamical exponents, z ≈ 2.7 and z ≈ 2.0 [26, 27], for the gauge model
and standard 3D Ising model, respectively.
Note also that the out-of-equilibrium SA approach with KZ scaling circumvents the need
to ensure that the system is in equilibrium when using autocorrelation functions to estimate
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the equilibrium dynamic exponent. Each repetition of the SA procedure represents a sta-
tistically independent contribution to the estimated mean values. Thus, the only potential
source of systematic errors is corrections to scaling in the analysis. Based on the good data
collapse for large systems at the known value of Tc, we judge that the impact of scaling
corrections should be small in the above results for 3D the Z2 lattice gauge model.
3.4 Dynamic scaling of zero-T topological order with peri-
odic boundary conditions
In this section we study models that have no finite-temperature phase transition and topo-
logical order only forms at T = 0, when the defect density vanishes identically at equilib-
rium. Namely, we consider the 3D star model [54] and the 2D Z2 lattice gauge model. In
addition, we also consider their natural reduction down to 1D; the standard ferromagnetic
Ising chain.
3.4.1 Failure of the standard KZ form
For systems that order only at T = 0, we cannot apply directly the standard KZ scaling
forms, because when T → 0 the correlation length diverges exponentially, ξ ∼ exp(c/T ),
instead of following the power-law behavior expected at finite-T continuous phase transi-
tions. In principle the exponential form is not an issue in itself, as apparent in the detailed
derivation of the KZ scaling forms in Ref. [7] (see also Ref. [6]). As long as there is a known
relationship between the correlation length and the relaxation time, a criterion for quasi-
static equilibrium – giving a critical velocity separating slow and fast processes, equivalent
to Eq. (3.2) – can be obtained. For example, in the 1D Ising model the correlation length
has exactly the form ξ ∼ exp(c/T ). If one assumes that the relaxation time is a power of
this length, τ ∼ ξz – expected with z = 2 based on the fact that the domain walls perform
1D random walks – one finds that the critical KZ velocity is vcrit ∼ L−z ln−2(L).
However, this result is incorrect, differing by a factor of ln(L) from the known rigorous
expression obtained by Krapivsky for this model [56]. The reason for the failure of this
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simplistic approach is that the correlation length is not changing smoothly in a given real-
ization of the annealing process in a finite system at the last stages of equilibration. When
the number of domain wall (defects) is small, the (kink-antikink) annihilation of a defect
pair leads to large jumps in the correlation length. For instance, the very last annihilation
process in a 1D Ising model of finite size L produces a jump in the correlation length from
ξ = L/2 to ξ = L. On the contrary, a continuous (in the large L limit) growth of the
correlation length all the way to ξ = L is a key assumption in the derivation of the KZ
scaling expressions [7].
3.4.2 Scaling theory
We are nonetheless able to obtain a finite-size scaling form for the order parameter in these
systems, as they are ramped down to zero temperature, by looking more closely at the
nature of their defects and how order emerges as the defect density vanishes. As in the 1D
Ising model, the excitations at low T in the 2D Z2 gauge model and the 3D star model
also take the form of stochastically itinerant non-interacting point-like quasiparticles. The
point-like nature of the excitations is closely related to the absence of a phase transition.
Indeed, the energy-free (diffusive) motion of these quasiparticles is able to change the value
of the (topological) order parameter. Therefore, whenever excitations are present in the
system, the order parameter remains vanishingly small. This is clearly the case at all T > 0
in the thermodynamic limit. A non-vanishing order parameter can appear as a finite-size
effect when the temperature becomes so low that on average less than one pair of defects is
left in the system. This behaviour is controlled by the very final stage of relaxation into the
topologically ordered state, namely the disappearance of the last excitations. With periodic
boundary conditions, this corresponds to the process where the last pair of defects meet
and annihilate.
Considering SA with linear sweeps down to Tf = 0, we assume that the system remains
in equilibrium (with vanishingly small order parameter) down to a threshold temperature
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Tth where the number of defects left in the (finite) system is of order 1,
exp
(
− ∆
Tth
)
∼ L−d. (3.9)
Here ∆ is the bare cost of a defect (e.g., the cost of a single domain wall in the 1D Ising
model), and d = 1, 2, 3 is the dimensionality of the system. Only if the sweep continues for a
sufficiently long time from Tth down to T = 0 is the order parameter finally able to acquire
a finite expectation value via the annihilation of the last two remaining defects. Therefore,
the scaling behaviour of the order parameter at the end of the sweep (T = 0) is controlled
by this regime.
Taking Tf = 0 and r = 1 in Eq. (3.5), the time dependence of the temperature in a SA
sweep in t ∈ (0, tq) takes the form
T (t) = Tini
(
1− t
tq
)
, (3.10)
where Tini is the initial temperature and tq is the number of total quench steps. The sweep
velocity is thus v = Tini/tq and the time it takes from Tth to T = 0 is
∆t = tq − tth = Tth
v
. (3.11)
Inserting the expression for Tth from Eq. (3.9) into the above expression, we get
∆t ∼ ∆
v ln(L)
, (3.12)
which we can now relate to the time scale of defect annihilation.
The system develops a non-vanishing order parameter in the span of time ∆t only if
the last quasiparticles in the system meet and annihilate. As the quasiparticles are non-
interacting, their motion is diffusive and the time scale for annihilation τannihilation depends
on dimensionality and system size [57]:
τannihilation ∼

L2 d = 1
L2 lnL d = 2
L3 d = 3 .
(3.13)
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Figure 3.4: Behavior of the mean time τ required for annihilation of the last pair of defects
vs the system size L in 1D (black), 2D (red) and 3D (blue) lattices with PBCs. The solid
lines indicate the fitting curve based on the expected scaling forms in Eq. (3.13).
We numerically tested these scaling laws by considering the case of two defects (with
random initial conditions) performing random walks on 1D, 2D and 3D lattices with PBCs.
We measured the average relaxation time τ , which is the number of total steps the defects
take before they meet and annihilate (one step corresponding to one lattice move of each
defect). Our results are presented in Fig. 3.4. The excellent agreement with the scaling form
in Eq. (3.13) demonstrates the lack of significant finite-size corrections even for the smallest
system sizes considered in this work – an important benchmark for the interpretation of
our results on topological systems below.
The probability that the system develops a non-vanishing order parameter in an SA run
is controlled by the ratio ∆t/τannihilation. Combining Eqs. (3.12) and (3.13), this ratio can
be expressed in a KZ-like scaling form as
τannihilation
∆t
=
v
vcrit
, (3.14)
where
vcrit ∼

L−2 ln−1 L d=1
L−2 ln−2 L d=2
L−3 ln−1 L d=3 .
(3.15)
We thus expect that the dynamic finite-size scaling function of an appropriate order pa-
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rameter M in each of the systems considered here takes the form
M ∼ f(v/vcrit) , (3.16)
which is formally similar to the KZ scaling ansatz but with critical velocities that cannot
be derived within that formalism.
We note that the case of the 1D Ising chain was previously studied analytically in a
somewhat different way in Ref. [56], and their domain wall density indeed shows a scaling
form consistent with our Eqs. (3.15) and (3.16). Another study related to our work is
Ref. [39], where the finite-size scaling of the 2D toric code was considered using an effective
classical model in contact with a thermal reservoir. There the focus was on the time scale on
which topological order is destroyed at fixed temperature through topological point defects
undergoing nontrivial random walks; this is different from the case studied here where we
consider the opposite process of topological ordering under SA down to T = 0. The time
scales in our work and in Ref. [39] are therefore not the same.
3.4.3 Results
We performed SA runs (setting Tini = 2) with various annealing velocities for the 1D Ising
model, the 2D Z2 lattice gauge model and the 3D star model, using several system lengths
L in each case. For the Ising chain, we choose the commonly-used squared magnetization,
m2, as our order parameter,
m2 =
〈
1
L
L∑
i=1
σi
〉2
. (3.17)
For the 2D Z2 gauge model, we use a Wilson loop order parameter similar to that introduced
for the 3D case in Sec. 3.3 and illustrated in Fig. 3.1. The only difference from the 3D case
is that now the farthest distance between the lines Lx and Lx′ is L/2 instead of
√
2L/2.
For the 3D star model, the topological state has a different nature with respect to a Z2
gauge model, and the role of Wilson loops is played by products of spins around (dual)
closed surfaces that are locally perpendicular to and bisect the bonds of the original lattice.
The simplest such surface is a unit dual cube surrounding a single vertex on the original
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lattice, and the 6 spins on the bonds stemming from that vertex live respectively at the
centres of the 6 faces of the cube. In the ground state, the product of the 6 spins is 1
(namely, the product of the 6 spins on the faces of the dual cubic surface). For a detailed
discussion of these topological structures we refer the reader to Ref. [54]. Here we follow
that reference and introduce the corresponding order parameter as the product of all the
spins on two parallel (dual) lattice planes, Px and Px′ , at, say, fixed x and x′ values on
the lattice (see Fig. 3.5). For a system with periodic boundary conditions, the product of
Figure 3.5: Illustration of the topological order parameter of the 3D star model with periodic
and open boundary conditions. For PBCs the order parameter pi(L) is the average of surface-
surface correlations, indicated in blue. For OBCs the order parameter should include also
the product of spins on the boundaries between these two surfaces, shown in orange, so as
to form a closed surface.
the spins on the two planes equals the product of all dual unit cubes around the vertices
in between the two planes. Therefore, in the ground state the product takes value 1. This
product acts as a topological order parameter, similar to the Wilson loop used for the Ising
gauge models with plaquette interactions.
For convenience, we denote as sx and sx′ the products of all the spins on each of the two
planes Px and Px′ , separately, and we define
pi(L) = 〈sx sx′〉 , sx =
∏
i∈Px
σzi . (3.18)
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as a closed-surface analog of the Wilson loop. Here the distance between the two surfaces
Px and Px′ is taken to be maximal, namely L/2.
The behavior of the three order parameters after rescaling according to Eqs. (3.15) and
(3.16) is presented in Fig. 3.6. We find an excellent collapse of the data for a very broad
range of system sizes, suggesting that the scaling functions we propose are indeed correct.
One can notice that the agreement gets worse when v  vcrit, which is expected as the
scaling form was derived under the assumption that the system remains at equilibrium
down to Tth. This assumption breaks down at some high velocity, in such a way that the
point of peel-off away from the common scaling form moves to the right as the system size
increases. This is similar to what happens in KZ scaling, as discussed in Ref. [7]. We
conclude that the low-T dynamics of these systems is indeed controlled by defect-defect
annihilation processes of free random walking quasiparticles.
3.5 T = 0 topological order with open boundary conditions
In this section, we discuss how OBCs affect the dynamics of the topological order parameters
for the systems studied in Sec. 3.4. With PBCs, the only way for defects to vanish is through
defect pair annihilation. With OBCs, however, defects can diffuse to and disappear through
the open boundaries—thus single defects can ‘evaporate’.
3.5.1 Scaling of boundary evaporation
Whereas the time for pair annihilation scales as L2, L2 lnL and L3 in d = 1, 2 and 3 [see
Eq. (3.13)], defects can reach the boundary within a typical time scale
τboundary ∼ L2 , (3.19)
irrespective of dimensionality [58]. Clearly, when comparing the two kinds of dynamics,
boundary evaporation takes either equal (1D) or shorter (2D and 3D) time. Therefore,
the low-temperature dynamics should be dominated by boundary processes, leading to a
different critical velocity in the dynamic scaling function f(v/vcrit). Following the discussion
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in the previous section, upon replacing τannihilation by τboundary, we obtain a form for vcrit
that is universal for 1D, 2D and 3D lattices with OBCs:
vcrit ∼ L−2 ln−1(L) . (3.20)
Notice that the order parameters for the 2D Z2 lattice gauge model γ(L) and the 3D star
model pi(L) have to be redefined after switching to OBCs (while for the 1D Ising chain it
remains the same). For the 2D Z2 gauge model, as illustrated in Fig. 3.1, in addition to the
two line operators px and px′ , we also need to include the spins on the boundaries between
the two lines, i.e., py and py′ , in order to form a closed loop. Therefore, the order parameter
becomes,
γ(L) = 〈px px′ py py′〉 . (3.21)
For the 3D star model, as illustrated in Fig. 3.5, in addition to the two surface operators sx
and sx′ , we need to include in the product of spins on the boundary surfaces in between, to
form a closed surface.
Figure 3.7 shows the scaling behavior of the order parameters with OBCs. The data are
plotted according to the new universal scaling form f(v/vcrit), where v/vcrit ∼ v L2 lnL, due
to the (faster) dynamical process whereby defects reach the open boundaries by random
walking and evaporate. The excellent collapse in panel (a) is expected due to the fact that
the two relaxation processses lead to the same scaling form in 1D. The scaling collapse in
panels (b) and (c), 2D and 3D respectively, is far less satisfactory. The data points for
small system sizes show a substantial deviation from the predicted behaviour. As system
size increases, the data collapse gradually improves, suggesting that the scaling form is
correct in the thermodynamic limit but finite-size effects are far stronger with OBCs than
PBCs. This is likely due to the contributions from the two dynamical processes with
time scales that diverge from one another for L  1, but are in fact quite close for small
systems (indeed τannihilation/τboundary = ln(L) in 2D, which is just ' 4.6 for L = 100; and
τannihilation/τboundary = L in 3D, where we can only access relatively small system sizes
overall).
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3.5.2 Combining evaporation and annihilation
In order to account for the two different defect removal processes, we consider a modified
scaling approach for the 2D and 3D systems. The rate of defect depletion is the sum of
those for the two separate channels (defect annihilation and evaporation at the boundary),
yielding the effective rate
τ−1eff = τ
−1
boundary + τ
−1
annihilation . (3.22)
From this total rate, we obtain the effective critical velocity scale, which is the sum of the
critical velocities for the two separate processes.
Recall that, for the 2D case, the critical velocities for the process of defect annihilation
and boundary evaporation are given by vcrit,a ∼ L−2 ln−2(L) and vcrit,e ∼ L−2 ln−1(L),
respectively. We therefore propose a combined critical velocity of the form
vcrit ∼ L−2 ln−1(L) + aL−2 ln−2(L)
∼ L−2 ln−1(L)
(
1 +
a
ln(L)
)
, (3.23)
where a is a fitting parameter that accounts for O(1) prefactors in the L dependence of the
velocities. The modified argument of the scaling function in 2D should then take the form
(v/vcrit)2D ∼ v L2 ln(L)
(
1 +
a
ln(L)
)−1
. (3.24)
Given that the two processes contribute additively to the overall rate in Eq. (3.22) we expect
a > 0.
Analogously, for the 3D star model, the improved scaling argument should take the form
(v/vcrit)3D ∼ v L2 ln(L)
(
1 +
b
L
)−1
, (3.25)
where b again is a fitting parameter that is expected to be positive. Fig. 3.8 shows the
analysis for both cases based on the new scaling functions, which indeed improve the data
collapse considerably (especially in the 2D case). The best data collapse yields a = 2.4(2)
and b = 2.2(3), both positive as expected.
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3.6 Discussion
In this paper we studied the dynamical scaling behavior of several classical topological
systems using SA with varying sweeping rates. For the 3D Z2 lattice gauge model, which
undergoes a topological phase transition at finite temperature, the dynamical scaling of its
order parameter can be understood as a simple generalization of the KZ mechanism to an
order parameter with exponential size dependence at Tc (instead of the power law applying
at standard continuous phase transitions). To our knowledge, this is the first time that
KZ theory has been applied and tested numerically on a classical system with a continuous
topological phase transition devoid of a local order parameter. Our result for the dynamical
exponent of the system, z = 2.70(3), is consistent within error bars (which are an order
of magnitude smaller in our work) with a previously published value based on equilibrium
autocorrelations [52], thus supporting the notion of a common exponent describing the
equilibrium and the out-of-equilibrium relaxation.
In contrast to systems with continuous phase transitions with Tc > 0, we point out that
finite-size scaling functions based on the generalized KZ ansatz do not apply to transitions
into topological phases that only exist at zero temperature. In these systems the correlation
length diverges exponentially in temperature as T → 0, and at the last stage of ordering
the finite-size correlation length jumps when topological defects (the end-points of strings)
finally disappear. We studied examples of such systems, namely, the 2D Z2 lattice gauge
model and the 3D star model. For completeness we also studied a simpler but analogous
system in 1D: the standard Ising chain that was also previously investigated by Krapivsky
[56]. The stochastic dynamics of ordering in these systems is dominated by the diffusion
of the end-points of open strings, and we proposed scaling functions that are obtained
from dynamical modelling of the annihilation processes of these topological point defects
through random walks. We find excellent agreement between the proposed scaling laws and
numerical SA simulations, suggesting that we have correctly identified and modelled the
relevant relaxation processes in these systems.
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We also studied the effect of open boundaries, where individual defects can evaporate.
We find that defect evaporation dominates over pair annihilation for large enough systems.
For system sizes that are numerically accessible, a scaling approach combining the different
time-scales of the two processes is needed to fit the data.
It is important to contrast our results for the T = 0-ordering models with the KZ scenario.
A naive application of the KZ mechanism according to the derivation in Appendix A of
Ref. [7] gives vcrit ∼ L−2 ln−2(L) if we assume forms of the correlation length and relaxation
time scale appropriate for the Tc = 0 systems considered here: ξ ∼ exp(c/T ) and τ ∼ ξz
with z = 2. Interestingly, comparing with the forms we have obtained based on the defect
annihilation scenario, Eq. (3.15), the results are exactly the same in 2D, while they differ
by a factor ln(L) and L ln(L) in 1D and 3D, respectively. For OBCs, the above KZ result
(which is insensitive to boundary conditions) differs by ln(L) from the correct form in all
dimensions.
Our results demonstrate that a scaling collapse in the ordering behaviour of a many body
system is not per se evidence of KZ scaling. On the contrary, scaling can arise from the
dynamical behaviour of the excitations as the system relaxes into its ordered state. By an
appropriate effective modelling of these excitations, it is possible to infer the dynamical
scaling form of the order parameter. A tell tale sign of the difference between KZ-driven
and defect-driven scaling may be observable when we compare the behaviour of open and
closed boundary conditions, as we illustrate using examples in d = 1, 2, 3.
Finally, our work also provides analytical estimates (and corresponding numerical veri-
fication) of the time scales relevant for the onset of topological order as T → 0 (following
linear ramps in temperature). We remark that these time scales are indeed the ones required
to prepare the toric code in 2D and 3D in a topologically ordered ground state devoid of
any excitations. Even though the toric code is but a toy model for topological quantum
computing, modelling of excitations in a manner similar to the one presented in our work
may be relevant to preparing quantum topological states in a potential experimental setting
for quantum information processing.
47
100 101vL 3lnL
0.0
0.4
0.8
<
pi
(L
)> 8
12
16
20
24
32
36
100 101
vL 2ln 2L
0.0
0.4
0.8
<
γ(L
)>
8
16
32
64
72
80
96
128
101 102 103 104 105
vL 2lnL
0.0
0.4
0.8
<
m
2 >
26
27
28
29
210
211
(a)
(b)
(c)
Figure 3.6: Scaling behavior on semi-log plots of the order parameters in (a) the 1D Ising
chain, (b) the 2D Z2 gauge model and (c) the 3D star model with PBC. Notice the excellent
data collapse without fitting parameters, for all but the very smallest system sizes considered
in this study.
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Figure 3.7: Scaling of the order parameters for OBC systems for (a) the 1D Ising model, (b)
the 2D Z2 gauge model, and (c) the 3D star model. In all cases we have used the universal
scaling form f(v L2 lnL).
49
1 2 4 6
vL 2lnL/(1+b/L)
0.0
0.2
0.4
0.6
0.8
1.0
<
pi
(L
)> 16
24
32
36
40
48
0.5 1 2 4 6
vL 2lnL/(1+a/lnL)
0.0
0.2
0.4
0.6
0.8
1.0
<
γ(L
)> 1632
64
72
128
200
256
(a)
(b)
Figure 3.8: Modified velocity scaling of the order parameter for the 2D and 3D OBC systems,
combining effectively both relaxation processes (pair annihilation and boundary/surface
evaporation). (a) Results for the 2D Z2 lattice gauge model, with the velocity scaled as
v L2 ln(L)(1 + a/ ln(L))−1 with a=2.4(2), and (b) for the 3D star model with rescaling
∼ v L2 ln(L)(1 + b/L)−1 with b = 2.2(3). In (a) the smallest system was excluded from the
data-collapse analysis, while in (b) all sizes were used.
Chapter 4
Dynamics of the 2D Ising spin glass
4.1 Introduction
Spin glasses are benchmark models for studying complex physical systems and optimiza-
tion problems. Due to the disorder and frustration (random mixed-sign couplings), the
energy landscapes of these systems are very rough, with many local minimums, and it
is very challenging to find the true global minimum (ground state) through Monte Carlo
(MC) simulations [12, 59–61]. Among the common spin glass systems, the 2D Ising spin
glass (2DISG) is special in that the paramagnetic–glass phase transition occurs exactly at
temperature T = 0. The system has long-range spin-glass order, defined with the Edwards-
Anderson, EA, order parameter, but the correlation length still diverges as a power-law,
ξ ∼ T−ν when T → 0. Many works have been devoted to the nature of the critical be-
havior and to obtain the critical exponents of 2DISG system with both normal-distributed
(Gaussian) and bimodal couplings [62–65]. However, due to the challenges in MC simula-
tions, especially for large systems at low temperature, there are still significant issues under
debate. For example, whether or not the 2DISG with bimodal ±1 and Gaussian couplings
belong to the same universality class in their equilibrium criticality is still in question to-
day [66–71]. Undisputed is that the ground state properties of the two models are different.
The system with Gaussian couplings has a unique (non-degenerate) ground state, up to a
trivial spin reflection, while the model with bimodal couplings has infinite degeneracy in
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the thermodynamic limit.
Given the difficulties in studying the critical behavior through equilibrium simulations,
the recently developed non-equilibrium simulation through a generalized Kibble-Zurek (KZ)
approach [2–4, 6, 7, 45, 49, 72] provides a powerful alternative way to the studies of spin-glass
models. KZ-scaling of simulated annealing (SA) results has been successfully applied to 3D
and 2D spin glass systems in order to extract the dynamic exponents and other critical
exponents [48, 50]. In this chapter, we discuss how we apply this approach to the 2DISG
with Gaussian couplings as well as on bimodal couplings [50].
In the study of bimodal 2DISG, a surprising behavior with dual time scales governing the
relaxation when T → 0 was discovered. Contrary to the general expectation that the order
parameter is the slowest-relaxing quantity, and that most other quantities are asymptotically
governed by that same time scale, a larger dynamic exponent, zE ≈ 10.3, was found for
the excess energy than zq ≈ 8.3 for the EA order parameter. The physical mechanism
proposed to underly the two time scales relies on the backbone (largest common cluster)
and droplet (zero-energy flippable cluster) structure of the massively degenerate ground
states of the J = ±1 model [66, 73], which leads to a concentration in the configuration
space of low-energy states that attach the SA process by its entropy. The proximity of true
ground states and low-energy excitations to each other within this region was proposed to
lead to an insensitivity of the replica-overlap definition of the order parameter to low-energy
excitations, so that the final relaxation of the energy leads to only sub-leading corrections
to the already equilibrated mean order parameter. This T → 0 relaxation process is of
particular relevance in related optimization problems, where currently there is much interest
in comparing SA and quantum annealing protocols and the connectivity of the spins (qubits
in quantum annealing) may play a very important role [74].
In the case of Guassian-distributed couplings, however, the backbone structure can be
defined only as an approximation with low-energy states instead of true ground states [75,
76]. Strictly speaking, there is no definable backbone and zero-energy clusters in that
model due to the lack of ground-state degeneracy. Because of this qualitative difference of
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the ground-state landscape, one can expect different dynamical properties for the Gaussian
model (or any other continuous coupling distribution). We will show that, indeed, in this
case with Gaussian-distributed couplings, the excess energy and the EA order parameter
relax with the same dynamic exponent, and the value of the exponent, z = 13.6(4), is
significantly larger than both exponents found in the bimodal case.
The theoretical and simulation details as well as results for i) 2DISG with bimodal cou-
plings and ii) 2DISG with Gaussian-distributed couplings will be elaborated in the following
sections.
4.2 2D Ising spin glass with J = ±1 couplings
4.2.1 Model and methods
The 2DISG considered here is defined by the Hamiltonian
H =
∑
〈ij〉
Jijσiσj , σi = ±1, (4.1)
with random nearest-neighbor couplings Jij drawn from some distribution, e.g., bimodal
or normal (with the former used here). A central property of spin glasses is the EA order
parameter, defined with two replicas (independent simulations, labeled 1 and 2, with the
same couplings) as
q =
1
N
∑
i=1
σ
(1)
i σ
(2)
i . (4.2)
We focus our studies on the disorder-averaged squared EA order parameter 〈q2〉 and the
internal energy E = 〈H〉/N in the limit T → 0. The equilibrium properties of the bimodal
Jij = ±1 model have been controversial. A long-standing issue has been to distinguish
between exponential [62, 77] and power-law [63, 65, 78] scaling as T → 0. The nature of the
state at T = 0 has also been difficult to ascertain. Until recently it was widely believed
that the Jij = ±1 system does not harbor spin-glass order (unlike the model with normal-
distributed couplings), only power-law decaying critical EA spin-spin correlations [79–81].
More recent studies [66, 67, 73] point to significant long-range order. In particular, Thomas
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et al. [66] evaluated the Pfaffian form of the partition function on larger lattices and lower
temperatures than in previous MC studies. A quantitative picture was presented for finite-
size corrections to the long-range order at T = 0, power-law scaling at T > 0, and a
size-dependent cross-over temperature T ∗(L), with T ∗ → 0 when L→∞, below which the
discreteness of the coupling distribution is important.
We here use out-of-equilibrium (SA) MC simulations to study the model (4.1) with N =
L2 spins on periodic square lattices with bimodal coupling distribution. We generate the
Jij = ±1 couplings independently with probability 1/2 and use bit representations for
both the spins and the couplings, as discussed in detail in the next section, running 64
independent parallel simulations for each realization (sample) of the couplings and repeating
for a large number of samples. In addition to SA, where we go to system sizes up to L = 128,
we have also used PT simulations [82] to obtain equilibrium T → 0 results for smaller
systems (up to L = 32 for the energy and L = 24 for the EA order parameter). Technical
details and convergence tests of the PT simulations are presented below. Although larger
systems (with open boundaries) can be studied with ground-state methods [62, 83], proper
thermodynamic averages of the EA order parameter, with equal weighting of degenerate
states, are difficult to obtain [84].
Simulated annealing
We code the Ising spins σi = ±1 of the model (4.1) as bits of long (64-bit) integers, thus
using N integers Ii for a system of N spins and propagating 64 replicas of the same system
(with the same random couplings). The bimodal couplings Jij = ±1 are also encoded as bits
0, 1, and most of the operations involved in computing energy differences for the Metropolis
acceptance probabilities for single-spin flips (with the same spin considered in all replicas)
can then be carried out simultaneously on all 64 replicas by using standard bit-wise logical
operations on the stored integers.
In the beginning of each repetition of the SA process, we generate new random couplings
and initialize the spins at random. We then carry out 10 MC sweeps at the initial tempera-
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ture Tini = 8. We found that this small number of initial steps is sufficient for reaching very
close to thermal equilibrium at this high temperature (and note that any deviation from
equilibrium at this stage can be regarded as just a different initial state and will not affect
the scaling when T → 0 at low velocities). In the subsequent SA run we carry out tmax
MC sweeps and lower the temperature after each sweep according to the following generic
power-law protocol to anneal the system to T = 0:
T (t) = Tini(1− t/tmax)r. (4.3)
In addition to the linear case r = 1, we also study r > 1. Measurements of the EA order
parameter and the energy are carried out after the final (T = 0) MC sweep and results are
averaged over a large number of SA runs. To compute the EA order parameter (4.19), we
form 32 configuration pairs out of the 64 replicas and again make use of bit operations for
parallel computing, thus obtaining 32 independent contributions to 〈q2〉 from each run.
Parallel tempering
In our PT simulations [82], we again use the bit representation, but now all the bits b ∈
{0, 63} correspond to different temperatures on a uniform grid, Tb = T0 + b∆T . Attempts
to swap spin configurations of runs at adjacent temperatures Tb, Tb+1 are carried out after
each MC sweep over the spins, with independent random numbers used for the MC updates
at all temperatures. The goal of the PT simulations is to obtain T → 0 equilibrium results
for the EA order parameter and the ground-state energy. For the latter, we do not use the
thermal energy average but simply keep track of the lowest energy reached in each run and
average it over the coupling samples. We here present results showing proper convergence
to equilibrium values of computed quantities as the number of MC sweeps is increased.
We choose the lowest temperature T0 such that the T dependence of the energy and
the EA order parameter is insignificant in the neighborhood of this temperature for the
system sizes studied. The highest temperature should be high enough for significant thermal
fluctuations to migrate to low temperatures, thereby enhancing the ergodicity of the PT
simulations relative to independent fixed-T runs. Efficient migration of the fluctuations also
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necessitates a sufficiently small spacing ∆T , and, in principle optimal simulations would have
∆T decreasing and the number of temperatures increasing with the system size. Here we
always use 64 replicas and the spacing is ∆T = 0.04 or 0.02, for smaller and larger lattices,
respectively.
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Figure 4.1: Convergence of PT results of the EA order parameter (a) and the excess energy
(b) vs the number of sweeps for two system sizes. The lowest temperature was T0 = 0.1
and T0 = 0.06 for L = 16 and 24, respectively, and in both cases the temperature spacing
was ∆T = 0.02. The results represent averages over more than 10
5 samples for both system
size.
Figure 4.1 shows examples of the convergence of the EA order parameter and the lowest
energy reached as functions of the number of MC sweeps in PT simulations. We use the
same number of MC sweeps for equilibration and data collection. The horizontal axis of
Fig. 4.1 corresponds to the sweeps for data collection only (i.e., the total number of sweeps is
twice this number) and each successive point corresponds to doubling the number of sweeps.
For these system sizes, L = 16, 24, the energy converges faster than the order parameter,
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Figure 4.2: Temperature dependence of the squared EA order parameter for L = 24 in PT
simulations with 106 sweeps for both equilibration and data collection.
but this trend is clearer for L = 16 than L = 24. The energy likely converges slower than
the order parameter for large sizes, as we find in SA simulations in Sec. 4.2.1. We have not
studied the scaling properties of the PT scheme in detail.
For acceptable convergence, we require statistically indistinguishable results from at least
the last two runs in a series of runs such as those in Fig. 4.1. Based on this criterion we
have obtained converged results for 〈q2〉 up to L = 24 and for 〈E〉 up to L = 32. To ensure
that we obtain T → 0 results, it is also important to check the temperature dependence of
the results. Fig. 4.2 shows results for L = 24 from the PT runs with the largest number of
sweeps in Fig. 4.1(b). Here we can see that there is only a weak temperature dependence
below T ≈ 0.25. We estimate that the very small remaining finite-temperature effect at
T0 = 0.06 is much smaller than the statistical error.
Equilibrium finite-size scaling
We discuss the equilibrium PT results first because they will be important in the KZ scaling
analysis. The mean values presented here were computed over millions of coupling samples
for the smaller system sizes and about 105 samples for the largest systems.
The standard finite-size scaling ansatz [85] for a quantity A that scales as |T −Tc|κ in the
thermodynamic limit is (neglecting corrections from irrelevant fields)
A(T, L) = L−κ/νf [(T − Tc)L1/ν ], (4.4)
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where the exponent ν governs the correlation length, ξ ∼ |T−Tc|−ν , and the scaling function
f(x) must have the form xκ for x → ∞ to ensure the correct thermodynamic limit. With
this form, the singular behavior in a system of finite length is cut off at ξ ∼ L, i.e., at
|T − Tc| ∼ L−1/ν . In the 2D J = ±1 spin glass, Tc = 0 and a low size-dependent energy
scale was identified in previous works, T ∗(L) ∼ L−ΘS , where ΘS ≈ 0.50 is an exponent
quantifying the entropy due to zero-energy clusters; flipping a cluster of linear size l reduces
the entropy by ∆S ∼ lΘS [66, 86]. The finite-size scaling relation then changes to
A(T, L) = L−κΘSf(TLΘS ). (4.5)
Thomas et al. showed that the specific heat exponent is α = 1 − 2/ΘS [66]. Then, at
T = 0, Eq. (4.5) with κ = α predicts that the finite-size energy correction (per spin) should
be ∆E0 = E0(L) − E0(∞) ∼ L−2. This form was obtained based on a different scenario
in Ref. [62] and was consistent with data for periodic systems. In our PT simulations we
generated a much larger number of samples for all system sizes up to L = 32, to obtain
a more reliable estimate of the L−2 correction. As shown in Fig. 4.3(a), the agreement
with the prediction is excellent. The extrapolated infinite-size energy based on system sizes
for which no further scaling corrections are statistically important is E0 = −1.40192(2),
where the number within parentheses indicates the one-standard-deviation statistical error.
This value is in good agreement with the best previous result, E0 = −1.401938(2), from
open-boundary systems [83] (see also Ref. [62]). Using the more precise value to constrain
the fit we obtain ∆E0 = aL
−2 with a = 1.230(2).
We evaluate 〈q2〉 according to Eq. (4.19) and extrapolate it to infinite size, as shown in
Fig. 4.3(b). Since long-range order is expected at T = 0, the exponent κ = 0 in Eq. (4.5)
and the size dependence reflects a correction of the form
〈q2(L)〉 − 〈q2(∞)〉 ∝ L−Θs , (4.6)
derived in Ref. [66]. With data for 6 ≤ L ≤ 24 our independent estimate of the exponent is
ΘS = 0.60(3) for even L and ΘS = 0.52(3) for odd L. Fixing ΘS = 1/2, as was also done
in the data analysis in Ref. [66], fits for both even and odd sizes are good and mutually
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Figure 4.3: Equilibrium results for (a) the ground state energy graphed vs L−2 and (b)
the EA order parameter vs L−1/2. In (a) the results for L = 14 − 32 were fitted to E0 =
−1.401938 [83] plus a correction aL−2 with a = 1.230(2). The inset shows data for the
larger systems on a more detailed scale (where the error bars are similar to the symbol
size). In (b), there are significant even-odd effects and L ≥ 9 data for even (blue circles)
and odd (red squares) L have been individually fitted to constants plus L−1/2 corrections.
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consistent for L ≥ 9. The extrapolated order parameter is then 〈q2(∞)〉 = 0.373(3), which
is roughly consistent with the previous estimate, 〈q2(∞)〉 = 0.395(10), from large systems
at low but non-zero temperature [66].
Kibble-Zurek scaling
Turning to the SA simulations, we measure the time t in the standard way in units of MC
sweeps, where each sweep consists of N attempted Metropolis flips of randomly selected
spins. Starting in equilibrium at Tini = 8, we anneal to T = 0 in tmax MC sweeps according
to the power-law protocol in Eq. (4.3). We define the velocity for r = 1 as v = Tini/tmax
and use this definition of v as the inverse of the total annealing time also for r = 2 and 4.
We collect expectation values at the final temperature T = 0, using millions of samples for
smaller sizes and several thousand for the largest systems. There is significant self-averaging
and the error bars are small even for the largest sizes (much smaller than the plot symbols
in the graphs below).
In standard KZ scaling, for a process stopping at the critical point, a singular quantity A
depends on the velocity and the system size according to the form [6, 7, 45]
A(v, L) = L−κ/νg(v/vKZ), (4.7)
where the “critical” KZ velocity,
vKZ ∝ L−z¯−1/(νr), (4.8)
is the velocity separating fast and slow processes, z¯ is the dynamic exponent, and g →
constant when v → 0. Variants of this ansatz have been confirmed in uniform systems [6, 7,
45] as well as in the 3D Ising spin glass (where Tc > 0) [48]. It has proved to be a reliable
way to extract the dynamic exponent, especially if Tc and ν are known, e.g., for the 3D Ising
glass z ≈ 6.0 was obtained using KZ scaling [48] and this value is in excellent agreement
with a recent result from a completely different apprroach [68]. If ν is not known, it can be
obtained along with z¯ by combining results for different r values in the protocol (4.3) [7],
and in principle Tc can be determined by using an extended scaling ansatz [7, 45]. Note that
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vKZ in Eq. (4.8) is only determined up to an essentially arbitrary factor that can be fixed by
using some criterion once the scaling function g(v/vKZ) in Eq. (4.7) has been determined,
e.g., based on some small deviation from the saturated equilibrium value.
The dynamic exponent relates the relaxation time scale τ to the equilibrium correlation
length; τ ∼ ξz¯. For a given velocity, in the thermodynamic limit the correlation length
saturates at
ξv ∼ v−1/(z¯+1/(νr)), (4.9)
and for finite system size the saturation velocity scales as ξv ∼ L, i.e., v ∼ L−z¯−1/(νr)
demarks the “freezing” of the system. However, this analysis has neglected the entropic
scale L−ΘS present in the J = ±1 spin glass model in equilibrium. This new scale should
also carry over to velocity scaling. Expressed as a length scale, the entropic scale is, ξS ∼
ξ1/(νΘS), where presumably ν ≈ 3.6 [68, 69, 78, 87] as in the model with normal-distributed
couplings. In analogy with the equilibrium finite-size scaling behavior in the presence of
the entropic scale [66], since νΘS > 1 and ξS  ξ the quasi-static behavior should set in for
SA when ξS ∼ ξ1/(νΘS)v ∼ L, which together with Eq. (4.9) gives the entropy-driven analog
of the KZ velocity
vS ∝ L−(z¯vΘS+ΘS/r). (4.10)
We can define a more practical dynamic exponent for finite-size scaling purposes as
z = z¯νΘS , (4.11)
which gives the critical quasi-static velocity
vS(L) ∼ L−z−ΘS/r (4.12)
in the same form as the original KZ velocity (4.8) with ν replaced by 1/ΘS , and the following
modified KZ finite-size scaling form:
A(v, L) = L−κΘSg(vLz+ΘS/r). (4.13)
We will test this hypothesis with SA data in the following sections.
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4.2.2 Results
Order parameter
Results for the EA order parameter in linear SA runs are shown in Fig. 4.4(a). For fixed
velocity, the squared order parameter 〈q2〉 drops rapidly with increasing system size. In
Eq. (4.13) we have κ = 0 as in the equilibrium scaling of this quantity, but since the
correction to the asymptotic value of 〈q2〉 is large, as seen in Fig. 4.3, we first divide it out
based on the form in Eq. (4.6). The so rescaled order parameter is, thus,
〈q2res〉 =
〈q2〉
a+ bL−ΘS
, (4.14)
where we use ΘS = 1/2 and the constants a and b from the fit in Fig. 4.3(b). With this
definition 〈q2res〉 → 1 for v → 0 for all system sizes (up to small deviations due to inaccuracies
of the fitted parameters and neglected higher-order corrections). As shown in Fig. 4.4(b),
we then rescale the velocity by the size-dependent KZ velocity L−z−ΘS , optimizing the value
of the exponent z + Θs for the best data collapse for large systems and low velocities.
The KZ scaling form (4.13) discussed above only applies for sufficiently low velocity and
the inability to collapse the data at high velocities in Fig. 4.4 is not surprising. We observe
power-law behavior over a wide range of scaled velocities and also see a flattening-out toward
the expected constant behavior on the low-velocity side (which we can see more clearly for
smaller system sizes, as will be discussed in detail later.
According to the general non-equilibrium finite-size scaling form discussed in Ref. [7],
adapted to the present case where 1/ν is replaced by ΘS , we expect that the squared order
parameter can be written in the following way in three distinct velocity regimes:
〈q2〉 ∝

∑
n
cn(vL
z+Θs/r)n, v 6 vKZ,
(vLz+Θs/r)−x = L−2(1/v)x, vKZ < v < 1,
L−2
∑
n
cn(1/v)
n, v > 1
(4.15)
Here we think of vKZ as the velocity separating the near-equilibrium and power-law scaling
behaviors. The factor L−2 = N−1 on the second and third line represents the overall size
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Figure 4.4: (a) EA order parameter squared vs the velocity in linear (r = 1) SA runs for dif-
ferent system sizes. (b) Velocity scaling, where 〈q2〉 has been rescaled by the size correction,
〈q2res〉 = 〈q2〉/(a + bL−1/2) with a and b the constants of the even-L fit in Fig. 4.3(b), and
the horizontal axis has been scaled with the optimal exponent z + ΘS = 8.83(4) (obtained
with a data-collapse procedure using many system sizes between L = 32 and 128). The line
has the expected slope −2/(z + ΘS) in the power-law scaling regime. (c) The same data
scaled according to the third line of Eq. (4.15) along with a line with the same slope as in
(b).
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dependence in the limit where ξv  L. In order for the two expressions on the middle line
to be equal, the exponent x has to be given by
x =
2
z + Θs/r
. (4.16)
The Taylor-expandable near-equilibrium behavior on the first line of Eq. (4.15) should
smoothly connect to the first power-law form on the second line, through a cross-over
region in the scaling function (4.13). In the high-velocity limit, the third case above, the
behavior can be expressed as a series in 1/v, and this series has to be smoothly connected
to the form L−2v−x on the second line.
For convenience we denote the often occurring generalized KZ exponent by σ(r),
σ(r) = z + ΘSr
−1. (4.17)
One can use Eq. (4.15) for given r to extract this exponent either from the high-velocity
side, by fitting a straight line to ln〈q2res〉 versus ln(1/v), the slope of this line being the
exponent x = 2/σ(r) in Eq. (4.16), or by adjusting σ(r) so that 〈q2res〉 versus vLσ(r) in the
power-law and equilibrium regimes collapse onto a common scaling function for different
L. These two methods were illustrated in Figs. 4.4(c) and (b) correspondingly. To cancel
out the leading equilibrium finite-size corrections, in the low-velocity analysis in panel (b)
we used the rescaled order parameter, while in the high-velocity analysis in panel (c) the
original data were used.
The analysis from the high-velocity side, Fig. 4.4(c), can include data only in the strict
power-law regime, unless high-velocity corrections are taken into account. The behavior
as v → ∞ is clearly non-universal, with the curve tending to the equilibrium value at the
initial temperature. The data-collapse method in Fig. 4.4(b) potentially can lead to better
statistical precision on the extracted exponent if a substantial amount of data is available in
the low-velocity cross-over and equilibrium regimes, where the power-law scaling no longer
holds. Due to the slow dynamics of the Ising glass model, reflected in the large value of
the KZ exponent, z + ΘS ≈ 9, we can only reach the equilibrium and cross-over regions
clearly for very small system sizes, which we discuss further in Sec. 4.2.2. In Fig. 4.4(b),
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in order to minimize finite-size corrections (beyond those appearing explicitly in the KZ
form), we exclude the smallest systems, and, therefore, mainly collapse data in the power-
law region (though some of the included low-v data do deviate from the pure lower-law). By
systematically monitoring the goodness of the fit as small systems are gradually excluded,
we find that the exponent settles to z + ΘS = 8.83(4) when the fit becomes statistically
sound (χ2 per degree of freedom is close to one).
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Figure 4.5: The KZ scaling exponent vs the exponent r in the SA protocol (4.3), along with
a fit giving z = 8.28(3) and ΘS = 0.55(6). The r = 1 point was obtained using the data
analysis in Fig. 4.4(b) and similar approaches are applied for r = 2 and r = 4.
To disentangle Eq. (4.17) and obtain the exponents z and ΘS , it is in principle sufficient
to work with two different values of r in the annealing protocol, Eq.(4.3), and extract σ(r1)
and σ(r2). Here, as a further consistency check we use three different values, r = 1, 2, 4,
and fit the resulting σ(r) to the expected form (4.17) with z and ΘS optimized for the best
fit. The procedure is illustrated in Fig. 4.5. The r = 2 and r = 4 data sets corresponding to
Fig. 4.4(b) are presented in Fig. 4.6. The σ(r) data points are completely consistent with
the expected r-dependence in Eq. (4.17), and a fit delivers the exponent values z = 8.28(3)
and ΘS = 0.55(6). Fixing ΘS = 1/2 does not significantly alter the estimate of z.
Before moving to next section, here we give further details first on the data-collapse
procedures and then on an alternative apporach to extract the fitting exponents.
For the data collapse, we take r = 1 as an example and in the following simply use σ
to denote the exponent σ(r = 1) = z + ΘS . In Fig. 4.4(a,b) we already illustrated how
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Figure 4.6: Scaling collapse of the EA order parameter for r = 2 and r = 4. The scaling
exponents are σ(r = 2) = 8.57(3) and σ(r = 4) = 8.42(2).
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data are collapsed by optimizing σ. To characterize the goodness of the data collapse, we
fit a high-order polynomial to a set of data points {ln〈q2res〉, ln(vLσ)} for different v and L,
sweeping over σ on a dense grid and locating the optimal value (minimum χ2 for the fit). If
a satisfactory collapse, χ2/Ndof ≈ 1, cannot be achieved we systematically eliminate small
system sizes and/or high-velocity points until a statistically good fit is obtained. Typically
tens of data points are left in the good fit. To estimate error bars, we perform bootstrapping,
repeating the fitting procedure with many bootstrap samples and computing the standard
deviation of the optimal σ.
8.5 8.6 8.7 8.8 8.9 9 9.1
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Figure 4.7: Example for r = 1 of the goodness of the linear fit of ln〈q2res〉 versus ln(vLσr )
when the slope of the line is fixed at −2/σ. The data used here is shown as the middle set
(triangles) in Fig. 4.8. A scan is performed as a function of the exponent σ = z + Θs and
the minimum of χ2 is identified for the optimum σ.
Moreover, for illustration purposes and to demonstrate the stability of the exponents
extracted in Fig. 4.4, we discuss a slightly simpler method for analyzing only the power-
law regime and including only the three or four lowest available velocities for three system
sizes; L = 72, 80, 96. For these sizes, even at the lowest velocity that we have studied,
v = 8/tmax = 2
−17, the systems are far from equilibrium but, as we will show, they fall
within the power-law scaling regime described by the middle line in Eq. (4.15). Graphing
on a log-log scale, we then expect all points to fall on a common line with slope x given
by Eq. (4.16) if the horizontal axis is appropriately rescaled as vLσ. We use the required
r = 1 line slope −2/σ to constrain the fit to the form −(2/σ) ln(vLσ) + b, i.e., for given σ
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in the scaling procedure b is the only adjustable parameter. We scan over a dense grid of
σ values, perform the constrained line fit for each case, and keep track of χ2 to locate the
minimum value; see Fig. 4.7 for an illustration. The optimum σ value is the result.
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Figure 4.8: Three different rescaled sets of data (indicated by different shapes of the graph
symbols) obtained by bootstrap sampling of a large number of data bins for system sizes
L = 72 (black), 80 (red), and 96 (blue). The three lines are the best fits to the form
ln〈q2res〉 = −(2/σ) ln(vLσ) + b, and the values of σ, b shown for each case corresponds to a
χ2-minimum such as the one in Fig. 4.7.
Figure 4.8 shows three different data sets along with the corresponding slope-constrained
line fits. The middle set of points is the original data set, while the left and right sets
correspond to the extreme cases out of 200 bootstrap samples. The standard deviation of σ
computed from the bootstrap samples directly gives the error bar; in this case σ = σ(1) =
8.79(8). This value is completely consistent with the value in the caption of Fig. 4.4, but
the error bar is larger because only the linear regime was used and the number of data
points is smaller.
Note that the same coupling realizations are used in SA runs with all velocities (where
v is in the form 2−n for positive integers n), and the data points for the same system size
but different v are therefore strongly correlated. The covariance predominantly corresponds
to common up or down fluctuations of the value of the order parameter, and therefore the
optimum line slope, as extracted above, is not significantly affected, and it is not necessary
to use the full covariance matrix in the fitting procedure. The bootstrapping procedure
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Figure 4.9: The exponent σ(r) for r = 1, 2, 4 along with a fit to the form (4.17). The
individual exponents (fitting parameters) are z = 8.35(7), and ΘS = 0.42(8), where the error
bars were computed by repeated fits with Gaussian noise added [with standard deviation
equal to the error bars on σ(r)].
properly account for the covariance since the same bins are randomly chosen for all velocities
for a given L.
Using the same system sizes and velocities and repeating the same procedures for r =
2 and 4, we obtain σ(2) = 8.52(6) and σ(4) = 8.48(7). Combining these results and
performing a fit to the expected r dependence of σ(r), Eq. (4.17), we obtain z = 8.35(7),
and ΘS = 0.42(8), as shown in Fig. 4.9. These values are consistent with those presented
before, but again the error bars are larger due to the smaller amount of data used.
Mean energy
Forms analogous to Eq. (4.15) for the order parameter hold for other singular quantities
as well. On the left-hand side the critical size-dependence in equilibrium, i.e., the factor
L−κΘS in Eq. (4.13), should be divided out (and in principle finite-size corrections can
also be divided out, as we did above for 〈q2〉). The factor L−2 on the second and third
lines should be replaced by LκΘS−2. To study the singular part of the energy, we first
subtract the infinite-size value E0 from the velocity dependent energy E(v, L) and use
κΘS = (|α| + 1)ΘS = 2 in Eq. (4.13). We again optimize the data collapse with small
systems and high velocities excluded. Fig. 4.10 shows r = 1 results and similar r = 2, 4
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Figure 4.10: Mean energy above the infinite-size ground state energy E0 in r = 1 SA runs.
The results have been divided by the L−2 equilibrium size-dependence and the horizontal
axis was rescaled according to the generalized KZ hypothesis (4.13), with κΘS = 2 and the
optimum-collapse value z′ + ΘS = 10.80(8) of the scaling exponent. The line shows the
expected slope 2/(z′ + ΘS) in the power-law regime.
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Figure 4.11: Scaling collapse of the excess energy for r = 2 and r = 4. The scaling exponents
are σ′(r = 2) = 10.57(10) and σ′(r = 4) = 10.44(6).
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plots are presented in Fig. 4.11.
Combining the results for z′ + ΘS/r for the different r values, we can again, as in
Fig. 4.4(c), disentangle the exponents. Interestingly, here we obtain a clearly different
dynamic exponent, z′ = 10.32(7), than the previously extracted exponent z = 8.28(3) gov-
erning the EA order parameter, while ΘS = 0.5(1) is consistent with the previous value.
Fixing ΘS = 1/2 we can reduce the error bar on the dynamic exponent; z
′ = 10.31(4).
Scaling results for small system sizes
In the previous sections we discussed velocity scaling for systems sufficiently large for no
significant subleading finite-size scaling corrections to remain (to within the statistical pre-
cision of the data). For these system sizes we can reach well into the power-law scaling
regime (the linear part of the scaling function graphed on a log-log scale), but not very far
into the cross-over into the regime where the systems approach and reach equilibrium, i.e.,
corresponding to the first line in Eq. (4.15). It is important to test the scaling behavior
also here, to make sure that the final relaxation stage is governed by the same dynamic
exponent as the power-law regime. Because of the large dynamic exponents, we are in prac-
tice limited to small system sizes in this velocity regime. We show here that useful results
further supporting the dual time-scale picture can still be obtained.
Figure 4.12 shows r = 1 results for lattice sizes in the range L = 8 to 32, with the exponent
σ = z+ΘS adjusted for best overall data collapse. Here the data-collapse procedure included
all the system sizes shown, again excluding high velocities where no data collapse can be
expected. In the low-velocity limit the rescaled order parameter approaches 1, while the
scaled energy tends to the value of the constant a ≈ 1.23 extracted in Fig. 4.3(a). We
obtain the exponents σ = 9.01(5) and σ′ = 10.9(2) for the EA order parameter and the
energy, respectively. These values are very close to those obtained for larger system sizes in
Figs. 4.4 and 4.10, σ = 8.83(4) and σ′ = 10.80(8), respectively, demonstrating the stability
of the results. We did not include the smallest systems in the previous analysis because,
although the exponent values do not differ much, we can not obtain a statistically fully
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Figure 4.12: Generalized KZ scaling analysis of the kind presented in Figs. 4.4 and 4.10
but for smaller systems for which the cross-over toward equilibrium can be more clearly
observed. The velocity scaling exponents are σ = z + Θs = 9.01 and σ
′ = z′ + ΘS = 10.8
for the EA order parameter (upper panel) and the excess energy (lower panel), respectively.
The lines have slopes 2/σ and 2/σ′, corresponding to the expected exponents in the power-
law scaling regime.
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satisfactory value of the goodness of the fit (χ2 per degree of freedom close to 1) when all
data are included in a common fit, given the small error bars of the SA data and small
but statistically significant effects of neglected finite-size scaling corrections for the smaller
systems.
Given the good agreement we have demonstrated between different system sizes and
velocity regimes, we judge that the significant difference between the dynamic exponent for
the excess energy and the EA order parameter, z′−z ≈ 2, cannot be explained by neglected
scaling corrections. The dual time scales are therefore a real aspect of the relaxation of the
2D J = ±1 spin glass.
Minimum energy
When applying SA to an optimization problem, it is in general better to keep track of
the minimum energy (cost function) Emin reached during an entire SA run, instead of
computing the mean energy or only using the energy at the end of the run. Even in very
slow annealings the minimum energy is occasionally lower than the energy after the final
MC step at T = 0. Therefore, the disorder-averaged 〈Emin〉 should be lower than 〈E〉. An
important question then is whether the scaling of the two quantities is the same or not. We
address this question next.
For each SA run, we save the minimum energy in any of the 64 replicas running in parallel
and average over samples. Figure 4.13 shows results for r = 1, scaled using the same
exponents as in Fig. 4.10. The scaling collapse is very good also here, and the optimized
scaling exponent for this case is also statistically equal to the one obtained before. Overall
the minimum energy values are, as expected, below those for the mean energy. With the
range of system sizes used here we can see the full equilibrium behavior (the flat portion,
where the value corresponds to the prefactor of the L−2 correction in Fig. 4.3) as well as the
cross-over into the power-law scaling regime. In the graph we also draw a straight line with
exactly the same parameters as the line drawn through the power-law scaling portion of the
collapsed mean energy data in Fig. 4.10. In 〈Emin − E0〉L2 we observe that larger systems
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Figure 4.13: Scaling of the minimum energy reached during any time in r = 1 SA runs for
L = 8, 16, 24, 32, 48, 64, 72, 96, 128. The exponents used for the rescaling of both the axes
are the same as those in Fig. 4.10. The solid line has the expected slope 2/(z′+ ΘS) and is
drawn in close proximity to the data for the largest system sizes. The dashed line has the
same parameters as the line in Fig. 4.10.
are needed to observe the same slope—we see that the scaling function (onto which the
data collapse) exhibits some curvature. Nevertheless, with increasing size the functional
form appears to approach a line with the same slope as before. It is possible that the
curves for L→∞ actually approach exactly the same line (not just the same slope but also
the same constant) as the one for 〈E −E0〉L2 in Fig. 4.10. If so, the asymptotic power-law
scaling of the two quantities would be exactly the same, and the advantages (in optimization
applications) of monitoring Emin instead of E would only appear as the behavior crosses
over toward the equilibrium behavior.
We conclude that the minimum energy collected during SA runs converges to the ground
state energy on the same time scale Lz+Θs/r as the convergence of the mean energy. The
scaling functions are different, reflecting an overall lower value of the minimum energy
than the mean energy for given scaled velocity vLz
′+ΘS/r. In Fig. 4.14 we show the two
r = 1 scaling functions in the same graph. We have combined data from other figures but
only included points that fall very close to the common scaling functions. Here one can
read off that Emin ultimately converges (the curve flattens out to a constant) about 10
4
times faster than E. This factor depends on the details of how Emin is computed in the
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Figure 4.14: Scaling function for the mean energy and the mean lowest energy in r = 1 SA
runs. Data points (v, L) for system sizes in the range L = 8 to 128 were used, for each size
excluding v points that deviate from the common data collapsed form. The value of the
scaling exponent is the same as in Fig. 4.10: z′ + Θs = 10.8.
simulations. In our case, we carried out 64 simulations in parallel for each coupling sample
and monitored the lowest energy in any of these simulations. Clearly, upon increasing the
number of parallel runs Emin will converge faster, thus pushing the scaling function further
to the right.
4.2.3 Discussion
The existence of two different dynamic exponents at first sight appears to contradict the
standard picture of critical dynamics, where the slowest mode is usually associated with the
fluctuation of the order parameter. The coupling of the energy to the order parameter (via
defects) normally implies that the asymptotic energy auto-correlations are also determined
by z. Thus, in the standard scenario, there is a single exponent governing the dynamic
scaling of all quantities, except ones that are explicitly constructed to only sense faster
modes.
Given the unusual behavior, it is natural to ask whether scaling corrections may explain
the rather large difference between the two dynamic exponents, z′ − z ≈ 2, so that there
would actually only be a single common exponent for the energy and order-parameter
relaxation. The fact that both small and large systems lead to the same exponents, as
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shown in Figs. 4.4 4.10, and 4.12, speaks against the existence of large finite-size corrections
beyond the leading corrections that we have included (based on the analysis of equilibrium
results in Fig. 4.3). Since the two groups of system sizes also probe regimes closer to (the
smaller sizes) and further away from (the larger sizes) equilibrium, the good agreement
between the exponents also indicates that any velocity corrections must be small. The
insignificance of velocity corrections in the power-law regime is also supported by the fact
that scaling works extremely well over 1-2 orders of magnitude of the scaled energy and
order parameter for the larger system sizes, with no deviations detected from the power-law
behavior. In this regard the behavior is similar to that in the 3D Ising spin glass, for which
also no corrections to velocity scaling were needed to collapse data analyzed within the KZ
framework [48]. Subsequently, the value of the dynamic exponent extracted was reproduced
with a completely different approach [68].
Figure 4.15: Conceptual illustration of the essential features of the energy landscape of
the J = ±1 model, as suggested by droplet theory and our study. Ground states (red
solid circles) are clustered and typical states fall within a small region (large circle) of the
configuration space. Low-energy excitations (black open circles) are predominantly located
in the same region.
We also point out the fact that the critical temperature Tc = 0 is known exactly removes
one of the potential flaws in data-collapse approaches, namely, that the agreement between
the scaled data sets may be artificially improved by the procedure of adjusting exponents
as well as the critical-point value, thus leading to systematical errors in all the fitting
parameters. In the present case we only adjusted a single exponent σ(r) = z + ΘS/r
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(and similarly with z → z′) independently for each of three annealing protocols (exponent
r = 1, 2, 4 in the power-law annealing form), and when combining the results according
to the proposed generalized KZ scaling form, Eq. (4.13), the entropy exponent ΘS comes
out very close to its previously calculated value. It is hard to believe that this success
in reproducing a non-trivial thermodynamic exponent in a dynamical approach could be
a mere coincidence. Another consistency check is provided by the scaling of the mean
energy and the lowest energy, shown in Fig. 4.14. Their scaling functions are very different,
with the lowest energy converging much faster to the equilibrium value, yet the extracted
dynamic exponents are the same for both of them. Thus, there are many reasons to trust
the exponents extracted here, as well as their error bars (which we have computed based on
extensive bootstrapping and considering different windows of velocities and system sizes).
We conclude that the difference z′−z ≈ 2 is too large to be explained by scaling corrections,
unless the flow of the exponents to their true values is so slow that the changes cannot be
detected at all in the size and velocity regimes considered here. Such an extremely slow
convergence is unlikely and would in itself be remarkable and beyond current understanding
of out-of-equilibrium scaling.
We next provide a physical explanation for our findings. The dual dynamic scales should
be related to the phenomenon of droplet entropy stabilizing the EA order parameter of the
2D J = ±1 Ising glass when T → 0 in equilibrium. The backbone of the spin-glass cluster
has a fractal dimension df < 2 [88] and, thus, does not represent long-range order on its
own [66]. The ground states are strongly clustered within a small region (and its spin-
reflected counterpart), which implies that these states are related to each other by flipping
small (compared to the system size) droplets; flips of large droplets throw the system into
atypical regions that are statistically insignificant in the thermodynamic limit. Although
the absence of order at T > 0 implies that low-energy excitations must be spread out over
a large region of the configuration space, the ground state region should also have a much
higher density of low-energy states than other regions (since these states can be obtained
from the ground states by flipping small clusters). Thus, there should exist a region of
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typical ground states and low-energy states, illustrated in Fig. 4.15, and the large entropy
drives the system toward this region under annealing. In the typical region, the EA order
parameter, Eq. (4.19), has essentially the same distribution for replicas in low-energy states
as for those strictly in ground states, and, therefore, the order parameter can converge
even when a significant fraction of the replicas remain in excited states. Our scaling results
show that the final relaxation of the system involves transitions between excited states into
ground states located in the same high-density region, and that the time scale for this is
significantly longer (approximately by a factor L2) than that for reaching the high-density
region.
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Figure 4.16: Conceptual analog of our proposal for the difference between equilibrium
and non-equilibrium dynamics of the spin glass. In the equilibrium at low temperatures,
the slowest dynamic time scale corresponds to fluctuations between regions surrounding
different low-energy states. In a non-equilibrium SA simulation, at some point the system
locks into one such funnel. The dynamic order-parameter exponent z characterizes the
process of reaching a funnel, while the energy exponent z′ governs the eventual relaxation
to the bottom of the funnel.
It should be noted that the T → 0 relaxation dynamics we study here is different from the
equilibrium dynamics at fixed temperature, with the same kind of MC updates (here using
the standard single-spin Metropolis algorithm). In previous works [89] it has been shown
that the equilibrium dynamic exponent zeq depends on the temperature and zeq → ∞ as
T → 0. This behavior is consistent with the fact that the single-spin Metropolis algorithm
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is not ergodic at T = 0—while some spins can be flipped without changing the energy, not
every ground state can be reached in this way. The equilibrium autocorrelation function
at T > 0 quantifies the way in which a simulation explores the global configuration space,
which at low temperatures corresponds to migrating between regions of states surrounding
different ground states. In contrast, in a SA simulation the system can be expected to
become trapped in one of these regions—a “funnel” in the energy landscape, and when that
happens the final relaxation corresponds to reaching the bottom of the funnel. The different
kinds of dynamical processes are illustrated in Fig. 4.16.
We have pointed above that the dynamic exponent z characterizes the time scale upon
which the system reaches the region of the configuration space with a large number of
low-energy states, i.e., the funnels. In our picture, the larger energy exponent z′ then
characterizes the time scale of trapping of the system in local energy minima along the
“walls” of the funnel, and the fact that we observe power-law scaling implies that the
barriers (in energy and entropy) do not grow sufficiently large with increasing system size
to cause an exponential slowing down. In principle, there could also be funnels with a
lowest energy larger than the ground state energy, but the fact that z′ is finite shows that
such funnels must have a statistically negligible weight, or are separated from ground-state
funnels by barriers that grow only very slowly with the system size (to maintain power-law
scaling of the relaxation time).
Dynamic scaling is also interesting in the context of optimization. It has recently been
argued that the best measure of optimization is not necessarily just the energy (the standard
cost function), but the stability of the solution is also important and should be enhanced if
the solution belongs to a dense region of similar solutions [90, 91]. A method was presented
to enhance the ability to reach such regions, by using coupled replicas of the system. The 2D
J = ±1 Ising spin glass may be an extreme case of a system harboring a dense region of low-
energy states, and we have shown here that SA finds this region efficiently even without
artificial replicating, as evidenced by the entropy-driven order parameter converging in
polynomial time and even faster than the energy. In optimization, one may be willing to
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accept a slightly sub-optimal solution, as measured by the energy, for a solution in a dense
region that can be found on a much shorter time scale. Clustering of solutions is also
important when discussing the efficiency of QA protocols, where the measure of success
is also ambiguous and solution stability may be a desirable feature. QA of systems with
discrete coupling distributions may also be affected by dual time scales, due to mechanisms
similar to those discussed here.
It would clearly be interesting to also study the KZ dynamics of the model with normal-
distributed couplings, which has a unique ground state and likely different dynamic scaling,
and that will be discussed in the next section.
4.3 2D Ising spin glass with Gaussian couplings
4.3.1 Model and methods
Recall from the last section that the Hamiltonian of the 2DISG is
H =
∑
〈ij〉
Jijσiσj , σi = ±1, (4.18)
and in the case considered here, the couplings Jij are drawn from some distribution, here
Gaussian with mean 0 and standard deviation 1.
Equilibrium finite-size scaling
The primary quantity capturing the spin-glass phase transition is the EA order parameter,
q =
1
N
N∑
i=1
σ
(1)
i σ
(2)
i , (4.19)
where (1) and (2) stand for two independently generated configurations (two different MC
simulations), also referred to as ‘replicas’, of systems with the same set of coupling real-
ization {Jij}. In this study, we focus on the mean squared EA order parameter, 〈q2〉, as
well as the internal energy E = 〈H〉/N in the limit T → 0 reached in SA simulations with
Metropolis dynamics. For simplicity of notation, we use 〈...〉 to denote the combined MC
expectation value and the average over disorder samples.
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It is known that the 2DISG with Gaussian couplings has a phase transition exactly at T =
0, and its critical behavior has been studied extensively [62–64]. Unlike the 2DISG with J =
±1 couplings, which we have studied in the last section, where there are many degenerate
ground states, there is only a unique ground state (and the state with all spins reversed).
Thus, as T → 0 all the independent replicas will eventually fall into the same ground state
configuration in the limit of a very slow SA process, and the EA order parameter 〈q2〉 must
approach 1 without any finite-size corrections in the T = 0 value. However, according to
the study in [62], the equilibrium ground-state energy density has a finite-size correction of
the form
E(L)− E∞ = aL−(d+ 1ν ). (4.20)
Here the energy per spin for infinite system size is E∞ = −1.314788(4) [92], the dimension-
ality d = 2 in our case, and ν is the critical exponent of the correlation length ξ, i.e., in the
case Tc = 0 we have ξ ∼ T−ν , for which the most precise value available is ν = 3.56(2) [62].
The prefactor a of the scaling in L was claimed to be exactly a = 1. In the following analysis
of SA data, we will make use of the form (4.20) with the previously determined values of
E∞ and ν (while the value of a is less important).
Simulated annealing
Most of the simulations were run on Nvidia CUDA enabled GPUs, with single-spin Metropo-
lis updates and multi-spin coding where the Ising spins σi = ±1 of the model (4.18) are
coded as bits of 32-bit integers. Thus, with the same set of random couplings, one simulation
propagates 32 replicas from different initial conditions and the oder parameter q2 is com-
puted at the end of the run (at T = 0) from the overlap, of the form Eq. (4.2), among these
replicas. One sweep of MC updates involves N = L2 Metropolis spin-flip attempts, carried
out successively in two groups corresponding to the standard checker-board decomposition
of the lattice, so that all spins in a given sublattice can be updated in parallel independently
of each other. For each of the 32 replicas, different random numbers are generated in order
for the updating processes to be fully independent. Our program achieves around 2 × 109
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attempted spin flips per second on a single GPU. Further discussion on how to implement
these updates on GPUs can be found in Refs. [93–102].
In an SA procedure, after initial equilibration of the system at a high temperature Tini,
the temperature T (t) is lowered as a function of the simulation time t according to some
protocol. In the context of the KZ mechanism one normally considers the approach to a
phase transition using a linear protocol, or, if the transition point is known one can approach
it with a non-linear power-law protocol (or in principle some other protocol). Note that we
are here not interested in finding an optimal SA protocol (i.e., the one that would bring
us to the ground state in the shortest time), but aim to test the power-law KZ scaling
hypothesis for the 2D Ising glass with transition temperature exactly at T = 0, and use it
to extract dynamic information.
The general power-law protocol takes us to T = 0 as a function of the total simulation
time tmax according to
T (t) = Tini(1− t/tmax)r. (4.21)
Here r = 1 corresponds to the standard SA protocol where the temperature is decreased
linearly. In order to disentangle the exponents z and ν involved in KZ scaling, e.g., in
Eq. (4.8), it is also useful to study other values of r, as seen in the previous study of 2DISG
with bimodal couplings where a consistency check was provided by the fact that the entropy
exponent ΘS , which plays the role of 1/ν in that case [66], was determined independently
and agreed with previous calculations. In the work reported here we only consider r = 1
and use the known value of ν to extract z, because the calculations with Gaussian couplings
are very expensive (even with the use of GPUs), mainly due to the fact that longer times
are needed to reach close to the unique ground state. Another reason for only considering
r = 1 is that the value of 1/ν is small, around 0.28, and it is then hard to determine it
independently from simulations of two or more r values within the error levels we can reach
for the KZ exponent, 1 + 1/ν in Eq. (4.8) for r = 1 [and z + 1/(rν) for other r > 0 [4],
which we do not consider here).
The annealing velocity is defined as v = Tini/tmax. At the last step of the annealing
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process, when T has reached 0, we take measurements of the EA order parameter q2, the
energy (per site) E of the system, as well as the minimum energy per spin, Emin, among
any of the 32 replicas. The SA process is repeated many times for different realizations of
the random couplings.
To test the SA program, for L ≤ 6 we used sufficiently long simulations for several disorder
realizations to relax the systems all the way to the ground state. We checked these results
against exact ground states, which can be obtained using an exhaustive search in the state
space or using a matching algorithm such as those described in Refs. [92, 103]. Based on the
tests we know that the ground states are indeed reached in the simulations for sufficiently
slow v, as expected. For the mean values taken over a large number of samples that we
report below, because of the long simulation times we were not able to use low enough v for
even the small-L systems to reach their ground state in all cases, and for larger L none of
the systems reached the ground state. As we will see below, the mean values still do reach
sufficiently close to their ground state values to test the asymptotic KZ relaxation behavior.
Dynamic scaling
Similar to the discussions of previous Sec. 4.2.1, here specifically we discuss how the dynamic
scaling can be applied for the order parameter and energy in 2DISG with Gaussian couplings.
According to the general non-equilibrium scaling form that describes the dynamics in its
full regime of velocities and sufficiently large system sizes, the order parameter 〈q2〉 can be
written in the following way [7]:
〈q2(v, L)〉 ∝

f0(vL
z+1/ν), v 6 vKZ,
(vLz+1/ν)−x, vKZ < v < 1,
L−2f1(1/v), v > 1
(4.22)
Here the first line describes the slow velocity regime, where the function f0 normally would
be a regular (Taylor-expandable) function of the KZ-scaled velocity vLz+1/ν , although below
we will argue that, in the case considered here, a corresponding function of a power of the
KZ variable has to be used for this to be true. As discussed above, there should not be
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any dependence on the system size asymptotically for v → 0 since 〈q2〉 → 1 because of the
unique ground state. In principle there could be L-dependent corrections for v > 0 but the
form of these are not presently known. The third line describes the fast velocity regime, in
which the system size is larger than the correlation length ξv at the end of the annealing
process and, thus, there is no dependence on L, other than the trivial factor L−2 that follows
from Eq. (4.2) when the spin-glass correlation length is finite. The function f1 should be
Taylor-expandable in 1/v. The second line in Eq. (4.22) describes the intermediate power-
law regime that connects the two other regimes. It follows from the scaling hypothesis,
Eqs. (4.7) and (4.8), where the behavior when L → ∞ at fixed v must reduce to (connect
smoothly to) the form on the third line, again because ξv  L in this limit. The only way
to make this possible (i.e., to assure the same L-dependence in the two forms) is with the
power-law form f(v/vKZ)→ (vLz+1/ν)−x, where the exponent x must be given by
x =
2
z + 1/ν
, (4.23)
so that the power-law form can also be written as 〈q2〉 ∝ L−2v−x. Then the connection
between lines 2 and 3 in Eq. (4.22) corresponds to the function f1(1/v) crossing over into
the form 1/vx and the connection between lines 1 and 2 corresponds to f0(vL
z+1/ν) taking
the form (vLz+1/ν)−x for large vLz+1/ν . In other words, the KZ scaling form in Eq. (4.7),
with the KZ velocity given by Eq. (4.8), covers the first and second lines of Eq. (4.22), while
the third line represents the break-down of this form for higher velocities.
We also consider the excess energy density, which we here define relative to the known
infinite-size equilibrium T = 0 value E∞,
∆E(v, L) = E(v, L)− E∞, (4.24)
i.e., it contains contributions from both finite size and non-zero velocity. In analogy with
the above discussion of the EA order parameter, and considering the equilibrium finite-size
scaling given in Eq. (4.20), the behaviors in the three different velocity regimes should be
given by
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〈∆E(v, L)〉 ∝

L−(2+1/ν)g0(vLz+1/ν), v 6 vKZ,
L−(2+1/ν)(vLz+1/ν)−x′ , vKZ < v < 1,
g1(1/v), v > 1,
(4.25)
where, unlike Eq. (4.22), there is no L dependence on the third line because the excess
energy is defined per spin and takes a constant value when v →∞ (i.e., in the initial state).
In this case, for the power-law regime to be valid, i.e., for there to be no size dependance
on the second line (∆E ∼ v−x′), the exponent x′ is given by
x′ =
2 + 1/ν
z + 1/ν
. (4.26)
In the next section, we will present our results of the application of the above scaling forms.
4.3.2 Results
All simulations reported here started from Tini = 8, where the system can be easily equi-
librated. Starting from a random configuration for each disorder sample, we used 10 MC
sweeps at this initial temperature. From there, we used the linear SA process, i.e., r = 1
in Eq. (4.3), and measurements were taken at the last step of the annealing process where
T = 0. We used system sizes from L = 4 to L = 64. To span a wide range of velocities,
we take the total time for the simulations as tmax = 2
n, where n = 2, 3, ..., 30 for small
system sizes, while for large system sizes we only used n up to 28 to stay within reasonable
computing times. To obtain good statistical averages, we simulated at least 5×103 coupling
realizations in most cases and 103 realizations for the lowest velocities.
Mean excess energy density
Figure 4.17(a) shows the velocity scaling of the average of the excess energy density,
Eq. (4.24), with E∞ = −1.31479 from Refs. [62, 92]. The overall expected size dependence
in equilibrium from Eq. (4.20) has been divided out, and the velocity has been rescaled
according to the expected KZ form in Eqs. (4.7) and (4.8). Here we use data points from
system sizes L = 8 to L = 64 in the data-collapse procedure, for each L excluding velocities
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Figure 4.17: (a) Velocity scaling of the mean excess energy density, ∆E = E(v, L) − E∞.
The data collapse for system sizes in the range L = 8 to 64 is optimal for z = 13.6(4).
The straight line indicates the power-law regime with the expected exponent x′ given by
Eq. (4.26). (b) The same data graphed according to the third line of Eq. (4.25). The line
shows the expected power-law behavior with exponent −x′. (c) The data graphed versus
ln(1/v).
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too high to give results on the common scaling function. We vary the scaling exponent
z+ 1/ν to achieve optimal collapse relative to a fitted polynomial, repeating the procedure
many times with Gaussian noise added to the data points in order to compute the statistical
error. We obtain z + 1/ν = 13.9(4). Since ν ≈ 3.56 [62], the dynamic exponent governing
the excess energy is z = 13.6(4).
In Fig. 4.17(a) it is clear that data points for larger v systematically peel off from the
collapsed function and the region of data collapse in the rescaled variable is pushed further
out to the right as L increases. Figure 4.17(b) shows the same data graphed according
to the third line of Eq. (4.25). The data collapse well for high velocities, and instead the
data for slower velocities peel off systematically from the common function as equilibrium
is approached for each system size (i.e., the correlation length ξv becomes of the order of
the system size). In both Fig. 4.17(a) and Fig. 4.17(b), the straight lines indicate power-
law behavior as described in the second line of Eq. (4.25) with expected slope x′ and −x′,
respectively, given by Eq. (4.26).
In order to test alternatives to the KZ scenario, we have also analyzed the data in other
ways. One might naively expect that the SA relaxation of the system should involve an
exponentially long time scale when T → 0, given energy barriers that have to be overcome
when the system becomes trapped in local energy minimums. The resulting activated
scaling is reflected in a divergent equilibrium dynamic exponent zeq(T ) when T → 0 [89].
In Fig. 4.17(c) we test for activated scaling of SA in the thermodynamic limit by graphing
the same data as in Fig. 4.17(b) versus ln(1/v) instead of 1/v, still using logarithmic scales
on both axes. On this plot a linear dependence would imply ∆E ∼ ln−a(1/v) with some
positive exponent a, instead of the behavior ∆E ∼ vx′ that we argued for above. While the
L → ∞ converged data at the slowest velocities fall roughly on a line in Fig. 4.17(c), the
behavior is not more convincing than the KZ behavior in Fig. 4.17(b). One can also see
that the KZ form ∆E ∼ vx′ with a small exponent x′ ≈ 0.17 will inevitably look like the
form ∆E ∼ ln−a(1/v) in a limited window of the argument ln(1/v), because a small power
looks very similar to a logarithm. Thus, if in the window in question we have ln(1/v) ∼ v−b
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for some small value of the exponent b, then the KZ form will look like ∆E ∼ ln−x′/b(1/v),
so that the exponent a above is roughly x′/b.
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Figure 4.18: (a) Velocity scaling of the minimum excess energy ∆Emin per spin, where the
exponent z+ 1/ν = 13.9 is the same as in Fig. 4.17(a). (b) Scaling of both ∆E and ∆Emin,
with the same exponent as in (a) and only including the well-collapsed data in order to make
the scaling functions better visible. The straight line is the same as in Fig. 4.17(a). In both
panels, the value of the scaled quantities for small vLz+1/ν corresponds to the coefficient
a = 1 in Eq. (4.20).
Note again that the KZ scaling demonstrated in panels (a) and (b) of Fig. 4.17 is not
merely relying on the power-law scaling in the limit L → 0 in a rather small window of
velocities that we have achieved, but is mainly manifested in the generalized finite-size
scaling form that applies also when equilibrium is reached for the smaller system sizes in
panel (a). Importantly, there is full consistency of the asymptotic slope in panel (b) with
the exponent x′ defined in Eq. (4.26). In combination with the previous results for the
bimodal coupling distribution in the last section, where the dynamic exponent is smaller
and the KZ behavior can be seen even more clearly, we take these results as strong evidence
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of KZ scaling also with the normal-distributed couplings. In the following sections we will
present further quantitative support for this scenario.
Minimum excess energy density
In Figs. 4.18(a,b) we present the velocity scaling of the minimum energy, ∆Emin, defined
for each disorder sample as the lowest energy reached at T = 0 among any of the 32 replicas
run in parallel. We fix the exponent z = 13.6 to be the same as that for the average energy
shown in Fig. 4.17. We see that the scaling also works very well here. If we instead treat
the exponent as a variable and optimize its value for the best data collapse, we obtain
z = 13.5(5) in excellent agreement (within the error bars) with the one previously obtained.
Thus, as expected, the two energies scale in the same way and the agreement also serves
as a consistency check on the procedures. Note that, although the dynamic exponent is
the same, the scaling functions are clearly different. In Fig. 4.18(b) we plot out the two
scaling functions in the same graph by only showing the data points that fall clearly on the
collapsed curve. Given how the quantities are measured, at a given velocity, the minimum
energy reached is always lower than (or in some cases equal to) the average energy after the
final MC step. Based on a rough estimation from the two curves, 〈∆Emin〉 relaxes about
104 times faster to the asymptotic minimum value than 〈∆E〉. However, for larger values
of the scaled velocity, and for sufficiently large system sizes, we expect the two energies to
converge to the same power-law behavior with the exponent given by Eq. (4.26), and we
see indications of this convergence as well in Fig. 4.18(b). We can also see that our results
for ∆Emin are consistent with the prefactor a = 1 in the equilibrium size dependence,
Eq. (4.20), as the scaled quantity approaches 1 in the low-velocity limit.
Order parameter
We next turn to the EA order parameter. Figures 4.19(a,b,c) show different aspects of the
scaling of 〈q2〉 with the velocity and the system size. In Fig. 4.19(a), 〈q2〉 is graphed against
the KZ-scaled velocity, using the same value of the dynamic exponent as was extracted
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Figure 4.19: Velocity scaling of the EA order parameter. In (a) the horizontal axis is
rescaled according to the KZ ansatz with the dynamic exponent z = 13.6 having the value
extracted from ∆E in Fig. 4.17. The straight line corresponds to the expected asymptotic
power-law behavior with the exponent −x given in Eq. (4.23). To show more explicitly the
quality of the collapse, the inset includes only the data points used in the fitting procedure
and the polynomial fitting function (black curve). Panel (b) shows the goodness of the fit,
χ2 per degree of freedom, versus the scaling exponent z + 1/ν. In (c) the data are graphed
according to the third line of Eq. (4.22), to show the non-universal high-velocity behavior
and its cross-over into the size-independent power-law behavior. The straight line has the
same slope (up to the sign) x as in (a).
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Figure 4.20: (a) The deviation 1−〈q2〉 from the asymptotic size-independent value 1 graphed
against the KZ-scaled velocity. The collapsed low-velocity data are fitted to a power-
law form (the line), 1 − 〈q2〉 ∝ (vLz+1/ν)a with the exponent a = 0.073. (b) The same
data as in (a) graphed against L/ξv, where the velocity-dependent correlation length is
ξv = v
−1/(z+1/ν) with the same exponent z + 1/ν = 13.9 as in (a). The straight line here
has slope exactly 1.
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above using the excess energy. Here we cannot reach as close to the equilibrium behavior
as for the energy (especially the minimum energy), but the approach of 〈q2〉 to 1 is still
obvious and the data for the smaller system sizes collapse very well in this regime, as shown
more clearly in the inset of Fig. 4.19(a). The expected pure power-law behavior for large
arguments vLz+1/ν is not yet reached with the system sizes accessible here—the corrections
to the power-law as the equilibrium behavior is approached appear to be much larger than
in the energy. The behavior is nevertheless consistent with an approach to the predicted
asymptotic power-law scaling (indicated by the line in the figure). We also carried out
the data collapse procedure with z as a free parameter, using system sizes L = 8 − 24 for
which sufficient overlaps in the scaling variable exist so that the data-collapse procedure
is well-defined. Figure 4.19(b) shows a clear minimim in the χ2-value of the fit versus the
scaling exponent, in very good agreement with the best exponent obtained for the energy
scaling in Fig. 4.17. A full error analysis gives z = 13.6(2), which is consistent with but
statistically better than z = 13.6(4) from the energy. Thus, in contrast to the bimodal
2DISG, where a difference in dynamic exponents for the two quantities was found to be
zE − zq ≈ 2 (zE ≈ 10.3 and zq ≈ 8.3) , in this case a single exponent governs the relaxation
dynamics (as we had fully expected for this case where the ground state is unique).
In Fig. 4.19(c) we analyze the high-velocity limit of the order parameter, which eventually
should cross over into the power-law regime. Recall that collapse of data graphed versus
the velocity (here the inverse velocity) at high velocities is trivial, merely reflecting the
correlation length at the end of the SA process being less than the system size (in the limit
of v →∞ simply being the correlation length of the starting high-temperature equilibrium
state), so that there is no size dependence. The initial state determines the details of the
corresponding function f1(1/v) on the third line of Eq. (4.22) at high velocities, before the
cross-over into the universal form written explicitly on the second line. Here again, we see
a very slow approach to the pure power law, similar to the cross-over from the low-velocity
side, and we can only say that the behavior is consistent with the expected behavior with
z ≈ 13.6.
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To investigate the approach to equilibrium in more detail, in Fig. 4.20(a) we analyze
the deviation 1 − 〈q2〉 of the EA order parameter from the asymptotic size-independent
equilibrium value 1. Here again we see good data collapse setting in from the left side
of the graph and extending further to the right with increasing system size. In the region
where 1−〈q2〉 is small, the behavior follows a power law with a small, non-integer exponent.
Here one would normally expect an integer exponent, corresponding to an analytic function
f0(v/vKZ) = f0(vL
z+1/ν) on the first line of Eq. (4.22). This has been observed in KZ scaling
studies of non-random isolated quantum systems under Hamiltonian dynamics [5], for which
the leading power laws for different quantities were also derived using adiabatic perturbation
theory. Here the value of the exponent a ≈ 0.073 in the power law (Lz+1/ν)a is very close
to half of the value of the exponent x in Eq. (4.23). Assuming that a = x/2 = (z + 1/ν)−1,
we see that the asymptotic form is
〈q2〉 = 1− bL/ξv, (L/ξv → 0), (4.27)
where ξv is the KZ correlation length corresponding to finite velocity in the thermodynamic
limit [4, 6, 72];
ξv ∝ v−1/(z+1/ν), (4.28)
which can also be simply obtained from Eq. (4.8) by replacing L by ξv. Thus, we conclude
that, unlike other cases studied so far [5, 7], here f0(vL
z+1/ν) is not Taylor-expandable but
a corresponding function f˜0(L/ξv) is. We do not have an explanation for this apparently
different analytic form of the scaling function in this case, but empirically the evidence
is compelling, as seen more directly in Fig. 4.20(b) where we plot the data against L/ξv
and compare with a power-law with exponent exactly 1, i.e., testing the asymptotic form
Eq. (4.27).
One might perhaps question the claim that the observed power-law behavior in Fig. 4.20
should reflect the true asymptotic form, given that the scaling variable vLz+1/ν is still very
large in this region, roughly in the range 104 − 108 in the power-law region. However, the
alternative scaling variable L/ξv is much smaller, of the order 1. Since a scaling variable
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is always determined only up to some factor, a more relevant measure of closeness to the
asymptotic behavior should be the value of the quantity studied. Considering that 〈q2〉 is
as large as 0.8, or, in other words, in two typical replicas ≈ 90% of the spins are the same,
and approximately the same fraction of the spins should then be in their ground-state con-
figurations. We would then expect that the remaining relaxation of a dilute concentration
of spins should already be governed by the asymptotic form, although we cannot completely
exclude a cross-over into a different form still closer to equilibrium. As we will see below,
we can push a bit further into the low-velocity regime by considering smaller system sizes.
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Figure 4.21: Scaling of the deviation 1 − 〈q2〉 of the EA order parameter from its size-
independent equilibrium value 1, showing results only for small system sizes. In (a) the
velocity is scaled according to the standard KZ form; the same as in Fig. 4.20(a). In (b)
the scaling argument vLz+1/ν(1 − aL−b) contains a correction, with optimized parameter
values a = 1.7 and b = 0.39. The line has the same slope as in Fig. 4.20(a).
In the above analysis of the EA order parameter, the smallest system size used in Figs. 4.19
and 4.20 was L = 8. For smaller sizes we see behaviors that can be explained only with
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substantial scaling corrections included. Figure 4.21 focuses on the scaling of 1 − 〈q2〉
for small system sizes, from L = 4 to L = 16. In Fig. 4.21(a), even though the L ≥ 8
data collapse well in a region of slow velocities with standard KZ scaling and the same
value of z used above, the data for L = 4 and L = 6 clearly deviate substantially from a
common scaling function. Staying within the subset of possible scaling corrections with no
velocity dependence, we add a correction to the KZ argument vLz+1/ν by multiplying it
with 1− aL−b, with a and b optimized for the best data collapse (keeping z at the previous
value). With a ≈ 1.7 and b ≈ 0.4, the data collapse is very good on the left side, where
also the power-law behavior found previously is substantially extended, with no detectable
change in the exponent. This gives added support to the power-law form corresponding to
Eq. (4.27) indeed being the asymptotic behavior.
We have also tried to analyze the asymptotic approach of the energy density to its equilib-
rium value. Here we can in principle use the KZ ansatz following from the known equilibrium
finite-size scaling form Eq. (4.20) written in the following way:
E(v, L) = E∞ + aL−(2+1/ν)f(vLz+1/ν) (4.29)
= E(0, L) + aL−(2+1/ν)g(vLz+1/ν),
where f(x) → 1 when x = vLz+1/ν → 0 and g(x) → 0 in this limit. Using the form of the
equilibrium value, E(0, L) = E∞ + aL−(2+1/ν), with the parameters determined previously
[62], as mentioned below Eq. (4.20), we can analyze (E(v, L)−E(0, L))L2+1/ν . Within the
standard scenario it should be a Taylor-expandable function g(x) without constant term for
small values of x. Unfortunately, here our results from Fig. 4.17 (from which we just need
to subtract 1 if the factor a above really is exactly 1, which is certainly consistent with our
data in Fig. 4.18) are not good enough (the statistical errors are too large) to extract any
meaningful behavior in the low-velocity limit. We can therefore at present not say whether
an integer power in x obtains, or whether the leading behavior is instead an integer power
of L/ξv as in the case of 1− 〈q2〉.
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4.3.3 Discussion
We have studied relaxation dynamics in the 2DISG model with Gaussian-distributed cou-
plings by carrying out SA simulations in the T → 0 limit, where the system in equilibrium
goes through a phase transition into the glass state. Through performing scaling analysis
according to the KZ hypothesis, we were able to extract the dynamical exponents associated
with the excess energy 〈∆E〉 and the EA order parameter 〈q2〉.
For the excess energy density, defined with respect to a previously determined value in
the thermodynamic limit [62], a data-collapse analysis yields z = 13.6(4), and the same
kind of scaling procedure applied to the order parameter gives z = 13.6(2). Thus, there is
a unique time scale governing the relaxation of both the order parameter and the excess
energy. This in itself is not unexpected, but it is interesting in light of the recent discovery
of two substantially different dynamic exponents in the 2DISG with bimodal couplings.
The heuristic explanation provided for that behavior relied on the massive degeneracy of
the ground state, which is lacking in the case of couplings drawn from a continuous distri-
bution. The ground state degeneracy has consequences for the relaxation of the mean order
parameter as defined using replica overlaps. Considering that we here used the exact same
kind of scaling procedures, our results for the Gaussian couplings also lend further support
to the anomalous behavior in the bimodal case and its explanation in terms of ground-state
degeneracy.
The dynamic exponent we find here for the system with Gaussian couplings is significantly
larger than the two different exponents for the bimodal couplings, where the larger of the
two dynamic exponent, i.e., the one governing the energy relaxation, is z′ ≈ 10.4. While
we do not have a rigorous explanation for this difference, it should be related to the fact
that the ground state in the case of the bimodal couplings is degenerate, and, therefore,
the process does not have to find a specific unique spin configuration but is entropically
attracted to a region with exponentially many ground states and is relaxed once one out of
these configurations has been reached.
Our results also further reinforce the notion that the relaxation dynamics of SA at these
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T = 0 phase transitions is very different from the equilibrium dynamics, where it is known
that, with local updates, the exponent governing the ergodic sampling process at fixed fi-
nite temperature diverges, zeq(T ) → ∞, when T → 0 [77, 89, 104]. In contrast, at T > 0
transitions, in both nonrandom and spin-glass models [7, 49, 68], the dynamic exponent is
finite and takes the same value at equilibrium and in SA analyzed within the KZ hypoth-
esis. Clearly the source of this difference lays in the fact that the equilibrium dynamics is
nonergodic in the limit T → 0.
It is still not completely clear why SA dynamics should exhibit power-law KZ scaling,
instead of exponential scaling, and the fact that power-law scaling does hold must reflect a
certain “funnel” structure of the energy landscape where the energy and entropy barriers
along the walls down to the global minimum increase sufficiently slowly with the system size.
This should be a consequence of the droplet picture in the model with bimodal couplings [66],
and also in the case of Gaussian couplings one can construct a similar approximate droplet
structure [73] that may explain the behavior found here.
Given that KZ scaling in the form of data collapse onto a common scaling function is
observed, a surprising behavior found here for the Gaussian couplings is that the scaling
function for the EA order parameter does not appear to have a power-series expansion for
small values of the standard KZ variable vLz+1/ν ; instead the data show that the the scaling
function has a Taylor expansion in the related variable Lv1/(z+1/ν) = L/ξv. This indicates
a break-down of standard perturbative mechanisms behind KZ scaling in the low-velocity
limit, which have been worked out for quantum many-body systems under Hamiltonian
dynamics (quantum annealing) [5] and have been shown to be applicable also for stochastic
SA dynamics of classical systems [7]. While the reasons for the non-perturbative behavior
found here are not presently clear and deserve further study, one possibility is the prolifera-
tion of excited states nearly degenerate with the unique ground state, which may shrink the
radius of convergence of the perturbation series to zero in the thermodynamic limit. How
these non-perturbative effects lead to analytic behavior in the new scaling argument L/ξv
is not clear and is an important question for further study.
Chapter 5
Comparison of Quantum versus Classical
Annealing of the Fully-connected Ising
Spin Glass
5.1 Introduction
Many important and common optimization problems can be mapped to those of finding
the ground states of spin glasses [105, 106]. A versatile method in studying spin glasses is
simulated annealing (SA) [107, 108], where a Monte Carlo (MC) simulation of a system starts
from a relatively high temperature, allowing a full exploration of the energy landscape, and
as temperature get decreased slowly, eventually the system settles in its ground state if the
annealing process is slow enough. Not only is SA a practical tool in studying and improving
the equilibrium properties of spin glasses, but it has also been applied in investigations of
their dynamic properties [50, 51].
While SA takes advantage of thermal fluctuations to climb over energy barriers and
reach the ground state, quantum annealing (QA) exploits quantum fluctuations through
introducing another term in the Hamiltonian which do not commute with the original
problem Hamiltonian [13, 109, 110]. As generally spin glass systems (or the optimization
problems they represent) take exponentially long time to solve (with increasing problem
size) using classical computers, now hopes of solving these NP-hard problem are put in the
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quantum annealers [111], like those recently built by D-Wave Systems [15]. Many studies
have been devoted to the quantum processes and other issues in the devices [17, 18, 112],
and there are also many works devoted to the question of whether QA can perform better
than classical simulated annealing in principle [16]. The work in Ref. [110] showed initial
positive signs on the superiority of QA over SA, however, Ref. [16] puts the initial claims in
question. Meanwhile, as commented in Ref. [49] the results of those works do not reveal the
true quantum dynamic properties of QA, as they were based on simulations that did not
involve the full quantum dynamics but are actually probing classical stochastic dynamics
within quantum Monte Carlo simulations.
The study in Ref. [49] used an alternative method of Hamiltonian dynamics in imaginary
time, focusing on the dynamics of one specific spin glass model, the 3-regular graph, when
approaching its phase transitional point. They conclude that at least QA is slower in
reaching the spin-glass state, though no conclusion is made about the efficiency of QA
versus SA in reaching the final classical ground state. Universal patterns regarding the
possible superiority of QA over SA are still missing, even within specific quantum spin glass
models, and many questions are still left to be answered.
In this chapter, we have applied both QA and SA in solving a specific NP-hard problem,
namely, to find the ground state of an Ising spin glass on fully-connected graphs [105, 114].
Previously, this model has been implemented on the D-wave Two device [115], however, their
implementation of the Hamiltonian is not exact due to the chimera structure of D-wave Two,
and a parameter has to be involved in the final Hamiltonian of the implementation. Due to
the discrepancies between the implemented Hamiltonian and the original one, the conclusion
in [115] is not decisive. In our study, we analyze the scalings of the success rate, which is the
probability of finding the ground state, with the annealing velocity as well as the system
size, hoping to shed some light on the discussions about whether QA is indeed superior
compared to SA within this specific model. These calculations are done on small systems
(up to 20 spins, or qubits) where the quantum mechanical time evolution according to the
Schro¨dinger equation can be carried out exactly with standard computational techniques.
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A different way to explore QA was applied to quantum spin glasses in [49]. This algo-
rithm, also referred to as the Quasi-adiabatic quantum Monte Carlo (QAQMC) method,
was initially introduced in [5] (in a slightly different form) and [113], serving as an alter-
native algorithm to model real-time QA that can only work with small systems. QAQMC,
however, can work with much larger systems, by adapting the time evolution under the
imaginary-time Schro¨dinger equation. Moreover, unlike the prior “simulated QA” algo-
rithms [110], which actually probe the stochastic dynamics of the simulation algorithm
rather than the actual quantum dynamic properties governed by the Hamiltonian dynam-
ics, QAQMC is proven to reproduce some aspects of genuine quantumness in its dynamics.
Furthermore, comparing real-time and imaginary-time quantum evolution using adiabatic
perturbation theory [5], it has been shown that the differences in typical QA protocols scale
as ∼ O(va), where the velocity v stands for the inverse of the total annealing time and a is
an exponent that depends on the quantity studied and typically is a = 2 or a = 3. Thus,
QAQMC is a good candidate for studying QA properties for larger system sizes, as when
the annealing process is slow enough, QAQMC would converges to the same results as the
real-time QA, including the leading non-adiabatic effects. In our study, to further explore
the differences and similarities between imaginary- and real-time QA, we apply QA with
both the exact real-time and imaginary-time Schro¨dinger dynamics for small system sizes.
By comparing the dynamical scaling of the success rate over system size for these two kinds
of QA processes (real- versus imaginary-time), we find that there scaling matches with each
other.
This chapter is organized as follows: First we introduce the Hamiltonian and the proper-
ties of the fully-connected Ising spin glass. Second, we describe the two kinds of annealing
protocols we have applied, i.e., SA and QA, together with their simulation details. We
would like to point out that for SA, instead of applying Monte Carlo simulations based on
the standard Metropolis algorithm [8] in the updates of the annealing process, we build the
corresponding full probability-matrix, with which we can directly calculate the probability
of reaching each possible state. This is possible only for small systems, of size comparable
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to those for which the QA protocol can be solved exactly. Next, we present our simula-
tion results and scaling analysis. In the last section, we summarize the main results of the
chapter.
5.2 Model and methods
The Hamiltonian of the fully-connected Ising spin glass is
H =
1√
N
∑
〈ij〉
Jijσiσj , σi = ±1, (5.1)
where the interactions are among all the spin pairs 〈ij〉, as long as i 6= j. N is the total
number of spins in the system and there are in total N(N − 1)/2 couplings. In this case
the random couplings Jij are drawn from a bimodal distribution, i.e. Jij = ±1. The pure
classical model is universal over coupling distributions [116], and it is known to have a spin-
glass phase transition at Tc = 1 [89, 117] with an exponentially long relaxation time τrelax
within the spin-glass phase [114]. Putting the pure classical system in a transverse magnetic
field turns it into a quantum model, and its phase diagrams have also been extensively
studied [118, 119].
For a system with N spins, in total we have 2N possible states. With certain coupling
realizations, the system can have many ground states, however here we only select those
coupling realizations Jij with which there are exactly two ground states (relating to each
other through the spin-inversion symmetry). We define a measurable quantity, the success
rate S, which is the total probability of reaching the two ground states out of all the possible
states. In this study, we have applied two annealing methods in finding the ground states,
the simulated annealing as well as the quantum annealing, and we will introduce each
method in the following sections correspondingly.
5.2.1 Simulated Annealing
The typical way of applying SA is through MC updates: first, let system equilibrate
at some initial high temperature, Tini, and then carry out tq MC steps while lowering the
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temperature step by step, according to the following protocol till the final temperature (here
we focus on the situation where the temperature decreases all the way to zero),
T (t) = Tini(1− t/tq). (5.2)
At the end of the annealing process, one can check whether the state the system has reached
is one of the two ground states or not. If so, the measurement of the success probability is
one, otherwise, it is zero. To take the statistical average, one can repeat the same process
many times with the same random coupling realization, and, at the end of each annealing
process, record whether the ground states have been reached or not. The success rate S
for a certain coupling realization will be the average probability of getting ones over all the
repetition times.
However, in our study we introduce a new scheme of SA, where we do not get the suc-
cess rate S through the stochastic MC, but through deterministically applying a series of
probability matrices to an initial thermodynamic state at some temperature. We can call
this kind of SA, ‘probability-matrices based SA’. The advantage of this new annealing pro-
tocol is that one can directly get the success rate at the final state and there is no need to
repeat the same annealing process many times like in the case of the stochastic MC. In the
following we will elaborate in detail how this protocol works.
For a system of N spins, we use N -digit integers to represent the spin configurations
(there are 2N of them in total), where each digit of an integer, 1 or 0, corresponds to an up
or down spin, respectively. With one set of random coupling realization Jij , we first locate
the two ground states, n1 and n2, by looking for the lowest energies among all possible
states. Note again that we only keep the coupling realizations which yield two ground state
degeneracies, relating to each other through spin inversion symmetry, and discard those
coupling realizations which have more degeneracies.
Before carrying out the SA process, we first initialize a probability vector p(t = 0, i), i ∈
[0, 2N−1], representing the probability distribution of each state i at the initial temperature
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Tini = 4. According to the Boltzmann distribution the elements p(i) then are
p(t = 0, i) =
exp
(
Ei−Eg
Tini
)
2N−1∑
i
exp
(
Ei−Eg
Tini
) , (5.3)
where Ei and Eg stand for the energy of ith state and the energy of the ground state based
on the definition of Hamiltonian in (5.1). Moreover, we build a matrix δE(i′, i), representing
the energy difference between state i and the new state i′ by flipping the jth spin of the
state i. Here i ∈ [0, 2N −1] representing each possible state while j ∈ [0, N −1] representing
the jth spin of states i, which after being flipped leads to the new state i
′.
For an SA process with total tq annealing steps, at each step t, we decrease the tem-
perature according to the protocol in (5.2). The probability matrix Mt(i
′, i), with i, i′ ∈
[0, 2N − 1], stands for the probability of changing state i to state i′ through flipping one
spin of state i at time t, and each element of Mt(i
′, i) is defined as:
〈Mt(i′, i)〉 =
exp(δE(i
′, i)/T )/N, δE(i′, i) > 0,
1/N, δE(i, i′) < 0.
(5.4)
while the diagonal term Mt(i, i) stands for the probability of staying at the original state,
Mt(i, i) = 1−
∑
<i,i′>
Mt(i, i
′), Mt(i, i′) 6= 0. (5.5)
which ensures that the total probability flux of state i, i.e., the sum of the probability of
staying the same and the probability of being changing to a new state, is normalized. The
product of Mt and the state probability vector p(t) represents a new state probability after
proposing and flipping a single spin. Recall that in a MC simulation one MC step involves
proposing to flip N spins, so we have to apply the probability matrix N times to get the
probability vector of the next step, p(t+ 1, i),
p(t+ 1) = MNt · p(t), i ∈ [0, 2N − 1]. (5.6)
At the final step, when t = tq and T = 0, the probability of reaching each state i is p(tq, i),
and the success rate S, i.e., the total probability of reaching the two ground states, n1 and
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Figure 5.1: Comparison of MC simulation results of the success rate S versus the result
of probability-matrix based SA results for a system of N = 10 spins with the same set of
random couplings. Velocity v is defined as: v = 1/tq, where tq = 2
n and n = 0, 1, ..., 9.
n2 is thus,
S = p(tq, n1) + p(tq, n2), (5.7)
and we can imagine that when the annealing process is slow enough, S → 1.
Figure 5.1 compares standard MC simulation results of the success rate S with the
probability-matrix based SA results for a system of 10 spins with the same random coupling
realization. The annealing steps are tq = 2
n, with n = 0, 1, ..., 9, and the annealing velocity
v is defined as: v = 1/tq. For standard MC SA, we run the annealing process 10
3 times to
get the statistical average of the success rate S within reasonably small error bars, while for
the probability-matrix based SA, we get the definite value of S without repeating the an-
nealing process. From Fig.5.1 we can see that the results based on those two methods agree
with each other, revealing that the protocol of the ‘probability-matrix based’ SA described
above works correctly.
In our study, we apply the probability-matrix based SA to systems withN = 6, 8, 10, ..., 18,
with the total annealing steps tq = 2
n for n = 0, 1, ..., 12. To obtain ensemble statistical
averages, for small systems with N = 6, 8, 10, we average over around 104 random coupling
realizations, while for N = 12, 14, around 103 couplings and for N = 16, 18, we average over
around 102 realizations. Results and analysis will be presented in Sec.5.3.
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5.2.2 Quantum Annealing
The principle of QA is to reach the ground states of a complex problem with Hamiltonian
H0 through introducing quantum fluctuations by adding another term H1 to the original
Hamiltonian. In our case, H0 and H1 are written as,
H0 =
1√
N
∑
〈ij〉
Jijσiσj , σi = ±1, (5.8)
H1 =
∑
i
σxi =
∑
i
σ+i + σ
−
i (5.9)
and the total Hamiltonian H has the following form,
H = sH0 + (1− s)H1 (5.10)
where s ∈ [0, 1]. When s = 0, the hamiltonian H = H1 and the ground state is trivial,
equal superposition of all 2N possible spin states. As we slowly increase s, by the adiabatic
theorem, if the process is slow enough (i.e., the annealing velocity v is small enough), the
system will eventually reach the ground state of H0 at s = 1. In what follows, we discuss
the details of how QA is realized in our numerical simulation.
The Schro¨dinger equation for the system can be written as (for simplicity, take ~ = 1),
−i∂φ
∂t
= H(t)φ(t), (5.11)
where H(t) is changing over time t, as the parameter s in the form of H(t) (5.10) is time-
dependent and it has the following form:
s(t) = tanh(8t/tq)t/tq. (5.12)
Note here that the form of s(t) almost resembles the simple linear form, s(t) = t/tq. The
purpose of the tanh(x) part is to regulate the first few steps of the annealing to have a
smoother start, such that we can avoid oscillations in the wavefunctions due to the initial
non-analytic behavior. After a few steps of t, tanh(8t/tq) ≈ 1 and s(t) becomes linear. Since
what really matters here is the final state of the system when t = tq, where the influence of
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tanh(x) has already died out, we can ignore the seemingly complicated form of (5.16) and
regard it as being linear.
The initial state (s = 0) of the wavefunction φ(t) at the beginning of the QA process is
an equal superposition of all possible states i, i ∈ [0, 2N − 1]
φ(t = 0) =
1√
2N
2N−1∑
i=0
|i >, (5.13)
and the probability of finding each state i is identical, p(i) = 1/2N . Again each digit of i,
whether 1 or 0, represents the state of one spin in σz basis being up or down, correspondingly.
For each QA step t, first we update the form of H(t) based on Eqs.(5.10) and (5.12), and
then we find the approximate but high-precision result (for small enough time step) of
the wavefunction φ(t) by using the 4th-order Runge-Kutta method, a common method in
solving differential equations [120]. Finally at the end of the QA process when t = tq, we
get the expression of the wavefunctions, φ(t = tq), and the probability of finding state i can
be expressed as:
p(i) = | < i|φ(t) > |2, i ∈ [0, 2N − 1]. (5.14)
The success rate S, which is the total probability of finding the ground states of the original
hamiltonian H0 has the following form,
S =
∑
i∈[ng ]
p(i) (5.15)
where ng are all the possible ground states of H0. In our study, again we only choose the
random coupling sets Jij such that H0 has exactly two eigenstates, .e.g. n1 and n2 (relating
to each other through a spin-inversion symmetry). With this condition, the success rate S
becomes even simpler,
S = p(n1) + p(n2) (5.16)
again we expect S → 1 with a slow enough annealing process.
So far, we have discussed the QA method based on the real-time Schro¨dinger dynamics,
which literally means that the time parameter is real. In the following context, we briefly
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discuss another scenario, in which the time becomes imaginary. For imaginary-time dynam-
ics, we simply replace time t with τ = −it, and the imaginary-time Schro¨dinger equation
in (5.11) can be rewritten as:
−∂φ
∂τ
= H(τ)φ(τ), (5.17)
in which H(τ) follows the same form as in (5.10) and (5.12). In analogy to the real-time
case, we apply the 4th-order of Runge-Kutta method in propagating φ(τ) at each QA step
τ . Again, the success rate S are measured at the end of QA when τ = τq by following the
expression in (5.16).
In our simulations of QA for both real and imaginary-time dynamics, we have studied
systems of various spin sizes, N = 8, 10, ...18 and for each size N , we simulate different QA
processes at various total number of QA steps, tq = 2
n (real-time) and τq = 2
n(imaginary-
time), with n = 0, 1, ..., 9, and a straightforward definition of the annealing velocity is
defined as,
v = 1/tq or v = 1/τq, (5.18)
for real-time and imaginary-time dynamics correspondingly. Results and analysis will be
discussed in the following section.
5.3 Results
In this section, we study the behavior of the success rate S(v,N) for a system with spin size
N and the annealing velocity v. To differentiate the quantity S for distinctive annealing
processes, such as SA, QA with real-time dynamics as well as QA with imaginary-time
dynamics, we label them as Ss, Sr, and Si correspondingly.
Figure 5.2 shows the original behavior of the success rate Ss versus the annealing velocity
v under SA for system with N = 8, 10, 12, 14, 16, 18. From the plot we can tell that as
the annealing process becomes slower, the success rate increases. Moreover, to get to the
same level of success rate, larger system sizes need slower annealing rates (longer annealing
times). According to Ref. [114], the relaxation time τrelax at T < Tc within the spin-glass
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Figure 5.2: (log-log) Scaling of the success rate Ss vs. the annealing velocity v through
probability-matrix based SA for system with sizes N = 8, 10, 12, 14, 16, 18.
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Figure 5.3: (log-log) Data-collapse of Ss based on a exponential scaling relation. Here β
and γ are adjustable parameters and the best fit yields β = 7.1± 1.0, γ = 0.27± 0.02.
108
101 102 103 104 105
vN α
10-2
10-1
100
S s
N=8
N=10
N=12
N=14
N=16
N=18
Figure 5.4: (log-log) Data-collapse of Ss based on a power-law scaling relation. Adjust α
as a parameter and the best fit yields α = 3.85(15).
phase scales exponentially with the system size:
τrelax ∼ exp(aN b) (5.19)
where a is some constant and the exponent b = 0.25(2). Naively, relating the annealing
time tq = 1/v to the relaxation time τrelax by tq ≈ τrelax, we can get the scaling of annealing
velocity vs. system size, v ∼ exp(−βNγ), and Sr can be expressed as,
Ss ∼ f(v exp(βNγ)) (5.20)
Figure 5.3 shows the scaling based on Eq.(5.20). The data-collapse works well for small
systems with slow annealing velocity when Ss → 1. However, it looks less convincing in
the middle and the right parts of the plot, when the annealing velocity is higher. It is
not unexpected, as the scaling in Eq. (5.20) is supposed to work in the regime when the
ground state is approached almost adiabatically. The best fitting yields the values of the
two parameters, β = 7.1±1.0 and γ = 0.27±0.02. The result for the exponent γ agrees with
previous results of the parameter b in EQ. (5.19) [114]. However, there is also possibility
that the SA dynamics actually differs from the equilibrium dynamics at T = 0 and can
instead accelerate the dynamics, like the case studied in Refs. [50, 51], thus besides the
exponential scaling, we also try a power-law scaling, where we assume v ∼ N−α, as shown
in Fig. 5.4. When tuning α as a free parameter, the best data-collapse yields α = 3.85(15).
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The scaling looks quite similar to the one with exponential scaling, in which is reasonable
in itself that exp(βNγ) ∼ Nα when both N and γ is small. Due to the limit of small
system sizes, it is hard to say which form indicates the true scaling. Based on the studies
of Ref. [114], we are more inclined toward the exponential scaling, moreover, the case when
SA accelerates the dynamics at T = 0 in [50, 51] happens when T = 0 is a critical point,
which is not the case here.
We next present the results obtained through QA. The raw behavior of the success rate
based on the real-time and the imaginary-time QA, Sr and Si,versus annealing velocity v
looks similar to Fig. 5.2 and we do not present a figure here. Figures 5.5 and 5.6 reveal the
data-collapse of the success rate based on a power-law scaling between the annealing velocity
and the system size, v ∼ N−α, for real-time and imaginary time QA, correspondingly.
Unlike the case of SA above, the data-collapse with the power-law scaling looks acceptable
within quite a large regime, implying that the power-law relation between v and system size
N is convincing. When tuning the power-law exponent α as an parameter, the optimal data-
collapse yields α = 1.07(11) for the real-time QA and α = 1.01(1) for the imaginary-time
QA.
Comparing the real-time and the imaginary-time dynamics, the velocity scaling with
system size N seems to agree with each other. This is in compliance with the study of [5],
which concludes that the scaling of real-time and imaginary-time dynamics is universal, and
when the annealing velocity is slow enough, eventually the two dynamics merge to the same
behavior.
Even though it is uncertain (due to small system size) that whether the scaling of SA
should be exponential or power-law, in either case, QA seems superior to SA: if SA’s scaling
is indeed exponential, then it is apparent that the exponential scaling is slower compare to
power-law in the large-N limit. On the other hand, if SA has a power-law scaling, since the
exponent in SA is greater than that of QA (either real-time or imaginary time), again that
indicates a slower dynamics of SA compared to QA.
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Figure 5.5: (semi-log) Power-law scaling of the success rate Sr under real-time QA for
system sizes N = 8, 10, 12, 14, 16, 18. The data-collapse procedure yields the power-law
exponent α = 1.07(11).
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Figure 5.6: Power-law scaling of the success rate Si under imaginary-time QA for system
sizes N = 8, 10, 12, 14, 16, 18. The data-collapse procedure yields the power-law exponent
α = 1.01(1).
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5.4 Discussion
In this study, we have simulated the process of finding the ground state of the fully-connected
spin glass with random bimodal couplings through SA and QA. For QA, we have applied
both real-time and imaginary-time dynamics. In SA, we developed a probability matrix-
based method instead of the commonly used stochastic MC. This method yields determin-
istic probabilities for reaching each state of the system, unlike the common way of MC,
where the probability is achieved through stochastic sampling. We have compared the two
methods and confirmed that they deliver the same results. Moreover, we have analyzed the
dynamic scaling of the success rate (probability to reach the ground state) versus system
size N for different annealing protocols: SA shows signs of exponential scaling (even though
it is hard to differentiate it from a power-law scaling for the system sizes studied), and
the exponential scaling seems to agree with pervious results when measuring the relaxation
time through equilibrium dynamics. Nonetheless, QA shows strong evidence of power-law
scaling, though this remarkable result could also very well only apply for the small system
sizes reached here. Moreover, our results indicate that the imaginary-time dynamics and the
real-time dynamics show identical power-law exponent, which agrees with the conclusions
drawn in [5]. Putting all the results together, in this specific model we have studied here,
i.e. the fully-connected Ising spin glass, it seems to demonstrate that QA is more efficient in
finding the ground state compared to SA, although the specific forms of the scaling behav-
iors cannot be definitely determined based on small system sizes. For further studies, we
can employ imaginary-time QMC to examine systems with larger sizes and check whether
the power-law scaling is intrinsic or in fact due to the finite-size effect.
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