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Equation with Applications in Stochastic Approximation*
Yunmin Zhu
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In this paper, we consider an asymptotic normality problem for a vector
stochastic difference equation of the form Un+1=(I+an(B+En)) Un+an(un+en),
where B is a stable matrix, and En n 0, an is a positive real step size sequence with
an n 0, n=1 an=, and a
&1
n+1&a
&1
n n *0, un is an infinite-term moving
average process, and en=o(- an). Obviously, an here is a quite general step size
sequence and includes (log n);n:, 12<:<1, or :=1 with ;0 as special cases. It
is well known that the problem of an asymptotic normality for a vector stochastic
approximation algorithm is usually reduced to the above problem. We prove that
Un- an converges in distribution to a zero mean normal random vector with
covariance 0 e
(B+(12) *I ) tRe(B
{+(12) *I ) t dt, where matrix R depends only on some
stochastic properties of un , which implies that the asymptotic distributions for both
the vector stochastic difference equation and vector stochastic approximation algo-
rithm do not depend on the specific choices of an directly but on *, the limit of
a&1n+1&a
&1
n .  1996 Academic Press, Inc.
1. Introduction
An asymptotic normality problem for a stochastic approximation (SA)
algorithm was extensively discussed in Chung [3], Fabian [4], Major and
Revesz [7], Nevelson and Hasminskii [8], Kushner and Huang [6], and
solo [10], among others.
In previous studies, the problem under consideration was reduced to
discussing the asymptotic distribution of Un- an for the vector stochastic
difference equation (cf. Nevelson and Hasminskii [8, p. 148], Kushner and
Huang [6, p. 608] and Solo [10, p. 158])
Un+1=(I+an(B+En)) Un+an(un+en), (1.1)
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where Un , un , en # Rl_l and B is a stable matrix (a ``stable'' matrix means
that all its eigenvalues lie in the left half-plane), En  0; the noise un is an
infinite-term moving average process and en=o(- an); an is a positive real
sequence of step sizes with an  0, n=1 an=, and a
&1
n+1&a
&1
n  *0.
A corresponding vector SA algorithm to (1.1) is given by
xn+1=xn+anR(xn)+an(un+en), (1.2)
where R( } ): Rl  Rl is the Borel-measurable regression function with its
first partial derivatives matrix given by B at the unique zero point % of
R( } ). Under some regularity conditions on R( } ), one can prove that the
asymptotic distribution of (xn&%)- an is the same as that of Un- an (cf.
all of the aforementioned works).
When l=1, i.e., Un is scalar, Chung [3] for an=an (a>0), and Solo
[10] for the above general [an] have shown that Un- an converges in dis-
tribution to a normal random vector with mean zero and variance
_2(2B&*) (note that *=1a for an=an), where _2=limn Eu2n . In addi-
tion, Major and Revesz [7] have investigated various asymptotic distribu-
tions related to Un for an=1n and 0<B< 12.
When l>1, Sacks [9] and Fabian [4] have discussed this problem for
a symmetric negative definite matrix B and an=1n:, 12<:1. However,
they have not given a clear expression for the asymptotic covariance of
Un- an. Nevelson and Hasminskii [8] relaxed Sacks and Fabian's
assumption on matrix B; in particular, they considered an=an and a
stable (not necessarily symmetric) matrix B and derived
Un- an w
d UtN \0, |

0
e(B+(12a) I ) tRe(B r+(12a) I ) t dt+ , as n  ,
(1.3)
where R=limn Eun u{n , the superscript ``{'' denotes transpose.
Kushner and Huang [6] investigated the asymptotic normality of a
vector SA procedure with nonadditive noise for an=1n:, :1. Under
some regularity conditions they have proved that Un- an for a stochastic
difference equation similar to (1.1) converges in distribution to a zero mean
normal random vector with covariance
|

0
eAtReA{t dt, (1.4)
where A=B+ 12I as :=1, A=B as :<1. In addition, they considered
quite broad dependent noise process.
In summary, there has not been any result on the asymptotic normality
for the random vector sequences as in (1.1) and (1.2) based on the general
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[an] mentioned above. It is well known that an  0 and n=1 an= are
both necessary for the convergence of the above sequences (cf. [5, 8]), and
a&1n+1&a
&1
n  *0 includes all types of [an] in the previous works as
special cases.
Naturally, some basic problems should be investigated. First, does the
vector Un- an defined by (1.1), or the vector (xn&%n)- an based on the
above general [an], still converge in distribution to some normal random
vectors? Second, if the answer is affirmative, can their covariance matrices
still be expressed in an explicit form similar to (1.3) or (1.4)? Finally, how
do their covariances depnd on the step size [an]?
In this work we prove that the answers to the first two questions are
positive and show that the asymptotic covariance matrices of Un- an or
(xn&%n)- an depend only on the limit * of (a&1n+1&a&1n ), rather than on
what specific [an] is. In particular, our result shows that denoting
A=B+ 12*I in (1.4), we have *=0 and A=B if an=(log n)
;n: (:<1 or
:=1, ;>0) while *=1a and A=B=(12a)I if an=an. This implies that
the previous results on the asymptotic normality for (1.1) or (1.2), based
on various concrete [an], are just some special cases of our results.
One of the key points of our results is to prove the interesting matrix
sequence limit
lim
n  
:
n
i=1
aieA 
n
k=i ak QeB 
n
k=i ak=|

0
eAtQeBt dt, (1.5)
where an>0, an n 0, 0 =; A and B are both stable matrices, and Q
is an arbitrary compatible matrix (see Lemma 10 in the sequel).
The remainder of the paper is organized as follows. Some assumptions
and main theorems are given in Section 2. The lemmas and proofs of the
main theorems are presented in Section 3. Section 4 is devoted to the exten-
sion of the above results on the asymptotic normality for the SA procedure
(1.2) by applying the main theorems given in Section 2.
2. Assumptions and Theorems
The assumptions given here are of particular relevance to the asymptotic
normality for Eq. (1.1). Some further assumptions for the SA (1.2) will be
presented in Section 4.
Assumptions. A1. an>0, an n 0, n=1 an=, a
&1
n+1&a
&1
n  n *0.
A2. B+ 12*I is a stable matrix.
A3. en=o(- an), o n 0, a.s., un=i=0 Ci|n&i ,
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where Ci # Rl_l, (|n , Fn) is an l-dimensional martingale difference sequence,
and
:

i=0
|Ci |<, (2.1)
E(|n | Fn&1)=0, E( ||n | 2 |Fn&1)M,
for some M>0, \n, (2.2)
lim
N  
lim
n  
E ||n | 2 I[|| n |>N ]=0, (2.3)
lim
n  
E(|n|{n | Fn&1)=S0 , a.s. (2.4)
Remark 1. We use M to denote a constant throughout the paper, but
it may change from usage to usage, and we use | } | to denote the Euclidean
norm for a real number, or a vector, or a matrix. The inequality in (2.2)
plus (2.3) can be replaced by a more restrictive inequality as
E( ||n |$ | Fn&1)M for some $>2, \n. (2.5)
The assumptions on [|n] and [un] have been used in many papers and
are quite reasonable from the point of view of applications. In view of (2.2)
and (2.4), [un] is not necessarily stationary.
Now we state the following two theorems and leave their proofs to the
next section.
Theorem 1. Under the assumptions A1A3, Un- an for Eq. (1.1) con-
verges in distribution to a normal random vector with mean zero and
covariance
S=|

0
e(B+(12) *I ) t :

i=0
CiS0 :

i=0
C {i e
(B {+(12) *I ) t dt. (2.6)
Theorem 2. Suppose that the assumptions A1A3 hold. Let k and
n1 , n2 , ..., nk be some positive integers, a&1n <n1<n2< } } } <nk :
lim
n  
log(annk)=tk . (2.7)
Then the random vectors
(Un 1- an1 , ..., Un k - ank)
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converge as n   in distribution to the vectors (Z(t1), ..., Z(tk)), where
Z(t) is a stationary Gaussian Markov process satisfying the stochastic dif-
ferential equation
dZ=(B+ 12*I ) I dt+ :

i=0
CiS 120 d|(t), (2.8)
where |(t) is an l-dimensional standard Wiener process and S 120 is the
square root of the matrix S0 in (2.4).
3. The Lemmas and Proofs of the Main Theorems
In order to simplify the presentation of the proofs, we present a sequence
of lemmas. Denote
Bn, k= `
n
i=k
(I+ai(A+Ei )), nk; Bn, n+1=I, (3.1)
where A is a stable matrix, En  0 or En#0, and A and En may change
from usage to usage; such as, we may have A=B or A=B+ 12*I.
Lemma 1. Under A1, we have
|Bn, k |Me&+ 
n
i=k ai,
where the constants M>0, +>0 and they depend on [En], A, and [an], but
not on k, n.
Proof. By the stability of A and Hirsch and Smale [4a, p. 146] there
exists a norm | } |
*
on Rl_l such that
|eAt |
*
e&+ 0 t, for some +0>0. (3.2)
Therefore, we can find t0>0 and 2+ # (0, +0) such that
|I+At|
*
1&2+t, \t # [0, t0]. (3.3)
Without loss of generality we choose +<1(2a1). Thus by (3.3), there exists
N>0 such that as nN, ant0 , we have
|I+an(A+En)|*1&an(2++|En |*)1&an +. (3.4)
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Hence,
|Bn, k |M |Bn, k |*M } `
N&1
i=k
(I+ai (A+Ei )) }
*
`
n
i=N
(1&ai +)
Me&+ 
n
i=k a i . K (3.5)
Lemma 2. Under A1, we have
sup
n
:
n
k=1
ak |Bn, k+1 |:<, \:1.
Proof. By Lemma 1 and A1, we have
sup
n
:
n
k=1
ak |Bn, k+1 |:=sup
n {an+ :
n&1
k=1
ak |Bn, k+1 |:=
M \ :
n&1
k=1
ake&+ 
n
i=k+1 a i+1+
M \e&+ ni=1 ai :
n&1
k=1
ake+ 
k
i=1 a i+1+
M \e&+ ni=1 ai |
e
n
i=1 ai
a1
e+t dt+1+<. K
Lemma 3. Assume A3. Let mnk be a positive sequence such that
sup
n, k
mnk<, lim
k  
mnk=0 uniformly in nk. (3.6)
Then
lim
n  
:
n
k=1
ak |Bn, k+1 |: mnk=0, \:1. (3.7)
Proof. By Lemma 2 and (3.6) for \=>0, there exists N0>0 such that
as n>N0
:
n
k=N 0+1
ak |Bn, k+1 | : mnk<
=
2
. (3.8)
Noticing Lemma 1, 1 ak= and (3.6), we can choose N1>N0 so that
as nN1 ,
:
N0
k=1
ak |Bn, k+1 |: mnk<
=
2
. (3.9)
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Hence as nN1 ,
:
n
k=1
ak |Bn, k+1 |: mnk<=. K
Lemma 4. Assume A1A3. Let Un be defined as (1.1) and let
U n+1=(I+an(B+En)) U n+anun . (3.10)
Then
|Un&U n |- an n 0, a.s.
Proof. By the Taylor formula and A1, we obtain
\ anan+1+
12
=\an&an+1an+1 +1+
12
=1+
1
2
an(a&1n+1&a
&1
n )+O \\an&an+1an +
2
+
=1+
1
2
an *+o(an). (3.11)
Denote
Dn=Un&U n .
Therefore, by A1, A3, (1.1), (3.10), and (3.11) we have
Dn+1
- an+1
=\1+12 an*+o(an)+_(I+an(B+En))
Dn
- an
+- an en&
=\I+an \B+12 *I+E n++
Dn
- an
+(- an+o(- an)) en
=Bn, 1
D1
- a1
+ :
n
i=1
(- ai+o(- ai)) Bn, i+1 } o(- ai)
=Bn, 1
D1
- a1
+ :
n
i=1
o(ai ) Bn, i+1 , (3.12)
where E n  0, Bn, i=>nk=i (I+ak(B+
1
2 *I+E k)). By Lemmas 1 and 3 and
A2, the lemma holds. K
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Lemma 5. Assume A1A3. Let U n be as (3.10) and let
Un+1=(I+an(B+En)) Un+an :

i=0
Ci |n . (3.13)
Then
E |Un&U n |- an  0 as n  .
Proof. Similar to (3.12) and still denoting Dn=Un&U n , we obtain
Dn+1
- an+1
=Bn, 1
D1
- a1
+ :
n
i=1
(- ai+o(- ai)) Bn, i+1 :

k=0
Ck(|i&|i&k). (3.14)
Therefore, we have
E } Dn+1- an+1 }Bn, 1E }
D1
- a1 }
+E } :
n
i=1
(- ai+o(- ai)) Bn, i+1 :

k=0
Ck(|i&|i&k) } . (3.15)
Let us rewrite the last term in (3.15)
:
n
i=1
(- ai Bn, i+1 :

k=0
Ck(|i&|i&k)
= :
n
i=1 \- ai Bn, i+1 \ :
r
k=0
+ :

k=r+1+ Ck(|i&|i&k)+ , (3.16)
where r is a positive integer.
By A3, Schwartz inequality, and Lemma 2, we see that
E } :
n
i=1 \- ai Bn, i+1 :

k=r+1
Ck(|i&|i&k+ }
 :

k=r+1 \E } :
n
i=1
- ai Bn, i+1Ck |i }+E } :
n
i=1
- ai Bn, i+1Ck |i&k }+
 :

k=r+1 \\E } :
n
i=1
- ai Bn, i+1Ck|i }
2
+
12
+\E } :
n
i=1
- ai Bn, i+1Ck|i&k }
2
+
12
+
M :

k=r+1
|Ck | \ :
n
i=1
ai |Bn, i+1 |2+
12
 0 as r  0. (3.17)
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On the other hand, for the fixed r, we have
:
r
k=0
:
n
i=1
- ai Bn, i+1Ck(|i&|i&k)
= :
r
k=0 _& :
k
i=1
- ai Bn, i+1Ck|i&k+ :
n
i=n&k+1
- ai Bn, i+1Ck |i
+ :
n&k
i=1
(- ai Bn, i+1&- ai+k Bn, i+k+1) Ck|i& . (3.18)
Using the same argument as (3.17) and noticing that in the first two
summations on the right hand of (3.18) there are at most r2 terms, we have
E } :
r
k=0 \ :
k
i=1
- ai Bn, i+1Ck |i&k& :
n
i=n&k+1
- ai Bn, i+1Ck|i+ } 0. (3.19)
Now we are in a position to consider the last term in (3.18). Rewrite it as
:
r
k=1
:
n&k
i=1
(- ai Bn, i+1&- ai+k Bn, i+k+1) Ck|i
= :
r
k=1
:
n&k
i=1
(- ai Bn, i+1&- ai Bn, i+k+1
+- ai Bn, i+k+1&- ai+k Bn, i+k+1) Ck |i
= :
r
k=1
:
n&k
i=1 _- ai :
i+k
j=i+1
aj \B+12 *I+E j + Bn, j+k+1
+\ - ai- ai+k&1+ - ai+k Bn, i+k+1& Ck |i . (3.20)
By an argument similar to (3.17) and Lemma 3,
E } :
r
k=1
:
n&k
i=1
- ai :
i+k
j=i+1
aj \B+12 *I+E j+ Bn, j+k+1Ck|i } 0 as n  .
(3.21)
By (3.11)
\ aiai+k+
12
&1=\ aiai+1+
12
\ai+1ai+2+
12
} } } \ai+k&1ai+k +
12
&1Mkai , (3.22)
where Mk is a bounded constant dependent on k.
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Therefore, by (3.22) and the same argument as (3.21), we obtain
E } :
r
k=1
:
n&k
i=1 \
- ai
- ai+k
&1+ - ai+k Bn, i+k+1Ck|i } 0 as n  .
(3.23)
It follows from (3.18)(3.23) that
E } :
r
k=0
:
n
i=1
- ai Bn, i+1 Ck(|i&|i&k) } 0 as n  . (3.24)
Thus, by (3.16), (3.17), (3.23) for \=, there are r>0, N>0 such that as nN
E } :
n
i=1
- ai Bn, i+1 :

k=r+1
Ck(|i&|i&k) }<=2 , (3.25)
E } :
n
i=1
- ai Bn, i+1 :
r
k=1
Ck(|i&|i&k) }<=2. (3.26)
This implies that
E } :
n
i=1
- ai Bn, i+1 :

k=1
Ck(|i&|i&k) } 0 as n  . (3.27)
Analogously, we have
E } :
n
i=1
o(- ai ) Bn, i+1 :

k=1
Ck(|i&|i&k) } 0 as n  . (3.28)
From (3.15), Lemma 1, (3.27), and (3.28) the lemma is true. K
Lemma 6. Assume A1A3. Let Un be as (3.13). Then
sup
n
E } Un- an }<. (3.29)
Proof. Similar to the above, it follows from A3 and Lemma 2 that
E } Un+1- an+1 }Bn, 1 E }
U1
- a1 }+E } :
n
i=1
(o(- ai )+- ai ) Bn, i+1 :

k=0
Ck |i }
M+\E } :
n
i=1
(o(- ai )+- ai ) Bn, i+1 :

k=0
Ck|i }
2
+
12
M. K (3.30)
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Lemma 7. Assume A1A3. Let Un be as (3.13) and
U n+1
- an+1
=\I+an \B+12 *I++
U n
- an
+- an :

k=0
Ck|n . (3.31)
Then
E |Un&U n |- an  0 as n  .
Proof. Using an argument similar to (3.12) and denoting Dn&U n , we
see
Dn+1
- an+1
=\I+an \B+12 *I+E n++
Dn
- an
+anEn*
Un
- an
+o(- an) :

k=0
Ck |n , (3.32)
where E n and En*  0.
By A2, Lemmas 1 and 6, and (3.32), it follows that
E } Dn+1- an+1 }Bn, 1E }
D1
- a1 }+ :
n
i=1
ai |Bn, i+1 | |Ei*| } E } Ui- ai }
+E } :
n
i=1
o(- ai) Bn, i+1 :

k=0
Ck |i } 0 as n  . K
(3.33)
Summing up and using Lemmas 47, we see that Un- an in (1.1) and
U n- an in (3.31) have the same asymptotic distribution. Therefore, it
suffices to consider the asymptotic normality of
Sn= :
n
i=1
- ai Bn, i+1 :

k=0
Ck|i , (3.34)
where Bn, i=>nk=i (I+ak(B+
1
2*I )).
Lemma 8. Assume that an>0, an  0, and A is a stable matrix. Then
eA 
n
k= i ak=Bn, i+%n, i , (3.35)
where Bn, i is defined by (3.1) with En=0, |%n, i |  i 0 uniformly \ni and
supn, i |%n, i |<.
Proof. Recall the Taylor expansion for eAt,
eA 
n
k= i ak= `
n
k=i
(I+ak A+%k(a2k)), (3.36)
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where
sup
k
|%k |M by the assumption on [an]. (3.37)
Hence, we have
eA 
n
k=i ak&Bn, i= `
n
k=i
(I+akA+%k(a2k))& `
n
k=i
(I+akA)
=%n(a2n) e
A k= i
n&1 a k+(I+anA)
_\ `
n&1
k=i
(I+akA+%k(a2k))& `
n&1
k=i
(I+akA)+
=Bn, i %i (a2i )+ :
n
l=i
Bn, l+1%l (a2l ) e
A  l&1k=i a k. (3.38)
By Lemmas 1 and 2, (3.37), (3.38), and the assumptions on [an] and A,
we obtain
|eAt |<Me&*t for some M>0, *>0, \t>0, (3.39)
and
|eA 
n
k=i a k&Bn, i |M(sup
ni
a2n+sup
ni
an)M sup
ni
an  0 as i  .
(3.40)
This implies that the lemma holds. K
Lemma 9. Under A1, there holds
lim
n
:
n
i=1
ai (An, i+1QBn, i+1&eA 
n
k=i akQeB 
n
k= i a k)=0, (3.41)
where An, i+1=>nk=i+1 (I+akA), Bn, i+1=>
n
k=i+1 (I+akB), A and B are
both stable matrices, and Q is an arbitrary compatible matrix.
Proof. By Lemmas 8 and 3, we have
} :
n
i=1
ai (An, i+1QBn, i+1&eA 
n
k=i ak QeB 
n
k=i a k }
= } :
n
i=1
ai [(An, i+1&eA 
n
k=i+1 ak ) QBn, i+1
+eA 
n
k=i ak Q(Bn, i+1&eB 
n
k=i a k)]} 0 as n  , (3.42)
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where
:
n
i=1
ai |eA 
n
k=i+1 ak | |Q| |%n, i |  0 as n  
can be seen by the same argument as that in the proofs of Lemmas 2
and 3. K
The following lemma plays a crucial role in obtaining (2.6) and (2.8).
Lemma 10. Let matrices A, B, and Q be all defined as in Lemma 9,
an>0, an  0, n=1 an=. Then
lim
n
:
n
i=1
aieA 
n
k=i a k QeB 
n
k=i a k=|

0
eAtQeBt dt. (3.43)
Proof. Denote
m(T, n)=min {m : :
n
i=m
ai<T=, T>0. (3.44)
Obviously, by the assumption on [an] \T # (0, ), we have
T ] :
n
i=m(T, n)
ai+:n , m(T, n)  , :nam(T, n)&1  0, as n  . (3.45)
Now we consider a partition on [0, T],
0<an<an+an&1< } } } < :
n
i=m(T, n)
ai<T, (3.46)
and we define nk=n+1 ak=0; then we regard
:
n
i=m(T, n)
aieA 
n
k=i ak QeB 
n
k=i a k+:neA 
n
k=m(T, n) ak QeB 
n
k=m(T, n) ak (3.47)
as an integral sum for T0 e
AtQeBt dt.
Clearly by (3.45), there holds
sup
m(T, n)iT
ai n 0, :neA 
n
k=m(T, n) ak QeB 
n
k=m(T, n) a k n 0. (3.48)
Therefore, it follows from (3.44)(3.48) that
lim
n
:
n
i=m(T, n)
aieA 
n
k=i+1 ak QeB 
n
k=i+1 ak=|
T
0
eAtQeBt dt. (3.49)
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Noticing (3.39) and (3.44), we have
:
m(T, n)&1
i=1
aieA 
n
k=i+1 ak QeB 
n
k=i+1 a k
=eA 
n
k=m(T, n) ak :
m(T, n)&1
i=1
aieA  k= i+1
m(T, n)&1 a k QeB  k= i+1
m(T, n)&1 ak
_eB 
n
k=m(T, n) a k  0 as T  . (3.50)
In addition, since A and B are both stable, by (3.39) the integral
0 e
AtQeBt dt exists.
By the definition of the integral and (3.49), (3.50), for \=>0, there exist
T>0, N>0 such that nN,
} |
T
0
eAtQeBt dt&|

0
eAtQeBt dt }=3, (3.51)
} :
m(T, n)&1
i=1
aieA 
n
k=i+1 akQeB 
n
k= i+1 ak }=3, (3.52)
} :
n
i=m(T, n)
aieA 
n
k=i+1 ak QeB 
n
k=i+1 ak&|
T
0
eAtQeBt dt }=3. (3.53)
Using (3.51)(3.53), we have
} :
n
i=1
ai eA 
n
k=i+1 a k QeB 
n
k= i+1 ak&|

0
eAtQeBt dt }
= as nN, (3.54)
and the lemma follows. K
We now complete the proofs of the theorems.
Proof of Theorem 1. As mentioned after Lemma 7, it suffices to con-
sider the asymptotic distribution of
Sn= :
n
i=1
- ai Bn, i+1 :

k=0
Ck|n , (3.55)
where Bn, i=>nk=i (I+ak(B+
1
2*I )). It corresponds to 'n considered in
Nevelson and Hasminskii [8, Eq. (d), p. 148]. Thus, we can repeat their
argument in [8, pp. 148150], applying Lemmas 3, 9, and 10 given here to
verify that the above Sn converges in distribution to a normal random
vector with mean zero and covariance given by (2.6). K
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Proof of Theorem 2. Since Eq. (3.31) in Lemma 7 corresponds to
Eq. (6.15) in Nevelson and Hasminskii [8, p. 153], we can repeat the proof
of Theorem 6.3 in their book [8, pp. 153154]. K
4. Applications in Stochastic Approximation
As mentioned in Section 1, the asymptotic normality for the SA algo-
rithm (1.2) is always reduced to discussing that of the corresponding
Eq. (1.1) under regularity conditions. Thus, we can apply the results in the
previous section to derive the asymptotic normality results based on the
general step size [an] in the vector case.
Notice that in (1.1) considered by Solo [10], l=1, the term En#0, and
the noise [un] is a stationary infinite-term moving average process. Hence,
his scheme is more restrictive than ours, while the noise [un] considered by
Nevelson and Hasminskii [8] is a martingale difference sequence. There-
fore, it is possible to extend their results on the asymptotic normality for
the SA algorithm (1.2) by applying Theorems 1 and 2 in Section 2.
In the sequel, we intend to present some theorems for the vector SA
scheme (1.2) and give brief proofs.
The following assumptions are needed for the above:
A4. xn  %, a.s.; E |xn&%|=O(- an).
A5. R(x)=B(x&%)+$(x), $(x)=o |x&%|, as |x&%|  0.
Remark 2. There are many papers that have discussed the almost sure
convergence and moment convergence similar to that given by A4 under
some further regularity assumptions on R( } ) (cf. Nevelson and Hasminskii
[8], Solo [10], Chen and Zhu [1, 2]).
Theorem 3. Under A1A5, (xn&%)- an for the SA algorithm (1.2)
converges in distribution to a normal random vector with mean zero and
covariance given by (2.6).
Proof. Without loss of generality, we let %=0. By A5 rewrite (1.2) as
xn+1=(I+an B) xn+an $(xn)+an(un+en). (4.1)
Let Dn=xn&Un , where
Un+1=(I+anB) Un+an(un+en). (4.2)
Clearly, there holds
Dn+1=(I+an B) Dn+an$(xn). (4.3)
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Moreover, by an argument similar to (3.12) we have \N1
Dn+1
- an+1
=\I+an \B+12 *I+E n++
Dn
- an
+(- an+o(- an)) en
=Bn, N
DN
- aN
+ :
n
i=N
(- ai+o(- ai)) Bn, i+1$(xi ), (4.4)
where E n  0, o  0, as n  .
Then it follows from A4 and A5 that for \=>0, there exist $>0 and
N>0 such that
|$(x)|=2 |x| \|x|<$, (4.5)
P( sup
nN
|xn |<$)>1&=. (4.6)
Hence, by Lemma 2, A4, A5, (4.5), and (4.6) we have
P \} :
n
i=N
- ai Bn, i+1$(xi)}>=+
=+P \} :
n
i=N
- ai Bn, i+1$(xi ) }>=, supnN |xn |<$+
=+P \ :
n
i=N
- ai |Bn, i+1 | |$(xi )|>=, sup
nN
|xn |<$+
=+P \ :
n
i=N
- ai |Bn, i+1 | |xi |>
1
=+
=+= :
n
i=N
- ai |Bn, i+1 | E |xi |=+M=, (4.7)
where M is the constant given in Lemma 2.
Therefore, we obtain
:
n
i=N
(- ai+o(- ai)) Bn, i+1$(xi ) w
p 0 as n  . (4.8)
By Lemma 1 we have
Bn, N
DN
aN
 0 a.s. as n  . (4.9)
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Thus, it follows from (4.4), (4.8), and (4.9) that
Dn
- an
wp 0 as n  ; (4.10)
that is, xn- an and Un- an have the same asymptotic distribution. The
main result now follows from Theorem 1. K
Theorem 4. Suppose that the assumptions A1A5 hold. Let k and
n1 , n2 , ..., nk be some positive integers, a&1n <n1<n2< } } } <nk :
lim
n  
log(annk)=tk . (4.11)
Then the random vectors
(Un 1- an1, ..., Un k - an k)
converge as n   in distribution to the vectors (Z(t1), ..., Z(tk)), where Z(t)
is a stationary Gaussian Markov process satisfying the previous stochastic
differential equation (2.8).
Proof. The theorem follows from (4.10) and the proof of Theorem 2. K
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