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In this paper we extend the notion of min-wise independent family of hash functions by
definingak-min-wise independent familyofhash functions. Informally, under thisdefinition,
all subsets of size k of any fixed set X have an equal chance to have the minimal hash values
among all the elements inX , when the probability is over the randomchoice of hash function
from the family. This property measures the randomness of the family, as choosing a truly
random function, obviously, satisfies the definition for k = |X|. We define and give an
efficient time and space construction of approximately k-min-wise independent family of
hash functions by extending Indyk’s construction of approximately min-wise independent.
The number of words needed to represent each function is O(k log log( 1

)+ log( 1

)), which
is only suboptimal by a factor of O(log log( 1

)), where  ∈ (0, 1) is the desired error bound.
This construction is the first applicable for sampling bottom-k sketches out of the universe.
In addition, we introduce a general and novel technique that utilizes our construction, and
can be used to improve many min-wise based algorithms. As an example we show how to
apply it for similarity estimation over data streams, and reduce exponentially the run time
of the current known result. In addition, we also discuss improvements of known algorithms
for estimating rarity and entropy of random walk over graphs.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Hash functions are fundamental building blocks of many algorithms. They map values from one domain to another,
usually smaller. Although they have been studied for many years, designing hash functions is still a hot topic in modern
research. In a perfect world we could use a truly random hash function, one that would be chosen randomly out of all the
possible mappings.
Specifically, consider the domain of all hash functions h : N → M, where |N| = n and |M| = m. As we need to map each
of the n elements in the source into one of them possible mappings, the number of bits needed to maintain each function is
n logm. Since nowadayswe often havemassive amount of data to process, this amount of space is not feasible. Nevertheless,
most algorithms do not really need such a high level of randomness, and can perform well enough with some relaxations.
In such cases one can use a much smaller domain of hash functions. A smaller domain implies lesser space requirement at
the price of a lower level of randomness.
As an illustrative example, the notion of 2-wise-independent family of hash functions assures the independence of each
pair of elements. It is known that only 2 logm bits are enough in order to choose and maintain such a function out of the
family.
This work is focused on the area of min-hashing. One derivative of min-hashing ismin-wise independent permutations,
which were first introduced in [21,22]. A family of permutations F ∈ Sn (where Sn the symmetric group) is min-wise
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independent if for any set X ⊆ [n] (where [n] = {0, . . . , n − 1}) and any x ∈ X , where π is chosen uniformly at random
in F , we have:
Pr[min{π(X)} = π(x)] = 1|X|
Similarly, a family of functionsH ∈ [n] → [n] (where [n] = {0, . . . , n− 1}) is calledmin-wise independent if for any
X ⊆ [n], and for any x ∈ X , where h is chosen uniformly at random inH, we have:
Prh∈H[min{h(X)} = h(x)] = 1|X|
Broder et al. [22] showed that the size of such families must grow exponentially with n, hence exact construction is not
feasible.
Min hashing is a widely used tool for solving problems in computer science such as estimating similarity [22–24], rarity
[5], transitive closure [4], web page duplicate detection [6,10,16,17], sketching techniques [2,3], greedy list intersection [18],
and other data mining problems [7–9,13,15].
One of the key properties of min hashing is that it enables us to sample the universe of the elements being hashed. This
is because each element, over the random choice of hash function out of the family, has equal probability of being mapped
to the minimal value, regardless of the number of occurrences of the element. Thus, by maintaining the element with the
minimal hash value over the input, one can sample the universe. Usually, k > 1 element are needed, hence k instances of
min hashing schemes are used.
In [2,3] it was shown that it is better to use one hashing scheme and maintain the k elements with the smallest hash
values, in order to get a tighter estimator. Intuitively, this is because the bottom k elements are much more stable than just
the minimal, and the number of distinct elements sampled is exactly k (as there are no repetitions).
Similarity estimation of data sets is a fundamental tool in mining data. It is often calculated using the Jaccard similarity
coefficient which is defined by
|A∩B|
|A∪B| , where A and B are two data sets. By maintaining the minimal hash value over two sets
of data inputs A and B, the probability of getting the same hash value is exactly
|A∩B|
|A∪B| , which equals the Jaccard similarity
coefficient, as described in [4,22–24].
Cohen et al. [25] proposed an estimator for similarity over sets of data. The idea is to run the abovemethod for calculating
Jaccard similarity several times in parallel and take the average. Formally, using notations taken from [5]:
min-wise estimator: Let h1(A), h2(A), ..., hk(A) and h1(B), h2(B), ..., hk(B) be k independent min hash values for the
sets A and B, respectively, the similarity is estimated by:
Sˆ(A, B) = | {l|1 ≤ l ≤ k, hl(A) = hl(B)} |
k
For 0 <  < 1 ,0 < p < 1, 0 < τ < 1, and k ≥ 2−2p−1 log τ−1
Sˆ(A, B) ∈ (1 ± ) |A ∩ B||A ∪ B| + p
for a prespecified precision pwith success probability at least 1 − τ .
For cases where the data inputs are sets, such as in [25], randomly choosing a value for each element is equivalent to
hashing each element using min-wise permutation (or function). In more common cases, where each element can appear
more than once, a min-wise independent function is needed in order to preserve consistency of hash values of identical
elements.
Another estimator is given in [25], where instead of hashing k times, one can hash each element once, and store the k
elements with the minimal values.
k-min-wise estimator: Let h1...k(A), h1...k(B) be the set of kminimal hash values for the data inputs A and B respectively,
the similarity is estimated by:
Sˆ(A, B) = | h1...k(A) ∩ h1...k(B) ∩ h1...k(A ∪ B) |
k
The precision is roughly the same as for the first estimator.
Indyk in [1] was first to give a construction of a small approximately min-wise independent family of hash functions,
another construction was proposed in [26].
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A family of functions H ⊆ [n] → [n] is called approximately min-wise independent, or -min-wise independent, if,
for any X ⊆ [n], and for any x ∈ X , where h is chosen uniformly at random inH, we have:
Prh∈H[min{h(X)} = h(x)] = 1|X| (1 ± )
where  ∈ (0, 1) is thedesired error bound, and thenumberof bits needed to represent each function in Indyk’s construction
is O(log n log( 1

)), matching a lower bound from [27].
Indyk’s construction is applicable for estimating similarity in data streammodels. In the unbounded data streammodel,
we consider a stream, in which elements arrive sequentially. Due to the size of the stream, it is only allowed to perform one
pass over the data. Furthermore, the storage available is poly-logarithmic in the size of the stream. In the windowed data
stream model we consider a predefined size window of size N over the stream, such that all the queries to the stream are
related to elements in the current window. Similarly to the unbounded streamingmodel, we are only allowed one pass over
the data and the storage available is poly-logarithmic in the size of the window.
Datar and Muthukrishnan [5] proposed an algorithm for estimating similarity and rarity over data stream windows.
The algorithm proposed utilizes Indyk’s construction and the min-wise estimator given in [25] (presented above, with
k = 2−2p−1 log τ−1). They showed that in order to have the minimal hash value at any time, the expected number of ele-
ments needed to be stored isO(log N), with high probability, whereN is thewindow size. The time needed by this algorithm
to calculate the k hash values for each item is O(k log 1

), and the additional processing time per item is O(k log log N). The
space needed to store the k hash functions is O(k log 1

) words, and the space for the min values is O(k log N) words.
1.1. Our contribution
In this paper we give the first known construction of a small approximately k-min-wise independent family of hash
functions. First,weextend thenotionof min-wise independent family of hash functionsbydefininga k-min-wise independent
family of hash functions. Then, we show the construction of such family. Under this definition, all subsets of size k of any
fixed set X have an equal chance to have the minimal hash values among all the elements in X , where the probability is over
the random choice of hash function from the family. The formal definition is given in Section 2. The number of words needed
to represent each function in our construction is O(k log log( 1

) + log( 1

)), where  ∈ (0, 1) is the desired approximation
factor. Since, by definition, each subset has equal probability to have the minimal hash values, the k min values have to
be independent and thus k lower bounds the space needed for any construction. Hence, our construction, which is only
suboptimal by the factor O(log log( 1

)), is very efficient. The construction is summarized in the following theorem:
Theorem 1.1. There exist constants c′, c′′ > 1 such that for any |X| < n/c′ and  > 0 any c′′(k log log 1

+ log 1

)-wise
independent family of functions is -k-min-wise independent.
This construction is in fact the first applicable for sampling bottom-k sketches out of the universe. Prior constructions,
as in [2,3], were based on assigning a random rank for each element, and therefore did not sample from the universe.
We utilize the construction and propose a simple method for exponential time improvement of min-wise based algo-
rithms, such as in [2–18]. These algorithms use c > 1 approximatelymin-wise hash functions in order to sample c elements
independently from the universe.We propose to replace themwith only one approximately k-min-wise (for k = c) indepen-
dent function. As the k elements are fully independent, we can get the same precision. The above procedure does not change
the algorithm itself, but only the way it samples, and hence it is simple to adapt. We found this to improve exponentially the
time complexity and asymptotically the space.
Due to lack of space a full algorithm is only given for similarity,we also discuss briefly rarity and entropy of a randomwalk.
The similarity algorithm utilizes the k-min-wise estimator from [25] along with our construction, in order to improve the
known results of similarity estimation over data streams in [5]. Our algorithm exponentially reduces the time complexity,
and asymptotically the space. Using a sophisticated approach, the time needed for calculating the hash value of each item is
onlyO(log2(k log log 1

+ log 1

)), and the additional processing time per item isO(log k). The space needed by the algorithm
is O(k log log 1

+ log 1

) for storing the hash functions, and O(k log N) for the k min hash values. The value of k in defined
to be the same as in the original paper [5]. See Tables 1 and 2 for comparison of results.
Table 1
Similarity and rarity algorithms comparison in the windowed data stream model. Time complexity is given
per item observed, and space is given in words, in upper bounds.
Prev. [5] results This paper
Hashing time k log 1

log2(k log log 1

+ log 1

)
Additional time k log log N log k
Functions memory k log 1

k log log 1

+ log 1

Additional space k log N k log N
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Table 2
Similarity and rarity algorithms comparison in the unbounded data streammodel. Time complexity is given
per item observed, and space is given in words, in upper bounds.
Prev. [5,25] results This paper
Hashing time k log 1

log2(k log log 1

+ log 1

)
Additional time k log k
Functions memory k log 1

k log log 1

+ log 1

Additional space k k
1.2. Outline
The outline of the paper is as follows. In Section 2 we define the notion of k-min-wise and approximately k-min-wise
independent families. In Section 3 we present a construction of such family. In Section 4 we propose two algorithms for
similarity and discuss briefly rarity and entropy of a random walk over graphs. Note that one can read Section 4 without
diving into the details of Section 3.
2. Definitions
We will start by giving our definitions of exact and approximately k-min-wise independent family of hash functions,
which are generalization of min-wise independent family of hash functions.
Definition 2.1. k-min-wise independent family of hash functions:
A family of functions H ⊆ [n] → [n] (where [n] = {0 . . . n − 1}) is called k-min-wise independent if for any X ⊆ [n] and
for any Y ⊂ X , |Y | = k we have
Pr
h∈H
[
max
y∈Y h(y) < minz∈X−Y h(z)
]
= 1(|X|
|Y |
) ,
where the function h is chosen uniformly at random fromH.
Definition 2.2. Approximately k-min-wise (-k-min-wise ) independent family of hash functions:
A family of functionsH ⊆ [n] → [n] (where [n] = {0 . . . n− 1}) is called -k-min-wise independent if for any X ⊆ [n] and
for any Y ⊂ X , |Y | = k we have
Pr
h∈H
[
max
y∈Y h(y) < minz∈X−Y h(z)
]
= 1(|X|
|Y |
) (1 ± ),
where the function h is chosen uniformly at random fromH, and  ∈ (0, 1) is the error bound.
Prior to publishing thisworkwe found these definitions to be closely related to the notion of k-minima-wise independent
permutations in [28].
3. The construction
3.1. Overview of technique
In this section we present a construction of a small approximately k-min-wise independent family of hash functions H,
by extending Indyk’s construction of -min-wise independent family of hash functions in [1]. We first define the following
probabilistic event  , for any given sets X ⊆ [n] and Y ⊂ X , where |Y | = k:
Definition 3.1.  = [maxy∈Y h(y) < minz∈X−Y h(z)]. Informally:
“all elements of the set Y are hashed to values smaller than the hash values of the elements in X − Y"
In order to fulfill Definition 2.2, we have to show that the probability of event , over the random choice of the function,
is almost equal (up to multiplicative factor of 1 + ) for all possible subsets Y of X .
Wewill start by dividing event into n disjoint sub-events.We define the sub-eventi for i ∈ [n], to be the event where
the maximal hash value of the elements in Y is i, and all elements of X − Y have hash values larger than i. Observe that
 = ∪n−1i=0 i.
Then we will show that choosing uniformly at random a hash function from our family H resembles closely choosing
uniformly from the family of all functions [n] → [n].
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3.2. Construction in details
Let k = |Y |, m = |X|, Y ⊂ X and  ∈ (0, 1). For any i ∈ [n] let Ai denote the event “the hash values of all the elements
of X − Y are larger than i". Note that Pr(i) = Pr(Ai ∩ maxy∈Y h(y) = i). We will calculate the probability of the event 
by summing up the events Ai ∩ maxy∈Y h(y) = i for all i ∈ [n].
Define Ei = i+1n · m; notice that Ei is the expected number of elements from X falling into [0 . . . i]. Let Prl [·] denote any
l-wise independent probability measure over [n] → [n].
Lemma 3.1. LetH be a family of hash functions.
If Prh∈H
[
maxy∈Y h(y) < minz∈X−Y h(z)
] = 1
(|X||Y |)
±
( |Y |
e
)|Y |
|X||Y | ,
where the function h is chosen uniformly at random fromH, thenH is -k-min-wise independent.
Proof. Since
(|X|
|Y |
)
≤ |X||Y ||Y |! , by applying Stirling approximationwe get 1(|X||Y |) ≥
|Y |!
|X||Y | ≥
( |Y |
e
)|Y |
|X||Y | . Hence, we get sufficient error
bound. 
The following two lemmata, Lemmas 3.2 and 3.3, were taken from [1]:
Lemma 3.2. Let i be such that Ei ≤ l−12e and l ≥ log
(
2

)
. Then Prl[Ai] = Pr[Ai] ± 2.
Lemma 3.3. Let l′ be even. Then Prl′ [Ai] ≤ 48
(
6l′
Ei
)(l′−1)/2
.
Let z = k log log 1

+ 13k + 7, l′ = 4 log
(
2z

)
+ 2 = 4z + 4 log 1

+ 2, t = 12l′ and l = et + 1. We now prove the
following lemma:
Lemma 3.4
100tkek ≤ 2zkk
(
equivalently
100tk
2z
≤ k
k
ek
)
Proof. Since
(4 + 52 + 28 + 4 + 2)k log 1

≤ 27k log 1

and, trivially
(i) 4(k log log
1

+ 13k + 7) + 4 log 1

+ 2 ≤ (4 + 52 + 28 + 4 + 2)k log 1

(ii) 27k log
1

= 2log log 1 +7k
we have
4
(
k log log
1

+ 13k + 7
)
+ 4 log 1

+ 2 ≤ 2log log 1 +7k
4z + 4 log 1

+ 2 ≤ 2 z−7k −6k
l′ ≤ 2 z−7k −6k
64l′ ≤ 2 z−7k k
(64l′)k ≤ 2z−7kk
128
(
16
3
t
)k
≤ 2zkk
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Observe that
100tkek ≤ 128
(
16
3
t
)k
and thus
100tkek ≤ 2zkk
We use the four above lemmata to prove the following lemma which immediately implies the main theorem. 
Lemma 3.5. LetH be any l + k wise independent family of hash functions, where h ∈ H is chosen uniformly at random.
Pr
l+k
[
max
y∈Y h(y) < minx∈X−Y h(x)
]
= 1(|X|
|Y |
) ± ( |Y |e )|Y ||X||Y | · 2
Proof. First, notice that Pr
[
maxy∈Y h(y) = i] = ik−(i−1)knk , as we have ik possibilities for the elements of Y to be in the range
[1, . . . , i], and in (i − 1)k out of them the largest element is smaller than i.
Pr
l+k
[
max
y∈Y h(y) < minx∈X−Y h(x)
]
=
n−1∑
i=0
Pr
l+k
[
max
y∈Y h(y) = i, minx∈X−Y h(x) > i
]
=
n∑
i=1
ik − (i − 1)k
nk
Pr
l+k [Ai|values of h for Y]
=
nt
2m
−1∑
i=1
ik − (i − 1)k
nk
Pr
l
[Ai]
+
n∑
i= nt
2m
ik − (i − 1)k
nk
Pr
l
[Ai]
= P1 + P2
where P1 and P2 are he first and second terms.
First we handle P1. By using Lemma 3.2 with 
′ = 
2z
we get:
P1 =
nt
2m
−1∑
i=1
ik − (i − 1)k
nk
(Pr [Ai] ± 2′) =
⎛
⎜⎝
nt
2m
−1∑
i=1
ik − (i − 1)k
nk
Pr [Ai]
⎞
⎟⎠± ( nt2m − 1)k
nk
2′
Since we are comparing the precision to a fully random family of hash functions the second part in the above expression,
( nt
2m
−1)k
nk
2′, bounds the error.
(
nt
2m
− 1
)k
nk
2′ ≤ 2
′tk
(2m)k
= 2t
k
(2m)k2z
Using Lemma 3.4 we get
2tk
(2m)k2z
≤
(
k
e
)k
mk
 =
( |Y |
e
)|Y |
|X||Y | 
which bounds the error as desired.
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We now bound the second part, P2. Using Lemma 3.3 we will show that the expression is small enough, specifically
smaller than the desired error. Define the event Br,q to be the event where themaximal hash value of Y falls into the interval
[r . . . q]. Recall that P2 is composed of all events where the maximal hash value of Y falls into [ nt2m . . . n] and the hash values
of elements in X − Y are greater. We will group the events into groups of size 2int
m
, for i ∈ [−1 . . . log m
2t
]. Specifically, the
first of size nt
2m
, the next of size nt
m
and so on.
Recall that P2 = ∑ni= nt
2m
ik−(i−1)k
nk
Prl [Ai]. Notice that for each interval [r . . . q], the value Prl [Ai], s.t. i ∈ [r . . . q], is
bounded by Prl [Ar]. Hence,
P2 ≤
nt
m∑
i= nt
2m
ik − (i − 1)k
nk
Pr
l
[
A nt
2m
]
+
2nt
m∑
i= nt
m
ik − (i − 1)k
nk
Pr
l
[
A nt
m
]
+ . . .
+
n∑
i= n
2
ik − (i − 1)k
nk
Pr
l
[
A n
2
]
= Pr
l
[
A nt
2m
] ntm∑
i= nt
2m
ik − (i − 1)k
nk
+ Pr
l
[
A nt
m
] 2ntm∑
i= nt
m
ik − (i − 1)k
nk
+ . . .
+Prl
[
A n
2
] n∑
i= n
2
ik − (i − 1)k
nk
Furthermore, by definition Pr
[
Br,q
] = ∑qi=r ik−(i−1)knk , and because Pr [Br,q] ≤ qknk we get:
P2 ≤ Pr
l
[
A nt
2m
] ( nt
m
)k
nk
+ Pr
l
[
A nt
m
] ( 2nt
m
)k
nk
+ · · · + Prl
[
A n
2
] nk
nk
For x < l we can use Lemma 3.3 and get:
≤
(
nt
m
)k
nk
· 48
⎛
⎜⎝ 6xnt
2m
·(m)
n
⎞
⎟⎠
x−1
2
+
(
2nt
m
)k
nk
· 48
⎛
⎜⎝ 6xnt
m
·(m)
n
⎞
⎟⎠
x−1
2
+ · · · + n
k
nk
· 48
⎛
⎝ 6x
n
2
·(m)
n
⎞
⎠
x−1
2
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≤
(
t
m
)k
· 48
(
12x
t
)x−1
2
+
(
2t
m
)k
· 48
(
6x
t
)x−1
2
+ · · · + 48
(
12x
m
)x−1
2
≤
(
t
m
)k
· 48
(
12x
t
)x−1
2
·
⎡
⎣1 + (1
2
)x−1
2
−k
+ . . .
⎤
⎦
Notice that
[
1 +
(
1
2
)x−1
2
−k + . . .
]
is bounded by 2, if x−1
2
− k > 1. We now choose x = l′
2
:
≤
(
t
m
)k
· 96
(
1
2
)log 2z

≤
(
t
m
)k
· 96 
2z
Using Lemma 3.4 we get:
≤
(
k
e
)k
mk

Putting it all together, we showed
P1 =
⎛
⎜⎝
nt
2m
−1∑
i=1
ik − (i − 1)k
nk
Pr [Ai]
⎞
⎟⎠±
(
k
e
)k
mk

and
P2 ≤
(
k
e
)k
mk

hence,
P1 + P2 = 1(|X|
|Y |
) ±
( |Y |
e
)|Y |
|X||Y | · 2
In conclusion, in this section we proved that choosing uniformly at random from O(k log log 1

+ log 1

)-wise independent
family of functions is approximately k-min-wise independent. 
4. Applications over min-wise based algorithms
One of the possible uses of our construction is similarity estimation of two data streams. As described in the introduction,
the problem was studied by [5]. The use of our construction improves exponentially the runtime and asymptotically the
space consumption the of current known results. We will now present two algorithms for the problem, in the unbounded
and in the windowed data stream models. In addition, we also discuss briefly rarity and entropy of a random walk over
graphs. The technique used by the algorithms is general, and can be utilized to improve many min-wise based algorithms,
such as [2–18], since most of them handle the min wise functions similarly.
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4.1. Similarity algorithm for the unbounded data stream model
In this section we present a similarity estimation algorithm in the unbounded data stream model. Recall that in this
model we consider a stream in which it is only allowed to perform one pass over the data, and the storage available is poly-
logarithmic in the size of the stream. Our algorithm uses the k-min-wise estimator, with k = 2−2p−1 log τ−1, as described
in the introduction:
Sˆ(A, B) = | h1...k(A) ∩ h1...k(B) ∩ h1...k(A ∪ B) |
k
The value we choose for k and (, p, τ ) are the same as defined in the original paper [5].
First, we randomly choose a function from an approximately k-min-wise independent family of hash functions, using the
family of O(k log log
(
1

)
+ log
(
1

)
)-degree polynomials over GF(n) (for prime n) . In order to maintain the lowest k hash
values of the elements observed in the stream, we use a binary tree of size k and a buffer of size c = O(k log log 1

+ log 1

)
for each stream. We conceptually divide each stream into buckets of size c and insert new arriving elements into the buffer.
Whenever the buffer becomes full, we first calculate the hash value of each element in the buffer. Then, we flush the buffer
and maintain the lowest k values from both the tree and the buffer inside the tree.
At query time we first flush the buffers. Observe that we have 2 trees, each with the k minimal values of the relevant
stream. For the k-min-wise estimator, we now take the set of the k lowest hash values among the 2k values, h1...k(A∪ B), and
intersect it with the two sets of k values, h1...k(A) and h1...k(B). The algorithm result is the size of the intersections divided
by k, which provides the similarity estimation.
The space consumption is composed of O(k) words for the trees and O(k log log 1

+ log 1

) for maintaining the hash
functions and buffers, where the later bounds the total space consumption. It is known that evaluation of any set of n points
of an nth degree polynomial can be performed in O(n log2 n) arithmetic operation [29]. Thus, we can flush and process the
buffers in O(c log2 c + c log k) time, which is bounded by O(log2 c) per element. Since the two sets are already sorted in the
tree the intersection runtime isO(k), therefore the total running timeper element isO(log2 c) = O(log2(k log log 1

+log 1

)).
4.2. Similarity algorithm for the windowed data stream model
We now present a similarity estimation algorithm for the windowed data stream model, that improves exponentially
the current known results from [5]. It uses the same estimator as in the unbounded data stream algorithm. Recall that
in this model we consider a predefined window over the stream, such that all the queries to stream are related to the
elements in the current window. Furthermore, it is only allowed to perform one pass over the data and the storage available
is poly-logarithmic in the size of the window.
Unlike the algorithm in the unbounded data streammodel, the maintenance of the kmin hash values is not trivial. Here
we need to be able to provide the kmin hash values for the current window at any time. In order to provide such hash values
we need to save each arriving element and its hash value until k smaller hash values are observed after it. We can drop such
element since, obviously, it will not be among the kmin hash values at any proceeding window.
Lemma 4.1. With high probability over the random choice of approximately k-min-wise function from the family, the expected
number of elements needed to be store is O(k log N), with high probability.
Proof. We relate to the worst case, where all elements in the window are different. Observe that in themin-wise estimator,
as in [5], the probability of the oldest element in the window to have the minimal hash value is 1
N
. This is the probability
that the element is needed to be saved. Respectively, the probability for the second element to be stored is 1
N−1 and so
on. Hence, since the expectation is the sum of probabilities, the expected number of elements needed to be stored is
1+ 1
2
+ 1
3
+ · · ·+ 1
N
= O(log N). In the k-min-wise estimator, when considering the k smallest hash values, the probability
of the oldest element in the window to be among the k minimum hash values is k
N
, for the second is k
N−1 , and so on. As a
result, the expected number of elements to be stored is O(k log N). 
We now present the algorithm. For each stream separately, we store the elements and their arrival time in a linked list,
such that the list is ordered by arrival time. In addition,we conceptually divide the stream into buckets of size c = O(k log N),
and use a buffer of that size to store the current bucket. When the buffer becomes full, we perform the following procedure:
Procedure 1
1. Create a binary-tree T .
2. Add the buffer to the beginning of the linked list, such that the first element in the linked list is the last element
observed.
3. Traverse the linked list (which is sorted by arrival time). For each element ewe do the following:
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(a) If the arrival time of e is out of the window: Remove the element from the list.
(b) If the size of the tree is less than k (h(e) is the hash value of e):
(i) If h(e) is not in T: insert h(e) to T .
(ii) Else: Remove the element from the list.
(c) Else if the size of the tree is k, and h(e) is smaller than the maximum value in T:
(i) If h(e) is not in T: Remove the maximum value in T , and insert h(e) to T .
(ii) Else: Remove the element from the list.
(d) Else: Remove the element from the list.
At query time we first flush the buffers. Observe that we have 2 trees, each with the k minimal values of the relevant
stream. For the k-min-wise estimator, we now take the set of the k lowest hash values among the 2k values, h1...k(A∪ B), and
intersect it with the two sets of k values, h1...k(A) and h1...k(B). The algorithm result is the size of the intersections divided by
k, which provides the similarity estimation. Note that since we traverse the linked list by arrival time, and remove elements
which have hash value larger than the k values in the tree, correctness is preserved.
As for the run time complexity: according to Lemma 4.1 the expected size of the linked list is O(k log N). Whenever we
perform Procedure 1, we traverse all elements in the linked list. Each of the operations performed is bounded by log |T| =
log k, where |T| is the size of the tree. Therefore, the overall cost of Procedure 1 is O(k log N log k). Since we do it once
per c = O(k log N) elements, the amortized processing time is bounded by O(log k). For the hash values evaluation—by
calculating them in chunks of size O(k log log 1

+ log 1

), it can be done in O(log2(k log log 1

+ log 1

)) per element, as
described in Section 4.1. Since the two sets are already sorted in the tree the intersection runtime is O(k), therefore the total
running time per element is O(log2(k log log 1

+ log 1

)).
The space consumption is composed of O(k log log 1

+ log 1

) words for maintaining the two hash functions (one per
stream). In addition O(k log N) words needed for maintaining the linked list, by Lemma 4.1.
4.3. Rarity algorithm
Similar technique can be applied for rarity estimation. Consider a stream A. #α-rare is defined as the number of elements
that appears exactly α times, and #distinct is the number of distinct elements in the stream. The α-rarity of the stream is
defined as Rα = #α−rare#distinct .
Datar and Muthukrishnan proposed a rarity estimator in [5], using k different approximately min-wise functions. They
maintain the minimal hash value and the frequency of its corresponding element for each of the functions. We denote the
frequency of the minimal hash value for the lth function with freq(l), the rarity is then estimated as follows:
Rˆα(A) = | {l|1 ≤ l ≤ k, freq(l) = α} |
k
where
Rˆα(A) ∈ (1 ± )Rα(A) + p
For 0 <  < 1 ,0 < p < 1, 0 < τ < 1, and k ≥ 2−2p−1 log τ−1 for a prespecified precision pwith success probability at
least 1 − τ .
Using our construction, one can utilize k-min-wise functions to perform only one iteration and improve the overall
complexity. This is done by choosing an approximately k-min-wise hash function and maintaining the smallest k elements.
The exponential time improvement and other improvements using our construction are summarized in Tables 1 and 2, for
constant values of α.
4.4. Entropy of a random walk over graphs
An algorithm for estimating the entropy of a random walk over graphs was presented in SODA07 [20]. This algorithm
uses several approximatelymin-wise hash functions in order to sample a vertex from the universe regardless to the number
of occurrences in the stream. In addition, they used a distinct count estimator as either [30,31] for each sampled vertex.
Our technique can be applied in order to reduce the number of iterations. Yet, the overall time complexity is not changed
asymptotically as it is dominated by the distinct count estimators.
5. Conclusion and future work
In this paper we defined and gave an efficient time and space construction of approximately k-min-wise indepen-
dent family of hash functions. In particular we proved that choosing uniformly at random from O(k log log 1

+ log 1

)-
wise independent family of functions is approximately k-min-wise independent. Furthermore we utilized our construction
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to exponentially improve running time and asymptotically the space the of current known results for estimating similar-
ity between two data streams. The use of our construction with the algorithms presented introduces a general and novel
technique that can improve both time and space bounds of many algorithms that utilize min-hashing, such as [2–18]. The
adjustments needed in order to improve these algorithms are left for future work. Finally we note that as a future work,
one might consider defining an alternative family, that uses less amount of randomness and would still be applied to the
problems, with some relaxations.
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