We show that a number of graph-theoretic counting problems remain NP-hard, indeed #P-complete, in very restricted classes of graphs. In particular, it is shown that the problems of counting matchings, vertex covers, independent sets, and extremal variants of these all remain hard when restricted to planar bipartite graphs of bounded degree or regular graphs of constant degree. To achieve these results, a new interpolationbased reduction technique which preserves properties such as constant degree is introduced. In addition, the problem of approximately counting minimum cardinality vertex covers is shown to remain NP-hard even when restricted to graphs of maximal degree 3. Previously, restrictedcase complexity results for counting problems were elusive; we believe our techniques may help obtain similar results for many other counting problems.
Introduction
Ever since the introduction of NP-completeness in the early 1970's, the primary focus of complexity theory has been on decision problems | that is, problems of determining whether an object (e.g. a graph) has a given property (e.g. has a Hamiltonian circuit). However, many problems of mathematical and practical interest are not decision problems. For a large fraction of these, computationally equivalent decision problems can be found. But it is possible that studying certain classes of problems separately might provide more insight into the nature of their di culty than disguising them as decision problems would.
Counting problems form one class whose separate study has proven to be both natural and fruitful. From the time that Valiant Val79a, Val79b] introduced the class #P of counting problems and gave a complexity-theoretic explanation for the apparent di culty of enumeration, counting has held an important place in theoretical computer science. Although several researchers continued Valiant's work by adding to the list of #P-complete problems PB83, DF89, BW90, Rot96, Gol93, BD97, MW92, Lin86, JVW90], our understanding of the complexity of counting still pales in comparison to our understanding of decision problems. This is unfortunate, for counting, aside from being mathematically interesting, is closely related to important practical problems. For instance, reliability problems are often equivalent to counting problems. Computing the probability that a graph remains connected given a probability of failure on each edge is essentially equivalent to counting the number of ways that the edges could fail without losing connectivity. Another application of counting arises in Arti cial Intelligence research. As explained by Roth Rot96] , the Bayesian approach to reasoning requires evaluating the probability that a formula in the propositional calculus is true, and this is tantamount to counting the number of satisfying assignments. Thus, understanding the types of propositional formulae for which counting satisfying assignments is feasible tells us the extent to which Bayesian reasoning might be useful. Graph-theoretic counting problems such as the ones we consider also appear often in statistical physics Har67, LV97, JS93] .
Perhaps the most signi cant de cency in our understanding of counting is that, in most cases, we do not know whether hard counting problems remain hard when additional restrictions are placed on the problem instances. A quick glance at Garey and Johnson's famous catalogue of NP-complete problems GJ79] reveals that the restricted-case complexity of most di cult decision problems is understood in detail. This information is useful, because a complexity-theoretic hardness result often leads us to ask whether the instances we are interested in possess special properties which make the problem tractable. Restricted-case complexity results tell us when such special properties do not make a problem any easier, closing the gap between what we can do and what we know we cannot.
One of the reasons restricted-case complexity results are so elusive for counting problems is that many of the reductions used employ`blow-up' techniques, which destroy special properties of the original problem instance. This makes it di cult to deduce additional restricted-case results from known restrictedcase results. For example, although Dagum and Luby DL92] have shown that counting perfect matchings remains #P-complete when restricted to 3-regular bipartite graphs, the standard reduction from counting perfect matchings to counting matchings in Val79b] blows up the degree of the graph and does not enable us to conclude that counting matchings remains di cult in either regular or bounded-degree graphs.
In this paper, we introduce a new reduction technique that yields restrictedcase complexity results for many problems of interest. In particular, we show in Theorem 1 that counting matchings, vertex covers, and variants of these structures remains di cult in planar bipartite graphs of bounded degree and in regular graphs of constant degree. Our technique, like some of those in Val79b] , is based on polynomial interpolation. However, in contrast to the reductions in most earlier papers on the complexity of counting, our reductions preserve graph properties such as regularity and degree-boundedness. Moreover, some of our reductions appear to require an unbounded number of oracle calls, unlike those in Val79b] .
Roughly speaking, our technique involves using a sequence of simple gadgets in which the structures we are trying to count can be described by linear recurrence relations, such as the Fibonacci recurrence. Attaching these gadgets to the original graph results in an interpolation at a sequence of rapidly converging rational points which we can prove does not repeat using some fairly general techniques described in the appendix. Previous approaches often attempted to obtain interpolations at distinct integer points, which it is di cult to do without losing special properties of the original graph. In addition, our methods for proving that the interpolation points do not repeat does not require an exact closed form for the sequence, enabling us to perform reductions that were not previously possible.
When the search for e cient restricted-case counting algorithms fails, the natural alternative is to seek approximate counting algorithms. However, restrictedcase complexity results for approximate counting are even harder to come by than ones for exact counting. In Theorem 2, we obtain such a result, as we show that counting minimum cardinality vertex covers is NP-hard even in graphs of maximal degree 3. Perhaps this could be used as a starting point for achieving other such results.
Preliminaries
Nearly all of the counting problems we will be considering are in Valiant's class #P, and the remainder are closely related to #P. Following JVV86], #P can be de ned in terms of p-relations.
Let be a nite alphabet. A relation R is said to be a prelation i it is polynomially-balanced, i.e. there exists a polynomial p such that hx; yi 2 R ) jyj p(jxj); and it can be`checked quickly,' i.e. the language L = fhx; yi 2 Rg can be decided in polynomial time. The counting problem #R associated with R is: Given x 2 , output jR(x)j = jfy 2 : hx; yi 2 Rgj.
#P is the class of all such counting problems. In the above de nition, think of x as an instance of a problem, such as a boolean formula F, and R(x) as the set of solutions associated with x, such as the satisfying assignments to F. It is easy to see that NP consists exactly of problems of the form: Given x, decide whether R(x) is nonempty. Thus #P is the set of counting problems naturally associated with NP languages.
In contrast to NP, it turns out that mapping reductions are not su cient to describe the relative di culty of counting problems. It is easy to construct counting problems which are obviously equivalent in di culty, but for which there can be no one-to-one correspondence between solution sets. Hence, as in Val79a], we consider a problem to be as hard as a problem ? i ? can be solved by a polynomial-time Turing machine with a -oracle, and we denote this by ? _ . Such a reduction is known as a (polynomial-time) Turing reduction GJ79] , and this is the only form of reduction we will refer to in this paper. A problem is said to be #P-hard i all problems in #P reduce to it; if, in addition, 2 #P it is called #P-complete. Lastly, a problem is said to be #P-easy if it can be reduced to some problem in #P. Occasionally, we will be able to reduce one problem to another via a mapping of problem instances that preserves the number of solutions. Such a reduction is called a parsimonious reduction and these are important because they preserve inapproximability. 1 Having de ned all the complexity-theoretic notions we will need, we proceed to de ne the combinatorial objects we will be studying. Let G = (V; E) be an undirected graph. The degree of G is the maximum number of edges incident to any vertex. A vertex cover in G is a subset S of V such that every edge in E has at least on endpoint in S. An independent set in G is a subset S of V such that no two vertices in S are connected by an edge in E. A clique in G is a subset S of V such that every two vertices in S are connected by an edge in E. It is well-known that cliques, vertex covers, and independent sets are intimitely related objects. Their relationship is formalized by the following proposition:
Proposition 2.1 Let G = (V; E) be an undirected graph and let G = (V; E) be its (edge-)complement. Let F be the monotone 2-CNF formula on variables V given by F = V (u;v)2E (u _ v). For S V , let S :V !f0; 1g be the assignment which maps v 2 V to 1 i v 2 S. Then the correspondence S $ (V ?S) $ (V ? S) $ S establishes bijections between the vertex covers in G, the independent sets in G, the cliques in G, and the satisfying assignments of F.
Proof By the de nitions. 2
The above proposition will enable us to immediately deduce hardness results for all of the above problems given a hardness result for one of them. Therefore, we will concentrate on just the vertex cover problem.
There are several reasons for studying these problems. One is that many NP-completeness results have come via reduction from decision versions of these problems, so it reasonable to guess that many restricted-case #P-completeness results could come via reduction from restricted versions of these counting problems. Another reason is that these problems are closely related to other important problems in computer science. For example, Roth Rot96] has shown that counting the number of satisfying assignments in a propositional formula is interreducible with computing the`degree of belief' in a Bayesian Belief Network, an important Arti cial Intelligence problem. His reduction shows that if counting satisfying assignments is hard for restricted classes of formulae, then computing the degree of belief is hard even for restricted network topologies. He proceeds to show that for some restricted classes of propositional formulae, counting the number of satisfying assignments is hard. Our results show that counting satisfying assignments in even more restricted classes of monotone 2-CNF formulae is hard. These results are stronger than any others known for counting satisfying assignments. We will also study extremal variants of all of the above problems. A vertex cover S is said to be minimal i no proper subset of S is a vertex cover. It is said to be of minimum cardinality i there is no vertex cover with fewer vertices. Similarly, we speak of maximal and maximum cardinality independent sets or cliques. By Proposition 2.1, it is easy to see that minimal vertex covers correspond to minterms of a monotone 2-CNF formula | that is, satisfying assignments for which changing any variable from true to false would no longer satisfy the formula. It is clear that the smallest DNF form for a monotone formula F is simply the disjunction of all minterms, writing an individual minterm M as the conjunction of the variables in M. Hence, restricted-case hardness results for counting minimal vertex covers immediately imply that determining the size of the minimal DNF form is hard even for restricted classes of CNF formulae.
It is clear that if the decision problem associated with a p-relation is NP-complete, then the associated counting problem is also NP-hard. Thus, complexity of counting results are only interesting when the related decision problem is easy. The rst nontrivial result of this form, due to Valiant, involved another type of graph-theoretic structure, known as a perfect matching. A matching in an undirected graph G = (V; E) is a set M E of edges, no two of which share an endpoint. A perfect matching is a matching M in which every vertex in V is the endpoint of an edge in M. Valiant's theorem Val79a] states that counting perfect matchings in bipartite graphs is #P-complete. Matchings can be related to the other structures we mentioned via the following construction:
Let G = (V; E) be an undirected graph. The line graph of G is the undirected graph L(G) = (E; H), where (e 1 ; e 2 ) 2 H i e 1 and e 2 share an endpoint in G.
Lemma 2.2 Let G = (V; E) be an undirected graph. Then M $ E ? M establishes a bijective correspondence between matchings in G and vertex covers in the line-graph of G. In particular the number if matchings in G equals the number of vertex covers in L(G) and the number of maximum cardinality matchings in G equals the number of minimum cardinality vertex covers in G.
Proof Notice that M E is a matching in G i M is an independent set in L(G). The relationship with vertex covers follows from Proposition 2.1. 2
One of restricted classes of graphs that we will examine is the class of planar graphs. A graph is said to be planar i there exists an embedding of the graph in the plane (where the vertices are points and the edges are curves connecting the points) in which no two edges intersect. The bijection of Proposition 2.1 suggests how to de ne planarity for CNF formulae. If F is a formula in conjunctive normal form, we de ne G(F) to be the graph whose vertices are the variables of F, where two vertices are connected if they lie in a common clause. We call
For their simplicity, their relationships to other important problems, and their potential to serve as starting points for further results, the problems of counting matchings, vertex covers, and independent sets are important ones to consider. So motivated, we now proceed to classify the cases in which these problems are and are not tractable.
Statement of Results
Our main results are that the problems of counting vertex covers and matchings and variants of these remain hard even in very restricted cases. In particular, we show that the problems of counting matchings, maximal matchings, vertex covers, and minimumcardinality vertex covers all remain #P-complete when restricted to planar bipartite graphs whose degree is bounded by a small constant or to k-regular graphs for constant k. The same results hold for minimal vertex covers, except that there is no restriction on the degree in the regular graphs. As a corollary, we obtain analogous results for independent sets, cliques, and satisfying assignments to propositional formulae. Previously, it was only known that, except for matchings, these problems are #P-complete for unrestricted bipartite graphs Val79b, PB83] . Counting matchings was known to be hard in both unrestricted bipartite graphs and unrestricted planar graphs Val79b, Jer87, Jer90] . It may stand out that there is no hardness result for counting perfect matchings in planar graphs. However, e cient algorithms, due to Fisher Fis61], Kasteleyn Kas63], and Temperley and Fisher TF61] , are known for this problem, so a #P-completeness result would be very unexpected.
We also prove that counting minimum cardinality vertex covers within a ratio of 2 n 1? remains NP-hard even in graphs of degree 3. Other approximate counting problems that were previously known to be hard include counting cycles in an undirected graph JVV86] and counting independent sets in a graph Rot96, Sin93] . The main interest of our result is that it holds for such a restricted class of graphs. We begin with a statement of results, postponing the proofs until the next two sections. Theorem 1 contains our exact counting results, and Theorem 2 contains our approximate counting result. Note that all of the problems listed become polynomial-time solvable when restricted to graphs of maximal degree 2: Such a graph has connected components which are cycles and chains and all of the objects we study multiply across connected components, so it su ces to count in cycles and chains. It is not hard to write down closed forms or recurrences which can be used to count any of these structures in chains and cycles. This is done explicitly in Vad95]. In contrast to the other problems, it is not obvious that this problem or problem 8 is in #P, as the general problem of checking whether a vertex cover is of minimum cardinality is N P-hard. However, using Hall's marriage theorem, it can be shown that the size of the minimum cardinality vertex cover equals the size of the maximum cardinality matching in bipartite graphs. The latter quantity can be found using any of the standard maximum cardinality matching algorithms. See Pap94, Problem 9.5.25]. 4 Actually, this problem is not likely to be in #P, as testing whether a vertex cover is of minimum cardinality is N P-hard GJ79, Thm 3.3]. But we will reduce it to a #P problem, proving that it is #P-easy. The number of independent sets in G.
#5 -Planar Bipartite Maximal Independent Set
Input: A planar bipartite graph G of degree 5. Output: The number of maximal independent sets in G.
#Regular Maximal Independent Set
Input: A regular graph G. Output: The number of maximal independent sets in G.
#Regular Maximum Cardinality Clique
Input: A regular graph G. Output: The number of maximum cardinality independent sets in G. Output: The number of satisfying assignments to F. 11. #k-Regular Monotone 2Sat, any fixed k 5
Input: A monotone formula F = (c 1;1 _ c 1;2 )^ ^(c r;1 _ c r;2 ) on variables X; c i;j 2 X for each i; j; and each variable in X appears exactly k times.
Output: The number of satisfying assignments to F.
12. #5 -Planar Bipartite Minterms Input: As in 10, except each variable appears at most 5 times.
Output: The number of minterms of F, i.e. the number of clauses in the smallest DNF formula equivalent to F.
#Regular Minterms
Input: A monotone formula F = (c 1;1 _c 1;2 )^ ^(c r;1 _c r;2 ) on variables X; c i;j 2 X for each i; j; and each variable in X appears the same number of times. Output: As in 12.
Theorem 2 The following problems are NP-hard for every > 0:
1. 2 n 1? -Approx #3 -Minimum Cardinality Vertex Cover
Input: An undirected graph G of degree 3 on n nodes.
Output: An approximation to the number of minimum cardinality vertex covers in G within ratio 2 n 1? . 2. 2 n 1? -Approx #3 -Maximum Cardinality Independent Set
Output: An approximation to the number of maximum cardinality independent sets in G within ratio 2 n 1? .
Proof of Theorem 1
In the course of these reductions, we will need several technical lemmas. For the sake of readability, the precise statements and proofs of most of these are deferred to the appendix. We state three facts here that we will use repeatedly.
Let K be a nite extension of Q. For any z 2 K, let kzk denote the number of bits needed to represent z. For a polynomial f in several variables over K, let kfk be the number of bits needed to represent f, which is the sum of kak for the coe cients a of f. For a rational function q = f=g, let kqk = kfk + kgk. Proof (of Fact 4.1) Here we just use the Lagrange interpolation formula:
This is a polynomial which agrees with f at d + 1 distinct points, so it must be the same polynomial. By multiplying out and collecting terms, we can obtain the coe cients of f all at once, in polynomial time. 2 Proof (of Fact 4.2) De ne, for each 0 r n, g r (y) = P i;j a ij x i r y j . For each r, we know the evaluation of g r (y) at the n + 1 points y r0 ; : : :; y rn , so we can recover the polynomials g r (y) by Fact 4.1. These are the evaluations of f(x; y), considered as a polynomial in x with coe cients in K(y), at the points x 0 ; : : :; x n . By Fact 4.1, we can recover the coe cients of f. 2 Proof (of Fact 4.3) All we need to do is write as a number in base and the digits are our coe cients. In more detail, note that to M, and there are x s+1 ways to do this. Additionally, every matching of G s is obtained by extending a matching of G in this fashion, because the restriction of any matching in G s must be a matching in G. Let A i be the number of matchings in G in which exactly i vertices are matched. Then the number of matchings in G s is exactly P n i=0 A i (x s ) i (x s+1 ) n?i . We can obtain these values for s = 0; : : :; n with n + 1 oracle calls. As observed in Lemma A.4, the x s 's are simply the Fibonacci numbers, which we can compute. Dividing by (x s+1 ) n , we obtain the evaluation of f(x) = P n i=0 A i x i at the points (x s =x s+1 ) for s = 0; : : :; n. By Lemma A.1, we evaluate f at n + 1 distinct points, and by Fact 4.1 we can e ciently recover the coe cients of f. A n is the number of perfect matchings in G. This is the simplest incarnation of our reduction technique: we use a sequence of gadgets (in this case, chains) which preserves some graph property (in this case, bounded-degree bipartiteness) and in which the number of matchings is easily computed (in this case, Fibonacci numbers) to obtain interpolations at points which we can prove do not repeat. To apply this to other problems and obtain results for other types of graphs, we will have to use di erent gadgets. Proving that the interpolation points do not repeat may require a bit more work, but the essential idea is the same. 6 3. #6 -Planar Bipartite Matchings The starting point for this proof is the work of Jerrum Jer87, Jer90] which shows that counting matchings in planar graphs is #P-complete. As is, his reduction produces graphs that are neither bipartite nor of bounded degree. We show how an additional step added in the middle of his reduction can transform the graphs produced into bipartite ones. We then show how a reduction like the one in Reduction 2 can replace the nal step of his reduction so that the degree does not blow up.
In the course of his reduction, Jerrum considers a weighted form of #Match- As usual, we also consider variants of this problem for bipartite, planar, and bounded degree graphs. The pre x d is used to restrict to graphs of degree at most d. Our reduction will proceed in three stages. The rst will show that computing W(G) is hard for planar graphs of bounded degree. The second will transform any graph into a bipartite graph without changing W(G), losing planarity, or increasing the degree. The third will remove weights one by one without losing any of the graph properties, showing that counting matchings in bipartite planar graphs of bounded degree is hard. 2. w(H n fv 1 g) = w(H n fv 4 g) = 0 Above, the notation H n S denotes the graph formed by removing from H all vertices in S and any edges incident to them. Now let G be a planar weighted graph with 2 weights and let e = (u; v) be any edge in G. Consider the graph G 0 obtained from G by removing edge e; adding a disjoint copy of H; and adding edges e 1 = (u; v 1 ) and e 2 = (v; v 4 ). (See Figure 2. ) We will show that W(G 0 ) = W(G). Let M be any matching in G 0 that doesn't contain any of the edges of H. Then observation 2 above tells us that if M contains exactly one of e 1 and e 2 , the net contribution to W(G 0 ) of all matchings formed by adding H-edges to M will be zero. If M contains neither e 1 nor e 2 , then, since w(H) = 1, the net contribution of all matchings formed by adding H-edges to M will be Q w(x) where the product is taken over all vertices x = 2 C(M) fv 1 ; v 2 ; v 3 ; v 4 g. This is the same as the G-weight of M. Similarly, since w(H n fv 1 ; v 4 g) = 1, if M contains both e 1 and e 2 the net contribution will be the same as the G-weight of (M ? fe 1 ; e 2 g) feg. Thus, the net weight of all matchings in G 0 accounts exactly for the net weight of all matchings in G and W(G 0 ) = W(G). Therefore, if we do this procedure to all edges in G, we will end up with a planar bipartite graphĜ with 4 weights ( and 2 are the only new weights) such that W(Ĝ) = W(G). It is clear that this reduction can be carried out in polynomial time.
In the next part of the reduction, we remove weights one by one, only increasing the degree by 1. We use the pre x k to restrict to graphs with k weights in which all vertices with weight 1 have degree at most 6 and all other vertices have degree at most 5. In particular, an instance of #5 -4 -Planar Bipartite Weighted Matchings satis es this condition for k = 4. We can obtain these values for s = 0; : : :; m with m+1 oracle calls. As observed in Lemma A.4, the x s 's are simply the Fibonacci numbers, which we can compute. Dividing by (x s+1 = ) m , we obtain the evaluation of f(x) = P m i=0 A i x i at the points ( x s =x s+1 ) for s = 1; : : :; m + 1. By Lemma A.1, we evaluate f at m + 1 distinct points, and by Fact 4.1 we can e ciently recover the coe cients of f. Then it is easy to compute W(G) = P m i=0 A i .
It may seem odd that the graphs G s constructed in this reduction do not depend on the value of . This is because this reduction works even if is regarded as an indeterminate | W(G) is then a polynomial in , and we are essentially recovering this polynomial.
Finally, note that #0 -Planar Bipartite Weighted Matchings is exactly #6 -Planar Bipartite Matchings. Notice that Reduction 5 preserves planarity, so it applies here, too. and n e correspond to weights if e is \doubly covered," \singly covered," or \not covered" by S, respectively. The weight of S with respect to G is then de ned as w G (S) = Q e w e (S). We now de ne the edge-weighted sum EW(G) to be P S V w G (S). Notice that if all the edges in G are labelled 1=1=0, then EW(G) is simply the number of vertex covers in G, so we have indeed generalized #Vertex Cover. With this in mind, we call an edge of such a labelled graph normal if its label is 1=1=0. For technical reasons, we will restrict to graphs with only a constant number of distinct labels. We will say a graph labelled as above has k labels if the number of distinct labels other than 1=1=0 is at most k.
Our rst aim in reducing #Vertex Cover to planar graphs is to simplify the types of graphs we deal with. We call an embedding of a labelled graph G in the plane simple i only normal edges are involved in crossings and each edge is in at most one crossing. Consider the following computational problem: k -Simple Edge-Weighted Sum Input: A labelled graph G with k labels and a simple embedding of G in the plane. Output: EW(G).
We now reduce #Vertex Cover to this problem. P i+j=m A ij is the number of vertex covers of G. We've reduced the problem to dealing with simple embeddings of graphs; the next step is to the problem of computing EW for planar graphs, as de ned below: k -Planar Edge-Weighted Sum Input: A labelled graph G with k labels and a planar embedding of G.
Output: EW(G).
The aim of the next reduction will be to replace crossings with planar gadgets without changing the value of EW(G). Thus, this gadget \forces" z to be x^y. Similarly, the OR gadget of Figure 5 forces z to be x _ y. Observe that an edge labelled 1=0=1 forces its endpoints to take on the same value and an edge labelled 1=0=0 forces both its endpoints to take on the value 1. The AND and OR gadgets constructed above along with these observations, enable us to form a complex gadget to replace crossings: Take any simple embedding of G = (V; E) in the plane. Consider any two (normal) edges e 1 = (a; c) and e 2 = (b; d) which cross, where a; b; c; d is the order of the endpoints going clockwise around the crossing starting with a. Let G 0 be the graph with these edges removed. For any S V , w G 0(S) = w G (S) if S contains at least one endpoint of both e 1 and e 2 and w G (S) = 0 otherwise. The key observation is that S contains at least one endpoint of both e 1 and e 2 i S contains some pair of vertices in fa; b; c; dg which are adjacent, when these vertices are considered in clockwise order. Thus, if we replace the crossing with a gadget which simply forces (a^b) _ (b^c) _ (c^d) _ (d^a) = 1, then the edge-weighted sum does not change. This can be done with the planar gadget of Figure 6 . If we replace all crossings of G in this manner, we obtain a planar labelled graph G 0 such that EW(G) = EW(G 0 ). The gadgets only use the labels 1=0=0, 0=1=0, 1=0=?1, and 1=0=1 in addition to the labels already present in G, so G 0 uses 5 labels. Finally, notice that the transformation can be performed in polynomial time.
Now we show that we can reduce the number of labels one at a time until there are none, showing that planar vertex cover is #P-complete. Let G be any 4-regular graph on n nodes. We use the gadgets H 5 s de ned in Reduction 9b. As in that reduction, we can, for 0 s n, form a 5-regular graph G s by attaching n disjoint copies of H 5 s . Let A i be the number of vertex covers of size i in G. Then the number of vertex covers in G s is P n i=0 A i (x s +y s ) i (x s ) n?i , where x s is the number of vertex covers in H 5 s containing its vertex of degree 4 and y s is the number not containing its vertex of degree 4. By Lemma A.7, we can compute x s and y s in polynomialtime and the sequence x s =y s never repeats. Thus, with n+1 oracle calls, we can evaluate the polynomial f(x) = P n i=0 A i x i at the n + 1 distinct points 1 + y s =x s , s = 0; : : :; n. By Fact 4.1, we can recover the coe cients of f in polynomial time. The number of minimum cardinality vertex covers in G is the rst nonzero coe cient. In this section, we prove that it is NP-hard to approximate the number of minimum cardinality vertex covers within ratio 2 n 1? . It has been observed that a direct parsimonious reduction from any NP language can be used to prove that approximately counting minimum cardinality vertex covers is hard in graphs whose degree is bounded by a constant Val95]. (After modifying the nonde-terministic Turing machine to have at least one trivial accepting computation.) However, it is unclear that the direct argument can achieve a degree bound as small as 3. Our proof is based on the blow-up technique introduced in JVV86] and later used in Rot96, Sin93] . The intuition is: if we want to prove that it is hard to approximately count some class of objects (such as cycles) and some extremal subclass of these objects (such as Hamiltonian cycles) are NP-hard to detect, then we should perform some blow-up procedure through which the extremal objects, if there are any, are multiplied many times more than the nonextremal ones. Thus, even a crude counting estimate in the modi ed instance will enable us to detect whether any of these extremal objects existed in the original problem instance. In the reductions of JVV86, Rot96, Sin93], the blowup procedure is applied to the original graph. However, we want to prove a result for bounded-degree graphs; it is di cult to perform any blow-up that preserves this property. Instead, we pass, via parsimonious reduction, to propositional formulae and perform the blow-up on formulae. We then reduce the number of occurrences of each variable to a constant using a standard technique, and return to graphs via another parsimonious reduction. We nd that the condition that each variable occurs only a constant number of times translates to the resulting graph having bounded degree.
The approach described above is realized by the following sequence of reductions. We will prove that each of the following problems are NP-hard in sequence. (3{7 being NP-hard for every > 0.): Output:An approximation to jf( ; t) : t 2 f1; 2; 3g r ; an assignment for F such that makes c i;ti true for each igj within ratio 3 r 1? . 4. 3 ( 2m+3r 18 ) 1? -Approx #2 -Guaranteed Weighted 3Sat
Input:As in 3, but with each literal occurring at most twice. Output:An approximation to the quantity in 3 within ratio 3 ( 2m+3r 18 ) 1? . 5. 3 ( n 18 ) 1? -Approx #3 -Minimum Cardinality Vertex Cover Input:An undirected graph G of degree 3 on n nodes. Output:An approximation to the number of minimum cardinality vertex covers in G within ratio 3 ( n 18 ) 1? . 6. 2 n 1? -Approx #3 -Minimum Cardinality Vertex Cover Input:An undirected graph G of degree 3 on n nodes. Output:An approximation to the number of minimum cardinality vertex covers in G within ratio 2 n 1? . 7. 2 n 1? -Approx #3 -Maximum Cardinality Independent Set Input:An undirected graph G of degree 3 on n nodes. Output:An approximation to the number of maximum cardinality independent sets in G within ratio 2 n 1? .
Proof (of Theorem 2) 1. 3Sat _ n 2 -Vertex Cover
The standard reduction from 3Sat to Vertex Cover takes a formula F in 3-CNF with m variables and r clauses and constructs a graph G on 2m + 3r vertices such that G has a vertex cover of size m + 2r if and only if F is satisable. GJ79] If we add r isolated vertices to G, then G has n = 2m + 4r vertices and has a vertex cover of size n=2 i F is satis able.
2. n 2 -Vertex Cover _ n 2 -Monotone 2Sat
This is immediate, given the discussion in the proof of Proposition 2.1.
3. n 2 -Monotone 2Sat _ 3 r 1? -Approx #Guaranteed Weighted 3Sat
Let F be the given monotone 2-CNF formula, with r clauses. Intuitively, we want to magnify the number of choices of t for assignments in which exactly half the variables are true. Notice that the number of pairs of variables which have di erent values is largest when exactly half the variables are true. This is the basis of our reduction. Say F has variables x 1 ; x 2 ; : : :; x n . For each pair i; j with i 6 = j, introduce a new variable z ij , and de ne F ij as follows.
Now we de ne G as follows:
Notice that the assignment which sets all variables to true can be used as the satisfying assignment in the input. Consider any assignment that satis es F. Let us consider the number of ways we can extend to a satisfying assignment of G and choose t 2 f1; 2; 3g r+n(n?1)(s+2) so that the required relationship holds. For each pair of variables x i ; x j which take on di erent values, z ij can either be true or false. When z ij is true, there are 4 ways to choose the components of t corresponding to the rst two clauses of F ij (in each of those, two literals are true.) But there is only one way to choose the components of t corresponding to the nal s clauses in F ij . When z ij is chosen to be false, then there is only one way to choose the components of t for the rst 2 clauses in F ij , but there are 2 s ways to do so for the nal s clauses. Thus, for each pair of variables taking di erent values under , there are 4 + 2 s choices for z ij and the relevant components of t.
For each pair of variables x i ; x j which take on the same value under , z ij must be true to satisfy F ij . Then there are 3 choices of the component of t corresponding one of the rst two clauses of F ij , but only one choice for the other clauses of to requiring that x 1 x 2 x n x 1 , which is to say that all the x i 's must take on the same value in any satisfying assignment. Doing this for each of the original variables in F, we obtain a formula F 0 , in which each literal appears at most twice. Now, every satisfying assignment to F yields a satisfying assignment to F 0 by assigning x 1 ; : : :; x k the value that x got, and conversely. We need to note that the number of choices of t does not change. This is clear, because the number of ways to choose t i does not change if the ith clause was originally in F, and in each of the new clauses, exactly one literal is true in every satisfying assignment, so there is only one way to choose t i . Observe, additionally, that we can use the assignment which sets all variables from X to true and all variables from Y to false as the required assignment in the input. Note that if the original formula F has r clauses, then F 0 has at most 3r variables and 4r clauses. Thus, if F 0 has m variables and s clauses, an approximation within ratio 3 ( 2m+3s 18 ) 1? for F yields an approximation within ratio 3 r 1? for F. Observe that every vertex cover in G is of size at least n + r 1 + 2r 2 We will show that there is exactly one such cover for every choice of ( ; t) for F. Given ( ; t) satisfying the appropriate conditions, let V 0 = fx : (x) = 1g f:x : (x) = 0g f(i; j) : t i 6 = j; jC i j jg V 0 is a vertex cover of size n + r 1 + 2r 2 . It is clear that the rst two types of edges are covered. To see that the edges of the last type are covered, just note that if c i;j is not in the cover, then c i;j is not true, so t i 6 = j , which means that (i; j) is in the cover. There is at least one cover of this size, since F is Finally, observe that each`clause' node has degree 3, whereas each`literal' node has degree one greater than the number of times it appears in F. Hence, the graph has degree at most 3, and this is a parsimonious reduction. The number of nodes n in G is at most 2m + 3r, where m is the number of variables in F and r is the number of clauses, so an approximation within ratio 3 ( n 18 ) 1?
for G gives an approximation within ratio 3 ( 2m+3r 18 ) 1? for F.
6. 3 ( n 18 ) 1? =2 -Approx #3 -Minimum Cardinality Vertex Cover _ 2 n 1? -Approx #3 -Minimum Cardinality Vertex Cover Let > 0 be xed. Then for all n greater than some su ciently large N, n 1? log 2 3 18 1? =2 n 1? =2 , i.e. 2 n 1? 3 ( n 18 ) 1? =2 . Hence, given an algorithm that approximates the number of minimum cardinality vertex covers within ratio 2 n 1? , we can obtain one that approximates the same quantity within ratio 3 ( n 18 ) 1? =2 , by keeping a table of the number of minimum cardinality vertex covers in the ( nitely many) graphs with fewer than N nodes. 
Conclusion
The study of counting and its computational complexity is both interesting and important. However, our understanding of the computational aspects of counting is far from complete. In particular, very little is known about counting, both exact and approximate, in restricted cases. In this paper, we have a answered a few questions about counting in restricted cases, but there are still many open problems. We believe that the tools developed here are likely to prove useful in obtaining restricted-case results for other counting problems.
Even regarding just the problems studied here, several unanswered questions stand out. For one, we have shown that a number of problems are hard in bounded-degree bipartite graphs and constant-degree regular graphs, but we do not know what happens if these conditions are imposed simultaneously. Do these problems remain hard in bipartite k-regular graphs, or even just bipartite regular graphs? In addition, we know that all the problems become tractable in degree 2, but some of our results only show hardness for degree 4 or higher. It seems likely that all of the problems remain #P-complete in degree 3, but this is still unknown.
Perhaps the most useful application of negative results such as ours is to guide the search for positive results. Our results mean that it would be signicant if polynomial-time approximate-counting algorithms for structures such as vertex covers could be found even in very restricted cases. Sinclair and Jerrum's Markov chain techniques SJ89, Sin93] have yielded polynomial-time approximation algorithms for a number of counting problems Kan94]; perhaps they can be applied to the problems here. Some progress has already been made in this direction. There are polynomial-time Markov chain algorithms for approximately counting the number of matchings in general graphs and the number of perfect matchings in dense graphs or graphs with large factors JS89, DL92]. Luby and Vigoda LV97] have recently devised a Markov chain which approximates the number of independent sets in graphs of degree at most four LV97]. These results, and that of LV97] in particular, are even more surprising in light of Theorem 1.
Despite the successes of the Markov chain technique, it is still possible that the approximate versions of some of the problems studied here are also hard. Theorem 2 demonstrates that it is possible to get a restricted-case result for at least one approximate-counting problem. This might prove useful as a starting point for additional such results. Luby and Vigoda LV97] have recently shown that it is NP-hard to approximately count independent sets in graphs of degree at most k for some large constant k. It would be interesting to close the gap between their positive result for degree 4 and this negative result.
As evidenced by the open problems mentioned here, the complexity of counting is a rich and fascinating area in which there is still much work to be done. Perhaps the techniques and results introduced in this paper will help answer some of the many unanswered questions about the complexity of counting.
A Technical Lemmas
In order for our interpolation reductions to work, it is essential that the interpolation points are distinct. The simplest case of this occurred in Reductions 2 and 10 of Theorem 1, in which we interpolated at consecutive ratios of Fibonacci numbers.
Lemma A.1 Let f n denote the nth Fibonacci number. That is, f 0 = 1, f 1 = 1, and f n+2 = f n+1 + f n for all n 0. Let r n = f n+1 =f n . Then r i 6 = r j for any i 6 = j. Proof It is a well-known fact that r n ! as n ! 1, where = (1 + p 5)=2. From the Fibonacci recurrence, we see that r n+1 = 1+ 1 rn . Hence, if r i = r j for some i < j, the sequence fr n g would have to be eventually periodic with period j ? i. As a nonconstant periodic sequence never converges, it would have to be eventually constant at . By noting that r n = (r n+1 ?1) ?1 and that is a xed point of this recurrence, we can conclude that the sequence would have to be constant at starting with r 0 . But r 0 = 1. 2
When our interpolation points are not as familiar as Fibonacci numbers, we need a more general tool for determining whether they repeat. The following two lemmas provide such a tool. It is wellknown that, as long as and are distinct, the general solution to the 2 2 system of linear recurrences describing x n and y n is given by x n = a n + b n and y n = c n + b n . So, by the previous lemma, as long as 6 = and neither nor is zero, fz n g can repeat only if ad ? bc = 0 or = is a root of unity. If = is a root of unity, it must be one of degree 1 or 2 over Q, as = 2 Q( ; ) = Q( ); which is a eld extension of degree 2 over Q. The degree of a primitive nth root of unity over Q is (n) (see, e.g., IR90, Sec. for distinct primes p i , one sees that only n for which (n) 2 are 1; 2; 3; 4; and 6. The irreducible polynomials over Q for the corresponding primitive roots of unity are x ? 1, x + 1, x 2 + x + 1, x 2 + 1, and x 2 ? x + 1. So to check that = is not a root of unity, we need only check that = does not satisfy any of these polynomials. Using the quadratic formula, we can express and in terms of A; B; C; and D. The rst 6 conditions in the lemma come from substituting these expressions into the polynomials that test whether (1) or is zero, (2) = , and (3){(6) = is a 2nd, 3rd, 4th, or 6th root of unity.
As long as 6 = and neither are zero, we can solve for a; b; c; and d in terms Lemma A.4 Let C n be the graph consisting of a chain of n nodes. Then the number of vertex covers in C n is f n+1 and the number of matchings in C n is f n , where f k is the kth Fibonacci number, as de ned in Lemma A.1.
Proof Let x n be the number of vertex covers in a chain of n vertices. Given a chain C n = v 1 ? v 2 ? ? v n with n 2, the number of vertex covers in C n containing v 1 is x n?1 and the number not containing v 1 is x n?2 . Thus, x n = x n?1 + x n?2 , which is the Fibonacci recurrence. Also note that x 0 = 1 and x 1 = 2. To obtain the result for matchings, observe that the line-graph of C n is C n?1 and apply Lemma 2. The proof of this fact is by straightforward induction, applying the the recurrence M k+1 = M k +kM k?1 . The same proof actually shows that strict inequality holds (on both sides) for all k 4, as long as we use k = 4 as our base case. Thus condition (1) is also satis ed.
The only condition left to check is (c+e)(b+2d+f)?(d+f)(a+2c+e) 6 = 0. Lemma A.6 Fix k to be an odd integer 3. Let Proof By inspection, we can verify that the sequences x s and y s satisfy the following recurrences:
x s+1 = (k + 1)x s + ky s y s+1 = 2x s + y s
The initial conditions are x 0 = (3k + 3)=2 and y 0 = 3. We can compute x s and y s in time polynomial in s by simply using these recurrences. To show that x s =y s never repeats, we apply Lemma A.3. In our situation, the conditions of that theorem become:
?k + 1 6 = 0 The initial conditions are x 0 = k + 3 and y 0 = k. We can compute x s and y s in time polynomial in s by simply using these recurrences. To show that x s =y s never repeats, we apply Lemma A.3. In our situation, the conditions of that theorem become:
?2k + 4 6 = 0 
k 2 ? 3k + 9 6 = 0 (7) (8) It is easily veri ed that all of the above hold for all integers k 3. 2
