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On weighted sublinear separators
Zdeneˇk Dvorˇa´k
∗
Abstract
Consider a graph G with an assignment of costs to vertices. Even
if G and all its subgraphs admit balanced separators of sublinear size,
G may only admit a balanced separator of sublinear cost after deleting
a small set Z of exceptional vertices. We improve the bound on |Z|
from O(log |V (G)|) to O(log log . . . log |V (G)|), for any fixed number of
iterations of the logarithm.
A balanced separator in a graph G is a set C ⊆ V (G) such that each
component of G − C has at most 23 |V (G)| vertices. A hereditary class of
graphs G has strongly sublinear separators if there exist c, ε > 0 such that
every graph G ∈ G has a balanced separator of size at most c|V (G)|1−ε. Fa-
mously, planar graphs [10] and more generally graphs without a fixed graph
as a minor [1], as well as many geometrically defined graph classes [12, 13]
have strongly sublinear separators, and this property has important algo-
rithmic applications [11].
Building upon a result of Plotkin et al. [14], Dvorˇa´k and Norin [6] es-
tablished a connection to shallow minors. For an integer ℓ ≥ 0, a depth-ℓ
minor of a graph G is a graph obtained from a subgraph of G by contracting
pairwise vertex-disjoint subgraphs, each of radius at most ℓ. The density of
a graph H is |E(H)|/|V (H)|, and we define ∇ℓ(G) as the maximum density
of a depth-ℓ minor of G. For a function f : N → N, we say the expansion
of G is bounded by f if ∇ℓ(G) ≤ f(ℓ) for every integer ℓ ≥ 0. We say that
a class of graphs G has polynomial expansion if there exists a polynomial p
bounding the expansion of all graphs in G.
Theorem 1 (Dvorˇa´k and Norin [6]). A hereditary class G of graphs has
strongly sublinear separators if and only if it has polynomial expansion.
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In this note, we will focus on the weighted version of the separators.
There are two senses in which one could interpret this statement: The
weights could affect the balance or the size of the separators. While we
primarily focus on the latter sense, we will need to use the former sense
in the course of our argument as well. To avoid confusion, we say that
an assignment of non-negative real numbers to vertices is a weight assign-
ment if the values are used to control the balance of the separators and
a cost assignment if they are used to control the size of the separators.
Given a weight or cost assignment f : V (G) → R+0 for a graph G and a set
X ⊆ V (G), we define f(X) =
∑
x∈X f(x), and for a subgraph H ⊆ G, we
define f(H) = f(V (H)).
Consider a cost assignment ρ : V (G) → R+0 for a graph G. Even if G
belongs to a class with strongly sublinear separators, it may not necessarily
have a balanced separator of small cost. For example, suppose G is a star
with center v and leaves v1, . . . , vn, and let ρ(v) = n/3 and ρ(vi) = 1 for
i = 1, . . . , n. Any balanced separator C must contain either v or at least
n/3 leaves, implying ρ(C) ≥ n/3 ≥ ρ(G)/4. However, as in this example,
it may be the case that a cheap separator exists after deleting a bounded
number of expensive vertices. More precisely, for integers t ≥ 1 and q ≥ 0,
we say a set C ⊆ V (G) is (ρ/t)-cheap with q outliers if there exists a set
C ′ ⊆ C of size at most q such that ρ(C \C ′) ≤ ρ(G)/t. In [5], I conjectured
it is always possible to get a cheap balanced separator with only a bounded
number of outliers.
Conjecture 1. For every polynomial p, there exists a function q : N → N
such that the following holds. Let G be a graph with expansion bounded by p
and let ρ : V (G)→ R+0 be a cost assignment for G. For every integer t ≥ 1,
G has a balanced separator which is (ρ/t)-cheap with q(t) outliers.
Let me remark that Conjecture 1 is a weakening of my conjecture that
graphs with polynomial expansion are fractionally treewidth-fragile [4], and
consequently the conclusion of Conjecture 1 holds for graphs from every class
known to be fractionally treewidth-fragile. This includes all proper minor-
closed classes [2] and all graphs with polynomial expansion and bounded
maximum degree [4]. Moreover, in [4], I proved the following weakening of
this conjecture.
Theorem 2 (Dvorˇa´k [5]). For every polynomial p : N → N, there exists
a polynomial q : N → N such that the following holds. Let G be an n-
vertex graph with expansion bounded by p and let ρ : V (G) → R+0 be a cost
assignment for G. For every integer t ≥ 1, G has a balanced separator which
is (ρ/t)-cheap with q(t log n) outliers.
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As our main result, we make a further step towards Conjecture 1 by im-
proving the dependence on the number of vertices. Let us define log(0)(x) =
x and log(i+1) x = log2max
(
2, log(i)(x)
)
for i ≥ 0.
Theorem 3. For every polynomial p : N → N and integer a ≥ 0, there
exists a polynomial q : N → N such that the following holds. Let G be an
n-vertex graph with expansion bounded by p and let ρ : V (G) → R+0 be a
cost assignment for G. For every integer t ≥ 1, G has a balanced separator
which is (ρ/t)-cheap with exp(q(t)) log(a) n outliers.
Note that unlike Theorem 2, the bound in Theorem 3 is exponential in
t, and thus it beats Theorem 2 only for t = o(log log n). Our approach gives
a better bound in terms of weak coloring numbers. Let G be a graph and
let ≺ be a linear ordering of its vertices. For a vertex v ∈ V (G) and an
integer r ≥ 0, a vertex u is (≺, r)-reachable from v if there exists a path P
from v to u in G of length at most r such that u  x for every x ∈ V (P )
(and in particular, u  v). Let L≺r (v) denote the set of vertices (≺, r)-
reachable from v, and let us define wcol≺r (G) = max{|L
≺
r (v)| : v ∈ V (G)}.
The weak r-coloring number wcolr(G) is the minimum of wcol
≺
r (G) over all
linear orderings ≺ of V (G).
Theorem 4. For every polynomial p : N → N and integer a ≥ 0, there
exists a polynomial q : N → N such that the following holds. Let G be an
n-vertex graph with expansion bounded by p and let ρ : V (G) → R+0 be a
cost assignment for G. For every integer t ≥ 1, G has a balanced separator
which is (ρ/t)-cheap with q(t)wcol5q(t)(G) log
(a) n outliers.
Note that weak coloring numbers and the expansion of a graph are linked,
as described in the following lemma which follows from known bounds (we
give a more detailed argument in the Appendix).
Lemma 5. For every graph G and integer r ≥ 1, we have wcolr(G) ≤(
2r∇r(G)
)3r
and ∇r(G) ≤ wcol4r(G).
Hence, Theorem 4 implies Theorem 3. Let us remark that there exist
graphs with polynomial expansion and superpolynomial weak coloring num-
bers [8]. However, weak coloring numbers are known to be polynomial for a
number of interesting graph classes [15].
Let us give two further interpretations of our main result. For an integer
r ≥ 1, we say that C ⊆ V (G) is a balanced distance-r separator in a graph G
if V (G−C) = A∪B for disjoint sets A and B such that |A|, |B| ≤ 23 |V (G)|
and the distance dG(A,B) between A and B in G is greater than r. Note
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that stars do not have small balanced distance-2 separators. However, this
can again be worked around by deleting a few vertices first.
Theorem 6. For every polynomial p : N → N and integers a, r ≥ 1, there
exists a polynomial q′ : N → N such that the following holds. Let G be an
n-vertex graph with expansion bounded by p. For every integer t ≥ 1, there
exists a set Z ⊆ V (G) of size at most q′(t)wcol5q′(t)(G) log
(a) n such that
G− Z has a balanced distance-r separator of size at most |V (G)|/t.
Theorem 6 is proved by applying Theorem 4 to a graph arising from the
weak coloring number at distance r; see the next section for more details.
A more direct application is to balanced edge separators, sets of edges
whose removal splits the graph into components with at most 2/3 of the
vertices. Again, as the example of stars shows, even very simple graphs do
not admit sublinear balanced edge separators. However, applying Theorem 4
with the cost function ρ(v) = deg v and including in the edge separator all
the edges incident with the non-outlier vertices, we obtain the following
result.
Corollary 7. For every polynomial p : N → N and integer a ≥ 0, there
exists a polynomial q : N → N such that the following holds. Let G be an
n-vertex graph with expansion bounded by p. For every integer t ≥ 1, there
exists a set Z ⊆ V (G) of size at most q(t)wcol5q(t)(G) log
(a) n such that G−Z
has a balanced edge separator of size at most 2|E(G)|/t.
We will prove Theorem 4 in the setting of separators whose balance is
affected by weights of vertices (this makes the result slightly more general,
but additionally we need to use the weights in the proof). For a weight
assignment w : V (G) → R+0 , a w-balanced separator in a graph G is a set
C ⊆ V (G) such that each component K of G− C satisfies w(K) ≤ 23w(G).
We define η(G, t) as the minimum integer q such that for every weight as-
signment w and cost assignment ρ, there exists a w-balanced separator in
G which is (ρ/t)-cheap with q outliers.
Let us remark that at least in this weighted setting, we cannot replace
q(t) by a constant independent of t in the statement of Conjecture 1. For s ≥
3, let Gs,n be the graph obtained from the complete bipartite graphKs,n with
parts A and B by subdividing each edge s− 2 times. Note that ∇r(Gs,n) =
O(r). Let w be the weight assignment for Gs,n such that w(y) = 1 for all
y ∈ B and w(x) = 0 for all other vertices x. Let ρ be the cost assignment
such that ρ(x) = n for x ∈ A, ρ(x) = s for x ∈ B, and ρ(x) = 1 otherwise.
We have ρ(Gs,n) = s
2n. Consider an optimal w-balanced separator C with
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q < s outliers. For n≫ s, all outliers belong to A and the non-outliers of C
have cost at least (s − q)n/3. If s2n/t ≥ (s − q)n/3, then q >= s − 3s2/t.
For s = t/6, this implies q ≥ t/12. Hence, there exist graphs G with linear
expansion and with η(G, t) = Ω(t).
1 Weak coloring numbers, expansion, and distances
Given a graph G, a linear ordering ≺ of its vertices, and an integer m ≥ 1,
let G[≺,m] denote the graph with vertex set V (G) and the edges uv for all
v ∈ V (G) and u ∈ L≺m(v). We need a bound on the expansion of this graph
in terms of the expansion of G.
Lemma 8. Let G be a graph, let ≺ be a linear ordering of its vertices, and
let m ≥ 1 and r ≥ 0 be integers. Then
∇r
(
G[≺,m]
)
≤
(
wcol≺m(G)
)2
(2m+ 1)2(2r + 1)2∇(2m+1)r+m(G) + wcol
≺
m(G).
In particular, if the expansion of G is bounded by p(r) = c(r + 1)k for
some c ≥ 1 and k ≥ 0, then the expansion of G[≺,m] is bounded by p′(r) =
c′(r + 1)k+2 for
c′ = 5
(
wcol≺m(G)
)2
(2m+ 1)k+2c.
Proof. For every u ∈ V (G), let R≺m(u) be the subgraph of G induced by
{v ∈ V (G) : u ∈ L≺m(v)}. Note that v ∈ V (R
≺
m(u)) if and only if G contains
a path P from u to v of length at most r such that u  x for every x ∈ V (P ).
All vertices of such a path also belong to V (R≺m(u)). Consequently, R
≺
m(u) is
connected and has radius at most m. Moreover, every edge uv ∈ E(G[≺,m])
satisfies R≺m(u)∩R
≺
m(v) 6= ∅, and every vertex v ∈ V (G) belongs to V (R
≺
m(u))
for |L≺m(v)| ≤ wcol
≺
m(G) vertices u ∈ V (G). The bound on ∇r
(
G[≺,m]
)
follows by Lemma 3.10 of Har-Peled and Quanrud [9].
For a set X ⊆ V (G), let G[≺,m]/X denote the induced subgraph of G[≺,m]
with vertex set
⋃
x∈X L
≺
m(x); note that |V (G
[≺,m]/X)| ≤ wcol≺m(G)|X|.
Lemma 9. Let G be a graph, let ≺ be a linear ordering of its vertices,
let m ≥ 1 be an integer, and let X be a set of vertices of G. Let C be a
set of vertices of G[≺,m]/X . If x, y ∈ X belong to different components of
G[≺,m]/X − C, then dG−C(x, y) > m.
Proof. Suppose for a contradiction there exists a path P of length at most
m from x to y in G − C, and let z = min≺ V (P ). If say z = x, then P
shows that xy ∈ G[≺,m], contradicting the assumption that x and y belong
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to different components of G[≺,m]/X − C. Hence, we have x 6= z 6= y. The
subpaths of P from x and y to z show that z ∈ L≺m(x) ∩ L
≺
m(y), and thus
xz, yz ∈ E(G[≺,m]/X). Since x and y belong to different components of
G[≺,m]/X − C, it follows that z ∈ C, which is a contradiction.
In particular, Theorem 6 follows from Theorem 4 applied to G[≺,r], where
≺ is the linear ordering minimizing wcolq(t)(G
[≺,r]) ≤ wcolrq(t)(G), with
q′(t) = rq(t).
2 Separators with few outliers
For integers t, b ≥ 1, let ℓ(t, b) be the minimum integer ℓ such that (1 +
1/t)ℓ > b. Since (1 + 1/t)t ≥ 2, we have ℓ(t, b) ≤ t⌈log2(b + 1)⌉. Consider
a graph G with a weight assignment w and a cost assignment ρ. For a
set X ⊆ V (G), let NG(X) denote the set of vertices in V (G) \ X with a
neighbor in X. We say that G is a (w, ρ, t)-expander if ρ(G) 6= 0 and for
every X ⊆ V (G) such that w(X) ≤ w(G)/2, we have ρ(NG(X)) ≥ ρ(X)/t.
Lemma 10. Let t, b1, b2 ≥ 1 be integers. Let G be a graph and let w and ρ
be a weight and a cost assignment for G such that G is a (w, ρ, t)-expander.
For any X1,X2 ⊆ V (G), if ρ(X1) ≥ ρ(G)/b1 and ρ(X2) ≥ ρ(G)/b2, then
dG(X1,X2) ≤ ℓ(t, b1) + ℓ(t, b2).
Proof. For i ≥ 0 and j ∈ {1, 2}, let Xij denote the set of vertices of G at
distance at most i from Xj . Suppose for a contradiction that dG(X1,X2) >
ℓ(t, b1)+ℓ(t, b2), and thusX
ℓ(t,b1)
1 ∩X
ℓ(t,b2)
2 = ∅ and w
(
X
ℓ(t,b1)
1
)
+w
(
X
ℓ(t,b2gr)
2 ) ≤
w(G). By symmetry, we can assume w
(
X
ℓ(t,b1)
1
)
≤ w(G)/2. Since G is a
(w, ρ, t)-expander, for 1 ≤ i ≤ ℓ(t, b1), we have ρ(X
i
1) ≥ (1 + 1/t)ρ(X
i−1
j ),
and thus ρ(X
ℓ(t,b1)
1 ) ≥ (1 + 1/t)
ℓ(t,b1)ρ(X1) ≥ (1 + 1/t)
ℓ(t,b1)ρ(G)/b1 > ρ(G),
by the definition of ℓ(t, b1) and the assumption that ρ(G) 6= 0. This is a
contradiction.
For a graph G and an integer l ≥ 1, let ωl(G) denote the largest clique
that appears in G as a depth-l minor. Clearly, ωl(G) ≤ 2∇l(G) + 1. A tight
depth-l clique minor in G is a clique minor K of depth l where the vertex set
of every bag is covered by at most ωl(G)−1 paths of length at most l with the
same starting point. Note this implies |V (K)| ≤ ωl(G)((ωl(G) − 1)l + 1) ≤
ω2l (G)l. For a positive integer n
′, let η≤n′(G, t) denote the maximum of
η(H, t) over all subgraphs H of G with at most n′ vertices.
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Let us now prove a key result relating the number of outliers in a graph G
to the number of outliers in a subgraph of G with polylogarithmic number
of vertices. Theorem 4 will follow by iterating this result. The argument is
based on the proof of Plotkin et al. [14], the novel idea being the way we
break up the expensive vertices in part (c).
Theorem 11. Let G be a graph with n vertices, let ≺ be a linear ordering of
the vertices of G and let t ≥ 1 be an integer. Let l = 2ℓ(5t, 5tn), b = ω2l (G)l,
m = 2ℓ(5t, 20t), r = ⌈log9/8(20t/3)⌉, and n
′ = 5btwcol≺m(G). Then
η(G, t) ≤ rη≤n′(G
[≺,m], 5rt).
Proof. Let w and ρ be a weight and a cost assignment for G. We construct
a sequence of tuples Ti = (Ai, Bi, Ci,Di,Ki, ri) (for i = 0, 1, . . .), where Ai,
Bi, Ci, Di and Ki are pairwise disjoint subsets of V (G) and ri ≥ 0 is an
integer and for i > 0 we have Ai−1 ∪Ki−1 ⊆ Ai ∪Ki, Bi−1 ⊆ Bi, Ci−1 ⊆ Ci,
Di−1 ⊆ Di, and ri−1 ≤ ri. Let us define Ri = G− (Ai ∪Bi ∪Ci ∪Di ∪Ki),
and let Hi be the graph with vertex set {v ∈ V (Ri) : ρ(v) >
1
5btρ(G)} and
with uv ∈ E(Hi) if and only if dRi(u, v) ≤ m.
We maintain the following invariants for every i ≥ 0:
(i) w(Ai) ≤
2
3w(G) and NG(Ai) ⊆ Bi ∪ Ci ∪Di ∪Ki,
(ii) ρ(Ai) ≥ 5tρ(Bi),
(iii) ρ(Ci) ≤
1+ri/r+δi
5t ρ(G), where δi = 0 if V (Hi) 6= ∅ and δi = 1 otherwise,
(iv) |Di| ≤ riη≤n′(G
[≺,m], 5rt),
(v) Ki is the vertex set of a tight depth-l clique minor such that ρ(v) ≤
1
5btρ(G) for every v ∈ V (Ki), and
(vi) ri ≤ r and every component M of Hi satisfies ρ(M) ≤ (8/9)
riρ(G).
We let A0 = B0 = D0 = K0 = ∅, r0 = 0, and C0 = {v ∈ V (G) : ρ(v) <
1
5tnρ(G)}; clearly, ρ(C0) ≤
1
5tρ(G), and thus (iii) holds. All the other invari-
ants are trivially satisfied.
For i ≥ 0, assuming we already determined (Ai, Bi, Ci,Di,Ki), we pro-
ceed as follows.
(a) If w(Ri) ≤
2
3w(G), the construction stops. By (i), Bi∪Ci∪Di∪Ki is a
w-balanced separator in G. By (ii), we have ρ(Bi) ≤
1
5tρ(Ai) ≤
1
5tρ(G).
SinceKi is a vertex set of a tight depth-l clique minor, we have |Ki| ≤ b
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and ρ(Ki) ≤
1
5tρ(G) by (v). Together with (iii) and (vi), this implies
ρ(Bi ∪ Ci ∪ Ki) ≤ ρ(G)/t. By (iv) and (vi), it follows that the set
Bi ∪ Ci ∪ Di ∪ Ki is (ρ/t)-cheap with rη≤n′(G
[≺,m], 5rt) outliers, as
required.
From now on, assume w(Ri) >
2
3w(G). In particular, V (Ri) 6= ∅, and
by the choice of C0, ρ(Ri) 6= 0.
(b) If Ri is not an (w, ρ, 5t)-expander, then let Zi ⊆ V (Ri) be such that
w(Zi) ≤ w(Ri)/2 and ρ(NRi(Zi)) <
1
5tρ(Zi). Let Ai+1 = Ai ∪ Zi,
Bi+1 = Bi∪NRi(Zi), Ci+1 = Ci, Di+1 = Di, Ki+1 = Ki and ri+1 = ri.
Note (ii) is satisfied by Ti+1, since it is satisfied by Ti and ρ(NRi(Zi)) <
1
5tρ(Zi). Moreover, w(Ai+1) ≤ w(Ai) + w(Ri)/2 ≤ (w(G) − w(Ri)) +
w(Ri)/2 = w(G) − w(Ri)/2 <
2
3w(G) since w(Ri) >
2
3w(G), and thus
Ti+1 satisfies (i). All the other invariants are clearly preserved.
From now on, assume Ri is a (w, ρ, 5t)-expander.
(c) Let us now consider the case V (Hi) 6= ∅. If ρ(Hi) ≤
1
5tρ(G), then let
Ti+1 be obtained from Ti by setting Ci+1 = Ci ∪ V (Hi). By (iii), we
have ρ(Ci) ≤
1+ri/r
5t ρ(G), and thus ρ(Ci+1) ≤
2+ri+1/r
5t ρ(G). Moreover,
V (Hi+1) = ∅, and thus Ti+1 satisfies (iii). All the other invariants are
clearly preserved. Hence, suppose that ρ(Hi) >
1
5tρ(G).
Let Mi be a component of Hi with ρ(Mi) maximum. We claim that
ρ(Mi) ≥
3
4ρ(Hi). Indeed, suppose for a contradiction ρ(Mi) <
3
4ρ(Hi).
Then we can express Hi as a disjoint union of graphs H
′
i and H
′′
i
such that ρ(H ′i), ρ(H
′′
i ) > ρ(Hi)/4 >
1
20tρ(G). Since Ri is a (w, ρ, 5t)-
expander, Lemma 10 implies dRi(V (H
′
i), V (H
′′
i )) ≤ m. But then two
vertices of Ri at distance at mostm from each other belong to different
components of Hi, contradicting the definition of Hi.
Therefore, we have ρ(Mi) >
3
20tρ(G), and by (vi), (8/9)
ri > 320t , im-
plying ri < log9/8(20t/3) ≤ r.
Let G′i = R
[≺,m]/V (Hi)
i , and let wi be the weight assignment defined by
wi(v) = ρ(v) for v ∈ V (Hi) and wi(v) = 0 otherwise. Note that G
′
i ⊆
G[≺,m]. Moreover, we have ρ(v) > 15btρ(G) for each v ∈ V (Hi), and
thus |V (Hi)| ≤ 5bt and V (G
′
i) ≤ |V (Hi)|wcol
≺
m(G) ≤ 5btwcol
≺
m(G) =
n′. Therefore, G′i contains a wi-balanced separator Xi ∪ Yi, where
ρ(Xi) ≤
1
5rtρ(G
′
i) and |Yi| ≤ η≤n′(G
[≺,m], 5rt). Let Ti+1 be obtained
from Ti by setting Ci+1 = Ci ∪Xi, Di+1 = Di ∪ Yi, and ri+1 = ri + 1.
Clearly, all the invariants except possibly for (vi) are satisfied.
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Let us now argue that (vi) holds. Since ri < r, we have ri+1 ≤ r.
Note that Ri+1 = Ri − (Xi ∪ Yi). By Lemma 9, if vertices u, v ∈
V (Hi) \ (Xi ∪ Yi) belong to different components of G
′
i − (Xi ∪ Yi),
then dRi+1(u, v) > m, and thus uv 6∈ E(Hi+1). Consequently, any
component M of Hi+1 is contained in a component of G
′
i − (Xi ∪ Yi).
Since Xi∪Yi is a wi-balanced separator in G
′
i and ρ(Mi) ≥
3
4ρ(Hi), we
have ρ(M) = wi(M) ≤
2
3wi(G
′
i) =
2
3ρ(Hi) ≤
8
9ρ(Mi) ≤ (8/9)
ri+1ρ(G)
by (vi). This implies that Ti+1 satisfies (vi).
From now on, we assume V (Hi) = ∅.
(d) If there exists a bag S of the clique minorKi with no neighbor in Ri, let
Ti+1 be obtained from Ti by setting Ai+1 = Ai∪S and Ki+1 = Ki \S.
We have w(Ai+1) ≤ w(G) − w(Ri) < w(G)/3, and thus Ti+1 satisfies
(i). All other invariants are clearly satisfied as well.
(e) Let S1, . . . , So be the bags of Ki. By the previous paragraph, we can
for j = 1, . . . , o assume that Sj has a neighbor vj ∈ V (Ri). Fix any
vertex v ∈ V (Ri). By the choice of C0, we have ρ(v), ρ(vj) ≥
1
5tnρ(G).
Since Ri is a (w, ρ, 5t)-expander, Lemma 10 implies that dRi(v, vj) ≤ l.
Let S be the union of paths of length at most l from v to the vertices v1,
. . . , vo in Ri. Let Ti+1 be obtained from Ti by setting Ki+1 = Ki ∪ S.
Clearly, (v) holds, since V (Hi) = ∅, and thus ρ(u) ≤
1
5btρ(G) for every
u ∈ V (Ri).
Note that after each of the operations (b), (c), (d), and (e), the pair (|Ai+1|+
|Ci+1|+ ri+1, |Ki+1|) is lexicographically strictly greater than (|Ai|+ |Ci|+
ri, |Ki|), and since |Aj | + |Cj| + rj ≤ n + r and |Kj | ≤ n for each j, the
process necessarily stops after a finite number of steps.
We now iterate Theorem 11 a times and use the trivial bound η(H, t) ≤
|V (H)| at the end. Let us remark that for r1, r2 ≥ 1, a graph G, and a
linear ordering ≺ of the vertices of G, if H is a subgraph of G[≺,r1], then
H [≺,r2] ⊆ G[≺,r1r2].
Corollary 12. Let G be a graph with n vertices, let ≺ be a linear ordering
of the vertices of G and let t ≥ 1 be an integer. Let t0 = t, n0 = n, m0 = 1
and for i ≥ 0, let
• ri = ⌈log9/8(20ti/3)⌉, ti+1 = 5riti,
• mi+1 = 2ℓ(5ti, 20ti)mi,
• li = 2ℓ(5ti, 5tini), bi = ω
2
li
(G[≺,mi])li, ni+1 = 5biti wcol
≺
mi+1(G).
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For every a ≥ 0, we have η(G, t) ≤ na
∏a−1
i=0 ri.
Let us estimate the quantities from Corollary 12. Let p(r) = c(r + 1)k
be a polynomial bounding the expansion of G. We consider p as well as the
number of iterations a to be fixed, and thus we hide multiplicative terms
depending only on them in the O-notation. By Lemma 8, for every l,m ≥ 1,
we have
ωl(G
≺,m) = O(∇l(G
≺,m)) = O
((
wcol≺m(G)
)2
(ml)O(1)
)
.
We have ri = O(log ti), and thus ti = O(t log
i t) for i ≤ a. Hence, mi+1 =
O(miti log ti) = O(mit log
i+1 t), and thus mi = O(t
O(1)) for i ≤ a.
Note that ni+1 is a function of li = O(ti log tini), and the logarithm
diminishes the effects of the earlier iterations. Hence, we can with no great
loss use the value ofmi and ti from the last iteration in all previous iterations
as well. Moreover, we can choose the ordering ≺ so that wcol≺ma(G) =
wcolma(G). Let s = wcolma(G), so that ωli
(
G≺,ma
)
= O
(
s2(mali)
O(1)
)
. We
have
ni+1 = O
(
ω2li
(
G[≺,ma]
)
litas
)
= O
(
s5mO(1)a tal
O(1)
i
)
= O
(
s5
(
t logmax(2, ni)
)O(1))
. (1)
By Lemma 5, we have log s = O(ma log p(ma)) = O(ma logma) = O(t
O(1)).
Hence, an inductive argument using (1) implies na = O
(
s5
(
t log(a) n
)O(1))
.
Corollary 13. For every polynomial p : N → N and integer a ≥ 1, there
exists a polynomial q : N→ N such that the following holds. For every graph
G and an integer t ≥ 1, if G has expansion bounded by p, then
η(G, t) ≤ wcol5q(t)(G)q
(
t log(a) n
)
.
Theorem 4 follows from Corollary 13; we use the fact that q(log(a+1) n) =
O(log(a) n) to make the dependency on log(a) n linear.
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Appendix
Let G be a graph and let ≺ be a linear ordering of its vertices. For a vertex
v ∈ V (G) and an integer r ≥ 0, let κ≺r (v) denote the maximum number of
paths of length at most r in G starting in v, pairwise disjoint except for v,
and ending in {x ∈ V (G) : x ≺ v}. Let adm≺r (G) = max{κ
≺
r (v) : v ∈ V (G)}.
The r-admissibility admr(G) of G is the minimum of adm
≺
r (G) over all linear
orderings ≺ of V (G). By a detour via another notion (strong r-coloring
number), it is easy to see that wcol≺r (G) ≤
(
adm≺r (G)
)r2
, see e.g. [3] for
details. However, a better bound follows by a direct argument.
Lemma 14. Let G be a graph and let ≺ be a linear ordering of its vertices.
Then for every r ≥ 1, we have
wcol≺r (G) ≤
(
r2 adm≺r (G)
)r
.
Proof. Let ~H be the auxiliary directed graph with vertex set V (G)×{0, . . . , r},
edges ((u, i), (v, i + 1)) and ((v, i), (u, i + 1)) for each uv ∈ E(G) and 0 ≤
i ≤ r − 1, and edges (v, i), (v, i + 1) for each v ∈ V (G) and 0 ≤ i ≤ r − 1.
For a vertex (v, i) ∈ V ( ~H), let π(v, i) = v, and for a path Q in ~H, let
m(Q) = min≺ π(V (Q)).
Consider any vertex v ∈ V (G) and let ~T be a minimal subgraph of
~H containing for each u ∈ L≺r (v) a path P from (v, 0) to (u, r) such that
m(P ) = u. We claim that ~T has maximum indegree at most one. Indeed, for
any vertex x ∈ V (~T ), there must by the minimality of ~T exist a path Q in ~T
from (v, 0) to x. Choose such a path Q with m(Q) maximum, and let e be
the last edge of Q. If an edge e′ 6= e entered x, then ~T − e′ would contradict
the minimality of ~T , since in any path P from (v, 0) in ~T containing the
edge e′, we can replace the initial segment by Q without decreasing m(P ).
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Therefore, ~T is an outbranching. Furthermore, consider any vertex x ∈
~T , and let P1, . . . , Pt be paths in ~T from x to the leaves of ~T starting with
pairwise different edges. By the minimality of ~T , for 1 ≤ i ≤ t, the path Pi
has length at most r and satisfies m(Pi) ≺ π(x). Moreover, the paths P1−x,
. . . , Pt − x are pairwise vertex-disjoint. Let F be an auxiliary graph with
vertex set {1, . . . , t} and with ij ∈ E(F ) if and only if π(Pi−x)∩π(Pj−x) 6=
∅. Note that F has maximum degree at most r(r − 1) ≤ r2 − 1, and thus
F contains an independent set of size at least t/r2. On the other hand,
α(F ) ≤ κ≺r (π(x)) ≤ adm
≺
r (G). Hence, the maximum outdegree of
~T is at
most r2 adm≺r (G). Consequently, the number of leaves of
~T , which equals
|L≺r (v)|, is at most
(
r2 adm≺r (G)
)r
.
Grohe et al. [8] proved the following bound on the admissibility.
Theorem 15 (Grohe et al. [8], a consequence of Theorem 3.1). For every
graph G and integer r ≥ 1, we have admr(G) ≤ 6r∇
3
r(G).
The first inequality from Lemma 5 is obtained by combining Theorem 15
with Lemma 14. For the second one, see [7, Observation 10].
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