Introduction
The rapid development of data technology, as Internet growth, creates a large overload data for the business community. To find useful information hidden in them, data mining is came into being. Data mining is a process to extract potential information from a large amount of data. In general, it can be divided into four categories: related and dependent relationship discovery, type determination, category description, and outlier data mining [1] .
An outlier, according to Hawkins [2] , is "an observation that deviates so much from other observations as to arouse that it was generated by a different mechanism". Outliers are frequently treated as noise that needs to be removed from a data set in order for a specific model or algorithm to succeed. So, outlier is always cancelled or neglected simply. However, scholars gradually realize that certain outlier probably is the real reflection of normal data. So outlier mining becomes an important aspect of data mining.
The target of outlier mining is to find small groups of data that are exceptional when compared with rest large amount of data. It often makes people find some real, but unexpected knowledge. Therefore, Sciences 11 (2011) 132 -138 Author name / Procedia Environmental Sciences 00 (2011) 000-000 outlier mining in real life has a wide range of applications, such as credit card malicious overdraw, network intrusion detection, loan proof checking and so on [3] .
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Presently, the classical technologies of outlier mining can be divided into five categories: statistic-based methods [4] , distance-based methods [5, 6] , density-based methods [7, 8, 9] , clustering-based methods [10] and deviation-based methods [11, 12] .
The statistic-based methods use inconsistent test to determine the outliers with a known probability distribution of the data set, such test needs to know the data distribution. But in many instance, data distribution is unknown, and does not fit any desired mathematics distribution.
The distance-based methods do not make assumption for the distribution of the data since they essentially compute distance among points. Outliers in it are those objects which do not have enough neighbors. But using these methods requires the identification of suitable parameters.
The density-based methods determine whether the given data is an outlier by comparing the neighbors of the density of each data point. They put the object into nearly cluster when the density of point in an area is bigger than certain threshold value, and can detect local exception which can not distinguished by distance-based methods.
The clustering-based methods first carry out clustering operation on the sample data, and then detect the isolated points which can not be classified, and these isolated points are outliers. The advantage of these methods is that it needs not the knowledge about the data set.
The deviation-based methods identify outliers by examining the main characteristic of objects in a group instead of by applying statistical tests or distance-based measurement. Objects that deviate from the given description are considered outliers. Their complexity is linear with the size of data set, and has perfect calculated performance, but the hypothesis of exception is too idealization.
Above classical methods have respective advantages in application, but they all have some limitation in certain aspects. So, based on attribute entropy, this paper proposes an outlier mining algorithm OMABAE. This algorithm resolves some factual problems in outlier mining and fills up the deficiency of existing algorithm.
Formal definition
In order to comprehend the algorithm proposed in this paper, relative conceptions are introduced as follows.
Definition 1: The data set D is defined as D=(U,A), U stands for the object set, U={u i | i∈L}, L={1,2,…,m}, A stands for the attribute set, A={a i | i∈S}, S={1,2,…,n}.
Definition 2: Attribute similarity coefficient. Given a data set D=(U,A), u i ∈U, a j ∈A, i∈L, j∈S, the notation of L and S are the same with Definition 1, x ij denote a sample value on u i and a j , the attribute similarity coefficient of x ij is:
Where, avg j a is the average value of a j , max j a is the maximal value of a j .
Definition 3:
Attribute Entropy. Given a data set D=(U,A), u i ∈U, a j ∈A, i∈L, j∈S, the notation of L and S are the same with Definition 1, x ij denote a sample value on u i and a j , ij σ is the attribute similarity coefficient of x ij , then the attribute entropy of x ij is: All attributes are taken into account in object deviation degree, the larger the odd is, the greater the possibility of the object being an outlier, and vice verse.
Outlier mining algorithm
Generally, outlier keeps away from normal data. Namely, they deviate from the center of data set, and have small quantity. So, the outlier detection focus on finding the data objects which are very dissimilar to the other data objects in some dataset. In our approach, to find out the outliers, the object deviation degree odd of each object of data set must be calculated based on attribute entropy matrix, and then distinguish the outlier by comparing the odd value with pre-set deviation threshold dt: if odd value of object u i is larger than dt, then the object u i is outlier. The OMABAE algorithm is shown as follow: 
Expriement
In order to verify the performance of the algorithm proposed in this paper, we have implemented the algorithm and compare it with the traditional KNN [8] , LOF [9] and FINDCBLOF [13] algorithm. All experiments were written in VC++ 6.0, and were performed on a PIV 2.8 machine with 1GB of RAM and running Windows XP. We experimented with three real-life datasets: the ginger dataset of SIRC-TCM[14](150 objects and 20 attributes), Lymphography dataset of UCI [15] (148 instances and 19 attributes) and Glass Identification dataset of UCI(214 instances and 9 attributes). The experimental dataset are got by inserting 10% outliers with large deviation into original dataset.
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4.1recall ratio
The recall ratio of algorithm is defined as: As shown in Fig. 1 , with the different objects and attributes, the recall ratio of OMABAE is all above 0.9, and is higher than the three comparison algorithms. This is because the other three algorithms need to repeatedly input and test the parameter to achieve satisfactory results.
4.2precision ratio
The precision ratio of algorithm is defined as: 
