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Abstract
The Tura´n number of a graphH, ex(n,H), is the maximum number of edges
in a simple graph of order n which does not contain H as a subgraph. Let k ·P3
denote k disjoint copies of a path on 3 vertices. In this paper, we determine the
value ex(n, k ·P3) and characterize all extremal graphs. This extends a result of
Bushaw and Kettle [N. Bushaw and N. Kettle, Tura´n Numbers of multiple and
equibipartite forests, Combin. Probab. Comput., 20(2011) 837-853.], which
solved the conjecture proposed by Gorgol in [I. Gorgol. Tura´n numbers for
disjoint copies of graphs. Graphs Combin., 27 (2011) 661-667.].
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1 Introduction
Our notation in this paper is standard (see, e.g. [5]). Let G = (V (G), E(G)) be a
simple graph, where V (G) is the vertex set with n vertices and E(G) is the edge set
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with size e(G). The degree of v ∈ V (G), the number of edges incident to v, is denoted
by dG(v) and the set of neighbors of v is denoted by N(v). If u and v in V (G) are
adjacent, we say that u hits v or v hits u. If u and v are not adjacent, we say that u
misses v or v misses u. If S ⊆ V (G), the induced subgraph of G by S is denoted by
G[S]. Let G and H be two disjoint graphs. Denote by G
⋃
H the disjoint union of
G and H and by k ·G the disjoint union of k copies of a graph G. Denote by G+H
the graph obtained from G
⋃
H by adding edges between all vertices of G and all
vertices of H . Moreover, Denote by Pl a path on l vertices and by Mt the disjoint
union of ⌊ t
2
⌋ disjoint copies of edges and ⌈ t
2
⌉−⌊ t
2
⌋ isolated vertex (maybe no isolated
vertex). We often refer to a path by the nature sequence of its vertices, writing, say,
Pl = x1x2 . . . xl and calling Pl a path from x1 to xl.
The Tura´n number of a graph H , ex(n,H), is the maximum number of edges in
a graph of order n which does not contain H as a subgraph. Denote by Gex(n,H) a
graph on n vertices with ex(n,H) edges containing no H as a subgraph and call this
graph an extremal graph for H . In general, the extremal graph(s) is not unique.
In 1941, Tura´n proved that the extremal graph without containing Kr as a sub-
graph is the Tura´n graph Tr−1(n). Later, Moon [16] (only when r−1 divides n−k+1)
and Simonovits [18] showed that Kk−1+Tr−1(n−k+1) is the unique extremal graph
containing no k ·Kr for sufficient large n.
In 1959, Erdo˝s and Gallai [6] proved the following well known result.
Theorem 1.1 [6] If G is a simple graph with n ≥ k vertices, then ex(n, Pk) ≤
1
2
(k − 2)n with equality if and only if n = (k − 1)t. Moreover the extremal graph is⋃t
i=1Kk−1.
Recently, Gorgol [11] studied the Tura´n number of disjoint copies of any connected
graphs. Let H be any connected graph on l vertices. With aid of the two graphs
Gex(n−kl+1, H)
⋃
Kkl−1 and Gex(n−k+1, H)+Kk−1, she presented a lower bound
for ex(n, k ·H). In particular, she proved the following result.
Theorem 1.2 [11]
ex(n, 2 · P3) = ⌊
n−1
2
⌋+ n− 1, for n ≥ 9;
ex(n, 3 · P3) = ⌊
n
2
⌋ + 2n− 4, for n ≥ 14.
Further, based on Theorem 1.2 and the lower bound of k disjoint copies of connected
graph, she proposed the following conjecture.
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Conjecture 1.3 [11]
ex(n, k · P3) = ⌊
n− k + 1
2
⌋+ (k − 1)n−
k(k − 1)
2
for n sufficiently large.
Later, Bushaw and Kettle [3] proved Conjecture 1.3 and characterized all extremal
graphs. Their result can be stated as follows.
Theorem 1.4 [3]
ex(n, k · P3) =
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ for n ≥ 7k.
Moreover, the extremal graph is Kk−1 +Mn−k+1.
In fact, Gorgol in [11] also conjecture that the lower bound is sharp for k · P3. Based
on the proof of Conjecture 1.3, Bushaw and Kettle [3] further conjectured that the
extremal graph is unique for n > 5k − 1. Their conjecture can be stated as follows.
Conjecture 1.5 [3, 11]
ex(n, k · P3) =
{ (
3k−1
2
)
+ ⌊n−3k+1
2
⌋, for 3k ≤ n ≤ 5k − 1;(
k−1
2
)
+ (n− k + 1)(k − 1) + ⌊n−k+1
2
⌋, for n ≥ 5k − 1.
In [3], Bushaw and Kettle also determined the Tura´n number of k disjoint copies of Pl
with l ≥ 4 and also characterized all extremal graphs for sufficient large n. The related
results on the Tura´n number of paths, forests may be referred to [1, 2, 7, 15] and the
references therein. There are also many hypergraph Tura´n problems [8, 9, 14] of paths
and cycles and some results of the disjoint union of hypergraphs [4, 12]. For Tura´n
numbers of graphs and hypergraphs, there are several excellent surveys [10, 13, 17]
for more information.
In this paper, we determine the value ex(n, k · P3) and characterize all extremal
graphs for all k and n, which confirms Conjecture 1.5. The main result in this paper
can be stated as follows.
Theorem 1.6
ex(n, k · P3) =


(
n
2
)
, for n < 3k;(
3k−1
2
)
+ ⌊n−3k+1
2
⌋, for 3k ≤ n < 5k − 1;(
3k−1
2
)
+ k, for n = 5k − 1;(
k−1
2
)
+ (n− k + 1)(k − 1) + ⌊n−k+1
2
⌋, for n > 5k − 1.
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Further, (1). If n < 3k, then all extremal graphs are Kn, i.e., Gex(n, k · P3) = Kn.
(2). If 3k ≤ n < 5k − 1, then all extremal graphs are K3k−1
⋃
Mn−3k+1, i.e.,
Gex(n, k · P3) = K3k−1
⋃
Mn−3k+1.
(3). If n = 5k − 1, then all extremal graphs are K3k−1
⋃
M2k and Kk−1 +M4k,
i.e., Gex(n, k · P3) = K3k−1
⋃
M2k or Kk−1 +M4k (=M4 for k = 1).
(4). If n > 5k−1, then all extremal graphs are Kk−1+Mn−k+1, i.e., Gex(n, k·P3) =
Kk−1 +Mn−k+1.
It should be pointed that the extremal graphs are not unique for n = 5k − 1 and
k ≥ 2, while the extremal graph is unique for otherwise. The rest of this paper is
organized as follows. In Section 2, several technique Lemmas are provided. In Section
3, The Proof of Theorem 1.6 is presented.
2 Several Lemmas
For the remainder of this section, let G be a simple graph of order n contains
(k−1) ·P3 and contains no k ·P3. In addition, let H = (k−1) ·P3 be a (k−1) disjoint
paths x1y1z1, . . . , xk−1yk−1zk−1 ofG such that G
′ = G−V (H) has the maximum edges,
where G′ = G−V (H) is the subgraph of G by deleting all vertices in H = (k−1) ·P3
and incident edges. In order to prove the main result in this paper, we present several
technique Lemmas.
Lemma 2.1 If G′ has no edge, i.e., G′ consists of t isolated vertices with t = n −
3(k − 1) ≥ 3, then there are at most p edges between {w1, . . . , wp} ⊆ V (G
′) and
{xj , yj, zj} for 1 ≤ j ≤ k − 1 and 3 ≤ p ≤ t. Moreover, if any two vertices in G
′ both
hit at least one vertex in {xj, yj, zj}, then they both hit yj and miss xj and zj, for
1 ≤ j ≤ k − 1.
Proof. Suppose that there are at least p + 1 edges between {w1, . . . , wp} and
{xj , yj, zj} for some 1 ≤ j ≤ k − 1 with dF (w1) ≥ . . . ≥ dF (wp) and 3 ≤ p ≤ t,
where F is the subgraph of G induced by vertex set {xj , yj, zj , w1, . . . , wp}. Then
dF (w1) ≥ 2 and dF (w2) ≥ 1. Hence w1 hits at least two vertices, say xj and yj (yj
and zj), or xj and zj , in {xj, yj, zj}. We consider the following two cases.
Case 1: w1 hits xj and yj (yj and zj). Note dG(w2) ≥ 1. If w2 hits xj ,
then there exists an H1 = (k − 1) · P3 with (k − 1) disjoint paths P3: x1y1z1,
. . . , xj−1yj−1zj−1, w1xjw2, . . . , xk−1yk−1zk−1 such that G
′′ = G − V (H1) has at least
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one edge yjzj , which contradicts to G
′ having no edges (G′ has the maximum number
of edges). If w2 hits yj or zj , say w2 hits yj, then there exists an H2 = (k − 1) · P3
with (k−1) disjoint paths P3: x1y1z1, . . . , xj−1yj−1zj−1, w2yjzj , . . . , xk−1yk−1zk−1 such
that G′′ = G− V (H2) has at least one edge xjw1, which contradicts to G
′ having no
edges. So the assertion holds.
Case 2: w1 hits xj and zj . If w2 hits xj , then there exists an H1 = (k − 1) · P3
with (k−1) disjoint paths P3: x1y1z1, . . . , xj−1yj−1zj−1, w1xjw2, . . . , xk−1yk−1zk−1 such
that G′′ = G − V (H1) has at least one edge yjzj, which contradicts to G
′ having no
edges. If w2 hits yj or zj , say w2 hits yj, then there exists an H2 = (k − 1) · P3 with
(k−1) disjoint paths P3: x1y1z1, . . . , xj−1yj−1zj−1, w2yjzj, . . . , xk−1yk−1zk−1 such that
G′′ = G− V (H2) has at least one edge xjw1, which contradicts to G
′ having no edge.
So the assertion holds.
Moreover, if wi1,wi2 both hit at least one vertex in {xj , yj, zj} for 1 ≤ i1 < i2 ≤ t,
since the subgraph G[wi1, wi2 , xj, yj, zj ] can’t contain disjoint union of P3 and an edge,
we have that wi1, wi2 both hit yj and miss xj and zj . We finish our proof.
Lemma 2.2 Suppose that G′ consists of one edge u1v1 and t isolated vertices {w1, . . . ,
wt} with t = n− 3(k − 1)− 2 ≥ 2.
(1). If there are at most 4 edges between {u1, v1} and {xj , yj, zj} with 1 ≤ j ≤
k − 1, then there are at most 4 edges between {u1, v1, wi1, wi2} and {xj, yj, zj} for
i1, i2 = 1, · · · , t and i1 6= i2.
(2). If there are at least 5 edges between {u1, v1} and {xj , yj, zj} with 1 ≤ j ≤ k−1,
then there are at most 6 edges between {u1, v1} and {xj , yj, zj}, moreover, there is no
edge between {w1, . . . , wt} and {xj , yj, zj}.
Proof. For proof of (1), we consider the following four cases.
Case 1: There are at least 3 edges between {u1, v1} and {xj , yj, zj}. Since G does
not contain k ·P3, the subgraph G[xj , yj, zj , u1, v1, w1, w2] of G does not contain 2 ·P3.
Hence there is no edge between {wi1, wi2} and {xj , yj, zj}. So there are at most 4
edges between {u1, v1} and {xj , yj, zj}.
Case 2: There are exactly 2 edges between {u1, v1} and {xj, yj, zj}. If u1 hits
xj and zj , or u1 hits xj and v1 hits yj, or u1 hits xj and v1 hits zj , then there is no
edge between {wi1, wi2} and {xj, yj, zj}, since the subgraph G[xj , yj, zj, u1, v1, w1, w2]
of G does not contain 2 · P3. If u1 hits xj and yj, or u1 and v1 hit xj , then wi1 and
wi2 miss yj and zj , which implies that there are at most 2 edges between {wi1, wi2}
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and {xj, yj, zj}. Hence there are at most 4 edges between {u1, v1} and {xj , yj, zj}. If
u1 and v1 hit yj, then there are at most one edge between {wi1, wi2} and {xj , yj, zj},
since the subgraph G[xj , yj, zj, u1, v1, wi1 , wi2] of G does not contain neither 2 ·P3 nor
disjoint union of P3 and two edges (since G
′ has the maximum edges). So there are
at most 4 edges between {u1, v1, wi1, wi2} and {xj , yj, zj}.
Case 3: There is exactly one edge between {u1, v1} and {xj , yj, zj}. If u1 hits
xj or zj , say xj , then w1 and w2 miss yj and zj . Hence there are at most 4 edges
between {u1, v1, wi1, wi2} and {xj, yj, zj}. If u1 hits yj, then there are at most one
edge between {wi1, wi2} and {xj , zj}, since the subgraph G[xj , yj, zj , u1, v1, wi1, wi2] of
G does not contain neither 2 ·P3 nor disjoint union of P3 and two edges. Hence there
there are at most 4 edges between {u1, v1, wi1, wi2} and {xj , yj, zj}. So the assertion
holds.
Case 4: There is no edge between {u1, v1} and {xj , yj, zj}. There are at most
three edges between {w1, w2} and {xj , yj, zj}, since the subgraph G[xj , yj, zj, w1, w2]
of G does not contain disjoint union of one edge and one P3. So the assertion holds.
Proof of (2). Suppose that there are at least 5 edges between {u1, v1} and
{xj , yj, zj}. Then wi miss xj , yj, zj , since the subgraph G[xj , yj, zj, u1, v1, wi] of G
does not contain 2 · P3 for i = 1, . . . , t. So the assertion holds.
Lemma 2.3 Suppose that G′ consists of s disjoint edges u1v1, . . . , usvs and t isolated
vertices {w1, . . . , wt} with s ≥ 2 and t = n−3(k−1)−2s. Moreover, suppose that the
number of edges between {u1, v1} and {x1, y1, z1} is the maximum value among the
number of edges between {ui, vi} and {xj , yj, zj} for i = 1, . . . , s and j = 1, . . . , k− 1.
(1). If there are at most 4 edges between {u1, v1} and {x1, y1, z1}, then there
are at most 4 edges between {u1, v1, ui, vi} and {xj , yj, zj} for i = 2, . . . , s and j =
1, . . . , k − 1.
(2). If there are at least 5 edges between {u1, v1} and {x1, y1, z1}, then there are at
most 6 edges between {u1, v1, ui, vi} and {xj , yj, zj} for i = 2, . . . , s and j = 1, . . . , k−
1, and there is no edge between {u2, v2, . . . , us, vs, w1, . . . , wt} and {x1, y1, z1}. More-
over, there are 6 edges between {u1, v1, ui, vi} and {xj, yj, zj} if and only if either there
are 6 edges between {u1, v1} and {xj , yj, zj} and there is no edge between {ui, vi} and
{xj , yj, zj}, or there are 6 edges between {ui, vi} and {xj , yj, zj} and there is no edge
between {u1, v1} and {xj , yj, zj}. 2 ≤ i ≤ s, 1 ≤ j ≤ k − 1.
Proof. (1). If there is at least one vertex, say u1, in {u1, v1, ui, vi} such that u1 hit
at least two vertices, say xj and yj (or xj and zj), in {xj, yj, zj}, then there is no
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edge between {ui, vi} and {xj , yj, zj}, since G[u1, v1, ui, vi, xj , yj, zj] does not contain
2 ·P3. Hence there are at most 4 edges between {u1, v1, ui, vi} and {xj, yj, zj}. If each
vertex in {u1, v1, ui, vi} hits at most one vertex in {xj , yj, zj}, then there are at most
4 edges between {u1, v1, ui, vi} and {xj , yj, zj}. So (1) holds.
(2). If there are at least 5 edges between {u1, v1} and {x1, y1, z1}, then there is no
edge between {x1, y1, z1} and {ui, vi, . . . , us, vs, w1, . . . , wt}, sinceG[x1, y1, z1, u1, v1, wp]
and G[x1, y1, z1, u1, v1, ui, vi] does not contain 2 · P3 for i = 2, . . . , s; p = 1, . . . , t. In
addition, it’s easy to see that there are at most 6 edges between {u1, v1, ui, vi} and
{xj , yj, zj}.
If there are 6 edges between {u1, v1, ui, vi} and {xj , yj, zj}, it is easy to see that
either there are 6 edges between {u1, v1} and {xj , yj, zj} and there is no edge between
{ui, vi} and {xj , yj, zj}, or there are 6 edges between {ui, vi} and {xj , yj, zj} and there
is no edge between {u1, v1} and {xj , yj, zj}, because G[xj , yj, zj, u1, v1, ui, vi] does not
contain 2 · P3. So the assertion holds.
3 Proof of Theorem 1.6.
It is noticed that if n < 3k, the assertion clearly holds. In addition, if n = 5k− 1,
it is easy to see that(
k − 1
2
)
+(n−k+1)(k−1)+⌊
n− k + 1
2
⌋ =
(
3k − 1
2
)
+⌊
n− 3k + 1
2
⌋ =
(
3k − 1
2
)
+k.
In order to prove Theorem 1.6, it is sufficient to prove the following statement: if
a graph G of order n with
(
n
2
)
,
(
3k−1
2
)
+ ⌊n−3k+1
2
⌋,
(
3k−1
2
)
+ k and
(
k−1
2
)
+ (n − k +
1)(k − 1) + ⌊n−k+1
2
⌋ edges for n < 3k, 3k ≤ n < 5k − 1, n = 5k − 1 and n > 5k − 1
respectively does not contain k · P3, then G = Kn, K3k−1
⋃
Mn−3k+1, K3k−1
⋃
M2k
or Kk−1 +Mn−k+1, Kk−1 +Mn−k+1 for n < 3k, 3k ≤ n < 5k − 1, n = 5k − 1 and
n > 5k − 1, respectively.
We will prove the above statement by double induction on k and n. For k = 1, it
is easy to see that the assertion for n ≤ 3. Moreover a graph of order 4 which does
not contain P3 has to be K2
⋃
M2 = M4. If a graph of order n > 4 with ⌊
n
2
⌋ edges
does not contain P3, then each component of G is an edge or an isolated vertex. So
G =Mn and the assertion holds for k = 1 and all n. Suppose k ≥ 2 and the assertion
holds for less than k and all integers n. Now we will prove the assertion holds for k
and all integers n. Clearly, a graph of order n < 3k with
(
n
2
)
edges which does not
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contain k ·P3 has to be Kn, i.e., ex(n, k ·P3) =
(
n
2
)
and Gex(n, k ·P3) = Kn for n < 3k.
The rest of the proof will be divided into the following three parts.
3.1 n = 3k.
Let G be a graph of order n = 3k with
(
3k−1
2
)
edges which does not contain k ·P3.
Then it is easy to see that G = K5
⋃
M1 for k = 2 and n = 3 × 2. So we assume
that k ≥ 3. Since e(G) =
(
3k−1
2
)
>
(
3(k−1)−1
2
)
+ 2 and n = 3k ≤ 5(k − 1) − 1, G
contains (k− 1) ·P3 as a subgraph by the induction hypothesis for k− 1 and n. Then
there exists an H = (k− 1) ·P3 such that e(G− V (H)) is the maximum value, where
G− V (H) is the subgraph of G by deleting all vertices in H and incident edges and
H is a (k − 1) disjoint P3: x1y1z1, . . . , xk−1yk−1zk−1. Then G
′ = G− V (H) has three
vertices and let V (G′) = {u, v, w}. Then e(G′) ≤ 1. Otherwise, G′ contains a P3
which implies that G contains k · P3, a contradiction. We consider the following two
cases.
Case 1: e(G′) = 1. Without loss of generality, u hits v. Then w misses u and v.
By the proof of Lemma 2.2, it is easy to see that there are at most 6 edges between
{u, v, w} and {xj , yj, zj} with equality if and only if there is no edge between w and
{xj , yj, zj}, for 1 ≤ j ≤ k − 1. Hence there are at most 6(k − 1) edges between
{u, v, w} and {x1, y1, z1, . . . , xk−1, yk−1, zk−1} with equality if and only if w is an
isolated vertex and there are exactly 6(k − 1) edges between {u, v} and {x1, y1, z1,
. . . , xk−1, yk−1, zk−1}. Therefore(
3k − 1
2
)
= e(G) ≤ e(G−{u, v, w})+6(k−1)+1 ≤
(
3k − 3
2
)
+6(k−1)+1 =
(
3k − 1
2
)
.
So e(G − {u, v, w}) =
(
3k−3
2
)
and there are exactly 6(k − 1) edges between {u, v, w}
and {x1, y1, z1, . . . , xk−1, yk−1, zk−1}. Then w is an isolated vertex and there are
exactly 6(k − 1) edges between {u, v} and {x1, y1, z1, . . . , xk−1, yk−1, zk−1}. Hence
G = K3k−1
⋃
M1.
Case 2: e(G′) = 0. By Lemma 2.1, there are at most 3 edges between {u, v, w}
and {xj , yj, zj} for 1 ≤ j ≤ k − 1. Hence there are at most 3(k − 1) edges {u, v, w}
and {x1, y1, z1, . . . , xk−1, yk−1, zk−1}. Then(
3k − 1
2
)
= e(G) ≤
(
3k − 3
2
)
+ 3(k − 1) <
(
3k − 1
2
)
.
It is a contradiction. Therefore the assertion holds for n = 3k. ✷
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3.2 3k < n ≤ 5k − 1
By e(G) ≥
(
3k−1
2
)
+ ⌊n−3k+1
2
⌋ and a simple calculation, it is easy to see
e(G) >
{ (
3k−4
2
)
+ ⌊n−3k+4
2
⌋, for 3k < n ≤ 5(k − 1)− 1;(
k−2
2
)
+ (n− k + 2)(k − 2) + ⌊n−k+2
2
⌋, for 5(k − 1)− 1 < n ≤ 5k − 1.
By the induction hypothesis for k − 1 and n, G contains a (k − 1) · P3. Then there
exists an H = (k − 1) · P3 such that G
′ = G − V (H) has the maximum number
of edges, where G − V (H) is the subgraph of G by deleting all vertices in H and
incident edges and H is a (k − 1) disjoint P3: x1y1z1, . . . , xk−1yk−1zk−1. Since G does
not contain k · P3, each connected component of G
′ is an edge or an isolated vertex.
So G′ consists of s edges u1v1, u2v2, . . . , usvs and t isolated vertices w1, w2, . . . , wt,
where 0 ≤ s ≤ ⌊n−3k+3
2
⌋ and t = n− 3k + 3− 2s.
Further, it is not difficulty to see that s ≥ 1. In fact, if s = 0, then for any subgraph
H1 of G contains (k− 1) · P3, G− V (H1) has no edge. Moreover, t = n− 3k+ 3 ≥ 4.
Since there are at most
(
3k−3
2
)
edges in {x1, y1, z1, . . . , xk−1, yk−1, zk−1}, there are at
least
(
3k−1
2
)
+⌊n−3k+1
2
⌋−
(
3k−3
2
)
> 6k−5 edges between {x1, y1, z1, . . . , xk−1, yk−1, zk−1}
and {w1, . . . , wt}. Hence there exists a 1 ≤ j ≤ k − 1 such that there are at least
7 edges between {xj, yj, zj} and {w1, . . . , wt}. Without loss of generality, let w1 and
w2 hit at least one vertex in {x1, y1, z1}, respectively. Then by Lemma2.1, w1 and
w2 hit y1 and miss x1, z1. Further, by Lemma 2.1, there are at most 4 edges between
{xj , yj, zj} and {w1, w2, w3, w4} for j = 1, . . . , k−1. Let G1 = G−{y1, w1, w2, w3, w4}.
Then
e(G1) ≥
(
3k − 1
2
)
+ ⌊
n− 3k + 1
2
⌋− [(n−1)+4(k−2)] >
(
3k − 4
2
)
+ ⌊
n− 3k − 1
2
⌋.
On the other hand, since G1 is a simple graph of order n− 5 with e(G1) >
(
3k−4
2
)
, we
have n−5 > 3k−4. Hence by the induction hypothesis for k−1 and n−5 ≥ 3(k−1),
G1 contains (k − 1) · P3. Moreover, the subgraph G[y1, w1, w2, w3, w4] contains one
P3. So G contains k · P3, which is a contradiction.
We now consider the following two cases.
Case 1. There exists an edge, says u1v1, in G
′ such that there is no edge between
{u1, v1} and {x1, y1, z1, . . . , xk−1, yk−1, zk−1}.
If n = 3k + 1, let G2 = G − {u1} is a subgraph of G with 3k vertices and
e(G2) ≥
(
3k−1
2
)
edges. Moreover, G2 does not contain k · P3. By the induction
hypothesis on k and n − 1 = 3k, we have G2 = K3k−1
⋃
M1 and v1 is an isolated
vertex in G2. So G = K3k−1
⋃
M2.
9
If n > 3k + 1, let G3 = G− {u1, v1} is a subgraph of G with n − 2 ≥ 3k vertices
and e(G3) ≥
(
3k−1
2
)
+ ⌊n−3k−1
2
⌋ edges. Moreover, G3 does not contain k · P3. By
the induction hypothesis for k and n − 2, we have e(G3) =
(
3k−1
2
)
+ ⌊n−3k−1
2
⌋ and
G3 = K3k−1
⋃
Mn−3k−1. So G = K3k−1
⋃
Mn−3k+1. Therefore the assertion holds.
Case 2: There is at least one edge between {ui, vi} and {x1, y1, z1, . . . , xk−1, yk−1,
zk−1} for i = 1, . . . , s. Without loss of generality, we assume that the number of
edges between {u1, v1} and {x1, y1, z1} is the maximum value among the numbers of
edge between {ui, vi} and {xj , yj, zj} for i = 1, . . . , s and j = 1, . . . k − 1. Moreover,
assume that u1 hits a vertex α in {x1, y1, z1}.
Further s ≥ 2. In fact, if s = 1, then t = n−3k+3−2s ≥ 3k+1−3k+3−2 = 2. If
there are at most 4 edges between {x1, y1, z1} and {u1, v1}, then by Lemma 2.2, there
are at most 4 edges between {u1, v1, w1, w2} and {xj , yj, zj}, for j = 1, 2, . . . , k − 1.
Let G4 = G− {u1, v1, α, w1, w2}. Then by n ≤ 5k − 1, we have
e(G4) ≥
(
3k − 1
2
)
+⌊
n− 3k + 1
2
⌋−4(k−2)−(n−1)−1 >
(
3k − 4
2
)
+⌊
n− 3k − 1
2
⌋.
On the other hand, since G4 is a simple graph of n− 5 with e(G4) >
(
3k−4
2
)
, we have
n − 5 > 3k − 4. By the induction hypothesis for k − 1 and n − 5 ≥ 3(k − 1), G4
contains (k − 1) · P3, which implies that G contains k · P3, since αu1v1 is a P3 in G.
It is a contradiction.
If there are at least 5 edges between {x1, y1, z1} and {u1, v1}, then by Lemma 2.2,
there is no edge between {x1, y1, z1} and {w1, . . . , wt} and there are at most 6 edges be-
tween {xj, yj, zj} and {u1, v1, w1, w2} for 1 ≤ j ≤ k−1. LetG5 = G−{u1, v1, α, w1, w2}.
Then
e(G5) ≥
(
3k − 1
2
)
+⌊
n− 3k + 1
2
⌋−6(k−1)−(3k−4)−1 >
(
3k − 4
2
)
+⌊
n− 3k − 1
2
⌋
. On the other hand, since G5 is a simple graph of n − 5 with e(G5) >
(
3k−4
2
)
, we
have n− 5 > 3k− 4. By the induction hypothesis for k− 1 and n− 5 ≥ 3(k− 1), G5
contains (k − 1) · P3, which implies that G contains (k − 1) · P3, since αu1v1 is a P3
in G. It is a contradiction.
By s ≥ 2, let G6 = G−{u1, v1, α, u2, v2}. we consider the following two subcases.
Subcase 2.1: There are at most 4 edges between {u1, v1} and {x1, y1, z1}. Then
e(G6) ≥
(
3k − 1
2
)
+⌊
n− 3k + 1
2
⌋−[(n−5)+4(k−1)+2] ≥
(
3k − 4
2
)
+⌊
n− 3k − 1
2
⌋
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by n ≤ 5k − 1. On the other hand, since G6 does not contain (k − 1) · P3, we have
e(G6) ≤
(
3k−4
2
)
+ ⌊n−3k−1
2
⌋. Hence n = 5k − 1 and e(G6) =
(
3k−4
2
)
+ ⌊n−3k−1
2
⌋ with
dG(α) = n−1. By the induction hypothesis for k−1 and n−5, G6 = K3k−4
⋃
Mn−3k−1
or G6 = Kk−2 + Mn−k−3. If G6 = K3k−4
⋃
Mn−3k−1, then k = 2, otherwise, it is
easy to see that G contains k · P3, which is a contradiction. So G = K1 +M8. If
G6 = Kk−2 +Mn−k−3, then G = Kk−1 +Mn−k+1. Hence G = Kk−1 +Mn−k+1 and
n = 5k − 1. So the assertion holds for k and n ≤ 5k − 1.
Subcase 2.2: There are at least 5 edges between {u1, v1} and {x1, y1, z1}. Then
e(G6) ≥
(
3k − 1
2
)
+⌊
n− 3k + 1
2
⌋−[6(k−1)+(3k−4)+2] =
(
3k − 4
2
)
+⌊
n− 3k − 1
2
⌋.
Since G6 does not contain (k − 1) · P3, we have e(G6) ≤
(
3k−4
2
)
+ ⌊n−3k−1
2
⌋. Hence
e(G6) =
(
3k−4
2
)
+⌊n−3k−1
2
⌋ and there are 6 edges between {u1, v1, u2, v2} and {xj , yj, zj}
for j = 1, . . . , k−1. By the condition of Case 2, there exists a 2 ≤ l ≤ k−1 such that
there is at least one edge between {u2, v2} and {xl, yl, zl}. Further by Lemma 2.3,
there are 6 edges between {u2, v2} and {xl, yl, zl}. On the other hand, by the induction
hypothesis for k − 1 and n− 5, G6 = K3k−4
⋃
Mn−3k−1 or G6 = Kk−2 +Mn−k−3 with
n = 5k − 1. Since xlylzl is one of the k − 2 disjoint P3 in G6 and both of u2, v2 hit
all vertices of xlylzl, it is easy to see that G contains k · P3, which is a contradiction.
Therefore the assertion holds for k and n ≤ 5k − 1.
3.3 n > 5k − 1
Since n > 5(k−1)−1 and e(G) ≥
(
k−1
2
)
+(n−k+1)(k−1)+⌊n−k+1
2
⌋ >
(
k−2
2
)
+(n−
k+2)(k−2)+⌊n−k+2
2
⌋ G contains (k−1) ·P3 by the induction hypothesis for k−1 and
n. Then there exists an H = (k− 1) ·P3 such that G
′ = G−V (H) has the maximum
number of edges, where G− V (H) is the subgraph of G by deleting all vertices in H
and incident edges and H is a (k−1) disjoint P3: x1y1z1, . . . , xk−1yk−1zk−1. Moreover
each connected component of G′ is an edge or an isolated vertex, Since G does not
contain k · P3. So we assume that G
′ consists of s edges u1v1, u2v2, . . . , usvs and t
isolated vertices w1, w2, . . . , wt, where 0 ≤ s ≤ ⌊
n−3k+3
2
⌋ and t = n− 3k + 3− 2s.
It is not difficult to see that s ≥ 1. Suppose that s = 0. Since there are at most(
3k−3
2
)
edges in {x1, y1, z1, . . . , xk−1, yk−1, zk−1}, there are at least
(
k−1
2
)
+ (n − k +
1)(k − 1) + ⌊n−k+1
2
⌋ −
(
3k−3
2
)
> 6k − 5 edges between {x1, y1, z1, . . . , xk−1, yk−1, zk−1}
and {w1, . . . , wt}. Hence there exists a 1 ≤ j ≤ k − 1 such that there are at least
7 edges between {xj , yj, zj} and {w1, . . . , wt}. Without loss of generality, let w1
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and w2 hit at least one vertex in {x1, y1, z1}, respectively. Then w1 and w2 hit y1,
{w1, w2, w3, w4} misses {x1, z1} by the maximum value e(G
′). By Lemma 2.1, there
are at most 4 edges between {w1, w2, w3, w4} and {xj , yj, zj} for j = 1, 2, . . . , k − 1.
Let G7 = G− {y1, w1, w2, w3, w4}.
e(G7) =
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − [(n− 1) + 4(k − 2)]
>
(
k − 2
2
)
+ (n− k − 3)(k − 2) + ⌊
n− k − 3
2
⌋.
Hence by the induction hypothesis for k − 1 and n − 5 ≥ 3(k − 1), G7 contains
(k − 1) · P3. Hence G contains k · P3, which is a contradiction. So s ≥ 1.
Further, we can show that there is at least one edge between {ui, vi} and {x1, y1, z1,
. . . , xk−1, yk−1, zk−1} for i = 1, · · · , s. In fact, suppose that there is no edge between
{ui, vi} and {x1, y1, z1, . . . , xk−1, yk−1, zk−1} for some 1 ≤ i ≤ s. If n ≥ 5k + 1, let
G8 = G− {ui, vi}. Then
e(G8) ≥
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − 1
>
(
k − 1
2
)
+ (n− k − 1)(k − 1) + ⌊
n− k − 1
2
⌋.
By the induction hypothesis for k and n−2, G8 contains k·P3, which is a contradiction.
If n = 5k and k ≥ 3, let G9 = G− {ui}. Then
e(G9) ≥
(
k − 1
2
)
+(n−k+1)(k−1)+⌊
n− k + 1
2
⌋−1 >
(
k − 1
2
)
+(n−k)(k−1)+⌊
n− k
2
⌋.
By the induction hypothesis for k and n − 1, G9 contains k · P3. If n = 10, k = 2
and G9 = G−{ui}, then G9 does not contain 2 · P3. By the induction hypothesis for
k = 2 and n = 9, G = K1 +M8 or K5
⋃
M4, which implies G contains 2 · P3. It is a
contradiction.
Without loss of generality, the number of edges between {u1, v1} and {x1, y1, z1}
is the maximum value among the number of edge between {ui, vi} and {xj , yj, zj} for
i = 1, · · · , s and j = 1, . . . , k − 1.
It is not difficult to see that s ≥ 2. In fact, Suppose that s = 1. Since there is at
least one edge between {u1, v1} and {x1, y1, z1}, we assume that u1 hits one vertex α
in {x1, y1, z1}. If there are at most 4 edges between {x1, y1, z1} and {u1, v1}, then by
Lemma 2.2, there are at most 4 edges between {u1, v1, w1, w2} and {xj , yj, zj}. Let
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G10 = G− {u1, v1, α, w1, w2}. Then
e(G10) ≥
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − 4(k − 2)− (n− 1)− 1
>
(
k − 2
2
)
+ (n− k − 3)(k − 2) + ⌊
n− k − 3
2
⌋.
By the induction hypothesis for k−1 and n−5 ≥ 5(k−1)−1, G10 contains (k−1)·P3,
which implies that G contains k · P3, since αu1v1 is a P3 in G. It is a contradiction.
If there are at least 5 edges between {u1, v1} and {x1, y1, z1}, then by Lemma 2.2,
there are at most 6 edges between {u1, v1, w1, w2} and {xj, yj, zj} for j = 1, . . . , k −
1 and there is no edge between {w1, . . . , wt} and {x1, y1, z1}. Let G11 = G −
{u1, v1, α, w1, w2}. Then
e(G11) ≥
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − 6(k − 1)− (3k − 4)− 1
>
(
k − 2
2
)
+ (n− k − 3)(k − 2) + ⌊
n− k − 3
2
⌋.
By the induction hypothesis for k− 1 and n− 5 ≥ 3(k− 1), G11 contains (k− 1) ·P3,
which implies that G contains k · P3, since αu1v1 is a P3 in G. It is a contradiction.
We consider the following two cases.
Case 1. There are at most 4 edges between {u1, v1} and {x1, y1, z1}. Then
by Lemma 2.3, there are at most 4 edges between {u1, v1, u2, v2} and {xj , yj, zj}, for
1 ≤ j ≤ k−1. Let G12 = G−{u1, v1, α, u2, v2}, where α is a vertex in {x1, y1, z1} which
hits u1 or v1. There are at most n− 5 edges between α and V (G)−{u1, v1, α, u2, v2}.
Then
e(G12) ≥
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − [(n− 5) + 4(k − 1) + 2]
=
(
k − 2
2
)
+ [n− 5− (k − 1) + 1](k − 2) + ⌊
n− 5− 3(k − 1) + 1
2
⌋.
Note that G12 does not contain (k − 1) · P3. By the induction hypothesis on k − 1
and n − 5 > 5(k − 1) − 1, G12 = Kk−2 + Mn−k−3. Moreover, α hits all vertices
in G12 and there are 4(k − 1) edges between G12 + α and {u1, v1, u2, v2}. hence
G = Kk−1 +Mn−k+1.
Case 2. There are at least 5 edges between {u1, v1} and {x1, y1, z1}. By Lemma 2.3,
there are at most 6 edges between {u1, v1, u2, v2} and {xj, yj, zj} for j = 1, . . . , k − 1
and there is no edge between {u3, v3, . . . , us, vs, w1, . . . , wt} and {x1, y1, z1}. Let
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G13 = G − {u1, v1, α, u2, v2}, where α is a vertex in {x1, y1, z1} which hits u1 or
v1. Note that there is no edge between α and {u3, v3, . . . , us, vs, w1, . . . , wt}, there are
at most 3k − 4 edges between α and {x1, y1, z1, . . . , xk−1, yk−1, zk−1} \ {α}. Hence
e(G13) ≥
(
k − 1
2
)
+ (n− k + 1)(k − 1) + ⌊
n− k + 1
2
⌋ − [6(k − 1) + (3k − 4) + 2]
>
(
k − 2
2
)
+ [n− 5− (k − 1) + 1](k − 2) + ⌊
n− 5− (k − 1) + 1
2
⌋
by n > 5k − 1. By the induction hypothesis on k − 1 and n− 5 > 5(k − 1)− 1, G13
contains (k− 1) ·P3, which implies G contains k ·P3. It is a contradiction. Hence the
assertion holds for k and all n. By the induction principle, the assertion holds for all
positive integers k and n.
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