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1. Introduction
When studying dynamics of system described by autonomous ODEs, it is very important to investi-
gate its behavior in long term. We are interested in the structure of attractors, or more generally limit
sets, we try to check if the system is regular or chaotic. For this purpose we try to ﬁnd appropriate
set where interesting phenomenon takes place. For nonautonomous systems sets interesting for our
investigation can themselves evolve in time so initial times are now as important as time elapsed.
This makes the investigation of such systems much harder than can be expected in autonomous case.
While, in recent years, large progress has been made in the direction of analysis of asymptotic behav-
ior of such systems (e.g. see [1–3]), there was almost no attempt to measure complexity of them. One
of the standard measures of complexity of dynamical systems is topological entropy. In this article we
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will try to modify its deﬁnition in a way that makes it suitable for investigation of nonautonomous
systems (generated by ODEs).
The notion of topological entropy was ﬁrst introduced in 1965 by Adler, Konheim and McAn-
drew [4]. Later, equivalent deﬁnitions were stated by Bowen [5] and Dinaburg [6]. In the context
of discrete dynamical systems acting on compact metric spaces positive topological entropy is as a
chaotic feature (one of possible deﬁnitions of topological chaos [7]).
But if we directly follow the deﬁnition from [5] in the noncompact setting, then htop(T ) =∑
|λi |>1 log |λi |, where T : Rm → Rm is a linear operator with the eigenvalues λ1, . . . , λn . But again,
it is commonly accepted fact that the dynamics of linear operators on ﬁnite-dimensional spaces is
highly regular. It is why Bowen’s deﬁnition was modiﬁed in [8] in such a way that both deﬁnitions
coincide in the case of compact metric spaces. Ideas similar to these in [8] will be adopted in the
present paper.
Another problem is that in some cases the rules of evolution of orbits are not constant in time.
It leads to the deﬁnition of nonautonomous discrete dynamical system. The dynamics in that setting
is much more complicated to study and much richer than the dynamics of a single map. In recent
years the topological entropy was deﬁned in that context and some insight has been obtained (e.g.
see [9,10]), however still not too much is known.
In the present paper we are dealing with the dynamics induced by nonautonomous differential
equations. This is even more complex than in the above mentioned situations, since not only the
dynamics is nonautonomous, but also some trajectories are deﬁned not necessarily for all times (time
sections). This is the main diﬃculty, which makes direct adaptation of the deﬁnition of topological
entropy stated previously in the setting of continuous dynamical systems [11] rather problematic.
Previously, entropy of process (or more generally, complexity of the dynamics) was viewed in terms
of Poincaré maps [12] or Poincaré sections [13]. This approach was quite natural, since assumption
that complicated dynamics on sections should reﬂect complicated dynamics of the local process is
intuitively reasonable.
Our aim is to make the above intuitive approach more formal. Following this motivation, we state
a deﬁnition of topological entropy which is suitable for local processes. This deﬁnition is quite natural
and coincides with the standard one in the context of continuous dynamical system [11]. Further-
more, under considerably mild condition it is possible to relate our deﬁnition with approach through
Poincaré sections. That way we obtain quite useful tool for measurement of complexity of dynamics.
Furthermore, we show that the intuition behind Poincaré sections can be sometimes a little mislead-
ing.
A serious problem in measurement of complexity of local processes is the existence of blowing up
solutions. Since topological entropy should measures the complex behavior of orbits, it is not easy to
say which orbits should be taken into account (see Fig. 1). We deal with this diﬃculty by deﬁning
topological entropy at every time section. This approach implies that the later section is considered
as a starting point of observations, the greater entropy is.
We also deal with discretisations of local processes. They arise naturally in some investigations
based on topological methods (e.g. method of isolating segments). So we introduce a deﬁnition of
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to local processes. This deﬁnition generalizes well-known approach in compact spaces introduced
by Bowen in [5] (see Remark 21), its further generalization by Cánovas and Rodríguez in [8] (see
Remark 22) and the one by Kolyada and Snoha in [9] (see Remark 23).
The main aim of our work is to provide connections between topological entropies of a process
and its discretisations.
As usual, topological entropy of a process is a nonnegative number (or inﬁnity). Then we may ask
the following question: What does topological entropy really measure? The simplest answer would be:
it measures the complexity of dynamics; higher values describe more complex dynamical behavior. Unfortu-
nately, even for the classical deﬁnition (continuous self map on a compact space) it is not completely
right. It was recently pointed out in [14] that inﬁmum of the topological entropy of continuous
topologically exact interval maps is strictly smaller than the inﬁmum of the topological entropy of
continuous interval maps, which are topologically mixing, but not exact. Then, apparently, systems
with higher complexity (measured as amount of mixing in the dynamics) can have smaller values of
entropy. But most of people will agree with the following statement (in the case of compact space):
systems with positive topological entropy are complex from dynamical point of view. This is because posi-
tive topological entropy means that the number of “dynamically distinct” orbits (in a bounded region,
equal to the whole space in the simplest case) increases exponentially with time elapsed. We tried to
cover this feature in our deﬁnition of topological entropy.
Presented deﬁnition of topological entropy depends on the structure of the ambient space Y (see
Section 3). If we remove a point from Y making a neighbourhood of the point noncompact, then
entropy may drop (see Proposition 25).
Another question is why it is not suﬃcient to “embed” full shift (over two or more symbols), e.g.
as it was done in [13]. There are two problems with this approach, which our deﬁnition of entropy
help to solve. First one is that we want to have exponential growth of number of orbits in bounded
region, which cannot be guaranteed by simple tracking of embedded symbolic dynamics (e.g. via tak-
ing partitions of Poincaré). The second problem, related to density of sections used in the process of
ﬁnding symbolic dynamics is more important. Let us present it in the simplest case of interval maps.
There exists a special class of interval maps f : [0,1] → [0,1] (of type 2∞ in Sharkovsky ordering;
see for example [15,16] or more directly [17, proof of Theorem 3]) with the following property. There
exist ε > 0, intervals L(i), R(i) and an increasing sequence a(i), i ∈ N, such that dist(L(i), R(i)) > ε
and f 2
a(i)
(L(i)) ⊃ L(i + 1) ∪ R(i + 1), f 2a(i) (R(i)) ⊃ L(i + 1) ∪ R(i + 1). Then we can embed symbolic
dynamics in f setting i-th coordinate of the 0–1 sequence related to a point x to symbol 0 if trajec-
tory of x visits L(i) and to symbol 1 if it visits R(i) (these sequences are well deﬁned on a compact
subset of [0,1]). However transition time from L(i), R(i) to L(i + 1), R(i + 1) increases exponentially
with i and topological entropy of f is zero (interval map with positive topological entropy always
have a point of even period, thus does not belong to the class 2∞). This is reﬂected by the situation
on our L(i), R(i) sections, since we need exponential growth of time to ensure exponential growth
of the number of orbits which we can distinguish with ε accuracy. One of the aims of our deﬁni-
tion of topological entropy is to prevent such situations, ensuring that sections are taken suﬃciently
close one to another (while embedded symbolic dynamics still remains the main tool for proving that
entropy of the process is nonzero).
The paper is organized as follows. In Section 2, for the readers convenience, we recall all basic def-
initions and facts used further. Section 3 contains deﬁnitions of topological entropy for local process
and its discretization, as well as their basic properties. Main tools are presented in Section 4. They
show how entropy of the process can be estimated form above or below through analysis for appro-
priate discretisations. Section 5 contains extension of the idea of semiconjugacy to nonautonomous
setting, and Section 6 contains concrete examples of applications of presented ideas. To make the
paper more transparent, proofs of all results are moved to Section 8. We also provide some problems
for further research (Section 7).
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We denote by N the set of nonnegative integers. By | · | we denote the Euclidean norm on Rn and
modulus on C. For u, v ∈ Rn we denote by 〈u, v〉 the inner product of u and v . By B(x, r) we denote
the open ball centred at x with radius r.
2.1. Processes
Let (Y ,d) be a metric space and Ω ⊂ R × R × Y be an open set.
By a local process on Y we mean a continuous map ϕ : Ω → Y , such that the following three
conditions are satisﬁed:
(i) ∀σ ∈ R, x ∈ Y , (t−
(σ ,x), t
+
(σ ,x)) = {t ∈ R: (σ , t, x) ∈ Ω} is an open interval containing 0,
(ii) ∀σ ∈ R, ϕ(σ ,0, ·) = idY ,
(iii) ∀x ∈ Y , σ , s ∈ R, t ∈ R if (σ , s, x) ∈ Ω , (σ + s, t,ϕ(σ , s, x)) ∈ Ω then (σ , s + t, x) ∈ Ω and
ϕ(σ , s + t, x) = ϕ(σ + s, t,ϕ(σ , s, x)).
For abbreviation, we write ϕ(σ ,t)(x) instead of ϕ(σ , t, x) and ϕ(σ , S, x) instead of ϕ({σ }× S ×{x}) for
any S ⊂ (t−(σ ,x), t+(σ ,x)).
Let M be a smooth manifold and let v : R×M → TM be a time-dependent vector ﬁeld. We assume
that v is regular enough to guarantee that for every (t0, x0) ∈ R × M the Cauchy problem
x˙ = v(t, x), (1)
x(t0) = x0 (2)
has the unique solution. Then Eq. (1) generates a local process ϕ on M by ϕ(t0,t)(x0) = x(t0, x0, t + t0),
where x(t0, x0, ·) is the solution of the Cauchy problem (1), (2).
Let T be a positive number. If v is T -periodic in t , then it follows that the local process ϕ is
T -periodic, i.e.,
∀σ , t ∈ R, ϕ(σ+T ,t) = ϕ(σ ,t),
hence there is a one-to-one correspondence between T -periodic solutions of (1) and ﬁxed points of
the Poincaré map PT = ϕ(0,T ) . In that case, using Bowen’s formula, we can calculate entropy of the
map PT , and call the process ϕ chaotic if the topological entropy of PT is positive.
Given a local process ϕ on Y one can deﬁne a local ﬂow φ on R × Y by
φ
(
t, (σ , x)
)= (t + σ ,ϕ(σ , t, x)).
Unfortunately, in contrast to Y , the space R × Y is never compact (we assume that R is always
endowed with the standard metric induced by | · |).
The following two facts are useful when dealing with local processes.
Proposition 1. If ϕ is a local process on a metric space Y , then:
(iv) ∀σ ∈ R, x ∈ Y , s ∈ (t−(σ ,x), t+(σ ,x)) we have
(
t−(σ+s,ϕ(σ ,s,x)), t
+
(σ+s,ϕ(σ ,s,x))
)= (t−(σ ,x) − s, t+(σ ,x) − s).
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limn→∞ yn = y, limn→∞ tn = t and {ϕ(σ , tn, yn)} is compact. If 0, t ⊂ (t−(σ ,y), t+(σ ,y)), then (σ , t, y) ∈ Ω
(or equivalently t ∈ (t−(σ ,y), t+(σ ,y))) and limn→∞ ϕ(σ , tn, yn) = ϕ(σ , t, y), where
0, t
⎧⎨
⎩
(0, t), if t > 0,
{0}, if t = 0,
(t,0), if t < 0.
The following simple fact is crucial for our further considerations. It shows that trajectories cannot
disappear suddenly.
Proposition 3. Let ϕ be a local process on a metric space Y . Fix σ ∈ R and T > 0. Assume that limn→∞ xn = x
and t+(σ ,xn) > T for every n. If there is a compact set K such that ϕ(σ , t, xn) ∈ K for every n and t ∈ [0, T ] then
t+
(σ ,x) > T . In particular ϕ(σ , t, x) = limn→∞ ϕ(σ , t, xn) for every t ∈ [0, T ].
Assumptions of Proposition 2 that 0, t ⊂ (t−(σ ,y), t+(σ ,y)) and {ϕ(σ , tn, yn)} is compact are essen-
tial, as shown in the following example.
Example 4. Consider the local process ϕ generated by the equation z′ = 1 on X = C \ {1}. In
other words ϕ(σ , t, z) = z + t and Ω is the set deﬁned by: (σ , t, z) ∈ Ω if Im(z) = 0 or 1 /∈
[Re(z),Re(z) + t].
If we put zn = in , tn = 1 and ﬁx σ ∈ R then ϕ(σ , tn, zn) = 1 + in is well deﬁned but (σ ,1,0) /∈ Ω
(note that {ϕ(σ , tn, yn)} is not compact in X ).
Similarly, when sn = 2 then ϕ(σ , sn, zn) = 2+ in but (σ ,2,0) /∈ Ω (here 0,2 \ (t−(σ ,0), t+(σ ,0)) = ∅).
The above example shows that there is big difference between local processes and global processes
(i.e. the case Ω = R × R × Y ). We highlight another important difference. Namely, it may happen
that the set ϕ−1(σ ,t)(Y ) is not compact for some σ , t ∈ R and compact Y , as shown by the following
example.
Example 5. Consider the scalar equation x′ = x2. This equation induces the local process ϕ(σ , t, x) =
−x
tx−1 deﬁned on Ω = {(σ , t, x) ∈ R3: tx < 1}. Then we see that for every σ ∈ R we have
(
t−(σ ,x), t
+
(σ ,x)
)
⎧⎪⎨
⎪⎩
(−∞, 1x ), x > 0,
R, x = 0,
( 1x ,∞), x < 0,
and so ϕ−1(σ ,1)([−1,0]) = (−∞,0] for any σ .
2.2. Nonautonomous discrete dynamical systems
Let X∞ = {(Xi,di)}i∈Z be a sequence of (not necessary compact) metric spaces and f∞ = { f i}i∈Z
be a sequence of continuous maps, where f i : Xi → Xi+1. For every i ∈ Z, n ∈ N \ {0} we write
f ni = f i+(n−1) ◦ · · · ◦ f i+1 ◦ f i , f 0i = idXi and additionally f −ni = ( f ni )−1 where the right-hand side
denotes the preimage and can be applied only to sets. Note that we do not assume that the maps
f i are invertible or even onto. We call the pair (X∞, f∞) a nonautonomous discrete dynamical system
(abbreviated NDDS).
Let k ∈ Z. The positive trajectory of a point x ∈ Xk is the sequence ( f nk (x))n∈N . A maximal trajectory
of a point x ∈ Xk is any sequence (yi)i∈C such that yk = x, f i(yi) = yi+1 for every i ∈ C where C = Z
or C = [l,∞) ∩ Z for some l k and f −1l−1({yl}) = ∅. If C = Z then we call (yi)i∈C a full trajectory of x.
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denoted (X∞, f∞, Y )) iff for every i ∈ Z the following condition is satisﬁed
Xi ⊂ Y and di = d|Xi×Xi . (3)
If there is no doubt what is the set Y , we omit it and simply write (X∞, f∞) instead of (X∞, f∞, Y ).
2.3. Discretisation
Let ϕ be a local process on a metric space (Y ,d) and let Υ = {ti}i∈Z ⊂ R be a strictly increasing
unbounded sequence, that is
lim
i→±∞
ti = ±∞ (4)
holds.
We say that a strictly increasing and unbounded sequence Υ = {ti}i∈Z ⊂ R is forward syndetic if
there exist k ∈ Z and N > 0 such that tm+1 − tm < N for every m > k.
The Υ -discretisation of ϕ is NDDS (X∞, f∞) given by
Xi =
{
x ∈ Y : t+(ti ,x) = +∞
}
, (5)
f i = ϕ(ti ,ti+1−ti)|Xi . (6)
Every set Xi is endowed with the metric induced from Y .
Proposition 6. Let ϕ be a local process on a metric space (Y ,d) and Υ = {ti}i∈Z be a strictly increasing
unbounded sequence. Then
• the Υ -discretisation of ϕ is PNDDS with respect to Y ,
• every fi is injective,
• every maximal trajectory is uniquely determined, however it may happen that it is unbounded.
In the sequel, for a given local process ϕ acting on a metric space (Y ,d), ϕΥ denotes the PNDDS
with respect to Y , i.e. ϕΥ = (X∞, f∞).
3. Entropy
Let (X,d) be a compact metric space and let f : X → X be a continuous map. Fix ε > 0 and n ∈ N.
We say that a subset E ⊂ X is an (n, ε, f )-spanning set if for every x ∈ X there is y ∈ E such that
d( f i(x), f i(y)) < ε for all i = 0,1, . . . ,n− 1. We denote by S f (n, ε) the minimal cardinality among all
possible cardinalities of (n, ε, f )-separated subsets of X (note that S f (n, ε) 1). It is well known that
the following limit always exists (e.g. see [18])
h( f ) = lim
ε→0 limsupn→∞
log S f (n, ε)
n
,
and that h( f ) ∈ [0,+∞]. We call h( f ) the topological entropy of the map f .
Replacing n by t and f by a ﬂow, we can deﬁne spanning sets and topological entropy in the case
of continuous dynamical systems [11]. In this article we go a step further and deﬁne this concept for
processes (see Deﬁnition 10). The only difference is that in that case the structure of spanning set
additionally depends on the point in time at which we start our observation.
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Let ϕ be a local process acting on a metric space (X,d), let s, t ∈ R, s t and let K be a compact
subset of X . We deﬁne the following sets:
Λ+K (ϕ, s) =
{
x ∈ K : t+
(s,x) = +∞ and ϕ(s, τ , x) ∈ K for every τ  0
}
,
ΛK (ϕ, s) =
{
x ∈ K : (t−(s,x), t+(s,x))= R and ϕ(s, τ , x) ∈ K for every τ ∈ R},
Λ+K (ϕ, s, t) =
{
(σ , x) ∈ [s, t] × K : x ∈ Λ+K (ϕ,σ )
}
,
ΛK (ϕ, s, t) =
{
(σ , x) ∈ [s, t] × K : x ∈ ΛK (ϕ,σ )
}
.
Proposition 7. Let ϕ be a local process acting on a metric space (X,d), let s, t ∈ R, s  t and let K be a
compact subset of X . Then sets Λ+K (ϕ, s, t) and ΛK (ϕ, s, t) are compact. Sets Λ
+
K (ϕ, s) and ΛK (ϕ, s) are also
compact.
Fix ε > 0, σ ∈ R, T > 0 and a compact set K ⊂ X . We say that a subset E ⊂ K is a
(σ , T , ε, K ,ϕ)-spanning set (with respect to the set K ) if for every y ∈ ΛK (ϕ,σ ) there is x ∈ E such
that d(ϕ(σ , t, x),ϕ(σ , t, y)) < ε for every t ∈ [0, T ]. If we replace ΛK (ϕ,σ ) by Λ+K (ϕ,σ ) in the above
deﬁnition, then we say that E is a positive (σ , T , ε, K ,ϕ)-spanning set (with respect to the set K ).
We denote by S+ϕ (σ , T , ε, K ) (resp. Sϕ(σ , T , ε, K )) the minimal cardinal among all possible pos-
itive (σ , T , ε, K ,ϕ)-spanning sets with respect to K (resp. all possible (σ , T , ε, K ,ϕ)-spanning sets
with respect to K ). Note that if we follow the above deﬁnition then it may happen that Λ+K (ϕ,σ ) = ∅
or ΛK (ϕ,σ ) = ∅ and as a consequence S+ϕ (σ , T , ε, K ) = 0 or Sϕ(σ , T , ε, K ) = 0 respectively, because
empty set fulﬁlls the deﬁnition of spanning set in that case. This situation is not good for our pur-
poses since we are going to calculate logarithm of these numbers. To avoid this problem we will put
S+ϕ (σ , T , ε, K ) = 1 and Sϕ(σ , T , ε, K ) = 1 when Λ+K (ϕ,σ ) = ∅ or ΛK (ϕ,σ ) = ∅ respectively.
Given any ε > 0, σ ∈ R, T > 0 and x ∈ X such that (σ , T , x) ∈ Ω we deﬁne a Bowen ball by
BT (x,σ , ε) =
{
y ∈ X: t+(σ ,y)  T and d
(
ϕ(σ , s, x),ϕ(σ , s, y)
)
< ε for every s ∈ [0, T ]}.
Proposition 8. Bowen balls are nonempty open sets.
Proposition 9. Let ϕ be a local process on a metric space (X,d), K be a compact subset of X and s ∈ R. The
following limits always exist
a+(s, K ,ϕ) = lim
ε→0+
limsup
T→∞
log S+ϕ (s, T , ε, K )
T
, (7)
a(s, K ,ϕ) = lim
ε→0+
limsup
T→∞
log Sϕ(s, T , ε, K )
T
. (8)
Moreover, for every s, t ∈ R, s t the following conditions hold
a(s, K ,ϕ) = a(t, K ,ϕ), (9)
a(s, K ,ϕ) a+(s, K ,ϕ), (10)
a+(s, K ,ϕ) a+(t, K ,ϕ). (11)
The above facts allow us to deﬁne the topological entropy of a local process.
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s ∈ [−∞,∞]. The topological entropy of the process ϕ at the time section s (with respect to the set K ) or
simply entropy of ϕ at s (with respect to the set K ) is the number hK (ϕ, s) ∈ [0,+∞] deﬁned by
hK (ϕ, s)
⎧⎨
⎩
a(0, K ,ϕ), for s = −∞,
a+(s, K ,ϕ), for s ∈ R,
limt→+∞ a+(t, K ,ϕ), for s = +∞.
The topological entropy of the process ϕ at s is the number h(ϕ, s) ∈ [0,+∞] deﬁned by
h(ϕ, s) = sup{hK (ϕ, s): K is a compact subset of X}.
Theorem 11. Let ϕ be a local process on a metric space (X,d), let K be a compact subset of X and let s, t ∈ R,
s t. In that case the following inequalities hold
hK (ϕ,−∞) lim
p→−∞hK (ϕ, p) hK (ϕ, s) hK (ϕ, t) hK (ϕ,∞) (12)
and furthermore
lim
p→∞hK (ϕ, p) = hK (ϕ,∞). (13)
The same inequalities hold when we replace hK (ϕ, ·) with h(ϕ, ·).
Proposition 12. Let ϕ be a local process on a metric space (X,d), K , L be compact subsets of X such that
L ⊂ K and s ∈ [−∞,∞]. Then the following inequality holds
hL(ϕ, s) hK (ϕ, s). (14)
In most cases, local processes arise in applications, as solutions of (nonautonomous) differential
equations, let say on Rn . In that case the space Y is usually not compact itself; however, sometimes
it is possible to ﬁnd a compact subset of the space, where interesting dynamics can take place. In the
authors opinion every compact set K with hK (ϕ, s) > 0 belongs to the class of such sets.
3.2. Entropy for PNDDS
Our approach is motivated by applications, so entropy of a nonautonomous dynamical system
(induced by numerous Poincaré sections) should reﬂect complicated dynamics of related (nonau-
tonomous) differential equations. In particular case when our differential equation is autonomous
our deﬁnition should coincide with well-known deﬁnition for ﬂows. Furthermore we should obtain
a tool, which by the analysis of appropriate Poincaré sections helps to answer (or at least provides
lower bound) what is the topological entropy of the system (in a properly chosen compact subset).
In practice we should be able to calculate the entropy of an induced PNDDS and then relate it to
the entropy of the process. We start with the deﬁnition of topological entropy for PNDDS which is
obtained by simple rewriting of the deﬁnition introduced for processes. Facts presented in this section
(Propositions 16, 17, 19 and Theorem 20) are stated without proofs, since proofs are almost the same
as proofs of analogous facts stated before for processes in Section 3.1.
Let i ∈ Z, (X∞, f∞, Y ) be a proper nonautonomous discrete dynamical system with respect to Y
and let K be a compact subset of Y . We deﬁne sets
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ΛK ( f∞, i, Y ) = {x ∈ Xi ∩ K : x has a full trajectory which is contained in K }.
If there is no doubt what is the set Y , we simply write Λ+K ( f∞, i) and ΛK ( f∞, i) instead of
Λ+K ( f∞, i, Y ) and ΛK ( f∞, i, Y ) respectively.
Remark 13. A point x may have many full trajectories. If at least one of them is contained in K , then
x ∈ ΛK ( f∞, i, Y ). If PNDDS is a discretisation of some process, then the full trajectory of x is unique
by Proposition 6.
Remark 14. While K is compact, sets Λ+K ( f∞, i, Y ) and ΛK ( f∞, i, Y ), contrary to the situation for
local processes (see Proposition 7), may be noncompact as can be seen in Example 15.
Example 15. Let us consider the equation
x˙ = cos(t)x2. (15)
It generates the local process given by ϕ(σ , t, x) = x1+x(sin(σ )−sin(σ+t)) . We put Υ = {2kπ}k∈Z and
deﬁne the Υ -discretisation ϕΥ = (X∞, f∞,R). Note that Xi = (−1,1) and f i = id(−1,1) for every i ∈ Z.
If we take K = [−1,1] then Λ+K ( f∞, i,R) = ΛK ( f∞, i,R) = (−1,1).
But the following fact holds.
Proposition 16. Let i ∈ Z, let (X∞, f∞, Y ) be a proper nonautonomous discrete dynamical system and let K
be a compact subset of Xi . Then the sets Λ
+
K ( f∞, i, Y ) and ΛK ( f∞, i, Y ) are compact.
Unfortunately, if a PNDDS is a discretisation of some local process, then it may be hard to deter-
mine whether K ⊂ Xi or not.
Fix ε > 0, i ∈ Z, N ∈ N and a compact set K ⊂ Y . We say that a subset E ⊂ K is an
(i,N, ε, K , f∞, Y )-spanning set if for every y ∈ ΛK ( f∞, i, Y ) there is x ∈ E such that d( f ni (x), f ni (y)) <
ε for every integer n ∈ [0,N]. Again, if we replace ΛK ( f∞, i, Y ) by Λ+K ( f∞, i, Y ) then we obtain the
deﬁnition of a positive (i,N, ε, K , f∞, Y )-spanning set.
We denote by S+f∞(i,N, ε, K , Y ) and S f∞(i,N, ε, K , Y ) the minimal value among cardinalities of all
possible positive (i,N, ε, K , f∞, Y )-spanning sets and (i,N, ε, K , f∞, Y )-spanning sets respectively.
As previously, if ΛK ( f∞, i, Y ) or Λ+K ( f∞, i, Y ) are empty, we set value of S f∞(i,N, ε, K , Y ) and
S+f∞(i,N, ε, K , Y ) to 1 respectively.
If it is clear from the context what is the space Y , we omit it and simply use names: posi-
tively (i,N, ε, K , f∞)-spanning set, (i,N, ε, K , f∞)-spanning set, S+f∞ (i,N, ε, K ), S f∞(i,N, ε, K ) in-
stead of positively (i,N, ε, K , f∞, Y )-spanning set, (i,N, ε, K , f∞, Y )-spanning set, S+f∞(i,N, ε, K , Y )
and S f∞(i,N, ε, K , Y ) respectively.
Proposition 17. Let i ∈ Z, let (X∞, f∞, Y ) be a PNDDS with respect to a metric space (Y ,d) and let K be a
compact subset of Y . The following limits always exist
b+(i, K , f∞, Y ) = lim
ε→0+
limsup
N→∞
log S+f∞(i,N, ε, K , Y )
N
, (16)
b(i, K , f∞, Y ) = lim
ε→0+
limsup
log S f∞(i,N, ε, K , Y )
N
. (17)N→∞
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b(i, K , f∞, Y ) = b( j, K , f∞, Y ), (18)
b(i, K , f∞, Y ) b+(i, K , f∞, Y ), (19)
b+(i, K , f∞, Y ) b+( j, K , f∞, Y ). (20)
The same way as we have done previously for processes, we deﬁne the topological entropy in this
setting.
Deﬁnition 18. Let (X∞, f∞, Y ) be a PNDDS with respect to a metric space (Y ,d), let K be a compact
subset of Y and let i ∈ Z ∪ {−∞,+∞}. The topological entropy of the PNDDS (X∞, f∞, Y ) at i (with
respect to the set K ) is the number hK ( f∞, i, Y ) ∈ [0,+∞] deﬁned by
hK ( f∞, i, Y )
⎧⎨
⎩
b(0, K , f∞, Y ), for i = −∞,
b+(i, K , f∞, Y ), for i ∈ Z,
limn→∞ b+(n, K , f∞, Y ), for i = ∞.
The topological entropy of (X∞, f∞, Y ) at i is the number h( f∞, i, Y ) ∈ [0,+∞] deﬁned by
h( f∞, i, Y ) = sup
{
hK ( f∞, i, Y ): K is a compact subset of Y
}
. (21)
Again, we simply write hK ( f∞, i), h( f∞, i) instead of hK ( f∞, i, Y ), h( f∞, i, Y ) respectively, if the
space Y is clear from the context.
Proposition 19. Let (X∞, f∞, Y ) be a PNDDS with respect to a metric space (Y ,d), let K , L be compact
subsets of Y such that K ⊂ L and let i ∈ Z ∪ {−∞,+∞}. Then the following inequality holds
hK ( f∞, i, Y ) hL( f∞, i, Y ).
Theorem 20. Let (X∞, f∞, Y ) be a PNDDS and let i, j ∈ Z, i  j. Then
lim
i→∞
h( f∞, i, Y ) = h( f∞,∞, Y ) (22)
and the following inequalities hold
h( f∞,−∞, Y ) lim
k→−∞
h( f∞,k, Y ) h( f∞, i, Y ) h( f∞, j, Y ) h( f∞,∞, Y ). (23)
Let ϕΥ = (X∞, f∞, Y ) be the Υ -discretisation of a local process ϕ acting on a metric space Y .
To simplify the notation, we do not distinguish between ϕΥ and f∞ and write h(ϕΥ , i), h(ϕΥ , i, Y ),
hK (ϕΥ , i), SϕΥ (i, T , ε, K ), etc.
Remark 21. Let (X,d) be a compact metric space and f : X → X be continuous. Write X∞ =
{(Xi,di)}i∈Z , f∞ = { f i}i∈Z , where (Xi,di) = (X,d) and f i = f for every i ∈ Z. Then
h( f ) = h( f∞, i, X) (24)
for every i ∈ Z ∪ {−∞,∞}. Here h( f ) is the standard topological entropy as deﬁned by Bowen in [5].
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denotes topological entropy as introduced in [8] (once again we stress the fact, that the deﬁnition of
topological entropy presented in [5] is different than this in [8]).
Remark 23. Let (X,d) be a compact metric space and g∞ = {gi}i∈N where gi : X → X is continuous
for every i ∈ N. Write X∞ = {(Xi,di)}i∈Z , f∞ = { f i}i∈Z , where (Xi,di) = (X,d) for every i ∈ Z and
f i =
{
gi, for i ∈ N,
any continuous map from X to X, for i < 0,
then
h(g∞) = h( f∞,0, X),
where h(g∞) is topological entropy of nonautonomous dynamical system (X, g∞) as deﬁned in
[10,9].
Furthermore, if each f i is onto for i < 0 then h( f∞,−∞, X) = h( f∞,0, X).
Remark 24. Let us notice, that the topological entropy of PNDDS may depend on the set Y used to
make given NDDS proper, as can be seen in Proposition 25 and Example 26.
Proposition 25. Let (W ,dW ), (Y ,dY ) bemetric spaces such that Y ⊂ W and dY = dW |Y×Y . Let (X∞, f∞, Y ),
(X∞, f∞,W ) be PNDDSs. Then
h( f∞, i, Y ) h( f∞, i,W ) (25)
holds for every i ∈ Z ∪ {−∞,∞}.
The following example shows that inequality (25) may be strict.
Example 26. Let X∞ = {Xi}i∈Z where
Xi
{
(0,1), if i is even,
(0, 1|i| ), if i is odd.
Write f (x) = 3.5x(1− x) where f : [0,1] → [0,1]. Let f∞ = { f i}i∈Z where f i : Xi → Xi+1 are given by
f i(x)
{
1
|i+1| f (x), if i is even,
f (|i|x), if i is odd.
Then
h( f ) = h( f∞,0, [0,1])> 0 = ( f∞,0, (0,1))
holds. To see this let us ﬁx a compact subset K ⊂ (0,1). Then there exists η > 0 such that x > η
holds for every x ∈ K . So Λ+K ( f∞,0, (0,1)) = ∅. Moreover, for every even integer k ∈ N the formula
f k0 = f k|(0,1) holds.
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lim inf
n→∞ d
(
f n(x), f n(y)
)= 0
holds for any x, y ∈ X . We can also assume that entropy of f is positive and X is compact, since such
example can be easily constructed [19]. It is also known, that such a map has unique ﬁxed point, let
say p ∈ X . Now, let Y = X \ {p} with metric induced from X . Then Y is no longer compact, since p
can’t be isolated by proximality of f . Put g = f |Y and let F = (Y∞, g∞, Y ) and G = (Y∞, g∞, X) be
PNDDSes given by Yi = Y and gi = g for every integer i ∈ Z. Note that systems F ,G have the same
dynamics (even both are autonomous), and the only difference is the space in which we make our
observation.
If we ﬁx any compact set K in Y then dist(K , p) > 0 where distance is calculated in Y . This
implies that Λ+K (g∞, i, Y ) = ∅ for any i ∈ Z (it is an immediate consequence of proximality). But then
h(g∞, i, Y ) = 0 for any i ∈ Z.
Now if we consider our extended space X then the situation is completely different. If we take
K = X then Λ+K (g∞, i, X) = Y and additionally any spanning set for f can be used as a spanning
set for g∞ (maybe with only modiﬁcation that p must be removed form it; this modiﬁcation has no
inﬂuence on the limit calculations in the deﬁnition of topological entropy). By this observation it is
easy to verify that h(g∞, i, X) = h( f ) > 0 where h( f ) is Bowen entropy of the map f .
As we see, the structure of space X deﬁnes the class of compact sets and as a result it deﬁnes
sets Λ+K (·). Unfortunately, we can’t use sets Xi instead of X , because sets Xi can be completely differ-
ent metric spaces and X is the only structure which can be used for uniﬁed approach to all of them.
In the simplest case, we can use a noncompact Y or its compactiﬁcation X . While transfer from Y to
X does not change too much the topology itself (in the sense that sets compact in Y remain compact
in X ), it will probably have high impact on the metric. The simplest example is transfer from R2 to
the unit sphere S2. But even if the metric on Y remains unchanged, the entropy can increase as was
shown by Example 27.
In contrast to fully general, abstract setting, where there are usually many completely different
‘good’ candidates for X , the case of discretisations of local processes arising in applications provides
a natural candidate for the space X . This candidate is the phase space of the differential equation
related to the process. The same way there are natural candidates for testing sets K . Namely, these
are sets where we predict complex dynamical behavior.
4. Relations between entropy of a process and its discretisation
4.1. Bounded oscillations
Observe that if Υ = {ti}i∈Z ⊂ R is a strictly increasing unbounded sequence then it follows directly
by the deﬁnition that
Λ+K (ϕ, ti) ⊂ Λ+K (ϕΥ , i).
However, usually there is no converse inclusion and
Λ+K (ϕΥ , i) \ Λ+K (ϕ, ti) = ∅
because trajectory can oscillate a lot between consecutive sections. To remove this problem, we will
consider some special classes of processes (i.e. some additional assumptions about ϕ are needed). For
our further considerations it is enough if for every compact set K there is another compact set M
such that
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hold. In particular, it can be proved that if there exists a sequence of compact subsets {M j}∞j=1 of Y
such that
(28) M j ⊂ M j+1 for every j and Y =⋃∞i=0 Mi ;
(29) for every compact set K ⊂ Y there exists j such that K ⊂ M j and for every σ ∈ R and x ∈ K
such that t+
(σ ,x) = +∞ it follows that ϕ(σ , s, x) ∈ M j for all s > 0,
then always (26) and (27) are satisﬁed with some M = M j(K ) .
Unfortunately, the local process with one stationary point which is the global source, e.g. the
process induced on the complex pane by the equation
z˙ = z
does not fulﬁll conditions (28) and (29). That is the motivation for making assumptions a little more
mild and consider a wider class of processes.
Deﬁnition 28. We say that a local process ϕ on a metric space (Y ,d) has bounded oscillations if there
exists a sequence of compact subsets {M j}∞j=1 of Y such that:
(30) M j ⊂ M j+1 for every j and Y =⋃∞i=0 Mi
and for every compact set K ⊂ Y there exists j such that K ⊂ M j ; additionally for every σ ∈ R and
x ∈ K such that t+(σ ,x) = +∞ the following condition holds:
(31) if ϕ(σ , t, x) /∈ M j for some t > 0 then ϕ(σ , s, x) /∈ M j for all s > t .
The intuition behind the above deﬁnition is the following. If a trajectory of a point oscillates too
much (with respect to the center placed somewhere in the compact set M1), that is, it leaves M j ,
then it never stabilizes again.
Note that even the above, extended deﬁnition, is not perfect. If we consider one point compact-
iﬁcation Y of C, let say Y = C ∪ {∞}, then we can extend local process from Example 4 to Y \ {1}
putting a stationary point in the ∞ ∈ Y . Then, there is no family {M j} which fulﬁlls deﬁnition of
bounded oscillations, since each M j does not contain some neighborhood of 1, but for suﬃciently
large j, each M j contains a neighborhood of ∞.
Fortunately, there is a quite large class of systems which fulﬁll our deﬁnition, so we believe that
deﬁnition of bounded oscillations is suﬃciently general, to be applied in many situations, especially
on Rn or compact manifolds.
Theorem 29. Let K be a compact subset of a metric space (Y ,d), ϕ be a local process on Y which has bounded
oscillations and Υ = {ti}i∈Z ⊂ R be a strictly increasing unbounded sequence. Then for every i ∈ Z there exists
a compact set M ⊂ Y satisfying (26) and (27).
Theorem 30. Let ϕ be a local process with bounded oscillations (deﬁned on a metric space (Y ,d)) and let
Υ = {ti}i∈Z ⊂ R be a strictly increasing unbounded sequence such that the condition
limsup
n→∞
tn
n
 α (32)
holds for some α ∈ [0,∞]. Then the inequality
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is satisﬁed for every i ∈ Z (here we deﬁne c · ∞ = ∞ · c = ∞ for every c ∈ [0,+∞]) and
h(ϕΥ ,∞) αh(ϕ,∞), h(ϕΥ ,−∞) αh(ϕ,−∞). (34)
4.2. Equicontinuity
Recall that a family of maps { f i}∞i=1 is equicontinuous, if for every ε > 0 there is δ such that if
d(x, y) < δ, then d( f i(x), f i(y)) < ε for every i = 1,2, . . . . Next deﬁnition introduces a similar concept
in the case of local processes.
Deﬁnition 31. We say that a local process ϕ on a metric space (Y ,d) is locally equicontinuous if for
every compact set K ⊂ Y , every ε > 0 and every T > 0 there is δ = δ(K , ε, T ) > 0 such that for every
σ ∈ R and every x, y ∈ Λ+K (ϕ,σ ) the following implication holds
d(x, y) < δ ⇒ [d(ϕ(σ , t, x),ϕ(σ , t, y))< ε for every t ∈ [0, T ]]. (35)
Let f : R×Rn → Rn , n 1. Denote by L f (t, x) ∈ [0,∞] the local Lipschitz constant of the function
f at the point (t, x) with respect to x, that is
L f (t, x) = inf
{
L(t,U , ε): ε > 0, U is a neighbourhood of x
}
where
L(t,U , ε) = inf{L: ∣∣ f (τ , y) − f (τ , z)∣∣ L|y − z| for every y, z ∈ U , τ ∈ (t − ε, t + ε)}.
If there is no L such that | f (τ , y) − f (τ , z)| L|y − z| is satisﬁed, then we write L(t,U , ε) = ∞.
Theorem 32. Let v : R × Rn → Rn, n 1 and assume that v is suﬃciently regular that the equation
x˙ = v(t, x)
induces a local process ϕ on Rn. If for every compact set K ∈ Rn there exists a constant 0 Lv(K ) < ∞ such
that Lv(t, x) ∈ [0, Lv(K )] for every (t, x) ∈ R × K , then ϕ is locally equicontinuous.
Even, if it is possible to ﬁnd upper bound L(t, x) on [0, T ] × K for every compact set K and T > 0,
it is not enough for local equicontinuity, as shown below.
Example 33. Consider the nonautonomous scalar equation
x′ = etx.
This equation induces the following (global) process
ϕ(σ , t, x) = xeeσ (et−1).
Note that Lv(t, x) = et , so for any nonempty compact set K , Lv |R×K is unbounded. Additionally, ob-
serve that ϕ is not locally equicontinuous, because for every δ > 0 and T > 0 there is σ > 0 and
x ∈ [0, δ] such that xeeσ (eT −1) = 1 (we can even calculate, that x = e−eσ (eT −1)). In particular, condi-
tion (35) does not hold on the set K = [0,1].
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Lv(t, x) = |Dxv(t, x)|, where Dx denotes the derivative with respect to the (space) variable x.
Theorem 35. Let ϕ be a locally equicontinuous local process on a metric space (Y ,d) and Υ = {ti}i∈Z be a
forward syndetic sequence such that
lim inf
n→∞
tn
n
 α (36)
holds with some α ∈ [0,∞]. Then the inequality
h(ϕΥ , i) αh(ϕ, ti) (37)
is satisﬁed for every i ∈ Z (here we deﬁne c · 0 = 0 · c = 0 for every c ∈ [0,+∞]) and
h(ϕΥ ,∞) αh(ϕ,∞), h(ϕΥ ,−∞) αh(ϕ,−∞). (38)
Remark 36. Analyzing the proof, we see that Theorem 35 is still valid if we replace h(·) by hK (·) in
(37) and (38).
Now we present another approach to equicontinuity.
Deﬁnition 37. Let Υ = {ti}i∈Z be a strictly increasing unbounded sequence. We say that a local process
ϕ on a metric space (Y ,d) is Υ -equicontinuous if for every compact set K ⊂ Y and every ε > 0 there
is δ = δ(K , ε) > 0 such that for every i ∈ Z and every x, y ∈ Λ+K (ϕ, ti) the following implication holds
d(x, y) < δ ⇒ [d(ϕ(ti, s, x),ϕ(ti, s, y))< ε for every s ∈ [0, ti+1 − ti]]. (39)
Remark 38. Note that if we assume that ϕ is Υ -equicontinuous then in the proof of Theorem 35 we
neither require Υ to be forward syndetic nor ϕ to be locally equicontinuous. This provides another
method of estimating topological entropy of the local process ϕ .
Indeed, in the proof of the theorem, we still can obtain the crucial inequality (66) (see Section 8.4).
4.3. Periodic processes
Periodic processes are quite regular, so we expect that relations between topological entropy on
different sections are much simpler than in the general case.
Remark 39. Let T > 0, ϕ be a T -periodic local process on a metric space Y and Υ = {t0 + kpT }k∈Z
where p ∈ Z \ {0} and t0 ∈ R are ﬁxed. Then for ϕΥ = (X∞, f∞, Y ) we get Xi = X j and f i = f j for
every i, j ∈ Z. In other words ϕΥ can be identiﬁed with the discrete dynamical system (X0, f0).
Note that it still may happen that ϕΥ does not have bounded oscillations.
But even in this very regular settings Λ+K (ϕΥ , i), ΛK (ϕΥ , i) may be noncompact for some compact
K (see Example 15).
Example 40. Let us consider the local process generated by Eq. (15). We show that it does
not have bounded oscillations. To do that, let us ﬁx a compact set M ⊃ [0,1] = K . Note that
limx→1− ϕ(0, π2 , x) = +∞ and M is bounded. This implies that if x is suﬃciently close to 1, that
is x ∈ (1− δ,1) for suﬃciently small δ > 0, we have ϕ(0, π2 , x) /∈ M . But then (31) does not hold, since
ϕ(0,2π, x) = x ∈ K ⊂ M (see Example 15).
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We end with the following theorem which simpliﬁes Theorem 11.
Theorem 42. Let T > 0, let ϕ be a T -periodic local process on a metric space Y and let K be a compact subset
of Y . Then for every p,q ∈ R ∪ {−∞,+∞} the following inequalities hold
hK (ϕ, p) = hK (ϕ,q), (40)
h(ϕ, p) = h(ϕ,q). (41)
Corollary 43. Let T > 0, ϕ be a T -periodic local process on a metric space Y and Υ = {t0 + kpT }k∈Z where
p ∈ Z \ {0}, t0 ∈ R are ﬁxed. Then
h(ϕΥ ,k) T |p|h(ϕ, t)
holds for every k ∈ Z ∪ {−∞,∞} and t ∈ R ∪ {−∞,∞}.
Theorem 44. Let T > 0, ϕ be a T -periodic local process on a metric space Y .
If there is a compact set K ⊂ Y invariant for the Poincaré map PT = ϕ(0,T ) (i.e. P T (K ) = K ) such that
PT |K has positive Bowen’s topological entropy, then
Th(ϕ, t) h(PT |K )
holds for every t ∈ R ∪ {−∞,∞}.
5. Properties of entropy for PNDDS
In this section we state some basic properties of entropy in the case of PNDDS. Since every Xi and
f i may be different, it is hard even to formulate formulas analogous to those from [8, Theorem 2.1].
So we state only few of them.
5.1. Semiconjugacy
Previous theorems allow us to calculate the topological entropy of PNDDS (a discretisation of the
given process) instead of calculating it for the local process itself. However, it is still unclear how to
calculate it for a given PNDDS. In the case of continuous maps, one of the standard methods is to
show semiconjugacy with a chaotic system e.g. full shift. In the case of PNDDS it is possible to make
a similar construction, however the problem have to be treated more carefully.
Deﬁnition 45. Let (X∞, f∞, X) and (Y∞, g∞, Y ) be PNDDS with respect to metric spaces (X,dX ) and
(Y ,dY ) respectively. We call h∞ = {h j} j∈Z a semiconjugacy between (X∞, f∞, X) and (Y∞, g∞, Y ) iff
the following conditions are satisﬁed
• h j : X j → Y j ,
• h j is continuous and surjective,
• h j+1 ◦ f j = g j ◦ h j
for every j ∈ Z.
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equicontinuous at i ∈ Z iff for every compact K ⊂ X and every ε > 0 there exists a δ > 0 such that for
every j  i and every x1, x2 ∈ X j ∩ K the following implication holds
dX (x1, x2) < δ ⇒ dY
(
h j(x1),h j(x2)
)
< ε.
Semiconjugacy is said to be locally equicontinuous iff it is locally equicontinuous at every i ∈ Z.
Remark 47. If semiconjugacy is locally equicontinuous at some i ∈ Z, then it is locally equicontinuous
at every j  i.
Deﬁnition 48. A semiconjugacy h∞ between PNDDS (X∞, f∞, X) and (Y∞, g∞, Y ) is said to be proper
covering at i ∈ Z iff for every compact L ⊂ Y there exists a compact K ⊂ X such that Λ+L (g∞, i, Y ) ⊂
hi(Λ
+
K ( f∞, i, X)).
A semiconjugacy is said to be proper bi-covering iff there exists i ∈ Z such that for every compact
L ⊂ Y there exists a compact K ⊂ X satisfying ΛL(g∞, i, Y ) ⊂ hi(ΛK ( f∞, i, X)).
Theorem 49. Let (X∞, f∞, X) and (Y∞, g∞, Y ) be PNDDS, h∞ be a semiconjugacy between them and i ∈ Z.
Then, if h∞ is locally equicontinuous at i and proper covering at i, then the following inequality holds
h( f∞, i, X) h(g∞, i, Y ).
Theorem 50. Let (X∞, f∞, X) and (Y∞, g∞, Y ) be PNDDS and h∞ be a semiconjugacy between them. Then
if there exists i ∈ Z such that h∞ is locally equicontinuous at i and proper bi-covering, then the following
inequality is satisﬁed
h( f∞,−∞, X) h(g∞,−∞, Y ).
Theorem 51. Let (X∞, f∞, X) and (Y∞, g∞, Y ) be PNDDS and h∞ be a semiconjugacy between them. Then
if there exists i ∈ Z such that h∞ is locally equicontinuous at i and proper covering at every j  i, then
h( f∞,∞, X) h(g∞,∞, Y ). (42)
5.2. Higher powers
Let (X∞, f∞, X) be a PNDDS and k ∈ N \ {0}, j ∈ Z. We call a PNDDS (X 〈k, j〉∞ , f 〈k, j〉∞ , X) a k-th power
of (X∞, f∞, X) at j iff X 〈k, j〉∞ = {X 〈k, j〉i }i∈Z and f 〈k, j〉∞ = { f 〈k, j〉i }i∈Z where X 〈k, j〉i = X j+ki , f 〈k, j〉i = f kj+ki
for every i ∈ Z hold.
The above deﬁned system (X 〈k, j〉∞ , f 〈k, j〉∞ , X) tries to mimic the role of f k for a map f . One of the
main properties of k-th power of a map and its Bowen entropy is the formula kh( f ) = h( f k). The
following remarks show that this property does not hold in the case of PNDDS and its k-th power
and in general there is no clear relation between entropies of these two systems.
Remark 52. There exist a PNDDS (X∞, f∞, X) and k ∈ N \ {0}, j ∈ Z such that
0 = kh( f∞, j, X) < h
(
f 〈k, j〉∞ ,0, X
)
. (43)
Remark 53. There exist a PNDDS (X∞, f∞, X) and k ∈ N \ {0}, j ∈ Z such that
kh( f∞, j, X) > h
(
f 〈k, j〉∞ ,0, X
)= 0. (44)
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Let (X∞, f∞, X), (Y∞, g∞, Y ) be PNDDSs. We say that the PNDDS ((X × Y )∞, ( f × g)∞, X × Y ) is
the cartesian product of (X∞, f∞, X) and (Y∞, g∞, Y ) if (X × Y )∞ = {(X × Y )i}i∈Z and ( f × g)∞ =
{( f × g)i}i∈Z where (X × Y )i = Xi × Yi , ( f × g)i = f i × gi for every i ∈ Z. The metric on
X × Y is generated by metrics on X and Y in a standard way e.g. dX×Y ((x1, y1), (x2, y2)) =
max{dX (x1, x2),dY (y1, y2)}.
Theorem 54. Let PNDDS ((X × Y )∞, ( f × g)∞, X × Y ) be a cartesian product of PNDDSs (X∞, f∞, X) and
(Y∞, g∞, Y ). Then
h
(
( f × g)∞, j, X × Y
)
 h( f∞, j, X) + h(g∞, j, Y ) (45)
holds for every j ∈ Z ∪ {−∞,∞}.
Remark 55. The inequality (45) may be strict.
5.4. Homeomorphism
Let (X∞, f∞, X) be a PNDDS such that f i : Xi → Xi+1 is a homeomorphism for every j ∈ Z. Write
X−1∞ = {Yi,di}i∈Z and f −1∞ = {gi}i∈Z such that Yi = X−i , di is a metric on X−i and gi = f −1−i−1 : Yi →
Yi+1 for every i ∈ Z.
Remark 56. There exists PNDDS (X∞, f∞, X) such that for every j,k ∈ Z ∪ {−∞,∞} the formula
h( f∞, j, X) = h( f −1∞ ,k, X) holds.
5.5. Composition
Let (X,d), (Y , c) be metric spaces. Let Xi ⊂ X and Yi ⊂ Y for every i ∈ Z. Every Xi and Yi is
a metric space with metric induced from X or Y respectively. Let f i : Xi → Yi+1, gi : Yi → Xi be
continuous for every i ∈ Z. We denote by (X∞, (g ◦ f )∞, X) a PNDDS deﬁned by (g ◦ f )i = gi+1 ◦ f i .
We also denote by (Y∞, ( f ◦ g)∞, Y ) a PNDDS deﬁned by ( f ◦ g)i = f i ◦ gi .
Remark 57. For every j ∈ Z ∪ {−∞,∞} the formula h((g ◦ f )∞, j, X) = h(( f ◦ g)∞, j, Y ) is not true
in general.
6. Examples
Example 58. Let us consider again the scalar equation
x˙ = x2.
Then the local process ϕ generated by the above equation has bounded oscillations and
Λ+K (ϕ, s)
{ {0}, if K = [0,a], a > 0,
[a,0], if K = [a,0], a < 0.
Additionally h(ϕ, s) = 0 for every s ∈ R ∪ {−∞,∞}.
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[−2 j,2 j] and observe that t+(σ ,x) < ∞ for every x > 0, while ϕ(σ , t, x) ∈ [x,0] for every x  0 and
t  0. 
Next example shows that assumptions in Theorem 30 that ϕ has bounded oscillations is essential.
It also shows that processes with highly different dynamics can have the same Poincaré maps on some
sections (thus the same entropy calculated in terms of ϕ(0,T )). The conclusion is that the topological
entropy, as deﬁned in the present paper can be a more sensitive tool, than this provided by a sole
analysis of the map ϕ(0,T ) .
Example 59. Let Υ = { 2πmκ }m∈Z and ϕ be a local process on C generated by the equation
z˙ = (1+ eiκt |z|2)z, (46)
where κ = 0.5. By the change of variables
w = e2t sin(κt)z (47)
we get the equation
w˙ = (1+ e−4t sin(κt)+iκt |w|2)w + [2 sin(κt) + 2κt cos(κt)]w
which generates a local process ψ . Then ϕΥ = ψΥ but
h(ϕ,−∞) κ
2π
h(ϕΥ ,−∞) κ
2π
log3 (48)
and
h(ψ,−∞) = 0. (49)
The formal proof of the statements in the above example is quite long and so it has been moved
to Section 8.7.
The following equation
z˙ = [1+ (cos(t2)+ 2)eiκt |z|2]z (50)
was considered in [13]. In this paper chaotic phenomena was observed on some Poincaré sections.
Note that Eq. (50) is not time-periodic, thus we cannot guarantee that the Poincaré maps deﬁned in
periodic manner (i.e. by a sequence of times which is inﬁnite progression by the same coeﬃcient) will
be the same. In other words, Poincaré sections induce a sequence of maps, which can only be consid-
ered as a nonautonomous discrete dynamical system (there is no hope to obtain discrete dynamical
system deﬁned by a single map).
Fortunately, now we can claim chaotic dynamics for this equation in a more formal way than it
was previously done in [13]. Namely, the results of [13] can be used to show that the values of the
function h(ϕ, ·) are bounded from below by a positive number.
Example 60. Let ϕ be the local process on C generated by Eq. (50) where κ ∈ (0,0.796] is a parame-
ter. Then h(ϕ, s) κ2π log2 for every s ∈ [−∞,∞].
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In this section we present a few questions which in our opinion are interesting. We also think that
the answer to any of them can be beneﬁcial for applications. Example 27 suggests that we have to be
very careful when making calculations, and sometimes ‘bad’ things can happen. It would be nice to
describe situations, where we don’t have to be so careful.
Problem 61. Let (X,d) be a (possibly noncompact) metric space, Y ⊂ X and denote dY = d|Y×Y . Let
f : Y → Y be continuous and let (Y∞, f∞, Y ), (Y∞, f∞, X) be PNDDS given by Yi = Y , f i = f for
every integer i.
1. Are there any easy to verify suﬃcient conditions to be imposed on Y or X to ensure that the
equality:
h( f∞, i, X) = h( f∞, i, Y ) (51)
holds for any i ∈ Z ∪ {−∞,∞}?
2. Does equality (52) always hold?
h( f∞,−∞, Y ) = h( f∞,0, Y ). (52)
If the answer is negative, are there any (reasonable from applications point of view) conditions
which imply (52)?
Problem 62. Let T > 0 and ϕ be a T -periodic local process on a metric space (Y ,d). Write Υ =
{kT }k∈Z . Are there situations in which
h(ϕΥ , i, Y ) = Th(ϕ, iT ) (53)
does not hold for some i ∈ Z ∪ {−∞,∞}? If there are situations that (53) is not satisﬁed, can we
verify (53) by an analysis of the vector ﬁeld generating ϕ?
Let us stress the fact, that even if all of the above questions are unsolved or the answers occur
to be negative, the theory presented in the paper can be applied to estimate entropy of some local
processes as presented in Section 6.
8. Proofs of results
8.1. Proofs of results in Sections 2.1 and 2.3
Proof of Proposition 1. Let us ﬁx σ ∈ R, x ∈ Y , s ∈ (t−(σ ,x), t+(σ ,x)). Write a = t−(σ+s,ϕ(σ ,s,x)) , b =
t+(σ+s,ϕ(σ ,s,x)) , A = (a,b), c = t−(σ ,x) − s, d = t+(σ ,x) − s and B = (c,d). Note that a < 0< b by (i).
We prove that A ⊂ B holds. Let p ∈ A. Then (σ + s, p,ϕ(σ , s, x)) ∈ Ω and, by (iii), (σ , s+ p, x) ∈ Ω
which is equivalent to s + p ∈ (t−
(σ ,x), t
+
(σ ,x)). Finally we obtain p ∈ B .
To prove that B ⊂ A, let us assume that A  B , i.e. b < d or a > c. Let us start with the case b < d
(in particular b < +∞).
Since c < b < d, we see that t−(σ ,x) < b + s < t+(σ ,x) and so y = ϕ(σ , s + b, x) ∈ Y is well deﬁned.
Now, by (i), we get (σ + s + b,0, y) ∈ Ω .
Since Ω is open, there exist an open neighborhood U of y and 0 < ε < b2 such that
(−2ε + σ + s + b,2ε + σ + s + b) × (−2ε,2ε) × U ⊂ Ω. (54)
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ϕ(σ + s, τ ,ϕ(σ , s, x)) holds for every τ ∈ A, so limτ→b− ϕ(σ + s, τ ,ϕ(σ , s, x)) = y. Thus there ex-
ists 0 < δ  ε such that ϕ(σ + s,b − δ,ϕ(σ , s, x)) ∈ U and, by (54) we have
(
σ + s + b − δ, δ,ϕ(σ + s,b − δ,ϕ(σ , s, x))) ∈ Ω.
But b − δ ∈ A, or equivalently (σ + s,b − δ,ϕ(σ , s, x)) ∈ Ω , so by (iii) it follows that
(σ + s,b,ϕ(σ , s, x)) ∈ Ω which is impossible since b /∈ A. We have just proved that the inequality
b  d must hold.
The proof that a c follows the same lines and so we leave it to the reader. 
Proof of Proposition 2. If t = 0, then, by (i), (σ , t, y) ∈ Ω .
Let now t > 0. We write zn = ϕ(σ , tn, yn) and z = limk→∞ znk for some subsequence {nk} ⊂ N.
By the openness of Ω , there exist U ⊂ Y an open neighbourhood of z and t2 > ε > 0 such that
(σ + t − 2ε,σ + t + 2ε)× (−2ε,2ε)× U ⊂ Ω . Without loss of generality we may assume that znk ∈ U
and tnk > t − ε for every k ∈ N. Thus, by (i),
(σ , t − ε, ynk ) ∈ Ω.
Write xnk = ϕ(σ , t − ε, ynk ).
By (iv) and (iii), we get
ϕ(σ , t − ε, ynk ) = xnk = ϕ(σ + tnk , t − tnk − ε, znk ). (55)
By continuity of ϕ and deﬁnition of U , it follows that the following limit is well deﬁned
x = lim
k→∞
ϕ(σ + tnk , t − tnk − ε, znk ) = ϕ(σ + t,−ε, z)
and by (55) we have
ϕ(σ , t − ε, y) = lim
k→∞
xnk = x.
Again, by (iv) and (iii), we get ϕ(σ + t − ε, ε, x) = z. Finally, by (iii), we get (σ , t, y) ∈ Ω and
ϕ(σ , t, y) = z.
The proof for the case t < 0 is analogous. 
Proof of Proposition 3. Let us assume that 0 < t+(σ ,x)  T . Then for every t ∈ [0, t+(σ ,x)) we
have limn→∞ ϕ(σ , t, xn) = ϕ(σ , t, x) ∈ K , because ϕ is continuous. Let τ = t+(σ ,x) . Then (0, τ ) ⊂
(t−(σ ,x), t
+
(σ ,x)) and ϕ(σ , τ , xn) is compact (as a closet subset of a compact set K ). Then, by Propo-
sition 2, t+
(σ ,x) > τ which is a desired contradiction. Finally, t
+
(σ ,x) > T . 
Proof of Proposition 6. First, note that (5) immediately implies (3). The map ϕ(σ ,t) is continuous and
injective for every σ and t whenever it is deﬁned, so f i is continuous and injective for every i ∈ Z.
For every x ∈ Xi we obtain by (iv) that t+(ti+1,yx) = +∞ where yx = ϕ(ti ,ti+1−ti)(x). This implies that
f i(Xi) ⊂ Xi+1 for every i ∈ Z.
The uniqueness of maximal trajectories follows directly by injectivity of f i . 
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Proof of Proposition 7. Since [s, t]× K is compact, it is enough to prove that Λ+K (ϕ, s, t) is closed. Let
{(σ j, x j)} j∈N ⊂ Λ+K (ϕ, s, t) be such that lim j→∞(σ j, x j) = (σ , x). We show that (σ , x) ∈ Λ+K (ϕ, s, t). Let
us ﬁx τ  0. Then ϕ(σ j, τ , x j) ∈ K for every j ∈ N. Thus, by Proposition 3, K  lim j→∞ ϕ(σ j, τ , x j) =
ϕ(σ , τ , x). So, by the arbitrariness of τ  0 one gets x ∈ Λ+K (ϕ,σ ). The case of ΛK (ϕ, s, t) is analo-
gous.
Λ+K (ϕ, s, s) = {s} × Λ+K (ϕ, s) so, since Λ+K (ϕ, s, s) is compat, the same is Λ+K (ϕ, s). The case of
ΛK (ϕ, s) is analogous. 
Proof of Proposition 8. Fix any ε > 0, σ ∈ R, T > 0, x ∈ X and y ∈ BT (x, σ , ε) and suppose that there
is a sequence {yn}∞n=1 ⊂ X \ BT (x, σ , ε) such that limn→∞ yn = y. Without loss of generality we may
assume that there is a sequence {tn}∞n=1 ⊂ [0, T ] such that d(ϕ(σ , tn, x),ϕ(σ , tn, yn))  ε and that
limn→∞ tn = t for some t ∈ [0, T ]. By the deﬁnition of Bowen ball we have (σ , t, y) ∈ Ω . But ϕ is
continuous, so d(ϕ(σ , t, x),ϕ(σ , t, y)) ε which contradicts the assumptions. 
Proof of Proposition 9. Let us ﬁx T > 0 and 0 < ε1 < ε2. Then S+ϕ (s, T , ε1, K ) S+ϕ (s, T , ε2, K ) holds.
Thus the map
α(s,K ,ϕ) : (0,∞)  ε → limsup
T→∞
log S+ϕ (s, T , ε, K )
T
∈ [0,∞]
is nonincreasing and so limε→0+ α(s,K ,ϕ)(ε) = a+(s, K ,ϕ) exists. Analogously, the limit (8) exists.
The inequality (10) follows by that fact that ΛK (ϕ, s) ⊂ Λ+K (ϕ, s) and so Sϕ(s, T , ε, K ) 
S+ϕ (s, T , ε, K ) holds.
Next, we will prove (11). Let us ﬁx ε > 0, T > 0, s, t ∈ R, s  t . Observe that, by the arguments
similar to those from the proof of Proposition 7, we obtain the following inclusion:
ϕ(s,t−s)
(
Λ+K (ϕ, s)
)⊂ Λ+K (ϕ, t).
This implies that
ϕ−1(s,t−s)
(
Λ+K (ϕ, t)
)⊃ Λ+K (ϕ, s). (56)
Let E ⊂ K be a positive (t, T , ε2 , K ,ϕ)-spanning set with minimal cardinality (i.e. #E =
S+ϕ (t, T , ε2 , K )) and let Q be a positive (s, t − s, ε2 , K ,ϕ)-spanning set with minimal cardinality
(i.e. #Q = S+ϕ (s, t − s, ε2 , K )). By Proposition 8 and deﬁnition of spanning set, we obtain that sets
CE = {BT (x, t, ε2 ): x ∈ E} and CQ = {Bt−s(x, s, ε2 ): x ∈ Q } form open covers of Λ+K (ϕ, t) and Λ+K (ϕ, s)
respectively. Then by (56), the set CQ ∧E = {U ∩ ϕ−1(s,t−s)(V ): U ∈CQ , V ∈CE } \ {∅} is an open cover
of Λ+K (ϕ, s). For any open set U ∈ CQ ∧E such that U ∩ Λ+K (ϕ, s) = ∅ ﬁx a point xU ∈ U ∩ Λ+K (ϕ, s).
We claim that
P = {xU : U ∈CQ ∧E and U ∩ Λ+K (ϕ, s) = ∅}
is a positive (s, T + t − s, ε, K ,ϕ)-spanning set. Indeed, if y ∈ Λ+K (ϕ, s) then there is U ∈CQ ∧E such
that y ∈ U and so there are also u ∈ Q ,w ∈ E such that xU , y ∈ Bt−s(u, s, ε2 ) and
ϕ(s, t − s, xU ),ϕ(s, t − s, y) ∈ BT (w, t, ε2 ). This immediately implies that for every r ∈ [0, t − s]
d
(
ϕ(s, r, xU ),ϕ(s, r, y)
)
 d
(
ϕ(s, r, xU ),ϕ(s, r,u)
)+ d(ϕ(s, r,u),ϕ(s, r, y))
 ε + ε  ε2 2
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d
(
ϕ(s, r, xU ),ϕ(s, r, y)
)
 d
(
ϕ
(
t, r′,ϕ(s, t − s, xU )
)
,ϕ
(
t, r′,ϕ(s, t − s, y)))
 d
(
ϕ
(
t, r′,ϕ(s, t − s, xU )
)
,ϕ
(
t, r′,w
))
+ d(ϕ(t, r′,w),ϕ(t, r′,ϕ(s, t − s, y)))
 ε
2
+ ε
2
 ε.
We have just proved that the claim holds, and so
S+ϕ (s, T + t − s, ε, K ) #P  #Q · #E
= S+ϕ
(
t, T ,
ε
2
, K
)
· S+ϕ
(
s, t − s, ε
2
, K
)
.
Then the inequality
limsup
T+t−s→∞
log S+ϕ (s, T + t − s, ε, K )
T + t − s = limsupT→∞
log S+ϕ (s, T + t − s, ε, K )
T
 limsup
T→∞
log S+ϕ (t, T , ε2 , K )
T
+ limsup
T→∞
log S+ϕ (s, t − s, ε2 , K )
T
= limsup
T→∞
log S+ϕ (t, T , ε2 , K )
T
is satisﬁed, and so (11) follows.
To prove (9), let us ﬁx ε > 0, T > 0, s, t ∈ R, s t and observe that the equality
ϕ(s,t−s)
(
ΛK (ϕ, s)
)= ΛK (ϕ, t) (57)
holds. As previously, the inequality
Sϕ(s, T + t − s, ε, K ) Sϕ
(
t, T ,
ε
2
, K
)
· Sϕ
(
s, t − s, ε
2
, K
)
is satisﬁed, so a(s, K ,ϕ) a(t, K ,ϕ) holds. Now, by (57), we have
Sϕ(s, T + t − s, ε, K ) Sϕ(t, T , ε, K ),
so a(s, K ,ϕ) a(t, K ,ϕ) holds. 
Proof of Theorem 11. Note that by (11), 0  hK (ϕ, p)  hK (ϕ,q) for every p,q ∈ R, p  q. Then
limp→−∞ hK (ϕ, p) is well deﬁned, and additionally limp→−∞ hK (ϕ, p) = infp∈R hK (ϕ, p)  0. These
arguments (and inequalities) are also valid when we replace hK (ϕ, ·) with h(ϕ, ·).
By (9) and (10) we obtain that a(0, K ,ϕ) a+(q, K ,ϕ) for every q ∈ R and every compact K ⊂ X .
Thus also hK (ϕ,−∞)  hK (ϕ,q) holds, which implies that h(ϕ,−∞)  h(ϕ,q) is satisﬁed for every
q ∈ R. Finally, we see that
1952 P. Oprocha, P. Wilczyn´ski / J. Differential Equations 249 (2010) 1929–1967hK (ϕ,−∞) inf
q∈RhK (ϕ,q) = limp→−∞hK (ϕ, p) hK (ϕ, s),
h(ϕ,−∞) inf
q∈Rh(ϕ,q) = limp→−∞h(ϕ, p) h(ϕ, s).
By (11) it follows that hK (ϕ, p)  hK (ϕ,∞) holds for every p ∈ R and every compact K ⊂ X ,
which in turn gives
h(ϕ, t) h(ϕ,∞). (58)
Note that (13) follows just by the deﬁnition of hK (ϕ, ·). To prove (13) for h(ϕ, ·) let us observe
that, by (58), we have
lim
p→∞h(ϕ, p) h(ϕ,∞).
Let us ﬁx q ∈ R and a compact subset K of X . By the deﬁnition
h(ϕ,q) hK (ϕ,q),
and additionally the function p → h(ϕ, p) is increasing. Then
lim
p→∞h(ϕ, p) h(ϕ, p) hK (ϕ, p)
and consequently
lim
p→∞h(ϕ, p) limp→∞hK (ϕ, p) = hK (ϕ,∞).
Finally, the following inequality holds
lim
p→∞h(ϕ, p) h(ϕ,∞)
thus (13) is proved. 
Proof of Proposition 12. Fix s ∈ R. First of all, let us observe that
Λ+L (ϕ, s) ⊂ Λ+K (ϕ, s), (59)
ΛL(ϕ, s) ⊂ ΛK (ϕ, s) (60)
hold. Let us ﬁx k ∈ N and T , ε > 0. Let E ⊂ K be (s, T , ε2 , K ,ϕ)-spanning set. For every y ∈ E we ﬁx
exactly one xy ∈ Λ+L (ϕ, s) ⊂ L (if such xy exists) such that
d
(
ϕ(s, t, xy),ϕ(s, t, y)
)
 ε
2
(61)
holds for every t ∈ [0, T ]. Write E˜ = {xy ∈ Λ+L (ϕ, s): y ∈ E and xy exists}.
We claim that E˜ is (s, T , ε, L,ϕ)-spanning set. Indeed, if x ∈ Λ+L (ϕ, s) then there exists y ∈ E such
that
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(
ϕ(s, t, x),ϕ(s, t, y)
)
 ε
2
(62)
holds for every t ∈ [0, T ]. But then there exists xy ∈ E˜ satisfying (61). Combining (61) and (62), we
get that
d
(
ϕ(s, t, x),ϕ(s, t, xy)
)
 ε
holds for every t ∈ [0, T ]. This completes the proof of the claim.
Since for every positive (s, T , ε2 , K ,ϕ)-spanning set E the set E˜ is positive (s, T , ε, L,ϕ)-spanning
set and furthermore #E˜  #E , we get
S+ϕ (s, T , ε, L) S+ϕ
(
s, T ,
ε
2
, K
)
.
Thus
limsup
T→∞
log S+ϕ (s, T , ε, L)
T
 limsup
T→∞
log S+ϕ (s, T , ε2 , K )
T
and ﬁnally (14) holds.
If s = +∞, then (14) is a consequence of the previous case and Theorem 11.
If s = −∞ then we can follow calculations done in the case s ∈ R. The main (and almost only)
difference is that we omit the superscripts symbol “+” in the above formulas. 
Proof of Proposition 25. Every compact subset of Y is also a compact subset of W . Thus in the case
of h( f∞, i,W ) the supremum, as in (21), is taken over a larger family of compact sets than in the
case of h( f∞, i, Y ). 
8.3. Proofs of results in Section 4.1
Proof of Theorem 29. Let us ﬁx i ∈ Z. Then there exists an integer j > 0 such that M = M j ⊃ K where
the sequence {Mi}∞i=1 is as in Deﬁnition 28.
Suppose that x ∈ Λ+K (ϕΥ , i); in particular t+(ti ,x) = ∞. Thus by (31) it follows that ϕ(ti, t, x) ∈ M for
every t > 0. Then x ∈ Λ+M(ϕ, ti) and (26) is fulﬁlled.
Next, assume that x ∈ ΛK (ϕΥ , i). As in the previous case, ϕ(ti, t, x) ∈ M for every t > 0. Contrary
to (27) suppose that there is t > 0 such that ϕ(ti,−t, x) /∈ M . The sequence Υ is unbounded, so there
exists j ∈ Z, j < i such that t j < ti − t . Since x ∈ ΛK (ϕΥ , i), there is y ∈ K such that (ϕΥ )i− jj (y) = x.
Then x = ϕ(t j, ti − t j, y) and so
ϕ(t j, ti − t j − t, y) = ϕ
(
ti,−t,ϕ(t j, ti − t j, y)
)
= ϕ(ti,−t, x) /∈ M.
But ϕ(t j, ti − t j, y) ∈ M , so by (31) we obtain that t+(t j ,y) < +∞ which implies by (iv) that t+(ti ,x) =
t+(t j ,y) + ti − t j < ∞. This leads to a contradiction, and so (27) must hold. 
Proof of Theorem 30. Fix any i ∈ Z. If α = +∞ or h(ϕ, ti) = +∞, then (33) is satisﬁed. So let us
assume that α < +∞ and h(ϕ, ti) < +∞ hold.
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Λ+K (ϕ, ti) ⊂ Λ+K (ϕΥ , i)
so we have to use assumption that ϕ has bounded oscillations together with Theorem 29 and get (26)
where M is some compact subset of Y .
Fix any integer N > 0, any ε > 0 and put T = ti+N − ti . Let E be a positive (ti, T , ε2 ,M,ϕ)-spanning
set. For any x ∈ E denote Ux = BT (x, ti, ε2 ) and let U = {Ux: Ux∩Λ+K (ϕΥ , i) = ∅}. For every x such that
Ux ∈ U ﬁx a point yx ∈ Ux ∩ Λ+K (ϕΥ , i) and let Q = {yx: Ux ∈ U}. Note that #Q  #E . We claim that
Q is a positive (i,N, ε, K ,ϕΥ )-spanning set. Indeed, if z ∈ Λ+K (ϕΥ , i) then by (26) z ∈ Λ+M(ϕ, ti), and
so there is x = xz ∈ E such that z ∈ Ux . We obtain that for every s ∈ [0, T ] the following inequalities
hold
d
(
ϕ(ti, s, z),ϕ(ti, s, yxz )
)
 d
(
ϕ(ti, s, z),ϕ(ti, s, xz)
)+ d(ϕ(ti, s, x),ϕ(ti, s, yxz ))
<
ε
2
+ ε
2
= ε.
In particular d((ϕΥ )
j
i (z), (ϕΥ )
j
i (yxz )) < ε for j = 0,1, . . . ,N . We have just proved that S+ϕΥ (i,N, ε, K )
S+ϕ (ti, ti+N − ti, ε2 ,M).
Using (32), we calculate that
limsup
n→∞
log S+ϕΥ (i,n, ε, K )
n
 limsup
n→∞
log S+ϕ (ti, ti+n − ti, ε2 ,M)
n
 limsup
n→∞
log S+ϕ (ti, ti+n − ti, ε2 ,M)
ti+n − ti · limsupn→∞
ti+n − ti
n
 α limsup
T→∞
log S+ϕ (ti, T , ε,M)
T
.
Thus hK (ϕΥ , i) αhM(ϕ, ti) αh(ϕ, ti) and immediately (33) is satisﬁed.
Now, by (13) and (22) we get that
h(ϕΥ ,∞) = lim
i→∞
h(ϕΥ , i) α lim
i→∞
h(ϕ, ti) = αh(ϕ,∞)
and so the ﬁrst inequality in (34) holds.
Next, let us observe that the inclusion (27) is satisﬁed. Remaining calculations for the last inequal-
ity in (34) are almost the same as the above ones, so we leave them to the reader. 
8.4. Proofs of results in Section 4.2
Lemma 63. Let v : R × Rn → Rn, n  1 and M ⊂ Rn be compact and convex. If there exists constant 0 
Lv(M) < ∞ such that Lv(t, x) Lv(M) for every (t, x) ∈ R × M, then
∣∣v(t, p) − v(t,q)∣∣ Lv(M)|p − q| (63)
holds for every t ∈ R, p,q ∈ M.
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by p,q, i.e. J = {μp + (1 − μ)q: μ ∈ [0,1]} is the convex hull of {p,q}. For every x ∈ J there is
ε = ε(t, x, η) > 0 such that |v(t, y) − v(t, z)| [Lv(t, x) + η]|y − z| is fulﬁlled for every y, z ∈ B(x, ε).
Denote Ux = B(x, ε/2), and assume that U = {Ux0 , . . . ,Uxk } is an open cover of J chosen from the
cover {Ux: x ∈ J }. Let γ be the Lebesgue number of the cover U, that is for every x ∈ J there is i
such that B(x, γ ) ⊂ Uxi . Then for every y, z ∈ B(x, γ ) ⊂ Uxi we have
∣∣v(t, y) − v(t, z)∣∣ [Lv(t, xi) + η]|y − z| [Lv(M) + η]|y − z|.
Deﬁne splitting of J by zi = μi p + (1− μi)q, i = 0, . . . ,m, where
0 = μ0 < μ1 < · · · < μm−1 < μm = 1
and |μi − μi+1| < γ /|p − q|. Then {B(zi, γ ): 0  i m} covers J and zi+1 ∈ B(zi, γ ) for i = 0, . . . ,
m−1. But then, since | · | is Euclidean norm on Rn and {zi}si=1 deﬁnes a splitting of J into subintervals,
we have
∣∣v(t, p) − v(t,q)∣∣ m−1∑
i=0
∣∣v(t, zi) − v(t, zi+1)∣∣

[
Lv(M) + η
]m−1∑
i=0
|zi − zi+1| =
[
Lv(M) + η
]|p − q|.
But η > 0 was arbitrary and so (63) holds, which ends the proof. 
Proof of Theorem 32. Let us ﬁx σ , T ∈ R, K compact subset of Rn and x, y ∈ K such that
ϕ(σ , t, x),ϕ(σ , t, y) ∈ K for every t ∈ [0, T ]. Let M ⊂ Rn be a closed ball containing K . Thus, by
Lemma 63,
∣∣∣∣ ddt
[
ϕ(σ , t, x) − ϕ(σ , t, y)]∣∣∣∣= ∣∣v(σ + t,ϕ(σ , t, x))− v(σ + t,ϕ(σ , t, y))∣∣
 Lv(M)
∣∣ϕ(σ , t, x) − ϕ(σ , t, y)∣∣ (64)
holds for every t ∈ [0, T ]. Now, by Schwarz’s inequality [20], we get
d
dt
∣∣ f (t)∣∣= d
dt
√〈
f (t), f (t)
〉= 2〈 f (t), ddt f (t)〉
2
√〈 f (t), f (t)〉 
| f (t)|| ddt f (t)|
| f (t)| =
∣∣∣∣ ddt f (t)
∣∣∣∣,
and so for every t ∈ [0, T ] we have
d
dt
∣∣ϕ(σ , t, x) − ϕ(σ , t, y)∣∣ Lv(M)∣∣ϕ(σ , t, x) − ϕ(σ , t, y)∣∣.
Now, by Gronwall’s Lemma [21], we get
∣∣ϕ(σ , t, x) − ϕ(σ , t, y)∣∣ ∣∣ϕ(σ ,0, x) − ϕ(σ ,0, y)∣∣eLv (M)t
= |x− y|eLv (M)t
for every t ∈ [0, T ].
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σ ∈ R and K were arbitrary, ϕ is indeed locally equicontinuous. 
Proof of Theorem 35. Let us ﬁx i ∈ Z. If α = 0 or h(ϕ, ti) = 0 there is nothing to prove, so let us
assume that α > 0 and h(ϕ, ti) > 0.
The sequence Υ is forward syndetic so there exists P > 0 such that tm+1 − tm < P for every m i.
Fix ε > 0 and a compact subset K of Y such that hK (ϕ, ti) > 0. Let δ = δ(K , ε2 , P ) be given by the
local equicontinuity of ϕ . Note that if x, y ∈ Λ+K (ϕ, ti), then t+(ti+ j ,(ϕΥ ) ji (x)) = t
+
(ti+ j ,(ϕΥ ) ji (y))
= ∞ > P for
every j  0. In particular, if
d
(
(ϕΥ )
j
i (x), (ϕΥ )
j
i (y)
)
< δ, (65)
then
d
(
ϕ(ti, s, x),ϕ(ti, s, y)
)
<
ε
2
(66)
for every s ∈ [t j+i − ti, t j+i − ti + P ] ⊃ [t j+i − ti, t j+i+1 − ti]. Then, if (65) holds for j = 0,1, . . . ,N ,
then (66) holds for every s ∈ [0, tN+i+1 − ti]. It is also obvious, that
Λ+K (ϕ, ti) ⊂ Λ+K (ϕΥ , i). (67)
Let E be a positive (i,N, δ, K ,ϕΥ )-spanning set, and let R = ti+N+1 − ti .
Fix x ∈ E and suppose that there is at least one point yx ∈ Λ+K (ϕ, ti) such that (65) holds for x,
y = yx and every j = 0, . . . ,N . Let Q be a set which contains exactly one point yx speciﬁed above for
every x ∈ E for which such a point exists. By (67) and the deﬁnition of spanning set we see that Q
is nonempty. Furthermore, Q is a positive (ti, R, ε, K ,ϕ)-spanning set, because for any z ∈ Λ+K (ϕ, ti)
there is x ∈ E such that (65) holds for x, z and every j = 0, . . . ,N (observe that in particular yx is
well deﬁned). But then, by (66) and comments after it, we see that
d
(
ϕ(ti, s, z),ϕ(ti, s, yx)
)
 d
(
ϕ(ti, s, z),ϕ(ti, s, x)
)+ d(ϕ(ti, s, x),ϕ(ti, s, yx))
<
ε
2
+ ε
2
= ε
for every s ∈ [0, tN+1+i − ti]. We have just proved that S+ϕΥ (i,N, δ, K ) S+ϕ (ti, ti+N+1 − ti, ε, K ). Addi-
tionally, observe that for every T > 0 there is N  0 such that
ti+N − ti  T  ti+N+1 − ti
and so
log S+ϕ (ti, ti+N+1 − ti, ε, K )
ti+N − ti 
log S+ϕ (ti, T , ε, K )
T
. (68)
Combining (68) with (36) we calculate that
limsup
N→∞
log S+ϕΥ (i,N, δ, K )
N
 limsup
N→∞
log S+ϕ (ti, ti+N+1 − ti, ε, K )
N
 limsup
log S+ϕ (ti, ti+N+1 − ti, ε, K )
t − tN→∞ i+N i
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N→∞
ti+N − ti
N
 α limsup
T→∞
log S+ϕ (ti, T , ε, K )
T
.
By the above inequalities we obtain that hK (ϕΥ , i) αhK (ϕ, ti) and immediately (37) is satisﬁed.
The ﬁrst inequality in (38) is a consequence of (37) together with (13) and (22); the second one
can be proved by similar arguments to these in the proof of (37). 
8.5. Proofs of results in Section 4.3
Proof of Theorem 41. Let us ﬁx P > 0, ε > 0 and a compact set K ⊂ Y . By the continuity of ϕ and
openness of Ω , for every (σ , x) ∈ Λ+K (ϕ,0, T ) there exists δ(σ , x, K , ε, P ) > 0 such that for every
(ξ, y) ∈ B((σ , x), δ(σ , x, K , ε, P ))⊂ R × Y
and for every τ ∈ [0, P + 1] we have (ξ, τ , y) ∈ Ω and
d
(
ϕ(ξ, τ , y),ϕ(σ , τ , x)
)
<
ε
2
(69)
where in R × Y we use the metric ρ given by ρ((σ , x), (ξ, y)) = |σ − ξ | + d(x, y). Balls
B
(
(σ , x),
1
2
min
{
1, δ(σ , x, K , ε, P )
})
form an open cover of the set Λ+K (ϕ,0, T ) which is compact by Proposition 7. Thus we can choose a
ﬁnite subcover, say {B((σi, xi), δi): i = 1, . . . ,k}, k ∈ N. Write δ = min{δ1, . . . , δk}.
We claim that for every σ ∈ R, x, y ∈ Λ+K (ϕ,σ ) and every t ∈ [0, P ] the condition d(ϕ(σ , t, x),
ϕ(σ , t, y)) < ε is satisﬁed, provided that d(x, y) < δ.
To prove the claim, let us ﬁx t ∈ [0, P ]. There exists l ∈ Z such that σ + lT ∈ [0, T ]. Thus, by T -
periodicity of ϕ , we get d(ϕ(σ , t, x),ϕ(σ , t, y)) = d(ϕ(σ + lT , t, x),ϕ(σ + lT , t, y)). This implies that
there exists i ∈ {1, . . . ,k} such that
(σ + lT , x) ∈ B((σi, xi), δi).
But we also have ρ((σ + lT , x), (σ + lT , y)) = d(x, y) < δ  δi and so
(σ + lT , y) ∈ B((σi, xi),2δi)
holds. Thus by (69), we get d(ϕ(σ + lT , t, x),ϕ(σi, t, xi)) < ε2 and d(ϕ(σ + lT , t, y),ϕ(σi, t, xi)) < ε2
which ﬁnally, gives
d
(
ϕ(σ , t, x),ϕ(σ , t, y)
)= d(ϕ(σ + lT , t, x),ϕ(σ + lT , t, y))< ε. 
Proof of Theorem 42. Let us observe that (41) follows immediately by (40) and so it is enough to
prove (40).
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Λ+K (ϕ, s) = Λ+K (ϕ, s + T ),
S+ϕ (s + T , P , ε, K ) = S+ϕ (s, P , ε, K ) (70)
and consequently
hK (ϕ, s + T ) = hK (ϕ, s) (71)
is satisﬁed for every s ∈ R. Fix any t ∈ (0, T ) and observe that by Theorem 11 we have inequality
hK (ϕ, s) hK (ϕ, s+ t) hK (ϕ, s+ T ) which in fact is equality by (71). This shows that (40) holds for
every p,q ∈ R.
Now, the case of p = ∞ or q = ∞ follows immediately by Theorem 11, since limit in (13) is taken
over a constant sequence.
To ﬁnish the proof, it is enough to show that
hK (ϕ,0) hK (ϕ,−∞) (72)
because the opposite inequality holds again by Theorem 11. If Λ+K (ϕ,0) = ∅, then hK (ϕ,0) = 0 and
(72) is satisﬁed. So let us assume that Λ+K (ϕ,0) = ∅. Denote Υ = {ti}i∈Z , where ti = iT , and put
X = Λ+K (ϕ,0).
Observe that X is compact by Proposition 7 and X ⊂ K by the deﬁnition.
We are going to show (72) in two steps, proving that the following inequalities are satisﬁed:
hK (ϕ,0)
1
T
hX (ϕΥ ,0), (73)
1
T
hX (ϕΥ ,0) hK (ϕ,−∞). (74)
Step 1. First observe that by (70)
Λ+K (ϕ,0) = Λ+X (ϕΥ ,0) (75)
since, if x ∈ Λ+K (ϕ,0), then ϕ(0, T , x) ∈ Λ+K (ϕ, T ) = Λ+K (ϕ,0) = X and so ϕ(0,kT , x) ∈ Λ+K (ϕ,kT ) =
Λ+K (ϕ,0) = X for every k ∈ N. Thus x ∈ Λ+X (ϕΥ ,0) which gives Λ+K (ϕ,0) ⊂ Λ+X (ϕΥ ,0); the opposite
inclusion is obvious.
Let us ﬁx ε > 0 and k ∈ N. Since, by Theorem 41, ϕ is equicontinuous, write δ = δ(K , ε, T ), that
is if for any σ ∈ R and any x, y ∈ Λ+K (ϕ,σ ) the inequality d(x, y) < δ holds, then also the inequality
d(ϕ(σ , t, x),ϕ(σ , t, y)) < ε is satisﬁed for every t ∈ [0, T ]. Let E ⊂ X be a positive (0,k, δ, X,ϕΥ )-
spanning set. We claim that E is also a positive (0, (k + 1)T , ε, K ,ϕ)-spanning set. To see this,
let us ﬁx y ∈ X . Since (75) holds, there exists x ∈ E ⊂ K such that d((ϕΥ ) j0(x), (ϕΥ ) j0(y)) < δ for
every j ∈ {0,1, . . . ,k}. But then by the local equicontinuity of ϕ we obtain that the inequality
d(ϕ(0, t, x),ϕ(0, t, y)) < ε is satisﬁed for every t ∈ [0, (k + 1)T ]. This proves the claim.
By the above considerations we obtain that S+ϕΥ (0,k, δ, X) S
+
ϕ (0, (k+ 1)T , ε, K ). Repeating argu-
ments from the proof of Theorem 35, we get that
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k→∞
log S+ϕΥ (0,k, δ, X)
k
 T limsup
R→∞
log S+ϕ (0, R, ε, K )
R
,
which immediately implies that (73) holds.
Step 2. First note that ϕ(0,T )(X) ⊂ X and so the map f = ϕ(0,T )|X is well deﬁned. Let us recall that X
is compact, so the ‘standard’ topological entropy h( f ) of the discrete dynamical system (X, f ) is well
deﬁned. Moreover, by Remark 21, we have
h( f ) = hX (ϕΥ ,0). (76)
Denote
Z =
∞⋂
n=0
f n(X)
and observe that
f (Z) =
∞⋂
n=1
f n(X) =
∞⋂
n=0
f n(X) = Z .
It is a well-known fact (even in noncompact setting [8, Theorem 2.1(i)]) that
h( f ) = h( f |Z ). (77)
Since f is deﬁned by a local process, it is one-to-one on Z . This shows that f |Z is a homeomor-
phism because Z is compact and so for every x ∈ Z and every k ∈ Z we have f k(x) = ϕ(0,kT , x) ∈
Z ⊂ K .
We claim that Z ⊂ ΛK (ϕ,0). To see this, let us ﬁx x ∈ Z . Since ϕ(0,kT , x) is deﬁned for ev-
ery k ∈ Z, we get t−(0,x) = −∞ and t+(0,x) = +∞, thus to prove the claim it is enough to show that
ϕ(0, t, x) ∈ K for every t ∈ R. Let us ﬁx t ∈ R and k ∈ Z such that kT < t . Write y = ϕ(0,kT , x) ∈
Z ⊂ K . By (70), y ∈ Λ+K (ϕ,kT ) = Λ+K (ϕ,0) = X , so K  ϕ(kT , t − kT , y) = ϕ(0, t, x). This proves the
claim.
Write X˜ = ΛK (ϕ,0). By Proposition 7, X˜ is compact. Moreover Z ⊂ X˜ ⊂ X and f ( X˜) ⊂ X˜ . Addi-
tionally, by Remark 21 we see that
h( f |Z ) = h( f | X˜ ) = hX˜ (ϕΥ ,−∞). (78)
We claim that
1
T
hX˜ (ϕΥ ,−∞) hK (ϕ,−∞). (79)
Fix k ∈ N and ε > 0 and let E ⊂ K be (0,kT , ε2 , K ,ϕ)-spanning set. For every y ∈ E we pick out
exactly one xy ∈ X˜ = ΛK (ϕ,0) (if such xy exists) such that
d
(
ϕ(0, t, xy),ϕ(0, t, y)
)
 ε
2
(80)
holds for every t ∈ [0,kT ]. Write E˜ = {xy ∈ X˜: y ∈ E and xy exists} and note that E˜ is (0,k, ε, X˜,ϕΥ )-
spanning set. Indeed, if x ∈ Λ X˜ (ϕΥ ,0) ⊂ X˜ then there exists y ∈ E such that
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(
ϕ(0, t, x),ϕ(0, t, y)
)
 ε
2
(81)
holds for every t ∈ [0,kT ]. But then there exists xy ∈ E˜ satisfying (80). Combining (80) and (81), we
get that
d
(
ϕ(0, t, x),ϕ(0, t, xy)
)
 ε
holds for every t ∈ [0,kT ]. But this implies that d((ϕΥ ) j0(x), (ϕΥ ) j0(xy)) < ε is satisﬁed for every j ∈{0,1, . . . ,k}.
For every (0,kT , ε2 , K ,ϕ)-spanning set E , the set E˜ constructed above is a (0,k, ε, X˜,ϕΥ )-spanning
and #E˜  #E , thus
SϕΥ (0,k, ε, X˜) Sϕ
(
0,kT ,
ε
2
, K
)
.
By the calculations similar to these in the proof of Theorem 30, we get
limsup
k→∞
log SϕΥ (0,k, ε, X˜)
k
 T limsup
R→∞
log Sϕ(0, R, ε2 , K )
R
which ﬁnally shows that (79) holds.
Combining (76), (77), (78) and (79), we ﬁnally obtain (74) and the proof is completed. 
Proof of Theorem 44. First note that {0} × [0, T ] × K ⊂ Ω and so M = ϕ({0} × [0, T ] × K ) is compact.
Additionally, if x ∈ K then ϕ(0, t, x) ∈ M for every t ∈ R, which gives
K ⊂ ΛM(ϕ,0) ⊂ Λ+M(ϕ,0).
Now, it is enough to repeat arguments form the proof of Theorem 30 obtaining inequality
ThM(ϕ,−∞) h(PT |K ). The proof is ﬁnished by application of Theorem 11. 
8.6. Proof of results in Section 5
Proof of Theorem 49. It is enough to prove that for every compact L ⊂ Y , ε > 0 and N ∈ N there exist
a compact K ⊂ X and δ > 0 such that
S+f∞
(
i,N,
δ
2
, K , X
)
 S+g∞(i,N, ε, L, Y ) (82)
holds.
To prove (82), let us ﬁx compact L ⊂ Y , ε > 0 and N ∈ N. Let us ﬁx a compact K ⊂ X which
existence comes from the fact that h∞ is proper covering at i. Let us ﬁx δ > 0 such that the local
equicontinuity of h∞ at i holds with K , δ and ε.
For every y ∈ Λ+L (g∞, i, Y ) let us ﬁx exactly one xy ∈ Λ+K ( f∞, i, X) such that xy ∈ h−1i ({y}). Write
F = {xy: y ∈ Λ+L (g∞, i, Y )}. Let E be a positive (i,N, δ2 , K , f∞, X)-spanning set. Let x ∈ E . If there
exists at least one point z ∈ F such that dX ( f ni (x), f ni (z)) < δ2 holds for every integer n ∈ [0,N], then
we ﬁx exactly one of them and denote it by zx . Write E˜ = {zx ∈ F : x ∈ E and zx exists}. Now for
every z ∈ F , there exists zx ∈ E˜ such that dX ( f ni (zx), f ni (z)) < δ holds for every integer n ∈ [0,N].
Indeed, since E is positively spanning set, for every z ∈ F there exists a point x ∈ E such that
dX ( f ni (x), f
n
i (z)) <
δ
2 holds for every integer n ∈ [0,N]. Thus zx ∈ E˜ also exists, so
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(
f ni (zx), f
n
i (z)
)
 dX
(
f ni (x), f
n
i (z)
)+ dX( f ni (x), f ni (zx))< δ
holds for every integer n ∈ [0,N].
Since h∞ is locally equicontinuous at i, we observe that
ε > dY
(
hi+n
(
f ni (zx)
)
,hi+n
(
f ni (z)
))= dY (gni (hi(zx)), gni (hi(z)))
holds for every z ∈ F and every integer n ∈ [0,N]. But hi(F ) = Λ+L (g∞, i, Y ) and hi(E˜) ⊂
Λ+L (g∞, i, Y ) ⊂ L, so hi(E˜) is a positive (i,N, ε, L, g∞, Y )-spanning set. Let us observe that #E 
#E˜ = #hi(E˜) holds. Taking E such that #E = S+f∞(i,N, δ2 , K , X) and combining this with #hi(E˜) 
S+g∞ (i,N, ε, L, Y ) we get (82). 
Proof of Theorem 50. Firstly let us observe that if semiconjugacy h∞ is proper bi-covering, then
there exists j ∈ Z such that for every compact L ⊂ Y there exists compact K ⊂ X such that for every
y ∈ ΛL(g∞, j, Y ) the formula h−1j (y) ∩ ΛK ( f∞, j, K ) = ∅ holds. It is possible to take j arbitrarily
big.
Now it is enough to ﬁx an integer i (by Remark 47 we take i big enough) such that h∞ is locally
equicontinuous at i and next, repeat the arguments from the proof of Theorem 49. 
Proof of Theorem 51. By Remark 47, we apply Theorem 49 to every j  i and get h( f∞, j, X) 
h(g∞, j, Y ) for every j  i, so, by passing to inﬁnity with j, we get the desired inequality (42). 
Proof of Remark 52. Let Xi = R for every i ∈ Z. Fix j = 0 and k = 2. We deﬁne
g : R  t → −2
∣∣∣∣t − 12
∣∣∣∣+ 1 ∈ R. (83)
Observe that g|[0,1] : [0,1] → [0,1] is the standard tent map. Additionally, for every x ∈ R \ [0,1] we
get
lim
n→∞ g
n(x) = −∞, (84)
and so the whole interesting dynamics of g is contained in the interval [0,1].
Let gi = g for every i ∈ Z and g = {gi}i∈Z then
h(g∞,0,R) = h[0,1](g∞,0,R) = h(g|[0,1]) > 0.
Next, deﬁne
f i(x) =
{
g(x) + i, for i even,
g(x− i + 1), for i odd.
Let us observe that for every m ∈ Z we get
f 2m0 = g2m, (85)
so h( f 〈2,0〉∞ ,0,R) = 2h(g|[0,1]) > 0 holds. Fix a compact subset K of R. We claim that Λ+K ( f∞,0,R)=∅.
To see this, let us ﬁx x ∈ R \ [0,1]. Then, by (84) and (85) we get that
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m→∞ f
2m
0 (x) = −∞,
so x /∈ Λ+K ( f∞,0,R). Now let x ∈ [0,1]. Just from the deﬁnition of maps f i we see that f 2m+10 (x) =
g2m+1(x) + 2m and so
lim
m→∞ f
2m+1
0 (x) = ∞.
Again x /∈ Λ+K ( f∞,0,R). We have just proved that Λ+K ( f∞,0,R) = ∅ for every compact set K ⊂ R and
as a consequence h( f∞,0,R) = 0. 
Proof of Remark 53. Let X = Xi = Σ2 = {0,1}Z for every i ∈ Z, where the metric on X is deﬁned in
a standard way, that is d(x, y) = 2−m for x = y, where m = min{|i|: xi = yi}. We deﬁne the standard
shift map σ : Σ2 → Σ2, that is the homeomorphism given by (σ (x))i = xi+1. Deﬁne
f i
{
σ 2
|i|
, for i even,
σ−2|i−1| , for i odd.
Every Xi is compact and f 2i = idΣ2 for every even i ∈ Z, so the equality h( f 〈2,0〉∞ ,0, X) = h(idΣ2 ) = 0
holds.
Since every f i is a homeomorphism and Xi is compact, we get h( f∞, i, X) = h( f∞, j, X) and
ΛX ( f∞, i, X) = X (86)
for every i, j ∈ Z ∪ {−∞,∞}. Let us ﬁx 0 < ε < 1 and m ∈ N such that 2−m+1  ε > 2−m holds.
We claim that for every N ∈ N, N > log2(m) + 2 the inequality
S f∞(0,N, ε, X, X)
(
22m−1
) N−log2(m)−22  (87)
holds.
The inequality d( f i0(x), f
i
0(y))  2−m < ε holds provided that ( f i0(x)) j = ( f i0(y)) j for every j ∈
[−m+ 1,m− 1] ∩ Z. But if i is odd then f i0(x) = σ 2
|i−1|
(x), so the above condition means that x j = y j
for every j ∈ [−m+ 1+ 2|i−1|,m− 1+ 2|i−1|] ∩ Z. Note that for i > log2(m) + 1 we have
m − 1+ 2|i−1| =m− 1+ 2i−1 < −m + 1+ 2m+ 2i−1
< −m + 1+ 3(2)i−1 < −m+ 1+ 2i+1
= −m + 1+ 2|i+1|,
in particular
[−m + 1+ 2|i−1|,m − 1+ 2|i−1|]∩ [−m + 1+ 2|i+1|,m − 1+ 2|i+1|]= ∅.
This shows that there are at least  N−log2(m)−22  positions i such that i is even, intervals
[−m + 1 + 2i,m − 1 + 2i] do not overlap, and there are 2m − 1 positions in each of these intervals.
Obviously, each possible pattern which can be written at positions in interval [−m+1+2i,m−1+2i]
for even i must appear in an element of every spanning set. This proves that (87) holds. Since m can
be arbitrarily large and limn→∞ 1n n−log2(m)−12  = 1 we see that h( f∞,0, X) = ∞. 
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L ⊂ Y such that Z ⊂ K × L. Note that, just by the deﬁnition, for every j ∈ Z we have the inclusion
ΛZ (( f × g)∞, j, X × Y ) ⊂ ΛK ( f∞, j, X) × ΛL(g∞, j, Y ). This implies that the inequality
S( f×g)∞( j,N, ε, Z , X × Y ) S f∞( j,N, ε, K , X)Sg∞ ( j,N, ε, L, Y ),
holds for every j ∈ Z, N ∈ N and ε > 0. The analogous claims are true for Λ+Z (( f × g)∞, j, X × Y ) and
S+
( f×g)∞ ( j,N, ε, Z , X × Y ). Calculating appropriate limits we obtain (45). 
Proof of Remark 55. Deﬁne a PNDDS ( f∞, X∞, X) putting f i(x) = x + 1, Xi = X = R. Observe
that h( f∞, j, X) = 0 for every j ∈ Z ∪ {−∞,∞}, because for every compact subset K of X the
set Λ+K ( f∞, j, X) is empty. Next deﬁne PNDDS (g∞, Y∞, Y ) putting gi = g , Yi = R = Y for ev-
ery i ∈ Z, where g was deﬁned previously by (83). Let us recall that h(g∞, j, X) > 0 for every
j ∈ Z ∪ {−∞,∞}.
Again, for every compact subset Z of X × Y the set Λ+Z (( f × g)∞, j, X × Y ) is empty, and so
h(( f × g)∞, j, X × Y ) = 0 for every j ∈ Z ∪ {−∞,∞} which ends the proof. 
Proof of Remark 56. Let a PNDDS ( f∞, X∞, X) be given by Xi = X = Σ2,
f i
{
σ : for i  0,
idX : for i < 0,
where both Σ2 and σ are deﬁned in the proof of Remark 53. Observe that h( f∞, j, X) > 0 is satisﬁed
for every j ∈ Z ∪ {−∞,∞} (and is equal to topological entropy of full shift on two symbols) while
h( f −1∞ ,k, X) = 0 holds for every k ∈ Z ∪ {−∞,∞} (it is entropy of identity mapping). 
Proof of Remark 57. Let X = Y = Xi = Yi = R and f i(x) = g(x) − i, gi(x) = g(x + i − 1) for every
i ∈ Z, where g is given by (83). Then gi+1 ◦ f i = g2, so h((g ◦ f )∞, j, X) > 0 holds for every j ∈
Z ∪ {−∞,∞}.
We can also calculate that ( f ◦ g)ni (x) = g2n(x+ i − 1) − i − n + 1 for every i ∈ Z and every n ∈ N.
Thus
lim
n→∞( f ◦ g)
n
i (x) = −∞
for every i ∈ Z, n ∈ N and x ∈ Y . So for every compact subset L of Y the equality Λ+L (( f ◦ g)∞, j, Y ) =∅ holds, which immediately implies that h(( f ◦ g)∞, j, Y ) = 0 for every j ∈ Z ∪ {−∞,∞}. 
8.7. Proof of examples in Section 6
Proof of Example 59. First consider Eq. (46) and ϕ . By [22,23,12], we get h(ϕΥ ,−∞)  log3. We
claim that ϕ has bounded oscillations. To see this let us change variables by p = e−i κ2 t z. Now Eq. (46)
has the form
p˙ = |p|2p − i κ
2
p + e−iκt p. (88)
It is essential that this change of variables does not change the modulus. Now, we divide C into three
regions A, B , N where
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A = A1 ∪ A2,
B = C \ (N ∪ A),
A1 =
{
p ∈ C: |p| > 10, Arg p ∈
[
π
3
,
2π
3
]}
,
A2 = −A1.
We also denote
B1 = B ∩
{
p ∈ C: Re(p) > 0},
B2 = −B1 = B \ B1.
Let p ∈ A1. Since Im(p) 5
√
3 and Im(p)
√
3
2 |p|, we get
Im(p˙) = Im
[
|p|2p − i κ
2
p + e−κt p
]
−100
√
3
2
|p| + κ
2
|p| + |p|
−48√3|p|
−100.
This show that if a trajectory starts in A1 then it must leave A1 and enter N or B . Analogously, if it
starts in A2, it leaves this set and enters N or B (here Im(p˙) 100).
Now, let p ∈ B1. Then |p|2  25 and Re(p) 12 |p|, so we get
Re(p˙) = Re
[
|p|2p − i κ
2
p + e−iκt p
]
Re
[|p|2p]−(1+ κ
2
)
|p|
 1
2
|p|3 − 2
25
|p|3
 21
50
[
Re(p)
]3
.
Thus every solution which starts in B1 stays in B1 and blows up since every solution of the
scalar equation x˙ = 2150 x3 satisfying x(t0) > 0 blows up, i.e. it is not deﬁned on the whole interval
(t0,∞).
Analogously, every solution which starts in B2 stays in B2 and blows up (here Re(p˙) 
21
50 [Re(p)]3).
We have proved that if t+(σ ,x) = +∞, then
(89) ϕ(σ , t, x) ∈ A ∪ N for every t  0,
(90) if |Re(x)| > 10 then |Re(ϕ(σ , t, x))| |Re(x)| for every t  0.
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M j =
{
p ∈ C: |p| 2(10+ j), ∣∣Im(p)∣∣ 10+ j}⊃ N
ﬁll the whole C and condition (31) also holds. By Theorem 35 we obtain that (48) holds.
Now, we will prove that (49) also holds. We ﬁx a compact set K ⊂ C. Note that for tn =
π(2m + 1/2)/κ , m ∈ Z we have
∣∣w(tm)∣∣= e2tm ∣∣z(tm)∣∣.
So if nonzero solution w(t) is deﬁned for all t  0 and w(0) ∈ Λ+K (ψ,0), then w(t) is bounded and
so
lim
m→∞ e
3
2 tm z(tm) = 0 (91)
which immediately implies
lim
m→∞ z(tm) = 0.
But, since Eq. (46) is close to the z˙ = z in some suﬃciently small neighborhood U of the origin, every
solution satisfying (91) is close to the z(t) = (x+ iy)(t) = x0et + iy0e−t where x0 + iy0 = z0, x0, y0 ∈ R
is an initial condition. So it is impossible to decrease the distance to the origin faster then |y0|e−(1+ε)t
for some ε = ε(U ) > 0 which can be arbitrarily small (ε comes from the term eiκt |z|2). So (91) cannot
hold. Finally w(t) is not deﬁned for all t  0 or is unbounded. In both cases w(0) /∈ Λ+K (ψ,0). It means
that ΛK (ψ,0) ⊂ Λ+K (ψ,0) ⊂ {0}. But this implies (49). 
Proof of Example 60. Let M j = {z ∈ C: |z| j + 10}. Then the sequence {M j} j∈N fulﬁlls the require-
ments of Deﬁnition 28 and so ϕ has bounded oscillations (calculations follow the same line as in
Example 59 so we omit them).
Furthermore, every trajectory which is in M j and then leaves it blows up, so we can repeat argu-
ments from the proof of Theorem 32 showing that ϕ is locally equicontinuous. Namely, for the vector
ﬁeld (50) we can easily verify that Lv(t, x) is bounded on R × M j for any j.
Let Υ = {t j} j∈Z where t j = 2πκ j. We will use results of [13] (and [22] for extended range of κ ) to
show that h(ϕΥ , j) log2 for every j ∈ Z.
We are going to construct a locally equicontinuous semiconjugacy at some i ∈ Z of ϕΥ and PNDDS
induced by the full shift on two symbols. Recall, that it was proved in [13], that there exist sets
U ⊂ Z ⊂ R×C such that Ut = Ut mod 2πκ , Zt = Zt mod 2πκ hold and ([t, s] ×C)∩U , ([t, s] ×C)∩ Z are
compact for every t  s (where the notation Wt denotes the section Wt = {z ∈ C: (t, z) ∈ W } of a set
W ⊂ R × C at t ∈ R). Additionally (see [13, Theorems 1 and 3]) for every subset S ⊂ Z there exists
x ∈ U0 such that the following conditions hold
(92) for all t ∈ R ϕ(0,t)(x) ∈ Zt ,
(93) if n ∈ S , then there exists t ∈ (tn, tn+1) such that ϕ(0,t)(x) /∈ Ut ,
(94) if n /∈ S , then for all t ∈ [tn, tn+1] ϕ(0,t)(x) ∈ Ut .
By the above facts, we can deﬁne a semiconjugacy h∞ between ϕΥ and (σ ,Σ2) putting
[
h j(x)
]
m
⎧⎨
⎩
1, if ϕ( j 2πκ , t, x) /∈ Ut+ j 2πκ for some t ∈ [m
2π
κ , (m + 1) 2πκ ],
0, if ϕ( j 2πκ , t, x) ∈ Ut+ j 2π for every t ∈ [m 2πκ , (m + 1) 2πκ ].κ
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Indeed, by (92), (93), (94) it can be seen that every h j is surjective. Continuity of h j follows by the
continuity of local process together with the properties of set U (trajectories can exit and return to U
only in a very special way; we comment on it later).
As the last important property of ϕ , we claim that there is η such that if ϕ( j 2πκ , t, x) /∈ Ut+ j 2πκ for
some t ∈ [m 2πκ , (m+ 1) 2πκ ] then there is s ∈ [m 2πκ , (m + 1) 2πκ ] such that dist(ϕ( j 2πκ , s, x),U ) > η.
We will present only a sketch of the proof, since its idea is clear while details are quite tech-
nical and would extend the present paper too much. If we intersect above mentioned set U with
[m 2πκ , (m + 1) 2πκ ] × C then we always obtain the set from Fig. 2, where set thorough which we can
enter U is always contained in sides marked in grey on Fig. 2(a) and we can leave U only through
sides marked in grey on Fig. 2(b). Furthermore, if we leave U but we don’t leave Z , then we have to
leave and return in the same time interval [m 2πκ , (m + 1) 2πκ ]. Note that in that case solution cannot
blow up during whole interval [m 2πκ , (m + 1) 2πκ ] by Proposition 2, since all time-sections of Z are
contained in a compact subset of C.
It can be also shown that there is δ > 0 such that in the δ-neighborhood of entrance set form
Fig. 2(a) taken in any of time intervals [m 2πκ , (m+1) 2πκ ], norm of the vector ﬁeld in vertical direction
is bounded from below by a (uniform for the whole U ) constant λ > 0. Additionally, norm of the vec-
tor ﬁeld in this neighborhood is also bounded from above. The same can be proved for a suﬃciently
small neighborhood of the exit set from Fig. 2(b) and the horizontal direction.
By this observation we can show, that there is η such that if a trajectory leaves the set U , then
the claim holds, because, as we said before, if a trajectory leaves U and stays in Z , then it also have
to return to it in the same segment of U (of the shape presented in Fig. 2). This is the main idea
how a the value constant η > 0 can be found, and how it may be estimated by rigorous calculations
(the distance between U and such a trajectory must increase when we move either forward from the
point it left U or backward from the point it returned).
By the above remark h∞ is locally equicontinuous at 0, since ϕ is locally equicontinuous (if we are
on a trajectory that stays in U and take any other point which is close enough, then their trajectories
can’t be η apart in time segment, equal in length to the segment on Fig. 2).
Now, it suﬃces to apply Theorem 50 to obtain that the entropy of ϕΥ is bounded from below by
h(σ |Σ2 ) = log2.
Finally, by Theorems 30 and 35, h(ϕ, ti)  h(ϕ,−∞) = κ2π h(ϕΥ ,−∞)  κ2π log2 for every j ∈
Z ∪ {−∞,+∞}. 
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