Abstract. We prove a unique continuation principle or uncertainty relation valid for Schrödinger operator eigenfunctions, or more generally solutions of a Schrödinger inequality, on cubes of side L ∈ 2N + 1. It establishes an equi-distribution property of the eigenfunction over the box: the total L 2 -mass in the box of side L is estimated from above by a constant times the sum of the L 2 -masses on small balls of a fixed radius δ > 0 evenly distributed throughout the box. The dependence of the constant on the various parameters entering the problem is given explicitly. Most importantly, there is no L-dependence.
Introduction
The results in the present paper concern two areas of mathematics: partial differential equations and the spectral theory of Schrödinger operators, in particular random ones. The theorems related to the first topic are rather general in nature and may have several applications. We use them to derive spectral estimates for Schrödinger operators with random potentials of alloy type, which do not need to exhibit a stochastic translational invariance.
Let us first informally describe our main result about the behaviour of eigen-solutions of a Schrödinger operator H L = −∆ + V on a cube L of side L ∈ 2N + 1, with Dirichlet or periodic boundary conditions. We assume that the potential V is bounded and that ψ ∈ L 2 ( L ) is in the operator domain and solves H L ψ = Eψ. The cube L can be decomposed into unit cubes. Place in each unit cube arbitrarily a ball with small, but fixed radius δ > 0. Denote the union of the small balls by S, see Figure 1 . Then S ⊂ L implies obviously
We show that there exists a constant C such that
The constant is independent of L ∈ 2N + 1. It depends on the effective potential V − E only through V − E ∞ . It does not change if we move a small ball in such a way that it is still within the original unit cube. Of course, the result remains true, if S contains two or more small balls. Thus it applies if the centers of the balls form a Delone set in R d .
This result is useful for the perturbation theory of eigenvalues. It provides lower bounds on the derivative of eigenvalues under a perturbation with positive semidefinite potential which is given by the characteristic function χ S of the set S.
In particular, one can conclude that the bottom of the spectrum is lifted linearly if the perturbation χ S is switched on by a coupling constant (up to a certain critical value). This allows to conclude a so called uncertainty principle for energies near the spectral minimum.
In the context of random Schrödinger operators one is interested in whether the randomness of the potential regularizes the (integrated) density of states. In our situation, where we do not impose the usual ergodicity assumptions on the potential, it is natural to formulate this in terms of spectral properties of a Schrödinger operator restricted to a finite cube. Let L be a cube of side L ∈ 2N + 1, (Ω, P) a probability space, V 0 : L → R a bounded deterministic potential, V ω : L → R a bounded random potential and H ω,L = −∆+V 0 +V ω a random Schrödinger operator on L with Dirichlet or periodic boundary conditions. Now one is interested in the continuity properties of the averaged eigenvalue counting function n(E, L) := E Tr χ (−∞,E] (H ω,L ) Bounds on the difference n(E + ǫ, L) − n(E, L) are called Wegner estimates.
For surveys see, e.g., [21] or [31] . We derive Wegner estimates for random potentials of the type
where (ω k ) k is an i.i.d. collection of bounded random variables, B(z k , δ) denotes a ball of radius δ > 0 around z k , which is chosen in such a way that it is contained in a cube of side one centered at the lattice site k ∈ Z d , cf. Figure 1 . For such random Schrödinger operators we derive bounds on n(E + ǫ, L) − n(E, L) which are proportional to the box volume and
• have an optimal dependence on the energy interval size ǫ, for values E near the spectral bottom.
• have an optimal dependence on the energy interval size ǫ, up to an additional factor | log ǫ| d , for other values of E.
For specific types of random Schrödinger operators related results have been derived before in a number of papers. Let us summarize this briefly. We will restrict ourselves to papers where the single site potential has small support, i.e. does not cover the whole unit cube, otherwise the body of literature would be to large.
First we discuss results for energy intervals near the spectral minimum and in the case that the non-random part of the Schrödinger operator is the pure Laplacian. Wegner estimates and eigenvalue lifting estimates have been derived in [20] , in the case that the sequence {z k } k∈Z d is the lattice Z d itself. See in particular Lemma 3.1 there, which is based on control of hitting probabilities of Brownian motion. A very elementary approach to eigenvalue lifting estimates is provided by the spatial averaging trick, used in [2] , [13] in periodic situations and extended to non-periodic situations in [12] and the forthcoming [15] .
A different approach for eigenvalue lifting was derived in [5] . In [4] it was shown how one can conclude an uncertainty principle at low energies based on an eigenvalue lifting estimate.
Related results have been derived for energies near spectral edges in [22] , in particular Proposition 3.2 there, and in [10] .
In one space dimension eigenvalue lifting results and Wegner estimates have been derived in [29] , [23] . There a periodic arrangement of the sequence {z k } k∈Z is assumed, but the proof carries over to the case of non-periodic {z k } k∈Z verbatim. This has been implemented in the context of quantum graphs in [17] .
In the case that both the potential V 0 and the sequence {z k } k∈Z d are periodic w.r.t. the lattice Z d , an uncertainty principle and a Wegner estimate, which are valid for arbitrary energy regions, have been proven in [6] and [7] . An alternative proof for the result in [7] , with more explicit control of constants has been derived in [14] . These papers make use of Floquet theory. This is the reason why they are a priori restricted to periodic background potentials as well as periodic positions of impurities. In contrast, we use a combinatorial and geometric argument, based on the notion of dominating boxes, in combination with unique continuation estimates as in [2, 14, 3] . For this reason we do not have to assume a periodic situation, but merely an underlying Delone structure of the Hamiltonian.
The case where the background potential is periodic but the impurities need not be periodically arranged has been considered in [5] , [12] for low energies. In the case where the unperturbed operator is a Landau Hamiltonian related results have been obtained in [8] and [25] .
The results derived in this paper are relevant for the theory of Anderson localization, more precisely, for the so-called multi scale analysis (MSA) for alloy or Anderson type random Schrödinger operators in continuum configuration space. The MSA is an induction procedure over increasing length scales, which correspond to sides of larger and larger cubes. The induction step of the MSA uses in a crucial way a Wegner estimate. We have already mentioned that such results follow from our Main Theorem 2.1. This is discussed in detail in §4.2 and §4.5.
The induction anchor of the MSA is based on the so-called initial scale estimate. Under appropriate assumptions on the distribution of the random variables the initial scale estimate is implied by explicit quantitative lower bounds on the first eigenvalue of finite box Hamiltonians. That the latter follow from our Main Theorem 2.1 is discussed in §4. 4 . If the background potential V 0 is periodic an alternative way to establish initial scale estimates is to use Lifshitz tail bounds. This is carried out in [27] . (Note that Lifshitz tails in the strict sense of the word may not exist, since the model does not need to be ergodic.)
For all results in Section 4 it is crucial that in inequality (1) (or more precisely in Theorem 2.1) the dependence on the potential enters only through its sup-norm and is otherwise independent of its particular shape.
If the integrated density of states (IDS) exists, i.e. if the limit
exists for a dense set of energies E ∈ R, then the Wegner estimates from §4.2 and §4.5 yield bounds on the modulus of continuity of the function N , and imply its local Hölder, or even Lipschitz, continuity. Note that a special case where (2) holds is when the IDS is a self-averaging quantity, i.e. when
almost surely exists and is ω-independent for a dense set of energies E ∈ R. Relation (3) can be inferred from appropriate ergodic theorems. Note that (3) is a sufficient, but not necessary condition for (2) to hold. It is well known that (3) holds for the standard alloy type model, i.e. for periodically arranged impurities with i.i.d. coupling constants. In [15] it is established that (3) holds for certain more general situations, e.g. if the locations of the impurities form a Delone set with a linear repetitivity property.
In Section 4 we discuss two types of Wegner estimates, one of which is valid for all bounded intervals along the energy axis, the other one only near the spectral minimum.
It is quite possible that our method allows also to establish Wegner estimates with linear dependence on the box volume and energy interval length near spectral edges. In this context, ideas from [22] may be relevant. Note however that for this a consistent notion of spectral edges, valid for an infinite sequence of length scales, is necessary. This is for instance satisfied, if the deterministic background potential V 0 is periodic.
The same circle of ideas may be relevant to control the movement of spectral band edges under perturbation by a Delone-Anderson potential, as has been done for periodic models in Theorem 2.2 of [22] . This in turn is a result relevant for deriving the initial scale estimate of the MSA.
The results of the present paper have been announced in the Oberwolfach abstract [28] . The paper is split into two parts: the two sections which follow are devoted to Theorems on unique continuation principles, while their proofs are postponed to the end of the paper. Section 4 is devoted to applications in the theory of random Schrödinger operators.
Scale-free unique continuation principle
the domain of the Laplacian on = L with Dirichlet or periodic boundary conditions, respectively. Let V 0 : R d → R be a bounded, measurable potential, H 0 = −∆ + V 0 a Schrödinger operator, H 0,L its restriction to L with Dirichlet or periodic boundary conditions and ψ an eigenfunction such that H 0,L ψ = Eψ for real E. If we set V :
This motivates the hypotheses of the following
where
We have an explicit lower bound on C sf U C , namely,
where C = C(d) ∈ (0, ∞) is a constant depending on the dimension d only.
In fact one can express C sf U C directly by the constant C qU C from Corollary 3.2. In the case of periodic b.c. it reads:
and in the case of Dirichlet b.c.
Note that the constant C sf U C does not depend on L ∈ 2N + 1. It can be chosen uniformly, as long the energy parameter E and the potential V vary in a set, such that V − E ∞ ≤ K for some fixed K < ∞. The dependence of C sf U C on δ, for small values of δ > 0, is of the same type as in the bound in Corollary 3.2, i.e. polynomial in δ.
In certain applications one is interested in the situation where the set Z is more dilute, but still commensurate to a sublattice (M Z) d . In this situation the following Corollary of Theorem 2.1 applies.
There are two ways to prove Corollary 2.2. Either one follows the proof of Theorem 2.1 presented in Section 5 and pays attention to the additional parameter M , which basically takes the role of R in equation (17) . This has been carried out in detail in the Appendix of [26] . Or, one considers the scaled function ψ(x) := φ(M x), to which Theorem 2.1 can be applied. The resulting inequality for ψ can then be transformed back to yield (9) .
Note that if there exists a sequence
An important feature of the scale free unique continuation Theorem 2.1 is the quantitative control of the constant C sf U C on the various parameters. In different applications the different parameters play different roles. In the Delone-Anderson-model, which we analyze in detail in Section 4, the parameter δ > 0 is arbitrary but fixed. Let us give an instance of a random Schrödinger operator where this parameter is a random variable. Remark 2.3. The dependence of the constant C sf U C on δ is of particular interest, if one considers this parameter as variable. This is the case for so called random breather potentials
where r k is an i.i.d. sequence of non-negative, bounded random variables. Models of this type have been considered in [9, 10, 24, 30] . An uncertainty principle for random breather potentials as in (10) has been derived in [27] .
Open question. 
This property can be formulated as an uncertainty principle relating spectral projectors of a reference operator to a potential. To formulate this, let In this terminology the open question at hand is: Is there a constant C depending only on the dimension, the norm of the (shifted) potential K := sup E∈[−E 0 ,E 0 ] V − E ∞ , the radius δ of the small balls constituting the set S L , such that
in the sense of quadratic forms. In the situation where the potential V and the sequence {z k } k∈Z d are Z d -periodic, the question has a positive answer. This has been proven in [6] and [14] , see also [7] . An abstract condition, when this property does holds was established in [4] , which is applicable in low energy regimes. We will use this type of uncertainty relation, in particular theorems from [4] and [7] , in Section 4.
Note added in proof
After the final version of this paper was accepted Abel Klein sent us the preprint Unique continuation principle for spectral projections of Schrödinger operators and optimal Wegner estimates for non-ergodic random Schrödinger operators, see arXiv:1209.4863. There he establishes (among others) the unique continuation principle for spectral projections (♣) for energy intervals I ⊂ [−∞, E 0 ] where E 0 ∈ R is fixed and the length of I does not exceed 2γ for an explicitly given γ > 0. In the latter result the important parameter was the distance scale R (see Theorem 3.1 below).
In the proof of Theorem 2.1, where the quantitative unique continuation estimate plays an important role the distance scale is of the order of one, and the dependence on other parameters is more interesting. We give here a variant of [14, Theorem A.1] , as it will be used in Theorem 2.1.
At the Oberwolfach Workshop "Correlations and Interactions for Random Quantum Systems" in October 2011 we learned that Bourgain and Klein [3] have derived explicit unique continuation estimates very similar to the ones presented here.
and
and any measurable V :
The differential inequality in (11) is in particular satisfied for any real eigensolution − ∆ψ + V ψ = 0 a.e. on G (13) In our application ψ arises as the restriction of an eigenfunction of a selfadjoint Schrödinger operator (on a bounded domain containing G) with real potential. Thus there is no loss of generality to assume that the eigenfunction is real-valued as well.
If −∆ψ + V ψ = Eψ is an eigenfunction for a non-zero eigenvalue, we can subsume it into the potential W := V − E and obtain the analog of estimate (12) where the parameter K V is replaced by
The bound (11) is non-linear in the sense that the constant C qU C depends on the (sub)solution ψ through the upper bound β on the ratio of local L 2 -norms. However, the constant C qU C is uniformly bounded if β varies only over a compact subset of (0, ∞). This follows from the functional dependence of C qU C on the parameters, which we discuss next.
It is possible to give an explicit bound on C qU C , namely
where C 2 , C 3 are constants depending only on the dimension arising from the Carleman estimate, K ∆ is a constant arising in the choice of the differentiable cut off function η in (59). Here α has to satisfy the lower bounds
This explicit functional dependence shows in particular that the lower bound (14) on C qU C is an increasing, polynomial function of δ ∈ (0, ∞), an increasing, polynomial function of 1/β ∈ (0, ∞), an increasing, polynomial function of D 0 ∈ (0, ∞), a decreasing, exponential function of K V ∈ [0, ∞), and a decreasing, exponential function of R ∈ (0, ∞). By 'polynomial' dependence we mean a power-law dependence with exponent ≥ 1. The dependence of the lower bound (14) on C qU C on each of the parameters is continuous. Thus there is an uniform lower bound on C qU C as long as the parameters vary over a compact set.
To make the dependence of C qU C (d, K V , D 0 , R, δ, β) on the various parameters more transparent we consider a somewhat specialised geometric situation in the next
Then there exists a constant C = C(d) ∈ (1, ∞) depending only on the dimension, such that
If we assume additionally that dist(x, Θ) is bounded by 2⌈ √ d⌉ (This is the case in the proof of Theorem 2.1.), (17) simplifies to
where the constant C ∈ (0, ∞) depends on the dimension d only.
In the proof of Theorem 2.1 we will be able tu use a β which is a constant depending on the dimension d only.
Application of the UCP to Delone-Anderson models
While the results on unique continuation from Sections 2 and 3 are quite general in nature, we now turn to applications in the spectral theory of random Schrödinger operators. From the physical point of view one, or even the, ultimate goal is to understand the transport properties of the solid state which is modeled by the random operator. The mathematical analysis of the model has to start with quite basics questions, like: where is the spectrum located, how sensitive is it under perturbations, how do symmetries of the model translate into spectral properties, what are a priori bounds on eigenfunctions and resolvents etc. These results are then complemented with probabilistic and combinatorial arguments to yield statements about localization properties of the model.
The questions which are addressed in this section concern the location of the spectral minimum and the smearing-out of eigenvalues of random operators on a finite cube by the average over random variables entering the model.
Usual alloy or Anderson-type potentials have a built-in ergodicity property. We consider here random potentials which have a similar structure, but lack the stochastic translation invariance. Note that, by definition, we can always write Z = Z Γ 1 ∪ Z Γ 2 as a disjoint union, of a subset Z Γ 1 which contains exactly one point in each periodicity cell of the lattice (M Z) d , and Z Γ 2 := Z \Z Γ 1 which intersects each periodicity cell in at mostÑ − 1 points. It is then natural to enumerate the elements of
Now, let us consider a random Schrödinger operator of the form H ω = H 0 +V ω , where H 0 = −∆+V 0 , and V 0 : R d → R is a bounded and measurable potential. The Delone-Anderson potential is given by
where Γ is the index set of a Delone set Z, and we have the following Assumption 4.2.
(i) The random variables ω j , j ∈ Γ, are independent with probability distributions µ j , such that for some m > 0, supp
(ii) Let s : [0, ∞) → [0, 1] be the global modulus of continuity of the family {µ j } j∈Γ 1 , that is,
Then, we can decompose the random potential as
In the proofs we will employ the first part of the potential in (21) to lift eigenvalues. Of the second part we will only use the fact that it is a bounded function, uniformly in ω. It can be subsumed into the background potential V 0 , since the random variables entering in V ω are independent.
For simplicity we will assume in the proofs of Theorems 4.4, 4.9, and 4.11 that M = 1. The statement of all theorems is still true for M > 1. If one is interested in the dependence on the parameter M , Corollary 2.2 gives its influence on the constant C sf U C , from which the constant C W in the Wegner estimate follows, see for instance (23) . In the case of Theorem 4.11 this requires going through the proof in [7] .
Delone-Anderson operators are rather general and specific cases are given by the following more familiar examples Example 4.3.
Standard alloy type potential: Let ω j , j ∈ Z d be an i.i.d. sequence of bounded random variables, and u a fixed bounded single site potential of compact support such that for some
Then the alloy type potential
satisfies the assumptions of our model with M = 1. Alloy type potential with random displacements: Let ω j , j ∈ Z d and u be as above and ξ j , j ∈ Z d an i.i.d. sequence of random variables, which are independent of the sequence ω j , j ∈ Z d , and take values in some ball
Denote by H 0,L,x , H ω,L,x the finite volume operators obtained by restricting H 0 and H ω , respectively, to the box L (x) with either Dirichlet or periodic boundary conditions.
4.2.
Wegner estimate for Delone-Anderson models at all energies. Our first result on the model described in the last paragraph is a Wegner estimate which is valid for all bounded intervals on the energy axis.
Theorem 4.4. Let H ω be a random Schrödinger operator as in Assumption 4.2. Then for each E 0 ∈ R there exists a constant C W such that, for all
Let us discuss the dependence of the Wegner constant C W in detail.
• The constant C W depends only on
• To understand the dependence of C W on these various parameters, let us assume for the moment that all potentials V 0 and u j and random variables ω j entering the model are non-negative. Then
is the constant from Corollary 4.7 which depends only on the dimension d, the energy bound E 0 , and on δ + , and C sf U C is the constant from the scale-free unique continuation principle, Theorem 2.1.
• If we allow now V 0 and u j , j ∈ Γ 2 to take on both signs, the constant C E will additionally depend on
where f − := − min(0, f ).
4.3.
Proof of the Wegner estimate 4.4. Recall that by the Assumption 4.2 the potential is uniformly bounded in the randomness and the space coordinate x. Thus we may without loss of generality assume in the proof that inf
Thus, even if we substract a small value ǫ > 0 from the potential, it will remain non-negative. For the reader's convenience we recall certain tools from [19] which will be used in the proof. The first is a partial integration formula [19, Lemma 6] for singular distributions:
Lemma 4.5. Let µ be a probability measure with support in (a, b), φ ∈ C 1 (R) be a non-decreasing, bounded function, and s(ǫ) as defined in (20) . Then for any ǫ > 0,
Next, we state a bound on the spectral shift function. Let H 0 be the Laplace operator on the cube Λ L (x) with Dirichlet or periodic boundary conditions, V a bounded, non-negative potential, and u a compactly supported non-negative single-site potential. Set H
It satisfies the Lifshitz-Krein's trace identity
for all ρ ∈ C ∞ with compactly supported derivative. Note that the left hand side of (25) reduces to a sum over finitely many eigenvalues since the spectrum is discrete and supp ρ ′ compact. Theorem 2 in [19] states:
Theorem 4.6. Let ξ be the spectral shift function for the pair H 1 , H 2 . There exist constants K 1 , K 2 depending only on d and diam supp u, such that for any measurable, bounded f :
Let ǫ ∈ (0, 1/3] and ρ ǫ be a smooth, non-decreasing function such that on (−∞, −ǫ] it is identically equal to −1, on [ǫ, ∞) it is identically equal to zero, and ρ ′ ǫ ∞ ≤ 1/ǫ. The previous theorem combined with LifshitzKrein's trace identity gives the following Corollary 4.7. Let H 1 , H 2 and ρ ǫ be as above. There is a constant C E depending only on E, d, diam supp u, such that
The constant C E can be chosen equal to K 1 e E+1 + 2 d K 2 with K 1 , K 2 from the last Theorem.
Proof of Theorem 4.4. Let ρ := ρ ǫ be as before. Then
In the remainder of the proof we will suppress the box center x in the notation. All estimates which follow are uniform w.r.t. x ∈ R d . Let λ L n (ω) denote the eigenvalues of H ω,L enumerated in non-decreasing order and counting multiplicities and ψ n the normalised eigenvectors corresponding to λ L n (ω). Then
Define the vector e = (e j ) j∈Γ by e j = 1 for j ∈ Γ 1 and e j = 0 for j ∈ Γ 2 . Consider the monotone shift of V ω
and recall that Q L = Λ ∩ Γ 1 . By first order perturbation theory or the
By the scale free unique continuation principle there exists a constant C sf U C depending on the energy E 0 , δ − and the overall supremum sup ω sup x |V 0 (x)+ V ω (x)| of the potential such that
where we used that ψ 2 Λ = 1. Now
We calculate the trace using eigenvalues.
By writing ǫ κ = ǫ/κ, we have
Since
We fix n ∈ {1, . . . , N }, denote
and set
The function φ n is continuously differentiable, monotone increasing and bounded. By definition of φ n ,
where we apply Corollary 4.7 successively N times. Due to monotonicity and additivity of measures we have
Thus we obtain
4.4. Perturbation of the spectral minimum. We derive a lower bound on the shift of the lowest eigenvalue of a box Hamiltonian. This has several important consequences.
• The first one is an estimate on spectral projectors, which is sometimes called uncertainty principle. It is given in the present section.
• From this an improved Wegner estimate for low energies, presented in the following §4.5, can be derived.
• Furthermore, the quantitative lower bound on the lifting of the first eigenvalue of box Hamiltonians can be used to derive initial scale estimates for the MSA of Delone-Anderson models. This is pursued in [26] and [15] . To obtain the mentioned uncertainty principle for spectral projectors, we will use a result of [4] already mentioned in the introduction. A convenient formulation is: Theorem 4.8 (Theorem 1.1 in [4] ). For t 0 > 0, t ∈ [0, t 0 ] let H t = H 0 + tW be a self-adjoint, lower semi-bounded operator on a Hilbert space. Set λ(t) = min σ(H t ). Assume there exists κ > 0 such that
Then for any q ∈ (0, 1)
where χ I(t) (H 0 ) is the spectral projector on I(t) = (−∞, λ(0) + qκ · t].
Now follows the result of this section:
Theorem 4.9. Let V 0 : R d → R be bounded and measurable, t, δ ∈ (0, 1],
(a) For L ∈ 2N + 1 and
with periodic or Dirichlet boundary conditions. Then
where κ := C − · C sf U C and C sf U C is the constant from the scale-free unique continuation principle. (b) Fix q ∈ (0, 1) and set I = (−∞, λ L,x (0) + qκ]. Then the following uncertainty principle holds
Here we used for the restriction of W to Λ L (x) the same symbol.
Proof. The normalized ground state
We want to apply the scale free unique continuation principle from Section 2 to (32). We have to do this with some care since we will be dealing not with one fixed potential, but a whole family of them. Likewise we will not be dealing with one single energy which features as an eigenvalue. Now since the constant C sf U C depends on the potential (actually, on the effective potential which is the difference of the potential and the eigenvalue) it is important to make sure that it is uniformly bounded away form zero, for the family of effective potentials in question. This is actually the case since C sf U C depends on the potential V only through the sup-norm K V . Note that the family of potentials V 0 +tW , t ∈ [0, 1] is uniformly bounded. Thus the set {λ L,x (t) : t ∈ [0, 1], L ∈ 2N + 1} is contained in a compact interval I ⊂ R. We will apply the scale-free unique continuation principle to this family of potentials. Note that the parameter K V which enters the constant C sf U C is bounded uniformly by the finite number sup{
where in the last line we used the min-max principle on the operator H 0,L,x . In particular, for t = 1,
Now, consider the interval J = [λ L,x (0), λ L,x (0) + qκ], for some q ∈ (0, 1) and note that χ I (H 0,L,x ) = χ J (H 0,L,x ). We can then apply [4, Theorem 1.1] and conclude that
In the case of Dirichlet boundary conditions we know that for any
Corollary 4.10. Let the hypotheses and notation of Theorem 4.9 hold and assume that Dirichlet boundary conditions are imposed. Then
Fix q ∈ (0, 1) and set I = (−∞, E min + qκ]. Then the following uncertainty principle holds
4.5. Optimal Wegner estimate at low energies for Delone-Anderson models. For sufficiently small energies we are able to give an optimal Wegner estimate. This means that its dependence on the volume on the system size and the energy interval length is linear.
Theorem 4.11. Let H ω be a random Schrödinger operator as in Section 4.1. There exists κ ∈ (0, ∞) such that for any q ∈ (0, 1) there exists C W ∈ (0, ∞), such that, for any L ∈ 2N + 1,
, the following Wegner estimate holds
where λ L,x (0) = inf σ(H 0,L,x ). The constants C W and κ depend only on
and on q.
A Wegner estimate is by its very nature a statement about a finite box Hamiltonian. However in typical applications it is important to know, how this box Hamiltonian (actually, a sequence of box Hamiltonians on diverging scales), relates to the infinite volume system. In particular, the minimum of the spectrum of a (random) Schrödinger operator on the whole of R d is the reference energy when it comes to identifying appropriate intervals in which to expect Anderson localization. Using (39) we obtain from the previous Theorem, Corollary 4.12. Let H ω,L,x be a random Schrödinger operator as in Section 4.1, restricted to the box L (x) with Dirichlet boundary conditions. There exists κ ∈ (0, ∞) such that for any q ∈ (0, 1) there exists C W ∈ (0, ∞), such that, for any L ∈ 2N + 1, x ∈ R d , E ∈ R and ǫ > 0 with [E − ǫ, E + ǫ] ⊂ J := [E min , E min + qκ], the following Wegner estimate holds
where E min = inf σ(H 0 ). The constants C W and κ depend only on C − , C + , δ − , δ + , M , V 0 ∞ from Assumption 4.2 and on q.
Proof of Theorem 4.11. We follow the strategy of the proof in [7] . To estimate
, we decompose it with respect to the free spectral projector χ∆(H 0,L,x ) of an interval∆, such that
(42) The second term of the RHS in (42) can be estimated using Combes-Thomas type estimates as in [7] . To obtain a bound for the first term, uniform with respect to x ∈ R d , the key is a positivity estimate analogous to [7, Theorem 2.1] . In order to derive it, denote by W the Delone-Anderson potential V ω with all the random variables ω j , j ∈ Γ 1 , set equal to one, and all random variables ω j , j ∈ Γ 2 , set equal to zero, i.e.,
Denote by λ L,x (0) := inf σ(H 0,L,x ) the lowest eigenvalue of the restriction of H 0 to the box Λ L (x) with periodic or Dirichlet boundary conditions. Now fix q ∈ (0, 1) and set I = (−∞, λ L,x (0) + qκ]. Since W is bounded, Lemma 4.9 gives
Therefore, we have obtained the analog of [ 
Extension of the (sub)solution.
We want to apply the quantitative unique continuation principle which requires among its geometric conditions a certain security distance to the boundary of the set where the Schrödinger inequality is satisfied. This is not true for the solution ψ defined on the original cube Λ L , therefore we will extend it to a larger set in such a way that the extensionψ still satisfies a Schrödinger inequality. We have to discuss two different cases, namely periodic and Dirichlet boundary conditions on ∂Λ L . In the first case the extension is suggested by the very definition of periodic boundary conditions; in the second we make use of the same construction as in Corollary A.2 in [14] . Related constructions are used in Sobolev extension theorems, cf. for instance [1] or [16] , and in Schwarz' method of image charges in electrostatics. For convenience we shift the coordinate system such that
and define a larger set of twice the size by
If we defineV : R L → R by
On the other hand we extend the function ψ :
for y ∈ R L , y 1 < 0 where y ⊥ = (y 2 , . . . , y d ). It is well known that the Laplacian of this extension is still in L 2 (R L ), and consequentlyψ is in the domain of the Dirichlet Laplacian on R L , cf. e.g. [1] or [16] . The relation |∆ψ| ≤ |Vψ| (46) still holds almost everywhere on R L . Now we successively extend bothV andψ in the remaining d−1 directions and obtain functions defined on Remark 5.1. Note that if we restrict the extensionψ (orψ respectively) to a cube of side 2kL with k ∈ N we obtain an L 2 -eigenfunction of a box Schrödinger operator with periodic b.c. (or Dirichlet b.c).
Dominating and weak boxes.
We concentrate first on the case of periodic b.c. on ∂ L and explain below which modifications are necessary for Dirichlet boundary conditions. For L ∈ 2N + 1, up to boundaries (sets of measure zero) L can be decomposed into closed unit boxes
In some of our arguments we have to use the Euclidean norm in R d in others cubes, i.e. ball in the sup-norm are natural. This is the reason why the factor √ d will appear often. Fix T = 62⌈ √ d⌉, where ⌈x⌉ stands for the least integer greater or equal than x. The choice of T will be apparent in formula (51) when we want to make sure that the geometric assumption of Corollary 3.2 are satisfied. We say that the site k ∈ Q L is dominating in the case of periodic b.c., if
and otherwise, weak.
Remark 5.2. For eigenfunctions of one dimensional Schrödinger equations all sites k ∈ Q L turn out to be dominating. This is one of the reasons why the unique continuation estimates in one dimension obtained in the Diploma thesis [29] and the papers [23, 17] are much simpler. The other reason is that Gronwall's lemma gives a more effective quantitative unique continuation estimate than Theorem 3.1.
Let W ⊂ L be the union of unit boxes centered in weak sites, and D ⊂ L the union of unit boxes centered in dominating sites. Note that
We see that the weak boxes contribute at most half of the total mass to the
This means that it is sufficient to establish adequate unique continuation estimates for dominating boxes.
Modification for Dirichlet boundary conditions. If ψ enjoys Dirichlet b.c. on ∂Λ L then the associated extensionψ no longer satisfies the equality
used in (48). However, by the antisymmetry ofψ we have at least
and thus
For this reason we use in the case of Dirichlet b.c. on ∂Λ L a modified notion of dominating sites. Here we call a site k ∈ Q (Dirichlet) dominating, if
Then again relation (49) holds true.
In the remainder of the proof we treat the case of periodic b.c. always first, because it is easier. Afterwards we discuss the changes necessary for Dirichlet b.c.
5.3.
A unique continuation principle for dominating boxes and nearneighbor sites. For a dominating site k ∈ Q L define its right near-neighbor by
Thus 1 (k + ) is a translation (on the torus) of 1 (k) in the positive direction along the first coordinate by ⌈ √ d⌉ + 1. Note that the map Q L ∋ k → k + is injective. By assumption, there exists a unique point z k + of the Delone set Z := {z k } k∈Γ in 1 (k + ), and moreover, B(z k + , δ) ⊂ 1 (k + ).
Next we want to apply Corollary 3.2 and for this purpose we have to check that the geometric assumptions are satisfied. First note (see Figure 2 ) Moreover, for any y ∈ B(z k + , 14R)
This means that we can apply Corollary 3.2 with
and the function ψ : G → R. It follows that for every dominating site k
with the constant C qU C = C qU C (d, K V , R, δ, β per ) from Theorem 2.1. Taking the sum over all dominating sites k ∈ L we obtain 
in the same way as the functionψ. ThisẐ L is a Delone set and is reflection symmetric w.r.t. to the hyperplane {x 1 = L 2 }. A major difference to the proof of Theorem 2.1 for periodic boundary conditions is that in the case of Dirichlet b.c. for dominating sites k ∈ Q L we define the right near-neighbor as
without taking mod (LZ) d . Thus there will be two cases: either the right near neighbor k + is still in Q L (the set of such k ∈ Q L will be denoted by A), or, for k with distance less than ⌈ √ d⌉ + 1 to the right boundary of L , k + will be outside L . The set of such k ∈ Q L will be denoted by B. Note that even for k ∈ B we still have:
There is a unique Delone point
This k +− is the mirror image of k + w.r.t. to the hyperplane {x 1 = L 2 }, cf. Figure 3 . For k ∈ A we set k +− := k + . Then, by construction, k +− is inside Q L . There is a unique z k +− ∈ Z ∩ 1 (k +− ) and by the reflection symmetry of |ψ| we have
Thus the application of Corollary 3.2 as above with β = β Dir := 2(2T ) d yields
Note that the two restricted maps
are both injections. Thus in the sum
each site k +− may appear at most twice. Consequently
If L < ⌈ √ d⌉ + 1, estimate (54) again holds, although the assignment k + → k +− has to be chose somewhat differently than (53).
Note that the constant C qU C in the case of Dirichlet boundary conditions differs from the one in case of periodic b.c. through the parameter Appendix A. Proof of quantitative unique continuation estimate A.1. Carleman and Cacciopoli estimate. The crucial tool in the proof of Theorem 3.1 is a Carleman estimate as derived in [18, 11] . Its proof can be found in [2] as well. For us a scaled version from the Appendix of [14] , which we state below, will be convenient. Let ρ > 0 and set
Then ϕ is a strictly increasing continuous function, on (0, ∞) even smooth, and
While the usual version of Carleman's estimate is valid for smooth functions, a regularisation procedure, cf. e.g. [32, Theorem 1.6.1], allows one to extend it to functions in the second Sobolev space. Here is [14, Lemma A.5 
]:
Lemma A.1. Let ρ and w ρ be as above. There are constants C 2 , C 3 ∈ [1, ∞), depending only on the dimension d, such that for all α ≥ C 2 and all realvalued f ∈ W 2,2 (B(0, ρ)) with compact support in B(0, ρ) \ {0}
holds.
The second tool which will be used several times are interior gradient estimates and the Cacciopoli inequality. Due to the spherical symmetry of the integration domains the constants take on a very simple form. 
In the case 0 ≤ η ≤ 1, supp η = S + , η| S ≡ 1 we obtain
Now we choose η spherically symmetric such that the gradient is given by the radial derivative and insert the appropriate sets S and S + .
An immediate consequence is
G → R bounded and measurable, and ψ ∈ W 1,2 (G) with ∆ψ ∈ L 2 (G). Assume that ψ satisfies (11). Then (a) Let a > 0 and b ∈ (0, a).
For the prefactors appearing on the RHS we will use the symbol C V,b .
A.2. Carleman estimate implies Theorem 3.1. To achieve zero boundary values we will use a function η : R d → [0, 1], η ∈ C ∞ 0 depending only on |x| and satisfying
Here K ∆ ∈ (0, ∞) is an absolute constant. We set ρ = 24R and apply the Carleman estimate in Lemma A.1 to the function f = ηψ
where we used (a + b + c) 2 ≤ 4(a 2 + b 2 + c 2 ). Hence
First we derive an upper bound on A. Since w ρ ≤ 1 on B(0, ρ) and ψ satisfies the differential inequality |∆ψ(x)| ≤ |V ψ(x)|:
where K V := V ∞ . Inserting this in (60) yields,
We choose now α so that it yields and efficient lower bound on the LHS of (62) and satisfies properties needed for (74) to hold.
Let α be such that
where C 2 is the constant from the Carleman estimate,
Thus (62) and (63b) ensure
We derive now a lower bound on the LHS of (64). Since −1 − 2α < 0 and
Since 4R ≥ δ and Θ ⊂ B(0, 2R) \ B(0, R) we have η ≡ 1 on Θ. Therefore, by (65) and recalling ρ = 24R, we get
So (64) implies
We turn now to an upper bound on B. We first use w 2−2α
Now we split the integral according to the two components of
and obtain, using the upper bound on the derivatives of η and the monotonicity of |x| −1 .
In the next step we want to use the Cacciopoli inequality in Lemma A.3 and enlarge therefore the set ⊂ B(0, δ) and
Now we want to subsume the term which depends on D 0 into the lower bound. More precisely, we want to show that
Assumption (63c) implies
Hence the Assumptions (63) together with (67) and inequality (73) imply
We use the bound (63a) and obtain:
Now we insert in the estimate the bounds from the Cacciopoli inequality. Using the abbreviation b 1 = min(b, 1) we conlude
Thus we obtain as a lower bound
Note that by the Cacciopoli inequality (63c) is satisfied if
where we set D 1 = min(D 0 , 1).
A.3. Special cases treated in Corollary 3.2. We specialize to the case
In particular, all three conditions (63) are satisfied if
. Now this means that for a sufficiently large C ∈ (1, ∞) depending only on the dimension we have:
Now we restrict our choice of parameters even further and assume
Then (80) implies that there exists a constant C ∈ (1, ∞) depending only on the dimension d such that
Appendix B.
Control of local fluctuations inside dominating boxes
In the proof of Theorem 2.1 we derived a lower bound on the total L 2 -mass ψ 2 1 (k) inside a box 1 (k) of a dominating site k, in comparison with the mass near the corresponding right near neighbor of k, cf. §5.3. Here we present a more detailed statement about mass fluctuations on small scales inside a dominating box 1 (k). The dependence on the parameters is quite involved and the statement is not used in the main body of the paper. Nevertheless, the control of mass fluctuations on small scales may be useful in other contexts. Theorem B.1. Let δ ∈ (0, 1/20] be fixed, V , L and ψ as in Theorem 2.1 k ∈ Q L a dominating site, as defined in Section 5.2 . Then there exists a constant C lf ∈ (0, ∞) such that for any B(x, δ) ⊂ 1 (k) we have
The constant C lf is given explicitly in (92).
In the proof we will use the following Corollary of Theorem 3.1. In what follows we focus on the case of periodic b.c. As before we consider the periodic extension of ψ as a function on the torus and denote it again by ψ. The case of Dirichlet b.c. is treated completely analogously, up to the fact that an additional factor 2 d appears in the constants β andβ below.
B.1. Maximal box in a dominating box. Let us recall that for T = 30⌈ √ d⌉, a dominating box 1 (k) in the case of periodic b.c. satisfies
Note that the choice of T differs from the one in Section 5.2. This will become apparent later on, when setting the range of values for the distance parameter R, taking into consideration the geometric conditions (82). We split 1 (k) into (10⌈ √ d⌉) d (almost) disjoint boxes of sidelength 1/(10⌈ √ d⌉). Then there exists at least one
such that we have
Fix such a x k , and call Θ k := 1 10⌈ √ d⌉ (x k ) the maximal box. In particular, by the definition of a dominating box, cf. (85),
and hence ψ 2
B.2. UCP inside a dominating box. We want to show that for a fixed δ ∈ (0, 
The strategy to prove (88) is the following: (i) Take a ball B(x, δ) contained in a belt A of inner radius 3/10, around the center x k of the maximal box Θ k (so x is far enough from Θ k ) and apply Corollary B.2. We will obtain the desired estimate for all balls except for those in a neighborhood of Θ k . (ii) To cover balls that are close to Θ k not considered in (i), fix a box in A as a new "maximal box", which by the previous step satisfies an estimate of the type (86), and is sufficiently far away from balls close to x k . Repeat Corollary B.2 to get (88) .
B.3. First case. We want to apply Corollary B.2 to ψ with G = T (k) and Θ = Θ k and some x in a dominating box 1 (k) such that B(x, δ) ⊂ 1 (k). 
So we have obtained (88) for any point x ∈ A(x k ) with B(x,δ) contained in Λ 1 (k). 
Notice that C lf ≤ c 1 . Indeed, we have
where we used thatβ ≥ β and the function β → C qU C (δ, β) is monotone decreasing in the parameter β, cf. (84) in Corollary B.2. Therefore (92) holds with the constant C lf in both possible cases, B.3 and B.4.
