Abstract. How to evaluate and identify the potential default risk of the borrower before issuing the loan is the basis and important link of the credit risk management of modern financial institutions. Based on the data provided by an auto finance institution, This paper mainly studies how to analyze the historical loan data of auto financial institutions with the help of the idea of unbalanced data classification, and predicts the possibility of loan default based on Random forest classification model, which provides a reference for the risk control of this institution.
Figure 1. Demostic auto market trend

Introduction to Credit Risk in Auto Finance
At present, in the credit risk management of auto finance companies, subjective judgment is the main way to identify and evaluate the risk, which means based on experience and full of randomness. The basic data used in the model mostly come from the qualitative judgment of credit personnel, which cannot achieve the ideal effect of risk management. In future business operation, in order to improve the technical level of credit risk management, most auto financial institutions willing focus on quantitative indicators, establish a risk control mechanism using loan risk degree model and behavioral scoring model as tools, and use mathematical statistics model to measure and analyze risks, so as to achieve a reasonable offset of risks. Under this context, this paper provides a reference for credit granting of auto financial institutions by data modeling of an auto financial company.
Processing the Data
Viewing Data
The data used in this paper are randomly extracted from actual application data of a domestic mainstream auto finance company in the past three years. The data amount is 45w, including 14 variables.
Data Acquisition
From the data view, the results show that the number of missing characteristic quantities MonIncome is 89,194, while NumOfFamily is less, the number is 11,772.
Data Preprocessing
Missing Value Processing. The missing rate of variable MonIncome is relatively high, so we fill the missing value according to the correlation between variables and adopt random forest method to fill it. NumOfFamily are missing less and deleted directly. It is obvious that three of the four features deviate from the distribution of other samples and can be removed.
Abnormal
Univariate Exploratory Analysis. Before building models, exploratory data analysis (EDA) is usually performed on existing data; this practice mainly analyzes the distribution of default rate on each independent variable, and generates the frequency distribution table shown in following tables. As can be seen from table 1, people younger than 25 years of age and 26-35 years of age have a default rate of more than 10%. As age increases, default rates fall. As can be learned from table 2, the number of real estate and mortgages of 99.37% borrowers is less than 5, but the default rate for more than 5 borrowers has increased significantly, with more than 10 of borrowers having a default rate of more than 20%. As can be seen from table 3, the default rate for borrowers who did not have 30-59 days overdue was only about 4%, but the default rate increased significantly as the number of overdue increases. The other two variables are the same trend as in table 4 for the frequency distribution of the number of overdue 60-89-day overdue and borrower occurrences of 90 and above. It can therefore be concluded that the greater the number of overdue borrowers, the higher the default rate.
Data Partitioning. In order to test the model better, we divide the data into training set and test set. The test set takes 30% of the original data.
Variable Selection
Feature variable selection is very important for data analysis and machine learning practitioners. In this paper, we compare the default probability of index sub-boxes and corresponding sub-boxes to determine whether the variable meets the statistics significance.
Variable Binning (Variable Discretization)
Variable binning is a term for continuous variable discretization. We first choose the optimal binning of continuous variables, and then consider the algorithm of better grouping of continuous variables by equal-length intervals when the distribution of continuous variables does not meet the requirements of optimal binning. After grouping, for group i, the calculation formula for WOE is as follows:
Among them, py1 is the response customer in this group (in the risk model, which refers to the value of the predicted variable in the model as "yes" or 1 of the individuals) accounted for the proportion of all responding customers in all samples, py0 is the proportion of unresponsive customers in this group who account for all unresponsive customers in the sample. #Bj is the number of responding customers in this group, #Gj is the number of unresponsive customers in this group, #BT is the number of all responding customers in the sample, #GT is the number of all unresponsive customers in the sample.
IV The calculation formula is as follows:
Variable Correlation Analysis
Before modeling, it is necessary to examine the dependencies between variables, and if there is a strong correlation between the independent variables, the accuracy of the model is affected, and if there is a strong correlation between the independent variable and the dependent variable, you should pay more attention.
Figure 3. Variable Correlation Analysis
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We can see from the figure above:
1) The correlation between the respective variables is very small. 2) Also, we can see three features have a strong correlation with the value desired we want to predict: NumOfTimeM2，NumLargeM3 and NumOfTimeM3.
IV Prediction
IV value is a quantitative indicator that measures the predictive ability of an independent variable, and from the IV values of each variable, obviously, the IV value of DebtRatio, MonIncome, NumOfCreAndLoan, NumOfHouse and NumOfFamily is very low, so we directly delete them. Thus we choose x1, x2, x3, x7 and x9 as useful variables used for following model construction.
Model Development and Evaluation
Introduction to Random Forest
Random forest algorithm is a random method to establish a forest, which is a combinatorial learning algorithm based on decision tree. The basic idea of random forests is that in the process of constructing a single tree, some variables or features are randomly selected to participate in tree node division, repeat multiple times and ensure the independence between these trees. After the random forest is obtained, when a new input sample enters, each decision tree in the forest will judge the sample, get the result of which class the sample belongs to, and finally see which category of the whole forest belongs to the highest, predict which category the sample belongs.
Principle and Characteristics of Random Forest Algorithm
Random forest algorithm works in four steps:
a. Select random samples from a given dataset. b. Construct a decision tree for each sample and get a prediction result from each decision tree. c. Perform a vote for each predicted result. d. Select the prediction result with the most votes as the final prediction. 
Random Forests vs Decision Trees
a. Random forests is a set of multiple decision trees b. Deep decision trees may suffer from overfitting, but random forests prevents overfitting by creating trees on random subsets.
c. Decision trees are computationally faster d. Random forests is difficult to interpret, while a decision tree is easily interpretable and can be converted to rules
Establishing Model
In this paper, we established the random forest model using sklearn. ensemble. Random Forest Classifier in Python. Some parameters are set to:
n_estimators: The number of decision trees is set to 100 min_samples_split: When dividing nodes according to attributes, the minimum number of samples per partition is set to 3 n_jobs: Parallel number, set to -1 bootstrap: Whether to use bootstrap sample sampling, set to True
Model Evaluation
After the model is established, we use AUC (region under the ROC curve) value for model evaluation. AUC is defined as the area under the ROC (Receiver Operating Characteristic) curve, and it is clear that the value of this area will not be greater than 1. The horizontal axis of the ROC curve is False Positive Rate, the longitudinal axis is True Positive Rate, and because the ROC curve is generally above the y=x line, the AUC values range from 0.5 and 1. The AUC value is used as the evaluation criterion because many times the ROC curve does not clearly indicate which classifier works better, and as a value, the larger classifier corresponding to AUC works well. In this practice, the AUC value is 0.85, which indicates that the prediction effect of the model is good, with high correct rate.
Credit Scorecard Creation
Based on above model, we create the credit scorecard as follows: 
Conclusion
This paper mainly studies the common problem of loan default in auto financial institution, and uses random forest method of unbalanced data classification to establish the model of predictive loan default, and the basic idea of random forest is to randomly select some variables or features to participate in tree node division in the process of constructing a single tree. Repeat multiple times and ensure the independence between these trees, for unbalanced data, through parameter adjustment so that the stochastic forest method can automatically adjust the weight according to Y value, so as to effectively solve the classification of unbalanced data. Now this model has already deployed on their online system, and provides a significant suggestion for approval.
