In the last five years, private companies, research institutions as well as public sector organisations have issued principles and guidelines for ethical AI, yet there is debate about both what constitutes "ethical AI" and which ethical requirements, technical standards and best practices are needed for its realization. To investigate whether a global agreement on these questions is emerging, we mapped and analyzed the current corpus of principles and guidelines on ethical AI. Our results reveal a global convergence emerging around five ethical principles (transparency, justice and fairness, non-maleficence, responsibility and privacy), with substantive divergence in relation to how these principles are interpreted; why they are deemed important; what issue, domain or actors they pertain to; and how they should be implemented. Our findings highlight the importance of integrating guidelinedevelopment efforts with substantive ethical analysis and adequate implementation strategies.
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Introduction
Artificial Intelligence (AI), or the theory and development of computer systems able to perform tasks normally requiring human intelligence, is widely heralded as an ongoing "revolution" transforming science and society altogether 1, 2 . While approaches to AI such as machine learning, deep learning and artificial neural networks are reshaping data processing and analysis 3 , autonomous and semi-autonomous systems are being increasingly used in a variety of sectors including healthcare, transportation and the production chain 4 . In light of its powerful transformative force and profound impact across various societal domains, AI has sparked ample debate about the principles and values that should guide its development and use 5, 6 . Fears that AI might jeopardize jobs for human workers 7 , be misused by malevolent actors 8 , elude accountability or inadvertently disseminate bias and thereby undermine fairness 9 have been at the forefront of the recent scientific literature and media coverage. Several studies have discussed the topic of ethical AI [10] [11] [12] [13] , notably in metaassessments [14] [15] [16] or in relation to systemic risks 17, 18 and unintended negative consequences like algorithmic bias or discrimination [19] [20] [21] . AI principles and policies demonstrate not only the need for ethical guidance, but also the strong interest of these stakeholders to shape the ethics of AI in ways that meet their respective priorities 16 . Notably, the private sector's involvement in the AI-ethics arena has been called into question for potentially using such high-level soft-policy as a portmanteau to either render a social problem technical 16 or to eschew regulation altogether 22 . Beyond the composition of the groups that have produced ethical guidance on AI, the content of this guidance itself is of interest. Are these various groups converging on what ethical AI should be, and the ethical principles that will determine the development of AI? If they diverge, what are these differences and can they be reconciled?
To answer these questions, we conducted a scoping review of the existing corpus of guidelines on ethical AI. Our analysis aims at mapping the global landscape of existing principles and guidelines for ethical AI and thereby determining whether a global convergence is emerging regarding both the principles for ethical AI and the requirements for its realization. This analysis will inform scientists, research institutions, funding agencies, governmental and inter-governmental organisations and other relevant stakeholders involved in the advancement of ethically responsible innovation in AI.
Results
Our search identified 84 documents containing ethical principles or guidelines for AI (cf. Table 1 ). Data reveal a significant increase over time in the number of publications, with 88% having been released after 2016 (cf. SI Table S1 ). Data breakdown by type and geographic location of issuing organisation (cf. SI Table S1 ) shows that most documents were produced by private companies (n=19; 22.6%) and governmental agencies respectively (n=18; 21.4%), followed by academic and research institutions (n=9; 10.7%),
inter-governmental or supra-national organisations (n=8; 9.5%), non-profit organisations and professional associations/scientific societies (n=7 each; 8.3% each), private sector alliances (n=4; 4.8%), research alliances (n=1; 1.2%), science foundations (n=1; 1.2%), federations of worker unions (n=1; 1.2%) and political parties (n=1; 1.2%). Four documents were issued by initiatives belonging to more than one of the above categories and four more could not be classified at all (4.8% each). Figure 1) . Data breakdown by target audience indicates that most principles and guidelines are addressed to multiple stakeholder groups (n=27; 32.1%). Another significant portion of the documents is self-directed, as they are addressed to a category of stakeholders within the sphere of activity of the issuer such as the members of the issuing organisation or the issuing company's employees (n=24; 28.6%). Finally, some documents target the public sector (n=10; 11.9%), the private sector (n=5; 6.0%), or other specific stakeholders beyond members of the issuing organisation, namely developers or designers (n=3; 3.6%), 'organisations' (n=1; 1.2%) and researchers (n=1; 1.2%). 13 sources (15.5%) do not specify their target audience (cf. SI Table S1 ).
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Eleven overarching ethical values and principles have emerged from our content analysis.
These are, by frequency of the number of sources in which they were featured: transparency, justice and fairness, non-maleficence, responsibility, privacy, beneficence, freedom and autonomy, trust, dignity, sustainability, and solidarity (cf. Table 2 ). No single ethical principle appeared to be common to the entire corpus of documents, although there is an emerging convergence around the following principles: transparency, justice and fairness, non-maleficence, responsibility, and privacy. These principles are referenced in more than half of all the sources. Nonetheless, further thematic analysis reveals significant semantic and conceptual divergences in both how the eleven ethical principles are interpreted and the specific recommendations or areas of concern derived from each. A detailed thematic evaluation is presented in the following.
Transparency
Featured in 73/84 sources, transparency is the most prevalent principle in the current literature. Thematic analysis reveals significant variation in relation to the interpretation, justification, domain of application, and mode of achievement. References to transparency comprise efforts to increase explainability, interpretability or other acts of communication and disclosure (cf. .
Non-maleficence
References to non-maleficence outweigh those to beneficence by a factor of 1. , and the attribution of liability should be clearly defined 31,37,38,44,82 .
Responsibility and accountability
Despite widespread references to 'responsible AI' 
Solidarity
Solidarity is mostly referenced in relation to the implications of AI for the labor market 104 .
Sources call for a strong social safety net 37,84 . They underline the need for redistributing the benefits of AI in order not to threaten social cohesion 49 and respecting potentially vulnerable persons and groups 33 . Lastly, there is a warning of data collection and practices focused on individuals which may undermine solidarity in favour of 'radical individualism' 38 .
Discussion
We found a rapid increase in the number and variety of guidance documents for ethical AI, demonstrating the increasing active involvement of the international community. Although no single ethical principle is explicitly endorsed by all existing guidelines, transparency, justice and fairness, non-maleficence, responsibility and privacy are each referenced in more than half of all guidelines. This focus could be indicating a developing convergence on ethical AI around these principles in the global policy landscape. In particular, the prevalence of calls for transparency, justice and fairness points to an emerging moral priority to require transparent processes throughout the entire AI continuum (from transparency in the development and design of algorithms to transparent practices for AI use), and to caution the global community against the risk that AI might increase inequality if justice and fairness considerations are not adequately addressed. Both these themes appear to be intertwined with the theme of responsibility, as the promotion of both transparency and justice seems to postulate increased responsibility and accountability on the side of AI makers and deployers.
It has been argued that transparency is not an ethical principle per se, but rather "a proethical condition for enabling or impairing other ethical practices or principles" 107 . The proethical nature of transparency might partly explain its higher prevalence compared to other ethical principles. It is notable that current guidelines place significant value in the promotion of responsibility and accountability, yet few of them emphasize the duty of all stakeholders involved in the development and deployment of AI to act with integrity. This mismatch is probably associated with the observation that existing guidelines fail to establish a full correspondence between principles and actionable requirements, with several principles remaining uncharacterized or disconnected from the requirements necessary for their realization.
As codes related to non-maleficence outnumber those related to beneficence, it appears that, for the current AI community, the moral obligation to preventing harm takes precedence over the promotion of good. This fact can be partly interpreted as an instance of the socalled negativity bias, i.e. a general cognitive bias to give greater weight to negative entities 108, 109 . This negative characterization of ethical values is further emphasized by the fact that existing guidelines focus primarily on how to preserve privacy, dignity, autonomy and individual freedom in spite of advances in AI, while largely neglecting whether these principles could be promoted through responsible innovation in AI 110 .
The issue of trust in AI, while being addressed by less than one third of all sources, tackles a critical ethical dilemma in AI governance: determining whether it is morally desirable to foster public trust in AI. While several sources, especially those produced within the private sector, highlight the importance of fostering trust in AI through educational and awarenessraising activities, a smaller number of sources contend that trust in AI may actually diminish scrutiny and undermine some societal obligations of AI producers 111 . This possibility would challenge the dominant view in AI ethics that building public trust in AI is a fundamental requirement for ethical governance 112 .
The relative thematic underrepresentation of sustainability and solidarity suggests that these topics might be currently flying under the radar of the mainstream ethical discourse on AI.
The underrepresentation of sustainability-related principles is particularly problematic in light of the fact that the deployment of AI requires massive computational resources which, in turn, require high energy consumption. The environmental impact of AI, however, does not only involve the negative effects of high-footprint digital infrastructures, but also the possibility of harnessing AI for the benefit of ecosystems and the entire biosphere. This latter point, highlighted in a report by the World Economic Forum 113 though not in the AI guidelines by the same institution, requires wider endorsement to become entrenched in the ethical AI narrative. The ethical principle of solidarity is sparsely referenced, typically in association with the development of inclusive strategies for the prevention of job losses and unfair sharing of burdens. Little attention is devoted to promoting solidarity through the emerging possibility of using AI expertise for solving humanitarian challenges, a mission that is currently being pursued, among others, by intergovernmental organisations such as The international community seems to converge on the importance of transparency, nonmaleficence, responsibility, and privacy for the development and deployment of ethical AI.
However, enriching the current ethical AI discourse through a better appraisal of critical yet underrepresented ethical principles such as human dignity, solidarity and sustainability is likely to result into a better articulated ethical landscape for artificial intelligence.
Furthermore, shifting the focus from principle-formulation to translation into practice must be the next step. A global agenda for ethical AI should balance the need for cross-national and cross-domain harmonization over the respect for cultural diversity and moral pluralism.
Overall, our review provides a useful starting point for understanding the inherent diversity 
Methods
We conducted a scoping review of the gray literature reporting principles and guidelines for ethical AI. A scoping review is a method aimed at synthesizing and mapping the existing literature 118 , which is considered particularly suitable for complex or heterogeneous areas of research 118, 119 . Given the absence of a unified database for AI-specific ethics guidelines, we developed a protocol for discovery and eligibility, adapted from the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) framework 120 .
The protocol was pilot-tested and calibrated prior to data collection. Following best practices for gray literature retrieval, a multi-stage screening strategy involving both inductive screening via search engine and deductive identification of relevant entities with associated websites and online collections was conducted. To achieve comprehensiveness and systematicity, relevant documents were retrieved by relying on three sequential search strategies (cf. Within these additional 1020 link listings we identified 15 non-duplicate documents. After identifying relevant documents through the two processes above, we used citation-chaining to manually screen the full-texts and, if applicable, reference lists of all eligible sources in order to identify other relevant documents. 17 additional sources were identified. We continued to monitor the literature in parallel with the data analysis and until April 23, 2019, to retrieve eligible documents that were released after our search was completed. Twelve new sources were included within this extended time frame. To ensure theoretical saturation, we exhausted the citation chaining within all identified sources until no additional relevant document could be identified. Flowchart of our retrieval process based on the PRISMA template for systematic reviews 127 . We relied on three search strategies (linkhubs, web search and citation chaining) and added the most recent records manually, identifying a total of 84 eligible, non-duplicate documents containing ethical principles for AI.
Based on our inclusion/exclusion criteria, policy documents (including principles, guidelines and institutional reports) included in the final synthesis were (i) written in English, German, French, Italian, Greek; (ii) issued by institutional entities from both the public and the public sectors; (iii) referred explicitly in their title/description to AI or ancillary notions, (iv) expressed a normative ethical stance defined as a moral preference for a defined course of action (cf. SI Table S2 ). Following full-text screening, 84 sources or parts thereof were included in the final synthesis (cf. SI Table S1 ).
Content analysis of the 84 sources was independently conducted by two researchers in two cycles of manual coding and one cycle of code mapping within the qualitative data analysis software Nvivo for Mac v.11.4. During the first cycle of coding, one researcher exhaustively tagged all relevant text through inductive coding 128 attributing a total of 3457 codes, out of which 1180 were subsequently discovered to pertain to ethical principles. Subsequently, two researchers conducted the code mapping process in order to reduce subjective bias. The process of code mapping, a method for qualitative metasynthesis 129 , consisted of two iterations of themeing 128 , whereby categories were first attributed to each code, then categorized in turn (cf. SI Table S3 ). For the theming of ethical principles, we relied deductively on normative ethical literature. Ethical categories were inspected and assessed for consistency by two researchers with primary expertise in ethics. Thirteen ethical categories emerging from code mapping, two of which were merged with others due to independently assessed semantic and thematic proximity. Finally, we extracted significance and frequency by applying focused coding, a second cycle coding methodology used for interpretive analysis 128 , to the data categorized in ethical categories. Consistency check was performed both by reference to the relevant ethical literature and a process of deliberative mutual adjustment among the general principles and the particular judgments contained in the policy documents, an analytic strategy known as 'reflective equilibrium' which refer to "artificial intelligence" and/or "AI", either explicitly in their title or within their description (example: UK, House of Lords: "AI in the UK: ready, willing and able"); or -which do not contain the above reference in their title but mention "robot" or "robotics" instead and reference AI or artificial intelligence explicitly as being part of robots and/or robotics (example: "Principles of robotics"); or -which do not contain the above reference in their title but are thematically equivalent (by referring to "algorithms", "predictive analytics", "cognitive computing", "machine learning", "deep learning", "autonomous" or "automated" instead (example: "Automated and Connected Driving: Report"). -which self-proclaim to be a principle or guideline (including "ethics/ethical", "principles", "tenets", "declaration", "policy", "guidelines", "values" etc.); or -which is expressed in normative or prescriptive language (i.e. with modal verbs or imperatives); or -which is principle-or value-based (i.e. indicating a preference and/or a commitment to a certain ethical vision or course of action). Excluded sources:
websites and documents about robotics that do not mention artificial intelligence as being part of robots/robotics; and -websites and documents about data or data ethics that do not mention artificial intelligence as being part of data; Data protection regulation X.
IP law XI.
Human rights treaties XII.
Other rights & laws XIII.
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