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Resumo 
Os Sistemas Descritores são sistemas dinâmicos compostos por equações 
diferenciais e equações algébricas. Possuem algumas particularidades que 
justificam o uso de técnicas especiais para a resolução do problema de es- 
tabilização. Estas particularidades diferenciam tais sistemas dos sistemas 
normais, os quais são compostos apenas por equações diferenciais. 
O objetivo deste trabalho é estudar o problema Estabilização de Siste- 
mas Descritores por Realimentação de Estados, utilizando um procedimento 
em duas etapas que torne o sistema regular, estável e livre de impulsões. 
Propõe-se também, uma extensão para tratar o problema de Estabilização de 
Sistemas Descritores por Realimentação de Saida, no caso de Sistemas Des- 
critores, caracterizados por medidas independentes das variáveis algébricas 
e diferenciais. 
O Sistema é representado na forma algébrica-diferencial. Após a pri- 
meira etapa do algoritmo, responsável por regularizar o sistema e livrá-lo 
de impulsões, utiliza-se uma representação intermediária do sistema que 
desacopla as equações algébricas das equações diferenciais. Esta separação, 
permite o posicionamento de pólos para a estabilização do sistema propria- 
mente dita, desenvolvida na segunda etapa do algoritmo num sistema dife- 
rencial normal de ordem reduzida. 
São também apresentados resultados para o posicionamento de autoes- 
trutura finita de estabilização por realimentação de estados e por realimen- 
tação de saida, bem como exemplos ilustrativos de tais procedimentos.
Sumário 
1 Introdução Geral 
2 Sistemas Descritores 
2.1 Introduçao . . . . . . . . . . . . . . . . . . . . . . . . . . 
2.2 Equivalência . . . . . . . . . . . . . . . . . . . . . . . . . 
2.2.1 Primeira Forma Equivalente . . . . . . . . . . . . 
2.2.2 Segunda Forma Equivalente . . . . . . . . . . . . 
2.2.3 Terceira Forma Equivalente . . . . . . . . . . . . 
2.3 Estrutura de um Sistema Singular . . . . . . . . . . . . . 
2.3.1 Autoestrutura Relativa . . . . . . . . . . . . . . . 
2.4 Resposta Temporal . . . . . . . . . . . . . . . . . . . . . 
2.5 Estabilidade . . . . . . . . . . . . . . . . . . . . . . . . . 
2.6 Controlabilidade e Observabilidade . . . . . . . . . . . . 
3 Estabilização por Realimentação de Estados 
3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . 
3.2 Apresentação do Problema de Estabilização . . . . . . . 
3.3 Condições para a Resolução do Problema de Estabilização 
3.4 Metodologia para Estabilização . . . . . . . . . . . . . . 
3.4.1 Representação Algébrica-Diferencial. . 
_ 
. . . . . _ 
3.4.2 Metodologia para Estabilização em Duas Etapas . 
3.4.3 Algoritmo para Estabilização . . . . . . . . . . . 
3.5 Discussão .A . . . . . . . . . . . . . . . . . . . . . . . .. 
3.6 Posicionamento de Autoestrutura Finita . . . . . . . . . 
3.7 Exemplo . . . . . . . . . . . . . . . . . . . . . . . . . . . 
3.8 Conclusões . . . . . . . . . . . . . . . . . . . . . . . . _ . 
4 Estabilização por Realimentação de Saída 
4.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . 
vi 
z . . . . . . . 
. . . - . . . . 
. . . z « . . . 
. . . . . . . . 
. . . . . . . .
1 
00O00O¬]Ó3CDCJ'lU\ 
10 
12 
14 
18 
18 
19 
19 
20 
20 
22 
25 
25 
28 
30 
33 
34
34
4.2 Apresentação do Problema . . . . . . . . . 
4.3 Resultados Preliminares . . . . . . . . . . 
4.4 Estabilização de Saída para Sistemas MADI 
4.4.1 Estabilização em Duas Etapas . . . 
4.4.2 Algoritmo de Estabilização . . . . . 
4.5 Discussão . . . . . . . . . . . . . . . . . . 
4.6 Posicionamento de Autoestrutura Finita . 
4.7 Exemplo . . . . . . . . . . . . . . . . . . . 
4.8 Conclusões . . . . . . . . . . . . . . . . . . 
Conclusão 
A.1 Determinação de K2 . . . . . . . . . . . . 
B.1 Matriz Nilpotente . . . . . . . . . . . . . . 
B.2 Desigualdade de Sylvester . . . . . . . . . 
. . . . . . . . . . . . . . . . 
. . . . . . . . . . . › . z . . 
. . . . . . . . . . . . . . . 
         
Capítulo 1 
Introdução Geral 
Os sistemas descritores (também chamados sistemas singulares, ou ainda sistemas 
generalizados) são sistemas dinâmicos compostos por uma mistura de equações dife- 
renciais (ou à diferença) e equações algébricas. Os sistemas descritores aparecem com 
frequência na representação de muitos sistemas físicos, tais como: sistemas elétricos de 
potência, sistemas de controle, engenharia aeroespacial, projeto de reatores nucleares, 
análise de redes, sistemas econômicos, etc [7] [20] [21] [22] [27] [28] [34] [42] [31]. 
Devido à presença conjunta de equações diferenciais e algébricas, o problema de 
controle destes sistemas apresenta certas características que o diferenciam do controle 
dos sistemas representados apenas por equações diferenciais, aos quais nos referiremos 
como sistemas normais. Em particular, um sistema descritor pode apresentar com- 
portamento impulsivo ou com descontinuidades na origem, dependendo de algumas 
condições estruturais, da consistência das condições iniciais, bem como da função de 
excitação [20] [23] [29]. Além disso, de um ponto de vista estrutural, a dinâmica do 
sistema pode ser vista como uma composição de dois subsistemas: um subsistema de 
dinâmica lenta, que corresponde a um sistema normal (de ordem reduzida), associado 
aos autovalores finitos do sistema, e um subsistema de dinâmica rapida, associado aos 
autovalores infinitos do sistema. 
Estuda-se, então, o problema de controle de sistemas descritores lineares para a 
obtenção de três propriedades fundamentais que tornam o sistema em malha fechada 
[20] [22]: 
o regular, garantindo a existência e unicidade da solução para um sistema descritor; 
o livre de impulsões, significando que o sistema descritor não possui modos impul- 
sivos em sua soluçao; e
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0 estável, significando que todos os autovalores finitos do sistema estão localizados 
na região adequada do plano complexo. 
Cobb (1981) [8], foi o primeiro a descobrir uma realimentação de estados que elimina 
as impulsões do sistema, utilizando a decomposição em dois subsistemas: o subsistema 
lento e o subsistema rápido. Atendidas certas condições de controlabilidade, esta rea- 
limentação posiciona os autovalores infinitos em posições finitas do plano complexo. A 
partir da eliminação das impulsões, é possível estabilizar o sistema através de uma mu- 
dança na sua dinâmica lenta, o que significa nada mais que posicionar os pólos finitos 
em posições adequadas, resolvendo-se, assim, o problema de controle em duas etapas. 
Outros algoritmos propostos na literatura de controle de sistemas descritores 
também baseam-se nas duas etapas descritas acima, veja, por exemplo, [8] [20] [41]. 
Na primeira etapa, é garantida a regularidade do sistema e que o sistema é livre de 
impulsões, e na segunda etapa posiciona-se os pólos instáveis do sistema em posições 
adequadas do plano complexo, garantindo, assim, a estabilidade deste. Nos algorit- 
mos descritos em [8] [20], após a primeira etapa, utiliza-se uma troca de coordenadas 
para representar o sistema em dois subsistemas desacoplados que contém os modos 
dinâmicos finitos, a serem estabilizados, e os modos ”não dinâmicos”infinitos obtidos 
na primeira etapa. › 
O algoritmo originalmente proposto por Cobb [8] basea-se na decomposição do 
sistema na chamada forma de Weistrass [22], enquanto o algoritmo descrito em [20] usa 
a decomposição do sistema na forma algébrica-diferencial, para a realização da primeira 
etapa, e uma troca de coordenadas adequada para o desacoplamento necessário para a 
segunda etapa. Por outro lado o algoritmo proposto recentemente por Varga [41] utiliza 
transformações ortogonais para construir a solução do problema de estabilização, sendo 
assim, bastante atrativo do ponto de vista numérico. 
No método de Varga [41], obtém-se apenas um desacoplamento parcial após a pri- 
meira etapa, pois apenas os modos dinâmicos finitos são desacoplados dos modos não 
dinâmicos. Com este desacoplamento parcial dos subsistemas, obtém-se um ganho 
significativo em termos de operações a serem realizadas para obtenção da matriz de 
realimentação de estados [4l]. 
Existem também outros métodos para estabilização que utilizam o controle por rea- 
limentação de estados, eliminando as impulsões e posicionando os autovalores finitos de 
malha fechada, os quais não utilizam o procedimento' em duas etapas descrito acima. 
Entre estes métodos podemos citar uma extensão do método de posicionamento de 
autoestrutura de Moore [25] desenvolvida em [1] [32] e um método descrito em [44] que 
estabelece uma matriz de realimentção que posiciona os autovalores finitos e os infinitos
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do sistema de malha fechada. Pode-se citar ainda um procedimento de posicionamento 
de pólos, utilizando um controle proporcional derivativo, baseado apenas nas transfor- 
mações ortogonais das matrizes [3] e um procedimento que considera a construção de 
um controlador descentralizado [14] que estabiliza o sistema e o livra de impulsões . 
Dentro do contexto acima descrito, apresenta-se um algoritmo para a estabilização 
de sistemas descritores em duas etapas utilizando o controle por realimentação de es- 
tados. Os passos deste algoritmo são, essencialmente, baseados na representação do 
sistema numa forma algébrica-diferencial e no desacoplamento das equações diferenciais 
das algébricas. Uma particularidade do algoritmo desenvolvido é que este desacopla- 
mento pode ser obtido como solução de um sistema de equações algébricas, de forma 
numericamente estável. 
Seguindo o mesmo procedimento apresentado para o caso de estabilização por rea- 
limentação de estados, apresenta-se ainda neste trabalho uma extensão dos resultados 
obtidos para resolver um problema de estabilização de sistemas descritores por reali- 
mentação estática das saídas. Para a aplicação desta técnica, supõe-se que a equação 
de saída associada à representação algébrica-diferencial do sistema possui uma estru- 
tura particular, bloco-diagonal, que proporciona uma independência entre as medidas 
algébricas e diferenciais das variáveis de estado do sistema. 
Este trabalho é apresentado da seguinte forma. No capítulo 2, apresenta-se resulta- 
dos básicos da teoria de sistemas descritores necessários para a compreensão do proble- 
ma de controle tratado no decorrer deste trabalho. Dentre estes resultados, encontra-se 
uma descrição resumida das três formas equivalentes para a representação de sistemas 
descritores, a introdução do conceito de estabilidade e a análise da resposta temporal 
do sistema representado na primeira forma equivalente. Em vista disto, estuda-se o 
comportamento da estrutura de pólos finitos e no infinito e nas duas últimas seções 
apresenta-se os conceitos necessários para garantir a existência de uma lei de controle 
para a realimentação de estados e saídas respectivamente. 
No capítulo 3, descreve-se o problema de estabilização por realimentação estática de 
estados e as condições para a existência da solução e para a resolução deste problema 
representado na forma algébrica-diferencial. Esta forma é apresentada em uma das 
seções deste capítulo, onde descreve-se sua forma geral e como obtê-la. Ainda neste 
capítulo encontram-se os algoritmos de estabilização em dois passos e uma comparação 
com o algoritmo proposto por Varga [41]. E para finalizar apresenta-se um algoritmo 
para posicionamento de auto-estrutura finita seguido de um exemplo ilustrativo. 
No capítulo 4, apresenta-se a extensão dos resultados obtidos no capítulo 3, a fim 
de se obter estabilização de sistemas descritores através de realimentação estática das 
saídas, como citado anteriormente. Apresenta-se as condições de Controlabilidade e
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Observabilidade que garantem a existência da solução do problema de estabilização, 
bem como uma comparação com a técnica utilizada por Varga, caso fosse utilizada para 
realimentação de saída. Para completar o desenvolvimento da metodologia proposta, 
apresenta-se o algoritmo para a estabilização e um algoritmo para posicionamento de 
auto-estrutura finita. 
O capítulo 5 é destinado à exposição das conclusões gerais e algumas sugestões 
para o desenvolvimento de trabalhos futuros utilizando a teoria de sistemas descritores 
e outras ferramentas utilizadas para a estabilização de sistemas lineares tais como: 
LMIS, Controle Ótimo e Funções de Lyapunov.
Capítulo 2 
Sistemas Descritores 
2. 1 Introdução 
Os sistemas descritores, em tempo contínuo, sao sistemas dinâmicos descritos por 
uma mistura de equações algébricas e diferenciais. A equação dinâmica que descreve 
os sistemas descritores tem a forma: 
Ex = Az )+ Bu ú 
y : cmi 
( ) (21) fx/-\ BLFL \_/\_/ apbä 
\_/ 
onde 2: E ÉR", u G §R'" e y E ëltp, representam respectivamente os vetores de estado, 
de entradas de controle e de saídas do sistema ; E G §R"×", A 6 §R“×", B G ÉR"×m, 
C G ãfšpx". Assume-se que ao longo do texto o posto (E) = r < n, caracterizando a 
singularidade do sistema. 
Apresenta-se a seguir a definição de regularidade do par (E, A), condição necessária 
e suficiente para a existência e unicidade da solução para um sistema descritor [20] [11]. 
Definição 2.1.1 : Sejam dadas duas matrizes (E, A) E 9“t"×”. O par (E,/1) é chamado 
regular se existe uma constante escalar oz E C tal que 
| 
aE + A|;6 0 ou, simplesmente, 
|sE - A|;É 0. 
Muito embora o sistema homogêneo (não controlado) possa ser não regular, é im- 
portante ressaltar que é possível garantir a unicidade da solução de um sistema de 
malha fechada através da aplicação de uma entrada de controle adequada [33]. Neste 
capítulo detém-se, principalmente, na análise de sistemas descritores onde o par (E, A) 
é suposto ser regular. Nos dois capítulos subsequentes, aborda-se 0 problema de regu- 
larização em malha fechada pela utilização de realimentação de estados e estática das 
saídas.
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2.2 Equivalência 
As equações que descrevem um sistema real ou um modelo matemático podem ser 
obtidas através da seleção de variáveis de estado apropriadas. Esta seleção não é única, 
existindo assim, formas equivalentes para a representação dos sistemas. A utilização 
de representações equivalentes tem importância tanto para a análise e compreensão de 
sistemas descritores, como para o desenvolvimento de resultados teóricos e de algorit- 
mos para o cálculo de leis de controle que modifiquem adequadamente a dinâmica do 
sistema. A seguir, apresenta-se a decomposição do sistema descritor em três formas 
equivalentes, utilizadas na representação de sistemas descritores, e que nos permitem 
desenvolver os conceitos e resultados deste trabalho [20]. 
2.2.1 Primeira Forma Equivalente 
A primeira forma equivalente, chamada Decomposição Padrão, basea-se no Lema 
seguinte [20]: 
Lema 2.2.1 : (E,A) é regular se, e somente se, existem duas matrizes não singulares, 
U G §R"×“ e V E §R"×", tais que: 
In 0 A O UEV = 1 UAV z 1 (2.2) 
~ O N O In, 
onde nl + nz = n e N G §R"2×"2 é uma matriz nilpotente tal que Na = 0, sendo cz o 
índice de nilpotência. 
A partir do Lema 2.2.1 deduz-se que para qualquer sistema descritor da forma 
(2.1), onde (E,A) é regular, existe uma transformação de coordenadas x = Vz tal que 
o sistema (2.l) é equivalente a: 
Im O ¿1(t) _ A1 0 Z1( ) _ B1 u io NHz'z<›f›i`i0 1mHzz‹› + Bz (23) 
vziv, W] z uz Z; (za) 
<~LH- 
onde 
são matrizes que satisfazem às condições do lema 2.2.1, com V1 G §R"×"1 e V2 G §R"×"2 
e U1 E §R"1×", U2 6 §R"2×". Então,
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Z1 B1 U1 = V V = B _ z ii z1[z2] 6 B2 [U2 ‹z5› 
Esta decomposição não é única. As matrizes U e V podem ser obtidas por exemplo 
a partir da autoestrutura relativa do par (E, A) [22]. Como será mostrado a seguir, 
a Decomposição Padrão permite a compreensão da estrutura finita e no infinito do 
sistema e suas consequências no comportamento dinâmico deste. 
2.2.2 Segunda Forma Equivalente
_ 
Seja r = posto(E). Sabe-se que existem matrizes não singulares Q e P, de dimensão 
n, tais que QEP = diag (I,,0). Portanto,utilizando a transformação de coordenadas 
III - 
[ 
P1 P2 
:I 
I: 
:E2 
:I 
tal que o sistema (2.1) é equivalente az 
Ir 0 IÚ1 _ Â11 A12 $1 B1 
lo ol lzóz A21 AzzHz2( l+ B2 U (26) 
__ _ Qi B1 __ Qi P_[P1 P2] , Q_{Q2l zz B2 _[Q2 B (2.7) 
/\/ä 
ví-OL \/\/ 
LI 
/-\ 
<~|~°|- 
\_/\/ 
onde 
com P1 E §R”×', P2 E §R"×”“', Q1 6 §R'×" e Qz E 3?”`T×". 
A equação (2.6) representa a Segunda Forma Equivalente para o sistema (2.1), e 
pode ser obtida por Decomposição em Valores Singulares ou Decomposição QR [36] 
[37]. Assim, as matrizes Q e P não são únicas. Pode-se também observar que para 
a obtenção destas matrizes não é necessário supor a regularidade do sistema original, 
sendo assim de interesse para o desenvolvimento de resultados práticos. 
Sob esta decomposição, o sistema é representado por equações algébricas e equações 
diferenciais dando origem a uma Forma Algébrica-Diferencial que será utilizada pos- 
teriormente para representar o sistema a ser tratado neste estudo. A parte diferencial 
representa um subsistema dinâmico e a parte algébrica representa a conecção entre os 
subsistemas. Assim, observa-se que os sistemas descritores podem ser vistos como um 
sistema composto formado por alguns sistemas interconectados.
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2.2.3 Terceira Forma Equivalente 
Com base na definição de regularidade e assumindo o par (E,A) regular, sempre 
existe um escalar a tal que 
I 
a E + A |7É 0. Sejam, portanto, as matrizes de transfor- 
maçao: 
Q = (ozE+A)"1 
V P = In 
Entao, 
Ô-A = In - a(aE + A)`1E. 
Assim, o sistema (2.1) é equivalente a: 
Éw) = (1 _ 0zÊ)z(ú) + Êta) (2.s) 
ondeÊ='ÕEeÊ=ÕB. 
O sistema (2.8) representa a terceira forma equivalente do sistema (2.1). Logo, 
para um valor fixo de a, a terceira forma equivalente é única em relação à equivalência 
algébrica (similaridade) [20]. Ao contrário das duas decomposiçoes anteriores, este tipo 
de representação do sistema descritor não será explorada neste trabalho. 
2.3 Estrutura de um Sistema Singular 
2.3.1 Autoestrutura Relativa 
Para definir a autoestrutura relativa do par (E,A), toma-se a autoestrutura finita 
do sistema, sendo À, as raízes do equação A(s) = 
| 
sE - A |= 0 e define-se 
17, = dim N(z\,-E - A). 
onde N denota o espaço nulo. 
Para os autovalores finitos distintos, os autovetores correspondentes são represen- 
tados por v,-j e definidos por: 
(z\,›E - A) vi, = 0 j E ñ, (2.9) 
onde ñ, = {1, 2, . . .,17,-}. 
Para os autovalores finitos iguais, de multiplicidade k > 1, os autovetores corres- 
pondentes são reprsentados por vg- e definidos por:
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(,\,~E - A) zz,1°,.+1 = -Ezzf, , lz > 1 (2.10) 
Se 
| 
E |;É O, a relação acima pode ser utilizada para gerar os autovetores vij re- 
cursivamente, a partir do autovetor de maior posto. Esta construçao nos fornece a 
autoestrutura de E“1A. 
Caso a condição citada 
| 
E Iyá 0 não seja verificada, significa que o sistema possui 
autovalores infinitos. Neste caso, definiremos T1 = dim N e utilizaremos a autoes- 
trutura infinita do par (E, A) para a determinação dos autovetores correspondentes: 
0 Para autovalores infinitos de grau 1, teremos os autovetores correspondentes re- 
presentados por 1100,- e definidos pela relação: 
Eflooj = 0 , É Ú 
ondeñ={1,2,...,17}. 
0 Para os autovalores infinitos de multiplicidade k >e1, teremos os autovetores 
correspondentes representados por všoj e definidos pela relação: 
Evk+1 Avk~ 
, k > 1. (2.12) ‹×>J': <×>J 
Escrevendo-se os autovetores como colunas de duas matrizes não singulares, onde 
V corresponde à matriz de autovetores relativos aos autovalores finitos e infinitos e 
W corresponde à matriz de autovetores relativos aos autovalores finitos e infinitos 
multiplicados pelas matrizes E e A respectivamente, tem-se: 
V = vão]-J 
Fazendo P = V e Q = W`1 e calculando-se a matriz abaixo obtém-se: 
1,, - A o Q(sE - A)P = S 1 
o SN - 1,, 
o que resulta na Forma de Weierstrass do par (sE - A), semelhante à Decomposição 
Padrão (2.3), onde A1 é uma matriz que contém os autovalores finitos de (E, A) e N é 
uma matriz nilpotente representando os autovalores infinitos da autoestrutura relativa 
[22].
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Sabe-se que as posições em que os autovalores de um sistema se encontram são 
importantes, pois influenciam nas propriedades estáticas e dinâmicas de um sistema 
linear invariante no tempo. O estudo de posicionamento de autovalores é de suma 
importância na análise de sistemas descritores, sabendo-se que estes sistemas além de 
autovalores finitos possuem autovalores infinitos que afetam as propriedades da resposta 
destes. 
Em particular, a discussao acima permite definir: 
0 Autovalores finitos 
O polinômio característico para o sistema singular é dado por: 
A(s) =| sE - A |= ams” + . . . + als + ao. 
Os valores finitos de s que satisfazem A(s) :I sE - A |= O são chamados autova- 
lores finitos do sistema. Usa-se a(E, A) = {s 
| 
s E C, sƒmito, 
I 
sE-A |= O} para 
determinar o conjunto de autovalores finitos do sistema. Devido à singularidade 
da matriz E, o número de autovalores finitos é sempre menor que n para sistemas 
descritores [22]. 
0 Autovalores infinitos 
A estrutura de autovalores infinitos é determinada pelos zeros de (SE - A) no 
infinito, o que corresponde a - A) para s = 0. 
Os autovalores finitos do sistema estão diretamente ligados a estabilidade da respos- 
ta do sistema, enquanto os autovalores infinitos estão diretamente ligados à presença 
de modos impulsivos na resposta transitória do sistema, como será visto a seguir. 
2.4 Resposta Temporal 
Estando 0 sistema escrito na forma padrão (2.3), e considerando o fato de que 
N °“ = O (2.13) 
pela definição de matriz nilpotente (ver Apêndice B), o sistema pode ser dividido em 
dois subsistemas e a solução destes podem ser representadas como segue: 
o o subsistema lento: correspondente a um sistema normal de ordem T associado 
aos autovalores finitos do par (E,A), cujas trajetórias são escritas unicamente por:
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ú 
z1(t) = eA1tz1(0) +A eA*(t`T)B1u(1')d'r (2.14) 
0 o subsistema rápido: associado aos autovalores infinitos do par (E,A), cuja solução 
única é dada por: 
_ a_ 
z2(ú) = _ É õ<*°1>(r)Nfz2(o) _ 21 N*`B2u<i> (2_15) 
i=l i=0 
sendo ui a i-ésima derivada de u(t) e õ(t) a função impulso unitário. 
O subistema lento é uma equação diferencial ordinária, a qual possui uma única 
solução para uma condição inicial z1(0) e para qualquer função parcialmente contínua 
u(t). Este subsistema determina a estabilidade de (2.1), visto que os autovalores finitos 
são determinados apenas pela matriz A1. 
Os termos impulsívos na resposta dependem da multiplicidade dos autovalores no 
infinito. Assim, se tivermos oz > 1 na relação (2.13), tal que os autovalores infinitos 
possuam multiplicidade k > 1, existirão valores de z2(O) tal que a resposta possua 
termos impulsívos em z2(t). Por outro lado, se tivermos N = 0, o que corresponde 
a a = 1, a resposta do sistema não possui termos impulsívos e o sistema é livre de 
impulsões. Logo, pode-se constatar que os autovalores infinitos e consequentemente os 
termos impulsívos, estão diretamente relacionados ao subsistema rápido. Para maiores 
detalhes o leitor pode consultar [2] [20] [22] . 
Sabe-se que mesmo que não existam termos impulsívos na resposta do sistema, 
pode-se observar a presença de saltos finitos instantâneos na origem dos tempos devido 
à inconsistência das condições iniciais, o que pode ser prejudicial para o desempenho 
do sistema. Desta forma, este estudo se concentra no caso onde o sistema não possui 
impulsões, ou seja, N = 0. 
No instante inicial, a resposta do sistema é dada por: 
-'= €A1tZ1(0) 
zz = -2:';£‹S<“><t›N*zz‹0› 
_ Z1(0_) z(0-) -
[z2(0_) ]
. 
Para t > 0, zz(t) = 0. Logo,
N ›-I 
/-\/Â 
BO-K`4~ 
g/\_/
6
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_ lll'Ilt_)0+ Z1 _ Z1 
I: 
llII1¿_,()+ Z2(Ê) ] I: O :I 
Assim, se z2(0-) ;é 0, pode se observar que z(O+) 7É z(O-), o que implica na incon- 
sistência da condição inicial, e o sistema possui descontinuidades no instante inicial. A 
referência [23], pode ser consultada para uma melhor compreensão de como estes saltos 
são influenciados pela lei de controle e como tais influências podem ser exploradas para 
reduzi-los através de uma realimentação apropriada. 
2.5 Estabilidade 
Estabilidade é uma propriedade importante a ser considerada no desenvolvimento 
deste estudo, considerando-se que um sistema prático instável corre o risco de não 
funcionar satisfatoriamente ou até mesmo ser destruído ao ser implementado. Logo, 
esta propriedade garante um bom desempenho da solução do sistema assegurando o 
funcionamento satisfatório deste. 
Por simplicidade, considera-se apenas a estabilidade assintótica do sistema descritor 
autônomo: 
= Aa;(t) , com x(0)=:r0. (2.16) 
Aplicando a transformação de coordenadas x = Pz, o sistema (2.16) é equivalente 
ao sistema autônomo na forma padrão: - 
lí”illí;›l=lÊ1fÍ.llílííšl em 
21 __ zlo 
22 220 
Para t > O, o sistema (2.17) tem como solução: 
/'\/-\ @|-5% 
\./ 
onde 
/-\/\ 
ÊÊ \/\/ 
zl = eA1tz1(0) 
/'\/1 
Bb-PL 
ç/à 
22 .= 0 
Como, para t > O apenas o subestado z1 determina a dinâmica do sistema, tem-se 
que a condição
2. Sistemas Descritores 13 
||Z(f)||z < ||Pl|š1fl@`[”|IZ(0)||z , oâfl > 0 
é verdadeira se, e somente se, 21 (t) satisfaz a 
i 
||Z1(f)I|z < |IP||§10f@`”t|IZ(0)|Iz , t> 0, 
0 que é equivalente a o(A1) = cr(E, A) E C" [20]. 
Em vista deste resultado, pode-se escrever o seguinte teorema, que define a estabi- 
lidade do sistema (2.16) [20]. 
Teorema 2.5.1 : O sistema (2.16) é assintoticamente estável se todos os autovalores 
finitos definidos pelo conjunto o(E,A) = {s 
| 
s E C,sfinito,| sE - A |= O}, estão 
no semiplano esquerdo do plano complexo C” para sistemas contínuos e no interior do 
círculo unitário para sistemas discretos. ' 
Nota-se que na definiçao de estabilidade desconsidera-se o instante t _- 0, em funçao 
do possível comportamento impulsivo e descontínuo da solução neste instante [23]. 
0 Exemplo 1 : Dado sistema abaixo que descreve o circuito apresentado em [20]: 
|-lí-ii 
OOO›-› 
OOOO 
OO›-*O 
CDOOO 
nim: 
I-'mí-¬ 
O 
›-*O 
I-^OOi-\
O 
›-OOO 
\í|¡,_¡¡_¡oo 
êš
O 
zz = _1 1/sa) (2.1s) 
-1 
y = [ 0 0 1 (2.19) 
Através das matrizes de transformação U e V abaixo: 
O -1 1 O 
O O -1 -1 U = V = -1 1 0 1 
1 0 1 0 
0 sistema pode ser escrito na sua forma padrão equivalente: 
-1 -1 1 
i l 
= [“1]+ _01 vga) (2.2o) 
o o o 
OOOH CDO»-*O 
OO»-IO 
›-*DOO 
|---í_¬ 
©©©I-^ 
©©|-*O 
©©©© ©©O© 
8.8. 
:~:›- 
Oi-› 
©© 
OI-*OO 
\-*COC HN
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y=[01o0]{í;] (2.21) 
Analisando-se o sistema representado na forma padrão acima, pode-se concluir, da- 
do N = O, que o sistema não possui modos impulsivos. E calculando-se os auto- 
valores finitos do sistema verificamos que estes se encontram nas posições {-0.5 + 
0.8660254z`, -0.5 - 0.8660254i} do plano complexo. Logo, pode-se afirmar que o siste- 
ma é estável. 
o Exemplo 2 : Dado sistema descritor abaixo [20]: 
' = + 0 ) (222) 
y = [1 0 -1]z (223) 
Neste exemplo verifica-se que o sistema acima é composto apenas pelo subsistema 
rápido e que o indíce de nilpotência da matriz N é oz = 3 (ver apêndice B). Logo, o 
sistema possui apenas pólos infinitos, e sendo a multiplicidade do pólo maior que 1, o 
sistema possui termos impulsivos na resposta de estados. 
2.6 Controlabilidade e Observabilidade 
As definições de controlabilidade e observabilidade para sistemas de controle nor- 
mais, podem ser extendidas para sistemas descritores. No entanto diferentes tipos de 
controlabilidade e observabilidade podem ser identificadas no caso de sistemas descri- 
tores [19] [20] [43]. Nesta seção estuda-se as propriedades para um sistema descritor a 
partir das seguintes condiçoes: 
1. posto([aE - ÚA B]) = n, V (a,[5') G C2 \{(0,0)}; 
2. posto([ÀE - A B]) = rt, V ×\ G C; 
3. posto([E ASM B]) = n, onde as colunas de S00 geram o espaço nulo de E, ou 
seja, N (E). 
Para sistemas regulares, estas condições caracterizam a controlabilidade do sistema. 
Definição 2.6.1 : Seja o par (E, A) regular. 0 sistema descritor representado por 
(E, A, B) é completamente controlável (C-Controlável) se, e somente se, a condição 1 
é satisfeita.
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U 
Assim, o sistema descritor que satisfaz à condição 1 é controlável somente se, 
posto([E B]) = n. (2.24) 
A controlabilidade completa assegura que para qualquer estado inicial e final 
1120,22; G ÉR" do sistema, existe um controle admissível que transfere o sistema de :ro 
para :rf no tempo finito [20] [43]. 
Uma definíção menos restritiva de controlabilidade é dada a seguir: 
Definição 2.6.2 : Seja o par (E, A) regular. O sistema representado por (E, A, B) e 
fortemente controláuel (F-Controlável) se, e somente se, as condições 2 e 3 são satis- 
feitas. 
CI 
Observa-se que a C-Controlabilidade implica a F-Controlabilidade. Por sua vez, a 
condição 2 é derivada da condição 1, para 5 7É 0 e z\ = %, e a condição 3 é derivada 
da relação (2.24), sendo porém mais fraca. Os sistemas regulares que satisfazem ã 
condição 3 são usualmente chamados de sistemas controláueis no infinito ou impulso- 
controláueis [8] [42]. Para tais sistemas, os modos impulsivos podem ser eliminados por 
uma lei de controle adequadamente determinada. 
As condições de controlabilidade estão diretamente relacionadas ao posicionamento 
de autovalores finitos no plano complexo e à condição que permite a mudança de 
autovalores infinitos para posições finitas por uma realimentação de estados. Estas 
condições são conservadas sob algumas transformações do sistema, especificamente sob 
a aplicação de transformações de equivalência não singulares e de uma lei de controle 
de realimentação de estados proporcional. 
Também pode-se estender as definições acima de forma a se obter os conceitos de 
observabilidade. 
Definição 2.6.3 : Seja o par (E, A) regular, o sistema representado por (E, A, C) é 
completamente obseruável (C-Observáuel) se, e somente se, a condição 1 é satisfeita 
para o sistema dual, representado por (ET, AT, CT). 
' I] 
Definição 2.6.4 : Seja o par (E, A) regular, o sistema representado por (E, A, C) é 
fortemente observável (F-Observável) se, e somente se, as condições 2 e 3 são satisfeitas 
para 0 sistema dual, representado por (ET, AT, CT).
1
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El 
Existem outras formas para se definir controlabilidade e observabilidade que não 
serão tratadas neste estudo [2] [20] [22]. A maioria das definições relacionadas à 
dinâmica de sistemas descritores contínuos no tempo, dependem da regularidade do 
par (E, A). Este conceito é restrito pelo fato de que a regularidade não é assegurada 
por uma realimentação linear proporcional e muitos sistemas práticos estariam fora 
das análises propostas por tais definições. Tendo-se em vista tais restrições, em [33], 
é introduzido um novo conceito de regularizabilidade. Trata-se de uma extensão da 
regularidade e corrige as deficiências até então existentes. Com base neste novo concei- 
to, as definições relacionadas à dinâmica de sistemas descritores são modificadas a fim 
de se adaptarem à modificação introduzida. As condições que nos permitem resolver 
os problemas de controle tratados nos próximos capítulos são baseadas nas definições 
(2.6.2) e (2.6.4). Em particular, mostra-se que não é necessário considerar o sistema 
descritor a controlar regular para resolver os problemas colocados. 
0 Exemplo 3 : Dado o sistema representado abaixo: 
1 .72 
©©©©© 
-0.82
O 
0 
GO 
GCCGCD 
v-IOGOCD 
0 0 1.23 
1.1 0 0 
= 0 1.56 0 
O 0 1.98 
O 0 * 0 
1 0 O O 
y = 0 O 0 0 
0 0 O 1 
OCOOO
0 
1 cz
0
0 1.72 -15.48 0 
7. 0 -1 
0 0.41 -6.64 -2.34 
0 0 O 0.45 
1.01 ax + O 0 0 u
0 
O sistema pode ainda ser representado na Segunda Forma Equivalente: 
00 
©©©©›-* 
©©©›-*C 
©©›-=©© 
GOOCDG 
ooooo 
~I 
00 
5- 
oo 
P-* 
!"`oooo 
o I-\ 
I-^ 
o 
c>¡- 
cn 
!'*oooc> 
ow cn 
oooooÉ 0
0 
IU 
1.5 
0 _ 
10000 010003: 00001 
0 0 0 
-1 9 0 
7 0 -1 
a:+ 0.5 0 -2.85 u 
- 0 -8.09 0.45
2. Sistemas Descritores 17 
sob as matrizes de transformação, 
-O.5813953 -1
O 
Q = 1.2195122 = -1
O 
Oi-*O 
OO 
OOO OOO 
*U 
DOO 
P-*OO
O OOO 
OH
O 
-1 O 
OO ©© GO
O F-*O © 
©©
G 
P-*G 
COC 
~| 
encontradas neste caso particular através da decomposição do sistema em valores sin- 
gulares, 0 que nos leva à Forma Algébrica-Diferencial. 
V 
Analisando-se o sistema, pode-se afirmar que é não regular, instável e possui dois 
autovalores infinitos e três autovalores finitos posicinados em {-1.5, 0, 0}. No entanto, 
verificada a condição de fortemente controável e fortemente observável, nota-se que o 
sistema é estabilizável através da aplicação de uma lei de controle de realimentação de 
estados ou de realimentação das saídas apropriadas.
Capítulo 3 
Estabilização por Realimentação de 
Estados 
3. 1 Introdução - 
Neste capítulo, descreve-se o problema de estabilização de sistemas descritores 
utilizando-se o controle por realimentação de estados bem como as condições necessárias 
e suficientes para a existência da solução do problema.
_ 
Dentro deste contexto, apresenta-se um procedimento para a resolução do problema 
descrito, através de um algoritmo para a estabilização em duas etapas. Na primeira 
etapa, as impulsões são eliminadas e a regularidade do sistema é assegurada através 
de uma matriz de realimentação de estados preliminar. Na segunda etapa, a matriz 
de realimentação é determinada a fim de mover os autovalores (instáveis) do sistema 
modificado, após a primeira etapa para posições adequadas do plano complexo. Em 
particular, a segunda etapa recai necessariamente em um problema de estabilização de 
um sistema normal de ordem reduzida. Os passos deste algoritmo são, como colocado 
no capítulo introdutório, baseados na representação do sistema numa forma algébrica- 
diferencial e na utilização de uma representação intermediária do sistema que desacopla 
as equações diferenciais das algébricas, logo após a primeira etapa, pela utilização de 
uma transformação adequada. 
Vários algoritmos propostos na literatura de controle de sistemas descritores 
baseam-se nas duas etapas descritas acima [8] [20] [41] . Entre estes, o algoritmo 
proposto recentemente por Varga [41] utiliza transformações ortogonais para construir 
a solução do problema de estabilização, sendo assim bastante atrativo do ponto de vista 
numérico. Aproveitando-se os resultados obtidos por Varga, faz-se uma comparação
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entre o procedimento utilizado neste capítulo e suas implicações caso fosse utilizada a 
metodologia desenvolvida por Varga na resolução de um dos passos deste algoritmo. 
Em seguida, utiliza-se os resultados de base obtidos para estudar o problema de 
posicionamento de autoestrutura por realimentação de estados utilizando diretamente 
a representação algébrica-diferencial. Para finalizar, ilustra-se a utilização do algoritmo 
proposto, através de um exemplo numérico. 
3.2 Apresentação do Problema de Estabilização 
Considere o sistema descritor representado pela equação de estados linear e inva- 
riante no tempo : 
Ez;~(z) z Az(ú)+Bzz(z:) (ai) 
onde x G §R" e u E §R”', representam respectivamente os vetores de estado e de entradas 
de controle do sistema 
; 
E E §R"×", A 6 §R"×" e B G §R”×"” e posto(E) = r < n. 
O problema de estabilização a ser tratado consiste na determinação de uma lei de 
controle tipo realimentação de estados, 
u(t) = Fx(t), (3.2) 
com F E ãimx", tal que o sistema em malha fechada, 
= (A+BF)x(t) (3.3) 
representado por (E,A + BF, B), seja regular, livre de impulsões e assintoticamente 
estável. 
3.3 Condições para a Resolução do Problema de 
Estabilizaçao 
As condições para que (E,A,B) seja estabilizável no sentido colocado na secção 
2.6 são dadas a seguir. Elas descrevem fundamentalmente a possibilidade de mover 
os autovalores finitos instáveis para r posições estáveis e os autovalores infinitos para 
posições finitas no plano complexo [20] [22] [41] (vide definição 2.6.2).
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Teorema 3.3.1 : A solução do problema de estabilização existe se, e somente se, 0 
sistema (E,A,B) é fortemente estabiltzável, isto é, 
1. posto ([ÀE - A B]) = n, para todo z\ finito ,×\ G C'+. 
2. posto A500 B]) = n, onde as colunas de S00 geram o espaço nulo de E. 
Cl 
As condições 1 e 2 do Teorema 3.3.1 podem, obviamente, ser reescritas para 0 
sistema representado em diferentes coordenadas. Em particular, na próxima seção 
utiliza-se a representação do sistema na forma algébrica-diferencial, mais adequada 
que a decomposição padrão para 0 desenvolvimento de algoritmos [41]. 
.A demonstração da necessidade da condição 1 para a resolução do problema de 
estabilização pode ser encontrada em [20]. Uma interpretação da condição 2 é mostrada 
a seguir, utilizando-se a representação do sistema na forma algébrica-diferencial. 
3.4 Metodologia para Estabilização 
-Mostra-se de maneira construtiva que, satisfeitas as condições do teorema acima 
apresentado, é sempre possível construir uma realimentação de estados solução para o 
problema de estabilização. Para tanto, utiliza-se a representação do sistema descritor 
(3.1) na forma algébrica-diferencial e a reformulação correspondente das condições do 
teorema 3.3.1. 
3.4.1 Representação Algébrica-Diferencial 
Como citado no capítulo anterior, existem duas matrizes, Q e P, não singulares, 
tais que o sistema descritor (3.1) seja equivalente a [20]: 
Ir 0 331 __ A11 A12 1131 ) + B1 U (34) 
0 Ú 572 A21 A22 íl¡2() B2
i /\/'\ 90-FF 
\/\./ 
Iííl 
Fííi 
z-\ 
Ot-BL 
onde 
QEP: Ír 0 QAP: A11 /112 
0 0 A21 A22
B QB= 1 3;:
B2
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com A11 G §R'>” e Azz G 9?"`T×”". As matrizes Q e P podem ser determinadas, por 
exemplo, a partir de uma decomposição em valores singulares da matriz E. Neste caso, 
temos QTQ = I e PTP = I [36] [37]. 
Lema 3.4.1 : Assuma que o sistema esteja na forma (34 Então se A22 é inversi'vel: 
1. O par (sE - A) é regular. 
2. O sistema 1) não possui modos impulsivos. 
3. Os autovalores finitos do sistema são dados por o (An + A12A§21./121). 
Demonstração : Se A521 existe, temos para o sistema (3.4): 
aeú(sE - A) = dez: SI `
 A” “A” 
-A21 _A22 
ou seja, 
d€t(SE -“ = Cl6Í{-A22}d€t{(SI _- All) _ (A12A;21A21)} 
que por definição é não nulo [17]. Portanto (E,A) é regular. 
Além disso, os autovalores finitos do sistema correspondem às raízes da equação 
característica 
d6É(SE -' =-' d€t{(SI '*' A11) _ (A12A;21A21)} = O 
e como (Au - A1zA{z1A21) E W”, esta equação possui r raízes finitas. Assim, como 
0 número de autovalores finitos satisfaz a r = posto(E), o sistema não possui modos 
impulsivos 
III 
Utilizando-se a representação do sistema (3.1) na forma algébrica-diferencial e o 
fato de que as propriedades de controlabilidade são invariantes em relação à uma troca 
de coordenadas, obtém-se a partir do teorema 3.3.1 o corolário seguinte: 
Corolário 3.4.1 : A soluçao do problema de estabilizaçao existe se, e somente se, na 
representação algébrica-diferencial o sistema descritor satisfizer as condições abaixo: 
_ An _/112 1 _ ÀÍ B 
1. posto = n, para todo z\ finito, z\ E 0+. 
_A21 -A22 B2
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2. posto ([A22 Bzƒ) = n - r. 
Demonstração : Salienta-se apenas que para a representação algébrica-diferencial 
(3.4) do sistema descritor, temos: 
I O A12 B1 posto ASOO B]) = posto 
O O A22 B2 ) 
=n, (3.5) 
se, e somente se, posto ([A22 Bz]) = n - r. 
El 
A partir da condição 2 do corolário, verifica-se que para a eliminação de impulsões, 
é necessário e suficiente que os autovalores nulos de Azz sejam controláveis. Este 
resultado, básico para a realização da primeira etapa do algoritmo, é apresentado na 
forma a seguir: 
Lema 3.4.2 : Existe Fzz G §R'”×”"' tal que Az; + B2F22 é inversível se, e somente se, 
IJOSÉO ([A22 = TI, _ T. 
Demonstração : A condição acima é equivalente a 
posto ([ÀI,,_, - A2; 
I B2]) = n - r, para z\ = O. 
Isto significa que, se À = 0 é autovalor 'de Azz, ele é um autovalor controlável do par 
(A22, B2) e, portanto, existe Fzz E §R'”×"¬1 tal que À = O não pertence ao espectro de 
(Azz + B2F22) e portanto, (A22 + B2F22) é inversível. 
Cl 
3.4.2 Metodologia para Estabilização em Duas Etapas 
O resultado a seguir consiste, basicamente, na demonstração da suficiência das 
condições estabelecidas no corolário 3.4.1, e em consequência, no teorema 3.3.1. 
Proposição 3.4.1 : Seja 0 sistema descritor (514 ) fortemente estabilizável. Então, 
sempre existe uma matriz de realimentação de estados F = [Fu Fzzl, tal que o sistema 
em malha fechada 
Ír 0 Í1 _ A11 + B1F11 A12 + B1F22 $1(1Í) (3 6) 
O O ÍI2 A21 + B2F11 Â22 'l' BQFQ2 fII2(lí) ' 
/\/-\ Gbbt 
g/xz ml 
I__í¬
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e regular, não tem modos impulsívos e seus autovalores finitos são estáveis. 
Demonstração : Pode ser feita em duas etapas. 
0 Primeira Etapa : Define-se 
Í* 
H~<*|~ 
\_Z 
u(t) = [O F22 l {x1( 
) J 
+v(t) (3.7) 
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tal que (Azz + BzF22) seja inversível. A existência de Fzz é garantida pelo Lema 
3.4.2 e, pode por exemplo, ser construída utilizando técnicas de posicionamento 
parcial de autovalores para deslocar os autovalores nulos de A22 [9] [41]; Em 
particular, pode-se colocar a matriz A22 na forma de Schur, separando-se os 
autovalores nulos dos autovalores não nulos e, a seguir, reposicionar os autovalores 
nulos em posições adequadas do plano complexo 
A aplicação de (3.7) garante pelo Lema 3.4.1 que o sistema de malha fechada 
abaixo é regular e livre de impulsões: 
If 0 531 _ An Â12(F22) ífl1() B1 
lí) (li [332 A21 A22(F22)l 
+ 
B2 va) (38) 
/\/Á 
v4~<`|~ 
\¿\/ 
mit] 
FEI 
t`§~&6- 
onde 
Â12(F22) = Â12-l'B1F22 
A22(F22) = A22 + B2F22 
Segunda Etapa : Consiste em definir 
/'\ 
OI-Vi 
\./ 
z›(ú) = 
[ 
Fu 0 
] 
xll ) 
(3.9) 
122 
tal que os r autovalores finitos de malha fechada sejam estáveis. Note que v(t) 
garante as propriedades já estabelecidas no Passo 1. 
Assim, após eliminar-se as impulsões do sistema e assegurar-se a regularidade deste 
pela aplicação de u(t), dada em (3.7), multiplica-se o sistema descritor resultante, (3.8), 
pela esquerda) pela matriz L da forma : 
_ -1 
L : Â12(FÍ_2)/122 (F22)J (3_10)
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obtendo-se: 
= A1Íí”)A22?F22)H2Ê) + B1gÍ2)lv(t) (3.11) /¶/_\ vb-vb \_/§/ LI |_`íí1 Bhfik 
Q/ 
onde 
Â11(F22) = A11-°Â12(F22)A§z1(F22)Â21 
B1(F22) = B1_A12(F22)AÍ21(F22)B2 
O par (A11(F22),B1(F22)) é estabilizável [20]. Como A11(F2z) 6 §R"×' e 1° = 
posto(E), a matriz F11 deve ser escolhida tal que 
U(A11(F22)+B1(F22)F11) É C-. 
Definindo-se uma matriz de realimentação de estados F11 tal que os 1° autovalores 
finitos de malha fechada pertençam ao semiplano esquerdo, a partir da aplicação de 
(3.9) tem-se: 
fr 0 Í1 _ A11(F22) 0 $1 B1(F22)F11 Ú $1 
0 0 Í2 ) A21 A22(F22) íB2( ) B2F11 0 $2 
(3.12) 
Ir 0 IÊ1 _ A11(F11›F22) 0 -'131(É) 
l 0 0 l l IÊ2 A21(F11) A22(F22) l líL`2(í) l 
(3-13) 
onde . 
A21(F11) = Â21+B2F11 
A11(F11›F22) = A11(F22)+B1(F22)F11 
/Â/'\ <`¶~P4~ 
\_/ 
/'\/-\ 
fikfifi \/\_/ 
Iííl fil 
r'\ 
@|~@|~ 
\_/ 
Devido à forma bloco-triangular das matrizes envolvidas em (3.13)' pode-se verificar 
que o conjunto de autovalores finitos de malha fechada é : 
0(E,A + = U(Á11(F22) + B1(F22)F11) E C- 
I] 
É importante salientar que a matriz L definida por (310), também é utilizada em 
[20] como parte de uma transformação de coordenadas que desacopla os subsistemas 
lento e rápido obtidos após a primeira etapa. Do ponto de vista algorítmico, a de- 
monstração acima implica num procedimento de cálculo mais simples e econômico, 
comparado por exemplo a procedimentos que utilizem transformações ortogonais para 
0 desacoplamento do sistema, pois o desacoplamento obtido em (3.10) é apenas parcial.
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3.4.3 Algoritmo para Estabilização 
Baseado nos resultados anteriores, apresenta-se a seguir um algoritmo genérico para 
a estabilização de um sistema descritor da forma (3.l). 'Para tanto, assume-se que 0 
sistema (E,A,B) seja fortemente estabilizável. 
o Primeiro passo : Encontrar matrizes ortogonais Q e P, tais que : 
I, A QEP = O QAP = 11 A” QB = 
O 0 -421 A22 
Estas matrizes podem ser obtidas por decomposição em valores singulares ou 
decomposição Q-R [2] [36] [37]. 
0 Segundo passo : Calcular F22 G §R'"×"`” tal que Azz + BzFz2 seja não singular. 
A12(F22) = A12 + B1F22 
A22(F22) = A22 + B2F22 
0 Terceiro passo : Encontrara matriz X E §R'×("") tal que X A22(F22) = A12(F22) 
e fazer 
-A11(F22) = Â11 _ XA21 
B1(F22) = B1- XB2 
0 Quarto passo : Calcular Fu G §R”””, tal que a (A11(Fzz) + B1(F22)F11) 6 C". 
0 Quinto passo : Calcular a matriz de realimentação de estados na base original 
que estabiliza o sistema no sentido colocado: 
F : [F11 FQQJPT 
au 3.5 Discussao 
O algoritmo descrito acima é bastante similar ao algoritmo proposto por Varga [41], 
que utiliza apenas transformações ortogonais para a realização dos passos envolvidos
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no procedimento de estabilização. Concentrando-se, então, na segunda etapa do pro- 
cedimento descrito na demonstração da proposição 3.4.1, e comparando-a com a etapa 
correspondente no algoritmo de Varga, que utilizaria uma matriz de transformação 
ortogonal T G §R”×" ao invés da matriz bloco-diagonal L tem-se: 
T: Tll T12 G §Rn×z,¡ 
T21 T22 
tal que 
T11 T12 A12(F22) = 0 
, §R2 E §R(,,_,)×(n_,) 
T21 T22 Â22(F22) R2 . 
T11 0 _ T11 T12 Ír 0 
T21 0 T21 T22 0 0 
A11( ) 0 : T11 T12 
} [ 
An A12(F22) 
então, 
LÊ/"] 
A21( R2 T21 T22 Â21 A22(F22) 
E5 
B1 T11 T12 B1 
B2 T21 T22 B2 
Pode-se notar que o problema de estabilização a ser resolvido por Varga seria en- 
contrar F11 tal que a(T11, A11(T) + B1(T)F11) E C`, onde Tu 6 §R'×'. 
I -X 
Muito embora a matriz L = OT 
I l 
, utilizada no presente trabalho, não 
'll-7' 
seja ortogonal, o sistema de equações 
XA22(F22) = Á12(F22) 
pode ser resolvido de forma numericamente estável pela utilização de Eliminação Gaus- 
siana com pivotamento ou por outros métodos de resolução de sistemas lineares. A 
tabela a seguir compara o número de operações envolvidas na obtenção das matrizes 
correspondentes ao passo 3 nos dois algoritmos [13] [15] [37]:
4i
v
Í
l
l
l
i 
«Í
1 
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Proposta Varga 
RGSOÍUÇÕO dê XA22 = A12 
por Eliminação Gaussiana 
Decomposição Q-R : 
A22 R2 
2<n - f›2<%-T) fl‹›z›s 
An = Â11 _ XA21 
r2(2n - 21' - 1) flops
s 
-411 = T11-411 + T121421 
r2(2n - 1) flops 
B1 = B1 - XB2 
rm(2n - 2r - 1) flops 
B1 = T11B1+ T12B2 
rm(2n - 1) flops 
A Decomposição Q-R pode ser obtida através de algoritmos baseados nas trans- 
formações de Householder, Block Householder, Givens e Fast Givens- Em todos estes 
algoritmos o número de operações em pontos flutuantes está na ordem de O(n2) [13] 
[15] . No entanto, os resultados desta tabela são baseados no algoritmo que utiliza a 
Transformação de Householder para a obtenção desta decomposição. 
Para a resolução do sistema linear, os resultados utilizados são relativos à Elimi- 
nação Gaussiana com Pivotamento Parcial. Assim, do ponto de vista do número de 
operações em pontos flutuantes, observa-se uma vantagem na utilização da transfor- 
mação bloco triangular L. 
Note-se ainda que no passo 2 é razoável considerar-se que F22 seja tal que Azz + 
B2F22, além de não singular, tenha um bom condicionamento numérico em vista da 
solução de (3.14). Além disso, no passo 4 do algoritmo proposto, qualquer procedimento 
para estabilização de sistemas normais pode ser aplicado para o cálculo da matriz F11, 
o que pode ser considerado vantajoso, tanto do ponto de vista algorítmico, quanto do 
ponto de vista teórico, em relação ao procedimento de Varga. 
Na seção a seguir, utiliza-se a transformação L para mostrar algumas relações exis- 
tentesentre a utilização do modelo do sistema na forma algébrica-diferencial e o sistema 
de ordem reduzida para o posicionamento dos pólos finitos.
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3.6 Posicionamento de Autoestrutura Finita 
Considera-se a matriz de realimentação de estados F11 que posiciona z\,~ como um 
autovalor finito de A11(F22) + B1(F2z)F11. Assim, a formulação seguinte fornece a 
relação entre as matrizes de malha aberta, os autovalores de malha fechada, o autovetor 
associado vil E 32' e a matriz de realimentação Fu [25]. 
›U.1
. 
[Au(F22) -À,-1, |B1(F22) ] 
l 
=o (3.15) 
onde 
'l.U¿ = F11U¿1 §Rm 
Alguns algoritmos de posicionamento de autovalores/autovetores por realimentação 
de estados consistem na escolha de r triplos (À,-, 11,1, wi) satisfazendo r equações como 
(3.15). Em particular, a partir da escolha de V1 = [vÍ,'u§,...,v}] tal que V1 é não 
singular, a matriz F11 solução da equação 
Fnlvš ,vá ,... ,vll=[w1 ,wz ,... ,wrl V (3.17) 
é tal que (z\,-, são os autovalores/autovetores de Á11(F22) + B1(F22)F11 [25]. 
Concentrando-se na relação (3.15) que descreve, para um dado z\,~, 0 conjunto de au- 
tovetores de malha fechada, candidatos a serem posicionados e suas respectivas direções 
tem-se da definição de (A11(F22),B1(F22),F11) que:
1 
[ 
Au ~ A1z<Fzz)A;;(Fzz)Az1 - AJ, 
¡ 
B1 - Aiz(Fzz›A;;(Fzz)Bz ] 
l l 
= 0 
(zm) 
é equivalente a 
C
É 
..›.N, 
~.,_. 
[ 
A11 _ /\¿I,~ 
I A12(F22) I B1 
:I 
í } 
: O 
onde 
'U3 : _Aš21(F22)A21U¿1 -' Aà1(F22)B2U)¿
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Esta última relação pode ser reescrita como : 
A22(F22)Uš + 14217111 'i' Bzwi : O 
e (3.18) pode ser equivalentemente substituída por : 
An _ Àifr A12(F22) B1 
_ : (321) 
Â21 A22(F22) B2 
wi O 
O desenvolvimento acima é resumido pela seguinte proposição : 
G
Q 
am 
...,_. O 
Proposição 3.6.1 : Seja F2; E §R"'×”" uma matriz tal que A22(F22) = A22 + B2F22 
seja não singular. Considere o conjunto 
(›\¿ ,ívil ,'lU,;) , t=1,2,...,7`. U. 
tal que (321) é verificada. Se [ 11% ,vë , 1 é de posto completo e F11 verifica 
eu-, 
‹~›.›._.
É `l›-^
Q *lr--I F11[U% ,Uš , ]=['lU1.,'LUz,...,'lU,-:I 
z\,- , v 
para i = 1, 2, ..., r, são os autovalores finitos e os autovetores correspondentes do 
então
C 
«N 
~.,__ 
L_i__¡ 
L) 
sistema em malha fechada 
líií;ííäl=( 2113;: 
+ 
2; un 1) [íiíšl se 
EI 
Observe que, como resultado do procedimento de posicionamento de autovalores e 
autovetores, resultante da aplicação da proposição 3.6.1, tem-se na base original 
Então, na base original, a matriz F pode ser vista como a soma de duas matrizes
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de realimentação de estados, 
F : F1 + F2› 
onde, 
0 F1 = FUPIT posiciona os autovalores finitos de malha fechada, e 
o F2 = F22P2T elimina as impulsões e garante a regularidade do sistema. 
Apesar do desenvolvimento apresentado nesta seção ter sido obtido a partir da re- 
presentação do sistema descritor na forma algébrica-diferencial, a proposição pode ser 
reformulada na base original. A formulação do problema na forma algébrica-diferencial, 
além de facilitar o desenvolvimento acima, será verificada no próximo capítulo para tra- 
tar o problema de estabilização de saídas, cobrindo assim os propósitos deste trabalho. 
3.7 Exemplo 
Dado o sistema descritor representado pelas matrizes -abaixo, como apresentado no 
capítulo anterior, o problema consiste em se determinar uma matriz de realimentação 
F tal que o sistema em malha fechada seja regular, estável, livre de impulsões, e que 
os autovalores finitos do sistema sejam {-1, -2, -3}. 
O - 0
0 
E = O = O 1.56 0 1.01 
1.72 O
o 
ooooo coco?
% IQ 
ooooo 
›-oooo 
D=~ 
oo 
5"o 
If-¡ 
oo 
oo 
D--^ 
i-^ 
ozg 
ok, 
oo 
eo 
ooooo
o
0 
0.41 -6.64 -2.34 
0 0 0.45 
B = O O 0 
1.72 -15.48 O 
7. 0 -1 
Primeiro passo: As matrizes não singulares, Q e P, encontradas que transformam
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o sistema na forma algébrica-diferencial são :
O
O 
Q = 1.2195122
O
O 
©|-'©©© 
o que nos resulta as matrizes 
OOOO›-› QEP = ©©©›-*© ©©›-*CG ©©©©© 
QB 
OOOO 
OOOO 
OO»-› 
-1 
©©©©© 
-0.5813953 
QAP =
O
O 
1.1 
ll 
1: 
GGOQ 
OOQO 
-1 
I-*©©<D© 
1.15
O 
1.5
O
O
O
1
O
O 
-1.01 0 - 
-1 9 O 
7 O -1 
= 0.5 O -2.85 
!"ooc>o 
cn os 
©©©›-*Ó 
©I-“OGG 
ÕOGOG 
0 -8.09 0.45 
0 0 0 
Como já foi visto anteriormente, o sistema é não regular, instável e possui os auto- 
valores finitos posicionados em {0, O, -1.5}. 
Segundo passo: A matriz de realimentação Fzz calculada tal que A2; + B2F22 seja 
0 0 
= 0 0 
-1 1 
o que implica nas matrizes de realimentação: 
nao singular é : 
F22 
0. - 0. V 
-0.45 0.45 
Â12(F22) = 1- -1. A22(F22) = 
{ 
_1 56 O
} 2.8536585 -28536585
I 
e nos garante que o sistema é, neste momento, regular e livre de impulsões.
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Terceiro passo: A matriz X solução do sistema X Azz(Fzz) = A1z(F2z) é: 
0 0 
X = -2.2222222 0 
› -63414634 0 
As matrizes resultantes da transformação são: 
0 0 1.1511628 ^ -1 9. 0 
A11(F22) = -2.4444444 0 0 B1(Fgz) = 7. 0 0 
-6.9756098 0 -1.5 0.5 -8.097561 0. 
Os autovalores da matriz A11(F22) sao { 0, 0, -1.5 }. 
Quarto passo: Aplicando-se o posicionamento de autoestrutura [25] encontra-se a 
matriz Fu tal que os autovalores em malha fechada de A11(F22) + B1(F2z)F11 estejam 
nas posições {-1, -2, -3}: 
0.2849284 -00228016 -O.3931591 
Fu = -0.4674067 -00274957 -0.0429487 
0 0 0 
Quinto passo: A matriz de realimentação F = [Fu F22]PT, na base original, é 
dada por: 
-0.2849284 0 0.3931591 0 -00228016 
F= 0.4674067 0 0.0429487 0 -0.0274957 
0 -1 0 1 0 
Obtém-se em malha fechada: 
-3.2204012 2.34 1.1060161 -2.34 0.1732225 
1.1 -0.45 0 0.45 0 
A + BF = 0 1.56 0 0 1.01 
-7.7255328 0 1.9913884 0 0.3864141 
-1.994499 
0 
1 2.752l136 -1 -0.1596110 
Pode-se verificar que 0 par (E, A+BF) possui 1° autovalores finitos de malha fechada 
posicionados em {-1, -2, -3}.
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na 
3.8 Conclusões 
Apresentou-se, no decorrer deste capítulo, um procedimento geral para a estabili- 
zação de sistemas descritores por realimentação de estados, dividido em duas etapas. 
Este procedimento tem por objetivo obter um sistema em malha fechada regular, livre 
de impulsões e estável, garantidas algumas condições de estabilizabilidade do sistema. 
Na primeira etapa, calcula-se uma realimentação de estados preliminar que tor- 
na o sistema regular e livre de impulsões. A partir da representação do sistema na 
forma algébrica-diferencial, utiliza-se uma representação intermediária que desacopla 
parcialmente as equações diferenciais do sistema das equações algébricas. O uso desta 
representação, possibilita reduzir a segunda etapa do algoritmo ao cálculo de uma ma- 
triz de realimentação de estados que estabiliza um sistema normal de ordem reduzida, 
associado às equações diferencias, ou alocar seus autovalores em posições adequadas do 
plano complexo a fim de se estabilizar o sistema. 
Visto que no procedimento de estabilização de sistemas descritores, proposto recen- 
temente por Varga, estão envolvidas transformações ortogonais como ferramentas para 
desacoplar o sistema e reduzir a ordem deste, observa-se que o procedimento propos- 
to neste estudo é mais simples e mais econômico, pois consegue reduzir 0 número de 
operações de pontos flutuantes envolvidas na estabilização do sistema. 
Como extensão dos resultados obtidos neste capítulo, pode-se citar o procedimento 
em duas etapas para tratar o problema de estabilização de sistemas descritores por 
realimentação estática das saídas, para uma classe de sistemas tal que a representação 
algébrica-diferencial possua uma equação de saída com estrutura bloco-diagonal. Es- 
te estudo é apresentado no capítulo seguinte, bem como as condições envolvidas na 
determinação da solução deste problema. 
Além disso, pode ser de interesse introduzir nas duas etapas procedimentos que 
permitam atingir especificações complementares, tais como a minimização dos ”sal- 
tos”existentes devido a condições iniciais não consistentes ou ao desempenho da entrada 
de controle e suas derivadas. Estes saltos são descritos com propriedade em [23].
Capítulo 4 
Estabilização por Realimentação de 
Saída
S 
4.1 Introdução 
No capítulo anterior, estudou-se o problema de estabilização de sistemas descri- 
tores por realimentação de estados. Considerando-se os resultados obtidos, faz-se 
uma extensão para resolver um problema de estabilização de sistemas descritores por 
realimentação de saída. Neste caso, os sistemas são também representados na for- 
ma algébrica-diferencial, sendo caracterizados pela independência das medidas das 
variáveis algébricas e das variáveis diferenciais, implicando numa estrutura, bloco- 
diagonal, da equaçao de saída. Por admitirem este tipo de representaçao, estes sistemas 
serão chamados Sistemas Descritores de Medidas Algébricas-Diferenciais Independen- 
tes (MADI). Para exemplificar praticamente os Sistemas Descritores MADI, pode-se 
citar os Sistemas de Potência [16] [12] [10]. 
Devido a estrutura bloco-diagonal na equação de saída destes sistemas, pode-se re- 
solver o problema de estabilização em duas etapas, como no algoritmo apresentado no 
capítulo anterior [8] [41], sob a condição do sistema ser fortemente estabilizável e forte- 
mente detectável. A primeira etapa é utilizada para garantir a regularidade do sistema e 
eliminar as impulsões, e a segunda para posicionar os autovalores instáveis em posições 
adequadas do plano complexo que tornam o sistema assintoticamente estável. Após a 
primeira etapa, aplica-se ao sistema uma transformação particular intermediária que 
reduz a ordem do sistema descritor original, facilitando a estabilização propriamente 
dita, na segunda etapa do algoritmo. 
É importante observar-se que as condições para a resolução de um problema de
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realimentação de saída de um Sistema MADI sera derivado de algumas condições co- 
nhecidas para a solução de um problema geral de estabilização de Sistemas Descritores 
por realimentação de saída da forma: 
@§.t`#~ 
Eâza) z Az()+Bzi(z:) (41) 
:I/(Í) = 0w() (4-2) 
Observe-se que E = In no sistema acima, corresponde ao exemplo clássico de siste- 
mas diferenciais, ou sistemas normais. O sistema (4.1) e (4.2) podem ser facilmente 
colocados na representação algébrica-diferencial, onde a equação de saída não possui, 
em geral uma estrutura especial. Assim, pode-se mostrar como uma estrutura bloco- 
diagonal da equação de saída pode ser utilizada para resolver o problema apresentado e 
como técnicas de estabilização de sistemas normais por realimentção de saídas podem 
ser utilizadas nestes casos. 
Nas duas seções seguintes, apresenta-se alguns resultados conhecidos da teoria de 
controle de sistemas descritores lineares adaptados para o caso de Sistemas Descritores 
MADI, e resultados preliminares que garantem a existência da solução do problema 
de estabilização por realimentação de saída. Na seção 4 apresenta-se um algoritmo 
em duas etapas para estabilizar esta classe de sistemas e uma discussão que abrange 
alguns resultados provenientes da utilização deste procedimento. Um destes resultados 
é considerado na seção 5, utilizando-se posicionamento de autovalores. As duas últimas 
seções são destinadas para a apresentação de exemplos numéricos e conclusões. 
4.2 Apresentação do Problema 
Consideremos um sistema descritor representado por um conjunto de equações 
algébricas e diferenciais da forma: 
A A B 
g = H 12 ) + 1 u(t) (4.3) 
Azi A22 B2 
= C” O (4.4) 
0 022 
Iííèl 
c> 
.§¬
© 
CD 
mí] 
Sil'
| 
Q 
‹e 
H- 
&~2- 
IQ 
›- 
N 
›-I 
/-\/-\ 
f\/-\ 
Ok 
6* 
PF 
Oh 
\_/\/ 
\_/\/ 
|í.___iIIí.íI 
I'__í*'I 
|*ííI| 
| 
¡ 
||__'í'l 
5? 
H 
H
H 
N) 
›-I 
N; 
y... 
/'\f\ 
/\/-\ 
@§~ 
9+ 
\_/\/ 
3, 
°l` 
Ií___zI 
onde xl 6 ÊR' , :vz E §R"" , u E ÊW” , y1 E ?Rf“ e yz 6 ÉRW ; I, é uma matriz identidade de
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dimensão r e as outras matrizes envolvidas possuem dimensões apropriadas. Assume-se 
que posto (Cn) = pl e posto (022) = pz. 
A particularidade do sistema (4.3), (4.4) é que as medidas das variáveis algébricas e 
diferenciais (ou combinações delas) são independentes, como enfatizados pela estrutura 
da equação de saída (4.4). A lei de controle a ser utilizada é uma realimentação estática 
da saída, u(t) = K y(t), K E §lt”'×(p1*P”), que pode ser reescrita como: 
@§\V|~ 
\_/ 
u~>=lf« f‹z1l“í›l = M Kz1l%1¿llí;ííšl ea ÍU2 
onde K1 E §R'"×P1 and K2 G §R'"×P2. 
Assim, o sistema em malha fechada é dado por: 
Ir Ú IÊ1 _ A114' B1K1C11 A12 + B1K2C22 331(É) (4 6) 
0 0 .ez Am + B2K1C11 Azz + B2K2c22 zza)
` /-\/'\ 0+-9* \/\_/ lízzil 
líííl 
e o problema de estabilização de saída de Sistemas Descritores MADI a ser tratado é 
o seguinte: 
Dado um Sistema Descritor MADI (43) e (44) encontrar uma lei de controle de 
realimentação estática de saída (45) tal que 0 sistema em malha fechada (4.6`) seja 
regular, livre de impulsões e assintoticamente estável. 
4.3 Resultados Preliminares 
As proposições seguintes são baseadas nas definições (2.6.2) e (2.6.4), resultados 
apresentados no capítulo 2 para a controlabilidade e observabilidade aplicados aos 
sistemas descritores representados na Forma Algébrica-Diferencial (4.1) (4.2). Estes 
resultados são básicos para a resolução do problema de estabilização po realimentação 
das saídas de Sistemas Descritores MADI. 
Proposição 4.3.1 : O sistema (43) é fortemente estabilizável se, e somente se, as 
duas condições abaixo são uerificadas: 
1. _ - B 
posto 
AI An A12 1 = n 
, 
.V À G 0+. (4.7) 
--421 -A22 B2
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2. 
p0st0([A22 B2]) = n - r (4.8) 
É] 
As condições para um sistema (4.3), (4.4) ser fortemente detectável são duais das 
condições (4.7) e (4.8). Em particular, a condição de detectabilídade, dual da condição 
1 de estabilizabilidade, se traduzirá em: 
ÀI, - A -A 11 12 
/VT _ An 
-A21 -A22 _ posto O O n ‹-› posto A21 = 1" , V z\ E C1", 
(il 0 C” 22 
(4.9) 
pois 022 G §RP2×""' tem, por hipótese, posto igual a pz. 
Proposição 4.3.2 : O sistema e (44) éƒortemente detectável se, e somente se, 
as duas condições abaixo são verzficadas: 
1. 
posto A21 = r , V z\ E C'+. (4.10) 
C11 
2.
A 
posto 22 = n - 1' (4.11) 
C22 
4.4 Estabilização de Saída para Sistemas MADI 
4.4.1 Estabilização em Duas Etapas 
Mostra-se a seguir que, considerando-se o sistema (4.3), (4.4) fortemente estabi- 
lizável e fortemente detectável, o problema de Estabilização de Saída de um sistema 
MADI também pode ser resolvido em duas etapas: 
1. Definindo-se 
/\ 
BI-6+ 
g/ 
z1(ú)=[o K2] LÊ” +v(1) (412)
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tal que Agz + B2K2C'z2 seja não-singular. 
2. Definindo-se 
@l~¢|~ 
gx 
v(ú) = 
[ 
K¿ 0] [ylë J (4.13) U2 
tal que os 1" autovalores finitos de malha fechada sejam assintoticamente estáveis. 
Como ressaltado no capítulo anterior, este tipo de procedimento em duas etapas 
tem sido utilizado em muitos trabalhos para a estabilização de sistemas descritores por 
realimentação de estados [8] [41]. Assim, os resultados deste capítulo podem ser vistos 
como uma extensão direta do procedimento para uma classe de Sistemas Descritores 
MADI. 
As condições (4.8) e (4.11) podem ser equivalentemente reescritas como: 
posto([ÀI-A22 BzD=n-1* , para×\=0
e 
ÀI - A 
posto 22 =n-1° , para À=0 
Ú22 
Assim, se z\ = O é um autovalor de A22, este autovalor é controlável e observável. 
A partir destas condições, é sempre possível encontrar K2 tal que Azz + B2K2C'22 não 
possua autovalores iguais a zero e seja, portanto, inversível. (ver apêndice A) 
Considere o sistema abaixo, obtido pela substituição de (412) em (4.3) e (44): 
/'\/1 
t`|~<`6- \/\_/ 
ëi-Pfi [í;3Hí; l= í;1í;ííí1§llí;íš + 2; ~‹~ em 
onde K2 G §R'”×"'2 é tal que A22(K2) = Azz + BzK2C2z seja não-singular e A12(K2) = 
Pré-multiplicando (4.14) por 
1 -A12(K2)A-1(1‹2)
J 
L = 
I 
22 - (4.15) 
tem-se:
4. Estabilização por Realimentação de Saída 39 
(il [íiíšl «M_ 
ob oo lim! 
|í"_|l"íI 
'QQ 
8-8- 
I\D›-4 
l\'››-I 
/É/Â/5/\ 
Pb~t`b~ 
VLOL 
§/L/\_/à 
¿..._íIIiíI 
Ií*"II"'*_f 
Cb 
onde 
A11(K2) = A11_A12(K2)A§21(K2)A21 
B1(K2) = B1 _ A12(K2)Â§z1(K2)B2 
Substituindo v(t) = [K1 0] em (4.16) e (4.17) obtém-se: 
IT O _ A11(K1,K2) O $1(t) 
l O ol ln) 
~ 
l AM AM] [xml <4-18> 
onde 
Â21(K1) = Â21+B2K1C'11 
A11(K1,K2) = A11(K2)+B1(K2)K1C11 
PFPÕ-Ííiíi 
Q) 
QÊQÊ 
le-ÍN 
›-^ 
/¶Í_\ 
PO-P1~ §}\_/ 
L__..í| 
ou ainda 
A11(K1, K2) = (Au _ A12(K2)A§21(K2)A21) 'l' (B1 _ A12(K2)/1521 (K2)B2)K1Ú11 
A partir do Lema 3.4.1, os autovalores finitos de malha fechada são os autovalores de 
A11(K1,K2) , onde a matriz K1 deve estabilizar A11(K1, K2) = A11(K2)+B1(K2)K1C'11. 
De fato, o problema a ser resolvido nesta etapa é a estabilização por realimentação de 
saída v(t) = K1y1(t) do sistema normal (4.19) e (4.20): 
:¡:1(t) = A11(K2)x1(t)+B1(K2)v(t) (4.19) 
y1('É) = C11$1(Ê) 
As condições de estabilização para o sistema normal são bem conhecidas e estão 
diretamente relacionadas às propriedades de estabilizabilidade e detectabilidade do 
sistema. O resultado seguinte mostra que a aplicação de u(t) = K2y2(t) na primeira 
etapa, que elimina impulsões, implica na estabilizabilidade e detectabilidade do sistema 
normal (4.19) e (420) 
Lema 4.4.1 : Se o sistema (43) e (44) é fortemente controlável e fortemente ob- 
servável, então o sistema (419), (420) é estabilizável e detectável.
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Demonstração: Mostra-se apenas a parte da demonstração relativa à. detectabilidade. 
A demonstração da estabilizabilidade pode ser feita de forma semelhante (veja [20] 
Por hipótese, K2 E §R'"×P2 é tal que Azz + BzKzC22 é de posto completo e (4.10) é 
satisfeita.
' 
A condição de detectabilidade do sistema (4.19) e (4.20) pode ser verificada a partir 
da verificação do posto da matriz 
T(À,K2) z [Hr "â“(K2) 
l 
, V À e 0+. 
_
1 
Por outro lado, T(À, K2) pode ser decomposta em 
ÀI-An 
, ~A K A-IK T(/MK2) : 12( 23 22( 2) IO Azi
} 
P1 Cu 
A partir da Desigualdade de Sylvester [6] (ver Apêndice B) verifica-se que 
posto(T(z\, K2)) = 1' , V À G C'+. 
El 
4.4.2 Algoritmo de Eištäbilização 
Pode-se resumir a discussão anterior através da apresentação de um algoritmo 
genérico para a estabilização de sistemas descritores MADI:
_ 
o Primeiro Passo : Calcular K2 G §R'"×"2 tal que Azz + BzK2C'zz seja não singular 
e obter : 
/112(K2) = Â12 + B1K2C22 
A22(K2) = A22 + B2K2C22 
o Segundo Passo : Encontrar a matriz X E §R(”"'l×' tal que X A22(K2) = A12(Kz) 
e fazer 
A11(-K2) : A11_XA21 
B1(K2) = B1-XB2
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o Terceiro Passo : Calcular K1 E §R'”×P1 tal que a(A11(Kz) + B1(K2)KíC'11) G C* 
e obter : ' 
K=[K1 K2] 
av 4.5 Discussao 
Neste procedimento, o sistema é suposto fortemente estabilizavel e fortemente de- 
tectável, o que implica na existência de duas matrizes K1 e K2 que garantem a in- 
versibilidade de Azz(K2) e a estabilidade assintótica dos autovalores finitos de malha 
fechada. No entanto, pelo fato de se tratar de realimentação de saída, a aplicação 
destas técnicas particulares na primeira e na segunda etapa dependem da estrutura 
particular das matrizes envolvidas. 
O algoritmo em duas etapas descrito acima é similar ao algoritmo apresentado no 
capítulo anterior e se assemelha a alguns passos apresentados no algoritmo de Varga 
[41], para a estabilização por realimentação de estados de sistemas descritores gerais 
da forma (4.16). Em particular, Varga utilizou transformações ortogonais, para colocar 
o sistema (4.1) na forma (4.3), para eliminar impulsões e colocar o sistema na forma 
similar (416). 
Caso fossem utilizadas as transformações de Varga ao invés de (4.15), deveria-se 
calcular a transformação ortogonal: 
- T_ Tu T12 G §R,,×,, 
T21 T22 
tal que 
T11 T12 A12(K2) _ 0 
T21 T22 A22(K2) R2 
e como (4.2) deve ser pré-multiplicado por T, tería-se: 
\*j"3 
T11 T12 An A12(K2) _ Â11() 0 
T21 Tzz Azi Azz<Kz) 
`
Az1( Rz 
T11 T12 If 0 _ T11 0 
T21 Tgz 0 0 O O
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T11 T12 B1 : B1(T) 
T21 T22 B2 B2(T) 
Assim, calculando 
A11(K2) = T111411 + T12Â21 
B1 (K2) = T11B1 + T12B2 
E1 = T11 
tería-se que encontrar, na segunda etapa, K1 tal que 
U(E1,A11(K2) + B1(K2)K1C11) É C_- 
, I, -A K A`1 K Eimportante notar queamatriz L = 
í O 
12( 12) 22( 
gl 
utilizada tan- 
to neste capítulo como no anterior, é não ortogonal. No entanto, esta transformação 
sempre nos permite obter na segunda etapa um problema de estabilização de saída 
clássico, cuja solução pode ser determinada por inúmeros algoritmos existentes na lite- 
ratura. Além do mais, o sistema linear de equaçoes 
XA22(K2) = A12(K2) 
pode ser eficientemente resolvido por Eliminação Gaussiana por pivotamento parcial e 
é razoável pensar que a matriz K2 na primeira etapa deve ser tal que Azz(K2), além de 
não-singular, nos permita obter um sistema de equações lineares bem condicionado. 
Assim, desde que a solução de (421) é única, o par de ordem reduzida (An - 
A12(K2)A§21A21, B1 - A¡z(K2)A§21B2) pode ser obtido pela operação direta em matrizes 
completas, utilizando-se operações elementares apropriadas entre as colunas [36] [37]. 
O uso do sistema de ordem completa, ao invés do sistema reduzido na segunda 
etapa, também pode ser interessante para descrever o uso de procedimentos particu- 
lares de estabilização. A próxima seção explora o uso do sistema de ordem completa 
para mostrar como algumas técnicas de posicionamento de autoestrutura, podem ser 
aplicadas ao sistema descritor de ordem completa após a eliminação das impulsões.
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4.6 Posicionamento de Autoestrutura Finita 
Da mesma forma como foi desenvolvido no capítulofanterior para realimentação de 
estados, nesta seção apresenta-se um algoritmo de posicionamento de autoestrutura 
finita similar para realimentação das saídas. 
Considera-se na segunda etapa, a matriz de realimentação K1 que posiciona À, 
como um autovalor de A11(K2) + B1(Kz)K1C'11. Para simplificar a discussão, considere 
que o par (A11(K2), B1(K2)) é controlável e o par (C'11,A11(Kz)) é observável. Assim, 
a equação seguinte fornece a ligação entre as matrizes de malha aberta A11(K2) e 
B1(K2), o autovalor de malha fechada z\¿, o autovetor associado 'vil E ÊRT e o matriz de 
realimentação K1: _ 
lA11(K2) _ ×\z'Ír l B1(K2) l 
Í l 
: O (4-22) 
COH1 
wi = K1C11U¿1 É §Rm - 
Assim como para realimentação de estados, alguns algoritmos de posicionamento 
da estrutura autovalor/autovetor por realimentação das saídas consistem na escolha de 
pl triplos (À,-, U,-1, wi) satisfazendo pl equações da forma (4.22). Em particular, a partir 
da escolha de V1 = [vÍ,fu§, . . . ,v;1] tal que CUV1 é não-singular, a matriz K1 solução 
da equaçao 
K1C11[U% ,Uš ,... ,'U¿1]=[¶U1 ,'LU2 ,... ,'lU¡,¡] 
é tal que (À,~,v,1) são os autovalores/autovetores de malha fechada de A11(K2) + 
B1(K2)K1C11- 
Concentrando-se na relação (4.22), a qual descreve, para um dado À,~, o conjunto 
de autovetores de malha fechada alocáveis e as direções de entrada associadas, das 
definições de A11(K2) e B1(K2) tem-se que:
1 
[ 
An - A12(K2)A;,1(K2)A21 - À,-I, | B1 -~ A12(K2)A;21(K2)B2 ] 
Í l 
z 0 
(425)
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é equivalente a
_
C 
z‹.N 
..›.,_ 
[A11 _ /\¿I,- l A12(K2) I B1 1 
í 
1) 
il 
= O 
onde 
'Uš : -Áš_21(K2)A21U¡i _ Aš21(K2)B2w¿ 
Esta última relação pode ser reescrita como: 
A220? + A.21'U,¿1 + Bzwi = O 
e (4.25) pode ser equivalentemente substituído por: 
É
Q 
S.” 
S.›_¡ O 
A2l. A22 B2 
'U}¿ O 
A11 -Âifr A12(K2) B1 
} 
= 
[ } 
(428) 
O desenvolvimento acima mostra que, dada K2, é possível calcular o ganho de 
estabilização K1, para alocar autovalores finitos e autovetores associados, utilizando- 
se o sistema normal de ordem reduzida, como também o modelo descritor de ordem 
completa. A utilização do sistema completo pode ser mais atrativa do ponto de vista 
numérico, principalmente para sistemas de dimensões superiores, onde, em geral, as 
matrizes correspondentes possuem algumas propriedades de esparsidade, como é o caso 
dos Sistemas de Potência. A proposição seguinte resume a discussão acima. 
Proposição 4.6.1 : Seja K2 E §R”'×"2 uma matriz tal que A22(Kz) = Ázz + B2K2C'z2 
seja não-singular. Então qualquer conjunto alocáuel 
(~ lzl M) 
é. tal que (428) é uerificada. Além do mais, se C1; l ul ,vá ,... ,všl 1 é de posto 
completo e K1 satisfaz 
s.¡`-› 
‹~›.,_¡ 
1 1 1 _ K1C'11[u1 ,U2 ,... yum]-[w1 ,wz ,... ,wpll 
/\i ›
u 
para i = 1,2,. . .,p1, são autovalores finitos e os autovetores correspondentes do sistema 
então
É 
...N 
».,_. 
Li;
L)
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em malha fechada 
lí;ííšl=(lí;í í;:l+ 2; [K1 f‹z1l°¿“ àzlllíi l ea
U 
/\ 
Fl-bh \./\_/ 
Observe-se que nesta seção, explora-se apenas um resultado básico relativo ao pro- 
blema de posicionamento de autoestrutura por realimentação estática de saídas. Em 
particular, a utilização do resultado acima permite o posicionamento arbitrario de pl 
autovalores finitos. Os 1° - pl autovalores restantes são induzidos pela lei de controle 
utilizada, não havendo garantia de sua estabilidade. Além disso, se ml + pl > T, onde 
ml = posto(Bl), mostra-se em [4] [5], que é quase sempre possível posicionar autovalo- 
res escolhendo apropriadamente o autovetor vlp, na intersecção de alguns subespaços 
característicos de (All(K2), Bl (K2), Gll). 
Os resultados existentes em posicionamento de autovalores por realimentação de 
saída neste campo, são em grande número e não é o nosso objetivo aprofundarmo- 
nos neste tópico. No entanto, é importante ressaltar-se que estas muitas técnicas de 
posicionamento de autoestrutura existentes para estabilização de sistemas normais por 
realimentação de saída, podem se utilizados no contexto apresentado, se considerações 
apropriadas forem feitas [38]. 
4.7 Exemplo 
Dado o sistema descritor utilizado no capítulo anterior, representado na Forma 
Algébrica-Diferencial pelas matrizes abaixo, o problema consiste em determinar uma 
matriz de realimentação das saídas, K, tal que o sistema em malha fechada seja regular, 
estável, livre de impulsões, e que os autovalores finitos do sistema sejam {-1.5+z`, -1.5- 
z', -ô.4õ}. 
OC>OO›_› 
ooo._._o 
oo,_.o§: 
99999 
_oo_oc>o 
5-* I-^ 
›-9o99 
I-l 
I-l 
99 
9;- 
Cfl 
3-^g:>ç>oc> 
Cn 
.. 
O5 
ooçoo 
. 0. . 
. . . . O _ 
E= . _ A= 0. -1.5
0.
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-1 9 0. 
7 0 ' -1 1 0 0 0 0 
B = 0.5 0 2.85 C = 0. 1 0 0 0 
0. -8.09 0.45 0. 0 0 0 1 
0. 0 0. 
Como já foi visto anteriormente, o sistema é não regular, instável e possui os auto- 
valores finitos posicionados em {0, 0, -1.5}. 
Primeiro passo: A matriz de realimentação K2 calculada tal que Azz + B2K2Czz 
0.2113 
K2 = 0.7560 
seja nao singular é : 
0.7560 
o que implica nas matrizes de realimentaçao: 
0 6.5930 
_ O 61162 AK=01.4791 AK: ' _' 12( 2) 22( 2) [_1'56 O i 0 0.1050 
Segundo passo: A matriz X solução do sistema X A22(Kz) = A12(Kz) é: 
-1.0780 0 
X = -0.2418 0 
-0.01717 O 
As matrizes resultantes da transformaçao sao: 
_1.1s57 0. 1.15 -1 0.2794 0.4351 
rA11(Kz)= -0.2560 0. 0. B1(Kz)= 7 -1.9553 -0.8912 
-0.0189 0. -1.5 0.5 -0.1389 -2.8423 
Terceiro passo: Aplicando-se o posicionamento de autoestrutura encontra-se a 
matriz K1 tal que os autovalores em malha fechada de A11(Kz) + B1(K2)K1C'n estejam 
nas posições {-6.45, -1.5+i, -1.5-i}: 
0.4497 -1.1638 
K1 = -0.1241 0.3216 
1.1352 -2.1727
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e a matriz de realimentação é dada por: 
0.4497 -1.1638 0.2113 
K= -0.1241 0.3216 0.7560 
1.1352 -2.1727 0.0002 
Obtém-se em malha fechada: 
-1.5665 4.0586 1.15 6.5931 
2.0128 -5.9738 0 1.4791 
A + BKC = -3.0106 5.6102 -1.5 0.1050 
-0.4147 -3.5798 0 -6.1163 
-0 -1.01 0 - 
Focco 
cn ou o 
Pode-se verificar que o par (E, A+BKC) possui os autovalores finitos de malha 
fechada posicionados em {-6.45, -1.5+i, -1.5-i}. 
nv 4.8 Conclusoes 
Explora-se neste capítulo a estrutura de Sistemas Descritores MADI, para apresen- 
tar um procedimento genérico em duas etapas, para se resolver 0 problema de estabi- 
lização por realimentação de saída. 
Neste capítulo, mostra-se principalmente resultados relativos à segunda etapa, que 
permite posicionar pl autovalores ñnitos de malha fechada na região de estabilidade do 
plano complexo. O uso de uma transformação apropriada do sistema possibilita mostrar 
que os calculos da segunda etapa correspondem ao calculo de uma realimentação de 
saída e um ganho de estabilização para um sistema normal de ordem reduzida. 
Inspirando-se em resultados prévios de [20], apresenta-se no Apêndice A um resulta- 
do que permite realizar de maneira sistemática a obtenção da matriz de realimentação 
utilizada na primeira etapa. Esta construção nos fornece mais liberdade na escolha des- 
ta matriz. Estes resultados foram apresentados para um sistema de ordem reduzida, no 
entanto, estes cálculos podem ser feitos em um modelo descritor de ordem completa. 
Este procedimento foi desenvolvido através do uso de posicionamento de autoestru- 
tura, entretanto outras técnicas tais como: LMI, Controle Ótimo, Funções de Lyapunov, 
Controladores Hoo, Observadores e Transformações de similaridade podem também ser 
utilizadas para a estabilização de sistemas descritores.
Capítulo 5 
Conclusão 
Neste trabalho, apresentou-se um procedimento geral para a resolução de um proble- 
ma de controle para a estabilização de sistemas descritores por realimentação estática 
de estados, dividido em duas etapas, com o objetivo de se obter um sistema em ma- 
lha fechada regular, livre de lmpalsões e estável. Cumpridas estas três especificações 
para um sistema descritor, podemos garantir a existência da solução do problema de 
estabilização proposto e um bom desempenho na resposta do sistema. 
No algoritmo proposto, calcula-se, na primeira etapa, uma realimentação de estados 
preliminar que torna o sistema regular e livre de impulsões. Utiliza-se, também, uma 
representação intermediária que desacopla parcialmente as equações diferenciais das 
equações algébricas. O uso desta representação possibilita reduzir a segunda etapa 
do algoritmo ao cálculo de uma matriz de realimentação de estados que estabiliza um 
sistema. normal de ordem reduzida, associado às equações diferenciais, o que significa 
alocar os autovalores finitos do sistema em malha fechada do sistema reduzido em 
posições adequadas do plano complexo. 
O sistema é representado na Forma Algébrica-Diferencial, uma forma equivalente 
que pode ser obtida por Decomposição em Valores Síngulares. Esta decomposição foi 
escolhida por ser mais apropriada para o desenvolvimento dos resultados apresentados 
e do algoritmo proposto. Nesta forma, o sistema é representado por equações algébricas 
e equações diferenciais. 
Utilizou-se o procedimento de estabilização de sistemas descritores proposto recen- 
temente por Varga, a fim de se estabelecer uma comparação com o algoritmo deste 
estudo. A metodologia do algoritmo de Varga também é baseado em duas etapas, sen- 
do que ao desacoplar o sistema para estabiliza-lo e reduzi-lo a um sistema de ordem 
reduzida, ele utilizatransformações ortogonais. Esta é a principal diferença existente
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entre os dois procedimentos, sendo que no algoritmo proposto neste trablho, utiliza-se 
uma transformação não ortogonal porém mais simples para desacoplar o sistema O uso 
desta transformação possibilita reduzir o número de operações de pontos flutuantes 
envolvidas no cálculo das matrizes de transformação do sistema. 
Como uma extensão dos resultados obtidos para a realimentação de estados, foi 
proposto um algoritmo para a estabilização de sistemas descritores por realimentação 
estática das saídas, garantindo-se no sistema algumas propriedades de controlabilidade 
e observabilidade, necessárias para a existência da solução do problema proposto. Este 
algoritmo é proposto para uma classe de sistemas também representados na Forma 
Algébrica-Diferencial, tal que se possua uma equação de saída com uma estrutura 
particular, bloco-diagonal, que separa as variáveis algébricas das diferenciais. A esta 
classe de sistemas chamamos Sistemas Descritores MADI e este procedimento pode 
ser utilizado para a resolução de uma classe de sistemas encontrados em Sistemas de 
Potência, tendo-se em vista a estrutura dos modelos utilizados nesta área de atuação. 
Assim como para o caso de realimentação de estados, na primeira etapa do algorit- 
mo, garante-se um sistema regular e livre de impulsões e na segunda etapa, posiciona-se 
os autovalores finitos do sistema, obtido após a primeira etapa e a transformação in- 
termediária, em posições adequadas do plano complexo. Para se realizar a etapa de 
estabilização propriamente dita, ou seja, posicionar os autovalores finitos de malha fe- 
chada em posições adequadas do plano complexo, apresentou-se ainda, neste estudo, 
um procedimento para o posicionamento de autoestrutura finita tanto para realimen- 
tação de estados quanto para realimentação das saídas. Este procedimento é baseado 
na metodologia de posicionamento de autovalor/autovetor desenvolvida por Moore, 
embora escrito de tal forma que possibilite a utilização do modelo descritor de ordem 
completa. A utilização do sistema de ordem completa pode ser mais atrativa do ponto 
de vista numérico, principalmente para sistemas de dimensões superiores. 
Neste estudo, utilizou-se o procedimento em duas etapas para estabilização de sis- 
temas descritores. No entanto, na literatura podemos encontrar outras técnicas que 
estabilizam sistemas descritores e os tornam livres de impulsões, utilizando Funções 
de Lyapunov [29] [30] [40] [45], Equações de Riccatti [2] [18] [45], Transformações de 
Similaridade [7], Controladores Ho., [24] [39], Observadores [26] [35] [46], L.M.I [24] e 
L.Q.R. [2] [18]. 
A forma que apresenta uma sugestão para a construção da matriz de realimentação 
de saída, que garante um sistema regular e livre de impulsões encontra-se no Apêndice 
A. Esta forma possibilita mais graus de liberdade na escolha desta matriz através da 
escolha da matriz arbitrária A, resultado este que pode ser utilizado e explorado em 
trabalhos futuros.
5. Conclusão 50 
, 
Além disso, pode ser de interesse introduzir nas duas etapas procedimentos que per- 
mitam atingir especificações complementares, como a minimização dos ”saltos” exis- 
tentes no caso de condições iniciais não consistentes ou até mesmo entradas de controle 
que gerem termos impulsivos na resposta do sistema.
Apêndice A 
A.1 Determinação de K2 
O resultado a seguir mostra como, sob as condições das definições 2.6.2 e 2.6.4, é 
possível construir uma realimentação de saídas para que 0 sistema seja livre de im- 
pulsoes. 
Lema A.1.1 : Seja i
L 
p0sto({Azz Bzl) = posto Ê22 = n - r, 
22 
então, existe K2, tal que 0 sistema em malha fechada 
Ir 0 Í1 ) _ Au A12(K2) $1() B1 
io ol la )l` A21 Az2(1‹2)l {z2()l+ B2 W) (Al) 
A12(K2) = Â12+B1K2Ú22 
A22(K2) = A22+B2K2Ú22 
É/_\ Fkfiš- 
06.00- 
onde 
é livre de impulsoes. 
A _ _ Prova : Suponha que posto([Azz Bz]) = posto 022 = n - T. Sejam Q e P, duas 
22 
matrizes não singulares, tais que: 
B5 __ _ I, 0 _ AP: B= Q22 ío ol Q2 B3 
Czzf = 
[ CÊ2 Câg 1 , onde posto([A22]) = z.
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Como 
_ B 'O Iz B1 
posto A22 Bzl) = posto Q[/122 B2 = posto 
O Bá 
= n - r,
2 
então, posto(B§) = n - r - z. 
Além disso, com B3 E §R"`T`”×'", então n - 1° - z S m, e B; é de posto completo 
por linhas. 
Do mesmo modo, A 
A22 Õ Ú A22 - Íz 0 posto = posto P = posto 
1 2 
= n ~ r, 
C22 0 Ípz 022 022 022 
então, posto(C'§2) = n - r - z. 
Além disso, com CÊ2 G §R"2×"'T"z, então n - r - z 5 pg, e CÊ2 é de posto completo 
por colunas. 
Assim, as matrizes BÊBÊT e C'§2C'§§¬ são não singulares. 
Seja K2 = BÊTACÊÉP, onde A G §R(""””)×(""`"”) é de posto completo, teremos: 
_ I, O _ _ B1 _ 
A22 + B2K2G22 = QT PT + QT Bâ BãTAO§g i 022 CÊ2 PT
2 
A22+B2K2C22 : Q 2 2T C‹2T 1 2 2T C2T 2 
2 2 22 22 2 2 22 22 
_T I, + BÊBÊTACÊZTCÉQ B§B§TAC'§§`C§2 FT 
B B A C' B B A C 
Como BÊBÊTACÊÍCÊQ é inversivel, a partir de propriedades de determinante de 
matrizes, temos: 
I 
Azz + BzKz0zz 
I 
= 
I 
BšBšT0š§ Gšz II Iz + B%BšTCšš`Cšz - [(B%BšTCšš`0šz) 
<0§zT0§z›'1<B§BäT>"1B§B§T0§š0êz1
I 
| 
Azz + BzKz0zz 
I 
= 
I 
BšBšT0šš`Cãz II Iz + B%BšT0šš”0ëz - B%BšTCš§0%z I 
_ | 
A22 + BzK2C22 
| 
= 
l 
BÊBÊTCÊÍCÊ2 |7É 0 
Logo, (Azz + BQKQC22) É inversível, demonstrando o resultado. Ú 
O resultado acima é semelhante ao Lema 3.5.1 em [20]. No entanto, a definição 
da matriz K2 dada acima coloca mais graus de liberdade na escolha de K2 através da 
matriz arbitrária A E §R(""`”)×(""“”). 
2 11 C' 0 I, 0 No caso de realimentaçao de estados, teremos = . Assim, 
0 C22 O In,-r
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a matriz F2; = BšTAÊz, com A singular e Íãz definida a. partir de Ê = [fil Í52], elimina 
impulsões.
Apêndice B 
B.1 Matriz Nilpotente 
Neste apêndice apresentaremos a definição de matriz nilpotente. 
A matriz nilpotente N representa a autoestrutura infinita relativa do sistema des- 
critor e é definida por: 
N = ®,7=1K,~ , 17 = dz'mN(E) 
onde Ki é um bloco de Jordan nilpotente de dimensão ai. 
Além disso, N°' = 0, e cv é o índice de nilpotência de (sE - A). Quando cz = 1, 
tem-se N = O. 
0 0 O 
o Exemplo: Seja N = 
Í 
1 0 0 
1 
. Para determinarmos o valor do índice de 
O 1 0 
nilpotência utilizaremos o fato de que N °' = 0. Desta forma, teremos oz = 3. N é 
portanto um bloco de Jordan de terceira ordem, e o autovalor tem multiplicidade 
maior que um. 
B.2 Desigualdade de Sylvester 
Através da Desigualdade de Sylvester, é possível estimar o valor do posto de um 
produto de matrizes. Esta relação é dada por: 
posto(A) +posto(B) - dz'm.comum(A, B) É posto(AB) 3 mz'n(posto(A),posto(B)).
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