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Abstract
We demonstrate a generalization of quantum discord using a general-
ized definition of von-Neumann entropy, which is Sharma-Mittal entropy;
and the new definition of discord is called Sharma-Mittal quantum discord.
Its analytic expressions are worked out for two qubit quantum states as
well as Werner, isotropic, and pointer states as special cases. The Re´nyi,
Tsallis, and von-Neumann entropy based quantum discords can be ex-
pressed as limiting case for of Sharma-Mittal quantum discord. We also
numerically compare all these discords and entanglement negativity.
Keywords: Quantum discord, Sharma-Mittal entropy, Re´nyi entropy,
Tsallis entropy, Werner state, isotropic state, pointer state.
1 Introduction
Entropy is a measure of information generated by random variables. In classical
information theory [1], we use Shannon entropy as a measure of information.
In quantum information theory, the von-Neumann entropy is the generaliza-
tion of classical Shannon entropy. In resent years, a number of entropies has
been proposed to measure information, for instance the Re´nyi entropy [2], and
Tsallis entropy [3], in different contexts. The Re´nyi entropy is a generaliza-
tion of the Hartley entropy, the Shannon entropy, the collision entropy and the
min-entropy. Also, the Tsallis entropy is a generalization of Boltzmann-Gibbs
entropy. The Sharma-Mittal entropy generalizes both Re´nyi entropy and Tsallis
entropy. Further generalizations of entropy functions are also available in the
literature [4], [5].
In quantum information and computation [6], quantum discord is a well
known quantum correlation, which was first introduced in [7], [8] as a quantum
mechanical difference between two classically equivalant definitions of mutual
information. In classical information theory, the Shannon entropy of a random
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varible X is defined by H(X) = −∑X=x P (X = x) log(P (X = x)), where P
is the probability function. Given a joint random variable (X,Y ), the mutual
information I(X;Y ) can be expressed by the following equations:
I(X;Y ) = H(X) +H(Y )−H(X,Y ) (1)
= H(Y )−H(Y |X). (2)
In quantum information theory, a quantum state is represented by a density ma-
trix ρ which is equivalent to the random variable X. Also, the Shannon entropy
was generalised by the von-Neumann entropy, given by H(ρ) = −∑i λi log(λi),
where λi is an eigenvalue of ρ. If ρ represents a bipartite quantum state in
H(a) ⊗ H(b), that is a state distributed between two parties A and B, then
the reduced density matrices ρa and ρb are considered as the substitutes of the
marginal probability distributions. Then, equation (1) can be generalised as
quantum mutual information I(ρ) which is expressed as,
I(ρ) = H(ρa) +H(ρb)−H(ρ). (3)
Also, the equation (2) can be generalised as
S(ρ) = H(ρa)−max{Πi}
[∑
i
piH(ρ
(i))
]
, (4)
where the maximization runs over all possible projective measurements {Πi} on
H(b), as well as
ρ(i) = (Ia ⊗Πi)†ρ(Ia ⊗Πi), and pi = trace(ρ(i)). (5)
The quantum discord is defined by D(ρ) = I(ρ)−S(ρ) [7]. An analytic expres-
sion of quantum discord based on von-Neumann entropy for two qubit states is
constructed in [9]. In resent years, the von-Neumann entropy was replaced by
the Re´nyi entropy, and the Tsallis entropy [10], [11], [12]. A recent review on
quantum discord and its allies is [13].
In this article, we replace the von-Neumann entropy with the Sharma-Mittal
entropy in the definition of quantum discord, first time in literature. Throughout
the article, we consider logarithm with respect to the base 2. The Sharma-
Mittal entropy [14], [15] of a random variable X is denoted by, Hq,r(X = x),
and defined by,
Hq,r(X = x) =
1
1− r
(∑
X=x
(P (X = x))q
) 1−r
1−q
− 1
 , (6)
where q and r are two real parameters q > 0, q 6= 1, and r 6= 1 [16], [17]. If limit
r → 1 in the above expression, we get the Re´nyi entropy:
H(R)q (X) = lim
r→1
Hq,r(X = x) =
1
1− q log
(∑
X=x
(P (X = x))q
)
, (7)
2
where q ≥ 0 and q 6= 1. Similarly, if r → q in the equation (6) we get the Tsallis
entropy:
H(T )q (X) = lim
r→qHq,r(X = x) =
1
1− q
(∑
X=x
(P (X = x))q − 1
)
, (8)
where q ≥ 0 and q 6= 1. The Sharma-Mittal entropy reduced to Shannon entropy
when both q → 1 and r → 1, which is
H(X) = lim
(q,r)→(1,1)
Hq,r(X = x) = lim
q→1
lim
r→qHq,r(X = x) = limq→1
H(T )q (X)
=−
∑
x∈X
P (X = x) log(P (X = x)).
(9)
Recall that, a density matrix is a positive semi-definite, Hermitian matrix with
unit trace. Hence, all its eigenvalues are non-negative.
Definition 1. Given a density matrix ρ as well as two real numbers q and r
with q > 0, q 6= 1, r 6= 1, the Sharma-Mittal entropy of ρ is defined by,
Hq,r(ρ) =
1
1− r
(∑
i
(λi)
q
) 1−r
1−q
− 1
 , (10)
where λis are eigenvalues of ρ.
The quantum mechanical counterparts of Re´nyi and Tsallis entropy can also
be generalised in a similar fashion. Also, the von-Neumann entropy is the
alternative of Shannon entropy in quantum mechanical context.
Definition 2. The Sharma-Mittal quantum discord of a quantum state in H(a)⊗
H(b), represented by a density matrix ρ is defined by |Dq,r(ρ)|, where
Dq,r(ρ) = Hq,r(ρb) + max{Πi}
[∑
i
piHq,r(ρ
(i)
a )
]
−Hq,r(ρ).
In the above definition, replacing Hq,r by H
(R)
q , H
(T )
q and H, we get the
Re´nyi, Tsallis, and von-Neumann quantum discord, which are denoted by |D(R)q |,
|D(T )q |, and D, respectively. It is proved that for all density matrices ρ the von-
Neumann discord D(ρ) ≥ 0 [18], which may not be true for Dq,r(ρ),D(R)q (ρ), and
D(T )q (ρ). For instance, consider a Werner state given by ρ =

.2 0 0 0
0 .3 −.1 0
0 −.1 .3 0
0 0 0 .2
.
We can calculate D.5,.4(ρ) = −.3992, and D(T ).5 (ρ) = −.3057. The idea of neg-
ative correlation has been considered in the theory of probability, but not well
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accepted in the quantum information theoretic community, till date. Therefore,
to assure non-negativity we consider the absolute value in the definition 2.
The motivation behind this work is to generalize the idea of quantum dis-
cord in an unified fashion. Calculating an analytical expression of discord is a
challenging task, as it involves an optimization term [19]. In the next section,
we construct the analytic expression of Dq,r(ρ) for two qubit states, as well as
D(R)q , D(T )q , and D as its limiting cases. Also, we compare each of them with
entanglement negativity, which is a well known measure of entanglement [20].
We also calculate the Sharma-Mittal quantum discord and its specifications for
Werner, isotropic, and pointer states. Then, we conclude this article with some
open problems.
2 Discord for two qubit states
2.1 Discord in general
Two qubit states which belongs to the Hilbert space H2⊗H2, act as the primary
building blocks for encoding correlations in quantum information theory. The
computational basis of H2 ⊗H2 is {|00〉 , |01〉 |10〉 , |11〉}. Recall that, the Pauli
matrices are
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 i
−i 0
]
, and σ3 =
[
1 0
0 −1
]
. (11)
The identity matrix of order 2 is given by I2 =
[
1 0
0 1
]
. In general, any two
qubit state is locally unitary equivalent to:
γ =
1
4
I +−→a −→σ ⊗ I + I ⊗−→b −→σ + 3∑
j=1
cjσj ⊗ σj
 . (12)
For analytical simplicity, and since we are just keen on the correlations in the
bipartite states, we consider those states with the maximally mixed marginals,
that is, we consider the following states:
ρ =
1
4
(I + c1σ1 ⊗ σ1 + c2σ2 ⊗ σ2 + c3σ3 ⊗ σ3) , (13)
where c1, c2, and c3 are real numbers. Expanding the tensor products we get,
ρ =
1
4

1 + c3 0 0 c1 − c2
0 1− c3 c1 + c2 0
0 c1 + c2 1− c3 0
c1 − c2 0 0 1 + c3
 . (14)
Lemma 1. If a matrix ρ = 14 (I + c1σ1 ⊗ σ1 + c2σ2 ⊗ σ2 + c3σ3 ⊗ σ3) , repre-
sents a density matrix of a quantum state, then −1 ≤ ci ≤ 1 for i = 1, 2, 3, and
c1 + c2 + c3 ≤ 1.
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Proof. The eigenvalues of ρ in terms of c1, c2, and c3 are,
λ0 =
1
4
(1− c1 − c2 − c3), λ1 = 1
4
(1− c1 + c2 + c3),
λ2 =
1
4
(1 + c1 − c2 + c3), and λ3 = 1
4
(1 + c1 + c2 − c3).
(15)
As ρ is a Hermitian matrix, all the eigenvalues are real. Also, ρ is positive semi-
definite matrix. Therefore, λi ≥ 0. As trace(ρ) = 1, we have λ0 +λ1 +λ3 +λ4 =
1. As λ0 ≥ 0 we have c1 + c2 + c3 ≤ 1. In addition, λ0 + λ1 ≥ 0 indicate c1 ≤ 1
and λ2 + λ3 ≥ 0 indicates c1 ≥ −1. Combining we get −1 ≤ c1 ≤ 1. Similarly,
−1 ≤ c2 ≤ 1, and −1 ≤ c3 ≤ 1.
Eigenvalues of a density matrix ρ suggest that the Sharma-Mittal entropy
of ρ is
Hq,r(ρ) =
1
1− r [
1
4
q(1−r)
(1−q)
{(1− c1 − c2 − c3)q + (1− c1 + c2 + c3)q
+(1 + c1 − c2 + c3)q + (1 + c1 + c2 − c3)q}
1−r
1−q − 1].
(16)
The Re´nyi entropy of ρ will be obtained by taking limr→1Hq,r(ρ) which is
H(R)q (ρ) =
1
1− q log(
1
4q
{(1− c1 − c2 − c3)q
+ (1− c1 + c2 + c3)q + (1 + c1 − c2 + c3)q
+ (1 + c1 + c2 − c3)q}).
(17)
Similarly, the Tsallis entropy will be limr→qHq,r(ρ) which is
H(T )q (ρ) =
1
1− q [
1
4q
{(1− c1 − c2 − c3)q + (1− c1 + c2 + c3)q
+(1 + c1 − c2 + c3)q + (1 + c1 + c2 − c3)q} − 1].
(18)
Also, the von-Neumann entropy of ρ is
H(ρ) =− (1− c1 − c2 − c3)
4
log
(1− c1 − c2 − c3)
4
− (1− c1 + c2 + c3)
4
log
(1− c1 + c2 + c3)
4
− (1 + c1 − c2 + c3)
4
log
(1 + c1 − c2 + c3)
4
+
(1 + c1 + c2 − c3)
4
log
(1 + c1 + c2 − c3)
4
.
(19)
Theorem 1. The Sharma-Mittal quantum discord of quantum state represented
by a density matrix ρ, mentioned in equation (13), is
Dq,r(ρ) = 1
(1− r)
[{
(1 + c)q
2q
+
(1− c)q
2q
} 1−r
1−q
− 1
]
+
21−r − 1
1− r −Hq,r(ρ),
5
where c = max{|c1|, |c2|, |c3|}, as well as q and r are two real numbers, such
that q > 0, q 6= 1, r 6= 1.
Proof. Recall the definition 2 of Sharma-Mittal quantum discord. We can check
that the reduced density matrices over the subsystems H(a) and H(b) are given
by ρa = ρb =
I2
2 , which is a density matrix which eigenvalues
1
2 . Now, the
Sharma-Mittal entropy of I2 is
Hq,r(ρa) = Hq,r(ρb) = Hq,r
(
I
2
)
=
21−r − 1
1− r . (20)
The local measurements for the party B along the computational basis {|k〉} is
{|k〉 〈k| : k = 0, 1}. Now, any von-Neumann measurement for the party B is
given by
Bk = V |k〉 〈k|V † : k = 0, 1, V ∈ U(2). (21)
Any unitary operator V ∈ U(2) can be expressed as
V = tI + iy1σ1 + iy2σ2 + iy3σ3, (22)
where t, y1, y2, and y3 ∈ R and t2 + y21 + y22 + y23 = 1. After measurement the
state ρ will be changed to an ensemble {pk, ρ(k)}, where
ρ(k) =
1
pk
(I2 ⊗Bk)ρ(I2 ⊗Bk)
=
1
pk
(I2 ⊗ V |k〉 〈k|V †)ρ(I2 ⊗ V |k〉 〈k|V †)
=
1
pk
(I2 ⊗ V )(I2 ⊗ |k〉 〈k|)(I2 ⊗ V )†ρ(I2 ⊗ V )(I2 ⊗ |k〉 〈k|)(I2 ⊗ V )†.
(23)
Simplifying we get,
ρ(0) =
1
2
(I + c1z1σ1 + c2z2σ2 + c3z3σ3)⊗ (V |0〉 〈0|V †),
and ρ(1) =
1
2
(I − c1z1σ1 − c2z2σ2 − c3z3σ3)⊗ (V |1〉 〈1|V †),
(24)
where z1 = 2(−ty2 + y1y3), z2 = 2(ty1 + y2y3), and z3 = (t2 + y23 − y21 − y22).
Also, p1 = p2 =
1
2 . It can be verified that z
2
1 +z
2
2 +z
2
3 = 1. Both of the matrices
ρ(0) and ρ(1) have two zero eigenvalues, and two non-zero eigenvalues, which are
(1−
√
c21z
2
1+c
2
2z
2
2+c
2
3z
2
3)
2 , and
(1+
√
c21z
2
1+c
2
2z
2
2+c
2
3z
2
3)
2 . Let θ =
√
c21z
2
1 + c
2
2z
2
2 + c
2
3z
2
3 .
Then the Sharma-Mittal entropies of ρ(0), and ρ(1) are
Hq,r
(
ρ(0)
)
= Hq,r
(
ρ(1)
)
=
1
(1− r)
[{
(1 + θ)q
2q
+
(1 + θ)q
2q
} 1−r
1−q
− 1
]
. (25)
Now, as pk =
1
2 , we have
∑1
k=0 pkHq,r(ρ
(k)) = Hq,r(ρ
(k)), which we need to max-
imize. Considering, c = max{|c1|, |c2, |c3|}, we have θ ≤
√
c2(z21 + z
2
2 + z
2
3) = c
6
which is the maximum value of θ. Putting it the expression of Hq,r(ρ
(0)) we
have
max
θ
(
Hq,r
(
ρ(0)
))
= max
θ
(
Hq,r
(
ρ(1)
))
=
1
(1− r)
[{
(1 + c)q
2q
+
(1− c)q
2q
} 1−r
1−q
− 1
]
.
(26)
Adding equation (20), (26) and (16) we get the result.
Corollary 1. The Re´nyi quantum discord of a two qubit quantum state given
by a density matrix ρ is
D(R)q (ρ) = 1 +
1
1− q log
[(
1 + c
2
)q
+
(
1− c
2
)q]
−H(R)q (ρ),
where H
(R)
q (ρ) is given by equation (17).
Proof. We have seen that the Sharma-Mittal entropy reduces to the Re´nyi en-
tropy if r → 1. From equation (7) we get H(R)q ( I2 ) = 11−q log( 12q + 12q ) = 1.
Taking r → 1, in the equation (26) we get, maxθ(Hq,r(ρ0)) = maxθ(Hq,r(ρ1)) =
1
1− q log
[(
1 + c
2
)q
+
(
1− c
2
)q]
. (27)
Hence, the result.
Corollary 2. The Tsallis discord of a two qubit quantum state given by a
density matrix ρ is
D(T )q (ρ) =
1
(1− q)
[{
(1 + c)q
2q
+
(1− c)q
2q
}
− 1
]
+
1
1− q (2
1−q − 1)−H(T )q (ρ),
where H
(T )
q (ρ) is given by equation (18).
Proof. We know that the Sharma-Mittal entropy reduces to Tsallis entropy if
r → q. From equation (8) we get H(T )q ( I2 ) = 11−q ( 12q + 12q − 1) = 11−q (21−q − 1).
Taking r → q, in the equation 26 we get,
max
θ
(
H(T )q
(
ρ(0)
))
= max
θ
(
H(T )q
(
ρ(1)
))
=
1
(1− q)
[{
(1 + c)q
2q
+
(1− c)q
2q
}
− 1
]
.
(28)
Hence, the result.
In the next proof, instead of using the definition of von-Neumann entropy
directly, we present the limit operations on Dq,r(ρ), explicitly. It justifies that
the conventional idea of quantum discord is a limiting situation of the Sharma-
Mittal quantum discord. Our result matches with the expressions derived in
[9].
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Corollary 3. The von-Neumann discord is given by
D(ρ) = 2−
(
1 + c
2
)
log (1 + c)−
(
1− c
2
)
log (1− c)−H(S)q (ρ),
where H
(S)
q (ρ) is the von-Neumann entropy of ρ.
Proof. We know that the Sharma-Mittal entropy reduces to Shannon entropy if
r → 1 and q → 1. Now,
H
(
I
2
)
= lim
r→1
H(T )q
(
I
2
)
= lim
r→1
1
1− r (2
1−r − 1) = lim
r→1
21−r log 2 = log 2 = 1,
(29)
using the L´Hoˆpital’s rule. Taking r → 1 and q → 1, in the equation (26) we get,
lim
(q,r)→(1,1)
max
θ
(Hq,r(ρ
(0))) = lim
(q,r)→(1,1)
max
θ
(Hq,r(ρ
(1)))
= lim
(q,r)→(1,1)
1
(1− r)
[{(
1 + c
2
)q
+
(
1− c
2
)q} 1−r1−q
− 1
]
= lim
r→1
lim
q→r
1
(1− r)
[{(
1 + c
2
)q
+
(
1− c
2
)q} 1−r1−q
− 1
]
= lim
r→1
1
(1− r)
[{(
1 + c
2
)r
+
(
1− c
2
)r}
− 1
]
.
Using the L´Hoˆpital’s rule the above expression, lim(q,r)→(1,1) maxθ(Hq,r(ρ(0))) =
lim(q,r)→(1,1) maxθ(Hq,r(ρ(1)))
= − lim
r→1
[(
1 + c
2
)r
log
(
1 + c
2
)
+
(
1− c
2
)r
log
(
1− c
2
)]
= −
(
1 + c
2
)
log
(
1 + c
2
)
−
(
1− c
2
)
log
(
1− c
2
)
= 1−
(
1 + c
2
)
log (1 + c)−
(
1− c
2
)
log (1− c) .
Applying these limiting values in lim(q,r)→(1,1)Dq,r(ρ), mentioned in the theo-
rem 1 we get the result.
Now, we discuss Sharma-Mittal quantum discord and its specifications for a
number of well known two qubit quantum states. For pure states it is simplified
to the entropy of a state which is equivalent to the entropy of entanglement.
Corollary 4. The Sharma-Mittal quantum discord of any pure entangled state
is nonzero.
Proof. The density matrix ρ = |ψ〉 〈ψ| representing a pure state |ψ〉 has only
one non-zero eigenvalue, which is 1. Therefore, Hq,r(ρ) = 0. A set of mea-
surement operators produce an ensemble of pure states from a given pure state
8
|ψ〉. Therefore, the Sharma-Mittal entropy for all these states are also 0, that
is max{Πi}
[∑
i piHq,r(ρ
(i)
a )
]
= 0. Now, the definition 2 suggests that Dq,r(ρ) =
Hq,r(ρb). If |ψ〉 is an entangled state, ρb is mixed state and Hq,r(ρb) 6= 0.
Therefore, Dq,r(ρ) 6= 0.
Similarly, the Re´nyi and Tsallis discord for pure bipartite entangled state is
nonzero and reduces to H
(R)
q (ρb), and H
(T )
q (ρb), respectively.
2.2 Werner State
A d× d dimensional Werner state [21] is a mixture of symmetric and antisym-
metric projection operators, represented by the density matrix,
ρ =
2p
d2 + d
Psym +
2(1− p)
d2 − d Pass, (30)
where 0 ≤ p ≤ 1, Psym = 12 (1 + P ), and Pass = 12 (1− P ) are the projectors as
well as P =
∑
ij |i〉 〈j| ⊗ |j〉 〈i|. When d = 2, the density matrix representing a
Werner state is given by
ρ =

p
3 0 0 0
0 −p3 + 12 2p3 − 12 0
0 2p3 − 12 −p3 + 12 0
0 0 0 p3
 . (31)
Theorem 2. The Sharma-Mittal quantum discord for 2-qubit Werner state
mentioned in equation (31) is
Dq,r(ρ) = 2
1−r − 1
1− r +
1
1− r
[{(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q} 1−r1−q ]
− 1
1− r
[{
(1− p)q + 3
(p
3
)q} 1−r1−q ]
.
Proof. Comparing the density matrix in equation (31) with density matrix con-
sidered in the equation (14) we get,
1 + c3 =
4p
3
;−c2 + c1 = 0; c1 + c2 = −2 + 8p
3
;−c3 + 1 = 2− 4p
3
. (32)
They indicate c1 = c2 = c3 =
4p
3 − 1. Hence, c = max{|c1|, |c2|, |c3|} = | 4p3 − 1|.
Also, the eigenvalues of ρ are (1− p), and p3 with multiplicity 3. Therefore, the
Sharma-Mittal entropy for a given isotropic state ρ is
Hq,r(ρ) =
1
1− r
[{
(1− p)q + 3
(p
3
)3} 1−r1−q
− 1
]
. (33)
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Figure 1: Sharma Mittal discord is plotted for Werner state with respect to the
state parameter p and entropy parameter q keeping r = 5. (Colour online)
Also, replacing c = | 4p3 − 1| in equation (26) the maximization term reduces to
max
θ
(Hq,r(ρ
(0))) = max
θ
(Hq,r(ρ
(1)))
=
1
1− r
[{(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q} 1−r1−q
− 1
]
.
(34)
Combining we get the expression of the Sharma-Mittal quantum discord of 2-
qubit Werner state, mentioned in the statement.
The Sharma Mittal discord for Werner state with respect to the state pa-
rameter p and entropy parameter q is plotted in fig 1. Also, the figure 2 shows
the Sharma-Mittal discord of Werner state with respect to p and r keeping p
unchanged.
Corollary 5. The Re´nyi discord for 2-qubit Werner state ρ is given by
D(R)q (ρ) = 1−
1
1− q
[
log
{(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q}]
+
1
1− q
[
log
{
3
(p
3
)q
+ (1− p)q
}]
.
(35)
Proof. The Re´nyi entropy of two qubit Werner state is
H(R)q (ρ) = −
1
1− q log
[
3
(p
3
)q
+ (1− p)q
]
. (36)
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Figure 2: Sharma Mittal discord is plotted for Werner state with respect to the
state parameter p and entropy parameter r keeping q = 5. (Colour online)
Also, the maximization term is given by
max
θ
(H(R)q (ρ
(0))) = max
θ
(H(R)q (ρ
(1)))
= − 1
1− q log
[{(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q}]
.
(37)
Now, combining we get the result from corollary 1.
The Re´nyi discord D(R)q (ρ) is plotted with respect to p and q in the figure 3.
Corollary 6. The Tsallis discord of 2-qubit Werner state is given by
D(T )q (ρ) =
1
1− q [
(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q
+ (21−q − 1)
−3
(p
3
)q
− (1− p)q].
Proof. The Tsallis entropy of two qubit Werner state is
H(T )q (ρ) =
1
1− q
[
3
(p
3
)q
+ (1− p)q − 1
]
. (38)
Also, the maximization term reduces to
1
1− q
[(
3 + |4p− 3|
6
)q
+
(
3− |4p− 3|
6
)q
− 1
]
. (39)
Hence, the corollary 2 leads us to the proof.
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Figure 3: Re´nyi discord is plotted for Werner state with respect to the state
parameter p and entropy parameter q. (Colour online)
Figure 4: Tsallis discord is plotted for Werner state with respect to the state
parameter p and entropy parameter q. (Colour online)
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The Tsallis discord of the Werner state ρ with respect to p and q is plotted
in the figure 4.
Corollary 7. The von-Neumann quantum discord for 2-qubit Werner state is
given by
D(ρ) =1−
(
3 + |4p− 3|
6
)
log
(
3 + |4p− 3|
6
)
−
(
3− |4p− 3|
6
)
log
(
3− |4p− 3|
6
)
+ (1− p) log (1− p) + p log p
3
.
(40)
Proof. The von-Neumann entropy of two qubit Werner state is
H(ρ) = lim
(q,r)→(1,1)
1
1− r
[[
(1− p)q + 3
(p
3
)q] 1−r1−q − 1]
= lim
r→1
lim
q→r
1
1− r
[[
(1− p)q + 3
(p
3
)q] 1−r1−q − 1]
= lim
r→1
1
1− r
[[
(1− p)r + 3
(p
3
)r]
− 1
]
.
(41)
Using the L´Hoˆspital’s rule we get
H(ρ) = lim
r→1
[
− (1− p)r log (1− p)− 3
(p
3
)r
log
(p
3
)]
= − (1− p) log (1− p)− p log
(p
3
)
.
(42)
In addition, the maximization term reduces to
−
(
3 + |4p− 3|
6
)
log
(
3 + |4p− 3|
6
)
−
(
3− |4p− 3|
6
)
log
(
3− |4p− 3|
6
)
.
(43)
Hence, the corollary 3 leads us to the proof.
The negativity of entanglement is a well known measure of entanglement.
It is the negated sum of negative eigenvalues of the partial transpose of density
matrix. The partial transpose of ρ with respect to the subsystem H(B) is
ρτ =

p
3 0 0
2p
3 − 12
0 −p3 + 12 0 0
0 0 −p3 + 12 0
2p
3 − 12 0 0 p3
 . (44)
Eigenvalues of this matrix are (p− 12 ), and ( 12 − p3 ) with multiplicity three. The
first eigenvalue if negative when p ≤ 12 . The second one is everywhere positive
13
Figure 5: The broken line represents negativity of Werner state. The Sharma-
Mittal discord, Re´nyi, Tsallis and Von Neumann discord are represented by
lines with markers ?, •,  and + respectively. In all the plots q = .5, r = .4.
(Colour online)
in 0 ≤ p ≤ 1. Therefore, entanglement of ρ is
N(ρ) =
1
2
[∣∣∣∣p− 12
∣∣∣∣− (p− 12
)]
. (45)
In the figure 5, we plot negativity, Sharma-Mittal, Renyi, Tsallis and Von Neu-
mann discord for Werner state. Here, we can recognize different behavior of
quantum correlations with the state parameter p. The quantum entanglement
is zero for p ≥ .5, were all the discords has non-zero value. The Re´nyi entropy,
marked by a bulleted (•) line takes higher value in comparison to the other
discords. The Sharma-Mittal and Tsallis discords are also non-negative when
p ≥ .5 but they do not follow the entanglement like the von-Neumann discord.
It indicates applicability of these quantum discords in different tasks of quantum
information with zero discord quantum states. Note that, D.5,.4(ρ) and D(T ).5 (ρ)
are negative for some states.
2.3 Isotropic State
An isotropic state is a bipartite quantum state which is given by
ρ =
d2
d2 − 1
[
(1− F ) I
d2
+
(
F − 1
d2
)
|φ+〉 〈φ+|
]
, (46)
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where 0 ≤ F ≤ 1 and |φ+〉 = 1√
d
∑
j |j〉 ⊗ |j〉, a maximally entangled state in
H(d) ⊗H(d). In general, a two-qubit isotropic state is
ρ =

F
3 +
1
6 0 0
2
3F − 16
0 13 − F3 0 0
0 0 13 − F3 0
2
3F − 16 0 0 F3 + 16
 . (47)
The density matrices mentioned in equation(44) and equation(47) are centro-
symmetric. Entanglement of these quantum states is investigated in [22]. Com-
paring equation(47) with equation (13) we get,
1 + c3 = 4
(
F
3
+
1
6
)
;−c2 + c1 = 4
(
2F
3
− 1
6
)
;
c1 + c2 = 0; 1− c3 = 4
(
1
3
− F
3
)
,
(48)
which indicate
c1 =
4F
3
− 1
3
; c2 = −4F
3
+
1
3
; c3 =
4F
3
− 1
3
. (49)
Hence, c = max{|c1|, |c2|, |c3|} = | 4F3 − 13 |.
Theorem 3. The Sharma-Mittal quantum discord for two qubit isotropic states
ρ is
Dq,r(ρ) = 1
1− r
[{(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q} 1−r1−q ]
+
21−r − 1
1− r −
1
1− r
[{
F q + 3
(
1− F
3
)q} 1−r1−q ]
.
(50)
Proof. Note that, the eigenvalue of ρ are F , and (1−F )3 with multiplicity 3.
Hence, the Sharma-Mittal quantum entropy of ρ is
Hq,r(ρ) =
1
1− r
[{
F q + 3
(
1− F
3
)q} 1−r1−q
− 1
]
. (51)
Considering c = | 4F3 − 13 | the maximization terms gets the form
max
θ
(Hq,r(ρ
(0))) = max
θ
(Hq,r(ρ
(1)))
=
1
1− r
[{(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q} 1−r1−q
− 1
]
.
(52)
Now, theorem 1 leads up to the result.
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Figure 6: Sharma Mittal discord is plotted for isotropic state with respect to
the state parameter F and entropy parameter q keeping r = 5. (Colour online)
Figure 7: Sharma Mittal discord is plotted for isotropic state with respect to
the state parameter F and entropy parameter r keeping q = 5. (Colour online)
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Figure 8: Re´nyi discord is plotted for isotropic state with respect to the state
parameter p and entropy parameter q. (Colour online)
The Sharma-Mittal discord for isotropic state with respect to the state pa-
rameter F and entropy parameter q is plotted in the figure 6. Also, the Sharma-
Mittal discord for isotropic state with respect to F and r is plotted in the figure
7.
Corollary 8. The Re´yi quantum discord for 2-qubit isotropic state is
D(R)(ρ) = 1− 1
1− q
[
log
{(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q}]
+
1
1− q
[
log
{
3
(
1− F
3
)q
+ F q
}]
.
Proof. The Re´yi entropy is given by
H(R)q (ρ) =
−1
1− q log
[
F q + 3
(
1− F
3
)q]
, (53)
and the maximization term reduces to
−1
1− q log
[{(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q}]
. (54)
Hence, the result follows from corollary 1.
The Re´nyi discord is for isotropic state plotted in the figure 8.
Corollary 9. The Tsallis quantum discord for two qubit isotropic state is
D(T )(ρ) = 1
1− q [2
1−q − 1 +
(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q
−F q − 3
(
1− F
3
)q
].
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Figure 9: Tsallis discord for isotropic state is plotted with respect to the state
parameter p and entropy parameter q. (Colour online)
Proof. The Tsallis entropy is given by
H(T )q (ρ) =
1
1− q
[
F q + 3
(
1− F
3
)q
− 1
]
, (55)
and the maximization term reduces to
1
1− q
[(
3 + |4F − 1|
6
)q
+
(
3− |4F − 1|
6
)q
− 1
]
. (56)
Hence, the result follows from Corollary 2 .
The Tsallis discord is for isotropic state plotted in the figure 9.
Corollary 10. The von-Neumann quantum discord for two qubit isotropic state,
given by a density matrix ρ, is
D(ρ) = 1−
[
3− |4F − 1|
6
]
log
[
3− |4F − 1|
6
]
−
[
3 + |4F − 1|
6
]
log
[
3 + |4F − 1|
6
]
+F logF + (1− F ) log
(
1− F
3
)
.
Proof. The von-Neumann entropy is given by
−F logF − (1− F ) log
(
1− F
3
)
,
18
Figure 10: The broken line represents negativity of isotropic state. The Sharma-
Mittal discord, Re´nyi, Tsallis and Von Nemann discord are represented by lines
with markers ?, •,  and +, respectively. In all the plots q = .5, r = .4. (Colour
online)
and the maximization term reduces to
−
[
3− |4F − 1|
6
]
log
[
3− |4F − 1|
6
]
−
[
3 + |4F − 1|
6
]
log
[
3 + |4F − 1|
6
]
.
(57)
Hence, the results follows from Corollary 3.
The eigenvalues of the partial transpose of the density matrix ρ are ( 12 −F ),
and ( 16 +
F
3 ) with multiplicity 3. The first eigenvalues is negative when F >
1
2
and the second one is always positive in the range of F . Therefore, the negativity
of entanglement for Werner state is
N(ρ) =
1
2
[∣∣∣∣12 − F
∣∣∣∣− (12 − F
)]
. (58)
In the figure 10, we plot negativity, Sharma-Mittal, Renyi, Tsallis and Von
Neumann discord of isotropic state. Different quantum correlations of the
isotropic state also show similar characteristics as the Werner state. These
graphs may vary over the entropy parameters q and r.
2.4 Pointer State
The pointer state [23], which are also called classical quantum state, is well know
in the literature of quantum discord as the von-Neumann discord of pointer
states are zero. It is proved that the blocks of zero discord quantum states
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forms a family of commuting normal matrices [24]. Consider the density ma-
trix mentioned in equation (14). Partitioning it into four blocks we get B1,1 =
1
4
[
1 + c3 0
0 1− c3
]
, B1,2 =
1
4
[
0 c1 − c2
c1 + c2 0
]
, B2,1 =
1
4
[
0 c1 + c2
c1 − c2 0
]
,
and B2,2 =
1
4
[
1− c3 0
0 1 + c3
]
. Recall that a matrix A is normal if AA† = A†A.
Also, two matrices A and B are commutative if AB = BA. Therefore, all
B1,1, B1,2, B2,1, and B2,2 are normal, as well as any two of them commute. It
generates a system of ten matrix equations, among which four are originated
by normality and remainings are originated by commutativity conditions. Ex-
panding these equations, one can observe that all these equations are satisfied
if any two of c1, c2, and c3 are zero.
Theorem 4. The Sharma-Mittal quantum discord for pointer state ρ is given
by,
D(ρ) = 2
1−r − 1
1− r
[
1− 2−q(1−r)1−q {(1 + C)q + (1− C)q} 1−r1−q
]
,
where −1 ≤ C ≤ 1 is the non-zero member of c1, c2, and c3.
Proof. If any two of c1, c2, and c3 are zeros, the equation (15) suggests that the
eigenvalues of ρ are (1−C)4 with multiplicity 2, and
(1+C)
4 with multiplicity 2.
Therefore, the Sharma-Mittal entropy of ρ is
Hq,r(ρ) =
1
1− r
[
2−
(2q−1)(1−r)
(1−q) {(1− C)q + (1 + C)q} 1−r1−q − 1
]
. (59)
Also, as any two of c1, c2, c3 is 0 the maximum of them is the norzero term which
is equal to C. Therefore, the maximization term reduces to maxθHq,r(ρ
(0)) =
maxθHq,r(ρ
(1)) = 11−r
[{(
1+C
2
)q
+
(
1−C
2
)q}( 1−r1−q ) − 1]. Then we find the re-
sult from theorem 1.
The Sharma-Mittal discord for pointer state with respect to the state param-
eter C and entropy parameter q is plotted in the figure 11. Also, the Sharma-
Mittal discord for pointer state with respect to C and r is plotted in the figure
12.
Corollary 11. The Re´yi discord for two qubit pointer state ρ is
Dq(ρ) = 1− 1
1− q [log
{(
1 + C
2
)q
+
(
1− C
2
)q}
− log
{
2(1−2q) {(1 + C)q + (1− C)q}
}
].
Proof. The Re´nyi entropy for pointer state ρ is
H(R)q (ρ) =
−1
1− q log
[
2(1−2q) {(1 + C)q + (1− C)q}
]
. (60)
Also, the maximization term reduces to −11−q log
[(
1+C
2
)q
+
(
1−C
2
)q]
. Now from
corollary 1 we get the result.
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Figure 11: Sharma Mittal discord is plotted for pointer state with respect to
the state parameter C and entropy parameter q keeping r = 5. (Colour online)
Figure 12: Sharma Mittal discord is plotted for pointer state with respect to
the state parameter C and entropy parameter r keeping q = 5. (Colour online)
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Figure 13: Re´nyi discord is plotted for pointer state with respect to the state
parameter C and entropy parameter q. (Colour online)
The Re´nyi discord is for pointer state with respect to the parameter C is
plotted in the figure 13.
Corollary 12. The Tsallish quantum discord for two qubit pointer state ρ is
DT (ρ) = 2
1−q − 1
1− q
[
1− 2−q {(1 + C)q + (1− C)q}] .
Proof. The Tsallish entropy for two qubit pointer state is
H(T )q (ρ) =
1
1− q
[
2
(
1− C
4
)q
+ 2
(
1 + C
4
)q
− 1
]
. (61)
As max{c1, c2, c3} = C the maximization term reduces to 11−q
[(
1+C
2
)q
+
(
1−C
2
)q − 1].
Now the result follows from corollary 2.
The Tsallis discord is for pointer state plotted with respect to the parameter
C, in the figure 14.
The next result is well-know in the literature of quantum discord. Here, we
calculate the von-Neumann discord as a limit of Sharma-Mittal discord, and it
matches with the existing idea.
Corollary 13. The von-Neumann discord for 2-qubit pointer state is 0.
Proof. The von-Neumann entropy for two qubit pointer state is given by
H(S)q (ρ) =− 2
(
1 + C
4
)
log
(
1 + C
4
)
− 2
(
1− C
4
)
log
(
1− C
4
)
=−
(
1 + C
2
)
log
(
1 + C
4
)
−
(
1− C
2
)
log
(
1− C
4
)
.
(62)
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Figure 14: Tsallis discord is plotted for pointer state with respect to the state
parameter C and entropy parameter q. (Colour online)
The maximization term is obtained by taking limits r → 1, q → 1 in the ex-
pression for maxθHq,r(ρ
(0)) = maxθHq,r(ρ
(1)). Therefore, the maximization
term reduces to − 1+C2 log
(
1+C
2
) − 1−C2 log ( 1−C2 ). From the corollary 3 the
von-Neumann discord is given by
1−
[
−
(
1 + C
2
)
log
(
1 + C
4
)
−
(
1− C
2
)
log
(
1− C
4
)]
+
[
−1 + C
2
log
(
1 + C
2
)
− 1− C
2
log
(
1− C
2
)]
= 0.
(63)
The above result suggests that the new definition of discord matches with
the existing idea of discord. In the figure 15, we plot negativity, Sharma-Mittal,
Renyi, and Tsallis discord for pointer state.
3 Conclusion and problems in future
In this article, we have generalized the idea of quantum discord in terms of
the Sharma-Mittal entropy. The Re´nyi, Tsallis, and von-Neumann quantum
discords are limiting cases of the Sharma-Mittal quantum discord. Analytic
expressions of these discords are built up, for well-known 2-qubit states. These
new quantum correlations may be non-zero for zero entanglement states. In
future, the following problems may be attempted.
The von-Neumann quantum discord has been widely applied in quantum in-
formation theoretic tasks, for instance the remote state preparation [25], device
independent quantum cryptography [26], and many others. The new discords
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Figure 15: The Sharma-Mittal discord, Re´nyi, and Tsallis discord of pointer
state are represented by lines with markers ?, •, and , respectively. Here, we
consider q = .5, r = .4. (Colour online)
may have better efficiency than the von-Neumann discord in these kind of works.
For instance, the von-Neumann discord of pointer states is zero. Depending on
the parameter values, the pointer states have non-zero Sharma-Mittal and other
quantum discords. Hence, these new discords makes the pointer state applica-
ble in quantum information theoretic tasks where the quantum correlation is an
essential.
The pointer state has zero von-Neumann quantum discord. But, we have
observed that the Sharma-Mittal, Re´nyi, and Tsallis discords of the pointer state
may not be zero. Given any of these definitions, there exist mixed states with
zero discord. For instance, consider the Tsallis discord D(T ).5 (ρ(p)) of a Werner
state depending on the parameter p. Note that, D(T ).5 (ρ(p)) is a continuous
function of p. We can numerically verify that D(T ).5 (ρ(.2546))×D(T ).5 (ρ(.2547)) <
0. Therefore, there is a p with .2546 < p < .2547 for which D(T ).5 (ρ(p)) = 0.
Similarly, the Sharma-Mittal entropy D.5,.4(ρ) = 0, where ρ is a Werner state
given by a parameter p such that .2293 < p < .2294. Now, classification of these
zero discord states for different discords may also be an interesting task.
The combinatorial aspects of von-Neumann discord is studied in [27], [28],
where a combinatorial graph represents a quantum state and the discord can
be expressed in terms of graph theoretic parameters. A combinatorial study on
Sharma-Mittal, Re´nyi, and Tsallis discord in this direction will be very welcome.
It would be an interesting problem to formulate the Sharma-Mittal quantum
discord for multipartite quantum states. In [29] and [30] the von-Neumann
discord has been investigated for tripartite and multipartite quantum states
respectively. Interested reader may generalize these approaches for the Sharma-
Mittal discord.
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The generalization of von-Neumann quantum discord to Sharma-Mittal quan-
tum discord introduces the idea of negative quantum correlation. This article
contains examples of quantum states for which Dq,r(ρ) < 0. Therefore, it de-
mands further investigations on their applicability in the quantum information
theoretic tasks, as well as a revision of the fundamental concepts of quantum
correlation, such as non-negativity.
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