Abstract -In this paper, a heuristic improvement of the truncated window dynamic programming (DP-VW) has been studied for the unit commitment application. The proposed method employs a variable window size according to load demand increments, and corresponding experimental results indicate a substantial saving in the computation time without sacrificing the quality of the solution. An iterative process for the number of strategies saved in every stage is also incorporated to fine tune the optimal solution.
INTRODUCTION
The dynamic programming algorithm (DP) has proven to be one of the successful approaches to unit commitment. This algorithm would systematically evaluate a large number of possible decisions in terms of minimizing the overall cost in a multistage scheduling problem. Due to the enumerative nature of the method, dynamic programming suffers from a long processing time that expands exponentially with the size of the problem, and soon reaches a level that is practically impossible to compute. Therefore, in practice many heuristic strategies have been introduced to limit the dynamic search for a large system, and priority list scheme has been incorporated into the search to reduce the computation time.
One of the algorithm proposed in [1,2], known as DP-SC, uses a strict priority list search sequence to reduce the possible combinations at every stage. Another method by the same authors employs a fixed search window to truncate the priority list, in which only the truncated combinations are evaluated. This method, known as DP-TC, performs much better than DP-SC as an optimizer, however it requires a much longer processing time. In [3], units with similar characteristics such as minimum upldown times, the generation capacity, the heat curve shape, the start up cost, etc, are classified into the same groups. Within each group, windows as well as their positions on priority lists 90 SI', i68-9 PdRS by the IBEC Power System Engineering Committee of the G5E.d Power Lngineering Society f o r presentation a t the IE!CE/PES 1990 Summer Xeeting, :linneapolis, Hinnesota, July 15-19, 1990. made available for printing May 1 , 1990 .
A paper recommended and approved Ihnuscript submitted January 25, 1990; are defined, and units follow L -2 strict priority list commitment or decommitment order. Combinations are made of candidates from different groups in a pre-defined order, and economical evaluations are made subsequently. This method works well if there are distinctions between different types of units in the system, and may fail if such conditions do not hold. In [4], a large scale scheduling problem is decomposed into a series of overlap ping sub-problems, and each sub-problem is solved by dynamic programming. In addition, several heuristic strategies are incorporated to reduce the amount of calculation for each solution. This includes establishing a database for the solutjons of various dispatching problems, so that a large unit commitment problem could be solved with less effort.
In spite of various heuristic strategies incorporated in the DP algorithm, the trade-offs would always exist between the quality of the optimal solution and the speed of execution [5]. When operating constraints are considered in the DP algorithm, a feasible solution becomes rather scarce, and heuristic rules are challenged by the complicated situations, such as those imposed by the minimum up/down time constraints. To preserve the solution feasibility, either very conservative values are chosen for parameters such as the window size, or they are adjusted iteratively to enhance the effectiveness of various heuristic strategies 16~71.
In this paper, a modified DP-TC algorithm is presented. The proposed variable window truncated dynamic programming (DP-VW) adjusts the window size according to the incremental load demands in adjacent hours, and controls the program execution to fine tune the optimization interactively. In the following, the DP-TC algorithm is briefly reviewed, and followed by the heuristic strategies employed in this paper. Finally, experimental results are presented which support the methodology by utilizing a much smaller execution time while preserving the quality of the optimization. The following is the glossary of symbols used in this paper. 
VARIOUS ASPECTS OF DP-TC ALGORITHM
The basic goal of the optimal unit commitment is to prop erly schedule the on/off states of all the units in the system to meet the load demand plus the spinning reserve requirement at every time interval such that the overall operation cost is the minimum. For a system that contains n units and q time intervals, the objective could be represented by the following equation: subject to the operational constraints such as the minimum up/down time, the generation limit, the initial condition, etc.
Various heuristics have been introduced in dynamic programming in order to reduce its execution time. The truncated window methodology is one of the schemes that provides a better compromise between the speed and the closeness of the solution to the optimal value. In the DP-TC algorithm, the execution of the program is performed stage by stage, and every stage represents a time interval in the scheduling time span. In most applications, this interval is chosen as one hour.
The search window in DP-TC algorithm is determined by the following procedure: 1) Sort'all the generating units by their average incremental cost to form a priority list in the ascending order, so that the most costly unit which is on the top of the list would have the lowest priority.
2) At every stage, start from the bottom of the priority list and commit units temporarily, until the load demand plus the spinning reserve requirements are fulfilled. Assume this step results in the temporary commitment of r units. A In selecting the fixed window size WN for the DP-TC algogorithm, it is desirable that all the units positioned below the lower bound of the window in Fig. 1 be the base load units or must-run units. Also, it is desirable that all the units above the upper bound of the window be the must-off units (such as the ones on maintenance outage), or units that would only be considered during the peak load and emergencies due to their low efficiencies. If the window size is selected according to these criteria, the optimal solution should be guaranteed by the complete evaluation of all the combinations inside the window. A combination is a subset of all the available generating units with their on/off status. Unfortunately, such a window size for a practical problem is still so large that the reduction in computing effort will not be sufficient. Therefore, the common practice is to execute the program by selecting a moderate window size at the risk of missing the true optimal solution.
A combination that can provide the required system load demand plus the spinning reserve capacity without violating any of the operating constraints is defined as a valid-combination. To further speed up the solution process and save the memory space, another heuristic policy is used, which limits the number of strategies saved at every stage to be less than or equal to a predefined value S N . The cost associated with a strategy which represents a transition from a valid combination in the previous stage to a valid combination in the current stage is calculated by the following formula [l] :
where ( 1 ) is the set of saved combinations at ( jhour.
At each stage, only SN strategies with smaller cost values defined by (2) are saved. This would reduce the time for searching the minimum cost value and the memory space demanded by more strategies. SN does not impose reductions on the execution time as much as WN does, however, it does affect the quality of the optimization. It is expected that a larger SN would result in a more economical schedule. But the violation of the minimum up/down or other operating constraints at certain stages may rule out those strategies that represent the most economical solutions. So the cost reduction is not always consistent with increasing S N , and SN should be adjusted interactively according to the cost of the sub-optimal solution.
The parameters used in the DP-TC, such as W N , B,, and SAT, contribute differently to the reduction of the amount of calculation in the algorithm. However, the selection of W N is vital to the success of the DP-TC algorithm. The combinations increase exponentially with W N as 2wN -1, and the actual execution time increases by the same order. In order to speed up the solution process, a smaller WN is desired. On the other hand, a smaller WN generally results in a schedule that would cost higher. Once WN is selected, the proper value of B, is within 113 to 112 of WN according to our experimental results.
For generality, B , could be set to a half of the window size such that unit P would be in the middle of the window in Fig. 1 .
When the operational constraints, such as minimum up and down times are incorporated in the DP algorithm, serious problems may arise with a small W N as there may be no valid combinations within the window that could satisfy all the constraints. We will refer to this problem as a no-valid-combination in the final discussion. A no-valid-combination would cause DP-TC program to fail in reaching any solution. When this happens at one of the later stages, a considerable amount of time and computer resource will be wasted. On the other hand, experiments
show that the overall cost decreases as WN increases before it reaches an excessive level. So, the feasible solution obtained via a small fixed window size may be far from the optimal.
Since there are no simple rules that could guide a user to properly select the window size, in the following section we will introduce heuristics that will compromise between the quality of the solution and the execution time for the practical application of DP-TC.
HEURISTICS FOR DP-VW ALGORITHM
The primary purpose of introducing various levels of heuristics in DP is to eliminate all the redundant enumerations which would not generate any optimal results. The heuristics are also concerned with evaluating the solution quality obtained by the DP algorithm. In this study, our intension is to functionally combine these two aspect of heuristics such that the DP-TC algorithm would utilize more intelligence in balancing the optimality of the solution with the calculation demands.
The heuristics that we have incorporated may be categorized as follows:
In the unit commitment practice, more units may have to be committed, if there is an increase in the load demand for the lipcoming hour. On the other hand, when there is no change in the load demand from j t h hour to ( j + hour, the unit commitment decision for (j + l ) t h hour would be the same as that of the j t h hour, provided that the commitment for the j t h hour is a local optimal. This is generally true unless units have 1205 to be started or shut down at the ( j + l)'h hour to preserve the time constraints or ramp rate constraints in the following hours. For the general case, we present the following heuristics:
For an incremental (or decremental) change in the load profile between any adjacent j t h and ( j + 1)" hours within the scheduling time span, more (or less) units should be included in the search window of the DP-TC algorithm, in order to preserve the optimal solution.
A variable window size according to the load increment will improve the following two aspects of DP-TC performance:
1) It will provide a better chance to obtain valid combinations, in case a load adjustment requires a change to a state with a different number of units.
2) It will also provide a better chance to include the optimal dLcision at stage j + 1 that could lead to the overall cost minimization.
In this regard, the following models have been considered for relating the variable window size to the incremental changes in the load demand.
1. Linear model:
so for X = 10 the variable portion of the window size will be equal to 10 at the maximum load demand change. In this model, a selected number of window sizes may be preserved to facilitate the analysis. Any relationship that is difficult to be generalized into a formula could be represented by this model.
Exponential model:
In this case, emphasize is given to large load increments, .and the window size is less sensitive to smaller Dj values.
When the load increment is 0, wj = wb. In this study, different types of models could be considered. However, according to our experiments, the linear model is the easiest to implement which also generates satisfactory results. We have used the linear model consistently, and selected W1 = 1.5Wb. This fairly large window size is necessary because at the first hour the initial conditions for generating units must be satisfied, and there is no information available on the amount of the load increment.
11) Interactive program flow control and profile adjustment:
In executing DP-TC algorithm, there are special load demand patterns which would cause feasibility problems when the selected window sizes are not large enough. For example, we identify the following conditions, where no-valid-combination is likely to happen:
A. If at ( j -l ) t h through ( j + l ) ' h hours, there is a dip (or peak) in the load profile as shown in Fig. 2(a) , for small window size the program will usually fail at the ( j + l ) t h hour. Although the absolute incremental values at j t h and ( j + l)'h hours are relatively small, special arrangements are required in the unit commitment due to the consequent incremental and decremental changes. In this situation, a larger window size should be used at j f h and ( j + l)'h hours in order to ensure the inclusion of valid combinations.
B. Assume that at ( j -l ) ' h through ( j + l ) t h hours, the load profile has a pattern similar to the one shown in Fig. 2(b) , where between ( j -l ) t h and j i h hours there is a small change in the demand, but between j t " and ( j + l)*" hours there is a sudden rise (or drop) in the load profile. For such a load pattern, more combinations should be considered so that the strategies saved at j t h hour would reflect load changes in the next hour, otherwise the program is likely to fail.
Obviously, the variable window size scheme would not help in the above situations. To overcome the problem, we employ the following heuristic:
During the execution, if a no-valid-combination is detected at the j t h stage, we assume that a condition similar to the fore-mentioned exists. Consequently, we set back the execution pointer to the previous stage, and increase the window size at ( j -l)'h and j t h stages by 1.5 and 2 respectively, the dynamic searching at these two stages. This scheme can succesfully remedy some of the no-valid-combination problems.
Nevertheless, there are certain load profiles for which the truncated window dynamic programming may hardly find a feasible solution. The most identified condition would be a sharp dip in the profile as depicted in Fig. 3 . From hour j -1 to hour j, the load demand decreases by a large amount D,, which is greater than the maximum capacity of a large unit m in the system, and the strategy at the j f h hour is to shut down unit m. In the hours following j t h hour, the load demand increases rapidly. Since unit m could not be committed due to its minimum down time constraint, and the other available units in the system could not provide enough generating power as demanded, a no-valid-combination problem occurs.
In the unit commitment practice, a solution for this problem is that at the j f h hour we predict the load changes for the following hours, and keep unit m on line even if it represents a quite uneconomical strategy at the j t h hour. However, in the haditional dynamic programming algorithm, this can only be realized if a large amount of strategies are saved at each stage, which considerably complicates the calculation and consumes much longer time for strategy searching. One simple and effective method is to adjust the load demand at the j t h hour to a slightly higher level such that unit m would not be shut down. Noticing that the schedule for the adjusted profile is the same as for the original profile by saving enough number of strategies, this adjustment will not degrade the optimization of the solution.
For each of the no-valid-combination problems that could not be overcome by the program flow control with an increased window size, we would verify the load profile around the hour that no-valid-combination happens, and if a sharp dip is found in the load pattern, the system would print out the following message:
Problem: A sharp dip exists around h o u r *, w h e n load d e m a n d s are **.
Suggestion: Increase load d e m a n d at hour * t o **.
Do you agree? (Y/N)
In the above message, all the asterisks would be replaced by actual numbers. The suggested new demand level is calculated as 105% of the load demand at the dip load hour. This process mould be repeated if necessary until a valid combination is found a t the following hour.
Terminate the Program
The experimental results support such a heuristic strategy a.s illustrated in the next section.
Compare the cost and save less costly strategies.
111) Improve the solution by saving various strategies:
The fine tuning of the optimal solution is performed by varying parameter SN iteratively. The number of strategies saved at each stage determines how many possible paths are available at each stage when the track back linking is performed.
Regarding the selection of S N , two schemes are proposed and tested as follows:
A. With a fixed number of strategies S N , an iterative process is placed outside the DP-TC program to determine the proper value of S N . The iteration starts with SN equal to 1. After a solution is found, it is saved into the memory together with the overall operation cost and the strategy number SN. In the following iterations, the value of SN is automatically increased by ASN, where ASN is an increment of SN specified by the user. Once a new solution is found, its overall cost will be compared with the one in the memory, and the solution with a smaller cost will be stored. This process terminates once the cost of the current solution is equal to or higher than the one in the memory.
B. Instead of defining a fixed value for S N , thresholds are defined at every stage and the strategies with corresponding costs less than the thresholds are saved. Therefore the actual number of strategies saved at every stage varies, depending on how many qualified strategies would exist. The threshold value at the j t h stage is calculated as follows:
i=l
The ratio in equation (7) represents an average generation cost per MW, and p is a user specified coefficient which is usually between 1 and 2. With a larger threshold value p, more strategies would be saved. If at any given stage, none of the available strategies have a cost less than the specified threshold, then the least cost strategy will be saved to preserve a feasible solution.
EXPERIMENTAL RESULTS
The flowchart of the DP-VW program is shown in Fig. 4 .
The variable window size, the interactive flow control and profile adjustment, as well as the iteration on the strategy number SN are incorporated in the C program that runs on an IBM-PCAT machine. The test system consists of 26 thermal generating units. A typical weekday load profile for this system is shown in Fig. 5 , with two peaks at 10 a.m. and 8 p.m. respectively.
The first study is intended to show the effectiveness of variable window sizes. Six load profiles similar to the one in Fig.  5 with different load demands are studied. For example, case 1 is a load pattern where the first peak in load demand is suppressed. Case 2 is a load pattern where both peaks are hidened so that they encompass more hours. All 6 cases are scheduled by both DP-VW and DP-TC. For the system of 26 units, the fixed window size of 10 in DP-TC has proved to be a proper selection in general. We tested smaller WN values, which yield less economical or even no feasible solutions, while a larger fixed window size could not reduce the operation cost in majority of cases. For the DP-VW, B , is chosen to be a half of W,, X is equal to 5, and the time savings by DP-VW are shown in Table  1 . In this comparison, the same overall operation costs are obtained by both methods, however the average execution time of DF-VW is 23% of that of DP-TC. The second study considers the performance of the proposed procedure in case no-valid-combination happens. We illustrate the following 3 cases.
'

Case1
In this example, the load profile is shown in Fig. 5 . We have used Wb=5, X=3, sN=5 in DP-VW. The actual window size W, and values for B, are recorded at each hour as program is executing, and no-valid-combination occurs at hours 14 and 20, as shown in the computer print-out in Table 2 , where there are a dip and a peak respectively in the load profile. The flow control mechanism in our program can effectively solve this problem by increasing the window sizes and repeat the dynamic search at hours 13, 14 and 19, 20 respectively, such that a feasible suboptimal solution is found.
Case I1
This example considers a load profile depicted in Fig. 6 . The parameters used for this study are B , = 8, X = 5, and SN = 10. There is a small change from hour 16 to hour 17, followed by a steep rise in the demand up to hour 20. The no-validcombination occurs at hour 18 due to an insufficient window size at hour 17. Once the window sizes are increased at hours 17 and 18 accordingly and the process is repeated, a feasible solution is found.
Case I11
In this case, a sharp dip exists at hour 16 as shown in Fig.  7 , therefore neither DP-TC nor DP-VW programs could find Once the user responds Yes, the progr& adjusts the load demand level to obtain a feasible unit commitment solution for the modified load profile. The power generation at hour 16 would still be maintained at its original level in the economical dispatch stage.
We have experienced over 20 cases of no-valid-combinations, and the flow control mechanism could fix approximately 50% of the cases. Most of the remaining cases were due to the sharp dip in the load profile, and could be overcome by the load adjustment. By incorporating both mechanisms, the probability of running DP-VW without achieving an feasible solution becomes very low.
The last study given in Table 3 represents the iterative process for SN that fine tunes the optimization. In this application, the schedule solutions with different SN values are obtained and displayed, the execution starts with SN equal to 1, while the user has the option to either increase SN or terminate the program based on the overall costs displayed. In most cases, the total cost will decrease as S N increases until it reaches a saturation level where no further reduction in cost could be achieved. This is reflected in case 1. In certain cases, the overall operation cost increases as SN increases and fluctuates in a certain range, which is seen in case 2. This could be due to the incorporation of minimum up/down time constraints where the most economical strategy is ruled out because of the violations of these constraints. In either case, the schedule with the least cost is always saved automatically after each iteration, and the final solution so obtained is always the optimal among the tested solutions. Table 3 . Operation costs($) for various S N .
CONCLUSION
The variable window size dynamic programming algorithm DP-VW for unit commitment is presented in this paper. The heuristic strategy and iterative tuning processes are combined to improve the performance and preserve the feasibility the of solution. A significant time saving is achieved without sacrifying the quality of the optimization, and as a result, dynamic programming tends to be more applicable to the real time production stage.
