Abstract-Breast cancer is the most common invasive cancer with the highest cancer occurrence in females. Handheld ultrasound is one of the most efficient ways to identify and diagnose the breast cancer. The area and the shape information of a lesion is very helpful for clinicians to make diagnostic decisions. In this study we propose a new deep-learning scheme, semi-pixel-wise cycle generative adversarial net (SPCGAN) for segmenting the lesion in 2D ultrasound. The method takes the advantage of a fully convolutional neural network (FCN) and a generative adversarial net to segment a lesion by using prior knowledge. We compared the proposed method to a fully connected neural network and the level set segmentation method on a test dataset consisting of 32 malignant lesions and 109 benign lesions. Our proposed method achieved a Dice similarity coefficient (DSC) of 0.92 while FCN and the level set achieved 0.90 and 0.79 respectively. Particularly, for malignant lesions, our method increases the DSC (0.90) of the fully connected neural network to 0.93 significantly (p <0.001). The results show that our SPCGAN can obtain robust segmentation results. The framework of SPCGAN is particularly effective when sufficient training samples are not available compared to FCN. Our proposed method may be used to relieve the radiologists' burden for annotation.
I. INTRODUCTION
Breast cancer is one of the leading causes of death for women in the UK. According to the statistics published by Cancer Research UK, there are about 155 women in 100,000 suffering from breast cancer in the UK and incidence rate is around 10% for females in other European countries while this number is over 12.5% for breast cancer with the American females [5] . Since the causes of breast cancer still remain unknown, early diagnosis of breast cancer plays a significant role in reducing the death rate and maintaining the quality of the life after treatments [15] .
Ultrasound imaging technology has developed rapidly in recent years. Compared to mammography, there is no radiation damage to women from ultrasound imaging. It is easy to obtain any crosssectional images of breast tissue by manipulating the handheld ultrasound while normally only two projections are obtained from mammography. It provides an easy way to assess if a lesion is solid or fluid-filled [21] . Ultrasound detects early-stage cancers in women with mammography-negative dense breasts, with higher contribution in women younger than 50 years [3] . Moreover, breast ultrasound is simple, effective and low cost. Because of all these advantages, it can be applied in a large scale for imaging, for example, in China [31] .
Fig. 1. A malignant lesion in breast ultrasound
In the clinical workflow of breast ultrasound imaging, radiologists often report the sizes of breast lesions, describe the lesions according to BI-RADS lexicon [6] and estimate the final BI-RADS score. An accurate delineation of breast lesion can help radiologists describe margin, shape and posterior features. However, manual segmentation of breast lesions is time-consuming and tedious. The segmentation also varies from one reader to another. Therefore, the automated segmentation can play a key role in facilitating reporting. In terms of detection and diagnosis, computers can also assist radiologists to make decisions that improve the effectiveness of ultrasound reading. For example, computer techniques [18] , [22] , [35] - [38] have been proposed to delineate the contour of lesions or directly detect or diagnose breast lesions. Most of these computer-aided diagnoses or detections include a module of segmentation. Therefore, it is important to develop a robust and accurate segmentation method.
Breast lesion segmentation is very challenging, especially when there is the presence of noise, the ill-defined edges, irregular shapes, and different posterior behaviors of lesions. As Fig. 1 shows, there is strong shadowing in the posterior and upper region, the lesion boundary is fuzzy and not clear. Therefore, there is a risk that segmentation algorithms fail, causing oversegmentation.
There are two types of segmentation methods: contour-based and region-based method. The contour-based segmentation relies on finding the optimal contour to enclose the whole breast lesion. Region-based method aims at assigning label to every image pixel. Jing et al. [4] proposed an iterative segmentation scheme to refine the initial contour and perform self-examination and correction on the segmentation result. Their best intersection of the computer and the reference segmented area was 0.84. Tan et al. [34] proposed a novel depth-dependent dynamic programming technique and obtained a Dice similarity coefficient (DSC) of 0.73. This accuracy was then improved by Kozegar et al. with a specific level set algorithm [17] . Horsch et al. [11] presented a computationally efficient segmentation algorithm for breast masses on sonography, which is based on maximizing a utility function over partition margins defined through gray value thresholding of a preprocessed image. Their algorithm was evaluated on a database of 400 cases and the reported average overlap rate was 0.73. The challenge of applying contour-based method is to make sure the contour evolvement is not trapped by non-breast edges. For region-based segmentation, both traditional methods and machine-learning-based pixel classification methods were investigated. Feng et al. [7] adopted an adaptive fuzzy C-means algorithm and the obtained DSC is 0.925. Pons et al. [27] reported that their evaluated automated method achieved a DSC of 0.49 using a Markov Random Field (MRF) and a Maximum a Posteriori (MAP) approach, by applying it to clinical data. Agarwal et al. [1] developed a semi-automatic framework for breast lesion segmentation in ABUS volumes which is based on the Watershed algorithm. Rodrigues et al. [29] took the advantage of pixel-wise classification and achieved a DSC of 0.824. Kumar et al. [20] proposed convolutional neural network approaches for breast ultrasound lesion segmentation and the computer tool effectively segmented the breast masses, achieving a mean DSC of 0.82.
As one branch of machine learning, deep learning has become popular as a self-taught approach in which features are computed in an automatic manner instead of combining manually designed features [10] , [12] - [14] , [19] , [33] . These approaches have rapidly become state-of-the-art that outperform other traditional methods in the segmentation tasks with ultrasound. There are generally two ways of applying deep learning: patch-wise classification using convolutional neural networks (CNN) and pixel-wise classification using fully convolutional networks (FCN) such as ResNet and UNet architecture [30] . These techniques have gained propitiatory for the segmentation tasks. Most existing deep learning based methods still rely on image information (lesion boundaries) while the prior knowledge of breast lesion shape is not well used, although they have already obtained accurate segmentation results. To further improve classification results, proper incorporation of prior knowledge is necessary. In this work we use a model which tend to learn prior knowledge of breast lesions and is able to properly deal with fuzziness or even the absence of a visible lesion edge in the some sections of lesions. We proposed a generative adversarial net (GAN) based framework, semi-pixel-wise cycle generative adversarial net (SPCGAN), for segmenting the lesion in 2D ultrasound. The main contributions of this paper can be concluded as follows: This is the first research for breast lesion segmentation task by combing the GAN loss and FCN loss. The combination will make the segmentation not only reply on lesion boundary but also mimic the way of human annotation. Because of the power of GAN, the scheme requires less data to train a model with effectiveness and robustness.
II. METHODS
A. Semi-pixel-wise Cycle Generative Adversarial Net Generative adversarial net (GAN) is a framework which consists of two models for the estimation of generative results via an adversarial process [8] .
There is a generative model G :
given by w → Gw which tries to produce data that is similarly distributed as training data. G Here the set of noisy images denoted by N is obtained by sampling of uncorrelated Gaussian processes per position x ∈ Ω in the rectangular image domain Ω ⊂ R 2 on which all images are supported. Then given variable weights w ∈ R N it constructs a continuous mapping Gw from the set of noise images N to a new set. Henceforth, this new set is called the set of fake images
We also have a set of true images T ⊂ L 1 (Ω).
In the training, we assign true images with label 1.
Simultaneously, a discriminative model R M v → Dv where operator Dv : L 1 (Ω) → {0, 1} evaluates the authenticity of a sample data coming from training set, and where v are weights of the discriminative model. We apply a loss function to the pair of operators/models D and G to discriminate whether the input sample is real or not. Here both G and D aim to deteriorate the performance of each other, therefore the loss function of GANs mimics a twoplayer mini-max game and is expressed as follows:
with the loss-function given by
where w are the weights for the generator model G and v are the weights of the discriminator model D. The map Dvf gives the probability that data f ∈ L 1 (Ω) is a real image rather than a fake one (meaning there does not exist a noise image f 0 ∈ N such that
is a uniform distribution over the true images and p is a uniform distribution over the noisy images
where |N | denotes the total number of noisy images (which is also the total number of fake images if Gw is injective).
Note that in (1) the distriminative model D is trained to maximize the probability to assign correct labels to input data f ∈ L 1 (Ω). Meanwhile, the generative model G is trained to disturb the judgment by the discriminative model D. Since the first term in (1) is independent of G this is done by minimizing the second term which is the expectation Ep[log(1 − Dv(Gw(·)))].
In a CycleGAN model [43] , the generator no longer generates data from random source images N such as white noise. There are two target domains T 1 , T 2 ⊂ L 1 (Ω), which are sets of true images and which can be unpaired for data transfer between each other and the data generation process is now drawn in analogy to an autoencoder. There are two generators to translate data in one domain to the other, which can be regarded as an encoder and decoder respectively. There are also two discriminators and each of them tries to discriminate the authenticity of the data that belongs to the corresponding domain. Assume we have two real images T 1 , T 2 ∈ L 1 (Ω) with T 1 ∈ T 1 and T 2 ∈ T 2 , then the design of the CycleGAN model is as follows:
where Dv k (T k ) = 1 if T k ∈ T k and 0 else, for k = 1, 2, and where fake images are given by F 2 = Gw 1 T 1 and
Comparing to transfer data between target domains via two GANs, the cycle mechanism of CycleGAN network necessarily guarantees the one-to-one mapping relationship between the input and output data and therefore rules out the possibility that any input data can be mapped to induce a set of output data distributions which match the target domain [43] .
Let us include a AB-labeling in G AB to stress that it is a generative model from 'domain' A to 'domain' B which typically differs from the generative model G BA from B to A. With domain we mean the joint set of the set of true images and fake images: where the sets F 1 , F 2 of fake images are obtained by letting the generator act on the true-images of the other domain, i.e.
Remark. In our application of segmenting lesions in ultrasound images, T 1 is the set of ultrasound images without segmentation, and T 2 is the set of manually segmented images. Then our generative convolutional network models are according to the design in Fig. ? ? as we explain below. Then A and B are given by (3) and (4).
To ensure the expected mapping from input to the desired output, there is also a cycle loss to evaluate the decoder performance, which is to check whether the transformed data can be brought back to the original domain in the generative model transformation from domain B to domain A, and vice versa. This then provides cycle consistency in both forward and backward direction. Summarizing, we need
To achieve this the cyclic loss function is expressed as follows:
Eventually, in the CycleGAN model, the total loss L is expressed as follows:
Now suppose optimization (1) is performed over the training dataset. This gives optimum (w *
2 ) that we hope to find efficiently by stochastic gradient descent in the usual deep learning approach.
Then given a test image f ∈ L 1 (Ω) the output segmentation is
where the output values are typically close to {0, 1} due to the setting of manually segmented images in T 2 in the training set. In this work we adopt the general architecture of CycleGAN to our model and manipulate on the discriminator loss part by adding an extra loss related to the pixel-wise classification. This means that
Now we have a correspondence between raw training images and their corresponding segmentation. Let us therefore write f 1 ∼ f 2 if raw image f 1 ∈ T 1 and manually segmented image f 2 ∈ T 2 is indeed the segmentation of image f 1 . Note that
Our generator is a fully convolution neural network (FCN) shown in Figure ? ? which only contains convolutional layers. FCN can be trained end-to-end by upsampling and deconvoluting the feature maps extracted from convolutional layers and finally output pixelwise classifications on the input images. It is widely used in semantic segmentations [23] . Now, we consider that T 1 is the set of images without segmentation. T 2 is the set of images with corresponding manual annotations. By adapting the loss function (9) the optimal weights (v * 1 , v * 2 ) of the discriminative part are changed in such a way that discriminator stay close to the pixel-wise correct classifications for each pair (f 1 , f 2 ) of ultrasound image f 1 ∈ T 1 and its manual segmentation f 2 ∈ T 2 . This evaluates the adversarial loss between the manually annotated segmentation and the generated segmentation in every pixel (9): Rather than just considering the probability of classifying the whole image in the forward process of the cycle, the discriminator tries to defy and reject the generated (pixel-wise) segmentation. Now the generator will minimize the pixel-wise loss so that the generated segmentations will be accepted by the discriminator. The architecture of our model is shown in Figure 3 :
In the GAN-algorithm, the input data is drawn from a simple prior probability distribution such as a Gaussian distribution. Thereby, the input is essentially a latent vector of unstructured noise. The network learns to fold the probability distribution of the input data in the latent space to match as much as possible to the distribution of the target data. It is not able to take the advantage of the prior knowledge of images. However, in a CycleGAN-like algorithm, because there are two domains, we could draw the prior knowledge from the source image as the prior distribution and then generate samples based on it rather than imposing a random probability. In our implementation, the prior knowledge of annotated segmentation of breast lesions is learned by the model so that it is able to properly deal with images with ambiguous features, for example, in the absence of visible lesion edges.
B. Fully Convolutional Network (FCN)
The generator used above itself is an FCN and this type of network is applied extensively in ultrasound [42] [41] [24] , [26] , [28] , [40] [32] [39] for various applications. To show the advantage of our model, we also applied two backbone networks based on FCN structure, U-Net and ResNet and compared the performances of our framework combined with these two backbone models respectively. U-Net is a type of improved FCN. It can be regarded as two parts: the first half is in charge of the feature extraction as the convolutional layers work in CNN. The second half is to upsample the extracted feature which allows the context information to be propagated to higher resolution layers and output the segmented image as the same size as input. The U-Net structure we constructed in this experiment is shown in Fig. 2) .
ResNet [9] aims to optimize the deteriorated performance of networks with very deep layers. It uses a residual block to create a shortcut connection in order to skip some of the convolutional layers. In this type of network, we could reduce the number of parameters so that the computation is simplified. The plain network architecture of ResNet keeps hierarchical configuration. The number of feature maps increase along with depth and the ability of feature extraction is therefore guaranteed. In our experiment, we applied a ResNet with 9 residual blocks as shown in Fig. 4 but modified to an FCN-like model which contains downsampling and upsampling before and after residual calculation respectively. This modification makes our ResNet model adapt to the segmentation task rather than the classification as the original one does.
C. The Level Set Method
To compare our deep learning scheme with a traditional segmentation method, we applied a geodesic-active-contour (GAC) based level set method. This level set method includes curvature and advection terms as introduced by Caselles et al. [2] . The partial differential equation describing the motion of the contour is defined by:
with (x, t) → Φ(x, t) the level set function, ε the curvature influence, k the curvature of the level set, α the advection influence and g the image gradient-based speed function given by
where f is the input test image and (∇Gs * f )(x) is the derivative of Gaussian operator applied at scale of s = 1 2 σ 2 with a standarddeviation that we manually set to σ = ...pixels. Note that the segmentation boundary is given by the 0-level set {x ∈ Ω | Φ(x, t) = 0} where both the evolution time t > 0 and the parameters ε, α > 0 are optimized via a gradient search algorithm applied on the training set, using the average Dice coefficient (12) criterium. We initialize the level set with the center of the lesion. The segmentation can be controlled by setting the weights (α, ε) of propagation, curvature and advection term. The propagation term controls the inflation or 'balloon force' of the segmentation, the curvature term controls the 'smoothness' of the boundary of the segmentation and the advection term in the update equation attracts the contour to the lesion edge [34] .
III. MATERIALS

A. Datasets
This study is based on 2D BUS DICOM images of abnormal patients. All DICOM images were scanned from SIEMENS MED SMS USG S2000 and TOSHIBA Aplio400 TUS-A400 Ultrasound System. For this study, we collected a dataset of 670 breast lesion ultrasound images from different women (aged 18-70) that had no history of breast cancer. Among the 670 images, 640 were scanned by a SIEMENS Ultrasound System and 30 were scanned by a TOSHIBA Ultrasound System. If there were a number of DICOM images from the same lesion, the DICOM image containing the maximum area of the lesion was collected into the dataset. The type of lesion has been clinically diagnosed as malignant or benign. Among the 640 lesions from SIEMENS Ultrasound System, 120 are malignant lesions and 520 are benign lesions.
In our study dataset, for SIEMENS images, 399 were used in the training phase, 141 were used in the testing phase and 100 were used in the validation phase. All TOSHIBA images were used for testing the generality of the model trained by SIEMENS images. During the image preprocessing stage, the original DICOM images were resampled to 0.1mm spacing in both horizontal and vertical directions. After that the ROI images were cropped from the re-sampled DICOM images with a size of 400*400 for easy processing, and the center of the lesions were the center of the ROI images.
For each ROI image, we manually generated reference lesion segmentations by using a MATLAB program. These manual segmentations were performed by an experienced researcher with 10 years of experience in breast ultrasound.
B. Performance Evaluations
In this study, Dice similarity coefficient is used for describing the accuracy of the segmentation by different methods. Dice similarity Fig. 3 . The architecture of SPCGAN with pixel-wise loss. The pixel-wise loss is only applied in the forward cycle. In the forward cycle, the segmentation generator receives unsegmented original image and produces an auto-segmented image. The forward discriminator receives both auto-segmented and ground truth segmentation images to make pixel-wise classification. In the backward cycle, the auto-segmented image is fed into the backward generator to obtain a cyclic original image and input to the backward discrinator along with the real original one. coefficient is a statistic used for comparing the similarity between two samples, and is defined as follows:
where |X| is the area of lesion by manual segmentation and |Y | is the area of lesion segmented by automatic methods. The larger the Dice similarity coefficient is, the higher accuracy of the computational segmentation is. It ranges between 0 and 1.
C. Implementation platform
Our network was trained on a workstation equipped with an NVIDIA GeForce GTX 1080Ti GPU.
IV. EXPERIMENTS AND RESULTS
To show the superiority of our framework, we test SPCGAN, the backbone structure (ResNet) only and the level set method on both Siemens and Toshiba dataset. We also test the effectiveness of only applying generative adversarial networks framework with pixel-wise cost (GAN) without the cycle loss. To indicate the applicability of this framework, we also compare different frameworks but with a different backbone FCN structure (U-Net). For all experiments we performed training with the the number of epochs 1500,mini batch size 1, Adam optimizer [16] and without dropout. We use validation set to choose the model with least loss from different epochs.
We also apply the following data augmentation methods: shear(0.2 range), rotation(10 range), width shift(0.1 range), height shift(0.1 range), zoom(0.1 range), and horizontal flip to solve the problem of insufficient data.
A. Statistical Analysis
One-sided paired t-tests are used for statistical analysis when comparing results from different segmentation methods. The hypothesis in this study will be tested to control type I error rate at alpha = 0.05. The hypothesis is that the DSC of the SPCGAN is superior to (bigger than) that of ResNet or the level set method, for statistical significance level alpha = 0.05.
B. Comparisons among SPCGAN, FCN(ResNet) and Level Set
To evaluate the effect of SPCGAN framework on the breast ultrasound lesion segmentation accuracy, we compared it with FCN(ResNet) framework and the traditional segmentation method level set. Table I summarizes the DSC of different methods on our The examples given in Fig.7 correspond to the segmentation results of our SPCGAN, FCN(ResNet) and the level set method from malignant lesions. The FCN(ResNet) tends to oversegment the cancer when there is posterior shadowing, especially for the lesion in the first row. SPCGAN shows relatively more robust performance compared to FCN(ResNet) and the level set method. Fig.8 illustrates boxplots of DSC for different segmentation methods. We can see that results from our SPCGAN have much less variance compared to other methods. Fig. 9 .
From Fig. 9 and Table II, To explore the performance of SPCGAN on the segmentation quality with test data from different manufactures, we collected 30 BUS images of breast disease scanned from TOSHIBA Ultrasound System and applied our model which was trained on SIEMENS images only.
D. Results from Test Data from Other Manufactures
From Table III , we can observe that the difference between DSC values of SPCGAN and FCN(ResNet) was not statistically significant (p=0.14 with paired t-test). The example given in Fig. 11 corresponds to a breast cancer with the ill-defined boundary. They are both very robust but the mean DSC from SPCGAN is still higher.
E. Comparisons among Models Trained with different backbone networks
In this section, we repeated the experiments with the different backbone structure, U-Net. From Fig. 12 and Table IV, we can observe that SPCGAN model still obtained best results among all training sample numbers. Table V and Table VI show the DSC of three different frameworks (SPCGAN, GAN and backbone structure only) based on two different backbone structures (ResNet and U-Net) on Siemens and Toshiba datasets. SPCGAN frame archives the best performance. 
V. CONCLUSION AND DISCUSSION
In this study, we proposed a CycleGAN based model for segmenting breast lesions in 2D breast ultrasound. We compared our model with FCN and the level set based approach. The results show that our model is the most robust and accurate with a DSC of 0.92± 0.04. Without retraining, the same model is applied on ultrasound images from a different manufacture, resulting a DSC of 0.93± 0.02.
The novelty of our work is the combination of the CycleGAN and the pixel-wise cost which makes the model has the advantage of both GAN and FCN. The similar trends are observed for different frameworks with two different backbone structures (ResNet and U-Net). However, for some challenging images, especially when calcification is present, the segmentation is still not very smooth. From Figure ? ?, we can observe an improvement on DSC from 0.79 to 0.92 when the number of training images is increased. In the future, we will increase the size of our dataset and eventually our model will be more robust. Another approach is to apply post processing, for example, Markov random filtering, to make segmentation smooth and complete. Both deep learning based methods are significantly better than the traditional level set approach in both malignant and benign cases, even when the deep learning model is only trained with 20% percent of the dataset. With more annotated data, the performance of supervised learning can be improved significantly. It is still possible to enhance the segmentation performance by combining deep learning and the level set method together. Researchers [25] showed that with a combined approach, they achieved the most accurate results in the semi-automated problem. In the future, we will investigate more possibilities.
In the cyclic training process of our model, the forward generator firstly produces automatic segmentation of the breast lesions indistinguishable to the forward discriminator by minimizing the adversarial loss, cycle consistency loss and pixel-wise cost. This generated segmentation is then fed into the backward generator which tries to get it recover to the original image. During this stage, the pixel-wise cost is no longer applied as it is hard to recover the original image from the segmentation in regards of pixel level. The implementation of CycleGAN algorithm effectively utilizes the prior knowledge of lesion images to provide the prior distribution in the latent space for the input. By imposing this prior probability distribution, the mapping between input data sample and real data is under a more sensible constraint. In ultrasound annotation tasks, the segmentation is challenging because of poor quality, posterior shadowing and weak boundaries. In this case, the use of prior knowledge would make segmentation robust.
Accurate segmentation would help describe shape, orientation, margins, echo pattern, posterior acoustic features, and surrounding tissue alterations of a lesion in BI-RADS US lexicon. The description would also aid radiologists or computer algorithms [36] , [37] to diagnose a lesion. Given accurate segmentations, it would be logical to design further deep learning networks to differentiate malignant lesions from benign lesions or generate BI-RADS scores in ultrasound.
One limitation of our study is that we compared the segmentations results to annotations from only one reader. It is also interesting to show the comparison of DSCs between two readers as a reference. Moreover, as the CycleGAN model has the ability of learning prior knowledge, for example the shape, it is possible that it only learns the style of one reader. Whether the prior knowledge from one reader is sufficient to obtain good inter-reader variability shall be investigated in the feature.
In the real clinical practice, there are ultrasound devices from different manufacturers deployed. These images varies in resolution, contrast, and the presence of noise. In this study, we evaluated the possibility of applying our deep learning model trained on SIEMENS ultrasound images only to TOSHIBA ultrasound images. The segmentation accuracy still remains high. Researchers can focus on developing robust algorithms on different types of ultrasound images, which is important to make computer techniques available to real world practice.
In summary, we proposed a robust framework for the purpose of lesion segmentation in breast ultrasound and the segmentation accuracy is comparable to human annotations. Our method has the potential to help radiologists delineate breast lesion and improve the efficiency of workflow for reporting and inter-/intra-reader variability. While focused on one type of lesions in ultrasound, future work can address a wider range of objects in different medical images.
