Abstract. The present paper develops the theory of general Runge-Kutta methods for Volterra integral equations of the second kind. The order conditions are derived by using the theory of /'-series, which for our problem reduces to the theory of K-series. These results are then applied to two special classes of Runge-Kutta methods introduced by Pouzet and by Bel'tyukov.
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We assume that the kernel K is (at least) continuous on 5 X R", S '■= {(x, s): a < s < x < b), and that the solution y exist uniquely and is continuous on /.
In order to introduce the discretization of ( 
7=1
The method (1.3) is completely characterized by the parameters o, , dt,, bt, e¡, 6¡. In the following we shall often refer to the two terms on the right-hand side of (1. i=i This is the (implicit) version of Pouzet's Runge-Kutta method for (1.1) (compare Pouzet [14] ); in the explicit case the upper limit of summation is replaced by /' -1 in the first formula of (1.5). We observe that the "number" of kernel evaluations (per step) in the Runge-Kutta part is in general equal to m(m + 1) (implicit case), and m(m + l)/2 (explicit case). This number is reduced if some of the parameters atj vanish or if some of the c,'s are equal. In order that the argument of K in (1.5) lies in 5 X R", we have to demand that (1. 6) c,>Cj ifa,.^0.
For explicit methods this condition is satisfied if c, < c2
1. We shall refer to (1.6) as the kernel condition. /=i This is the (implicit) Runge-Kutta method introduced by Bel'tyukov [3] ; here, the "number" of kernel evaluations in the Runge-Kutta part equals m, independent of whether the method is implicit or explicit. For this type of methods the kernel condition reads as (1.8) e,>c,, i=\,...,m.
We remark that every method (1.3) (also the PRK-methods) can be written in the form (1.7) with a possible increase in « (the number of stages). The principal motivation for the present work originated with the following questions (whose answer will play a crucial role in connection with the selection of a computationally efficient VRK-method):
(i) If a Runge-Kutta method of order p is given (i.e., the parameters a, , b¡), is then the corresponding Pouzet-type method (1.5) of the same order? This is proved in the explicit case forp = m (see [14] ), but is not yet clear for the general (implicit) case.
(ii) If the first question is answered affirmatively, we obtain a large number of high order Pouzet-type methods. But, for a given order p, is it possible to reduce the number of kernel evaluations if we admit Bel'tyukov-type methods? For p = 3 there exist explicit BRK-methods with m = 3, whereas for PRK-methods at least four kernel evaluations are needed.
In order to deal with these problems (especially for high orders), we need a way of getting the order conditions for VRK-methods. In Brunner and Norsett [4] these conditions were given by extending the Runge-Kutta theory of Butcher ([5] , [6] ) and of Hairer and Wanner ( [7] , [8] ). However, at the same time Hairer [9] extended the theory in [7] , [8] to what he called partitioned methods for partitioned systems of ordinary differential equations.
After transforming (1.1) to a canonical form, we may write (1.1) formally as an infinite system of ordinary differential equations. The difference between the solution of the "M first" of these equations and the solution of (1.1) is of order 0(hM+i) for x E [x0, x0 + «]. We can therefore also use that theory to find the Taylor expansion of the solution of (1.1) and in turn the order conditions for the VRKmethods. We will, in this paper, obtain our results in this way.
In Section 2 the theory of F-series will be presented and used to obtain the order conditions for the VRK-methods. The answer to question (i) is given in Section 3 together with a variety of examples of (explicit and implicit) Volterra-Runge-Kutta methods. Finally, Section 4 looks at some connections with other Runge-Kutta methods (Aparo [1], Ouelès [12] , [13] ).
2. Volterra Series and Order Conditions. As pointed out in Section 1, we will use the theory of E-series by Hairer [9] to derive the order conditions. It is therefore necessary to give a short review of the main results from that theory.
Consider the partitioned system of differential equations
where ya E R"% yh E R"», « = na + nh +..., y -(ya, yb,. . .)T, f(y) = (fa(y), fh(y),-.-)T and A = {a, b,...} is a finite index set. The function/: U -> R" is assumed to be infinitely differentiable, where U is an open set in R". The Taylor expansion of (2.1) is related to the concept of E-trees, defined by Definition 2.1. A rooted E-tree t of order p(t) and root index z ='-w(t) is defined recursively as, (i) (¡>,,zEA are the only E-trees of order 0.
(ii) t,, z G A are the only E-trees of order 1.
(iii) Let f,,... ,tm be E-trees with p(t,) >\,zEA. Then / =2[tx,.. -,tm] is a E-tree of order p(t) = 1?=, p(t¡) + 1. y'(x)=yá(x) = G{yx,ya) + v y"(x) = y'J(x) = Gx + Gy-y'a + V; = Gx + Gy ■ y'a + Gx + yai, and we see thaty(k)(x) only depends onyx,ya, i = 0,...,k. Thus, for the computation of the truncated Taylor expansion of y(x) we may assume that A is finite as far as we need. Furthermore, our system (2.5) is very special in its structure. From Theorem 2.5 we immediately get (2.6) ya{x0 + h) «('MOU) P(0! t&TP,w(t) = a with y0 = (0,0,...,0, x0). But, due to the structure of (2.5), two facts have to be taken into consideration. The elements of TV are exactly those E-trees which are indexed only by "a " and "x ", and if a node has index "x ", this node must be an end-node. tx is not in TV. This set TV also corresponds to the set of Volterra-trees of Brunner and Njersett [4] . There the numbers at the nodes correspond to the free x-nodes leaving that node.
Example.
Having defined the set EF of trees, we need to find which trees in EE give T(t)(y0) = 0 and which give the same results as trees in TV. In this connection we set Definition 2.9. For every t E EFwe define E(t) C EE recursively by:
(ii) Ii t =a[rk, tx,... 
we finally get for the recursive calculation of ß(t).
Example 2.13.
,a From Theorem 2.12 the exact solution has an expansion in terms of Volterra-trees. It would therefore be natural to expect yx also to have an expansion of that form except that ß(t) in (2.7) would be other coefficients. Analogously to Definition 2.6, Definition 2.14. Let G be smooth enough and let <p: £K -► R. A V-sehes is a formal series of the form (2.11) V{<p,y)= 2 V(t)ß(t)F(t)(y)-^- 3. Examples of Volterra-Runge-Kutta Methods. In Section 1 we defined the general VRK-method. As particular subclasses we had the Pouzet-methods and the Bel'tyukov-methods. Pouzet [14] showed that for every given explicit w-stage RKmethod of order p = m for ordinary differential equations the corresponding Pouzet-method also had order p. (The converse is obviously true.) By using the theory of F-series we can in general establish Proof. Let T = {t E TV; all nodes of t have index "a"}. By assumption the EAT-method has order p. Since for t E T the order condition (2.15) is exactly the same as for EÄT-methods (see [6] ) we have (3.1) <p(t) = 1 forp(í)«p,/E E.
With R(t) (for t E TV) we denote the number of nodes indexed by "je" which are directly connected with the root of /. For an arbitrary element t E TV we then define u(t) E Trecursively by «(*") = *<,. Mk) = Ta. Observe that u(t) E T and p(u(t)) = p(t) -R(t). An easy induction argument using the formulas (2.14) with dij = c, and e, = 1 shows that <p,(0 = c*t%,(«(/)) and <p(t) = cp(u(t)).
This last relation together with (3.1) completes the proof. □ In the following examples the methods will be given for the problem y(x)=f(x)+fXK(x,s, y{s))ds. 
2)
The methods of order 2 will be For </|, = 1 ( = e, ) we obtain the Bel'tyukov-type midpoint method. Note that (3.3') requires only one kernel evaluation per step in the Runge-Kutta part but has order 2; (3.3") requires two kernel evaluations. This contradicts a ¥= 0 by Lemma 3.4. Hence det(U) #0. D
Since we need A3 ¥= 0 for an explicit 3-stage RK-method to be of order 3, Lemma 3.6 implies e3 = LA, and A2 cannot both be zero by (i), (iii), and (vi). By Lemma 3.6 we then have two cases, b2 = 0, e. For the explicit case this form coincides with that given by Oulès [13] . As an example, consider the Bel'tyukov method (19) of [3] (compare also Example 3.7); if it is brought into the above form it reads as follows: 
