On low eigenvalues of the Laplacian with mixed boundary conditions  by Ashbaugh, Mark S. & Chiacchio, Francesco
J. Differential Equations 250 (2011) 2544–2566Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
On low eigenvalues of the Laplacian with mixed boundary
conditions
Mark S. Ashbaugh a, Francesco Chiacchio b,∗
a Department of Mathematics, University of Missouri, Columbia, MO 65211, United States
b Dipartimento di Matematica e Applicazioni “R. Caccioppoli”, Università degli Studi di Napoli “Federico II”, Complesso Monte S. Angelo,
via Cintia, 80126 Napoli, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 July 2010
Available online 26 November 2010
MSC:
35J25
35P15
Keywords:
Mixed boundary value problems
Symmetrization
By means of the so-called α-symmetrization we study the eigen-
value problem for the Laplace operator with mixed boundary con-
ditions. We obtain various bounds for combinations of the low
eigenvalues and some sharp comparison results for the ﬁrst eigen-
function in terms of Bessel functions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The present paper deals with the eigenvalue problem for the Dirichlet–Neumann Laplacian⎧⎪⎪⎨⎪⎪⎩
−u = λu in Ω,
u = 0 on Γ0,
∂u
∂ν
= 0 on Γ1,
(1.1)
where Ω is a bounded domain of Rn having Lipschitz boundary ∂Ω = Γ0 ∪ Γ1 and ν denotes the
outward normal to ∂Ω .
A tool that has turned out to be appropriate in the study of partial differential equations with
mixed boundary conditions is the so-called α-symmetrization (see [23,8,21], and [20]). It applies to
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transforming them into circular cones Cα(Ω) having the same measure (for deﬁnitions see (2.1), (2.3),
and (2.5)). The α-rearrangement of any u : Ω →R is the unique radially decreasing function u	,α(x) =
u	,α(|x|) : Cα(Ω) → [0,+∞[, equidistributed with |u|.
In this setting the conical sector plays the same role as the ball in Schwarz symmetrization. We
point out that, while Schwarz symmetrization has been widely used in order to get sharp estimates
for the eigenvalues of the Dirichlet Laplacian and the Neumann Laplacian (see, for instance, [12,15,2–4,
26,5,9], and the monographs [8,17–19]), the possibility of using α-symmetrization to get information
about the eigenvalues of (1.1) has not yet been investigated.
We will get various bounds involving the lower eigenvalues of (1.1) by means of such a sym-
metrization. In order to do this one has to impose some geometrical constraints on the domain Ω,
since the constant Q (Γ1,Ω), whose deﬁnition will be recalled in the next section, has to be ﬁnite.
Now we want to exhibit a concrete example in which our results apply. To this end let Aα be an
open subset of Sn−1 such that1 Hn−1(Aα) = α and such that the open cone Σα = {tx ∈ Rn: x ∈ Aα
and t > 0} is convex. Our results hold true, for instance, if Ω is any bounded Lipschitz domain con-
tained in Σα, with Γ1 ⊂ ∂Σα and Γ0 ⊂ Σα .
Let {λi}i∈N be the sequence of eigenvalues of (1.1), arranged in increasing order and counted ac-
cording to their multiplicity. One of our results is the following estimate
λ2
λ1
 1+
(
ωn
αn
)2/n( j2n/2,1
j2n/2−1,1
− 1
)
, (1.2)
where2 ωn = |B1|, αn = (nQ (Γ1,Ω))−n and ﬁnally jν,k represents the kth positive zero of the Bessel
function Jν .
In order to get (1.2), we adapt to this context the technique introduced by the ﬁrst author and
R. Benguria to prove the Payne–Pólya–Weinberger conjecture (see [2] and [3]). Beside (1.2) we prove
that
n+1∑
j=2
1
λ j − λ1 
(
αn
ωn
)2/n 2 j2n
2−1,1 + n(n − 4)
6λ1
. (1.3)
In the case of domains contained in cones, described above, (1.2) and (1.3) hold true with αn = α/n.
In the last two sections, we conﬁne our attention to this special case. For suitable values of the
opening angle of the cone, we provide further bounds, some of which are isoperimetric, involving λ j
and the eigenvalues of the Laplacian with different boundary conditions. For instance for α = 12nωn,
i.e., when the cone reduces to the upper half-space {xn > 0}, we prove the following sharp result
min
{
λ2
λ1
,
λD1
λ1
}

j2n
2 ,1
j2n
2−1,1
,
where λD1 is the ﬁrst eigenvalue of the Dirichlet Laplacian on Ω .
2. Notation and preliminary results
We will denote by Aα an open subset of Sn−1 such that Hn−1(Aα) = α, by Σα the open cone
{tx ∈Rn: x ∈ Aα and t > 0}, and by Σ(α, R) the following
1 Hn−1 denotes, here and throughout, the standard (n − 1)-dimensional Hausdorff measure (e.g., see [11,27]).
2 In the sequel |E| stands for the Lebesgue measure of a subset E ⊂Rn while BR is the ball in Rn centered at the origin with
radius R.
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Finally, we set
αn = α
n
= ∣∣Σ(α,1)∣∣. (2.2)
Let Ω be a bounded domain in Rn with boundary consisting of two manifolds Γ0 and Γ1. In [23] (see
also [8,21], and [20]), the authors introduce the isoperimetric constant of Ω relative to Γ1, Q (Γ1,Ω),
as follows. Let E denote the set of all measurable subsets E of Ω such that ∂E ∩ Γ0 does not contain
any set of positive (n − 1)-dimensional Hausdorff measure. Then one deﬁnes
Q (Γ1,Ω) = sup
E∈E
|E|1− 1n
PΩ(E)
, (2.3)
where PΩ(E) is the De Giorgi perimeter of E relative to Ω, e.g., see [16,22].
From the results obtained in [23] we know that if
Hn−1(Γ0) > 0, Hn−1(Γ1) > 0, and Ω has a Lipschitz boundary, (2.4)
then
Q (Γ1,Ω) ∈
[
n−1(ωn/2)−1/n,+∞
[
.
Equivalently there exists a number αn ∈ ]0,ωn/2], that can be considered as the measure of a unit
sector Σ(α,1), such that Q (Γ1,Ω) = (nα1/nn )−1.
The exact value of the constant Q (Γ1,Ω) can be explicitly computed in some cases. In R2,
for instance, it is known for the circular sector, the rectangle, and the circular annulus (see Exam-
ples 3.1–3.4 in [23]). When the dimension is greater than two (see Proposition 2.1 in [21]) we have
the following.
Theorem 2.1. Let Σ(α, R) be a convex sector of Rn and set Γ˜0 = {x ∈ ∂Σ(α, R): |x| = R} and Γ˜1 =
∂Σ(α, R)\Γ˜0 . Then Q (Γ˜1,Σ(α, R)) is a maximum and
Q
(
Γ˜1,Σ(α, R)
)= (nα1/nn )−1 = |Σ(α, r)|(n−1)/nHn−1(x ∈ Σ(α, r): |x| = r) ,
for any sector Σ(α, r) ⊂ Σ(α, R), with 0 < r < R. Moreover if ∂Σα\{P }, P being the vertex of Σα, is smooth,
the sectors Σ(α, r) are the only sets which realize the maximum Q (Γ˜1,Σ(α, R)).
Now we want to recall a few notions and properties concerning α-symmetrization that will be
useful in the sequel. To this purpose for any ﬁxed α ∈ ]0, 12nωn] we denote by C(α, R) any spherical
sector of Rn of radius R and solid angle α. More precisely
C(α, R) = {tx ∈Rn: x ∈ Aα and t > 0}∩ B(0, R),
where, now, Aα is a spherical cap of Sn−1 with Hn−1(Aα) = α.
Remark 2.1. We note that in order to deﬁne the notion of α-symmetrization one may use different
families of convex cones (see, e.g., [21, p. 302]).
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distribution function
μ(t) = ∣∣{x ∈ Ω: ∣∣u(x)∣∣> t}∣∣, t ∈ [0,∞[,
by u∗(s) and u∗(s) its decreasing and increasing rearrangements, deﬁned respectively by
u∗(s) = inf{t  0: μ(t) < s}, s ∈ ]0, |Ω|],
u∗(s) = u∗
(|Ω| − s), s ∈ [0, |Ω|[.
Finally u	,α and u	,α indicate the radially decreasing and increasing α-symmetrizations of u, respec-
tively
u	,α = u∗(αn|x|n), x ∈ Cα(Ω),
u	,α = u∗
(
αn|x|n
)
, x ∈ Cα(Ω),
where
Cα(Ω) = Σ(α, RΩ) (2.5)
with RΩ chosen such that |Σ(α, RΩ)| = |Ω|.
We also recall the well-known Hardy–Littlewood inequality.
Theorem 2.2. For any pair of real-valued measurable functions, u and v, deﬁned on Ω, there holds
|Ω|∫
0
u∗v∗ ds
∫
Ω
|uv|dx
|Ω|∫
0
u∗v∗ ds =
∫
Cα(Ω)
u	,αv	,α dx. (2.6)
Since u, u	,α, and u∗ are equimeasurable, the symmetrization does not change the Lp-norms, i.e.,
∫
Ω
|u|p dx =
∫
Ω
(
u	,α
)p
dx =
|Ω|∫
0
(
u∗(s)
)p
ds, ∀1 p ∞. (2.7)
From the results obtained in [23] and [20] (see also [24]), we have the following.
Theorem 2.3. Let Ω belong to the class of bounded domains satisfying (2.4), with ∂Ω = Γ0 ∪ Γ1 , with ﬁxed
measure and ﬁxed isoperimetric constant relative to Γ1, i.e.,
Q (Γ1,Ω) =
(
nα1/nn
)−1
, for some αn ∈ ]0,ωn/2]. (2.8)
Let u be the weak solution of the problem ⎧⎪⎪⎨⎪⎪⎩
−u = f in Ω,
u = 0 on Γ0,
∂u = 0 on Γ1,
(2.9)∂ν
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−(u∗)′  n−2α−2/ns−2+2/n s∫
0
f ∗(σ )dσ ≡ −(v∗)′. (2.10)
Moreover, setting v(x) ≡ v∗(αn|x|n), we have that v is the weak solution of the problem⎧⎪⎪⎨⎪⎪⎩
−v = Cα( f ) in Cα(Ω),
v = 0 on Γ˜0 =
{
x ∈ Cα(Ω): |x| = RΩ
}
,
∂v
∂ν
= 0 on Γ˜1 = ∂Cα(Ω)\Γ˜0,
(2.11)
and, from (2.10),
u	,α  v	,α = v in Cα(Ω). (2.12)
Remark 2.2. As it is immediate to verify, the above result still holds true if one replaces (2.8) with
the weaker assumption
Q (Γ1,Ω)
(
nα1/nn
)−1
, for some αn ∈ ]0,ωn/2]. (2.13)
Indeed, in [23] in the proof of Theorem 2.3, the constant Q (Γ1,Ω) appears just in the inequality
PΩ
({
x:
∣∣u(x)∣∣> t}) Q (Γ1,Ω)−1(μ(t))1−1/n = nα1/nn (μ(t))1−1/n,
and thus, obviously, everything works, without any change, with hypothesis (2.13) in force.
This simple consideration assumes some importance to our purposes. Indeed, inequality (2.10)
constitutes the ﬁrst step in our study of problem (1.1). The point is that, as already remarked, there
are few domains for which Q (Γ1,Ω) is known. In R2, for instance, Q (Γ1,Ω) is known for the sector,
the rectangle, and the circular annulus. In each of these cases the whole sequence of eigenvalues and
eigenfunctions, which we want to estimate, are explicitly known. Nevertheless, is easy to ﬁnd a family
of domains for which (2.13) holds from a single one satisfying (2.8). Let us consider, again, a convex
sector Σ(α, R) in Rn , with Γ˜0 = {x ∈ Σ(α, R): |x| = R} and Γ˜1 = ∂Σ(α, R)\Γ˜0. By Theorem 2.4 we
know that Q (Γ˜1,Σ(α, R)) = (nα1/nn )−1. Now consider any Lipschitz domain Ω ⊂ Σ(α, R) with ∂Ω =
Γ0 ∪ Γ1, such that
Hn−1(Γ0) > 0, Hn−1(Γ1) > 0 and Γ1 ⊂ Γ˜1. (2.14)
By the deﬁnition of the constant Q we have
Q (Γ1,Ω) Q
(
Γ˜1,Σ(α, R)
)= (nα1/nn )−1, (2.15)
and therefore each domain Ω, for which (2.14) is fulﬁlled, satisﬁes condition (2.13).
Clearly the same considerations can be done for each domain Ω for which the constant Q (Γ1Ω)
is known.
The results we are going to state in the next section apply to bounded domains of Rn satisfying
(2.4) and (2.15). Therefore, in view of the consideration above, one may concretely think of domains
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sectors, rectangles, or annuli in R2.
Borrowing notation used in [21], we denote by V 2(Ω) the Hilbert space naturally associated to
problem (2.9), i.e.,
V 2(Ω) = {u ∈ H1(Ω): u = 0 on Γ0} (2.16)
where the scalar product is given by
〈u, v〉 =
∫
Ω
DuDv dx.
The following Pólya–Szego˝ type inequality (see [21]) holds true.
Theorem 2.4. Let Ω be a bounded domain satisfying (2.4) and (2.13). Then for any u belonging to V 2(Ω),
∫
Ω
|Du|2 dx
∫
Cα(Ω)
∣∣Du	,α∣∣2 dx. (2.17)
More precisely, in [21] this result is stated assuming (2.8) instead of (2.13). On the other hand,
looking at the proof of the Pólya–Szego˝ principle (see for instance [25]) and repeating the considera-
tions of Remark 2.2, one easily realizes that the previous result holds true.
3. Estimates via comparison results with Bessel functions
In this section Ω will always denote a bounded domain satisfying (2.4) and (2.13).
We denote by {λi}i∈N the sequence of eigenvalues of (1.1), arranged in increasing order and re-
peated according to their multiplicity, and by {ui}i∈N , a corresponding complete orthonormal set of
real eigenfunctions.
The Rayleigh–Ritz characterization of the eigenvalues will be used throughout:
λi = min
ϕ∈W⊥i−1\{0}
∫
Ω
|Dϕ|2 dx∫
Ω
|ϕ|2 dx ,
where W j = span{u1, . . . ,u j} (and, of course, W0 = {0}).
Another useful tool will be the classical gap estimate.
Lemma 3.1. For any function P : Pu1 ∈ V 2(Ω)\{0} and Pu1 ∈ W⊥j−1, it holds that
λ j − λ1 
∫
Ω
|DP |2u21 dx∫
Ω
P2u21 dx
. (3.1)
Proof. Using Pu1 as test function for λ j one gets
λ j 
∫
Ω
D(Pu1)D(Pu1)dx∫
P2u2 dx
=
∫
Ω
|DP |2u21 dx+ 2
∫
Ω
u1P (DP )(Du1)dx+
∫
Ω
P2|Du1|2 dx∫
P2u2 dx
. (3.2)
Ω 1 Ω 1
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2
∫
Ω
u1P (DP )(Du1)dx+
∫
Ω
P2|Du1|2 dx =
∫
Ω
D
(
P2u1
)
(Du1)dx
=
∫
Ω
Pu1(−u1)dx = λ1
∫
Ω
P2u21 dx. (3.3)
Note that the boundary term,
∫
∂Ω
P2u1
∂u1
∂ν dH
n−1, vanishes, by virtue of the fact that u1 vanishes on
Γ0 and
∂u1
∂ν vanishes on Γ1.
Equality (3.3), together with (3.2), implies
λ j 
∫
Ω
|DP |2u21 dx∫
Ω
P2u21 dx
+ λ1,
which is the claim. 
In the subsequent Lemmas 3.2 and 3.3, we provide sharp pointwise estimates for u∗1 in terms of
appropriate Bessel functions, in the spirit of Chiti’s approach. This constitutes the ﬁrst step toward our
bounds on the eigenvalues of (1.1), and, furthermore, from these lemmas we will deduce a reverse
Hölder inequality for u1.
Let us consider the following symmetrized problem⎧⎪⎪⎨⎪⎪⎩
−z = λz in S,
z = 0 on Γ˜0,
∂u
∂ν
= 0 on Γ˜1,
(3.4)
where S = C(α, R) is the cone chosen in such a way that problems (1.1) and (3.4) have the same
ﬁrst eigenvalue λ1. More explicitly S = C(α, j n
2−1,1λ
− 12
1 ) and the corresponding eigenfunction is z =
c|x|1− n2 J n
2−1(λ
1
2
1 |x|), where we recall that j n2−1,1 denotes the ﬁrst positive zero of the Bessel function
J n
2−1.
By Theorem 2.4 we know that |S|  |Ω|, and if equality occurs u	,α is easily veriﬁed to be pro-
portional to z, since the ﬁrst eigenvalue of (3.4) is simple. Therefore, in the rest of the paper, we will
assume that |S| < |Ω|, moreover we will deﬁne z∗ in the whole interval [0, |Ω|], by setting its value
in [|S|, |Ω|] equal to 0.
Lemma 3.2. If u∗(0) = z∗(0) then
u∗(s) z∗(s) for each s ∈ [0, |S|]. (3.5)
Proof. We follow the arguments of [20,23], and [13]. We easily obtain
⎧⎪⎪⎨⎪⎪⎩
−(u∗)′  λ1n−2α− 2nn s−2+ 2n s∫
0
u∗(σ )dσ a.e. in
(
0, |Ω|),
u∗
(|Ω|)= 0
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⎧⎪⎪⎨⎪⎪⎩
−(z∗)′ = λ1n−2α− 2nn s−2+ 2n s∫
0
z∗(σ )dσ a.e. in
(
0, |S|),
z∗
(|S|)= 0.
If by contradiction (3.5) does not hold then there exists a constant k > 1 such that
ku∗(s) z∗(s) for each s ∈ [0, |S|[.
Then if one deﬁnes
c = inf{k > 1: ku∗(s) z∗(s) for each s ∈ [0, |S|[},
there exists s0 ∈ [0, |S|[ such that
cu∗(s0) = z∗(s0).
If one introduces the function w as follows
w =
{
cu∗(s) if s ∈ [0, s0],
z∗(s) if s ∈ [s0, |S|],
one realizes that w = w∗ and that w satisﬁes
⎧⎪⎪⎨⎪⎪⎩
−w ′(s) λ1n−2α−
2
n
n s
−2+ 2n
s∫
0
w(σ )dσ a.e. in
(
0, |S|),
w
(|S|)= 0,
and
∫
S |Dw(αn|x|n)|2 dx∫
S w
2(αn|x|n)dx  λ1,
which is absurd, since λ1 is a simple eigenvalue for problem (3.4). 
Lemma 3.3. Let 0 < p < ∞, if one normalizes z in such a way that
∫
Ω
|u|p dx =
∫
S
|z|p dx, (3.6)
then there exists s1 ∈ [0, |S|] such that z∗(s) u∗(s) for s ∈ [0, s1] and z∗(s) u∗(s) for s ∈ [s1, |S|].
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|Ω|∫
0
∣∣u∗(s)∣∣p ds = |S|∫
0
∣∣z∗(s)∣∣p ds.
If
u∗(0) z∗(0),
by the previous lemma and since (3.6) is in force we reach a contradiction unless |Ω| = |S| and u∗
and z∗ coincide in [0, |S|]. In that case the conclusion of the lemma is true for any choice of s1.
Now we are only left with the nontrivial case where u∗(0) < z∗(0). Using an argument by con-
tradiction, following the lines of the proof in [14], one may suppose that there exists a nonempty
interval [s1, s2] ⊂ ]0, |S|[, such that
u∗(si) = z∗(si) with i = 1 and 2,
u∗(s) z∗(s) for each s ∈ [s1, s2].
At this point we consider the function
w(s) =
⎧⎨⎩
z∗(s) if s ∈ [0, s1],
u∗(s) if s ∈ ]s1, s2],
z∗(s) if s ∈ ]s2, |S|],
and ﬁnally one has
∫
S |Dw(αn|x|n)|2 dx∫
S w
2(αn|x|n)dx  λ1,
which is an absurdity, as in the conclusion of the proof of the previous lemma. 
As said before, the following reverse Hölder inequality easily follows from the lemmas above.
Theorem 3.1. Let q > p > 0, then u1 satisﬁes the inequality
(∫
Ω
|u1|q dx
)1/q
 K (p,q, λ1,n)
(∫
Ω
|u1|p dx
)1/p
,
where
K (p,q, λ1,n) = (
∫
S |z|q dx)1/q
(
∫
S |z|p dx)1/p
= (nαn)
1
q − 1p λ
(q−p)n
2pq
1
(
∫ j n
2 −1,1
0 Jn/2−1(r)qr
n−1+q− qn2 dr)1/q
(
∫ j n
2 −1,1
0 Jn/2−1(r)pr
n−1+p− pn2 dr)1/p
.
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Ω
|u1|p dx =
∫
S
|z|p dx,
then Lemma 3.3 ensures
s∫
0
(
u∗1
)p
dσ 
s∫
0
(
z∗
)p
dσ , ∀s ∈ [0, |Ω|].
This last inequality implies that (see for instance [7])
∫
Ω
|u1|q dx =
|Ω|∫
0
(
u∗1
)q
dσ 
|S|∫
0
(
z∗
)q
dσ =
∫
S
|z|q dx,
and, hence, the claim. 
From now on we will assume that normalization condition (3.6) is fulﬁlled with p = 2.
The next step towards estimates for the eigenvalues of (1.1), is contained in the following result.
Lemma 3.4. Let f :R→R+ be an increasing function. Then∫
Ω
f
(|x|)u21 dx ∫
S
f
(
n
√
αn
ωn
|x|
)
z2 dx. (3.7)
The inequality is reversed if f is decreasing.
Remark 3.1. We use “increasing” here in the sense of “nondecreasing”, and similarly for “decreasing”.
Proof of Lemma 3.4. The Hardy–Littlewood inequality gives∫
Ω
f
(|x|)u21 dx ∫
Cα(Ω)
(
f
(|x|)χΩ)	,α(u21)	,α dx.
In order to estimate the function ( f (|x|)χΩ)	,α we consider the ball B centered at the origin having
the same measure of Ω. Once we deﬁne
f˜
(|x|)= f( n√αn
ωn
|x|
)
, x ∈ Cα(Ω), (3.8)
it is clear that
(
f
(|x|)χΩ)	,α  ( f (|x|)χB)	,α = f˜ (|x|)χCα(Ω),
therefore
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Ω
f
(|x|)u21 dx ∫
Cα(Ω)
f˜
(|x|)(u21)	,α dx =
|Ω|∫
0
f˜∗(s)u∗21 (s)ds.
By Lemma 3.3 we know that there exists s1 ∈ ]0, |S|[ such that
z∗(s) u∗(s), ∀s ∈ [0, s1],
z∗(s) u∗(s), ∀s ∈ [s1, |S|].
Since the function f˜∗(s) is increasing we have
|Ω|∫
0
f˜∗(s)
(
z∗2(s) − u∗21 (s)
)
ds
=
s1∫
0
f˜∗(s)
(
z∗2(s) − u∗21 (s)
)
ds +
|S|∫
s1
f˜∗(s)
(
z∗2(s) − u∗21 (s)
)
ds +
|Ω|∫
|S|
f˜∗(s)
(
z∗2(s) − u∗21 (s)
)
ds
 f˜∗(s1)
[ s1∫
0
(
z∗2(s) − u∗21 (s)
)
ds +
|S|∫
s1
(
z∗2(s) − u∗21 (s)
)
ds −
|Ω|∫
|S|
u∗21 (s)ds
]
= f˜∗(s1)
[ |S|∫
0
z∗2(s)ds −
|Ω|∫
0
u∗21 (s)ds
]
= 0.
The last equality is a direct consequence of the normalization condition (3.6), taking into account
(2.7). For a slightly different take on this argument, with a few more details, see [2,3]. However,
there is no consideration of conical sectors – attention is focused exclusively on such rearrangement
arguments on balls.
The remaining case ( f decreasing) can be handled analogously. 
Now we are in position to state our ﬁrst result concerning the eigenvalues of (1.1).
Theorem 3.2. It holds that
n+1∑
j=2
1
λ j − λ1 
(
αn
ωn
)2/n 2 j2n
2−1,1 + n(n − 4)
6λ1
. (3.9)
Proof. By using the same arguments contained in [4] at p. 1633, based on the Borsuk–Ulam theorem,
we can choose the origin and axes such that the following orthogonality conditions hold⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1u1 ⊥ u1,
x2u1 ⊥ {u1,u2},
...
(3.10)xnu1 ⊥ |{u1,u2, . . . ,un}.
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appropriate use of the Gram–Schmidt orthogonalization procedure (see, for example, Section 6 of [1]).
Using x ju1 as a test function for λ j+1, by Lemma 3.1, we have
1
λ j+1 − λ1 
∫
Ω
x2j u
2
1 dx∫
Ω
u21 dx
with j = 1, . . . ,n.
Summing over j we deduce
n+1∑
j=2
1
λ j − λ1 
∫
Ω
|x|2u21 dx∫
Ω
u21 dx
. (3.11)
From the last inequality and Lemma 3.4 with f (t) = t2, we get
n+1∑
j=2
1
λ j − λ1 
(
αn
ωn
)2/n ∫
S |x|2z2 dx∫
S z
2 dx
.
Now recalling that S = {x ∈ Σα: |x| j n
2−1,1λ
− 12
1 } and z = |x|1−
n
2 J n
2−1,1(λ
1
2
1 |x|), we can compute the
integral above by using some well-known results about Bessel functions (for details see [4, p. 1649])
and conclude that (3.9) holds. 
Lemma 3.4 easily provides the following estimate for λ2/λ1.
Corollary 3.1. It holds that
λ2
λ1
 1+
(
ωn
αn
)2/n 6n
2 j2n
2−1,1 + n(n − 4)
. (3.12)
Proof. In (3.9) of Theorem 3.2, set λ j = λ2 for all j > 2 and simplify. 
Now we show that a sharper bound for λ2/λ1 can be obtained by adapting the technique intro-
duced in [2,3] (see also [6]). Note that this technique applies only to λ2/λ1, and does not allow us to
obtain an analog of Theorem 3.2 (i.e., inequality (3.9)).
Theorem 3.3. It holds that
λ2
λ1
 1+
(
ωn
αn
)2/n( j2n/2,1
j2n/2−1,1
− 1
)
.
Proof. We consider n different trial functions for λ2, taken in the form
Pi = g(r) xi
r
,
where g is a nonnegative function, such that each Piu1 is in V 2(Ω), see (2.16). Using the Brouwer
ﬁxed point theorem, for any ﬁxed g it is possible to choose the origin of axes such that
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Ω
Piu
2
1 dx = 0, ∀i ∈ {1, . . . ,n}.
At this point the gap estimate (see Lemma 3.1) ensures that
λ2 − λ1 
∫
Ω
|∇ Pi |2u21 dx∫
Ω
P2i u
2
1 dx
, i = 1, . . . ,n.
Clearing denominators and summing on i, the angular dependence disappears and we get
λ2 − λ1 
∑n
i=1
∫
Ω
|∇ Pi |2u21 dx∑n
i=1
∫
Ω
P2i u
2
1 dx
=
∫
Ω
[g′(r)2 + (n−1)
r2
g(r)2]u21 dx∫
Ω
g(r)2u21 dx
. (3.13)
Now we have to choose g . First we deﬁne
w(t) =
{
Jn/2(bt)
Jn/2−1(at) for 0 t < 1,
limt→1− w(t) for t  1,
(3.14)
where a = jn/2−1,1 and b = jn/2,1, and, ﬁnally, we set
g(r) = w(γ r), (3.15)
with
γ =
√
λ1
a
n
√
ωn
αn
.
We observe that if we deﬁne
B(t) = w ′(t)2 + (n − 1)w(t)
2
t2
we have
g′(r)2 + (n − 1)
r2
g(r)2 = γ 2B(γ r) = λ1
a2
(
ωn
αn
)2/n
B(γ r).
Note that, by properties of Bessel functions discussed in [2] and [3], we know that the function B is
decreasing while g is increasing.
Hence, with this choice of g and the relations established above, we can rewrite (3.13) as follows
λ2 − λ1  λ1
a2
(
ωn
αn
)2/n ∫
Ω
B(γ r)u21 dx∫
Ω
w(γ r)2u21 dx
 λ1
a2
(
ωn
αn
)2/n ∫
S B(
√
λ1
a r)z
2 dx∫
S w(
√
λ1
a r)
2z2 dx
,
where the last inequality is a consequence of Lemma 3.4.
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λ2 − λ1  λ1
a2
(
ωn
αn
)2/n ∫
S B(
√
λ1
a r)z
2 dx∫
S w(
√
λ1
a r)
2z2 dx
= λ1
a2
(
ωn
αn
)2/n ∫ 1
0 B(r) J
2
n/2−1(ar)r dr∫ 1
0 w(r)
2 J2n/2−1(ar)r dr
= λ1
a2
(
ωn
αn
)2/n(
b2 − a2).
By the deﬁnitions of a and b we get the claim
λ2
λ1
 1+
(
ωn
αn
)2/n(b2
a2
− 1
)
= 1+
(
ωn
αn
)2/n( j2n/2,1
j2n/2−1,1
− 1
)
. 
Remark 3.2. We note here that our eigenvalue bounds in this section are not sharp, mainly due to
the presence of the factor (ωn/αn)2/n (or its inverse) in various estimates. Beyond that, our Chiti-type
results, as in (3.9) and (3.12), are not sharp because the constant coming from integrals of Bessel func-
tions that occurs in these bounds is not sharp (though numerically it is relatively close to being sharp,
so that the main loss in our eigenvalue bounds above is due to the factor (ωn/αn)2/n). The offending
factor arises due to the fact that we shift the location of the origin in translating our coordinate axes
to impose the orthogonalities that we need on our trial functions. Typically this translation will move
the origin to a location inside Ω (and certainly inside the sector to which Ω was originally conﬁned),
so that we have to be prepared to deal with the rearrangements of our radial functions, which either
increase or decrease on rays from this origin, in all directions away from the origin, and not just in
directions contained in a cone. It is in doing the estimates that effect this transition where the factor
(ωn/αn)
2/n enters, and there appears to be no obvious way to avoid it.
On the other hand, we note that by the approach developed and discussed in the succeeding sec-
tions of this paper we are able to leave the origin at the vertex of the cone to which Ω is originally
conﬁned and thereby obtain eigenvalue estimates which are sharp (i.e., isoperimetric). These inequal-
ities take a somewhat different form from the inequalities developed above, but they are very natural
from the point of view adopted in Section 4, to which we now turn.
4. Further estimates for the eigenvalues
In this section Ω will be just a bounded and Lipschitz domain contained in a convex cone of Rn.
As before we assume that ∂Ω = Γ0 ∪ Γ1, with Hn−1(Γ0) > 0 and Hn−1(Γ1) > 0, Γ1 is the portion of
∂Ω where Neumann conditions are imposed, lying entirely on the lateral surface of the cone.
In this speciﬁc case, where the results obtained in the last section hold true, we will obtain further
information on the eigenvalues of (1.1) for some special value of the angle α (in R2, for instance, for
α = π/2 and α = π ). The idea here is to keep the origin of the axes at the vertex of the cone and
to use again test function of the type xiu1 (or more generally xi g(r)u1). Since now the orthogonality
with u1 cannot be guaranteed for all i (but can still be arranged to hold for some indices), some of
these functions are no longer admissible as test functions for the higher eigenvalues. Rather, they will
be used as trial functions for the ﬁrst eigenvalue of problems with different boundary conditions, and
also as trial functions for certain higher eigenvalues of the original problem. As a result we will prove
bounds formally analogous to those of the previous section where, in place of some of the higher
eigenvalues of (1.1), we will put the ﬁrst eigenvalues of these new problems.
For the sake of simplicity, details will be given just for the 2-dimensional case.
4.1. The case α = π/2
Let Ω be an open and bounded subset of the quarter of the plane
Σπ/2 =
{
(x1, x2) ∈R2: x1 > 0 and x2 > 0
}
.
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−u = λu in Ω,
u = 0 on Γ0,
∂u
∂ν
= 0 on Γ1,1 ∪ Γ1,2,
(4.1)
where
Γ1,i =
{
x = (x1, x2) ∈ ∂Ω: xi = 0
}
, i = 1,2.
Besides (4.1), we introduce the following two eigenvalue problems⎧⎪⎪⎨⎪⎪⎩
−u = λu in Ω,
u = 0 on Γ0 ∪ Γ1,2,
∂u
∂ν
= 0 on Γ1,1
(4.2)
and ⎧⎪⎪⎨⎪⎪⎩
−u = λu in Ω,
u = 0 on Γ0 ∪ Γ1,1,
∂u
∂ν
= 0 on Γ1,2.
(4.3)
We will denote by λD,N1 and λ
N,D
1 the ﬁrst eigenvalue of (4.2) and (4.3) respectively. Now we are in
position to state three types of bounds involving λD,N1 , λ
N,D
1 , and λi . They are the analogs of similar
results obtained for the Dirichlet Laplacian (see [10,15,3], and [4]).
Theorem 4.1. It holds that
1
λ
D,N
1 − λ1
+ 1
λ
N,D
1 − λ1

j20,1 − 2
3λ1
. (4.4)
Proof. Using x1u1 as a trial function for λ
N,D
1 , one obtains
λ
N,D
1 
∫
Ω
|∇(x1u1)|2 dx∫
Ω
x21u
2
1 dx
= 1+
∫
Ω
x21|∇u1|2 dx+
∫
Ω
2x1u1
∂u1
∂x1
dx∫
Ω
x21u
2
1 dx
.
Now, the ﬁrst Green identity∫
Ω
whdx+
∫
Ω
DwDhdx =
∫
∂Ω
w
∂h
∂ν
dH1, (4.5)
with w = x21u1 and h = u1 gives
−λ1
∫
x21u
2
1 dx+
∫ (
2x1u1
∂u1
∂x1
+ x21
(
∂u1
∂x1
)2
+ x21
(
∂u1
∂x2
)2)
dx = 0 (4.6)Ω Ω
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Ω
x21|Du1|2 dx = λ1
∫
Ω
x21u
2
1 dx−
∫
Ω
2x1u1
∂u1
∂x1
dx. (4.7)
Therefore
λ
N,D
1 
1+ λ1
∫
Ω
x21u
2
1 dx∫
Ω
x21u
2
1 dx
which implies
λ
N,D
1 − λ1 
1∫
Ω
x21u
2
1 dx
. (4.8)
Analogously (using x2u1 to estimate λ
D,N
1 ) one gets
λ
D,N
1 − λ1 
1∫
Ω
x22u
2
1 dx
. (4.9)
Combining (4.9) and (4.8), we deduce
1
λ
D,N
1 − λ1
+ 1
λ
N,D
1 − λ1

∫
Ω
|x|2u21 dx∫
Ω
u21 dx
. (4.10)
By reﬂecting u1 ﬁrst with respect to the x1-axis and then with respect to the x2-axis, we obtain a
function u˜1, which is an eigenfunction corresponding to λ1, the ﬁrst eigenvalue of{−w = λw in Ω˜,
w = 0 on ∂Ω˜,
where
Ω˜ = {(x1, x2) ∈R2: (|x1|, |x2|) ∈ Ω}.
Then, we consider the domain S˜ obtained by the same reﬂections of the domain S = C( π2 , j0,1√λ1 )
introduced in the previous section, or more precisely
S˜ = {x ∈R2: |x| j0,1/λ1/21 }.
By a result on Schwarz symmetrization (see [15, Lemmas 1 and 2]) we can say that
∫
Ω˜
|x|2u˜21 dx∫
Ω˜
u˜21 dx

∫
S˜ |x|2 J0(λ1/21 |x|)dx∫
S˜ |x|2 J0(λ1/21 |x|)dx
= j
2
0,1 − 2
3λ1
.
We conclude by observing that
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Ω˜
|x|2u˜21 dx∫
Ω˜
u˜21 dx
=
∫
Ω
|x|2u21 dx∫
Ω
u21 dx
,
which, together with (4.10), implies
1
λ
D,N
1 − λ1
+ 1
λ
N,D
1 − λ1

j20,1 − 2
3λ1
,
which is the claim. 
Theorem 4.2. It holds that
min
{
λ
D,N
1
λ1
,
λ
N,D
1
λ1
}

j21,1
j20,1
, (4.11)
moreover equality is achieved when Ω is a quarter disk.
Proof. Deﬁne
Pi = g
(|x|) xi|x| , i = 1 and 2,
where
g(x) = g(|x|)= w(√λ1
j0,1
|x|
)
with w as deﬁned in (3.14) with n = 2. As before
λ
N,D
1 − λ1 
∫
Ω
|∇ P1|2u21 dx∫
Ω
P21u
2
1 dx
and
λ
D,N
1 − λ1 
∫
Ω
|∇ P2|2u21 dx∫
Ω
P22u
2
1 dx
(cf. (3.1)).
Hence
min
{
λ
N,D
1 − λ1, λD,N1 − λ1
}

∫
Ω
|∇ Pi |2u21 dx∫
Ω
P2i u
2
1 dx
, for i = 1,2.
Clearing denominators and summing over i, we get
min
{
λ
N,D
1 − λ1, λD,N1 − λ1
}

∫
Ω
(|∇ P1|2 + |∇ P2|2)u21 dx∫
(P2 + P2)u2 dx =
∫
Ω
((g′)2 + g2|x|2 )u21 dx∫
g2u2 dx
.Ω 1 2 1 Ω 1
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and [3] as used in proving the Payne–Pólya–Weinberger conjecture, the angular dependence drops
out and the thesis easily follows. 
Remark 4.1. If the domain Ω is symmetric about the line x1 = x2 we have that λD,N1 = λD,N1 . In this
case the previous result reads
λ
D,N
1
λ1
= λ
N,D
1
λ1

j21,1
j20,1
,
and is obviously still sharp for the quarter disk.
Theorem 4.3. It holds that
λ
D,N
1 + λN,D1
λ1
 5+ λ1
λ2
< 6.
Remark 4.2. This result and its proof closely resemble corresponding work of Brands, see [10], for the
Dirichlet Laplacian on a domain Ω , i.e., for the ﬁxed membrane problem.
Proof of Theorem 4.3. From (4.8) and (4.9) we get
λ
D,N
1 + λN,D1  2λ1 +
1∫
Ω
x21u
2
1 dx
+ 1∫
Ω
x22u
2
1 dx
. (4.12)
Now, for any ﬁxed α > 1, the ﬁrst Green identity (4.5) with w = u2α−11 and h = u1, gives∫
Ω
u2α−21 |Du1|2 dx =
λ1
2α − 1
∫
Ω
u2α1 dx. (4.13)
On the other hand, an integration by parts yields (with the boundary terms disappearing as usual)
∫
Ω
uα+11 dx = −(α + 1)
∫
Ω
x1u
α
1
∂u1
∂x1
dx = −(α + 1)
∫
Ω
x2u
α
1
∂u1
∂x2
dx.
Therefore
0 <
∫
Ω
uα+11 dx (α + 1)
∫
Ω
∣∣∣∣x1uα1 ∂u1∂x1
∣∣∣∣dx,
0 <
∫
Ω
uα+11 dx (α + 1)
∫
Ω
∣∣∣∣x2uα1 ∂u1∂x2
∣∣∣∣dx,
and by the Cauchy–Schwarz inequality
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(∫
Ω
uα+11 dx
)2
 (α + 1)2
∫
Ω
x21u
2
1 dx
∫
Ω
u2α−21
(
∂u1
∂x1
)2
dx,
(∫
Ω
uα+11 dx
)2
 (α + 1)2
∫
Ω
x22u
2
1 dx
∫
Ω
u2α−21
(
∂u1
∂x2
)2
dx,
or equivalently ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1∫
Ω
x21u
2
1 dx

(α + 1)2 ∫
Ω
u2α−21 (
∂u1
∂x1
)2 dx
(
∫
Ω
uα+11 dx)2
,
1∫
Ω
x22u
2
1 dx

(α + 1)2 ∫
Ω
u2α−21 (
∂u1
∂x2
)2 dx
(
∫
Ω
uα+11 dx)2
.
Summing up the inequalities above, and taking into account (4.13), we obtain
2∑
i=1
1∫
Ω
x2i u
2
1 dx

(α + 1)2 ∫
Ω
u2α−21 |Du1|2 dx
(
∫
Ω
uα+11 dx)2
= (α + 1)
2
2α − 1 λ1A(α), (4.14)
where, adopting the notation of Brands, we have set
A(α) =
∫
Ω
u2α1 dx
(
∫
Ω
uα+11 dx)2
.
Estimates (4.14) together with (4.12) yield
λ
D,N
1 + λN,D1
λ1
 2+ (α + 1)
2
2α − 1 A(α). (4.15)
At this point we can repeat step by step the arguments of Brands, see [10], obtaining the claim. 
4.2. The case α = π
In this case the Neumann conditions are prescribed on the portion of ∂Ω lying on the x1-axis,
indeed now we have
Ω ⊂ Σπ =
{
(x1, x2) ∈R2: x2 > 0
}
.
Hence, the problem under consideration becomes⎧⎪⎪⎨⎪⎪⎩
−u = λu in Ω,
u = 0 on Γ0,
∂u
∂ν
= 0 on Γ1,
where
Γ1 =
{
x = (x1, x2) ∈ ∂Ω: x2 = 0
}
.
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obviously, without altering the eigenvalues. We can, therefore, ﬁx the origin of the axes in such a way
that one of the following orthogonality conditions is fulﬁlled
∫
Ω
x1u
2
1 dx = 0, (4.16)
or, in turn
∫
Ω
x1g
(|x|)u21 dx = 0 (4.17)
where g is a ﬁxed positive and smooth function.
Since Ω is conﬁned in Σπ and u1 has one sign within Ω, there is no choice of the axes that
could ensure, beside, for instance, (4.16), the orthogonality of x2u1 with u1. Therefore, we consider
the problem with Dirichlet boundary conditions prescribed on the entire ∂Ω
{−u = λu in Ω,
u = 0 on Γ0,
with eigenvalues λDi . Now we state three results analogous to those of the case α = π/2, omitting
the proofs because they are very close to those of the previous case.
Theorem 4.4. It holds that
1
λ2 − λ1 +
1
λD1 − λ1

j20,1 − 2
3λ1
. (4.18)
Theorem 4.5. It holds that
min
{
λ2
λ1
,
λD1
λ1
}

j21,1
j20,1
, (4.19)
moreover equality is achieved when Ω is a half-disk, where λ2 = λD1 .
Theorem 4.6. It holds that
λ2 + λD1
λ1
 5+ λ1
λ2
< 6.
Remark 4.3. Analogous results still hold true in Rn. For instance, in the case
Ω ⊂ {x ∈Rn: xn > 0}= Σ 1
2nωn
,
in order to generalize (4.18), one has to choose coordinate axes such that
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x1u1 ⊥ u1,
x2u1 ⊥ {u1,u2},
...
xn−1u1 ⊥ {u1,u2, . . . ,un−1}.
(4.20)
This is always possible: by translating the origin in the plane {xn = 0} one gets x ju1 ⊥ u1 for j =
1, . . . ,n − 1; one obtains the further orthogonalities via rotations in Rn−1 = eˆ⊥n . Therefore it holds
1
λD1 − λ1
+ 1
λ2 − λ1 + · · · +
1
λn − λ1 
2 j2n
2−1,1 + n(n − 4)
6λ1
.
By means of analogous considerations, it is possible to obtain the following n-dimensional version of
(4.19)
min
{
λ2
λ1
,
λD1
λ1
}

j2n
2 ,1
j2n
2−1,1
.
If, instead, Ω is contained in a quarter space {x ∈ Rn: xn > 0, xn−1 > 0} or in eighth space {x ∈
R
n: xn, xn−1, xn−2 > 0}, one can adapt the method used for the 2-dimensional case when α = π/2,
seen before. For each extra “hyperplane condition” of the type xn > 0, one has to introduce a mixed
eigenvalue problem where the Dirichlet condition is imposed on the corresponding face xn = 0, whose
ﬁrst eigenvalue (λN,...,N,D1 ) will be involved in the estimate. Arguing in this way, the n-dimensional
analogs of (4.11) and (4.4) are easily deduced.
When all the variables are required to be positive so that Ω ⊂Rn must lie in the “positive orthant”,
one can obtain the Brands-type bound
λ
D,N,...,N
1 + λN,D,...,N1 + · · · + λN,N,...,D1
λ1
 n + 3+ λ1
λ2
< n + 4
(each term in the numerator on the left-hand side has a superscript with one D and n − 1 N’s). For
details of how the Chiti- and Brands-type bounds should be developed in n dimensions, one can
consult [4].
5. Examples in two dimensions
5.1. Ω ⊂ Σπ
If Ω is the isosceles right triangle {0 x2  1 and |x1|
√
2
2 (1− x2)}, then a standard calculation
(based on the fact that the triangle reﬂects out to form a
√
2-by-
√
2 square) gives
λ1 = π2,
λ2 = λD1 =
5
2
π2,
λ2
λ1
= λ
D
1
λ1
= 5
2
.
Now, let Ωab be the family of rectangles [−b/2,b/2] × [0,a]. Also in this case the eigenvalues can
be easily evaluated
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(
1
4a2
+ 1
b2
)
,
λD1 = π2
(
1
a2
+ 1
b2
)
,
λ2 =
⎧⎨⎩π
2( 1
4a2
+ 4
b2
) if b
2
a2
 32 ,
π2( 9
4a2
+ 1
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Introducing the parameter t = b2/a2, we get
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These simple considerations show that, in general, one cannot estimate λ2/λ1 by reducing to the
Dirichlet Laplacian, via reﬂections of the domain Ω and the eigenfunctions about the axes of the an-
gle. Indeed, if we consider the rectangle Ω̂ = [−√3/8,√3/8] × [−1,1], obtained by reﬂecting the
rectangle Ω̂ = [−√3/8,√3/8] × [0,1] about the x1-axis, we have
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where B is any 2-dimensional ball.
Indeed such reﬂections leave the ﬁrst eigenvalue always unaltered, but it may happen that the
second one becomes a higher eigenvalue for the Dirichlet problem (in the example above λ2(Ω̂) =
λD3 (Ω̂)).
5.2. Ω ⊂ Σπ/2
We again consider an isosceles right triangle: Ω = {0  x1  1 and 0  x2  1 − x1}. In this last
case we have
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