Abstract. Majorization is a basic concept in matrix theory that has found applications in numerous settings over the past century. Power majorization is a more specialized notion that has been studied in the theory of inequalities. On the other hand, the trumping relation has recently been considered in quantum information, specifically in entanglement theory. We explore the connections between trumping and power majorization. We prove an analogue of Rado's theorem for power majorization and consider a number of examples.
Introduction
Majorization is one of the most basic concepts in matrix theory, first considered over a century ago as a way to address a diverse set of problems from economics, engineering, and physics [15] . More recently, it has become a central mathematical tool in quantum information theory, beginning with work of Nielsen [16] that linked it with quantum operations described by local operations and classical communication [14] . This has enabled the use of extensive results on majorization to gain further insight into comparisons and measures of quantum entanglement.
More refined notions of majorization have also been studied in matrix theory, though less so in quantum information theory. With regard to power majorization, for instance, Clausing [9] initially asked if it is equivalent to majorization. A counterexample for dimension n ≥ 42 was given in [3] , and for n ≥ 4 in [1] . As stated in [7] , these examples were rather artificial, and it was some years before the first natural counterexamples appeared.
From a different direction, motivated by issues in quantum entanglement theory Jonathan and Plenio [11] introduced the idea of trumping. Here we can take pure d-dimensional vector states |φ x and |φ y with incomparable vectors of eigenvalues x and y, and tensor them with a "catalyst" z so that x ⊗ z is majorized by y ⊗ z. Since then, work has been undertaken in the quantum information community to understand the mathematical properties of trumping. In [11] the authors refer to trumping as entanglement-assisted local transformation (ELQCC). Because ELQCC can be seen as entanglement-assisted local operations and classical communication, some choose to abbreviate this as ELOCC (see, e.g., [2] ). Also in [2] , the authors call trumping catalytic majorization, thereby emphasizing the link with majorization, and the role of the catalyst. Moreover, it was shown in [10] that the dimension of the catalyst is in general unbounded. If we consider the vector y to be infinite-dimensional by appending 0's, then the closure in the ℓ 1 norm of the set of all vectors x trumped by y (where x may be infinite-dimensional but having finite support) is characterized by ||x|| p ≤ ||y|| p for all p ≥ 1 (see [2] for details).
In this paper we prove some results that connect trumping to power majorization and we consider several examples. This provides another link between studies in matrix theory and quantum information theory. The next section covers requisite background material and results. The following two sections make the explicit geometric connections between the notions and discuss examples of trumping and power majorization.
Background and Preliminary Results
Let x = (x 1 , . . . , x d ) and y = (y 1 , . . . , y d ) be real d-dimensional vectors. Then x is majorized by y, written x ≺ y, if for each k ∈ {1, . . . , d}, we have
with equality holding when k = d, and where the ↓ indicates that components are to be taken in non-increasing order. The majorization relation is a partial order on real vectors, with x ≺ y and y ≺ x if and only if x ↓ = y ↓ . If equality does not necessarily hold in the above, we say that x is sub-majorized by y and we write x ≺ w y, where the w stands for "weak".
A similar definition holds if we order the components of the vectors in non-decreasing order: x is majorized by y if for each k in the range 1, . . . , d,
with equality holding when k = d. If equality does not necessarily hold in the above, we say that x is super-majorized by y and we write x ≺ w y. Note that sub-and super-majorization are not equivalent in general.
A significant connection between majorization and entanglement was made in [16] : a state |ψ is at least as entangled as another state |φ if and only if the eigenvalues of |ψ are majorized by the eigenvalues of |φ . We recall for the reader that this is somewhat abuse of language; the eigenvalues of the state |ψ are in fact the eigenvalues of the rank-one projection |ψ ψ|, which are necessarily non-negative, real, and sum to 1.
It is often the case that two vectors x and y are incomparable: that is, neither is majorized by the other. However, also motivated by entanglement theory, in [11] the authors demonstrate that it is sometimes possible to find a catalyst z such that x ⊀ y but x ⊗ z ≺ y ⊗ z. In this case, we say that x is trumped by y and write x ≺ T y. Similarly, sub-trumping (written x ≺ wT y ⇔ x ⊗ z ≺ w y ⊗ z) and super-trumping (x ≺ w T y) can be defined. The catalyst z is often taken to have all positive components, which avoids the potential issue of its components summing to zero.
Note that if we are checking two vectors x and y to see if one is majorized or trumped by the other, we can "delete" corresponding zeros from both vectors without affecting the relation. In other words, we can assume without loss of generality that one of the vectors has no zero components. Similarly, if comparing two vectors of different dimensions, we can append zeros to the smaller vector to obtain vectors of equal dimension, and so we can effectively compare two vectors of different sizes. (
Remark 2.2. Note that for dimensions two and three, trumping is equivalent to majorization: Clearly majorization implies trumping, and for the reverse direction, first note that for any dimension d, x ≺ T y implies that we have x
The two-dimensional case becomes obvious. For d = 3, by combining x
, and the result follows. The above holds similarly for sub-and super-trumping implying sub-and super-majorization, respectively, for d = 2.
In [12, 13] , Klimesh establishes a theorem that shows trumping is equivalent to a series of inequalities for a family of additive Schur-convex functions. For a d-dimensional probability vector x, let
If any of the components of x are 0, we take f r (x) = ∞ for r ≤ 0. Klimesh and Turgut's conditions are easily seen to be seen to be equivalent. We will use Klimesh's notation as it is more convenient for our purposes. We now introduce the concept of power majorization which has been studied extensively.
Definition 2.4. Let x and y be vectors of non-negative components. We say that x is power majorized by y, denoted x p y, if
for all p ≥ 1, p ≤ 0 and the inequality switches direction when 0 ≤ p ≤ 1. In particular, we note that equality holds when p = 0, 1. We define strict power majorization, denoted x ≺ p y, to be power majorization with strict inequality, and equality if and only if p = 0, 1.
Power majorization is unfortunately not as well-behaved of a partial order on vectors as majorization is, in the following sense: If x is majorized by y and
for some strictly convex function φ, then x ↑ = y ↑ . This is not the case with power majorization. Indeed, [7, Theorem 2] gives an example of vectors x and y, where x p y, and
2 , but x ↑ = y ↑ . We note that power majorization can be expressed in terms of Klimesh's functionals. It follows immediately from the definition of power majorization that x p y implies that f r (x) ≤ f r (y) whenever r = 0, 1. We note that if x p y then g(r) = , we get that g ′ (0) = −f 0 (x) + f 0 (y) ≥ 0 and g ′ (1) = f 1 (x) − f 1 (y) ≤ 0, respectively. The converse, namely f r (x) ≤ f r (y) for all r ∈ R implies x p y, is immediate.
We note that if x is strictly power-majorized by y, we will have f 0 (x) ≤ f 0 (y) and f 1 (x) ≤ f 1 (y) but these inequalities may not be strict. An example of this is given by Turgut in [17] to show that the third inequality in Theorem 2.1 does not follow from the other inequalities. The following observation now easily follows; it is especially useful for proving trumping relations between d-tuples of integers. Observation 2.6. Let x and y be vectors in R d with positive components with x ≺ p y, then
Geometry of Trumping and Power Majorization
We follow Daftuar and Klimesh [10] , in using the notation S(y) = {x ∈ (0, ∞)
While the geometric properties of S(y) are quite well-known; there is less known about T (y) (although several interesting properties of T (y) were found in [10] ) and even less known about P (y). In this section we will study the geometric relationship between T (y) and P (y). It is clear that S(y) ⊆ T (y) ⊆ P (y). We begin with the following closure relation. Proof. Since all of the functions f r (x) are continuous on (0, ∞) d , we have T (y) ⊆ P (y). Now suppose x ∈ P (y). If all the entries of x are the same, then x ∈ S(y) ⊆ T (y), otherwise, there exists a vector x ′ = x where x ′ is some permutation of x. Now let z(t) = tx + (1 − t)x ′ . The function f r is either strictly convex or is the logarithm of a strictly convex function; hence, if t ∈ (0, 1), we have f r (z(t)) < f r (x) ≤ f r (y), so z(t) ∈ T (y). As x = lim t→0 + z(t), we have x ∈ T (y).
It is straightforward to check that T (y) is convex; this was mentioned in [10] . Since P (y) is the closure of T (y), it follows that P (y) is a convex set. Thus the set P (y) is a closed convex set, and so it is the convex hull of its extreme points. We recall that Rado's theorem for majorization states that x is majorized by y if and only if (x 1 , . . . , x d ) is contained in the convex hull of (y σ(1) , . . . , y σ(d) ), where σ is any permutation on d elements. We will derive an analogue of Rado's theorem for power majorization. We first need the following result from Daftuar and Klimesh: We can now give our main theorem: (1) x is an extreme point of P (y).
(2) f r (x) = f r (y) for some r ∈ R. (3) Either x is not trumped by y or there exists some d by d permutation matrix P such that x = P y.
Proof. The equivalence of (2) and (3) are the results of Turgut and Klimesh, so we prove the equivalence of (1) and (2) . Since f r (x) is either strictly convex or is the logarithm of a strictly convex function for any r, it follows that (2) implies (1). We now show that (1) implies (3) by proving the contrapositive. Our proof is by induction on d. The base case of d = 2 is immediate. Now suppose our theorem holds for d = n and let x, y be n + 1-tuples of positive numbers. Suppose x ≺ T y and x is not a rearrangement of y. If x is an interior point of T (y) ⊆ P (y), it can't be an extreme point of P (y). So suppose x is a boundary point of P (y), then by the previous lemma we must have x i = y j for some 1 ≤ i, j ≤ n + 1. Letx andỹ be the n-tuples formed by removing x i and y j from x and y respectively. Theñ x ≺ Tỹ and by our induction hypothesis,x is not an extreme point of P (ỹ). Hence there exists w, z ∈ P (ỹ), w ↑ = z ↑ such thatx = λw + (1 − λ)z for some λ ∈ (0, 1). Then x = λ(w 1 , w 2 , ..., w i−1 , x i , w i , ..., w n ) + (1 − λ)(z 1 , z 2 , ..., z i−1 , x i , z i , ..., z n ). Since the latter two vectors are in P (y), our result follows.
Examples of Trumping
There have been examples in the literature of tuples x, y such that x p y but where x is not majorized by y. In [6] , using tools from [8] , Bennett gave an infinite family of such pairs. We note that these examples are in fact examples of trumping and prove this by modifying Lemma 1 and Theorem 4 of [8] slightly and then using these results in place of the originals. The proofs of the modified versions of these two results follow the original proofs save for these slight modifications, and so will be omitted. ). We can use Lemma 4.1 to prove a strengthened version of Theorem 4 of [8] following the original proof using this new lemma.
