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Preface
The communication systems are of a vital importance for the digital world.
Their studying and development can help to improve many spheres of life
which concern digital communication. Proper signal processing is necessary
for successful data operating. However, modern communication systems face
several drawbacks such as noises, interferences and others. In this work I will
try to analyze these phenomena and find a way of preventing their occurrence.
Data compression is another important process which is used just about
everywhere nowadays. In this thesis, I will compare some of the compression
algorithms, their properties, and efficiency.
I hope that this work will help researchers working in the field of signal pro-
cessing and data transmission and compression and related topics and inspire
further research in these fields.
Noura Yahya Al-Hinai
Melbourne
July 2010
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Abstract
I n the telecommunications industry, the use of existing power lines hasdrawn the attention of many researchers in the recent years. Despite the
challenges like impulsive noise, power line communications (PLC) has the po-
tential to deliver broadband services such as fast internet access. This is due
to the advantage of the widespread of power lines and power outlets, ease of
installation, and flexibility of use. One of the challenging problems of the PLC
as a communication channel is the affluence of impulsive noise. Impulsive noise
is characterized by very short duration (hence, broadband effect) with random
occurrence. This can affect data transmission by causing bit or burst errors.
Generally, power lines have variable impedance at different points on the
grid or transmit lines. Broadband PLC is considered as a multipath channel.
In addition, it is frequency selective since the transmitted signals on the power
line yield their own reflected signals at the impedance mismatching points.
Hence, a model proposed by Manfred Zimmermann was used in this research
where additional paths were considered with frequency selective fading.
In this thesis, PLC channel was used as a transmission scheme to transmit
compressed still images using FFT-OFDM. When lossy compression is applied
to an image, a small loss of quality in the compressed image is tolerated.
One of the challenging tasks in image compression and transmission is the
trade-off between compression ratio and image quality. Therefore, we utilized
the latest developments in quality assessment techniques, SSIM, to adaptively
optimize this trade-off to the type of image application which the compression
xxi
Abstract xxii
is being used for. A comparison between different compression techniques,
namely, discrete cosine transform (DCT), discrete wavelet transform (DWT),
and block truncation coding (BTC) was carried out. The performance criteria
for our compression methods include the compression ratio, relative root-mean-
squared (RMS) error of the received data, and image quality evaluation via
structural similarity index (SSIM).
Every link in a powerline has its own attenuation profile depending on the
length, layout, and cable types. Also, the influences of multipath fading due
to reflections at branching point vary the attenuation profile of the link. As
a result, we observed the effect of different parameters of the PLC channel
based on the number of paths, and length of link on the quality of the image.
Simulations showed that the image quality is highly affected by the interaction
of the distance of PLC channel link and the number of multipath reflections.
The PLC channel is assumed to be subjected to Gaussian and impulsive
noises. There are two types of impulsive noise: asynchronous impulsive noise
and periodic impulsive noise synchronous to the mains frequency. BER anal-
ysis was performed to compare the performance of the channel for the two
types of impulsive noise under three impulsive scenarios. The first scenario is
named as "heavily disturbed" and it was measured during the evening hours in
a transformer substation in an industrial area. The second scenario is named
as "moderately disturbed" and was recorded in a transformer substation in
a residential area with detached and terraced houses. The third scenario is
named as "weakly disturbed" and was recorded during night-time in an apart-
ment located in a large building. The experiments conducted showed that
both types of noise performed similarly in the three impulsive noise scenarios.
We implemented Bose-Chaudhuri-Hocquenghen (BCH) coding to study the
performance of Power Line Channel (PLC) impaired by impulsive noise and
AWGN. BCH codes and RS codes are related and their decoding algorithms
are quite similar. A comparison was made between un-coded system and BCH
coding system. The performance of the system is assessed by the quality of
Abstract xxiii
the image for different sizes of BCH encoder, in three different impulsive envi-
ronments. Simulation results showed that with BCH coding, the performance
of the PLC system has improved dramatically in all three impulsive scenarios.
Chapter 1
Introduction
Despite the long trend of different methods and data compression and trans-
mission, problems still exist that need to be addressed. Reduction in data
quality during compression and transmission is still taking place, and working
with large-size images is still not that efficient. Moreover, the intervention
methods all have their own advantages and disadvantages.
Conduction of different multimedia operations is significantly vulnerable to
various unavoidable errors. The transmission channel, the modulation scheme,
and the compression method are all under a threat of being affected by certain
negative factors, such as noises, interferences or fading. Therefore, methods to
eliminate these factors need to be examined. In relation, the need for greater
bandwidth for broadband data in different networks is increasingly becoming
crucial, with respect to the limitations of the conventional communication
methods. The conventional digital subscriber line (DSL) are vulnerable to
different disturbances and are famous for the last mile connectivity problem;
the other technologies like the well-known 3G also have disadvantages such as
a lack of official standards and their limited spectrum. In these conditions,
such services as the Internet need a faster and more reliable system to be used.
One novel communication method that researchers are expressing increas-
ing interest over is the utilization of already existing power lines as a means
of communication. Power Line Communication (PLC) utilizes a building’s in-
ternal electrical wiring to offer various IP-based applications. Interest on PLC
1
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systems can be explained by the growing popularity of digital communication.
PLC is assumed to become the most popular technology to be used in every
building by average consumers.
PLC therefore started to emerge as a slow analog communications technol-
ogy that is increasingly compared to wireless LAN solutions. PLC acts as the
Internet and networking platform to bolster different data and communica-
tion services such as high-speed Internet access, Voice-over Internet Protocol
(VoIP), Internet Protocol Television (IPTV), Wi-Fi access as well as services
in relation to service and energy-management.
Many researchers believe that PLC systems are capable of delivering broad-
band services because it offers universal coverage. PLC permits the use of low
power residential lines, which have no impact over electrical circuits. It makes
achievement of lower installation costs possible, because the service is per-
formed over standard electrical lines due to the Internet and network access
all over the electrical outlet. Another advantage of PLC is related to its use of
existing electrical infrastructure. In respect to this, expensive cabling does not
need to be implemented, holes need not be made on walls and large accessories
of wireless access need not be mounted. PLC does not depend on the using
or reusing of phone lines, unlike standard phones or modem connections and
DLS which do. PLC technologies are varying, wherein some are better than
the others.
PLC systems are expected to satisfy all the needs of both the consumer
and the supplier. Its advantages like relative cheapness and efficient use of the
bandwidth suggest its wide implementation in the nearest future. In addition,
aside from qualitative digital communication, PLC’s applicability extends to
other spheres. One of them is a fast and convenient access to Internet, which
makes PLC even more desirable on the market. Another major advantage of
PLC for which it is popular is that its requirements for bit rate are not very
high in comparison to the traditional systems. In addition, PLC is designed
in a way that makes it capable of qualitative real time responses. This system
Chapter 1. Introduction 3
is also being developed for providing a network to the indoor areas. With this
aim, different methods of strengthening its signals have been offered.
PLC systems, however, suffer from various challenges, including impedance
variation, attenuation, channel transfer function varying widely from time to
time, and noise in the system. In particular, it has been observed that noise
in the power line channel can affect data transmission by causing bit or burst
errors. According to Zimmerman and Dostert (2002), noise in the power line
can be either background noises or impulsive noises, both of which can influence
data transmission. Accordingly, the system design needs further improvement
to be more efficient for wide application. The disadvantages of the offered
system will also be discussed further in sections of this work.
In light of these limitations, it has become significant to study the PLC
properties and observe their effects on PLC’s performance in transmitting com-
pressed images. The nature of power line communication needs to be under-
stood for its differences from the traditional communication systems. Tra-
ditional systems often use a network that generates, modulates, operates and
distributes the energy. Hence, they cannot do without a power plant or station.
PLC on the other hand, is based rather on interaction between substations and
consumers on the low-voltage grid.
1.1 Thesis Objectives
The vulnerability of data transmission to reduced quality and the problems
of working with large-size files need to be addressed. In this modern digital
world, it has become imperative to make these activities as efficient as possible.
Images, videos and audio files of varying sizes are being carried, transferred,
recorded and changed unlimitedly in this new age. The functions of data com-
pression and transmission have become something people cannot do without,
as these activities are convenient and time-saving. Thus, important to address
these efficiency limitations, especially since it could be observed that all the
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methods of operating the data have some advantages and disadvantages.
This thesis is aimed at finding a paragon of all the operations mentioned
above. In particular, PLC systems will be studied for its effectiveness in ad-
dressing these data transmission and compression problems. This study will
determine whether PLC systems can guarantee the minimum loss of quality.
To analyze a particular system fully, a range of factors should be considered.
The factors include the possible effects of noises and interference on data qual-
ity, beneficial sides of the different compression techniques, and requirements
for an efficient transmission channel. All these factors will be studied in this
thesis.
1.1.1 Research Questions
The main question to be answered in this proposed research is "can the PLC
system be one of the most efficient data transmission method of compressed
images among the different methods?" The following relevant research ques-
tions will also be answered.
1. What are the efficient methods of image compression?
2. What factors influence the loss of data quality?
3. What ways of data transmission are the most reliable?
4. How can the visual quality of compressed data be preserved?
5. Can a transmission system (i.e. PLC system) be designed to achieve a
perfect result?
6. What are the ways to avoid transmitted images that are distorted?
1.1.2 Research Aims
In relation to the research questions, the objectives of this study are as follows:
1. To determine the efficiency of PLC system in transmitting compressed
images compared to other methods;
2. To compare the different methods of data compression;
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3. To analyze the effects of different factors, such as length of link, multi-
path, and impulsive noise on the compressed image transmission;
4. To study the advantages and disadvantages of different ways of data
transmission;
5. To introduce different techniques of quality assessment;
6. To apply different coding methods; and
7. To modulate the optimum conditions for preserving the visual data
quality
1.2 Original Contributions
This thesis has various original contributions to the studies on the field of data
compression and transmission. Although theoretical and practical achieve-
ments on the field will be considered extensively, the present study will conduct
new experiments to investigate the effectiveness of PLC system and the various
issues of data compression and transmission deeply. The main contributions
of the dissertation are as follows:
1. The PLC model was proposed by Manfred Zimmermann which the au-
thor used to transmit compressed images. However, a study of the
characteristics of the PLC model was carried out to observe its effect
on the compressed image. The factors considered were: effects of mul-
tipath, length of link, and impulsive noise effects.
2. Comparative analysis of different compression techniques was carried
out. The compression methods were: DCT, DWT, BTC. The per-
formance criteria included: compression ratio, quality assessment, and
root-mean-squared error.
3. When lossy compression is applied to an image, a small loss of quality in
the compressed image is tolerated. One of the challenging tasks in image
compression and transmission is the trade-off between compression ratio
and image quality. Therefore, we utilized the latest developments in
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quality assessment techniques,SSIM, to adaptively optimize this trade-
off to the type of image application which the compression is being used
for.
4. The performance of the PLC system is degraded with several drawbacks
in particular impulsive noise. Therefore, we adopted BCH coding to
improve the performance of the PLC system while preserving the quality
of the compressed image.
1.3 Thesis Organization
This thesis includes ten chapters, which can be divided into two sections. The
first section, which includes Chapters 1 and 2, performs an introduction to the
main systems and methods used in the study.
The second part, which is Chapters 3, 4, 5, and 6, is devoted to the ex-
perimental study of the behavior of the systems under different conditions.
It contains comparisons of different compression schemes and communication
systems behavior in different environments.
Chapter 7 is a conclusive chapter, which summarizes the results of the
study and outlines the direction for future work.
The thesis is organized in the following way:
Chapter 2: Literature Review
Firstly, the literature which was used as a basis for the thesis is analyzed.
This chapter contains a summary of the experimental and theoretical work
made by the researchers in the field of engineering. The main issues included
in the thesis are introduced. In addition, the different points of view on the
thesis issues are presented. The general information about subjects studied in
thesis is given in the literature review section.
Chapter 3: Compression Techniques in OFDM Systems
In this chapter, the experimental evaluation of compressed image transmis-
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sion over FFT-OFDM is introduced. It contains a comparative study between
DCT, DWT and BTC for image compression. The criteria like spectral effi-
ciency, compression ratio and quality degradation are considered.
Chapter 4: Optimum Wavelet Thresholding
This chapter performs the structural similarity quality assessment method
for wavelet thresholding; it is also illustrated with the FFT-OFDM model. The
optimum wavelet thresholding is presented as an alternative to the compression
method introduced earlier.
Chapter 5: Analysis of PLC Characteristics
This chapter is devoted to the transmission of the compressed images over
PLC channel. It includes the description of the effects which the impulsive
noise, multipath and link length have on compressed images. As far as the
mentioned phenomena are unavoidable in power line communications, their
analysis is of vital importance. In addition, the description of different noises
which are often present in communication systems, including impulsive noise
and AWGN, is given in this chapter. Their effects in the communication sys-
tems are analyzed. Impulsive noise is claimed to be more harmful; AWGN is
admitted as a possible additive component for a particular purpose.
Chapter 6: Transmission of Compressed Images over PLC Systems
This chapter contains a comparison of BTC and DWT compression al-
gorithms for image transmission using FFT-OFDM over PLC channels. In
addition, the additive white Gaussian noise (AWGN) and impulsive noises
and their impact on system performance are studied. This chapter describes
the implementation of BCH coding on the transmission of compressed images
over PLC channel and its results. It is based on comparison between coded
and uncoded systems.
Chapter 7: Conclusion and Future Directions
The conclusion part summarizes the survey results and achievements. In
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this chapter, we systemize the theoretical and practical material, and highlight
the most important discoveries made during the research work. It also contains
suggestions for further work.
Chapter 2
Literature Review
2.1 Introduction
Power line communication (PLC) has many different names. It can be also
called power line digital subscriber line (PDSL), power line carrier (PLC),
mains communication, power line networking (PLN), or power line telecom
(PLT) [1]. PLC can be generally defined as a system which is used for data
transmission at narrow or broad band speeds through power lines. It is usually
used in buildings, houses, factories, etc. PLC systems are now being developed
as an alternative to conventional wireless and hard-wired communication sys-
tems, because of its low cost, universal coverage, and flexibility of use. While
six decades ago PLC were only able to work with a frequency of 10 kHz and
were used for town lightening, now they can be used for getting access to In-
ternet. This is very rational, since PLC does not need any additional wires in
order to organize the communication, which suggests simplicity of installation
[2].
The modern technologies for personal usage such as PCs are required to
have wireless IP ubiquity and also to be able to provide "multiplay" services
among which is the irreplaceable Internet. Thus, wireless technologies are
becoming more and more popular. The only remained question is how to
provide the required services with the help of power-line communications.
The traditional Wi-Fi technologies proved to be simple and stable, but
9
Chapter 2. Literature Review 10
their security level is not high enough. PLC managed to reach the bit rates
required and also to prevent the problem of system insecurity. For instance,
the modern HomePlug 1.0 supports 14 Mbps, HomePlug 1.1 supports 85 Mbps,
and HomePlug AV supports 200 Mbps [2]. These rates, however, on practice
are less, as their physical layer does not include the customer’s operations,
such as file exchange, web browsing etc. In addition, the electrical network
serves as a shared medium for the connected devices and can be treated as an
Ethernet hub. Thus, the operated data is to be shared among all the devices
in the network [2].
Power Line Communications were invented relatively long ago. However,
the wide application of PLC techniques started more recently. The increasing
popularity of so-called "smart houses" and car automation suggest using PLC
of different bit rates. Moreover, many engineering companies set PLC chips
in different devices in order to make it easier for them to network after instal-
lation. In addition, PLC interfaces are often integrated in different electronic
products with the purpose of their further connection over an existing network
of cables [2].
Despite the dynamic development and wide use of PLC, its standardization
is still doubtful. Undoubtedly, this technology should be standardized on the
international level. Such technological consortiums as HomePlug, OPERA,
and CEPCA are being considered as the most suitable for the system’s support,
however, they still compete for the leadership in IEEE [3].
PLC is becoming an extremely important technology today due to the
Ethernet link required in ISPs. PLC is capable of delivering a stable high
bit rate stream safely, and this feature meets the modern requirements for
communications. Moreover, PLC performs a better delivery quality than any
of the existing Wi-Fi standards [4]. It can be treated as a safe technology, for
its frames have the chip security and are additionally encrypted with a network
key. Fig.(2.2) shows the changes in PLC in terms of speed [5].
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Figure 2.1: PLC technologies.
2.2 PLC Standards
There are three major associations involved and play as a pre-standardization,
or even standardization, role of PLC. They are: HomePlug, IEEE, and Opera
consortium. Fig.(2.2) illustrates the the role of these parties [5].
HomePlug 1.0, HomePlug AV, and HomePlug BPL are HomePlug speci-
fications that are developed by manufacturers for HomePlug Alliance group.
PLC technology and services are covered by this group. Presently, implemen-
tation of HomePlug 1.0 and its specifications have been finalized and can been
found in many products in the market [5].
The Institute of Electrical and Electronics Engineering (IEEE) is a non-
profit-making body, authorized for many majors such as aerospace systems,
computers and telecommunications, biomedical technologies, electrical energy,
or consumer electronics, making it the largest technical international profes-
sional association. Its role is to provide technical and professional services,
as well as distribute information and resources to its members. In addition,
it gives opportunities to individual and cooperation to buy its product, and
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Figure 2.2: PLC consortiums and associations.
participate in its conferences and symposiums [5].
Opera’s primary objective is to provide a high speed access service to all
European citizens by using the most universal infrastructure-the PLC net-
work. Researches and developments, as well as demonstration and dissemi-
nation operations at a European level are carried out which will help achieve
their objective. Therefore, the main Opera missions are [5]:
• Improvement of low and medium voltage PLC system generally in terms
of speed and ease of implementation;
• To make PLC a backbone to networks by developing optimum solutions
for PLC;
• PLC system standardization.
In the past, the PLC Utilities Alliance (PUA) and the PLC Forum con-
ducted in favor of PLC was carried out in Europe. The PUA was established
in Madrid, 2002, to provide European public services to millions of customers.
The PLC forum was created at the beginning of the 2000s and it is an inter-
national body that coordinates with other bodies working on PLC. Fig.(2.2)
shows the roles of the parities involved in the PLC standardization [5].
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Usually the process of standardization is slow. This is due to discussions
carried out among members of the particular work group until a final decision is
reached. The main aim of this approach is to satisfy clients’ immediate needs;
it is less efficient to information technologies compared to most industrial fields
[5].
A draft PLC standard under the title "IEEE P1901 Draft Standard for
Broadband over Power Line Networks Medium Access Control and Physical
Layer Specifications" was created by the IEEE committee in June 2005. This
standard will cover particular specifications that will include greater through-
put PLC equipment of 100 Mbits/s at the physical layer, a frequency range
lower than 100 MHz, and access techniques and internal networks [5].
2.3 PLC Properties
There are three distinguished levels in an electrical network. These are: high-
voltage level (110-380 kV), the medium-voltage level (10-30 kV), and the low-
voltage level (0.4 kV). These levels are interconnected by transformers that are
natural obstacles in data communications systems [6].
2.3.1 High-Voltage Level
High-voltage level transfer electrical energy from the power station to the con-
sumer, covering long distances ranging up to several hundred kilometres. They
are structured in the form of three-phase current overhead lines, with appropri-
ate number of wires and lowest investment costs compared to other multiphase
systems. The following are the key points to build a symmetric three-phase
system [6]:
• A phase shift of 120 degrees with three same amplitude voltages.
• To use same material for all three wires, same wire geometry, and to
arrange the wires in an equilateral triangle at the same distances from
the ground. This is to achieve symmetrical lines.
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• Distribution of both the true and the reactive power load equally.
Transmission of high-frequency signals over high-voltage lines is almost the
same as the transmission of energy with AC frequency of 50 or 60 Hz, at least
from a physical point of view. Assuming symmetrical structure, consider a sim-
plified one-phase substitute transmission line made up of two parallel wires,
a transverse electromagnetic field which is a carrier of transported energy, is
caused by both the current and the voltage in the wires. Radiations of elec-
tromagnetic wave are not emitted due to concentration of the field between
the wires, when the wire distance is much smaller than the wavelength of the
transmitted signals. Energy transmission and high-frequency signal transmis-
sion are similar in terms of physical process, but they are different in terms
of properties of the lines at the different frequencies especially with higher
frequency [6].
The wavelength on high-voltage overhead lines is about 5000 or 6000 km,
for AC frequency of 60 or 50 Hz, respectively. Therefore, DC-type conditions
cannot be considered but wave propagation effects are taken into account in
extended networks [6].
Principally, high-voltage networks transmit energy over long distances;
therefore, it is designed to aim at minimizing energy loss. The main losses
come from heat loss due to the wire material, and leakage loss due to leak cur-
rents along insulators. Nominal voltage is inversely proportional to the heat
loss but directly proportional to the leakage loss, thus, a trade-off between
the two has to be found. In order to reduce heat loss, a suitable selection of
material and wire cross section can be made. In the case of DC, the current
distribution over the wire cross section is not the same and the heat losses can
no longer be determined at 50 or 60 Hz. In operation at normal rating, the
leakage losses are less than the heat losses by several powers of ten. Also, the
quality and design of the insulators affect the leakage losses [6].
Climatic fluctuations, due to high electric field strengths, cause additional
corona losses at high voltages. In dry air, electric field strength is higher (>15
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kV/cm) compared to damp air or fog. Also, discharge effects depend on the
thickness of the wire; if the wire carrying high voltage is thin, strong electric
field strengths occur on the wire surface. Intensive high-frequency interference
are also caused by corona discharges, affecting radio reception, in the long-
and medium-wave bands, in the carrier transmission over powerlines (CTP)
environment [6].
Corona losses can be reduced without increasing the wire cross-section to
impractical or uneconomic dimensions, with a suitable geometric arrangement
of the high-voltage wires. A successful method applied all over the world to
reduce corona losses is by placing the trunks of four wires in the corner of a
square [6].
Transmission of high-frequency signals have higher attenuation values com-
pared to transmission at power frequency. The design for data communication
system is different to that of high-voltage line with energy transmission; data
communication uses two wires, while energy transmission uses three wires with
equal load. Different results will be obtained when studying wave propagation
processes in data communication [6].
Attenuation of high-frequency signals have to be kept as low as possible for
high-voltage networks. Inductors (0.5 to 2 mH) in the shape of cylinder with
air-core coils are used as carrier-frequency blocking filters at the beginning
and end points as well as on junctions. Large inductance values are used in
the carrier transmission over powerlines since it operates in the range below
500 kHz. In high-frequency signal transmission, we aim for an approximation
toward a two-wire system and not a symmetric three-phase current system.
The weather have high influence on the high-frequency signal attenuation,
particularly frost, fog, rain, and snow. Attenuation is highly affected by ice
and frost forming on the surfaces of wires. Theoretical studies showed that at
frequencies around 100 kHz, attenuation increased by 15 times with line icing
compared to normal dry weather [7].
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Due to ohmic losses, higher attenuation values were obtained even in normal
dry weather. This is due to the distance between the wires is about three to
four times smaller than the distance of the two high-frequency conducting wires
to the soil. Factors such as, metallic wires neighboring the high-frequency line
pair, additional three-phase current systems in the same line, guard wires and
poles, can affect attenuation but their effect can be neglected even though they
influence the characteristic impedance. On the contrary, poor conductivity
and high-frequency electromagnetic fields make soil cause noticeable losses.
Soil causes attenuation that increases with higher frequency [6].
Considering attenuation properties is not adequate for evaluating the qual-
ity of information transmission, thus, interference scenario has to be consid-
ered. The quality of the received signal is calculated by the ratio of signal
power to noise power at the receiver, which is within the receiver bandwidth,
therefore, it is crucial to consider interference scenario. There are two types
of high-frequency interference on high-voltage overhead lines [6]:
1. Switching events causes short-time impulsive interference with random
occurrence.
2. Coronary discharges cause high level of broadband interference.
In the first kind of interference, 300 impulses per second can be observed
and it has a broadband spectrum that occurs for only a short time. The receiver
input levels have to be protected from dangerous voltage peaks caused by high
impulse amplitudes. Since CTP waveforms are narrowband and long compared
to impulse duration, CTP signals are less affected by impulses [7].
The impact of the second kind of interference is critical compared to the
first type of interference. This is due to the fact that they are permanently
present with relatively high levels. It can be modelled as white Gaussian noise
for a frequency of up to approximately 1 MHz. Weather influences the power
spectral density (PSD); it is minimum in dry, clear weather, but increases
considerably during air humidity or line icing, reaching maximum value under
massive frost. Practically, it is extremely rare to reach the upper limit for very
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long distances. Generally, over a long period, distances influenced by heavy
frost will be less than 100 km [6].
2.3.2 Medium- and Low-Voltage Levels
Transmission properties for frequencies up to about 150 kHz have been mod-
elled and developed as communication channels in the recent years [8]-[10]. A
general theoretical description is almost impossible without technical studies
being made, due to the availability of wide range of different network topolo-
gies, which use different line or cable types. To get an insight into the behavior
of a complex network, a description of the properties of individual components
is needed which in return make theoretical studies more valid.
Usually, cables of medium- and low-voltage networks are laid underground.
Typical values for the medium-voltage overhead lines are 10-20 kV. The medium-
voltage overhead lines serve to transport electrical energy to rural areas, small
towns, or individual industrial companies, over distances ranging between 5
and 25 km. Overhead lines cannot be found in densely populated regions,
instead power is supplied from ground cables. In small towns and areas with
old buildings, overhead lines can be found on the low-voltage level, except in
places where an underground installation would be impossible or uneconomic,
overhead lines are substituted by aerial cables [6].
Unlike high-voltage overhead lines, the line cross sections of medium-voltage
overhead lines are small; maximum 95 mm2 aluminium and 15 mm2 steel rope.
The wind forces are smaller on the poles due to their small height, as a result of
the low voltage. Also, the weight of the pole constructions for medium-voltage
over lines is lighter than that of high-voltage overhead line poles. Copper and
aluminium are the mostly used materials for wires in medium- and low-voltage
levels. The wire cross sections can be round, sector-shaped, or oval shapes with
single- or multiwire structure. In modern cables, polyvinyl chloride (PVC) or
vulcanized polyethylene (VPE) are used for insulation material, while oil or
paper is used for higher voltages [11].
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There is a distinction between transmission networks and transmission dis-
tribution, on the medium- and low-voltage levels. The difference between the
two types is not that clear, but generally as the network voltage decreases it
becomes less dominant with the distribution function. As mentioned earlier,
the medium-voltage networks covers a distance ranging from 5 to 25 km, while
the low-voltage networks typically cover distances ranging from 100 to 500 m
[6].
For the transmission of information, an additional power supply network
is needed, where a characteristic such as impedance exist between two wires
in the network, have a significant effect. In data transmission, power supplied
is inversely proportional to impedance, i.e. the smaller the impedance, the
more power has to be fed. The current load mainly affects the impedance of
a power supply network close to the power frequency, causing the impedance
to be time variant and not constant. The voltage level, the pertaining load
density, and the behavior of the consumers collective are factors that also
manipulate impedance. The ratio between peak load and minimum load can
determine the variation range of the impedance. The values of the peak load
to minimum load ratio for the three voltage levels are: low-voltage level =
7:1-19:1, medium-voltage level = 3:1-8:1, and high-voltage level = 2:1-3:1 [6].
The highest impedance variations can be observed at the low-voltage level
as well as the medium-voltage level. In the case of ripple control systems, to
transmit a signal with frequencies near the power frequency, communication
with matched system components is eliminated. The connected consumers
have to adjust the required transmit power for ripple control to the network
load [6].
If new communication channels were to be established, it is worth con-
sidering low-voltage overhead lines, even if they are only found in scarcely
populated areas. The configuration of classical low-voltage overhead lines is
in the form of four wires arranged as the edges of a square. From a technical
perspective of the two-wire coupling, which is used as a foundation for signal
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transmission with high-frequency, it is inserted between two phases. In order
to avoid electromagnetic compatibility problems, neutral conductor should not
be used [6].
In summary, studies have showed that dielectric properties influence the
attenuation level in cables. Since there are numerous varieties of insulation
materials in practice, an accurate statement is not viable. PVC is often used
as cable insulation, and its properties depend on various factors such as, tem-
perature. When the cable is loaded by 50 or 60 Hz currents, heat loss is taken
into account, therefore, a cable temperature of 20 degrees Celsius is consid-
ered, that is much higher than the temperature of the soil. The experiments
conducted showed that for high-frequency signals up to the 20 MHz range, or
a distance of 1 km, attenuation level in energy cables are not that high [6].
Generally, attenuation in overhead lines is very low. For communication
purposes, overhead lines, even with transitions are included, do not act like
obstacles for high-frequency signals. This is due to the fact that about 14 dB
additional attenuation is caused by "ground cable-overhead line-ground cable"
transitions. Attenuation in transitions can be significantly reduced with simple
measures to achieve reflection-free matching [6].
2.3.3 The Interference Scenario
Since powerlines will be used as a medium of communication, it is important
to study its typical interference environment, in particular areas that are de-
scribed as "last mile". Therefore, in this section a description of each noise
found in the sections of the electrical network that will be used for data com-
munication purposes, will be given [6].
Currently, the use of medium-voltage network for the wide and general use
of data communication purposes is low. On the other hand, it is expected to
be used more often in the future energy-specific value-added services to trans-
mit required information in the power supply utilities. Numerous studies and
researches are carried out to explore the possibilities of implementation. Low-
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voltage transformers and remote small towns or industrial areas where high
power is demanded are fed from medium-voltage networks. In the same way,
medium-voltage networks are fed from high-voltage networks through trans-
formers. These transformers act like barriers in frequency band of above 20
kHz, causing no signal coupling from the medium-voltage networks into the
high- and low- voltage networks and reducing heavy interference coming from
these networks. If medium-voltage networks are used for data transmission,
they become similar to high-voltage networks in terms of overhead lines and
interference load. Therefore, the medium-voltage requires coupling from the
low-voltage networks. However, the medium-voltage will incur some disadvan-
tages because it will lose all the good properties since they will be determined
by the low-voltage network, and heavy interference will be definitely present
and effective [6].
Large variety of signals is present in the energy distribution network on the
"last mile" more than in any other electric network. Interference majorally
exists between electrical devices even during normal operation. In addition,
switching events causes current peaks or narrow voltage. Especially, numerous
signals from diverse radio services are there due to the electromagnetic open
structures of building installation networks. Normally, irradiations from radio
services do not cause significance interference effect and benefits the mains-
supplied radio. In the contrary, these irradiations cause substantial voltages in
the long- and medium-wave ranges. From a telecommunications point of view,
special measures have to be considered for future transmission high data rates
to avoid collisions. This is due to the fact that the used frequencies up to 30
MHz including the entire short-wave range are close to each other or even over
lapping [6].
Interference can be classified into three general categories: colored back-
ground noise, narrowband interference, and impulsive noise. These three types
are considered when analysing the amplitude spectrum of interference at a wall
outlet. Fig.(2.3) is a general model of a transmission system including noise[6].
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Figure 2.3: General model for different interferences.
Coloured background noise: Due to the random nature of this type of
interference, power spectral density (PSD) is used to describe it. Networks are
characterized by PSD values, starting from power frequency (50 to 60 Hz) to
frequencies of 20 kHz. PSD is inversely proportional to frequency, this means
as the frequency rises, a decrease in the PSD values can be observed. For in-
stance, at 150 kHz, the PSD value is one thousandth of the value found at 20
kHz. Background noise with very low power spectral density known as white
noise exists towards even higher frequencies [6].
Narrowband noise: Within a narrow limited frequency range, but with high
PSD, elevations that are needle-shaped happen in the spectrum indicate nar-
rowband interference. At frequencies below the radio-frequency bands, i.e.
below 150 kHz, narrowband interference can occur from different electrical
devices such as, fluorescent lamps, or television sets, computer screens, fre-
quency convertors, and switching power supplies. Radio stations can cause
most narrowband interference at higher frequencies [6].
Impulsive noise: Impulsive noise is characterized with random occurrence
and short duration time of 10-100 microseconds and can reach beyond 2 kV.
It is different to events occurring periodically, because they are caused by on
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and off switching events that are rare single events. Phase control such as,
dimmers, mostly cause periodic impulses and at a frequency of 100 Hz, i.e.
during each zero-crossing of the network voltage, periodic impulses occurs.
Impulsive noise can cause burst errors on the transmitted data depending on
its duration. Therefore, suitable channel coding techniques can prevent such
errors [6].
Impulsive interference and its level is primarily caused by the harmonics
and nonharmonics of the power supply voltage at very low power frequencies
of 50 to 60 Hz. The frequency position of nonharmonics is random relative
to the power frequency. Effective nonharmonics over a long period are mainly
caused by motors. Due to this reason, this type of interference appears in the
low-voltage level. Aspects such as, the number of grooves in the slider and the
stator, and the motor’s number of revolution, decides the frequency position
of the overtones that are formed in the motors. Several percent of the network
voltage will be occupied with overtones’ amplitudes in high-performance mo-
tors (10-60 kVA) degrading the reliability of the ripple control. Nonharmonics
cannot be avoided by the ripple control system, but harmonics of the power
frequency can. A more or less constant number of revolutions and low slippage
are needed to make asynchronous motors operate normally. A very narrow in-
terference spectrum will be generated around the powerline voltage harmonic
and the ripple control can avoid this problem. Occasional malfunctions such
as, heavily fluctuating numbers of revolutions are unavoidable, can occur in
rural area with heavy distribution networks and low density load [6].
The spectrum amplitudes decrease as the frequency increases in switching
events that are another source of nonharmonics. In a power supply network,
the noise level that decreases with the increase of frequency is formed by the
overlapping of switching events that are independent at any given time causing
interference voltages [6].
Both medium- and low-voltage levels exhibit harmonics in the network volt-
age. There is a difference between harmonics of the voltage and harmonics of
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the current. Voltage harmonics depend on the load and take place mainly in
generators; the high-voltage level passes them to the medium- and low-voltage
levels. Transformers and power convertors are found in the medium- and low-
voltage level where current harmonics are formed. Due to bent magnetiza-
tion, overtones take place with load-independent amplitudes in transformers.
Load-dependant current harmonics originate from consumers with nonlinear
impedance characteristics on the low-voltage level [6].
A powerline network suffers of many challenges but the main one is im-
pulsive noise which has a stochastic character. Therefore, when designing a
powerline network, great attention must be given to this type of noise due to
constant switching events occurring within the electrical network. These regu-
lar events are the main cause of impulsive interference. A spectrum analyser is
used to record the interference spectrum and it can be observed that the curves
show needle-shaped elevations, where their height and position vary in every
recording. With long recording period, it can be detected that the impulsive
noise appear like needles on the screen compared to the interference spectrum.
This means that for a moment the power spectral density is high over a broad
spectral range. Practical measurements were carried out to classify impulsive
noise. There are three classes and Table 2.1 below shows the mean values for
impulsive noise classification [12].
Table 2.1: Impulsive noise classification.
Impulse Energy High Medium Low
Class 1 2 3
Impulse duration(µs) 65 20 5
Impulse amplitude(dB) 20 15 10
Repetition rate(/s) 120 200 400
Class 1 has large amplitude and long duration compared to the other two
classes. The presence of impulsive disturbers makes this type of impulsive
noise quasi-periodical in nature. At zero-crossings of the mains voltage, class
1 impulse noise occurs with repetition rate of high energy corresponding to
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double the power frequency. They are often found at building power supply
networks [6].
The power spectral density of class 2 impulse noise is lower than that of
class 1 due to several factors. These include: higher attenuation affecting
shorter impulses in power supply networks that have lowpass character, lower
impulse amplitude, and less total power due to lower width-repetition rate
product [6].
The main source of class 3 impulsive noise is the commutator sparking in
universal motors. Due to lowpass character of the mains network, this kind of
noise has low amplitude and short duration compared to the other two classes.
The measurements revealed that their repetition rate is a multiple of the power
frequency. Thus, up to frequencies of several kilohertz, they represent white
noise [6].
In high frequencies (500 kHz-30 MHz), these findings are not enough to
model the impulsive noise scenario in power supplies. Therefore, many research
activities are carried out to model this type of noise. Since impulsive noise
have random occurrence, a statistical approach is used to model it. Three
parameters are used: impulse amplitude, impulse width, and interarrival time
between impulses [6].
Practical measurements are carried out to investigate the statistical prop-
erties of these parameters since they are random variables. Impulsive noise
affects 1% of the overall time in a typical powerline environment, even un-
der worst-case conditions. The PSD of impulsive noise exceeds the level of
background noise by 20-60 dB. Results showed that 1% of the impulses width
exceeds 200 microseconds, and 0.1% exceed more than 1 ms [6].
More attention is given to modelling the impulsive noise at high frequencies.
Researchers face several problems to describe the different kinds of impulsive
noise. Different approaches are required for high-speed data transmission at
high frequency range compared to that of low data rates. Forward-error cor-
rection will not solve the problem of burst errors caused by the impulsive noise
Chapter 2. Literature Review 25
on the transmitted data due to shorter duration of waveform compared to the
duration of the impulsive noise. Thus, a detailed knowledge of the impulsive
noise parameters is important [6].
Apart from impulsive noise, additional interference occurs in the range of
500 kHz to 20 MHz. In this frequency range, the normal use of electricity
causes most of the interference, except for impulsive noise, that is attenuated
to negligible residual values. In addition, different radio services permit trans-
mission causing other signals to appear but they are not noise. In future,
an urgent coordination between PLC applications and wireless services will
be needed; powerline communications can harm broadcast reception in long-,
medium-, and short-wave radio bands, and vice versa [6].
2.4 PLC Architecture
Researches on high bandwidth data transmission led to the fact that data can
be transmitted over electrical wiring or else called power line communication
(PLC). This network technology has architecture quite similar to many aspects
of the known wired networks as well as to the Wi-Fi networks. HomePlug is
considered to be the first PLC requirement to provide a transfer rate with a
range of 1 and 5 Mbits/sec, in addition to connecting devices to the network
by new techniques. As this specification is in constant evolution, higher data
rates were a result of multiple revisions, although those rates remain limited
by the medium’s common nature. Areas of functionality, service quality, and
security have encountered further improvements. HomePlug is the only PLC
standard found, nonetheless, ETSI (European Telecommunications Standard
Institute) and IEEE have emerged their own standards processes [5].
2.4.1 Characteristics of Electric Wiring
PLC was not originally designed to transmit data, but instead to transmit
power at line voltage and frequency, such as 110V/60 Hz. Therefore, it is
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necessary to understand electrical wiring capabilities, including advantages and
limitations, for the transmission of data. The physical properties of electrical
wiring are introduced in this section [5].
Impedance
Impedance Z describes an electrical wiring and it may include resistance,
inductive reactance, and capacitive reactance. The wiring’s impedance in not
fixed and is always change depending on the devices that are being connected
or disconnected from the electrical grid. Hence, difficulties in modelling the
communication medium are faced. Other factors affecting impedance of a
device are mode, speed, age, and design [5].
Capacitance and Inductance
Capacitance and inductance are characteristics of many devices that are
connected to the electrical network.
The inductance of a circuit, also known as self-inductance, is the ratio of
the magnetic flux times turns of wire to the current. The capacitance of an
electric circuit, also called capacity, the amount of electrical energy stored (or
separated) for a given electric potential. In the case for household electricity,
the voltage is sinusoidal. Using Ohm’s law, inductance L and capacitance C
are expressed as a function of voltage V , current I, and frequency f , as follows
[5]:
L =
V
2pifI
and C =
I
fV 2pi
(2.1)
As mentioned earlier, impedance Z of an electrical circuit is composed of
resistive R, inductive L, and capacitive C components. Therefore, the overall
behavior of the electrical network is influenced by these characteristics. The
physical layer is constantly changing when inductive and capacitive compo-
nents are connected or disconnected. This means PLC transmission techniques
must be optimized [5].
Electromagnetic Noise and Perturbations
Noise is measured by signal-to-noise ratio (SNR), generally measured in
Chapter 2. Literature Review 27
decibels (dB). There are different types of noise in which the transmission
channel gains caused from the various electrical devices connected to the elec-
trical wiring. Noise types that can be identified are [5]:
• Impulse noise from stops and starts of electrical devices;
• Broadband white noise, whose power spectral density is the same at all
frequencies;
• Periodic noise at multiple frequencies;
• Harmonic noise is composed of multiple frequencies used by electrical
equipment connected to the network.
Significant level of perturbations on the transmission channel exists due
to devices being connected or disconnected but located in proximity to the
wiring. This is known as electromagnetic compatibility (EMC) [5].
In order to obtain an efficient transmission channel, many working groups
such as, Cenelec and IEC have established rules that specify authorized limits
for the perturbations produced by each electrical equipment, including PLC
equipment. ETSI and ITU are studying perturbations threshold and apply-
ing signal processing techniques to optimize the transmission channel. The
physical layer of the OSI model is being taken care of by IEEE [5].
Attenuation
When implementing a PLC network, attenuation is a crucial characteristic
that should be taken into account. The distance travelled for an electrical
signal affects its power just like a DSL (Digital Subscriber Line) signal is
attenuated as it travels on the PSTN’s (Public Switch Telephony Network)
copper pairs. At certain frequencies, deep "notches" in the PLC signal can be
observed due to variations in the impedance of an electrical network causing
multipath effects [5].
For frequencies above 20 MHz, the minimum attenuation for the meter and
circuit breaker combined is 30 dB, while for frequencies below 20 MHz; the
average attenuation is approximately 50 dB. In order to reduce attenuation to
10 to 15 dB for certain frequencies, a good PLC coupler will be needed [5].
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It is worth commenting how each electrical equipment affect the attenua-
tion of a PLC signal. The electromechanical meter does not block the PLC
signal but attenuates it, causing it to propagate outside of the private electri-
cal network. The electronic meter have similar effect as the electromechanical
meter. PLC signal attenuation increases with higher number of circuit break-
ers. PLC devices should not be connected to power strips as they have great
influence on its attenuation. The combination of electronic meter and circuit
breakers do not attenuate the signal enough causing it to propagate outside
the private electrical network. Table 2.2 summarizes attenuation values for the
principal devices on the electrical network [5].
Table 2.2: Attenuation of Electrical Equipment.
Electrical equipment Attenuation(dB)
Electromechanical meter 15
Electronic meter 15
Circuit breaker 5
Power strip 10
Electronic meter and circuit breaker 20− 30
Coupling, Frequency Response, and Interface sensitivity
Coupling is a magnetic field generated by high alternating frequency signal
is present in an electric grid. When components are in different networks, low
frequency currents are induced that can travel over large areas, while crosstalk,
another name for coupling, occurs when induction is between components in
the same electrical network [5].
The ability to transmit a signal is called frequency response. It can vary
depending on the environment of the electrical wiring such as, material, com-
position, and age.
Transmission of digital signal over an electrical wiring is possible, due to
coupling of electrical devices that contain analog interfaces. PLC performance
can be affected due to an analog interface characteristic called sensitivity. This
sensitivity is modelled by impedance between the electrical wiring and the
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digital circuitry of the device [5].
2.4.2 Layered Architecture
From a communication point of view, the OSI (open systems interconnection)
model is a way to divide a data network into smaller parts called layers. Each
layer describes an independent protocol that provides services to the layer
above and requests services from the layer below it. Ethernet connection ser-
vice is supplied to the layers above via physical layer and data link layers
according to the PLC network [5].
The physical layer uses some aspects, such as, hubs, repeaters, cable speci-
fications and others to define the relationship between a device and a physical
medium. Depending on the PLC technology employed, applicable regulations
at a utilized frequency are defined to modulate a signal of low amplitude on an
electrical wiring. Using a MAC protocol and RJ-45 connectors, communica-
tion between the PLC equipment, usually a PC, and an Ethernet connection
service corresponding to the data link layer, is established [5].
Each frequency band, ranging from zero to tens of gigahertz, was utilized
using a set of rules made by national or international standards. For instance,
Cenelec frequency band allocation for Europe is 3 kHz to 148 kHz, while FCC
frequency band allocation for North America is 0 to 540 kHz. For high-speed
PLC technologies, such as Home Plug 1.0, operate in the 2 MHz to 20 MHz
frequency band. Fig. (2.4) illustrates the frequency bands allocated to PLC
technologies [13].
Figure 2.4: Allocated frequency bands for PLC networks.
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2.5 PLC Functionality
In this section, the functionalities of the PLC network will be introduced. It
will be seen that all the networks are simple to be integrated into a single chip
and manufactured at low cost. PLC functionalities make use of the already
developed network technologies, such as, Asymmetric Digital Subscriber Line
(ADSL), Wi-Fi, Ethernet and so forth. The weakest point of the PLC network
is the PLC link. Therefore, it is important to employ technologies along with
the PLC electrical component to make the PLC link reliable [5].
These are the main functionalities of the PLC [5]:
• Network mode is used to manage all PLC devices from the same network;
• PLC frame management mode is used to solve the huge data volume
transmission;
• Medium access technique, includes priority management and organiza-
tion of the network;
• Quality of service (QoS) which enables the transmission of data over
PLC.
2.5.1 Network Mode Functionality
The management of the network organization and communications between
the various PLC devices is made using the network mode. Hence, the network
mode is one of the major PLC functionalities. An exchange management sys-
tem is necessary to organize and optimize the several exchanging data devices
in a network. There are three network modes in which the PLC technolo-
gies uses to organize its network: master-slave mode, peer-to-peer mode, and
centralized mode [5].
The electrical meter at the head of the network is considered to be the mas-
ter of the electrical meter, and this master device is positioned on the network
head part. While the circuit breakers and bus-bar connections are considered
as slaves on which the PLC network is based for its physical medium, and the
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slave devices are placed on the various network strands [5].
The following are the main functionalities of the master on public MV or
LV electrical networks [5]:
• Distribution of PLC frames is very easy on the various strands of the
electrical network. This is due to the fact that each device belongs to
a private logical network, providing secured connections of the various
slave devices.
• Analysis of signal-to-noise ratio, computation of transmittable number
of bits/Hz, and so forth are carried out to ensure quality of service (QoS).
Also, a quality table for various links located at the PLC master level is
used to guarantee QoS management.
• Creating a more complete IP network architecture using integrated IP
network administration tools. In other words, supervising the devices in
the network.
• Alternatives with other master devices are managed.
However, the functionalities from the various master PLC devices on do-
mestic LV electrical network are [5]:
• Quality levels of the PLC links between the slave devices and the master
device as well as between slave devices are handled.
• Making use of bandwidth parameters of jitter and latency to offer QoS.
• Detection of newly plugged in or already plugged in devices to ensure se-
cure connections using encryption keys for each logical network to isolate
each slave PLC device.
• To achieve high data rates of 200 Mbits/s and more at the physical layer,
correct operation of the entire PLC architecture is needed. Therefore,
redundancy between master devices is managed.
Central coordination is not needed when using peer-to-peer networks. This
is due to the PLC architecture that consists of PLC devices which share a
number of parameters directly to other networks, to keep network consistency.
There are four parameters that are permanently exchanged by the network
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devices in order to keep the network reliability and maintain a better Ethernet
frame and bandwidth routing distribution. They are as follows [5]:
• The quality of the radio links in the radio devices is assessed according
to the tone map table to evaluate the available services in the upper OSI
layers. In the same way, the quality of the PLC link between a device
and all the other devices are assessed.
• Various PLC networks in the peer-to-peer mode are created over the
same electrical network using the encryption key select (EKS) keys.
Since the PLC technology uses the entire 2 to 30 MHz frequency band,
the throughput may be reduced.
• Depending on the PLC link qualities, an appropriate modulation scheme
and forward error correction (FEC) should be selected.
• Priority of each network PLC device is given according to its configura-
tion which is defined in the VLAN field of the Ethernet frames.
PLC links between devices connected to other sockets of the electrical net-
work can be created by the so called peer-to-peer mode, which complies with
the HomePlug 1.0 standard. In terms of the performance of the PLC tech-
nologies, a realistic architecture must be accomplished. This depends on the
functionalities expected on the local area network and on the requirements of
the client-server architecture [5].
Two device types that are involved in the architecture of the HomePlug
AV PLC technology are: a centralizing device (CCo) and devices with similar
hierarchal level. Communication between various PLC devices can be estab-
lished via the CCo device which manages the medium access allocations. If
PLC1 is connected to a PC, PLC2 is connected to the internet, and PLC3 is
the CCo centralizing device, data communication between PLC1 and PLC2
will be in the following manner [5]:
1. An estimation of the transmission channel is made by PLC1 and PLC2.
2. The CCo is informed by PLC1 and PLC2 that they want to exchange
data.
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3. A time interval is allocated by the CCo where PLC1 and PLC2 have
access to the medium.
4. Direct exchange of data between PLC1 and PLC2 takes place without
going through CCo.
2.5.2 Transmission Channel Functionalities
The electrical network acts like a transmission medium for PLC. In order
to correctly implement the data link layer, network functionalities had to be
added making the electrical network supportive for network applications. This
includes medium access, frame synchronization, and frequency channel man-
agement that are used specifically by PLC [5].
A random access technique called carrier sense multiple access/collision
avoidance (CSMA/CA) is used to listen to the transmission medium before
sending data. The advantage of this technique minimizes collisions of data
by preventing several transmissions over the same medium at the same time.
However, it does not prevent them completely [5].
A collision is detected if a station is capable of listening and transmitting
at the same time. Therefore, the station cannot hear the collision because the
transmission prevents it from listening at the same time at the transmission
frequency. This results in a loss of the network performance, since the station
continues transmitting the complete frame even if a collision occurs [5].
Since PLC cannot detect collisions, it uses the CSMA/CA protocol, where
its role is to prevent collisions before its occurrence as it was mentioned earlier.
A collision will occur most likely when the medium is being accessed; therefore,
the CSMA/CA knows this information and reduces the number of collisions
[5].
Techniques such as, listening to the medium introduced by the PLC, the
back-off algorithm for medium multiple access management, an optional reser-
vation mechanism, and positive acknowledgement (ACQ) frames, are used by
the CSMA/CA to avoid collisions [5].
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The HomePlug standard specifies a value called Deferral Counter (DC) to
indicate the number of times that a station could not emit, therefore, this
value increases; the network in line with this priority level is made use of [5].
Automatic repeat request (ARQ) is a process for the retransmission of
non received data. It follows an acknowledgement frame from the destination
station, after data is transmitted from the source station. There are three
types of acknowledgement frames sent by the destination station [5]:
• ACK: data contained in the frames is received correctly by the destina-
tion station and this data is correct.
• NACK: data received by the destination station is correct but some of
the data is damaged. Therefore, the damaged data segment is resent
after being checked by the cyclic redundancy check (CRC) value.
• FAIL: the destination station did not receive the data or the station
buffer is saturated and cannot receive the data.
Frame check sequence (FCS) is a field present in the data frame in which
the source and destination make use of to determine the response frame that
will be resent to the source station. An acknowledgement with a response FCS
(RFCS) is resent by the destination station, where a comparison between the
transmitted FCS and the received RFCS is made by the source station to know
if the data has been received correctly [5].
Management of the frame priority for medium access is made according to
the channel access priority (CAP) values of the network PLC devices, where
the back-off procedure defines the contention window (CW) and DC param-
eters. Priority levels of each PLC devices are determined in advance by the
CAP variable informing the other stations of its medium access priority. The
physical carrier sense (PCS) is used simultaneously with the virtual carrier
sense (VCS) process during medium access attempts [5].
Let’s consider a simple network with four PLC stations. The quality of
the PLC link connecting one station to another is assessed by each of the
stations. This information is stored in the PLC device register table. A tone
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map is one of the frame delimiter fields used to access this register. This
tone map is updated regularly by each station, which can take from 10 ms
to several seconds, according to the PLC station parameters. In some cases,
some stations see each other while others do not; therefore, it is necessary to
assign gateway stations that can see all other stations involved in the network
[5].
Successive segments of a service block are sent by higher priority levels on
the PLC network. However, these segments can be sent without waiting for
contention windows before transmitting frames by accessing the high prior-
ity levels using two mechanisms called, segment bursting and contention-free
access (CFA) [5].
Applications such as VoIP make use of the segment bursting mode where
priority exception is demanded. This is possible because the source station
does not need to wait for the high contention value, therefore, sending two
consecutive segments by setting the Contention Control (CC) parameter to
1 in the priority level CA3. This in return improves the performance of the
network. With the same setting applied to the CC, the CFA permits the source
station to send all segments with priority CA3 and seven consecutive MPDU
[5].
2.5.3 Frame Level Functionalities
PLC technologies are considered as IEEE 802.3 Ethernet networks from their
interfaces. This is due to the fact that PLC technologies are in the PHY and
MAC layer levels in the OSI model. The OSI model consists of seven layers
which makes the network modelling structure easy to understand and how data
exchanges for each protocol layer. IP, TCP, and application configurations
have to be considered by the network engineers as seen by the user of PLC
technologies [5].
PLC frames can be recognized as MAC encapsulations because they are
not like IEEE 802.11 frames which are based on the Wi-Fi protocol layers.
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De-encapsulation of the MAC frames from the physical layer occurs in the
data link layer to be presented to the Ethernet interface of the PLC devices
[5].
Factors such as, attenuation due to interference, multipath effects, or crosstalk
effects can limit PLC transmission, resulting in incorrect data delivery made
by the PLC link. Also, retransmission of high error rate data over the network
wastes the bandwidth used especially when the size of the data sent is high.
To prevent this problem, a mechanism called fragmentation is adopted which
reduces the number of retransmission in high noise environments like PLC [5].
Service blocks (SB) are formed by the Mac Protocol Data Unit (MPDU) in
the upper layers. The size of the segment cannot exceed 1500 bytes in which
the SB is sliced to, corresponding to 160 OFDM symbols for the physical layer.
In order to obtain a fixed size of MPDU, the segment is filled with padding
bits. Service blocks are recognized from their numbered segments; therefore, it
is possible to reconstruct the SB sent by the source station to the destination
station [5].
Using the reassembly buffer of the destination station, the received seg-
ments are buffered and indexed according to the station address and priori-
ties. After the total segments of the SB are received, de-encapsulation of the
data block is performed and transmitted to the upper layers of the OSI model,
forming IP frames with TCP or UDP headers [5].
The next frames are received after the reassembly buffer is emptied. How-
ever, in some situations, the buffer will be saturated and cannot predict the
segment transmission speed since access to the medium is not deterministic.
Non accepted additional segments are resent by the source station at a later
time to be processed [5].
2.5.4 Other Functionalities
To optimize the use of the transmission channel, predominantly data trans-
mission speed, PLC implements other network functionalities. At the physical
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layer dynamic adaptation of the data rate is employed to achieve optimum data
speed. In addition, by only sending the data to the PLC devices involved, will
optimize the use of the bandwidth [5].
Choosing the modulation scheme for OFDM symbols forming the frames
alters the speed of transmission permanently. Therefore, the medium condition
and interference with the other electrical devices connected to the network
affect the condition of the PLC links. PLC links varies the useful bit rate
between the terminals connected to the PLC network with regards to the user
[5].
Unicast, broadcast, and multicast are authorized modes for MAC frame
sending, since PLC can be seen as MAC encapsulation techniques. In the
unicast mode, there is just one sender and one receiver, therefore, data is
transmitted from a network station to a single station using its MAC address.
In the contrary, in the broadcast mode, there is just one sender but many
connected receiver. As a result, a station transmits data to all the stations of
the network using a MAC address and with all the bits to 1. In the multicast
mode, there may be one or more senders and a set of receivers. Using a single
MAC address for the entire station group, data is transmitted from a station
to a group of other stations. For the multicast MAC addresses to be recognised
in the network, a prefix is used. Out of the 48 bits, the first 24 bits of the
MAC address is used by the prefix [5].
Priorities of various traffic over the network are distinguished by the quality
of service. For example, restrictions of transmission speed, network travel time
and jitter between the frames transmitted over the network are required for
IP services. Such limitations are critical to maintain a TCP connection for
HTTPS traffic for the upper layers of the OSI model. Therefore, according to
the constraints of the upper layer applications, priority levels for MAC level
and physical level frames must be implemented. In the PLC network, quality
of service can be managed with the priorities of the network devices [5].
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2.6 PLC Applications
With the emergence of two major standards on networks, Ethernet and IP,
PLCs have also become important players in the network world. The PLC
networks’ user-friendliness is just one of the main reasons why. With the
help of PLC, the user can already use the outlets of the building to build a
computer network. Once this is installed, the network has the ability to give
sufficient data rates for real time and multimedia applications. It can even be
the backbone of a Wi-Fi network. After, the PLC completes the Wi-Fi, which
allows coverage to be expanded and maximized [5].
2.6.1 Voice, Video and Multimedia
Starting from 2007, PLC networks are used for broadcasting television channels
and handling videoconferencing applications between users. PLC telephony
uses the Voice over IP technique. The speech bytes are routed in IP packets
and these utilize the same network resources as the packets routing other
applications. This shows that telephony using PLC networks is integrated
into the conventional framework of speech over IP [5].
PLCs are also used to transmit speech that is of higher quality that the
conventional telephone voice. PLCs do not have face hindrances such as low
bit rates, so they can absorb a high bandwidth capable of carrying hi-fi or
nearly hi-fi quality telephony. The PLCs are so useful in this application
because it can transmit speech with higher quality is the same actual rate as
the conventional telephone voice. To fill 64 bytes with telephone data, only
8ms are needed. Despite the advantage, this application is rarely used because
the telephone devices are often incompatible with the quality. Compatibility
can be created using a microcomputer with a sound board, however, sound
boards on the market are slow and need at least 50 milliseconds for processing
time. This transit time is unbearable considering that two devices are needed
to be crosses, one of the sender and one of the receiver [5].
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Video applications are also possible through PLCs. Since video applica-
tions often than not require a high rate, it would be convenient under a PLC
environment. Time constraints matter only depending on the video applica-
tion type. There are two video application; first, streaming video and second,
videoconferencing [5].
In streaming videos, the length of time needed to send a video stream from
the source to the actual playing of the video on the screen can actually be
long if streaming is without a return channel, such as video on demand and
television. This is why the waiting time before the playing of the video is
a constraint. Nobody likes to have to wait for the application to initialize
first whenever the channel is changed. The intent of streaming is to leave
some advance for the packet stream to reach the receiver and have sufficient
packets in memory in the receiver so that there would be no interruptions
in the delivery of the packet to the client. Video streams can result from
an analog signal, which is digitized first before compressed, or result from an
already compressed digital signal. Depending on the network possibilities and
computing power of the senders and receivers, the video may need to be highly
compressed or may need a high rate. The higher the bit rate and the lower the
compression, image quality may become higher. PLC networks find the high
bit rate far from being a problem [5].
High definition digital television needs to have more or less 5 to 10 Mbits
depending to the user’s demands in term of quality. HomePlug 1.0 and Turbo
networks will have problems to support 5 Mbit/rate because it’s too big. With
the use of HomePlug AV on the other hand, will only allow two users to access
the service. Through the use of PLC networks, 10 users can access this service.
This is an improvement even though 10 users are already the maximum number
[5].
A PLC network should have the capacity to provide connections that would
allow for a video application to user the optimum bit rate while allowing it to
maintain a certain level of quality in terms of the service given [5].
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Visioconferencing are applications that allow for human interaction, al-
though there must be a 150-ms latency. In visioconferencing, images can be
only black and white as well as jerky since the number of images per second
is reduced to lower than normal. Visioconferencing can use a low resolution
screen to slow the bit rate. On the other hand, videoconferencing needs a
higher bit rate to acquire an image quality that could be as clear as those in
televisions. To achieve quality as good as those in cinemas, 50 megabits per
second must be obtained. Only Homeplug AV can do this and not HomePlug
networks [5].
PLCs can also be used for multimedia applications. Multimedia applica-
tions often utilize at least one speech or video stream integrated into other data
streams. Although PLC networks can do these applications just like telephone
voice or video, PLC networks find a constraint from the synchronization of the
simultaneous applications that achieve the multimedia processes. Therefore,
it would be optimal to limit compression of digital documents to factor 3 so
as to retain their original quality. This is significant for imaging applications,
in which the quality is essential, such as X-Ray radiographics [5].
PLC networks are capable of supporting the high bit rates needed to trans-
mit the streams of multimedia applications. However, PLC networks find it
difficult to achieve real time and synchronization because PLCs do not have
time management and because data is not transmitted in a deterministic way.
In light of this, HomePlug AV can be very important and useful for trans-
porting multimedia applications. HomePlug is exclusively capable to classify
packets in terms of the priorities so that the quality of service necessary for
the applications transported by each stream, can be obtained [5].
2.6.2 PLC Local Network
Another application of the PLC is the building of local area computer network.
In fact, this is most applied by the general public and professionals. The
public desires to be equipped with several personal computers to offer many
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applications as well as access to the Internet. The professionals on the other
hand use this to exchange occupational and Internet applications [5].
PLCs can be applied for the sharing of the Internet connection between
various terminals or computers within the same network. With the help of
PLC technology, various house or office computers can be put within a network
easily and then connect them into the internet connection modem through the
electrical network. With the use of PLCs, the PC connected to the network
can retrieve the signal through the electrical network. Furthermore, with PLC,
any outlet in the home can obtain the Internet signal [5].
Another use of the PLC local area network is for the complementing of
all the applications that could be observed in the wired or wireless subscriber
premises or in professional computer networks. File and printer sharing are
two of the most important applications frequently used. PLCs allow the server
connected to the electrical network to host the files to be shared between the
network users. Using PLC devices furthermore, the users can connect to this
server via the electrical network. A PLC network allows for the printer to be
placed anywhere favorable within the house or the business organizations and
still be used for printing [5].
With a PLC local area network, data broadcasting over the electrical net-
work including audio data that comes from different sources is possible, espe-
cially audio file servers and hi-fi systems. Audio file servers refer to those mp3
and WAV format files being sent over the electrical network to be retrieved
by PLC devices connected to the installation of hi-fi devices. On the other
hand, hi-fi system refers to the audio signal from one hi-fi system to another
or audio speaker systems that could be shared. The electrical network acts
as the traditional audio or stereo cables used for connecting between a hi-fi
system and the audio speakers [5].
PLCs can also be useful for recreational applications like video games.
In these games, computer networks are important for connecting the various
players. PLCs can be used for connection purposes on games terminals fitted
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with a network interface. This function is similar to the application of PLC
local area network when file sharing [5].
Because IP cameras fitted with Ethernet network interface are often and
widely used, this shows that these can also be connected to a PLC local area
network through electrical outlets. This illustrates the high flexibility in the
placement of cameras that should be powered in any way by a nearby outlet
[5].
A PLC local area network can be used as a wired Ethernet backbone. The
backbone is important for offering full Wi-Fi coverage of the building. Wi-fi
access points just need to be connected to the electrical network [5].
2.6.3 Internet Box and PLC
It can be observed that various large IT corporations around the world are
offering solutions for accessing Internet multiplay services through an Inter-
netBox. Through the InternetBox, users can access data services such as the
Web, messaging, FTP, IRC, P2P and more others through a server. The Inter-
net Box can also function as a telephone receiver where the analog telephones
utilized for switching telecommunications network are connected. It can also
act as the IPTV for broadcasting the TV channels over IP networks and Video
on Command. The InternetBox also offer IP services such as domestic mobile
telephony, home automation and more others. The functions of InternetBox
are made possible by routing each of them to the end user via an Ethernet net-
work. In light of this, the PLC local network can be the best solution because
it uses a network available in the building [5].
2.6.4 New Applications of PLC
Because of the advantages found in PLC technologies, manufacturers are in-
creasingly attracted to using PLC as the transmission medium for applications
that until then, were not networked at all or applications that are only available
over proprietary and expensive networks [5].
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Even though PLC is increasingly used in general public or professional
local area networks and constraints can be found, there are more constraints
to be observed in the use of PLC in the industrial world. However, although
these constraints hinder PLC development, the maturity of HomePlug and the
initial feedbacks from the utilization of PLC networks convinced that the PLCs
can be a viable solution for connection between machines. PLC networks are
applied in sensor networks, as connection of programmable controllers and for
connecting PCs located in confined spaces where there is a difficulty in wiring
or use Wi-Fi because the spaces have metal piping [5].
In public spaces, PLCs are used in applications such as content distribution
toward interactive terminals; information feedback from beverage dispensers as
well as authentication traffic from time clocks. This is possible because similar
to the industrial world, more public spaces are increasingly acquiring com-
municating devices or devices that are fitted with Ethernet interfaces, which
makes them ready to be connected to a local area network [5].
PLCs do not only use 110-220V, 50-60 Hz electrical wiring but also use
other wiring types to convey the signal in the 1 to 20 MHz band. For instance,
the coaxial cable traditionally used by cable operators to broadcast the TV
signal coming from cable television channels is now also used frequently by
PLC devices. The coaxial cable has the capacity to complete an electrical
network when building a PLC network to reduce certain types of topology
problems in association to the use of the electrical network only. Therefore,
with coaxial cable, PLC networks can be used for various applications without
worrying for the oldness and the complexity of the electrical network [5].
Another benefit for using PLCs is that a PLC network can be used without
electrical operation in the building as long as PLC devices can have power one
way or another with the help of another battery. This is a significant advantage
for those times when the mains are cut off and when certain types of battery-
operated computing devices still need to communicate during this period [5].
Automobiles increasingly have to transport internal data from the various
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controls to the instrument panel. These information exchanges need to have
wiring as long as 3 km and as heavy as 50 kg. PLC provides the best solution
for this. PLCs can be applied as the mechanism for facilitating this exchange
of information between the vehicle sensors and the instrument panel [5].
With all these applications, PLC cannot just be considered only as a net-
work technology. It must also be deemed as a simple means to connect devices
together by allowing information sharing. The following events illustrate the
recognition of these advantages produced by PLCs. First, HomePlug AV prod-
ucts emerged during 2009. Second, Internet access providers became commit-
ted to the widening of the distribution of InternetBox to housing. This will
hasten the process where PLCs can be widespread among the general public.
Third, there is now a heightening awareness of the public of PLC, which is a
mature technology and simple to use. Lastly, there is also a heightening under-
standing of professionals that PLC networks can complete cables and Wi-Fi,
especially with the development of PLC products dedicated to the require-
ments related to the administration and management of professional networks
[5].
2.7 PLC Failure Scenarios
The convenience and low cost of PLC made it very popular among commu-
nication systems. However, despite the fact that the PLC has a number of
advantages which makes it perfect for communication, there are some negative
points about it. For instance, the distribution power lines are sensitive to dif-
ferent kinds of electric interference, such as Gaussian white, colored noise and
voltage spikes. In addition, when a PLC is being used, the RF interference
should be eliminated. That is, if the equipment connected to the home power
line, it can produce noise or reduce the resistance of the power line. This can
increase the error level and cause communication failures in the PLC. More-
over, the power lines weaken the RF signals; they also are not able to transfer
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the signals of higher frequency efficiently. As a rule, PLC uses normal mode
signals. Thus, communication failures may be caused by the normal mode
noises which are produced by the electrical devices. If a load is of an insuf-
ficient channel property, there can be considerable distortions caused in the
PLC channel, which means a fundamental decrease in communication quality
[2].
There are different sources of communication signal error, in particular,
active and passive devices, and interference can weaken the signal or cause
noise. This can lead to uncontrolled or inefficient functioning of the devices
to which the signals are being transmitted. For instance, the interference with
systems which are placed in the nearest area can cause signal degradation.
This is due to the inability of a modem to distinguish a signal of a particular
frequency among a number of other signals in the same bandwidth. The active
devices such as transistors, rectifiers, and relays create noise in their systems,
which leads to signal attenuation. The passive devices, namely, transformers
and different converters attenuate the signal even more considerably [14].
The other problem is BPL interference, which is very dangerous for the
radiocommunications users. BPL transmissions cover the shortwave spectrum
with the power of up to hundreds of watts. The cables of lossy distribution
function like a traditional aerial, and this is why the wideband BPL signal
has a powerful radiation over a great area. This radiation causes considerable
interference, which became a real problem. Even the devices for regulation
such as OFCOM or FCC are treated to be not effective enough to prevent the
interference [15].
Of course there are various techniques which are being developed to de-
crease the signal interference, improve the PLC performance, and prevent the
possible distortion of transmitted data. Some of these techniques will be de-
scribed later in this thesis.
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2.8 Modulation Schemes for PLC
There are various modulation schemes that are applicable to power line com-
munication (PLC). When considering data rates above 1 Mbits/s, the following
are the applicable modulation schemes [6]:
1. Spread-spectrum modulation, specifically direct sequence spread spec-
trum (DSSS)
2. Broadband single-carrier modulation without equalizing
3. Broadband single-carrier modulation with broadband equalizing
4. Broadband multicarrier modulation with adaptive decision feedback
equalizing
5. Multicarrier modulation, Orthogonal Frequency Division Multiplexing
(OFDM)
From the above list, OFDM offers flexibility when dealing with expected
unequally distributed spectral gaps of different width, which will be available
for PLC. OFDM features will be explained in more details in this section.
2.8.1 Single-carrier Transmission
From thorough investigations it was found that wideband single-carrier schemes
are inappropriate for PLC [6]. Two aspects are worth mentioning which will
disqualify single-carrier schemes are:
• High spectral efficiency is not demonstrated by single-carrier broadband
schemes. This means that for N users and symbol rate Rs, the total
bandwidth B required is: B > 2NRs.
• The power line channel suffers frequency-selective fading effects; there-
fore, it does not provide a flat transmission characteristic over large
bandwidth. Consequently, complex equalization would be required at
the receiver, resulting in other disadvantages under additional situations,
such as, poor transmission characteristics of the power line channel, con-
sidering impulsive noise scenarios, and expected frequency-allocation and
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transmission-level limitation.
Due to these reasons, experts in the field prefer to use OFDM as a multi-
carrier technique for modulation.
2.8.2 Orthogonal Frequency Division Multiplexing (OFDM)
The frequency multiplexing modulation was designed several decades ago.
However, the interest and the use of this technique in communication sys-
tems started relatively recently. With the rapid expand of wireless digital
communications the demand for wireless systems that are reliable and have
a high spectral efficiency has also increased. Not only the issue of limited
spectrum, but also the increasing demand for bandwidth suggested that an
innovation had to be introduced in the field of wireless communication. The
new technology was required to have the following features [16]:
• Service for a greater number of consumers in individual cells;
• New technical possibilities for the users;
• Greater data rates possible to transmit;
• Higher spectral efficiency;
• Lower cost of the carrier for traffic transportation;
• Accessibility to the consumers.
The scientists in the field of engineering have been developing the existing
technologies for years in order to achieve the desired results. They investigated
different issues such as air interface design, hardware improvement, aerial tech-
nologies, and radio frequencies. However, the next-generation technology for
wireless communications appeared in a conceptually different sphere [16].
Frequency division multiplexing (FDM) is one of the most promising tech-
niques for the modulation and transmission of multiple signals through a trans-
mission path, such as a wireless system or a cable. The frequency carrier varies
in different signals, and depends on the sort of data which is being transmit-
ted. The orthogonal frequency division multiplexing (OFDM) is different from
the other schemes because of the use of many sub-carriers for signal carrying
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[17]. In the next section, the schematic and mathematical explanation of the
system model is shown.
The Orthogonal FDM (OFDM), which can also be called multi-carrier or
discrete multi-tone modulation, functions in a slightly different way compared
to FDM. It is a very efficient type of parallel transmission scheme. Its work is
based on the following algorithm [17]:
1. The inverse fast fourier transform (IFFT) takes the signal from the time
domain to the frequency domain and back. No loss of information is
observed at this stage.
2. Then the OFDM signals are formed. They are aimed at distributing a
high-rate data stream among different carriers, which are tuned to have
individual frequencies.
The most significant feature of the carriers is the fact that they are sepa-
rated at the receiver. Such division suggests that the demodulators can only
detect their own frequencies, otherwise the signals would interfere and distort
the initial data. This means increase in the efficient use of the limited band-
width, where the FDM divides a channel into many non-overlapping subchan-
nels to transmit information. OFDM makes use of the available bandwidth by
allowing these subchannels to overlap by modulating the information on or-
thogonal carriers that can easily be discriminated between at the receiver [18],
[19]. Such scheme makes the design of both the transmitter and the receiver
plainer, eliminating the need of a filter for each subchannel.
One of the OFDM peculiarities is that it demands the frequencies of the re-
ceiver and the transmitter to be synchronized accurately. In case the frequency
fluctuates, there is a great risk of inter-carrier interference (ICI) between the
sub-carriers. The separate spacing of carriers gives the OFDM several advan-
tages, such as being resistible to RF interference, and being less affected by
multi-path distortion.
In addition, the orthogonality also provides a high spectral efficiency, which
is required nowadays in communication technologies. It permits using prac-
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tically the whole frequency band. OFDM spectrum is usually almost white,
which enables the system to combat interference in the electromagnetic field
with respect to the other users of the channel [19].
This system is very beneficial in comparison with traditional single-carrier
schemes, since it is capable of overcoming the severe channel conditions. OFDM
is capable of mitigating the attenuation of high frequencies in a long copper
wire, frequency-selective fading, and narrowband interference. OFDM does
not need any equalizing filters, because it uses many low-rate narrowband sig-
nals instead of one high rate wideband signal. The interval between symbols in
OFDM is safe. Their low rate is very beneficial, as it prevents the system from
inter-symbol interference (ISI). The single-frequency networks can also be im-
proved by this technique, as long as the signals from different transmitters can
be combined. In contrast, a conventional single-carrier system suggests that
the symbols interfere with each other [19]. Thus, one of the main principles
of OFDM functioning is to transmit a number of slowly modulated streams
instead of a single rapidly modulated stream.
Another feature of OFDM is that it is always used in combination with
channel coding. In addition, this system uses frequency and time interleaving
to correct the errors. These techniques are applied in the system in order
to divide the errors among the bit-streams delivered to the error correction
decoder. Otherwise, if there was a number of errors presented, the decoder
would not be capable of correcting them all [17].
OFDM also permits the application of maximum decoding with reasonable
complexity, as far as it is computationally efficient by using FFT algorithms
to perform the modulation and demodulation functions [20].
The orthogonality of the carriers is vital to generate OFDM successfully.
The only way to achieve this is to constantly control the interaction among
carriers. That is why at the very beginning of OFDM function, it is very
necessary to choose the appropriate spectrum based on the input data and
modulation scheme. Next, the required amplitude and phase of the carrier is
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calculated with the help of the computed scheme. Later the system converts
the required spectrum back to the time domain signal with the help of Inverse
Fourier Transform (IFT). In such operations an Inverse Fast Fourier Transform
(IFFT) is used most often. The converted spectrum includes the amplitude
and phase of each component. An IFFT is capable of converting a number of
complex data points into the time domain signal with the same number of data
points [21]. IFFT transforms the spectrum very efficiently, and the process of
checking whether the signals are orthogonal is easier.
While working with OFDM signals, it is important to generate the orthog-
onal carriers for them. Setting the amplitude and phase of each bin (data point
in frequency spectrum) and performing the IFFT will allow doing this. Each
IFFT bin corresponds to the amplitude and phase of a set of orthogonal sinu-
soids. Therefore, the orthogonality of the carriers is provided by the reverse
process [21].
The process of converting the data for its transmission is called modulation.
As the transmission of the information is realized through some mediums (in
our case - power lines), it needs to be encoded in order to be delivered to the
final point. For this purpose, various modulation schemes are adopted. There
are a number of modulation schemes used in digital technologies. In general,
there are two types of modulation, namely, analog modulation, and digital
modulation [22].
Analog Modulation
Analog modulation is used with the signals which carry some analog in-
formation. This modulation technique is aimed at modulating such properties
of a carrier as frequency, amplitude, or phase [23]. In general, we can outline
some positive and negative sides of the technique, which are present in every of
its schemes. For instance, among the benefits of the analog modulation are the
use of linear modulators and modifiers instead of digital circuits, simplicity of
modulation and demodulation processes, etc. The disadvantages of the mod-
ulation include the diffusion of information comparing to that in the digital
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modulation, great amount of power demanded for modulation and others [22].
The analog modulation includes several techniques. The most commonly used
are AM, PAM, and QAM.
AM stands for "amplitude modulation". As it can be derived from the
name of the technique, the main principle of the scheme’s function is based on
changing the amplitude of a signal. In other words, the technique is aimed at
controlling the strength of the transmitted signal according to the transmitted
data. By varying the signal’s strength, the technique can either accentuate or
diminish some of the information’s properties. Amplitude modulation has a
disadvantage, such as great power consumption [23]. However, there are also
advantages, such as the simplicity of the technique and no special equipment
needed for it’s use.
The Pulse Amplitude Modulation (PAM) is one of the simplest ways to
modulate the signals with pulse. This scheme is used with the purpose of
carrying the information and producing other pulse modulations. The pulse-
amplitude modulation is usually applied when the analog signals need to be
changed into discrete. There are also situations when the carriers have a
stable frequency; in such cases PAM can be used to change the frequency or
amplitude of a signal. In particular, the pulse-amplitude modulation changes
the amplitude of individual pulses according to the amplitude of a modulating
signal. This operation is realized with unchangeable position of the pulses and
in a regularly timed sequence. In order to make the final signals digital, the
number of pulse amplitudes usually has a power of two [24]. One of the PAM
signals’ advantages is the fact that they are easy to demodulate. In addition,
the design of PAM’s transmitter and receiver is rather simple, which makes
with the scheme convenient.
Among the disadvantages of PAM is the high level of sensitivity to noise
and interference. This is due to the change of signal amplitude caused by
the interference, which can make the signal incomprehensible for modulation.
Therefore, because of its susceptibility to interference, PAM is rarely used.
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However, there are some spheres where it is applied, for instance, PAM is used
for modern Ethernet communications [25].
One of the methods of modulation schemes which is being used in this
thesis is 16-QAM. Interestingly, this technique can be considered as both an
analog and a digital technique.
Quadrature amplitude modulation (QAM) is a popular modulation scheme
which is being used in many modern technologies. It can be used for either
digital or analog signals, and in both cases the principle of function is quite
similar. In the first case, it applies the amplitude-shift keying digital modula-
tion scheme in order to modify the amplitude of a pair of digital bit streams
[24]. In the second case, QAM uses the amplitude modulation scheme for
analog modulation in order to modulate a pair of analog message signals. In
order to derive the final waveform, the quadrature components (the operated
pair of signals) need to be summed [25]. For digital modulation this sum will
perform a combination of two kinds of keying, which are amplitude-shift and
phase-shift keying. In case of analog modulation the sum of quadrature com-
ponents will combine the two kinds of modulation, which are amplitude and
phase modulation [20].
16-QAM is one of the elliptical QAM designs, which is usually considered
first. This type of modulation is very beneficial because of the good error-rate
performance and high data rate. In addition, the levels of noise and interfer-
ence in 16-QAM are not higher than those of the other modulation schemes
[24]. These advantages serve as the main reasons for which we decided to
use this type of modulation in some of our experiments with transmission
of compressed images over PLC. 16-QAM is most often used for radio links
modulation. The basic principle of QAM based on changing a block of in-
formation into signals. The phase value of these signals is chosen from the
range of sixteen calculated phase values; their amplitude is chosen for four
possible values. Next, the information flow is distributed by the modulator
among two four-phase modulators. All in all, there are twelve angles in every
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phase of 16-QAM. In addition, these phases switch every time the bandwidth
changes [22]. 16-QAM is widely used in many modern applications, such as
digital terrestrial television and the data transmission in third-generation mo-
bile communications.
Digital Modulation
The task of digital modulation, like that of analog modulation, is to con-
vert the signals for their successful transmission through some medium. The
only difference is that the digital communication schemes deal with digital sig-
nals. Similarly to the analog modulation techniques, the digital modulation
also deals with the phase, frequency and amplitude of the sinusoid of the infor-
mation. Among the benefits of digital modulation schemes are efficient use of
bandwidth and power and low bit-error-rate (BER) [23]. In addition, it needs
no special equipment to be installed for signal receiving.
Digital modulation is beneficial in comparison with other modulation meth-
ods, as the previously used techniques are not capable of dealing with digital
services. What is more, the digital modulation techniques provide more qual-
itative and secure services [22]. In addition, they are less time-consuming.
Generally, accepting digital modulation schemes is necessary in today’s world
of competitive technologies. Among the techniques for digital modulation are
PSK, and ASK [20].
Similarly to the previously described analog PM scheme, phase shift keying
(PSK) is aimed at changing the signal’s phase. Thus, the PSK is designed to
operate the phases which encode bits. Every phase represents a symbol, which
is formed by the type of signal encoded by this phase. The number of phases
for PSK is theoretically unlimited, however, the practical results suggest that
the number of phases should not be over 8. In another case, the error rate
becomes unacceptably high [25]. As a result, for a greater number of phases,
QAM modulation is more suitable. There are a number of PSK forms, such
as BPSK, DPSK, QPSK, and others. PSK is not often used with high signal
rates, since it cannot distinguish the signals properly.
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In comparison with the mentioned QAM system, PSK is very simple, which
makes it popular for modern technologies, especially in the sphere of commer-
cial data transmission operations [23]. However, one of the disadvantages of
the scheme is the fact that the demodulation of PSK signals can be rather
complicated, and this is why it is used only when there is proper equipment.
One more scheme which can be introduced for the comparison is ASK,
or amplitude-shift keying. Similarly to PAM, it deals with the carrier wave’s
amplitude. The principles of their work are also similar, however, there are
some differences. For instance, the ASK codes the signals as 1 or 0 depending
on the level of amplitude [22]. As a rule, the 0 code is given to the signals
with no carrier. The scheme has a lot of advantages, such as simplicity of the
system and low cost of the modulation and demodulation processes. However,
because of the similarity with the PAM in the system principles, it also has
some similar drawbacks, such as signal interference and high sensitivity to
noise [20].
2.8.3 OFDM Transmitter/Receiver Implementation
Figure 2.5: Typical OFDM transmitter/receiver setup.
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Fig.(2.5)shows a block diagram of an OFDM system. In order to transmit
a signal, OFDM must perform several steps [26]:
1. Serial to Parallel Conversion: OFDM divides a channel into many
non overlapping subcarriers to make optimal use of the available fre-
quency spectrum. The signal is converted from serial stream to parallel
stream to be divided among the individual subcarriers. Each subcar-
rier is modulated individually before combining all the channels and
transmitting.
2. Inverse Fast Fourier Transform (IFFT): At this stage of the trans-
mitter, modulation of data into a complex waveform occurs. The role
of the IFFT is to modulate each subchannel onto orthogonal carriers.
Therefore, different modulation scheme can be chosen for each subchan-
nel depending on the channel requirements.
3. Cyclic Prefix Insertion: A crucial feature of OFDM is the cyclic
prefix (CP) which is used to mitigate inter-symbol interference (ISI)
and inter-carrier interference (ICI). A cyclic prefix is a repetition of the
first section of a symbol that is added to the end of the symbol. In
addition, it reduces multipath effects, thus, subsequent symbols are not
affected.
4. Parallel to Serial Conversion: The process of combining all the
subcarriers into one signal takes place at the parallel to serial conversion
stage. Thus, all subcarriers are generated simultaneously.
At the receiver the opposite process occurs where the incoming signal is di-
vided into appropriate subcarriers and then demodulation is performed before
the reconstruction of the signal.
2.8.4 OFDM for High-Speed PLC
As substantial advantage of multicarrier signalling over single-carrier broad-
band approaches, is the simple procedure of equalization called "1-tap" tech-
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Figure 2.6: 1-tap equalizer for OFDM.
nique. Fig.(2.6) shows the working principal of a 1-tap equalizer for OFDM.
This is due to the fact that OFDM divides the channel into many narrow-
band subchannels (Fig.(2.7) ), making OFDM robust against various kinds of
distortions caused by low pass effects and strong fluctuations of the transfer
function of powerline channels [6].
Multipath delay causes inter-symbol interference (ISI), which is a problem
associated with high-speed PLC. Fortunately, OFDM can combat multipath
effects and ISI. A crucial figure for a modulation scheme is the overall duration
of the impulse response. A delay spread of 1 microsecond can easily occur
in powerlines causing interference between two symbols so that the receiver
cannot read them. OFDM’s concept is to select longer symbol duration than
the delayed paths, i.e. longer than the impulse response, correcting reception.
This will solve the multipath problem. The OFDM symbols become shorter
for higher data rates. Therefore, a guard interval is introduced, filled with a
cyclic prefix is used to eliminate ISI. The basic premise of this prefix is to copy
sufficiently high number of samples from the end of an OFDM symbol and
adds a copy to the beginning of the symbol as shown in the figure below [6],
[26]. This is shown in Fig.(2.8).
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Figure 2.7: Allocation of OFDM subchannels.
Figure 2.8: Addition of Cyclic Prefix.
OFDM makes efficient use of available bandwidth which is essential for
the future of high-speed PLC. Due to interference or fading, portions of the
bandwidth can be lost; however, OFDM can continue working error-free with
the remainder of the subcarriers. Under extreme conditions, OFDM permits
repeated transmission, guaranteeing powerlink reliability even though data
rate will be reduced [6].
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2.8.5 Modern OFDM Applications
Due to OFDM advantages, such as robustness to multipath and frequency
selective fading mentioned before, it is now widely used for wideband digital
communication, both wireless and over copper wires. OFDM is often applied
in modern technologies, for example in digital TV, digital audio broadcasting,
wireless networking, Wi-max, and broadband internet access. Its popularity
is increasing, and so do the expectations for its future possibilities. OFDM
is expected to achieve a wireless broadband multimedia communication that
provides data rates of 100 Mbps and above [27]. In other words, this technique
of data transmission is ten times faster and cheaper than the popular 3G,
which is being widely used in the world today. Therefore, OFDM is becoming
the main candidate for the next generation mobile communication systems.
OFDM is employed in Asynchronous digital subscriber line (ADSL) in
which it delivers high speed data over the phone line. The feature of discrete
multi-tone (DMT) alters the modulation format to suit the characteristics of
the transmission channel. This is done by removing the subcarriers (from 1 to
15 bits per symbol) allowing "dynamic allocation" of parameters.
In the United States, the next generation of radio broadcasting may adopt
OFDM techniques. During the co-existence period, the subcarriers that corre-
spond to the current analog spectrum will be disabled. These subcarriers will
be enabled after the co-existence period and the data rate is increased.
The IEEE 802.11a and European ETSI Hiperlan/2 are high-speed wireless
networking standards in the 5 GHz frequency region that utilize OFDM modu-
lation. Using similar physical layer structure, modulation ranging from BPSK
to 64-QAM per subcarrier allow data rates from 6 to 54 Mbps [28].
It is worth also studying other types of OFDM. A detailed classification
is given in [4]. Coded orthogonal frequency division multiplexing (COFDM)
is a very popular kind of OFDM. Its main advantage is the combination of
multicarrier and coding, which suggest the efficient work of the system. The
two basic rules for COFDM proper functioning are: (a) to use the channel
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information from an equalizer in order to provide the reliability of the received
bits; and (b) to take the bits from the source data and spread them among the
subcarriers, which means coding the bits before IFFT.
Multiple-input multiple-output (MIMO) OFDM is a technology which uses
multiple antennas for transmission and receiving of radio signals. MIMO-
OFDM is expected to provide the broadband wireless access (BWA) system
that does not have direct line of sight. The MIMO-OFDM was constructed
by Iospan Wireless and is very beneficial because of its resistance to signal
interference. Unlike the traditional systems, the MIMO system transmits data
simultaneously through a number of antennas. The data flow is divided into
small portions which are easier to operate for the receiver; this process is called
spatial multiplexing. The general rule in this case is: the more antennas are
used for transmission, the less time is needed for the process. In addition,
the spectrum is very efficient due to the same frequencies but separate spatial
signatures [23].
Among the other versions of OFDM is wideband OFDM (WOFDM). Its
main feature is separating channels on a distance which prevents the transmit-
ter and receiver frequencies from interference. This protects the performance
from being degraded by the possible interference. Another technology, flash
OFDM, which can also be called "fast-hopped OFDM", is based on using a
number of tones in order to spread the signals on a high speed over a particular
spectrum band. The band segmented OFDM (BST-OFDM) has an advantage
of its flexibility, specifically, they allow the modulation of some OFDM carri-
ers in a different way compared to others within the same multiplex. Such a
hierarchical modulation suggests that a set of signals can be modulated differ-
ently and therefore used for different purposes. This scheme was introduced in
Japan, namely, in the ISDB-T, ISDB-TSB and ISDB-C broadcasting systems
[23].
However, the implementation of some OFDM technologies in real life is not
realized fully. For instance, the OFDM-MIMO networks face some difficulties
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with being utilized in modern applications. Although their implementation
can be very beneficial, it is restricted due to the need of the equipment for this
technology [21].
2.8.6 Disadvantages of OFDM
OFDM is expected to achieve high data rates of more than 100/20 Mbps for
fixed/moving receiver [29]. However, OFDM suffers some disadvantages, such
as high peak-to-average power ratio (PAPR), sensitivity to frequency offset
and phase noise, and Doppler Effect.
Due to the summation of all the subcarriers, OFDM tend to have high
PAPR, resulting in a limitation of the OFDM signal by its maximal output
power. Inter-carrier and out-of-band interferences will occur due to the inter-
modulation between the subcarriers. In order to minimise power consumption,
circuitry must be linear [30].
When the A/D converter output is sampled either too fast or too slow,
it is responsible for the presence of frequency offset. This results in inter-bin
interference (IBI) where the received subcarriers are prevented from lining up
with the FFT bin locations. Compared to single-carrier systems, phase noise
degrades the performance of the OFDM system more. This is due to the fact,
that phase noise represents a smaller percentage bandwidth in a single-carrier
system, while in OFDM system each subcarrier each of which is a smaller
percentage of the total frequency bandwidth [28].
The typical reason for frequency failures is the false choice of transmitter
and receiver oscillators. They also can be caused by Doppler shift due to move-
ment, which can be compensated with the receiver [31]. The hardest to correct
are those errors when the Doppler shift is combined with multipath. In this
case, the reflections occur at various frequencies, which limit the application
of OFDM in high-speed vehicles.
Taking into consideration the deep analysis of the discussed scheme, it is
worth improving the system and increasing its efficiency. The experimental
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evaluation of OFDM in different conditions can help to design the system in a
way which would be suitable for the demands of modern wireless multimedia
service. Thus, a more detailed description of OFDM principles and possible
improvements will be presented later in this thesis.
2.9 Image Compression Techniques
With the growth of digital technology use, different operations with multime-
dia are required. Various data, sounds, and images need to be transmitted
or stored. This means that the energy, bandwidth, and digital space are de-
manded. In order to save the mentioned resources, the operated data needs to
be reduced somehow. With this purpose, data compression is used in digital
technologies.
Compression is an important process which is widely used nowadays in dig-
ital technologies. It is aimed at economizing the digital space and connection
bandwidth [32].
Data compression can be explained as the process of encoding information
with the help of some information units [33]. The only necessary condition for
this process is the ability of both the sender and receiver of the information
to recognize and operate the encoding model. The design of this model in-
cludes the level of compression and distortion, and the needed computational
resources for the operation [33].
Data compression is widely used nowadays; its application is irreplaceable
while working with file transmission. The images presented on the web are
usually compressed in the JPEG or GIF formats. Compression is also used
in modems and for stored files in most systems [34]. It is generally aimed at
reducing the file size and therefore at economizing the electronic space.
The process of data compression, however, might be inconvenient in some
respects, as it involves algorithms which include sorting, hash tables, tries, and
FFTs [21]. What is more, the used algorithms need strong theoretical basis.
Chapter 2. Literature Review 62
The general scheme of compression process has two basic elements, which
are encoding and decoding. Encoding algorithm operates the file, reduces its
bits, and represents it in a compressed form; and the decoding algorithm re-
constructs the original file from the compressed representation [21]. Encoding
and decoding processes have to be agreed in order to work with a file efficiently.
There are two basic algorithms for image compression, namely, lossy and
lossless algorithms. Lossless algorithms allow reproducing the compressed file
maximally close to its original form. In contrast, lossy algorithms are only able
to reconstruct the general model of the original message [15]. The difference
of effect explains the usage of the techniques in different spheres. For instance,
lossless algorithms are usually applied for text and other data which need the
exact information to be preserved. Lossy algorithms are used for compression
of images and sound, when the quality is not affected seriously by the loss of
resolution [29]. The word "lossy" does not necessarily mean loss of quality or
pixels for an image. This word stands for loss of some quantity feature, for
example noise or frequency component.
Surprisingly, the process of compression is often based on probability. It
is due to the fact that not all types of files can be compressed. Therefore,
there must be an assumption about what inputs are more possible to occur
[15]. For example, the structure of the message can be analyzed from point of
view of probability: white areas are typical for images, and the chance of their
occurrence is pretty high. Another assumption can concern patterns in texts or
objects, which are often repeated with a specific tendency. Thus, compression
algorithms have to include the calculations of probability.
An important feature which should be discussed while talking about com-
pression algorithms is the existence of two components, namely, the model and
the coder components [35]. The model component deals with the probability
mentioned before. It analyzes the structure of the input and defines the prob-
ability distribution of the file. The coder component is aimed at generating
codes according to the results presented by the model component. In fact, the
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coder component balances the files, enlarging those which have low probabil-
ity and reducing those with high probability. The model component of any
compression algorithm can be designed and programmed in various ways and
on different levels of difficulty, depending on the operated data. The coder
component, however, is rather limited in this respect; it is usually based either
on Huffman or arithmetic codes [36].
The model and coder elements are connected by the information theory
of particular data. This theory allows predicting the interdependence of the
probability, file content, and code length.
This thesis deals mostly with image compression. Therefore, it is important
to highlight the clear distinction between the compression of an image and
binary data. Consequently, not every compression technique is suitable for
images, as they demand a minimal loss of quality. Images have some specific
statistical properties and therefore need encoders with a certain design. Of
course lossless compression algorithms are most suitable for images, however,
lossy compression techniques can also be used [35]. They are mainly applied
in cases when storage space or bandwidth need to be saved, and some image
details can be lost.
2.10 Lossy Compression Algorithms
As it was mentioned earlier in this chapter, lossy compression is a compression
in which the original file looses some of its properties. Lossy data compression
is sometimes called perceptual coding [36]. It is usually applied in cases when
some loss of data quality is permitted. Lossy data compression is aimed at
assessing the best fidelity for a particular amount of compression.
When a lossy compression is applied, the exact data is impossible to be
reconstructed from the compressed information. However, this does not mean
an unavoidable loss of quality; in some cases the difference between the original
file and the one which was compressed with a lossy algorithm is unnoticeable
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(for example, loss of ultra frequencies). Sometimes loss of specific features can
even improve the quality, as in the case of removing the noise from an image.
That is why lossy compression algorithms can perform better than lossless
when working with images. As an example, while working with JPEG image
files, one can control the amount of loss and the level of quality. On the other
hand, the type of lossy compression algorithm should be chosen according
to the specific features of a compressed file, where the quality should not be
degraded [35].
Lossy compression is implemented in a number of fields. It serves as a basis
for popular JPEG and MPEG standards. It is also used in combination with
lossless compression algorithms in such techniques as PAQ, and DEFLATE
[29].
Among the algorithms for lossy data compression are wavelets, vector quan-
tization, linear predictive coding, and discrete cosine transform. The methods
of lossy data compression which are being studied in this thesis are DCT, DWT
and BTC.
2.11 Transforms
First of all, before explaining the principles of transforms’ work, it is worth
clarifying what transforms are and what are they needed for. The various
signals are often transformed mathematically in order to derive the information
which cannot be simply read in the raw signal. In other words, a processed
signal can be much stronger and informative than the raw one.
In signal processing, a multitude of transformation types can be used. The
Fourier transforms (FT) are treated to be traditional and are the most popular
in the particular field. They are used in many fields including engineering. FT
is a reversible transform, which means that it allows operation of both with
the raw and transformed signals [37].
It is worth mentioning that almost all the raw signals are time-domain sig-
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nals [38]. It means that the signal will be always involved in the time function:
in signal representation, the independent variable is time, and the dependent
variable is most often amplitude. Such representation is not always advanced
for signal processing, as far as the frequency component is not considered in
this case. The frequency components form the signal’s frequency spectrum,
which usually contains the significant information about the signal. In other
words, the frequency domain often contains the data which cannot be read in
time domain.
Despite the fact that Fourier transform is one of the most often used for
electrical engineering, there are many other kinds of transforms. Every trans-
formation algorithm has its advantages and disadvantages and are applied in
different spheres. The transforms which deserve special attention are wavelet
transforms.
As it was mentioned before, Fourier transform allows operation of both
with the raw and transformed signals. However, it gives no opportunity of
working with them at the same time. In other words, at a particular point of
time only one of the signals is available. In some applications, for example,
while working with non-stationary signals, these opportunities offered by FT
are just not enough for successful operations.
In contrast, the wavelet transform allows getting both the time and fre-
quency information simultaneously. The principle of wavelet transform work
is completely different. It divides the signal according to its frequencies [40].
Here a certain rule works, which says that the resolution of higher frequencies
can be best obtained in time, and the lower frequencies are better resolved in
frequency. Thus, wavelet transforms distributes the frequencies correspond-
ingly among the time and frequency components.
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The following is a more detailed explanation of wavelet transform.
2.11.1 Discrete Wavelet Transform (DWT)
Discrete wavelet transform (DWT) is one of the most widely used techniques
of data compression. The first DWT was invented by the Hungarian mathe-
matician Alfréd Haar. For an input represented by a list of 2n numbers, the
Haar wavelet transform may be considered to simply pair up input values, stor-
ing the difference, and passing the sum. This process is repeated recursively,
pairing up the sums to provide the next scale [39].
The other mathematician, Ingrid Daubechies formulated the list of the most
commonly used discrete wavelet transforms. Daubechies derives a family of
wavelets and investigates principles of their work, which is a great contribution
to this particular field.
There are also other forms of discrete wavelet transform, such as the un-
decimated wavelet transform, which omits the downsampling; the Newland
transform, which forms the basis of wavelets from appropriately constructed
filters in frequency space; wavelet packet transforms or complex wavelet trans-
forms [40].
In general wavelets allow working with different functions of one or more
variables. One of their advantages is a stable localization, which is very im-
portant when representing the various functions. The obligatory condition
in wavelets is the compact support of each element in time and frequency do-
mains. In addition, the computation is realized with the help of fast algorithms
[40].
In fact, wavelets characterize a signal in terms of some underlying gener-
ator. Thus, wavelet transformation is being applied in different fields beside
compression. As an example, wavelet transforms is also used in order to re-
move noise from data. In addition, it is applied in operations with medical
images, analyzing the X-rays, and in computer vision [38].
To calculate the DWT of a signal x, it is worth passing it through a number
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of filters. First the signal is passed through a low pass filter with impulse
response g resulting in a convolution:
y[n] = (x ∗ g)[n] =
∞∑
k=−∞
x[k]g[n− k] (2.2)
This procedure can show the approximation coefficients. Then the signal is
also decomposed through a high-pass filter h, which gives the detail coefficients.
The important condition for this process is the connection between the filters
[39] [40].
The discrete wavelet transform (DWT) is being used in a number of appli-
cations. Its ability to realize the non-stationary processes in an adequate way
is very valuable in the field of digital technology. The technique which was
most popular in the field previously is fourier transform (FT). In case of work-
ing with a stationary process this algorithm is perfect, as far as it keeps the
coefficients of decomposition separately. Nevertheless, this feature might also
be treated as negative, as these coefficients place chaotically in time domain in
case of running the non-stationary processes. Consequently, the computation
of the decomposition algorithm is very complicated.
In this respect, DWT shows a better performance. Its design allows divid-
ing the process into parts in frequency domain while localizing them in time
domain. This enables DWT to perform better than FFT, as the representation
that is held both in frequency and in time domains [36].
There are also some situations, when DWT can be used in order to improve
the system’s function. Specifically replacement of the DCT with DWT in
JPEG framework can make the coder more complex but at the same time
saves the buffer space [36]. DWT also proved to be particularly well adapted
to progressive transmission, which can provide a fast reconstruction of the
picture at the receiver [41].
There are different methods developed in order to use DWTmore efficiently.
The energy efficient wavelet image transform algorithm (EEWITA) for lossy
compression of still images provides significant reductions in computation and
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suggests a minimal degradation of an image quality. This algorithm is bene-
ficial as far as it allows savings in the communication energy and service cost
[38].
2.11.2 Discrete Cosine Transform (DCT)
A discrete cosine transform (DCT) is used mostly for lossy image compres-
sion. It is a specific method which suggests compression of mostly real-life
data. Introduced in 1974, DCT is applied in such spheres as filtering, image
and speech coding, pattern recognition, etc. It can be used in JPEG, where
DCT2 of blocks are computed and the results are quantized. There are eight
standard variants of DCT, and four of them are considered to be common.
In this study we use the one-dimensional (DCT1) and 2-dimensional (DCT2)
transforms. The last one is the most commonly used form due to its compu-
tational convenience [42].
The principle of the discrete cosine transform work is based on dividing
the image into parts according to the different quality levels: the parts which
are less important are likely to lose the quality. The technical task of DCT is
to transform the file from the spatial domain to the frequency domain. The
coefficient for the output image B can be derived from a formula
B(k1, k2) =
N1−1∑
i=0
N2−1∑
j=0
4A(i, j) cos
[ pik1
2N1
(2i+ 1)
]
cos
[ pik2
2N2
(2j + 1)
]
(2.3)
where N1 and N2 is the input image; A(i, j) is the intensity of the pixel in row
i and column j; B(k1, k2) is the DCT coefficient in row k1 and column k2 of
the DCT matrix [42].
The simplest mathematical expression of different kinds of DCT is given
in the next formulae.
DCT-I
Xk =
1
2
(x0 + (−1)kxN−1) +
N−2∑
n=1
xn cos
[
pi
N − 1nk
]
k = 0, ..., N − 1 (2.4)
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Unlike the other types of DCT, which can be defined for any N > 0, DCT-I
requires N > 2.
DCT-II
Xk =
N−1∑
n=0
xn cos
[
pi
N
(
n+
1
2
)
k
]
k = 0, ..., N − 1 (2.5)
The DCT-II can be defined in case when xn is even around n = −12 and even
around n = N−1
2
, and Xk is even around k = 0 and odd around k = N .
DCT-III
Xk =
1
2
x0 +
N−1∑
n=1
xn cos
[
pi
N
n
(
k +
1
2
)]
k = 0, ..., N − 1 (2.6)
This type of DCT can be defined when there are conditions as following: xn
is even around n = 0 and odd around n = N , and Xk is even around k = −12
and even around k = N−1
2
.
DCT-IV
Xk =
N−1∑
n=0
xn cos
[
pi
N
(
n+
1
2
)(
k +
1
2
)]
k = 0, ..., N − 1 (2.7)
The DCT-IV implies such boundary conditions: xn is even around n = −12
and odd around n = N−1
2
; similarly for Xk.
DCT is very beneficial for a set of reasons. One of them is its ability to ac-
cumulate and preserve energy; only few components use the signal energy. This
ability is called "energy compaction property" [42]. This feature is extremely
important while working with images, which have their energy concentrated
in the low to middle frequencies. Since the human eye is more sensitive to the
middle frequencies, DCT significantly reduces the amount of energy needed.
While the popular Fourier transform uses both the sine and cosine waves
to represent a signal, the DCT uses only the cosine waves. The discrete co-
sine transform compression result depends on the data, which makes it a bit
complicated. However the compression ratio performed is always satisfactory.
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The peculiarity of DCT is its synchronism; it suggests that an 8× 8 pixel
group results in an 8×8 spectrum, and the quantity N of any numbers will be
changed into the same N quantity. DCT requires no complex mathematics; all
the values are real. In DCT, the amplitude of every basis function represents
a value in the spectrum.
In order to calculate the DCT spectrum, the 8× 8 pixel group needs to be
correlated with every basis function. In other words, you need to multiply the
8× 8 pixel group by an appropriate basis function. The next step is to derive
the sum of the products in order to find each spectral value. Next, to find the
complete value of DCT, and two more adjustments are needed to be done [19].
First, the fifteen spectral values have to be divided in column zero and row
zero by two. Second, all the sixty four spectrum values have to be divided by
sixteen.
The calculation of the inverse DCT can be made by assigning each of the
amplitudes in the spectrum to the proper basis function. After that, the results
have to be summed up to recreate the spatial domain.
DCT is often compared to the Fourier transform. This is due to their simi-
larity in structure, principles of work and analysis. However, the performance
of DCT for image compression proved to be better than that of the Fourier
transform. This can be explained by the fact that DCT has one-half cycle
basis functions, which can simply move from one side of the array to the other
[37]. In contrast, the design of the Fourier transform suggests that the low-
est frequencies form one complete cycle. Since all the images have areas where
the brightness gradually changes, choosing an appropriate basis function which
matches this basic pattern will reach better compression result.
Despite the numerous advantages of the technique, implementation of DCT
can be inconvenient. One of the main problems connected to DCT is that its
computation is often complicated. The traditional algorithms suggest using
the row-column method, which means that a multi-dimensional DCT can be
defined by sequences of one-dimensional DCTs along each of the dimensions.
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This method is rather inconvenient as it involves complicated matrix transpo-
sitions. Therefore, it is extremely important to find other ways of computation
for DCT, which would be more convenient. Specifically, the two-dimensional
DCT equation can be expressed by the sum of high order cosine functions.
Thus, the combination of a highly efficient first order recursive structure with
some simplified matrix multiplications can simplify the routing and make the
hardware structure permanent [43].
The other way to simplify the procedure is to express DCT in terms of
discrete moments via triangle function transforms and Taylor series expan-
sion. In this case, a quick systolic algorithm for computing moments requires
only several multiplications and no cosine evaluations. The systolic array is
beneficial because of its regularity, modularity, and local connectivity [44].
DCT has a lot of applications in modern technologies. For instance, it
is used in the popular JPEG image compression, where the two-dimensional
DCT-II of N × N blocks is computed (where N usually has the value of 8).
The computed results are quantized and the entropy is coded. The modified
discrete cosine transform (MDCT) is used in AAC, Vorbis, WMA, and MP3
audio compression. A fast DCT algorithm is used to fasten the calculations of
DCT in case when the quantization step size is large [44]. The same algorithms
are also being used in Chebyshev approximation of arbitrary functions by a
series of Chebyshev polynomials, for example, in Clenshaw-Curtis quadrature
[44].
Overall, DCT is a very promising technique for data compression which is
very widely used in operations with multimedia. Its function has been studied
for many years and its further exploration will help to improve the method
and its effects.
2.11.3 Block Truncation Coding (BTC)
Block Truncation Coding (BTC) is a simple coding technique of lossy compres-
sion which is being widely used for grayscale images. Block truncation coding
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is sometimes also called a moment preserving quantizer. This technique for
image compression was developed by scientists Delp and Mitchel. The struc-
ture of the system and principles of its work are rather simple. BTC is based
on a two-level quantizer, which saves the moments of the input samples in
order to obtain the output levels [45].
Basically, BTC segments the original images into blocks according to the
different tones of the image. Thus, this procedure suggests forming several
areas on the image, namely, white, black and mixed (grey). After that the
quantizer is used to reduce the number of grey levels in each block; at the
same time it maintains the same mean and standard deviation as in the original
image. As a result of such operation, the image becomes black and white only,
and its exposition and contrast values are much higher in comparison to the
original one. The process does not last for too long, as the system does not
work with every pixel. Grouping the pixels which have similar values makes the
process more quick and efficient. However, this method may not be appropriate
for certain kinds of images where the semi-shadows need to be represented. One
of the technique’s main advantages is the simplicity of computation, which do
not take much time. Some scientists state that BTC performance can be
compared with that of DCT, with the difference in hardware implementation
complexity [42].
As it was already noted, BTC divides the standard (256× 256) image into
several blocks of pixels (for example, 4× 4 or 16× 16). The bitmap is encoded
in a way which suggests using one bit for one pixel; depending on the block
size the 1
4
and higher rate of compression can be achieved. The two levels
of the output for every block are not correlated. Therefore, the process of
encoding can be treated as a simple binarization. Thus, every pixel in the
block is truncated to 1 or 0 binary representations depending on the output
level [32]. The possible deviation is also encountered. In addition, to avoid the
errors, the integers are suggested to be used.
Later in this study with the help of BTC we will decompose an image into
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blocks of 2× 2, 4× 4, and 8× 8, and compute the average pixel values of every
image block. If the pixel value is greater than the average value of the image
block, the pixel will be assigned as bit 1; if the pixel value is lower than the
average value, the pixel is assigned as bit 0. After that we will compute the
average pixel value of bit-1 pixels of the block to get a high-part average value
of the block; we also will compute the average value of bit-0 pixels of the block
to get a low-part average value of the block [46]. Replacing the pixel values of
the gray-level image with bit 0 or bit 1 reduces the number of possible patterns
of image blocks from 25616 to 216.
2.12 Lossless Compression Algorithms
Lossless compression algorithms are designed in a way which allows preserving
the exact qualities of the compressed data while performance. In other words,
it is an efficient manipulation of the statistical redundancy of the data [29].
Lossless compression schemes are constructed in a way which suggests the
original data to be exactly reconstructed after decompression; every single bit
of information is preserved. It is widely applied for binary data, especially for
compressing documents, software applications, and databases, which need to
preserve their exact linguistic and numeral information [47].
Lossless data compression is widely used for different purposes. Specifi-
cally, this method is applied in popular ZIP, GIF, and PNG file formats [48].
Interestingly, it is often combined with lossy data compression. Also, lossless
compression is most often used while working with artificial images such as
technical drawings, and medical images [29]. This is due to the fact that lossy
compression methods perform compression artifacts. Thus, lossless compres-
sion is used when the maximal preserving of data is needed.
However, there are some types of data which lossless data compression
algorithms are unable to compress, such as data which was already compressed
at once.
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Despite the fact that lossless compression is aimed at exact reproduction
of the original data, it can be impossible with some files, such as images or
audio files. Thus, the only possible way out in this case is presenting an
approximation of an original file and assessment of the lowest possible error
rate after compression [33].
There is a multitude of compression algorithms for lossless data compres-
sion. These are entropy encoding (including the popular arithmetic and Huff-
man coding), context mixing, run-length encoding, and Lempel-Ziv coding.
They all have different principles of work. For example, a Huffman encoder
reproduces a block of input characters of fixed length into a block of out-
put characters of variable length. In contrast, the Lempel-Ziv algorithm does
the reverse operation, transforming the characters of variable length into the
characters of fixed length [39].
As any other system, compression algorithms have their disadvantages. For
instance, the Huffman Coding can be inconvenient as the statistics information
needs to be agreed with the encoded stream of symbols. Thus, it is relevant
to consider other algorithms for data compression [33].
2.13 Causes of Errors
Every stage of operating with multimedia has its own peculiarities which might
be hazardous for its quality. The phenomena like noises and multipath are
inevitable, and their deeper investigation can help to find ways of dealing with
the possible negative effects.
Impulsive noise and multipath effects proved to be the main reasons to
cause bit errors in power line communications [49]. The heavily disturbed
impulsive noise can even distort the BER performance of the OFDM system.
The multipath channel proved to be even more harmful for OFDM systems [14].
It is likely to cause such phenomena as inter-symbol (among the subcarriers
from different systems) and intra-symbol (among the subcarriers which belong
Chapter 2. Literature Review 75
to a single system) interference OFDM, which as a rule, degrades the quality
of transmitted data [49].
It was established that noise bursts in powerline conductors occur on a
regular basis during the 60 Hz cycle. Moreover, the transmission bit errors
were observed to coincide with these noise bursts [3]. Thus, studying different
techniques for their liquidation is needed.
Different techniques are being tried in order to avoid the undesired effects
of noise. Some scientists offer noise distribution as one of the effective meth-
ods. The experimental evaluation showed that for non-fluctuating signals the
noise distribution is extremely important: spiky noise tends to produce per-
formance impairment. What is more, the maximum performance in impulsive
disturbance may show serious deviations from the well-known stepwise shape
which is typical of Gaussian channels. For deep fading, however, the noise
marginal distribution does not influence the error probability significantly [50].
The effects of impulsive noise can also be controlled or prevented by other
methods. For instance, in the LDPC (low density parity check) coded OFDM
system the performance degradation can be mitigated with the help of an
estimator based on the Gaussian approximation with estimated channel infor-
mation (ECI) and a signal level limiter [21]. The application of this method
will help to preserve the signal strength and data quality. The effects of noise,
however, appeared to be less harmful than those of some other factors. For in-
stance, the adverse effect of impulsive noise is less serious than of the multipath
[4].
However, some kinds of noise can sometimes be introduced in a system with
a particular purpose. For example, a noise shaping bit allocation procedure
can be used in order to encode the wavelet coefficients. This procedure is based
on the general assumption that human eye is less sensitive to details at high
resolution, which therefore might appear less visible [41]. Additional noise can
be introduced for a picture in order to make details more distinct; the key
point is to find the noise which would be suitable for a particular picture’s
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tone and brightness.
Multipath and noises are inevitable while working with data. As a result,
knowledge of their kinds and specific features will help to prevent it or exploit
it to achieve some positive effects.
2.14 Error Correcting Techniques
Taking into consideration the possible errors discussed earlier, there is a need
to investigate different ways of their neutralization. There are a number of
coding techniques which are being developed in order to correct the negative
effects of such phenomena for different types of noise or multipath channels
which are typical of modern communication systems.
There are two basic kinds of coding which are used in OFDM systems for
error correction, namely, convolutional coding and Reed-Solomon coding [51].
The former one is used as the inner code for correcting the errors inside a
system; the latter is considered to be an outer coding technique. They are
usually applied as a combination and sometimes used together with interleav-
ing. The motivation of such choice of coding systems can be explained simply.
While the convolutional coding uses decoders which tend to cause error bursts
that only last for a short time, Reed-Solomon codes are designed specially for
dealing with this kind of errors.
However, the development of modern technology continues to improve the
existing systems. As a consequence, there are many different techniques in-
vented for error correction. For instance, the new near-optimal systems of error
correction are based on the principle of turbo decoding and are used in such
codes as LDPC or turbo codes [52]. This method suggests the iteration of a
decoder towards a particular solution for a problem. These coding systems are
sometimes used in combination with other techniques, such as Reed-Solomon
coding or BCH codes, with a purpose of improving their effectiveness in a wire-
less channel due to the fact that the performance of turbo coding is limited.
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Another method of error correction, which was mentioned above, is called
frequency interleaving. In case of its application, the system becomes the
advantage of resistance to frequency-selective channel conditions such as fading
[53]. Even in case of a partial fading of a channel bandwidth, the implication
of this method prevents the bit errors from being concentrated in one location.
In fact, interleaving is responsible for spreading the bit errors so that it would
be easier for the system to correct them. Therefore, this method is effective for
protecting the system from severe fading. As an example, in OFDM systems
interleaving is widely used [31].
Some specific features of this technique, however, might not be very ben-
eficial in many cases. Explicitly, the slowly fading channels can barely be
regulated by time interleaving, and flat-fading in narrowband channels where
the whole channel bandwidth is faded at once cannot be corrected by frequency
interleaving [1].
One of the most popular techniques for error correction is long Bose-
Chaudhuri-Hocquenghen (BCH) coding. They are used in various channels
as the outer correcting codes. They are traditionally applied in the construc-
tion of a linear shift register feedback. In comparison to the mentioned above
Reed-Solomon coding, BCH applied in long-haul optical communication sys-
tems is proved to have 0.6 dB more of coding gain [54][55].
In order to neutralize the effects of multipath in OFDM systems, there
can be few methods implemented. For instance, a guard interval prevents the
performance from being degraded in case of inter-symbol interference. The
effects of the intra-symbol interference can be avoided by implementation of
the cyclic prefix or discrete-time property [4].
In general, there are various methods for error correction. Indisputably,
a particular system needs a specific coding which is the most suitable for
it. Therefore, a part of this thesis will be devoted to comparison of differ-
ent error-correction codes efficiency in PLC under different impulsive noise
environments.
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2.15 Quality Assessment Technique
The results of functioning of the transmission systems and compression meth-
ods described above can be calculated and defined by various formulae and
data. But the most obvious outcomes of their work can be found in the level
of quality of the operated data. Undoubtedly, it is vital for different operations
with images to measure their visual quality. However, the issue of choosing an
appropriate quality assessment technique often remains unsolved.
The goal of quality assessment (QA) algorithms is to modulate some algo-
rithms which would enable to assess the quality of images in a way which would
coincide with subjective human evaluation of the quality. In other words, the
quality assessment algorithm should be designed in agreement with human
perception, independent on the image content or the type and strength of the
distortion of the image. There are a number of possible imperfections, which
include smoothing and structured distortion, image-dependent distortions, and
random noise [56].
There are three main types of the approaches, which are: (a) full-reference,
(b) no-reference, and (c) reduce-reference quality assessment. The method
of full-reference quality assessment suggests an assumption of a "reference"
image which is identical to the original. Logically, the loss of quality in a
distorted image as a result of some processing on the reference is assumed to
be related to its deviation from the perfect reference [57]. However, sometimes
it is impossible to set a reference image. In this case, the no-reference or
"blind" quality assessment approach can be applied. There are also situations
when the reference image is only partially available, for example, when only
some distinguishing features or general description of the original image are
noted. That is one of the cases when the reduced-reference quality assessment
is irreplaceable [56].
The QA method can be used to predict the subjective image quality within
a non-linear mapping. Furthermore, as far as the mapping is likely to depend
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upon the subjective technique and its application, it would be most efficient
to apply it at the end, but not as a component of the QA algorithm [58].
Talking about the quality assessment techniques, it is worth mentioning
the blocking measurement methods. Blocking is a phenomenon of periodic
horizontal and vertical edges, which usually occurs as a result of block-based
compression algorithms. The blocking measurement methods calculate block-
ing either in the frequency domain or in the spatial domain. They are based
on the general notion that the original images are smooth and not blocky [59].
Logically, the smoother the image is, the better is its quality. These meth-
ods, however, can be rather inaccurate, as in some cases the blocky areas are
demanded in images, for example when the objects have to be extremely vivid.
Some scientists argue that in order to measure the level of image distortion
the structural distortion should be calculated [60]. This assumption is made
due to the ability of human perception to evaluate the structure of the object
rather than its view.
There are different techniques invented for quality assessment of the data.
Knowledge of the system specific features and possible effects of various oper-
ations with data assists in choosing an appropriate quality assessment method
for a particular situation.
2.16 Error Measurement
A significant issue about compression algorithms is the question of their quality
evaluation. The three main criteria are runtime, the amount of compression,
and the quality of reconstruction. However, their importance may vary accord-
ing to a specific case. One of the most popular ways to evaluate and compare
compression algorithms is defining the compressed image error [60].
There are two basic methods of evaluation of the error for the compressed
image. These are the Mean Square Error (MSE) and the Peak Signal to Noise
Ratio (PSNR). MSE enables to find a squared error between the original and
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compressed image; PSNR is applied when the peak error needs to be counted
[60].
The general rule suggests that the lower value for MSE points to the lesser
error rate. Its mathematical formula is
MSE =
1
MN
M∑
y=1
N∑
x=1
[
I(x, y)− I′(x, y)]2 (2.8)
where I(x, y) is the original image, I ′(x, y) is the decompressed message and
M , N are the dimensions of the images [57].
The value of PSNR is better when it is higher, as in this case it means that
the signal is superior to the noise. Mathematically it can be expressed as
PSNR = 20× log10
(
255√
MSE
)
(2.9)
2.17 Summary
A brief literature survey about the thesis issues is conducted in this chapter.
OFDM and PLC are very promising techniques, which have been studied and
developed for several decades already. However, beside the multitude of ad-
vantages of the systems, there are a lot of points which need to be improved.
Further work on this technologies’ design will allow their wide implementation
for wireless multimedia communication. Thus, improvement of their work is
of vital importance, and this thesis is devoted to this issue.
The two basic kinds of image compression, lossy and lossless, can be realized
in different ways. The most popular techniques are DWT, DCT and BTC.
They should be used in different situations according to the type of data and
desirable effect. In order to achieve the best results of compression, various
combinations of the methods in different conditions have to be tried.
However, an appropriate transmission system and a compression method
cannot guarantee a total success of the operation. Some drawbacks, such
as multipath and various kinds of noise are unavoidable. Thus, there have
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been different methods developed for liquidation of their negative effects. The
techniques like convolution, time and frequency interleaving, and BCH coding
are most often implemented and therefore should be studied more deeply.
Another issue which is studied in this thesis is the evaluation of the pro-
cessed data. The quality of the operated data can be assessed by different
methods, which have been studied by different scientists. The general tendency
is to use methods which are most objective and do not require complicated
computation.
All the literature which had been mentioned above was used in the thesis as
fundamental data. The experiences of the recognized scientists in the field of
engineering were very helpful for the studies presented. They served as a basis
for further work with the raised issues, which are all included in the thesis.
Chapter 3
Compression Techniques in OFDM
System
3.1 Introduction
One of the most significant points in the process of working with any sort of
data is choosing not only a suitable transmission system, but also an appropri-
ate method of compression. There is a number of compression schemes which
are used for either lossy or lossless compression. They have different character-
istics. Thus, depending on the desired result a particular compression scheme
can be chosen. In case of working with images, an image of a particular size
and format needs a specific compression technique which can best preserve
its quality and visual characteristics. Therefore, in order to define the most
effective technique, it is worth comparing several of them.
In this thesis the different types of wavelets were studied and evaluated
experimentally. In addition, the discrete wavelet transform (DWT) was com-
pared with block truncation coding (BTC) and discrete cosine transform (DCT).
The compression ratio and the root-mean-squared (RMS) error of the images
compressed with the methods mentioned above served as performance criteria
for the experiments. The transmission was performed using FFT-OFDM with
additive Gaussian noise (AWGN).
MATLAB is utilized to conduct the simulations in this study. The simula-
tions are carried out using 100 realizations.
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3.2 OFDM System Design
Orthogonal Frequency Division Multiplexing (OFDM) is a very efficient type
of parallel transmission scheme that is based on the basic Frequency Division
Multiplexing (FDM) transmission scheme. Where FDM divides a channel into
many non-overlapping subchannels to transmit information, OFDM makes use
of the available bandwidth by allowing these subchannels to overlap by modu-
lating the information on orthogonal carriers that can easily be discriminated
between at the receiver [17], [65].
OFDM takes a block of encoded signal (in the complex form: D(k) =
A(k) + jB(k)) and performs an IFFT on the symbols in this block before
modulating the resulting IFFT spectra onto orthogonal carriers and transmit-
ting. Suppose the data set to be transmitted is
D(−Nc/2), D(−Nc/2 + 1), ..., D(Nc/2− 1)
where Nc is the total number of subchannels. The discrete-time representation
of the signal after IFFT is [17]:
d(n) =
1√
Nc
k=Nc/2−1∑
k=−Nc/2
D(k)ej2pi
k
Nc
n, (3.1)
where n ∈ [−Nc/2, Nc/2]. At the receiver the opposite occurs with the receiver
determining the carrier the information is modulated on and decodes the data
via an FFT process [17], [23]
D(k) =
1√
Nc
n=Nc/2−1∑
n=−Nc/2
d(n)e−j2pi
n
Nc
k, (3.2)
where k ∈ [−Nc/2, Nc/2].
This whole procedure increases the efficient use of the limited bandwidth in
a wireless channel in the transmission of data. However, OFDM suffers from
several challenges due to the multi-path channel through which the signal
is propagated such as the inter-symbol-interference (ISI) and inter-channel
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Figure 3.1: OFDM transmission system with DWT compression.
interference (ICI). Cyclic prefix is a crucial feature of OFDM used to mitigate
the ISI and the ICI. At the receiver, a specific instant within the cyclic prefix
is selected as the sampling starting point Tr, that should satisfy the following
timing constraint to avoid the ISI
Tm < Tr < Tg
where Tm is the worst-case multipath spread delay and Tg is the guard interval.
Our system, shown in Fig.(3.1), was designed using Matlab simulation
software to transmit and receive a grayscale, 256 × 256 pixel image by using
the OFDM transmission algorithm over a wireless channel.
The following is a description of our system’s transmit and receive blocks.
3.2.1 Transmitter
A grayscale image of 256 x 256 pixels is input into our system, a Discrete
Wavelet Transform (DWT) was then performed on our image to extract the
detail coefficients for our image. To compress the image to make transmis-
sion more efficient we then passed these coefficients through a filter block to
Chapter 3. Compression Techniques in OFDM System 85
extract only the low pass coefficient and remove all the high pass detail coeffi-
cients. These coefficients were selected as they contain the image component
the human eye is most sensitive to [34].
Following these low pass coefficients being extracted scalar quantisation is
applied and the result was converted from decimal to an 8 bit binary string in
preparation for modulation.
The modulation scheme adopted here is 16-QAM. The modulated data is
then transmitted over a wireless AWGN channel with five multipaths fading
had been assumed. Due to the Matlab sampling time, it is assumed that the
transmission is achieved in baseband to avoid long period of simulation.
3.2.2 Receiver
At the receiver a version of the sent data is received but corrupted with channel
distortion and AWGN. The first process used to demodulate the signal is to
rearrange the received bits into parallel form and perform an FFT on the
data, this data then needs to pass through an equalizer (we assumed perfect
channel estimation at the receiver) to remove as much of the channel distortion
as possible and determine the most likely 16-QAM symbols received. These
symbols are then demodulated, converted back to a serial stream before being
converted back to decimal. The resulting data was then compared and the
root-mean squared error (RMS) was calculated.
3.3 DCT
The DCT-II is the most commonly used form of DCT compression due to its
computational convenience. The DCT can be defined as an invertible N ×N
square matrix, therefore, we used the DCT2 in the following way:
Xrk =
prpk
N
N−1∑
m=0
N−1∑
n=0
xmn cos
pi(2m+ 1)r
2N
cos
pi(2n+ 1)k
2N
(3.3)
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where
0 ≤ r, k,m, n ≤ N − 1
pu =
 1 u = 0√2 1 ≤ u ≤ N − 1
while the DCT3, an inverse form to the DCT2 (also called as IDCT2) is defined
using this equation:
xmn =
prpk
N
N−1∑
r=0
N−1∑
k=0
Xrk cos
pi(2r + 1)m
2N
cos
pi(2k + 1)n
2N
(3.4)
The DCT can be calculated using the FFT algorithm as it is closely related
to Fourier transform, however, DCT gives real coefficients for real signals. Both
DCT1 and DCT2 give more weight to low-pass coefficients than to high-pass
coefficients. Hence, we can compress by defining a cutoff threshold and ignore
coefficients less than this threshold. As we are comparing performance with
wavelet transforms, we impose a compression ratio to define this threshold.
The compression ratio (CR) is defined as:
CR =
Size of original image in bits
Size of compressed image in bits
. (3.5)
3.3.1 Error and Compression Ratio for DCT
For the discrete cosine transform (DCT) the compression ratio is defined before
the compression of the image while with the wavelet transforms the compres-
sion ratio is completely dependent on the type of wavelet being used.
Fig.(3.2) shows the relative RMS error obtained from our system when
using the DCT as the compression algorithm; four different compression ratios
have been chosen for analysis including the compression ratios of 2.1, 2.5, 2.8
and 3. The relative RMS error is defined as:
RMS =
√∑N−1
k=0 [xr(k)− x(k)]2√∑N−1
k=0 [x(k)]
2
(3.6)
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Figure 3.2: RMS error versus SNR for DCT. Compresssion ratios are: solid line is
2.1, dashed line is 2.5, dotted line is 2.8 and dot-dashed line is 3.
where xr is the received image.
Fig.(3.2) also shows that, generally speaking, for all compression ratios
there is a significant decrease in the error as the SNR increases. For lower
SNRs less error was obtained when using a compression ratio of 2.8 while at
higher SNR all compression ratios obtained as comparable error rate.
3.4 DWT
Wavelets are widely used in signal processing for the decomposition of signals
and images prior to the implementation of a compression algorithm.
The basic premise of wavelet transformations is that for any given signal it
is possible to decompose this signal into many functions through translations
and dilations of a single function called a mother wavelet, defined as ψ(t).
Using the translations and dilations of ψ(t) the following function is generated
[41]
ψa,b(t) = |a|−1/2ψ
(t− b
a
)
(3.7)
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where a defines the dilation factor (the scale) applied to the mother wavelet
and b defines the shift applied. The discrete wavelet transform version is
ψi,j = a
−i/2
o ψ
(
aiot− j
)
, i, j ∈ Z. (3.8)
Often ao = 2 is chosen. The discrete wavelets can be generated from
dilation equation, such as
φ(t) =
√
2[h(0)φ(2t) + h(1)φ(2t− 1) + h(2)φ(2t− 2) + h(3)φ(2t− 3) (3.9)
Solving (3.9), one may obtain the scaling function φ(t). Different set of
parameters h(n) can be used to generate different scaling functions. The cor-
responding wavelet can then be obtained as follows
ψ(t) =
√
2[h(3)φ(2t) + h(2)φ(2t− 1) + h(1)φ(2t− 2) + h(0)φ(2t− 3) (3.10)
Generally, if one consider h(n) as a low-pass filter, then a high-pass filter,
g(n), can be defined as
g(n) = (−1)nh(M − 1− n) (3.11)
These filters (h and g) are called quadrature mirror filters (QMF). Now
one may define the scaling function in terms of the low-pass filter as
φ(x) =
√
2
∑
n
h(n)φ(2x− n) (3.12)
while the wavelet function is defined in terms of the high-pass filter as
ψ(x) =
√
2
∑
n
g(n)φ(2x− n) (3.13)
These QMF can be used to decompose and reconstruct a signal. This
transformation is used to give information representing time and frequency
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information in the original signal.
In image processing, 2-dimensional wavelet transforms can be employed,
which uses a scaling function φ to scale ψ(t) in 2 dimensions. The resulting
2-dimensional wavelet transform produces coefficients from the image. These
coefficients represent horizontal as well as vertical and diagonal detail coef-
ficients stored within the original image, where these detail coefficients are
considered to be high pass and are coupled with low pass coefficients which
represent a low resolution version of the original image [34].
In this study we consider the low-pass coefficients extracted from our image
and disregard the high-pass coefficients. The high-pass coefficients extracted
from the DWT are essential for a true, lossless reconstruction of the original
image but contain very little information the human eye is sensitive to. There-
fore, it can be expected that by disregarding these coefficients we can compress
the image substantially, which in return improving the transmission efficiency,
but in doing so it will also result in a decrease in the quality of the received
image.
One major advantage of wavelets over Fourier analysis is the flexibility they
afford in the shape and form of the analyzer. However, with flexibility comes
the difficult task of choosing (or designing) the appropriate wavelet for certain
application. This study will analyse five different types of wavelet families to
determine whether these can contribute to the overall efficiency and accuracy
of our system.
3.4.1 Wavelets and their peculiarities
The wavelets used for this study are: Haar, Daubechies, Symlets, Coiflets,
and Biorthogonal. A brief description of the major properties of each wavelet
family is given below, [38], [40], [63], [68].
1. Haar wavelets are the simplest and oldest wavelet. It is identical to
db2. Among all orthonormal wavelets, Haar has the shortest compact
support, orthogonal and symmetric. Since Haar has only one vanishing
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moment, it is effective for locating jump discontinuities. Haar uses the
exact same wavelet for the decomposition and reconstruction process,
therefore providing perfect symmetry.
2. The Daubechies family are compactly supported wavelets for any given
number N of vanishing moments. In the Daubechies family there are
more than twenty wavelets. For higher orders wavelets, their gain of
asymmetry decreases. The length of the Daubechies filter is 2N since
they have the minimum number of non-zero coefficients.
3. The Symlets family is similar to the Daubechies family so they are
constructed the same way. For a given compact support, the Symlet
wavelet family has the least asymmetry and highest number of vanishing
moments. The length of the filter used is exactly the same as the
Daubechies family which is 2N .
4. Coiflet wavelets are designed in a similar way to the Daubechies family,
but overcoming a substantial limitation of Daubechies family, partic-
ularly the symmetry. The Coiflet wavelets are compactly supported,
with a maximal number of vanishing moments for both phi and psi.
However, the vanishing moments are equally distributed between the
scaling function and the wavelet function.
5. The Biorthogonal wavelets are compactly supported; symmetrical and
exact reconstruction is possible with FIR filter. This is due to their
unique way in which they use the wavelet type for decomposition and
another wavelet for reconstruction. However, Biorthogonal wavelets are
not orthogonal. In addition, they have a specified number of vanishing
moments with a minimum size support.
3.4.2 The DWT and Its Effects on Compression Ratio
The results in Fig.(3.3) to Fig.(3.6) show a comparison between the different
wavelet families used in the experiments in terms of the compression ratio.
The compression ratio is independent of SNR and is purely dependent on the
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type of wavelet used and its order.
The figures clearly show that the Daubechies 1st order (Haar) wavelet
transform and the Biorthogonal 1.1 transforms have the highest compression
ratios of 3 compared to all the other wavelets. In addition, Daubechies 2nd
order and Summlets 2nd order compresses well with a compression ratio of
2.9081 each closely followed by Symmlets 3rd order, Coiflets 1st order and
Biorthogonal 1.3 all with a compression ratio of 2.8491 as shown in the figures.
Generally speaking, as the wavelet order increases in each wavelet family, the
compression ratio decreases.
Table 3.1 gives a summary of the root-mean square (RMS) errors obtained
from the experiments conducted. Compared to the DCT, the DWT gives
substantially less error over all SNRs but a significant improvement can be
seen for low SNRs of less than 20 dB for the DCT.
From Table 3.1 an analysis has been performed of the root-mean square
(RMS) error for each of the SNRs used and each of the wavelets used. As
expected the RMS error for each wavelet increased as the SNR decreased with
very similar performance over all wavelets with respect to noise.
The wavelet transforms that performed particularly badly though included
the Biorthogonal 3.1 which had a much higher RMS error over all SNRs as
well as Symmlets 5 which also performed worse in the Symmlets family for low
SNRs.
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Figure 3.3: Compression ratio of image for the Daubechies wavelet family.
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Figure 3.4: Compression ratio of image for the Biorthogonal wavelet family.
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Figure 3.5: Compression ratio of image for the Symmlet wavelet family.
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Figure 3.6: Compression ratio of image for the Coiflet wavelet family.
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Table 3.1: RMS error for DCT and various wavelet families.
Wavelet RMS Error @ SNR of :
10 dB 15 dB 20 dB 25 dB 30 dB
DCT 2.1 41.075 13.134 7.6804 2.3908 2.1113
DCT 2.5 33.015 16.216 4.4266 1.6443 2.1514
DCT 2.8 28.759 12.176 6.8296 3.0575 1.0053
DCT 3 29.529 16.721 5.5993 4.6264 0.9617
Db 1 (Haar) 0.8259 0.4398 0.1662 0.1653 0.1372
Db 2 1.0215 0.4852 0.2081 0.1207 0.1120
Db 3 0.9237 0.4890 0.2136 0.1138 0.1108
Db 4 0.9020 0.3827 0.1895 0.1145 0.1107
Db 5 1.1073 0.4026 0.1743 0.1159 0.1109
Db 6 0.9555 0.3981 0.1977 0.1385 0.1076
Db 7 0.8378 0.3693 0.1933 0.1017 0.0961
Db 8 0.7426 0.5233 0.1877 0.1240 0.1115
Db 9 0.8926 0.4380 0.1878 0.1220 0.1011
Db 10 0.9302 0.4822 0.1774 0.1327 0.1189
Bior 1.1 0.9490 0.3948 0.2354 0.1592 0.1198
Bior 1.3 0.8757 0.4493 0.3364 0.1973 0.1641
Bior 1.5 1.0181 0.3315 0.2220 0.1757 0.1300
Bior 2.2 0.9832 0.3695 0.2110 0.1527 0.1153
Bior 2.4 0.9022 0.4479 0.2062 0.1394 0.1275
Bior 2.6 0.9879 0.4704 0.2446 0.1308 0.1331
Bior 2.8 0.8881 0.4126 0.1819 0.1206 0.1129
Bior 3.1 1.6082 0.9090 0.3237 0.2123 0.1777
Bior 3.3 1.1614 0.4357 0.2755 0.1523 0.1369
Bior 3.5 0.9787 0.4100 0.2368 0.1567 0.1143
Sym 2 0.9725 0.4639 0.2021 0.1379 0.1291
Sym 3 0.8489 0.4128 0.1817 0.1247 0.1119
Sym 4 0.9079 0.3837 0.1886 0.1129 0.1088
Sym 5 1.1716 0.4224 0.1768 0.1140 0.1086
Sym 6 0.9351 0.3920 0.1984 0.1416 0.1113
Sym 7 0.8727 0.3855 0.2036 0.1085 0.1028
Sym 8 0.7485 0.5306 0.1939 0.1305 0.1179
Coif 1 0.8850 0.5173 0.2312 0.1498 0.1252
Coif 2 1.0496 0.5058 0.2971 0.1771 0.0997
Coif 3 1.0194 0.4127 0.1488 0.1333 0.1041
Coif 4 0.8797 0.3287 0.2623 0.1346 0.1053
Coif 5 1.0146 0.2810 0.1858 0.1325 0.1044
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3.5 BTC
Standard block truncation image coding BTC, as presented by Delp and Mitchell
in [45] and [46], divides the given image into blocks of fixed small size m×n
(in practice m = n = 4). Then every block is compressed separately by quan-
tization of each pixel value to one of two values v0 or v1, v0 < v1.
For each block, quantization representatives are found individually using
the simple heuristic: mean value and variance of pixel values should be pre-
served. It is equivalent to preservation of the first and the second moment.
This heuristic follows from physical principles of preservation for the local av-
erage amplitude and the local average energy of image signal. The BTC of
each image contain three matrixes. Bit map matrix, mean of high (1) bit and
mean of low (0) bit. For an input pixel block xi where i = 1 to m, the two
output levels of quantizer of each block are given as [39]
a = X − σ
√
q
m− q for xi < X (3.14)
b = X − σ
√
q
m− q for xi ≥ X (3.15)
where m is the total number of pixels in each block, q is the number of pixels
greater than or equal to X. The sample mean X and standard deviation σ are
defined as
X =
1
m
n∑
i=1
xi (3.16)
σ =
√√√√ 1
m
n∑
i=1
x2i −X
2 (3.17)
Figure (3.7) shows original and simplified image block after processing, the
pixel values of the gray-level image are replaced with bit 0 or bit 1. Therefore,
the number of possible patterns of image blocks is degraded from 25616 to 216.
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Figure 3.7: BTC quantizer process.
In this study, we decompose the original image into blocks of 2×2, 4×4, and
8× 8, and compute the average pixel values of every image block. If the pixel
value is greater than the average value of the image block, the pixel is assigned
bit 1; otherwise (i.e. lower than the average value), the pixel is assigned bit 0.
The next step, we compute the average pixel value of bit-1 pixels of the block to
get a high-part average value of the block, and also compute the average value
of bit-0 pixels of the block to get a low-part average value of the block. Both
the above- and below-part average values are recorded and appended after the
codeword for assisting to recover the image. Fig.(3.8)shows an example of the
whole process of generating the BTC coefficient.
Figure 3.8: Process of generating the BTC coefficients.
3.5.1 Experimental Comparison between DWT and BTC
To investigate the effect of AWGN in the OFDM channel on the compressed
image, we chose two compression methods, which are DWT and BTC. They
have different size of blocks, and therefore the process of coefficient extraction
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in DWT differs from that in BTC. For instance, in DWT, the high-pass coeffi-
cients are disregarded and only the low-pass coefficients are transmitted. These
coefficients are quantized using 8-bit levels. In contrast, in BTC, the coeffi-
cients are extracted according to the size of blocks using a quantizer to reduce
the grey levels while maintaining the same mean and standard deviation. One
vector is produced after combining the bit-map matrix, the quantized lower
mean, and the quantized higher mean, which is transmitted over FFT OFDM
channel. It is worth noting that the channel impulse response is assumed to
be constant throughout OFDM frame. Moreover, in the multipath channel,
SNR is defined as ratio of average QAM-symbol energy over noise-energy per
QAM-symbol and the power due to cyclic prefix is ignored since it has no
overall effect.
Figure(3.9) shows the relative RMS error obtained from our system when
using the BTC as the compression algorithm. Generally speaking, for all size
of blocks there is a significant decrease in the error as the SNR increases. As
the compression factor (CF) increases, the relative RMS increases at higher
SNR.
Table 3.2 gives a summary of the RMS errors for each of the compression
algorithms used at each SNR obtained from the experiments conducted. The
RMS errors in Table 3.2 indicate that the BTC gives substantially less error
over all SNRs compared to the RMS errors for DWT. At higher SNRs, Bior
3.7 performed better than BTC8× 8.
As we are comparing performance in terms of compression factor (CF), for
BTC it is defined as:
CF =
M ×N × l
M ×N + [ M×N
Size of block
]× l × 2 (3.18)
where M×N is the size of our image, and l is the number of bits per pixel.
The result in Figure (3.10) show a comparison between DWT and different
sizes of block used in BTC, in terms of CF. It clearly shows that the CF of
BTC is higher than DWT. According to block size, the 2 × 2 has the lowest
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Table 3.2: RMS error for BTC and DWT.
Compression Method RMS Error @ SNR of :
10 dB 15 dB 20 dB 25 dB 30 dB
BTC 2× 2 0.1831 0.0686 0.0462 0.0325 0.0352
BTC 4× 4 0.1597 0.1216 0.0999 0.0672 0.0672
BTC 8× 8 0.1934 0.113 0.0983 0.0973 0.0973
Bior 3.7 0.7157 0.5506 0.1215 0.0871 0.0774
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Figure 3.9: Relative RMS error for different size of blocks used in BTC.
Chapter 3. Compression Techniques in OFDM System 99
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
6.5
Co
m
pr
es
si
on
 F
ac
to
r (
CF
)
BTC2x2 BTC4x4 BTC8x8Bior3.7
Figure 3.10: Compression factor of image for DWT and various block sizes for BTC.
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Figure 3.11: Reconstructed image using DWT and various block sizes for BTC.
Chapter 3. Compression Techniques in OFDM System 100
CF than both the other size of blocks and DWT, however, with the highest
qulity of image (Figure (3.11)). Overall, BTC gave a higher CF than DWT,
whilst preserving the quality of image. Figure (3.11) shows a comparison of
reconstructed image for different compression methods.
3.6 Summary
In this chapter we presented the DCT and DWT compression schemes using
the OFDM modulation. We applied these algorithms in the experiments and
compared the results.
The experiments conducted showed that the DCT transform commonly
used in JPEG compression performed poorly when used in FFT-OFDM wire-
less communication systems. The DWT performed well over all SNRs with
very similar errors over all wavelets and wavelet orders for high SNRs of 25 -
30 dB.
Wavelet order, however, did affect the compression ratios with an obvious
linear decrease in compression ratio when wavelet filter order is increased, this
was apparent over all families of wavelets.
We also studied the different families of wavelets and their performance.
In terms of image compression the Daubechies family and the Biorthogonal
family performed the best. At the same time, in terms of error the low filter
orders in these two families gave less error in comparison with the Daubechies
first order and Biorthogonal 1.1 order wavelet transforms’ results.
We also included the evaluation of the compression factor while comparing
the algorithms. The experimental comparison between DWT and BTC for
compressed image transmission showed that BTC has a better performance
than DWT with lower compression factor and lower RMS over all SNRs. In
terms of computational complexity, the BTC method is more complex than
DWT method. This is due to the fact that when using BTC algorithm we
process the image in spatial domain and extract the coefficients locally. In
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contrast, when applying DWT we extract the coefficients globally. Further-
more, the compression factor for BTC with size of block 2 x 2 proved to be
less than that of the DWT. However, both quality and RMS error values for
BTC appeared better compared to DWT.
Chapter 4
Optimum Wavelet Thresholding
4.1 Introduction
Orthogonal Frequency Division Multiplexing (OFDM) is becoming the main
candidate for the next generation mobile communication systems. Due to
its robustness to multipath and frequency selective fading, OFDM has been
widely adopted for wideband digital communication systems. Examples of
its applications include Digital Audio Broadcasting (DAB), Terrestrial digital
TV (DVB-T), wireless LANs and Wi-Max. OFDM is expected to achieve a
wireless broadband multimedia communication that provides data rates of 100
Mbps and above. Nevertheless, with the increasing demand for huge size mul-
timedia data, compression is a major task for multimedia data transmission.
Wavelet transform is one of the most powerful techniques for image and video
compression. As far as images are concerned, wavelet-based compression pro-
vides substantial improvements in image quality at higher compression ratios.
Due to this and other advantages, wavelet transform is used in the modern
image compression standard JPEG 2000. This standard has proven to have
superior compression performance over previous image compression standards
such as the DCT-based JPEG standard. In wavelet-based image compression,
a discrete wavelet transform is applied to the image signal to produce wavelet
coefficients. Because this results in some coefficients having values close to
zero, thresholding can then be applied. In ’hard’ thresholding, wavelet co-
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efficients with absolute value smaller than the threshold are set to zero and
those larger than the threshold are kept as they are. Lossless encoding is then
applied to further compress the image by replacing long strings of zeroes with
a single data value and count.
Despite the advancement in digital images, the problem of automatically
assessing the quality of images or videos in agreement with human visual sys-
tem is still drawing the attention of many researchers [60]. The visual quality
of digital images can be degraded during acquisition, processing, compression,
storage, transmission, and reproduction as they can cause a wide variety of
distortions to the image [60]. Therefore, the measurement of visual quality is
crucial throughout these applications in order to retrieve an evaluation of the
performance of the quality assessment (QA) algorithms regardless of the type
of distortion corrupting the image or strength of distortion [58]. The standard
approach that researchers have focused on is measuring the quality of image
with a ’reference’ or ’perfect’ image in terms of human visual evaluation, since
human beings are the major consumers to all images and videos. However, it
is important to get quality scores for images or videos that have close agree-
ment with human assessment of quality [59][60][58]. The most widely used
full-reference image QA metric is the Mean Squared Error (MSE) which is
found by averaging the squared intensity differences of distorted and reference
image pixels along with the peak signal-to-noise ratio (PSNR). Despite the
simplicity of such error-sensitivity based approaches, they are not well corre-
lated with the perceived visual measurement [56]. A recent QA measure that
has proven to be better matched to the perceived visual quality is the Struc-
tural Similarity (SSIM) Index [60]. This approach is based on the assumption
that human visual system is very adapted to extract structural information of
an image.
When lossy compression is applied to an image, a small loss of quality
in the compressed image is tolerated. One of the challenging tasks in image
compression and transmission is the trade-off between compression ratio and
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Figure 4.1: Block diagram of the image compression system
image quality. In this chapter, we utilize the latest developments in quality
assessment techniques,SSIM, to adaptively optimize this trade-off to the type
of image application which the compression is being used for.
4.2 System Model
The Discrete Wavelet Transform (DWT) with Quality Assessment Based Thresh-
olding (QABT) technique is used for the compression of the image before trans-
mission. The compressed image is then transmitted over a Gaussian wireless
channel and received using OFDM.
4.2.1 Image Compression System
The list of applications is still growing using Discrete Wavelet Transforms
(DWT) in signal processing for the decomposition of signals and images prior
to the implementation of a compression algorithm.
A part from the proposed quality assessment stage, Fig.(4.1) shows the
design of the system used before OFDM transmission. DWT was performed
to extract the detail coefficients of the image. In this study, all the coefficients
(sub-bands) extracted from the image decomposition are considered. The high-
pass coefficients extracted from the DWT are essential for a true, high quality
reconstruction of the original image. Although they contain little information
the human eye is sensitive to, their effect is dependent on the type of image
being assessed.
Following these detail coefficients being extracted, scalar quantization is
applied to get an 8-bit binary string. The Proposed Wavelet thresholding
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technique (QABT) is then used to obtain the best possible threshold values
for a specified QA in conjunction with maximum compression ratio, norm
recovery, and number of zeros, as will be discussed in 4.4.
Finally, a lossless compression method, known as ”run-length encoding” is
performed to additionally compress the image coefficients that resulted from
the previous stage. The compressed image data can then be transmitted in an
efficient form or stored in a less memory space. In our case the compressed
image will be transmitted using OFDM system. Details of the OFDM system
can be found in Chapter 3, Section 3.2.
4.3 Image Quality Assessment
Visual quality measurement is of vital importance to huge image and video
processing applications. Traditional image quality assessment techniques, such
as mean-squared error (MSE) and peak-SNR (PSNR), suffer from serious well-
known pitfalls [57]. The main aim of QA research is to design algorithms
that can automatically evaluate the quality of image/video in a perceptually
consistent approach. Generally, Image QA techniques represent image quality
as fidelity or similarity with reference image in certain perceptual space.
The Structural Similarity (SSIM), which is adopted here, is an algorithm
used for measuring similarities between two images. Promising results were
achieved as this algorithm is proved to be consistent with human eye percep-
tion.
Assume x and y as nonnegative image signal vectors. The similarity
measure is separated into three comparisons: luminance (l(x,y)), contrast
(c(x,y)), and structure (s(x,y)). In fact, these three components are rela-
tively independent to each other. Now, if the first signal vector x is considered
to be perfect, then a quantitative measurement for the second signal (y) can be
obtained from the similarity measure. When combining these three comparison
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function, an overall similarity measure will be [60]
S(x,y) = f(l(x,y), c(x,y), s(x,y)) (4.1)
These three functions should be defined as well as the combination function
f(.) in order to have the complete definition of the similarity measure. For
instance, the luminance comparison can be defined as
l(x,y) =
2µxµy + Cl
µ2x + µ
2
y + Cl
(4.2)
where µx and µy are the mean intensity, and the constant Cl is included to
avoid instability when µ2x + µ2y is very close to zero and given as
Cl = (KlL)
2 (4.3)
where L is the dynamic range of the pixel values, and Kl is a small constant.
Likewise, the contrast comparison function follows a similar form as the lumi-
nance comparison function
c(x,y) =
2σxσy + Cc
σ2x + σ
2
y + Cc
(4.4)
where σx and σy are the standard deviations, Cc = (KcL)2, and Kc ¿ 1. The
structural comparison is conducted after luminance subtraction and variance
normalization. Thus, the structural comparison function is defined as follows
s(x,y) =
σxy + Cs
σxσy + Cs
(4.5)
This function is derived from the correlation between (x−µx)
σx
and (y−µy)
σy
which
is equivalent to the correlation coefficient between x and y. The small constant
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σxy can be estimated as
σxy =
1
N − 1
N∑
i=1
(xi − µx)(yi − µy) (4.6)
The resulting similarity measure is named as SSIM index after combining the
three comparison functions to obtain a simplified definition as follows
SSIM(x,y) = [l(x,y)]α · [c(x,y)]β · [s(x,y)]γ, (4.7)
where α, β, and γ > 0 are parameters used to accommodate the relative
importance of the three components. The SSIM index expression defined above
can be simplified by setting α = β = γ = 1 to get a specific form as follows
SSIM(x,y) =
(2µxµy + Cl)(2σxy + Cc)
(µ2x + µ
2
y + Cl)(σ
2
x + σ
2
y + Cc)
(4.8)
Generally, a single overall quality of the entire image is required for evaluation.
Therefore image quality assessment is applied using SSIM index. An 11 × 11
circular symmetric Gaussian weighting function g = gi|i = 1, 2, ...,N is used,
with a standard deviation of 1.5 samples, normalized to unit sum (
∑N
i=1 gi = 1).
The parameter settings for Kl and Kc are 0.01 and 0.03, where it was found
that the performance of the SSIM index algorithm is insensitive to variations
of these values. Therefore, a mean SSIM (SSIM) index is used to evaluate the
overall image quality as
SSIM(X,Y) =
1
M
M∑
j=1
SSIM(xj,yj) (4.9)
where X and Y are the reference and the distorted images, respectively; xj
and yj are the image contents at the jth local window; and M is the number
of local windows of the image.
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4.4 Experimental Results and Discussion
To improve the transmission efficiency of wavelet compressed images over
OFDM systems, an optimum threshold value has to be carefully selected.
This threshold should achieve a good trade-off between image compression
ratio and image quality. In order to optimize the selection of the threshold
value for wavelet coefficients thresholding, MATLAB is employed to calculate
the relation between the threshold value and three different aspects of the
compressed image. These are: (i) the number of wavelet coefficients that are
set to zero. These zero are normally grouped in clusters, and eventually these
clusters will be encoded using some lossless compression technique such as the
run-length. Hence, the summation of these zero clusters is directly related to
the aggregate compression ratio (lossy and lossless). (ii) Energy preserved by
the compressed image, and (iii) image quality assessment measured in terms
of the mean SSIM. The outcome is summarized in Fig.(4.2) which shows the
variation of these characteristics against the threshold value used in wavelet
thresholding (prior to transmission).
Two intersection points are observed from Fig.(4.2). First, the intersection
point between the zeros and the SSIM curves (thrx), which is of particular
interest. Second, the intersection point (thre) between the zeroes and the
energy curve, which is used as a traditional thresholding approach in image
compression.
For the purpose of comparison, thrx and thre are examined against MAT-
LAB default threshold (thrd) so as to decide on the optimum threshold. The
default threshold for compression, thrd is defined as
thrd =
 median|detail at level1|, if nonzero0.05 ∗max|detail at level1|, otherwise (4.10)
To verify the results, a gray-scale image of 256×256 pixels is compressed
using each of the above thresholds (through the system shown in Fig.(4.1))
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Figure 4.2: Wavelet Thresholding using the intersection points of the number-of-zero
curve with SSIM and Normal Recovery curves.
and then transmitted using the OFDM system which was introduced in the
previous chapter (Chapter 5). Fig.(4.3) shows the achieved compression ra-
tios using RLE and the reconstructed image for each of the above mentioned
scenarios.
Fig.(4.3), shows the original ”reference” image under consideration. After
reception, the reconstructed images are shown in Fig.(4.4) along with their
corresponding number of zeros per cluster distribution beneath each image.
MATLAB default (thrd), zeros-SSIM intersection (thrx), and zeros-norm in-
tersection (thre) thresholds are used to compress the image at the transmitter
side and illustrated in Fig.(4.4a-c), respectively.
Table 4.1 illustrates a comparison among these thresholding techniques
based on the number of zero-clusters, the mean length of the zero-clusters, the
compression ratio (CR%), and the quality of image (using SSIM index). It
is obvious that the SSIM index table is in conformation to the human visual
perception. According to this comparison, one can notice extreme values re-
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Figure 4.4: Comparison between reconstructed images at the receiver side using
different thresholding methods with RLE encoding: (a) MATLAB default threshold;
(b) Zeros-SSIM threshold; (c) Zero-Energy recovery threshold
Chapter 4. Optimum Wavelet Thresholding 111
Table 4.1: A comparison among different thresholding techniques.
Threshold No. clusters Mean cluster length CR% SSIM
thrd 7579 4 10.4 0.85
thrx 3650 17.2 63.8 0.8
thre 319 241.2 95.4 .4
garding the CR% and SSIM index in the case of default and energy recovery
thresholding methods. Very good image quality in the former thresholding,
however, this is at the cost of a low compression ratio, whereas in the later
case the situation is quite reversed. On the other hand, the intersection
point between the SSIM and zeros-cluster curves (thrx) achieves a relatively
high compression ratio (>60%) while maintaining a very good image quality
(SSIM = 0.8). Hence, thrx provide the best possible trade-off between CR and
image quality. Even in applications that require high image quality, one would
choose to employ the Zeros-SSIM thresholding instead of the default one as
they are comparable in image quality performance (about 5% degradation),
yet the Zeros-SSIM method outperforms the default method by an order of
magnitude.
4.5 Summary
In this chapter, an optimum wavelet thresholding technique for image com-
pression and transmission over OFDM links is proposed. The experiments con-
ducted showed that the intersection between the zero-clusters and the Struc-
tural Similarity index curves outperforms the other thresholding algorithms in
the sense of the trade-off between the compression ratio and image quality.
Chapter 5
Analysis of PLC Characteristics
5.1 Introduction
In the telecommunications industry, the use of existing power lines has drawn
the attention of many researchers in the recent years. PLC has the potential
to deliver the broadband services such as fast internet access. This is due to
the advantage of the widespread of power lines and power outlets, which mean
a universal coverage.
PLC suffers different challenges, such as impedance variation, attenuation,
channel transfer function varying widely from time to time, and noise in the
system. One of the most serious problems of the PLC as a communication
channel is the affluence of impulsive noise. Impulsive noise is characterized by
very short duration (hence, broadband noise) with random occurrence. This
can affect data transmission by causing bit or burst errors [4]. According
to [1], a model was proposed to model impulsive noise based on a partitioned
Markov chain. Based on this model, the arrival rate and power spectral density
(PSD) of impulsive noise were quantified. It has been found that the arrival
of impulsive noise follows Poisson distribution.
One of the properties of impulsive noise is the time-variant behavior which
introduces considerable burst errors that will affect consecutive bits especially
in high-speed data transmission [1]. The two types of impulsive noise, namely,
asynchronous impulsive noise and periodic impulsive noise synchronous to the
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mains frequency will be briefly presented and compared in this chapter. They
are used in order to compare the BER performance of the channel.
Another considerable challenge for PLC is the mulitpath effect. A mul-
tipath model in [1] and [3] is proposed where additional paths (echoes) are
considered. This model will be briefly presented in 5.3 of this chapter. Con-
sequently, we were motivated to transmit a compressed image using OFDM
over power line channel under hostile environment. One of the advantage of
OFDM over single carrier is that the effect of impulsive noise in a channel is
spread over multiple symbols due to discrete Fourier transform (DFT) algo-
rithm. Also, under multipath effect, the long symbol duration time permits
OFDM to perform better than single carrier [4].
To assess the image quality at the receiver end, Structural Similarity Index
(SSIM) is utilized which was proved to be highly conformed with human visual
evaluation compared to Mean Square Error (MSE) [56]. In this chapter, the
effect of number of paths and the length of link of the PLC channel on the
image quality is investigated. The received image quality is evaluated based
on the SSIM algorithm. The OFDM and PLC system models used in this
experiment are identical to those introduced in previous chapters.
5.2 System Model
Generally, power lines have variable impedance at different points on the grid
or transmission lines. Broadband PLC are considered as mutlipath channels.
In addition, there will be frequency selective fading since the transmission
signals on the power line yield their own reflected signals at the impedance
mismatching points.
OFDM is a very good candidate for broadband PLC. A crucial feature of
OFDM is its cyclic prefix which is used to mitigate the inter-symbol-interference
(ISI) and inter-channel interference (ICI) which can be very hazardous for suc-
cessful system performance. At the receiver, a specific instant within the cyclic
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prefix is selected as the sampling starting point. The only nessessory condi-
tion is that this prefix should be less than the guard interval. This will allow
avoiding the ISI.
5.2.1 Transmitter
Matlab simulation software was utilized to compress a 256 × 256 pixel image
using Dicrete Wavelet Transform (DWT). The Discrete Wavelet Transform was
used for the compression of the image before transmission in order to increase
the spectral efficiency of the system. The compressed image is transmitted
and received using OFDM over PLC channel. A grayscale image of 256 x 256
pixels is input into our system, a Discrete Wavelet Transform (DWT) was then
performed on our image to extract the detail coefficients for our image. To
make transmission more efficient we then passed these coefficients through a
filter block to extract only the low pass coefficients and remove all the high
pass detail coefficients. These coefficients were selected as they contain the
image component the human eye is most sensitive to [34].
Following these low pass coefficients being extracted, scalar quantization is
applied and the result was converted from decimal to an 8 bit binary string
in preparation for modulation. The modulation scheme chosen for our system
was OFDM transmission implemented with 16-QAM. This involved 16QAM
modulation of a parallel stream of binary data and then an IFFT process
performed on the resulting data. This data was then transmitted over a PLC
channel with AWGN and impulsive noise. It is assumed that the transmission
is achieved in baseband to avoid long simulation time.
5.2.2 Receiver
At the receiver a version of the sent data is received but corrupted with channel
distortion, AWGN, and impulsive noise. The first process used to demodulate
the signal is to rearrange the received bits into parallel form and perform an
FFT on the data. This data then needs to pass through an equalizer (we
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assumed perfect channel estimation at the receiver) to remove as much of the
channel distortion as possible and determine the most likely 16-QAM symbols
received. These symbols are then demodulated, converted back to a serial
stream before being converted back to decimal and finally have an inverse
wavelet transform performed. The resulting data was then compared and the
quality of the image was calculated.
5.3 Multipath for PLC channels
There are many effects influencing transmission of data over power line net-
works such as multipath signal propagation and cable losses. Within a network
topology there are impedance variations at the joints of the network compo-
nents and the connected equipments causing numerious reflections. These nu-
merous reflections must be considered when analyzing the path described by
the signal in the network. Also, additional paths must be taken into account
due to the fact that signal propagation does not only take place along a direct
line-of-sight path between the transmitter and the receiver. As a result, the
channel model presents a multipath scenario with frequency selective fading
[14].
A simple example in [4] is analyzed to study multipath signal propagation.
Let the weighting factor wi represents the product of reflections and transmis-
sion for each path i. wi should be less than or equal to one due to the fact that
the resulting impedance of a load connected in parallel to two or more cables
is lower than the feeding cable impedance.
The delay time τi of a path is
τi =
di
√
εr
c0
=
di
vP
(5.1)
where εr is the dielectric constant of the insulating material, c0 is the speed of
light, di is the length of path i, and vP is the wave propagation speed on the
transmission line.
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The attenuation factor α(f) can be proportional to
√
f , or to f , depending
on either the material and geometry parameters being dominant. Thus, an
approximating formula for the attenuation factor α is found in the form
α(f) = a0 + a1 · fk (5.2)
where a0 and a1 are the attenuation parameters, and k is the exponent of the
attenuation factor (typical values are between 0.5 and 1). These parameters are
derived from measured transfer functions because it is generally impossible to
attain all the necessary cable and geometry data for real networks. Derivations
of measured frequency responses can be found in [14].
The attenuation A(f, d) of a power line cable is caused by reflections and
cable losses which increases with length and frequency and can be found in
the form
A(f, d) = e−α(f)·d = e−(a0+a1·f
k)·d (5.3)
Combining multipath propagation and attenuation, the frequency response
is given by
H(f) =
N∑
i=1
wi︸︷︷︸
weighting factor
· e−(a0+a1·fk)di︸ ︷︷ ︸
attenuation portion
· e−j2pif(di/vP )︸ ︷︷ ︸
delay portion
(5.4)
This parametric model is efficient for frequency range from 500 kHz and
20 MHz by a small set of parameters which can be derived from measured
frequency responses.
5.4 Experimental Results and Discussion
Matlab is utilized to conduct the following simulations. These simulations
are carried out using one hundred realizations. It should be noted that in
the multipath channel, SNR is defined as ratio of average QAM-symbol energy
over noise-energy per QAM-symbol. Moreover, the power due to cyclic prefix is
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ignored since it has no overall effect on the communication system performance.
5.4.1 Effects of Number of Paths
With only one path, one can define simple attenuation profiles. Likewise, to
analyze the performance of a simulative PLC-system, a reasonable number of
paths can be specified. Hence, the number of paths, N , controls the precision
of the model and enables it to be used for different applications [14].
In order to perceive the effect of number of paths, a four-path and a fifteen-
path models are examined. The attenuation parameters used for both models
are: k = 1, a0 = 0 m−1, a1 = 7.8 × 10−10s/m. The other parameters set are
listed in Table 5.1 and Table 5.2.
Table 5.1: Parameters of the 4-Path Model
i wi di/m i wi di/m
1 0.64 200 3 -0.15 244.8
2 0.38 222.4 4 0.05 267.5
Table 5.2: Parameters of the 15-Path Model
i wi di/m i wi di/m
1 0.029 90 9 0.071 411
2 0.043 102 10 -0.035 490
3 0.103 113 11 0.065 567
4 -0.058 143 12 -0.055 740
5 -0.045 148 13 0.042 960
6 -0.040 200 14 -0.059 1130
7 0.038 260 15 0.049 1250
8 -0.038 322
When the number of paths reduced from fifteen to four, the quality of image
was higher (> 80%) as shown in fig.(5.1a-b). Consequently, when transmitting
a compressed image over a larger number of paths, it exhibits more noise, which
in return affects its quality as expected.
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(a) 4-Path model (b) 15-Path model
Figure 5.1: Effect of number of paths.
5.4.2 Length of Link
Every link in a powerline has its own attenuation profile depending on the
length, layout, and cable types. Also, the influence of multipath fading due to
reflections at branching point vary the attenuation profile of the link [14].
The attenuation parameters for short-distance link and long-distance link
are considered in order to observe their effect on the quality of image.
5.4.2.1 Short-Distance Link
Short-distance links are 100 − 200 m. For our study, we will use attenuation
profile of a 150 m powerline link. The attenuation parameters used are: k =
0.7, a0 = −2.03 × 10−3m−1, and a1 = 3.75 × 10−7s/m with weighting factor
w1 = 1 and N = 1 path [14].
5.4.2.2 Long-Distance Link
Long-distance links are typically > 300 m and suffer much higher attenuation,
mainly caused by higher cable losses due to length and many branches. We will
use attenuation profile of a 330 m powerline link. The attenuation parameters
used are: k = 1, a0 = 6.5 × 10−3m−1, and a1 = 2.46 × 10−9s/m with the
weighting factor w1 = 1 and N = 1 path [14].
Fig.(5.2a) clearly shows a higher quality of image (> 85%) using short-
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(a) Short-distance link (b) Long-distance link
Figure 5.2: Effect of length of link.
distance link parameters compared to the quality of image shown in fig.(5.2b)
when using long-distance link parameters. This indicates that it is preferable
to transmit an image through short-distance link as the attenuation is lower
due to lower cable losses.
Table 5.3 illustrates a comparison among different parameters of the PLC
channel based on the number of paths, distance, and the quality of image (using
SSIM index). It should be noted that weighting factors wi and attenuation
parameters depend on length, layout, cable types, and reflections at branching
points of the PLC channel as mentioned earlier.
Table 5.3: A comparison among different parameters of the PLC channel.
No. of paths Length of Link (m) SSIM
1 150 0.88
1 330 0.26
4 200 0.81
15 110 0.49
According to this comparison, one can notice a big difference in the SSIM
index values with regards to N = 1 and distance. It is evident from fig.(5.2b)
that with long-distance link the quality of image is lower due to the high effect
of noise. On the other hand, increasing the number of paths to four, while
keeping distance short, maintains a very good quality image compared to the
fifteen-path model.
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5.5 Effect of Noise
Modern systems of communication use different transmission techniques which
allow fast and efficient movement of data within the system. However, both
the traditional and wireless systems suffer from the same problem. Since the
power line communications were primarily designed for energy transmission,
they are not perfectly suitable for data transmission. The high speed of digital
circuitry has its negative effects, which are unavoidable while working with
a communication system. One of these effects is noise, which occurs due to
the digital signals generated by the units’ circuitry. Thus, while studying the
communication systems it is extremely important to consider such phenomenon
as noise.
Noise in a communication system can be explained as any undesired signal
which can prove an impediment to the needed signal. There is a multitude of
noise sources; it can often be caused by external disturbances and can lead to
errors in a communication system.
Talking about a communication system which includes various devices like
radio receivers, it is worth dividing noise into received and produced by the
communication system. Undoubtedly, the system design should allow the in-
coming noise to be greater than the generated one.
Every communication system can resist some noises, producing no errors
in its work. The measure of the noise which can be resisted is called noise
immunity [2].
5.6 Types of Noise
The classification of noise can be a real challenge, as it can be classified in a
number of ways. For instance, there are different kinds of noise according to
its source, type, or effect. Some scientists [49] divide noise into two groups:
• External noise
• Internal noise
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External noise includes any signals which occur outside of the communi-
cation system components. Atmospheric, galactic, human made noises can
all be characterized as external. In contrast, internal noise is generated by
the components of the communication system. It includes thermal, shot, and
flicker noise. Interestingly, the greatest risk of noise occurrence is during the
first several stages of data receiving because of the low signal amplitudes.
One more phenomenon which may denigrate the desired signal is the in-
terference with other communication sources.
For power line communications, there is such a classification of noise [1]:
1. Background noise which includes:
• Colored background noise
• Narrowband noise
• Periodic impulsive noise, asynchronous to the main frequency
2. Impulsive noise which includes:
• Periodic impulsive noise, synchronous to the main frequency
• Asynchronous impulsive noise
The colored background noise is caused by a number of noise sources which
are less intensive. This type of noise is strongly dependent on the frequency
over a specified frequency range.
The narrowband noise can be explained as a bandlimited noise which has
a bandwidth smaller than the carrier frequency. It can be caused by the
amplitudes of the broadcast systems.
The third type of noise, periodic impulsive, which is asynchronous to the
main frequency, is mainly caused by switching power supplies. This type of
noise can be observed as repetitive impulses.
The periodic impulsive noise, synchronous to the mains frequency is also
realized in impulses, which have a frequency lower than in the previous type.
The impulses are short and are also generated by the power supply in case if
it works synchronously to the main frequency.
Chapter 5. Analysis of PLC Characteristics 122
The asynchronous impulsive noise can occur when the transients are switched
in a network. This type of noise is the most dangerous for power line commu-
nications as far as it is extremely fast and has a great spectral density, which
can cause serious errors in the system’s functionality. In addition, this type
of noise needs a more detailed studying as far as it is most often observed in
communication systems.
5.6.1 Impulsive Noise
The main characteristics of impulsive noise which may help to recognize it are:
• The pseudo-frequency
• Peak amplitude
• Duration
• Damping factor
• Time interval between successive pulses
• Duration of each elementary pulse in case of a burst
Basically, impulsive noise can be caused by a number of factors. In fact,
impulsive noise can be characterized as a short time-domain burst of energy,
which happened either once or several times. The effect of this phenomenon
suggests that this energy burst has its frequency spectrum wideband. It means
that the spectrum is many times wider than the channel, but it actually dis-
appears very soon.
The following model best describes the impulsive noise of digital transmis-
sion
I(t) = (1− e)S(t) + eN(t) (5.5)
where e = 0, 1.
One of the properties of impulsive noise is the time-variant behavior which
introduces considerable burst errors that will affect consecutive bits especially
in high-speed data transmission [1].
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5.6.2 Additive White Gaussian Noise
Additive white Gaussian noise (AWGN) is a random noise which has a fre-
quency range wider than that of a signal in a communication system. It is not
usually present in power line channels, however, it is being used with different
purposes.
The additive white Gaussian noise channel model means using the Gaussian
distribution of noise samples. For such model the white noise with a constant
spectral density is usually added [49]. It gives the opportunity of computing
the system parameters in condition of perfect environment (with no undesired
phenomena like interference).
Among the models of amplifier noise, the additive Gaussian is considered to
be standard. Its specific feature is that it does not depend on signal intensity
and is individual for every pixel. This noise is typical of blue channels in color
cameras where the blue channel dominates over the red and green. Additive
Gaussian noise predominantly affects the dark regions of the images.
The peculiarity of the additive white Gaussian noise (AWGN) channel is
that the information is supplied in single units in this model. In fact, AWGN
stands for an addition of white noise with a permanent spectral density and a
Gaussian scheme of noise units’ distribution. This model creates other simple
and logical mathematical schemes which can be used in order to predict the
possible processes and changes in the system. However, it does not consider
the processes like fading, interference, dispersion, or frequency selectivity.
A wideband Gaussian noise can occur from different sources. For exam-
ple, it can be caused by shot noise, thermal vibrations of atoms in antennas,
radiation from warm objects, and from different celestial sources [2].
The AWGN channel is the most convenient to use in satellites and differ-
ent space communication devices. However, it is much less efficient in most
terrestrial links because of the multipath and interference. On the other hand,
AWGN is used in terrestrial path modeling with the aim of simulation of a
chanel background noise.
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Both background noise and impulsive noise are considered when studying
the effects of impulsive noise on PLC as their effects differ from that on the
OFDM system in radio communications. In this study, we pay more atten-
tion to both kinds of the impulsive type of noise as they occur in power line
communications most frequently. Following is the detailed explanation of the
noises’ peculiarities.
5.6.3 Asynchronous Impulsive Noise
This type of noise is caused by switching transients in the network with random
occurrence that last for a very small fraction of time [62]. When studying the
effects of impulsive noise on PLC, both background noise and impulsive noise
are considered. Their effects differ on PLC from that on the OFDM system in
radio communications [49]. Assuming background noise to be additive white
Gaussian noise (AWGN) np with mean zero and variance σ2n, the impulsive
noise ip is given by [4][49]
ip = bpgp (5.6)
where bp is the Poisson process which is the arrival of the impulsive noise and gp
is the white Gaussian process with mean zero and variance σ2i . The impulsive
noise occurrence is assumed to comply with Poisson distribution, while the
amplitude of those impulses is modelled as being a Gaussian process. Fig.(5.3)
shows impulsive noise samples as well as the background AWGN.
The probability distribution Pp(t) of the Poisson process is
Pp(t) =
(λt)p
p!
exp
(−λt), p = 0, 1, 2, ... (5.7)
where λ is the number of units per second, and p is the number of arrivals in
t seconds. Let Pi be defined as the total average occurrence of the impulsive
noise duration in time T and is in the form of
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Figure 5.3: Impulsive noise added to Additive White Gaussian Noise.
Pi =
Tnoise
T
∞∑
p=0
p(λT )p
p!
exp
(−λT)
= λTnoise
[ ∞∑
p=1
(λT )p−1
(p− 1)! exp
(−λT)]
= λTnoise
[ ∞∑
p=0
(λT )p
p!
exp
(−λT)]
= λTnoise (5.8)
where Tnoise is the average time of each impulsive noise. Derivations of this
equation can be found in [4] [49].
5.6.4 Periodic Impulsive Noise Synchronous to the Mains
Frequency
This type of noise follows a constant repetition pattern, with a rate of 50 or 100
Hz. This means they are caused by power supplies that work synchronously
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Figure 5.4: Periodic impulsive noise synchronous to the mains frequency.
with the mains cycle, such as switching of rectifier diodes [3].
From the power spectral density (PSD), the period of this noise can be
calculated, given that the spectral lines are equally spaced and are separated
by the sweep time rather than the switching frequency. Therefore, to determine
the period of this noise with a switching periodic noise of frequency equal to 50
Hz, and sampling time is 5 ms, it would hit every 1/50 = 20 ms. This means
one sample from every group of four consecutive ones [62]. The pattern of
periodic impulsive noise synchronous to the mains frequency (50 Hz) is shown
in fig.(5.4).
5.6.5 BER Comparison
In order to increase the efficiency of this system, discrete wavelet transform
(DWT) was employed for the compression of a gray scale image of 256 × 256
before transmission . The modulation scheme chosen for our system was 16-
QAM. In addition, BER performance of the system is studied for different
number of carriers M , that is 32 and 128 respectively. Four multipaths has
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been assumed. Matlab is utilized to conduct the following simulations.
Table 5.4: Parameters for the impulsive noise scenarios.
Impulsive Noise Scenarios IAT (s) Tnoise (ms)
I : Heavily disturbed 0.0196 0.0641
II : Moderately disturbed 0.9600 0.0607
III : Weakly disturbed 8.1967 0.1107
A comparison is performed between periodic impulsive noise synchronous
to the mains frequency and the asynchronous impulsive noise in different im-
pulsive noise environments. The first scenario is named as "heavily disturbed"
and it was measured during the evening hours in a transformer substation in an
industrial area. The second scenario is named as "moderately disturbed" and
was recorded in a transformer substation in a residential area with detached
and terraced houses. The third scenario is named as "weakly disturbed" and
was recorded during nighttime in an apartment located in a large building [3].
The parameter set are obtained from [4] and are illustrated in Table 5.4. The
reciprocal of the arrival rate λ is the inter-arrival time of the impulsive noise
(IAT).
Fig.(5.5) and fig.(5.6) show the BER performance comparison between pe-
riodic impulsive noise and asynchronous impulsive noise under the effects of
three impulsive noise scenarios with M = 32 and M = 128, respectively. In
general, the BER performance for the two types of noise is comparable. Since
periodic impulsive noise follows a constant repetition pattern, it performed
slightly better than the asynchronous impulsive noise over all SNRs in the
three scenarios. Moreover, comparing fig.(5.5) and fig.(5.6), it can be noticed
under all three impulsive noise environments, the BER performance with 128
subcarriers was higher than BER performance with 32 subcarriers. This is due
to the fact that the impulsive noise effect is spread over the multiple symbols.
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Figure 5.5: Comparison of BER performance between two types of impulsive noise
with 32 subcarriers.
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Figure 5.6: Comparison of BER performance between two types of impulsive noise
with 128 subcarriers.
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Figure 5.7: BER performance at SNR=35 dB of different average time of each
impulsive noise.
For various average time of each impulsive noise, the BER performance
was compared at specific SNR value (SNR=25 dB). It can be seen in fig.(5.7)
that as the inter-arrival time of the impulsive noise (IAT) increases, the BER
decreases. This is true as the average time of each impulsive noise increases. To
make this study more informative, the quality of image was evaluated based on
structural similarity index (SSIM) which was proven in previous research that
it is in conformation with human visual system (HVS). Table 5.5 illustrates
the results that are in evidence to the above findings.
Table 5.5: Quality of image under the impulsive noise scenarios.
Impulsive Noise Scenarios Quality of Image(%)
I : Heavily disturbed 20.32
II : Moderately disturbed 58.02
III : Weakly disturbed 79.43
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5.7 Summary
In this chapter we investigated the effects of number of paths and length of link
on the quality of image transmitted over noisy PLC channel using OFDM. The
PLC channel is assumed to be subjected to Gaussian and impulsive noise. The
image quality is assessed according to the Structural Similarity Index (SSIM)
algorithm which has proved its proximity to human vision system. Simulations
show that the image quality is highly affected by the interaction of the distance
of PLC channel link and the number of multipath reflections. Different PLC
channel parameters were used.
In general it should be noted that noises and other factors like interfer-
ence greatly affect communication system performance, therefore, studying
the methods of their liquidation is of a vital importance. As a result, a com-
parison is carried between two types of impulsive noise, namely, asynchronous
impulsive noise and periodic impulsive noise synchronous to the mains fre-
quency which are present in PLC channels. Three impulsive noise scenarios
were considered. The experiments conducted showed that both types of noise
performed similarly in the three impulsive noise scenarios. At specific val-
ues for average time of each impulsive noise and SNR, the BER performance
increased with the increase in the IAT.
Chapter 6
Transmission of Compressed Images
over PLC Systems
6.1 Introduction
Transmission of data, images, and video over power line channels (PLC) has
become the interest of not only the researchers, but also the consumers. Power
line communications offers the flexibility and easy to use services, such as,
fast and secure surfing on the net and powerful telephone connection using
the internet that offers good speech quality. Furthermore, PLC can support
high transmission rates, 200 Megabits per second (Mbps), which has met the
demands for superior high speed data transmission [2].
However, to transmit huge size of multimedia data like digital video broad-
casting (DVB) in real time communications is almost impossible without com-
pression. One of the compression techniques used is the classical discrete cosine
transform (DCT). In previous work, a comparison between DCT and discrete
wavelet transform (DWT) was performed in terms of efficiency and accuracy
of data transmission using the two methods. Results have showed that the
DWT has proven to be more efficient than the DCT technique [18].
To obtain a satisfactory performance of the system, coded OFDM systems
like RS (Reed-Solomon), convolutional codes, and turbo codes are adopted.
Orthogonal Frequency Division Multiplexing (OFDM) is a good candidate for
PLC and is used for high data rate transmission. This is due to its robust-
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ness against frequency selective multi-path channels and its error correction
ability of channel codes [52]. Consequently, we were motivated to implement
Bose-Chaudhuri-Hocquenghen (BCH) coding to examine its effect on the per-
formance of PLC channel in the presence of AWGN and impulsive noise.
BCH codes and RS codes are related and their decoding algorithms are
quite similar. In previous research it was found that with similar rate and
codeword length, BCH codes can achieve around additional 0.6 dB coding gain
over AWGN channel compared to RS codes [54]. RS codes are mainly used in
optical communication. While in the second generation Digital Video Broad-
casting (DVB-S2) Standard from the European Telecommunications Standard
Institute (ETSI), long BCH codes of block length 32400-bit or longer are used
as the outer forward error-correcting code [55].
In this chapter, we will study the performance of DWT and BTC in terms
of compression factor, and quality of the image, for the transmission of com-
pressed still image using FFT-OFDM over PLC channel with additive Gaussian
noise (AWGN) and impulsive noise. Also, the effect of multipath on BTC is
addressed. A comparison of the performance of PLC channel with AWGN
and impulsive noise without coding and with BCH coding is evaluated. The
performance criteria includes quality of image of various BCH encoder sizes in
different impulsive environments.
6.2 System Design
The general information about the system design is given in this section. The
more detailed explanation of the OFDM system design can be found in the
previous chapters (Chapter 3, Section 3.2 and Chapter 5, Section 5.2).
6.2.1 OFDM System
A crucial feature of OFDM is the presence of cyclic prefix (CP) which is used
to mitigate inter-symbol-interference (ISI) and inter-channel-interference (ICI)
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in multipath channels. Another feature of OFDM is it makes efficient use of
limited bandwidth by splitting data and performing an IFFT on the symbols
that are carried in multiple orthogonal subcarriers. At the receiver the opposite
occurs with the receiver determining the carrier the information is modulated
on and decodes the data via an FFT process.
6.2.2 PLC Model
The power line network differs than other communication channels in topology,
structure, and physical properties. Numerous reflections are caused at the
joints of the network topology due to impedance variations. Factors such as
multipath propagation and attenuation are considered when designing PLC
model. A channel model was proposed in [14] where parameters are derived
from practical measurements of actual power line networks. The frequency
response is given by
H(f) =
N∑
i=1
wi︸︷︷︸
weighting factor
· e−(a0+a1·fx)di︸ ︷︷ ︸
attenuation portion
· e−j2pif(di/vP )︸ ︷︷ ︸
delay portion
(6.1)
where N is the number of multipaths, wi is the product of reflections and
transmission for each path i, a0 and a1 are the attenuation parameters, x is
the exponent of the attenuation factor (typical values are between 0.5 and 1),
di is the length of path i, and vP is the wave propagation speed which describes
the echo scenario.
6.2.3 Noise Model
Both background noise and impulsive noise are considered when studying the
effects of impulsive noise on PLC as their effects differ from that on the OFDM
system in radio communications. Assuming background noise to be additive
white Gaussian noise (AWGN) np with mean zero and variance σ2n, the impul-
sive noise ip is given by [4]
ip = bpgp (6.2)
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where bp is the Poisson process which is the arrival of the impulsive noise and gp
is the white Gaussian process with mean zero and variance σ2i . The impulsive
noise occurrence is assumed to comply with Poisson distribution, while the
amplitude of those impulses is modelled as being a Gaussian process.
The probability distribution Pp(t) of the Poisson process is
Pp(t) = e
−λt(λt)p/p!, p = 0, 1, 2, ... (6.3)
where λ is the number of units per second, and p is the number of arrivals in
t seconds. Let Pi be defined as the total average occurrence of the impulsive
noise duration in time T and is in the form of
Pi = λTnoise (6.4)
where Tnoise is the average time of each impulsive noise. Derivations of this
equation can be found in [4].
Figure 6.1: Transmission system with compression.
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6.2.4 Performance Criteria
Matlab simulation software was utilized to compress a 256×256 pixel image us-
ing two compression techniques, namely, Discrete Wavelet Transform (DWT)
and Block Truncation Coding (BTC). The image was compressed before trans-
mission in order to increase the spectral efficiency of the system. The com-
pressed image is transmitted and received using OFDM over PLC channel
under impulsive noise.
The performance criteria included compression factor (CF), quality of im-
age, and effect of multipath on the compressed image. The CF is defined
as:
CF =
Size of original image in bits
Size of compressed image in bits
. (6.5)
The quality of the compressed image is evaluated based on Structural Sim-
ilarity Index (SSIM) for the following number of paths: 1, 4, and 15.
Our system, shown in Fig.(6.1), was designed using Matlab simulation
software to transmit and receive a grayscale, 256 × 256 pixel image by using
the OFDM transmission algorithm over PLC.
6.3 Compression Comparison in PLC
The experiments are carried out to observe the affect of impulsive noise in PLC
channel on the compressed image data. An image of size 256×256 was input to
our system to be compressed using the two different compression techniques.
The first compression method used is DWT in which the low-pass coefficients
were considered. These coefficients were converted from decimal to binary
using 8 bits per pixel. The compressed data is transmitted over PLC channel.
Another method used for comparison is the BTC. In BTC, the image is
divided into different size of blocks and then uses a quantiser to reduce the
number of grey levels in each block whilst maintaining the same mean and
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standard deviation. For each block, the bit-map matrix, the lower mean,
and the higher mean are calculated and then all the blocks coefficients are
concatenated as one vector, which is transmitted over the PLC channel.
Table 6.1: Quality of image and CF for DWT and BTC.
No. of Paths DWT BTC4× 4 BTC8× 8
1 0.92 0.94 0.88
4 0.82 0.91 0.83
15 0.47 0.62 0.36
CF 2.45 4.0 6.4
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Figure 6.2: Quality of the compressed image for different number of paths.
The effect of multipath on the compression methods used is studied and
compared. Table 6.1 illustrates a summary of the obtained results in terms of
quality assessment (QA) and compression factor (CF). The quality of image
was evaluated based on structural similarity index (SSIM) which was proven
in previous research is in conformation to the human visual system (HVS). It
can be observed from Table 6.1 that the CF and QA for BTC are higher than
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that of DWT. This is due to the fact, in BTC we process the image in spatial
domain and extract the coefficients locally while in DWT the coefficients are
extracted globally.
(a) DWT (b) BTC 4× 4 (c) BTC 8× 8
(d) DWT (e) BTC 4× 4 (f) BTC 8× 8
(g) DWT (h) BTC 4× 4 (i) BTC 8× 8
Figure 6.3: Reconstructed image for: 1 path (a-c), 4 paths (d-f), and 15 paths
(g-i).
As the number of paths increases, the quality of image is degraded. This
is obvious for both compression techniques as shown in fig.(6.2). This is due
to many factors such as the length of links and various reflections in the PLC
channel at branching points.
Fig.(6.3)(a-i) shows the reconstructed images at the receiver using DWT
and BTC (4×4 and 8×8) for different paths. As can be noticed from fig.(6.3),
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the quality of image using BTC method is higher than the DWT method. In
addition to the high quality of image, BTC has a higher CF compared to
DWT.
6.4 BCH System Design
As it was explained earlier in the thesis, the cyclic prefix (CP) in OFDM
prevents the system from inter-symbol-interference (ISI) and inter-channel-
interference (ICI) in multipath channels. In addition, OFDM is capable of
making efficient use of limited bandwidth by splitting data and performing an
IFFT on the symbols that are carried in multiple orthogonal subcarriers.
The modulation scheme chosen for our system is OFDM transmission im-
plemented with 16-QAM. This involved 16-QAM modulation of a parallel
stream of binary data and then an IFFT process performed on the resulting
data. This data was then transmitted over a PLC channel with AWGN and
impulsive noise. It is assumed that the transmission is achieved in baseband
to avoid long simulation time.
The design of the OFDM system and the PLC channel is identical to that
illustrated in the previous experiments (Chapter 5, Section 3.2, Chapter 7,
Section 5.2). In our system shown in fig.(6.4), block truncation coding (BTC)
is used for compressing a grayscale image of size 256 × 256 to increase the
efficiency of our transmission system.
Figure 6.4: BCH-OFDM transmission system.
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6.5 Bose-Chaudhuri-Hocquenghen (BCH) Cod-
ing
Bose-Chaudhuri-Hocquenghen (BCH) codes are becoming very popular in var-
ious fields such as technology design, coding theory, theoretical computer sci-
ence, and digital communication. Their discovery was made on the basis of
the well-known Reed-Solomon codes. These cyclic codes are aimed at correct-
ing the errors and have a number of advantages compared to other kinds of
error-correcting codes. First of all, BCH codes allow working with various er-
ror thresholds, code rates, and with blocks of different sizes. In addition, the
cyclic code property can be easily verified. Such flexibility suggests that there
is no standard for the code form; this simplifies the work considerably.
Another important feature which makes BCH code convenient in use is the
simplicity of its decoding process. Some scientists divide the process of BHC
decoding in several stages. Firstly, the 2t syndrome values for the received
vector have to be calculated. Secondly, the error rate polynomial has to be
defined. Next, by calculating its roots, the error location has to be defined.
Finally, the error values can be calculated in the definite error positions.
Besides the numerous beneficial properties, the performance of BCH codes
can be degraded considerably in some cases. For example, at very high and
very low rates the performance of BCH codes over the Gaussian Channel is
much worse.
BCH codes can be designed with a large selection of block lengths, code
rates, alphabet sizes, and error-correcting capability that allow multiple er-
ror correction. Therefore, they can be considered as a generalization of the
Hamming codes. Compared to all other block codes, BCH performs better at
block lengths of a few hundred, with the same block length and code rate. An
existing binary BCH code [n, k] have the following properties:
• Code length n=2m-1 where 3≤m≤16
• Number of parity bits n-k≤mt
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• Minimum Hamming distance dmin≥2t+1
• Error-correction capability t error in a code vector
The design method for correcting at least t errors of a BCH code over
GF (q) of length n is as follows:
• Select a minimal positive integer m, to find a primitive nth root of unity
α in a field GF (qm).
• For some non-negative integer b, select (δ-1)=2t consecutive powers of
α.
• Take the least common multiple of appropriate minimal polynomials for
the selected powers of α with respect to GF (q).
In this study we consider BCH encoder size of [31, 16] and [63, 16] with a
corresponding error-correction capability of 3 and 11 respectively [70].
6.6 Comparison between Uncoded and Coded
Systems
Matlab is utilized to conduct the following simulations. Block truncation cod-
ing is employed to compress a grayscale image of 256× 256 followed by BCH
coding to improve the performance of the PLC system. Two different sizes of
BCH encoders are used to compare their effect on the quality of the image.
Table 6.2 shows a summary of the parameters used in this study.
Table 6.2: Summary of parameters used.
Block size 4×4
No. of paths 4
No. of subcarriers 8
SNR 25
Size of encoder [31, 16] [63, 16]
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In addition, three impulsive scenarios are considered in this study to eval-
uate the performance of the system with and without coding. The first sce-
nario is named as "heavily disturbed" and it was measured during the evening
hours in a transformer substation in an industrial area. The second scenario
is named as "moderately disturbed" and was recorded in a transformer sub-
station in a residential area with detached and terraced houses. The third
scenario is named as "weakly disturbed" and was recorded during nighttime
in an apartment located in a large building. The parameter set are obtained
from [4] and are illustrated in Table 6.3. The reciprocal of the arrival rate λ
is the inter-arrival time of the impulsive noise (IAT).
Table 6.3: Parameters for the impulsive noise scenarios.
Impulsive Noise Scenarios IAT (s) Tnoise (ms)
I : Heavily disturbed 0.0196 0.0641
II : Moderately disturbed 0.9600 0.0607
III : Weakly disturbed 8.1967 0.1107
Fig.(6.5) show a significant improvement in the quality of the image after
using BCH coding in the three different scenarios. Also, when the size of the
encoder was increased from [31, 16] to [63, 16], the quality of the image was
even better. However, the efficiency of the system is degraded due to waste of
bandwidth. Table 6.4 illustrates numerical results for the quality of the image
in the three environments. As it can be observed from Table 6.4 and fig.(6.5)
that in the heavily disturbed environment there was no improvement in the
Table 6.4: Quality assessment for non-coded and coded system.
Scenarios Quality of image of n :
No coding 31 63
Heavily disturbed 13 14.7 35
Moderately disturbed 18.8 26.4 63.8
Weakly disturbed 46.3 74 81.3
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(a) No coding (b) n = 31 (c) n = 63
(d) No coding (e) n = 31 (f) n = 63
(g) No coding (h) n = 31 (i) n = 63
Figure 6.5: Reconstructed image for: heavily disturbed (a-c), moderately dis-
turbed (d-f), and weakly disturbed (g-i).
quality of image with no coding and with BCH[31, 16]. However, when the
encoder size increased to BCH[63, 16], the quality of image improved. This is
evident in all the three impulsive scenarios.
6.7 Summary
In this chapter, the effects of multipath and impulsive noise on a compressed
image using two different compression techniques were investigated. We ap-
plied these techniques for a PLC channel. A comparison between BTC com-
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pression method and DWT compression method was carried out in terms of
compression factor, and quality of image. Overall, the experiments conducted
showed that both compression methods were affected by impulsive noise and
number of paths (i.e. degradation in the quality of image). However, the effect
of impulsive noise on DWT was higher than BTC, resulting in a lower quality
of the reconstructed image. In terms of compression factor alone, BTC per-
formed better than DWT, giving high compression factors while maintaining
the quality of image.
In this chapter, the performance of the PLC system is compared and im-
proved using BCH coding. The experiments conducted showed an improve-
ment in the quality of the image when using BCH coding under the three
impulsive scenarios. However, when using encoder size of [63; 16], the qual-
ity of the image is higher with a degradation in the efficiency of the system.
Therefore, depending on the application one may choose higher quality with a
sacrifice in the bandwidth.
Chapter 7
Conclusions and Future Directions
Compressed image transmission through power line communications using or-
thogonal frequency division multiplexing has been addressed in this study.
PLC is a very promising technique, which has been studied and developed for
several decades. However, beside the multitude of advantages of the system,
there are a lot of points which need to be improved. Thus, this thesis is devoted
to the issue of increasing the efficiency of both the compression techniques and
PLC system.
In the first part, we have discussed the theoretical basis for the thesis
issues. Compression algorithms have been introduced; their advantages and
disadvantages were analyzed. In addition, the schemes of PLC and OFDM
were explained in details and were illustrated. We also analyzed the possible
unwanted phenomena which can occur while working with signal processing;
in this respect, we introduced the different kinds of noise in a PLC system and
their impact on the system’s performance.
In the second part of this dissertation, we dealt with the experimental eval-
uation of the proposed algorithms. Different compression techniques such as
wavelet thresholding, DWT, BTC, and DCT were implemented and compared.
In addition, PLC channel was observed in different conditions, such as noisy
environment, different link length and multipath effects. In this part of the
dissertation, we also introduced the BCH coding scheme for error correction
and illustrated its performance in PLC channel.
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7.1 Summary of Results
The two basic kinds of image compression; lossy and lossless, were studied in
this thesis. Such techniques are DWT, DCT and BTC were presented and
compared in chapters 5 and 8. We also found out that the different methods
can be combined in order to achieve the best results.
The experiments conducted in chapter 5 showed that the DCT transform
commonly used in JPEG compression performed poorly when used in FFT-
OFDM wireless communication systems. The DWT performed well over all
SNRs with very similar errors over all wavelets and wavelet orders for high
SNRs of 25 - 30 dB.
We also discovered that the wavelet order did affect the compression ratios
with an obvious linear decrease in compression ratio when wavelet filter order
is increased, this was apparent over all families of wavelets.
Different wavelet families were compared in chapter 5. The Daubechies
family and the Biorthogonal family performed the best. At the same time,
in terms of error the low filter orders in these two families gave less error in
comparison with the Daubechies first order and Biorthogonal 1.1 order wavelet
transforms’ results.
The experimental comparison between DWT and BTC for compressed im-
age transmission showed that BTC has a better performance than DWT with
lower compression factor and lower RMS over all SNRs. In terms of compu-
tational complexity, the BTC method is more complex than DWT method.
This is due to the fact that in BTC we process the image in spatial domain
and extract the coefficients locally while in DWT the coefficients are extracted
globally. Furthermore, the compression factor for BTC with size of block 2×2
is less than DWT, however, both quality and RMS value is better than DWT.
In chapter 6 we presented the optimum wavelet thresholding technique for
image compression. The experimental results showed that the intersection be-
tween the zero-clusters and the Structural Similarity index curves outperforms
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the other thresholding algorithms in the sense of the trade-off between the
compression ratio and image quality.
We also investigated the effects of multipath and impulsive noise on a
compressed image using two different compression techniques. A comparison
between BTC compression method and DWT compression method showed
that both compression methods were affected by impulsive noise and number
of paths (i.e. degradation in the quality of image). However, the effect of
impulsive noise on DWT was higher than BTC, resulting in a lower quality
of the reconstructed image. In terms of compression factor alone, BTC per-
formed better than DWT, giving high compression factors while maintaining
the quality of image.
When studying the PLC performance, we paid attention to the factors
which influence the system work significantly. Thus, in chapter 7 we analyzed
the effects of number of paths and length of link on the quality of image
transmitted over noisy PLC channel using OFDM. The simulations showed
that the image quality is highly affected by the interaction of the distance of
PLC channel link and the number of multipath reflections.
We also studied such phenomena as noises in communication system. The
special attention was paid to impulsive and AWGN noises. In chapter 7 we
observed PLC performance under different kinds of impulsive noise. We com-
pared the influence of the asynchronous impulsive noise and the periodic impul-
sive noise synchronous to the mains frequency on PLC channels performance.
The experiments conducted showed that both types of noise performed simi-
larly in the three impulsive noise scenarios. At specific values for average time
of each impulsive noise and SNR, the BER performance increased with the
increase in the IAT.
It was concluded that noises of different kinds and other factors like inter-
ference greatly affect communication system performance, therefore, studying
the methods of their liquidation was also included in the study. We presented
the BCH coding as a technique for error correction in a communication channel
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in chapter 9. The experiments showed an improvement in the quality of the
image when using BCH coding under the three impulsive scenarios. However,
when using encoder size of [63; 16], the quality of the image is higher with
a degradation in the efficiency of the system. Therefore, depending on the
application one may choose higher quality with a sacrifice in the bandwidth.
7.2 Future Directions
Having studied the different aspects of the mentioned systems and their pecu-
liarities, we also encountered some disadvantages which need deeper investi-
gation. Therefore, we would like to list several areas in this dissertation that
can be extended through further research:
• The orthogonal frequency division multiplexing which was used in all the
experiments in this thesis proved to have a very large peak-to-average
power. This condition makes working with the system rather compli-
cated. When combined with the Doppler shift, the large peak-to-average
power degrades the system’s performance significantly. Thus, it is worth
investigating the methods of decreasing the peak-to-average power in
OFDM.
• Although the level of noise in PLC system can be decreased by different
techniques, they cannot be neutralized completely: it still suffers from
noises of the different electrical devices. In real life such noises are much
more harmful than the results of experiments shown. That is why the
new solutions for this problem need to be introduced. The conducted
experiments showed that all the kinds of impulsive noise performed sim-
ilarly in PLC system with different noise scenarios. This fact makes the
task easier, as it suggests that there has to be one universal solution
which can eliminate all the kinds of noises in communication system.
• We presented different compression algorithms, compared their effects
in the system and presented the illustration of their work. However,
Chapter 7. Conclusions and Future Directions 148
there is still a multitude of experiments which can be conducted on
compression techniques. For instance, there is an opportunity to combine
the different techniques in order to derive the algorithm which would
have the advantages of several compression methods.
• Comparing BTC and DWT algorithms, we figured out, that the DWT is
more vulnerable to the impulsive noise effects. It also performed poorly
in other aspects comparing to BTC. However, the implementation of
BTC can be rather inconvenient, as it is a much more complex algorithm.
Therefore, BTC technique has to be simplified in order to make this
technique more suitable for wider implementation.
• When studying the BCH code, we noticed that in order to achieve a good
quality of data the user has to sacrifice the bandwidth. And the reverse
effect is: in case of bandwidth preservation, the quality can be degraded
significantly. Thus, deeper studying of this issue has to be done. For ex-
ample, BCH code can be added to some other error correction technique
in order to achieve better results.
• One of the most doubtful questions at the moment is the standardiza-
tion of PLC and its different applications such as BPL. In USA, there
were some attempts to partly standardize the technique, however, this
process was not really successful. While the electric cables are installed
everywhere, the users cannot even imagine what opportunities they can
give to the customers. That is why developing this technology and find-
ing the new ways of its implementation can speed up the process of its
standardization.
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