The present paper mainly focuses on numerical and analytical study of a piecewise linear dynamic oscillator with negative stiffness followed by positive stiffness which has not been studied to date. The dynamic system of interest stems from a previous analytical and experimental research on adaptive negative stiffness for the purpose of seismic protection. Numerical algorithms meant specifically for simulating piecewise smooth (PWS) systems like this nonlinear system are studied. An appropriate combination of negative stiffness and adequate damping can reduce the peak restoring or transmitted force with a slightly larger peak displacement. Essentially, the negative stiffness system in a dynamic system is very beneficial in reducing the amount of force transmitted. The exact solution is derived for free vibration. A modified Lindstedt-Poincaré method (modified L-P method) is adopted to derive approximate periodic solutions for the forced and damped system and its frequency-response curves are obtained through numerical simulation. The modified L-P solution obtained for the forced and damped case is found to agree well with the numerical results. In the piecewise linear dynamic system with initial negative stiffness followed by positive stiffness, it is found that the response remains bounded in a limit cycle. This system behaves similar to a van der Pol oscillator wherein negative damping is followed by positive damping. Presented herein is a special case as defined by the specified parameter ranges; thus, to make it more general future work is needed.
Introduction
When investigating nonlinear systems, piecewise smooth (PWS) systems are common. Among them, piecewise linear systems are important since a large number of nonlinear systems can be approximated by using piecewise linear systems. Shaw and Holmes analyzed the harmonic, subharmonic and chaotic motions of a single-degree-of-freedom oscillator with a bilinear restoring force [1] . The method of a Poincaré section and the resultant return map were used to investigate the periodic orbits and local bifurcations. Wiercigroch and Sin studied the system dynamics of a base-excited piecewise linear oscillator with all positive stiffnesses [2] . Experimental and numerical results were arranged into bifurcation diagrams and Lissajous curves, compared, and analyzed. Luo proposed a local theory for non-smooth dynamic system to analyze the local singularity and transversality on the connecting boundary between adjacent domains [3] . Luo developed a methodology based on a perturbation method to investigate the local singularity of a periodically forced, piecewise linear system [4, 5] . The mathematical criteria for detecting the grazing bifurcation was derived and numerical examples were given. The fragmentation of the strange attractors in this piecewise linear dynamic The dynamic system investigated in the present work is motivated by a previous analytical and experimental study on the effect of adaptive negative stiffness in seismic protection [12] [13] [14] [15] . The negative stiffness device (NSD) used in the experiment is shown in Fig. 1(a) . The experimental force-displacement loops are presented in Pasala et al. [13] and Sarlis et al. [14] . A theoretical model of the negative stiffness device can be found in Nagarajaiah and Reinhorn [16] , and is shown in Fig. 1(b) . This theoretical model presents the principle of a negative stiffness device, which contains a precompressed spring with stiffness K. Whenever the mass, which is represented by the frame and mass in Fig. 1(b) , moves left or right, the precompressed spring will further push it in the same direction as the displacement, and this yields an interesting negative stiffness behavior. The force-displacement relationship of the theoretical model is shown as the dashed line in Fig. 2 , wherein it's compared to an idealized force-displacement relationship about which more details will be provided in the next section.
The theoretical restoring force (dashed line in Fig. 2 ) assumes the form of
where ∆ is the precompressed length of the spring in Fig. 1(b) . The restoring force shown in Fig. 2 is prepared with K = 0.4, ∆ = 1.0, and l = 0.8. It has been verified by experiments that using adaptive negative stiffness as a supplemental device can significantly reduce the response, which poses the need for an analytical investigation of its dynamic characteristics. The dynamic system with negative stiffness is idealized as piecewise linear in the present work and the comparison of the idealized force-displacement with the theoretical force-displacement loop is shown in Fig. 2 . Carrella et. al. studied the force transmissibility of a passive isolator with quasi-zero stiffness [17] . The quasi-zero stiffness isolator consisted of three linear springs including two pre-stressed oblique springs and one vertical spring. The restoring force produced by these three springs could be approximated as a purely cubic function of the displacement, but without the negative stiffness segment in the restoring force that is under consideration in this study, as shown in Fig. 2 .
Nonlinear ordinary differential equations (ODEs) arise ubiquitously throughout science, engineering, natural phenomena and human activities. In contrast to linear ODEs, which can be easily solved analytically, most types of nonlinear ODEs cannot be solved analytically for the time being. In the past decades, powerful computational tools for the numerical simulation of nonlinear differential equations have become available. It is, however, sometimes preferable if analytical solutions can be obtained in special cases, which would provide a better understanding of the dynamic characteristics. Perturbation methods [18] [19] [20] are very popular for acquiring periodic solutions of nonlinear differential equations. A number of attempts have been made to seek analytical methods applicable to nonlinear differential equations with large parameters. Burton put forward a modified Lindstedt-Poincaré method which can be applied to strongly nonlinear dynamic systems [21] . Burton and Rahman further adapted the method of multiple scale to address strongly nonlinear oscillators [22] . Cheung et al. proposed a new parameter expansion technique which could keep the expansion parameter always small regardless of the magnitude of the original system parameters, and hence the standard Lindstedt-Poincaré method (L-P method) would be applicable thereafter [23] .
In the present work, a piecewise linear dynamic system with two discontinuous points, negative stiffness, damping, and excitation is first numerically simulated, and then its analytical approximation is obtained in special cases and compared with the simulation results. The frequency-response curves and limit cycles from both methods are then compared. Time histories are furnished to further verify the frequency-response curves and gain more insights into the dynamics of the piecewise negative stiffness oscillator. The analysis presented in this work is a special case as defined by the specified parameter ranges; thus, to make it more general future work is needed.
Problem Statement
The dynamic system with piecewise linear spring force is as follows:
where the spring force
where The spring force has three linear segments. The middle segment, which is linear with negative stiffness, is centered at the origin, the two linear segments on the two sides have a same positive stiffness, and the whole force-displacement is centrally symmetric around the origin. It should be noted that the middle segment has negative stiffness rendering periodic solutions unstable within [−d, d] .
After the following transformation of space and timê
the original piecewise linear dynamic system Eq. (2) can be non-dimensionalized as
where dot denotes differentiation with respect to the transformed time t, and
Since Eq. (6) is obtained through linear transformation of time and space, i.e. Eqs. (4) and (5), the dynamic characteristics like stability and bifurcations of the original system Eq. (2) will not be changed essentially. Therefore, the dynamics of an arbitrary PWS system represented by Eq. (2) can totally be studied by investigating the corresponding non-dimensionalized Eq. (6).
In the next section, the dynamics of the non-dimensionalized oscillator Eq. (6) is analyzed based on numerical simulations, which is followed by two sections, where two cases are examined for Eq. (6): (1) µ = 0,F = 0 and (2)μ > 0,F > 0. Free vibration of the undamped system is first investigated with its exact solution derived. What follows is investigation of case (2). Frequency-response curves are obtained through numerical simulation for the forced and damped piecewise linear dynamic system, and compared to the first-order approximation obtained with the modified L-P method.
Numerical Investigations
Existence of discontinuity in PWS dynamic systems causes inaccuracy during direct time integration, therefore accurate simulation of PWS dynamic systems requires specific numerical treatment [24] . Luo developed a theory of flow switchability to the boundaries in discontinuous dynamical systems [25] ; the Gfunctions for piecewise smooth dynamic systems are introduced to analyze singularity in the systems, which provides an important method for the analysis of piecewise smooth dynamic systems. In addition, two other numerical techniques for simulating PWS systems are available [26, 27] and result in accurate simulations. One is to perform direct numerical simulation but with time and states resolved for any discontinuous points and obtain the periodic solutions of the PWS system by using event-driven simulation technique. The other is to obtain the time histories of the PWS system by using an LCP solver based on the time stepping method [10] in light of the fact that a PWS system is equivalent to an LCP. Both these algorithms take the motion switching into consideration in the discontinuous system and have been well studied, widely used, and can be used to simulate discontinuous dynamic systems accurately. It should be noted that all the numerical results in this section are obtained using an LCP solver based on the time stepping method.
Phase-Plane Analysis
For free vibration, a phase plane manifesting a set of initial conditions and the corresponding phase portraits is demonstrated in Fig. 4 . The parameters in Eq. (6) 4 suggests that when the oscillator is unforced and damped, its fixed points are the three zeros of the piecewise linear restoring force shown in Fig. 3 , among which the origin is an unstable saddle point, while the two zeros on two sides are both stable foci.
For the forced and damped system, a phase plane with a set of initial conditions and the corresponding limit cycles is presented in Fig. 5 . A couple of phase portraits are also furnished to show the general convergence process. The parameters held constant are the stiffness ratio,k = −2.0, damping coefficient, µ = 0.05, excitation amplitude,F = 2.0, and excitation frequency, Ω = 0.6.
It can be easily observed from Fig. 5 that under all the initial conditions, the oscillation converges to a same limit cycle. It is worth mentioning that some of the initial conditions given in Fig. 5 are near the initial conditions for two unstable periodic solutions. This suggests that only one stable periodic solution exists for the given set of system parameters. 
Bifurcation Diagrams

3.2.1.k Variation
Two bifurcation diagrams, which are shown in , regular periodic dynamics occur whenk is close to zero. When k becomes smaller than -0.5, the window of regular dynamics ends and potentially chaotic behavior arises; whenk further decreases beyond -2.0, an obvious period-one solution appears again. Whenμ increases to 0.4 in Fig. 6 (b), the region of potentially chaotic behavior is reduced by the adequate damping. This suggests that a damping adequate enough in dynamic system Eq. (6) can help control the chaos and keep the oscillation bounded. With the chaos controlled and the oscillation bounded, some good features of this piecewise linear system are presented for special cases.
3.2.2.μ Variation
By using the damping coefficient,μ, as the control parameter, a bifurcation diagram is constructed as shown in Fig illustrates that whenμ is small, there exists interleaving of potential chaos and order. A little change inμ can make a regular oscillation potentially chaotic. Whenμ becomes large, the oscillation, however, exhibits regular periodic behavior only. Figure 7 further verifies the effect of damping on controlling chaotic behaviors in system Eq. (6).
Excitation Amplitude Variation
A bifurcation diagram with excitation amplitude,F , as the control parameter, is shown in Fig. 8 . In shows that whenF is very large, the oscillation exhibits regular periodic behavior. When F decreases, windows of potentially chaotic behavior alternate with those of regular periodic behavior. The vibration period can decrease or increase in multiples for small changes ofF for this piecewise linear oscillator, which can be seen clearly aroundF = 8.7 in Fig. 8 . And whenF is close to zero, the steady-state response becomes regularly periodic again.
In summary, both very small excitation and very large excitation result in bounded periodic oscillation, and for middle-sized excitation, damping that is adequate enough can help reduce the chaotic behavior and keep the oscillation regular and bounded in special cases.
Peak Amplitude and Peak Restoring Force
WithF = 2.0, the variation of peak amplitude versusμ andk is depicted in Fig. 9 (a). Figure 9 (a) shows that whenμ increases from 0.02 to 0.34, the resonance amplitude decreases drastically, while whenk increases from -4.0 to 1.0, the resonance amplitude decreases fairly slowly. Fig. 9 (b) presents the variation of peak amplitude versusμ andF . In Fig. 9 (b), when µ increases from 0.02 to 0.34, the resonance amplitude first decreases drastically and then stabilizes, while whenk increases from -4.0 to 1.0, the resonance amplitude decreases relatively slowly. Figure 10 presents four frequency response curves from Fig. 9(b) . As the damping coefficientμ increases from 0.05 to 0.4, the peak amplitude drops quickly and the resonance frequency decreases. Figure 11 depicts the relationship between the peak restoring force and the peak displacement amplitude whenk changes. Demand or peak resonant response curves for different damping coefficients and capacity curves for different bilinear stiffness systems (with positive or negative initial stiffness) are depicted. Their intersection points represent the resonant displacement and restoring force for a particular. For example, point A in Fig. 11 represents a bilinear system withk of 6 andμ of 0.10, and point C represents a bilinear system withk of -1 andμ of 0.20. From Fig. 11 , a negativek results in smaller restoring force than the purely linear case, i.e.k = 1, or a bilinear system withk = 6, at the price of larger peak displacement. Decreasingk from 6 to -1 forμ of 0.10 can reduce the peak restoring force by about 40% (i.e. from point A to point B in Fig. 11 ). Corresponding system with decreasingk from 6 to -1 forμ of 0.20 can reduce the peak restoring force by more than 50% (i.e. from point D to point C). In addition, whenk = 6or − 1 and increase in damping coefficientμ from 0.10 to 0.20, both the peak displacement and peak restoring force are reduced (i.e. from point A to point D or from point B to point C, respectively). Therefore, an appropriate combination of negative stiffness and large damping can reduce the peak restoring force with only a slightly larger peak displacement (i.e. from point A to point C). Essentially, the negative stiffness system in a dynamic system is very beneficial in reducing the amount of force transmitted. In addition, Fig. 11 suggests that different combinations of stiffness and damping can be chosen according to the requirement of structural design. If the structure is designed for large force and small displacement amplitude, larger damping and larger negative stiffness or even positive stiffness can be chosen; point D in Fig. 11 represents a resultant performance under such a scenario. If the structure is designed for small force and large displacement amplitude, a combination of negative stiffness and large damping can be chosen; point C is an example of such a combination.
In summary, the existence of negative stiffness reduces the peak restoring force of the dynamic system Eq. (6) at the cost of increasing the peak displacement. Large damping can not only control chaos and ensure the oscillation bounded, but also reduces the peak restoring force and peak displacement simultaneously. Negative stiffness and large damping make a very good combination in dynamic systems because the force in the structure as well as the displacement amplitude can be reduced substantially.
In order to investigate the variation of the dynamics when k 1 and k 2 are varied (their difference remains the same), the following time transformation instead of Eq. (5) is performed
where ∆k = k 2 − k 1 , while the space transformation is kept the same as Eq. (4), then the original piecewise linear dynamic system Eq. (2) can be non-dimensionalized as
WithF = 2.0 in Eq. (12), the variation of peak amplitude versusμ andk is depicted in Fig. 12 . Figure  12 shows that whenμ increases from 0.02, the resonance amplitude decreases drastically at first, and then becomes much more stable after 0.2. Whenk increases from -0.8 to 0, the resonance amplitude decreases fast only for small damping. For large damping, the resonance amplitude decreases very slowly. Variation ofk can be interpreted as changing k 1 with ∆k unchanged in Eq. (14); then the variation of response amplitude as function ofk is shown in Fig. 12 . Change in k 1 results in an equal change in k 2 (k 2 = k 1 + ∆k). Figure 13 shows time history and phase portrait, which are obtained using an LCP solver based on time stepping method forμ = 0.05,k = −3.0,F = 2.0, and Ω = 0.9.
Time Histories and Dynamic Characteristics
There are three equilibrium points for the dynamic system represented by Eq. (6). One is the origin, which is unstable, and the other two are the two intersection points on the displacement axis on the two sides, which are stable equilibrium points. Figure 14(a) gives an example that the oscillation converges to a limit cycle around one stable equilibrium point other than the origin for certain initial condition, which coincides with the phenomenon observed in experiment [28] . Figure 14 Figure 15 indicates that the oscillations initially increase drastically because of the negative stiffness segment, after which a piecewise linear system with segments of positive stiffness on two sides confines the motion and oscillations are bounded eventually reaching a limit cycle. Note the transient behavior of the oscillations before the limit cycle. Since the frequency of excitation is in the post resonance period, the limit cycle response is smaller than the transient response. It should be noted van der Pol oscillator, which is another nonlinear system with double-well potential, also has this similar dynamic characteristic. All the time histories in Figs. 13, 14, and 15, are obtained by using an LCP solver based on time stepping method.
FREE VIBRATION OF THE UNDAMPED SYSTEM:μ = 0,F = 0
Letμ = 0,F = 0, then the non-dimensionalized dynamic system (6) reduces tö
The exact solution as well as vibration period of Eq. (17) can be readily calculated analytically. Assuming that the initial displacement is A e and the initial velocity is 0, we only consider the cases for A e ≥ 0 since the cases for A e ≤ 0 can be easily obtained according to the symmetry of the dynamic system. The potential energy for Eq. (17) is
then the energy equation shall be
where v is the velocity of the oscillator, and E 0 is a constant representing the total mechanical energy. One critical point lies beyond the zero point x b = 1 −k (see Fig. 3 ), where G(
Another three critical points are the origin, x a = 1 and
When A e ∈ (0, 1) or A e ∈ (x c , x d ), the oscillator runs over two segments of the piecewise linear restoring force; when A e ∈ [1, x c ], the oscillation becomes purely harmonic about x b = 1 −k within the rightmost segment of the piecewise linear restoring force, which will not be considered hereafter since the system becomes linear under this case; when A e ∈ (x d , ∞), a periodic oscillation running over all the three segments occurs. First, we consider the case for A e ∈ (0, 1) or A e ∈ (x c , x d ). We only need to consider the case for A e ∈ (0, 1), since an oscillation starting from a point (A e , 0) , A e ∈ (0, 1) in the phase plane will pass through (A 
Therefore,
where G(x) is given by Eq. (18) . It follows from Eq. (21) that the time required for the representative point to travel in the upper half phase plane from (A e , 0) to an arbitrary point of abscissa x is
− arccos
Then based on Eq. (22), it is straightforward to obtain the displacement of the oscillator after solving linear differential equations.
where
According to the symmetry of the oscillation, the period is given by 
Hence
where G(x) is given by Eq. (18) . It follows from Eq. (21) the time required for the representative point to travel in the lower half phase plane from (A e , 0) to an arbitrary point of abscissa x is
Based on Eq. (30), the displacement of the oscillator can be easily obtained through solving linear differential equations.
According to the symmetry of the oscillation, the period is governed by
By settingk = −2.0, the vibration period given by Eq. (37) is presented in Fig. 16 . Figure 16 illustrates asymptotic behavior of the period. 
Frequency-Response Curves and Limit Cycles based on Numerical Simulation
Letμ = 0.05 andF = 2.0, varyingk, we numerically obtain the frequency-response curves in Fig. 17 (all the lines other than the circles) by using an algorithm based on a continuation method [29] and an event-driven simulation technique [9] .
Whenk is small in absolute value as in Fig. 17(a) , the frequency-response curve does not exhibit obvious hardening or softening trend. When the absolute value ofk increases, a hardening trend develops, while the peak amplitude of the frequency-response curve increases very slowly as seen in Fig. 17(a) to Fig. 17(d) . Whenk = −2.0, the upper branch starts to form a loop as seen in Fig. 17(c) . As k further increases, the loop becomes totally detached from the lower unstable branch, which is depicted as the lower dashed line in Fig. 17(d) . As long as the response amplitude is smaller than 1, only unstable periodic solution exists because only negative stiffness is functioning. Ask changes throughout Fig. 17 , the peak amplitude of the frequency response curve stays at almost the same magnitude and occurs always near the nondimensionalized frequency one, which means that for the given magnitude of excitation,k has little effect on the resonance amplitude or frequency.
In Fig. 17 , note that the dashed lines with amplitude lower than 1, which correspond to unstable periodic solutions of the oscillation within the middle segment shown in Fig. 3 , are calculated exactly; while, only the dashed and solid lines above 1 are obtained using event-driven simulation technique. In Figs. 17(a) , (b) and (c), the lines obtained through exact calculation and simulation connect with each other where the amplitude is exactly 1, which verifies the correctness of the simulation results. In Fig. 17(c) , where the dashed line below 1 reaches 1 at 0 excitation frequency, the closed loop starts to arise. It should be noted that Fig. 17(c) is in good agreement with Fig. 5 in that the response amplitudes at Ω = 0.6 match with each other and only one stable periodic solution exists for the given set of system parameters. Moreover, the peak amplitude at Ω = 0.9 in Fig. 17(d) is in good agreement with Fig. 13(a) . Therefore, the numerical results obtained through the event-driven algorithm and those through the LCP solver verify the validity of each other.
Approximation with a Modified Lindstedt-Poincaré Method
In what follows, as two discontinuous points arise and damping and excitation terms exist at the same time, a modified Lindstedt-Poincaré method [29] is adopted to solve Eq. (6). We first substituteμ = εµ,k = 1 − εk andF = εF into Eq. (6) so that the variable ε > 0 serves as a measure of the parameters' magnitude, and then Eq. (6) can be rewritten as
We then conduct a linear time transformation τ = Ωt in Eq. (38) and it becomes
where the prime symbol denotes differentiation with respect to τ .
It has been found that expanding Ω 2 other than Ω is important for adapting Lindstedt-Poincaré method to large parameters in ODEs, therefore Ω 2 is expanded as follows.
where ω n , n = 1, 2, · · · , are to be determined. Define a new parameter
such that
and hence
where δ n , n = 2, 3, · · · , are unknowns to be determined in the later secular term elimination steps. Substituting Eqs. (40), (42), and (43) into Eq. (39), we have
Assuming the solution of Eq. (44) can be expanded as
Substituting Eq. (45) into Eq. (44), then collecting the terms with the identical powers of α, one has
where δ(·) is the Dirac delta function. The solution to Eq. (46) is
where A 0 ≥ 1.
Substitution of Eq. (49) into Eq. (47) yields
Because H(A 0 cos(τ + ϕ 0 ) − 1) and H(−A 0 cos(τ + ϕ 0 ) − 1) are periodic function with circular frequency of 1, they can be expanded as the following Fourier series.
where a n = 2 sin nθ0 nπ , (n = 0, 1, 2, . . .) and θ 0 = arccos
Substitution of Eq. (51) and Eq. (52) into Eq. (50) gives
From Eq. (53), the necessary conditions of no secular term in x 1 are
When Eqs. (54) and (55) are satisfied, Eq. (53) reduces to
The particular solution to Eq. (56) is
where for any particular Ω, A 0 and ϕ 0 can be given by Eqs. (54) and (55). Thus, the first-order approximation of x is
based on Eq. (40) for the first-order L-P approximation. And finally, one has
Therefore, the modified L-P method gives an approximate periodic solution to Eq. (6) whenμ > 0 and F > 0, according to which the frequency-response curves are plotted and compared to those from numeric simulations in Fig. 17 .
Comparison and Analysis
It should be noted that for the results of the modified L-P method, a truncated version of Eq. (59) is used for plotting Fig. 17 . Eq. (59) is truncated so that the discarded terms will not have much influence on the shape of limit cycles.
It also should be mentioned that all the parameters are held the same for both the modified L-P method and numerical simulation for each figure; soμ = 0.05, andF = 2.0 for all the figures, whilek varies.
As seen from Fig. 17 , modified L-P results match satisfactorily within major part of the frequency range. Only for the small frequencies, frequency-response curves from the two methods differ. From Fig. 18 , limit cycles from the modified L-P results agree satisfactorily with the numerical simulations for the higher frequencies. While for lower frequencies, they have quite a big difference. The major reason is that for lower frequencies, the actual limit cycles, although are still centrally symmetric, are not axially symmetric any more, but the first-order modified L-P approximation does not include any sine terms that would otherwise break the axial symmetry. Only approximations with order higher than first include sine terms. The amplitudes of the limit cycles in Fig. 18 are in agreement with the frequency response curve in Fig. 17(a) .
It should be mentioned that all the numerical results in Figs. 9-18 are obtained through the algorithm based on a continuation method and an event-driven simulation technique.
Whenk is Positive
Although the analytical solution of piecewise linear dynamic system with negative stiffness is the primary motivation of the present work, it is worth mentioning that Eqs. (54)-(55) and (60) apply to piecewise linear systems with positive stiffnesses as well. In order to illustrate this, whenk is positive, the frequency-response curves are plotted and compared in Fig. 19 to those from numeric simulations based on the continuation method and the event-driven simulation technique. All the parameters are held the same for both modified L-P method and numerical simulation for each figure.F = 5.0 andμ = 0.2 for the figures in Fig. 19 , whilē k varies. As seen from Fig. 19 , numerical results and modified L-P results match perfectly well with each other.
CONCLUSIONS
Physical insights into a new piecewise linear system with initial negative stiffness followed by positive stiffness has been studied and its advantages in practical dynamic system design have been presented.
The existence of the negative stiffness reduces the peak restoring force at the cost of increasing the peak displacement. A combination of negative stiffness and large damping is found to effectively reduce the peak restoring force with slightly increased peak displacement, which can be useful in a dynamic system in reducing the force transmitted. The time histories and limit cycles from numerical simulations that support these conclusions are presented. The oscillations are found to converge to limit cycles around the two equilibrium points on the two sides due to the double-well potential. Initial negative stiffness followed by positive stiffness in this piecewise linear system and the resultant double-well potential play a central role in ensuring that the oscillations reach a limit cycle eventually. In this sense, the dynamic behavior of this piecewise linear system resembles that of a van der Pol oscillator with negative damping followed by positive damping.
An exact solution for the free vibration of the non-dimensionalized piecewise linear system with initial negative stiffness followed by positive stiffness is derived. The influence of the middle segment is found not to be significant when the response amplitude is very large. Free vibration of the piecewise linear system asymptotically approaches that of the purely linear system with non-dimensionalized stiffness one as the displacement amplitude goes to infinity. An algorithm implemented specifically for simulating piecewise linear systems is adopted to obtain frequency-response curves. The evolution of the frequency-response curve is investigated by increasing the magnitude of the stiffness ratiok in the non-dimensionalized piecewise linear system. A detached loop is found to arise as the magnitude of the stiffness ratio become large. The modified L-P solution is derived for the forced and damped case, which is found to agree satisfactorily with the numeric simulations, and is quite accurate whetherk is negative or positive.
With an appropriate choice of negative stiffness and large damping, the investigated piecewise linear system is useful for dynamic system design because the force transmitted can be reduced significantly. Different requirements of dynamic system design can be satisfied by choosing suitable combination of stiffness and damping.
The presented analysis is a special case study that requires further analytical work to make it more general, which is a subject of a future study.
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