The best constant in a generalized complex Clarkson inequality is Cp,q(C) = max{2 
The best constant in the complex case
We will look first at a generalized complex Clarkson inequality. The result is, in fact, known but our formulation of Theorem 1.1 and its proof will help to understand better the statement and the proof of the new result in Theorem 2.1 as well as the applications of both theorems presented in the third part of the paper. is C = C p,q (C) = max{2 1−1/p , 2 1/q , 2 1/q−1/p+1/2 }.
Clarkson [4] proved that C p,p (C) = 2 1/p for 1 ≤ p ≤ 2, where p is the conjugate exponent to the number p, that is, 1/p + 1/p = 1. Later on the best constants C p,q (C) for the remaining pairs of p and q such that 0 < p, q ≤ ∞ were found by Koskela [13] and Maligranda-Persson [17] .
We note that the best constant in (1.1) is also the norm of a non-positive operator given by the matrix T = P r o o f. We carry out the proof in three steps. First step. For 1 ≤ p ≤ 2 the following classical complex Clarkson inequality (see [4] ) holds:
Really, we can calculate the norm of the operator T in two easy cases:
max (|x + y|, |x − y|) = 1 and
Then, by the complex Riesz-Thorin interpolation theorem, T : l
is bounded with the norm
since p and q are defined by
The proof of these statements is standard. Third step. Combine the first two steps by considering special four cases for p and q:
The equalities hold in (I), (II) and (III a, b) for
As we see the classical complex Clarkson inequality (1.2) is an important estimate in the above proof. This estimate was of particular interest in a number of papers. After Clarkson paper [4] several different proofs of this inequality appeared in literature (cf. [18, pp. 534-558] , [19] and [20] ). All these proofs have in common that they first reduce the problem to one complex variable and then to real variables by different types of transformations.
As an example, let us assume, without loss of generality, that 0 < |b| ≤ |a| in (1.2). Dividing the both sides of (1.2) by |a| and denoting b/a by z we get
After replacing z by re iθ with 0 ≤ r ≤ 1 and 0 ≤ θ ≤ 2π the inequality (1.3) becomes
Now consider the function g r (θ) for a fixed r ∈ [0, 1] given by
Its derivative is 
and it only remains for us to prove (1.4) for θ = 0, that is
for all 0 ≤ x ≤ 1 and 1 < p < 2 (which is called real Clarkson inequality).
Probably the shortest and the simplest among all other proofs of inequality (1.5) is one due to Friedrichs [5] . The shortness of this proof is based on the consideration of the following function
Remark 1.2
The proof using the complex Riesz-Thorin interpolation theorem gives possibility to do some generalizations of the classical complex Clarkson inequality to the higher dimensions (see [9] - [11] , [17] and [24] ).
The best constant in the real case
Now, we consider a generalized real Clarkson inequality:
The problem is how to compute the best constant C = C p,q (R) in this inequality for all 0 < p, q ≤ ∞. As in the case of generalized complex Clarkson inequality (1.1) the best constant is also the norm of the operator T but acting now between real two-dimensional spaces l
is decreasing on [0, 1] since its derivative
is strictly less than zero and thus
In the case 1 < q < 2 < p < ∞ we will prove in the next theorem that there exists a unique x 0 ∈ (0, 1) at which F has its maximum. Moreover, we will see that 
acting between real spaces and the norm of its natural complexification
acting between complex spaces are the same T p,q = T C p,q if and only if p ≤ q (see [6] , [16] and [22] ). In two-dimensional case, i.e., when [6] , [16] and [23] ).
Theorem 2.3 For all
where
P r o o f. Using standard calculus we find the maximum of the function F which is also the best constant in the generalized real Clarkson inequality (2.1). Since 4) it follows that the derivative F (x) is equal to zero on (0, 1) if and only if
. Then, for x which satisfies (2.5) we have
With help of the following auxiliary lemma we find that there exists a unique solution x 0 (p, q) ∈ (0, 1) of (2.6) and therefore (2.5). Note that clearly 0 and 1 satisfies (2.5).
Lemma 2.4 For g(x)
is strictly increasing on the interval (0, 1) and h((0, 1)) = (0, 1). P r o o f. First we show that the function h(x) has positive derivative on (0, 1). Indeed,
where g (
Thus,
Using the Taylor expansion we get
2k + 1
Now, in order to prove that h (x) > 0 for all x ∈ (0, 1) and 2 < p < ∞ it is sufficient to show that the numerator in (2.7) is positive for all such x and p. To do this we consider the function
We note that
is strictly decreasing on (0, 1) since for p ∈ (2, ∞)
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Thus, all functions φ k (x) are positive which clearly implies that φ(x) > 0 and therefore h (x) > 0 for all required x and p, i.e., the function h(x) is strictly increasing on (0, 1). It remains to show that h((0, 1)) = (0, 1). For p ∈ (2, ∞) and x ∈ (0, 1) we have that x p−1 < x and since g(x) is decreasing and negative on (0, 1), then 0 < h(x) = g(x p−1 )/g(x) < 1. Moreover, using de l'Hospital rule we calculate the following limits
All together implies that the image of (0, 1) by h is (0, 1), i.e., h((0, 1)) = (0, 1). Now we continue our proof of Theorem 2.3. Since h(x) is strictly increasing on (0, 1) and h((0, 1)) = (0, 1) as was established in Lemma 2.4, then for all p ∈ (2, ∞) and q ∈ (1, 2) there exists a unique x 0 = x 0 (p, q) ∈ (0, 1) such that h(x 0 ) = q − 1 and thus F (x 0 ) is the extreme value of F (x). Moreover, x 0 is the point of maximum of F (x).
Namely, by (2.5) the derivative F (x) defined by (2.4) has the same sign as the expression f (
Therefore, both u(x) and v(x) are decreasing on (0, 1), u (0) = 0 and
is increasing at this neighborhood. Thus, x 0 is the point of maximum of F (x) for p ∈ (2, ∞) and q ∈ (1, 2).
It remains for us to show that max 2
is strictly increasing on [0, x 0 ] and strictly decreasing on [x 0 , 1] for 1 < q < 2 < p < ∞, then
On the other hand, using strict convexity of the functions u 2/q and u p/2 we obtain for x ∈ (0, 1)
Theorem 2.3 only shows the existence of a point inside the interval (0, 1) at which the function F (x) given by (2.3) has its maximum. But it is even more interesting to find this point and as a consequence to obtain the best constant in the generalized real Clarkson inequality for 1 < q < 2 < p < ∞. It turns out that it is difficult, if even possible, to solve the problem for all such p and q. We consider only the case when q = p .
As it was established in Theorem 2.3, the point of maximum of F (x) is then defined by
Denoting f (x) = (1 − x)/(1 + x), we rewrite this equality in the form u(
and thus the point of maximum of F (x) is also defined by f (x p−1 ) = x which is equivalent to the equation
If we denote the root of (2.8) by x 0 , then max {F (x) : x ∈ (0, 1)} = F (x 0 ) and thus the best constant in the generalized real Clarkson inequality for 2 < p < ∞ will be
We could find the exact expression for this constant when p = 3, 4, 8 and compare it with the constant C p,p (C). Thus, in the case when p = 3 Equation (2.8) becomes cubic with the real root
After substitution of this expression into (2.9) we get C 3, (R) (p = 4) is connected to the real root of the equation
which is x 0 = ( √ 5 − 1)/2 ∈ (0, 1) and therefore C 4, (R) = 2/ √ 3 ≈ 1.154. When p = 8 the real root of the equation
can be found from x 3 + x 2 − 1 = 0 and is equal to For the remaining values of p ∈ (2, ∞) we could not calculate exactly the constants C p,p (R) but we noticed that (2.8) can be solved for p:
Now, taking arbitrary value of x ∈ [ √ 2 − 1, 1) we find the corresponding value p and therefore by (2.9) we can calculate the constant C p,p (R) for this particular p. The left end of the interval is determined by putting p = 2 in (2.10) and solving this for x (limit case). It is also worth to note that the function p(x) is increasing on [ √ 2−1, 1). Indeed, its derivative
For example, if we take x = 1/2, then p = 1 + log 2 3 ≈ 2.584, Krivine [14] ).
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We show how the generalized Clarkson inequalities can be used in calculation of the norm of a certain operator as well as in the proof of the (p, q)-Clarkson inequalities in Lebesgue spaces, mixed norm spaces and in normed spaces.
As an application of Theorems 1.1 and 2.1 we calculate the norm of this operator acting between complex and real spaces.
depending if the spaces are real or complex.
P r o o f. First, by Theorems 1.1, 2.1 (substituting a = x + y and b = x − y for x, y ∈ R or x, y ∈ C)
Thus, in the case p < q the operator T is unbounded, since otherwise we obtain that 
where C p,q = C p,q (R) in the real case and C p,q = C p,q (C) in the complex case.
To verify that equality may occur in (3.1) we can take a pair (u, v) of numbers from Theorem 1.1 and Theorem 2.3 (in the case 1 < q < 2 < p < ∞ we take x 0 = v/u) at which the generalized Clarkson inequalities become equalities and consider the following function
The main application of the classical complex Clarkson inequality (1.2) was for Clarkson [4] to prove that for 1 < p < ∞ L p -spaces are uniformly convex and to find the lower estimates of the modulus of uniform convexity defined by him in [4] . A normed space (X, · ) is said to be uniformly convex if for every 0 < ε ≤ 2 there exists δ = δ(ε) > 0 such that for all x, y ∈ X with x = y = 1 and x − y ≥ ε it follows that
is called the modulus of uniform convexity of X. Clearly, a normed space X is uniformly convex if δ X (ε) > 0 for all 0 < ε ≤ 2.
Using inequality (1.2) Clarkson proved two inequalities, one for 1 < p ≤ 2 and the other for 2 ≤ p < ∞, which can be written in one formula (see e.g. [3, p. 21] ): if 1 < p < ∞ and r = max{p, p }, then
8 ε 2 was found by Hanner [7] and Kadec [8] .
Later on Boas [2] obtained, by the Riesz convexity theorem, the following result:
µ). Koskela [13] removed the restrictions on p, q and r and proved for 0 < p, q, r < ∞ the inequality
where t = min{p, q , r, r } with the convention that the conjugate exponent to a number is omitted if the number is not bigger than one. Moreover, if dim L r (µ) ≥ 2 then there exist functions x, y ∈ L r (µ) for which the equality in (3.3) holds. For convenience we call inequality (3.3) the (p, q)-Clarkson inequality in L r (µ). Let us note that the generalized complex Clarkson inequality (1.1) can also be written in the form
where t = min{p, q , 2}, i.e., the sharp constants in (1.1) and (3.4) are the same. Obviously, the constant in (3.4) is not bigger than that in (3.3). At the same time this constant is the best constant in the generalized Clarkson inequality in real or complex Hilbert space (H, · ) (put · instead of | · | in (3.4) and take a, b ∈ H). The latter can be proved by using arguments similar to those we used in Theorem 1.1.
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Some results on a generalization of (3.3) to the mixed norm spaces were obtained by Boas [2] , Koskela [13] and Sobolev [21] and this work was continued by Kato-Miyazaki [9] and Kato-Miyazaki-Takahashi [10] , [11] . In contrast with the proofs presented in [9] , [10] and [12] , where the interpolation techniques were used, our proof of the (p, q)-Clarkson inequality in the mixed norm spaces will only rely on the Jensen, Minkowski and (p, q)-Clarkson inequalities in L r (µ) spaces. We will also complete the chain of generalizations of the (p, q)-Clarkson inequality to the mixed norm spaces.
Let P r o o f. We prove the inequality for real positive numbers p, q, r and s. Simple modification of this proof establishes that inequality (3.5) also holds when some of these numbers are equal to infinity. 
