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Abstract
In this paper, we develop efficient methods for the computation of low multilinear rank
approximations of tensors based on randomized algorithms. Combining the random projection
with the singular value decomposition, the rank-revealing QR decomposition and the rank-
revealing LU factorization, respectively, we obtain three randomized algorithms for computing
the low multilinear rank approximations. Based on the singular values of sub-Gaussian matrices,
we derive the error bounds for each algorithm with probability. We illustrate the proposed
algorithms via several numerical examples.
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1
1 Introduction
An increasing number of applications, such as in chemometrics, signal processing and high
order statistics [9, 10, 11, 29, 54], involve the manipulation of quantities with elements addressed
by more than two indices. In the literature these higher-order equivalents of vectors (first-order)
and matrices (second-order) are called higher-order tensors, multidimensional matrices, or multiway
arrays.
The symbol A ∈ RI1×I2×I3 represents a 3-dimensional array of real numbers with entries given
by ai1i2i3 ∈ R for all in = 1, 2, . . . , In and n = 1, 2, 3. For notational simplicity, we illustrate our
results using third-order tensors whenever generalizations to higher-order cases are straightforward.
Subtle differences will be mentioned when they exist.
In this paper, we consider the low multilinear rank approximation of a tensor, which is defined
as follows.
Problem 1.1. Suppose that A ∈ RI1×I2×I3. The goal is to require three column full rank matrices
Q(n) ∈ RIn×µn with µn ≤ In, such that
ai1i2i3 ≈
I1,I2,I3∑
j1,j2,j3=1
aj1j2j3p
(1)
i1j1
p
(2)
i2j2
p
(3)
i3j3
,
where P(n) = Q(n)(Q(n))† ∈ RIn×In is a projected matrix.
When all the matrices Qn are columnwise orthogonal, Problem 1.1 can be solved using a num-
ber of recently developed algorithms, such as higher-order orthogonal iteration [13], the Newton-
Grassmann method [18], the Riemannian trust-region method [28], the Quasi-Newton method [46],
semi-definite programming (SDP) [36], and Lanczos-type iteration [22, 45]. The readers can refer
to two surveys [24, 29] for relevant information. When the columns of each Qn are extracted from
the mode-n unfolding matrix A(n), then, the solution of Problem 1.1 is called as the CUR-type
decomposition of A, which can be obtained using different versions of the cross approximation
method. We can refer to [5, 16, 23, 34, 38, 39] for more details about a CUR-type decomposition of
tensors. On the other hand, for Problem 1.1, when we restrict the entries of the tensor A and the
matrices Qn to be nonnegative and allow the matrices Qn to be not columnwise orthogonal, the
solution of Problem 1.1 is sometimes called a nonnegative Tucker decomposition [19, 58, 59, 61].
Low-rank matrix approximations, such as the truncated singular value decomposition [21, page
291] and the rank-revealing QR decomposition [6], play a central role in data analysis and scientific
computing. Halko, Rohwedder, and Tropp [26] present a modular framework to construct ran-
domized algorithms for computing partial matrix decompositions. We can refer to three surveys
[17, 33, 56] for more results about the randomized algorithms for the low rank matrix approxima-
tions.
Randomized algorithms have recently been applied to tensor decompositions. Drineas and
Mahoney [16] presented and analyzed randomized algorithms for computing the CUR-type decom-
position of a tensor, which can be viewed as the generalization of the Linear-Time-SVD algorithm
[15] and the Fast-Approximate-SVD algorithm [14] for the low rank approximations of matrices to
tensors, which were originally for matrices. Battaglino et al. [2] extended randomized least squares
methods to tensors and show the workload of CANDECOMP/PARAFAC-ALS can be drastically
reduced without sacrifice in quality. Vervliet and De Lathauwer [53] presented the randomized
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block sampling canonical polyadic decomposition method, which combines increasingly popular
ideas from randomization and stochastic optimization to tackle the computational problems.
Zhou et al. [60] proposed a distributed randomized Tucker decomposition for arbitrarily big
tensors but with relatively low multilinear rank. Che and Wei [8] designed adaptive randomized
algorithms for computing the low multilinear rank approximation of tensors and the approximate
tensor train decomposition. More results about this topic can be found in [3, 37, 50] and their
references.
As shown in [8, 60], comparison with the deterministic algorithms for low multilinear rank
approximations, randomized algorithms are often faster and more robust. On the other hand, the
algorithms in [8, 60] still have some deficiencies. Hence, the main work in this paper is to design
more effective randomized algorithms for the computation of low multilinear rank approximations
of tensors.
Our proposed algorithms can be divided into two stages. Suppose that A ∈ RI1×I2×I3 . In
the first stage, for each n, the Kronecker product of two standard Gaussian matrices of suitable
dimensions are applied to the mode-n unfolding of A, which is an In×
∏3
m=1,m6=n Lm matrix Bn,(n).
In the second stage, we use a basic matrix decomposition, such as singular value decomposition
(SVD), the rank-revealing QR decomposition (RRQR) and the rank-revealing LU factorization
(RRLU), to obtain a full column rank matrix, satisfying the requirement that the column space of
the matrix can be used to approximate Bn,(n). Note that Algorithm 4.1 with “FactType”=“SVD”
and “FactType”=“RRLU” can be viewed as the generalization of the core idea of the randomized
algorithm in [35] and Algorithm 4.1 in [47] with N > 2, respectively. As shown in Section 6,
in terms of CPU times, the proposed algorithms are faster than the existed algorithms for low
multilinear rank approximations; and in terms of RLNE, the proposed algorithms are sometimes
less than the existed algorithms.
1.1 Notations and organizations
Throughout this paper, we assume that I, J , and N denote the index upper bounds, unless
stated otherwise. We use lower case letters x, u, v, . . . for scalars, lower case bold letters x,u,v, . . .
for vectors, bold capital letters A,B,C, . . . for matrices, and calligraphic letters A,B, C, . . . for
tensors. This notation is consistently used for lower-order parts of a given structure. For example,
the entry with row index i and column index j in a matrix A, i.e., (A)ij , is represented as aij (also
(x)i = xi and (A)i1i2i3 = ai1i2i3).
For a vector x ∈ RI we use ‖x‖2 and x⊤ to denote its 2-norm and transpose, respectively.
0 denotes the zero vector in RI . We use A ⊗ B to denote the Kronecker product of matrices
A ∈ RI×J and B ∈ RK×L. We use A⊙B to denote the KhatriRao product of matrices A ∈ RI×L
and B ∈ RJ×L. A† represents the Moore-Penrose pseudoinverse of A ∈ RI×J .
The rest of our paper is organized as follows. In Section 2, we introduce basic tensor algebra,
such as, tensor operation, RRQR, RRLU and singular values of general and random matrices. We
present the higher-order singular value decomposition and higher-order orthogonal iteration for the
low multilinear rank approximation in Section 3. The randomized algorithms for the low multilinear
rank approximation are presented in Section 4. In the same section, we also analyze probabilistic
error bounds and computational complexity of these three algorithms. The probabilistic error
bounds are analyzed in Section 5. We illustrate our algorithms via numerical examples in Section
6. We conclude this paper and discuss future research topics in Section 7.
3
2 Preliminaries
2.1 Basic definitions
We review the basic notations and concepts involving tensors which will be used in this paper.
The mode-n product [10, 29] of a real tensor A ∈ RI1×I2×I3 by a matrix B ∈ RJ×In , denoted by
C = A×n B:
n = 1 : cji2i3 =
I1∑
i1=1
ai1i2i3bji1 ; n = 2 : ci1ji3 =
I2∑
i2=1
ai1i2i3bji2 ; n = 3 : ci1i2j =
I3∑
i3=1
ai1i2i3bji3 .
For any given tensor A ∈ RI1×I2×I3 and three matrices F ∈ RJn×In , G ∈ RJm×Im and H ∈
R
J ′
n
×Jn , one has [29]
(A×n F)×mG = (A×mG)×n F = A×n F×mG,
(A×n F)×nH = A×n (H · F),
where ‘·’ represents the multiplication of two matrices with appropriate sizes.
Scalar products and the Frobenius norm of a tensor are extensions of respective definitions from
a matrix to a tensor of an arbitrary order [12, 29]. For two tensors A,B ∈ RI1×I2×I3 , the Frobenius
norm of a tensor A is given by ‖A‖F =
√〈A,A〉 and the scalar product 〈A,B〉 is defined as [12],
〈A,B〉 =
I1,I2,I3∑
i1,i2,i3=1
ai1i2i3bi1i2i3 .
Generally speaking, the mode-n unfolding matrix of a third-order tensor can be understood
as the process of the construction of a matrix containing all the mode-n vectors of the tensor.
The order of the columns is not unique and the unfolding matrix of A ∈ RI1×I2×I3 , denoted by
A(n), arranges the mode-n fibers into columns of this matrix. More specifically, a tensor element
(i1, i2, i3) maps on a matrix element (in, j), where
n = 1 : j = i2 + (i3 − 1)I2; n = 2 : j = i1 + (i3 − 1)I1; n = 3 : j = i1 + (i2 − 1)I1.
2.2 Rank revealing QR (RRQR)
For a given A ∈ RI×J with I ≥ J , QR factorization with column pivoting makes use of a column
pivoting strategy [20] to determine a permutation matrix P ∈ RJ×J such that AP = QR is the
QR factorization of AP, with Q ∈ RI×J being columnwise orthogonal and the upper triangular
matrix R ∈ RJ×J partitioned as
R =
(
R11 R12
0(J−K)×K R22
)
where R11 ∈ RK×K and R22 ∈ R(J−K)×(J−K) is small in norm.
The QR factorization ofAP, where P ∈ RJ×J is a permutation matrix chosen to yield a “small”
R22, is referred to as the rank-revealing QR (RRQR) factorization of A [6]. The definition of the
RRQR factorization is given below.
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Definition 2.1. ([4, Definition 2]) For a matrix A ∈ RI×J and an integer K such that I ≥ J
and 1 ≤ K ≤ J , assume that there exists a permutation matrix P ∈ RJ×J such that
AP = QR = Q
(
R11 R12
0(J−K)×K R22
)
(2.1)
holds, where Q ∈ RI×J is columnwise orthogonal and R11 ∈ RK×K is upper triangular. The above
factorization is called a RRQR factorization if it satisfies
σK(A)
p1(K,J)
≤ σmin(R11) ≤ σK(A),
σK+1(A) ≤ ‖R22‖2 ≤ p2(K,J)σK+1(A),
where p1(K,J) and p2(K,J) are functions bounded by low degree polynomials in K and J .
Most researchers improved RRQR factorizations by focusing on improving the functions p1(K,J)
and p2(K,J) in Definition 2.1. We recommend [6, 7, 20, 25, 27, 41, 49] and their references for
different expressions of p1(K,J) and p2(K,J) (see Table 2 in [4]). To be specific, the following
theorem is adapted from [7, 25, 27].
Theorem 2.1. For a matrix A ∈ RI×J and an integer K such that I ≥ J and 1 ≤ K < J ,
there exists a permutation matrix P ∈ RJ×J such that (2.1) holds, where σmin(R11) and ‖R22‖2
are bounded by
σK(A) ≥ σmin(R11) ≥ 1/
√
K(J −K) + 1σK(A),
σK+1(A) ≤ ‖R22‖2 ≤
√
K(J −K) + 1σK+1(A).
Based on Theorem 2.1, we have the following definition.
Definition 2.2. (RRQR K Approximation denoted RRQRK) Given a RRQR factorization
of a matrix A ∈ RI×J with I ≥ J and an integer K, as in (2.1), such that AP = QR, where
P ∈ RJ×J is a permutation matrix, the RRQR rank K approximation is defined by taking K
columns from Q and K rows from R such that
RRQRK(AP) = Q(:, 1 : K)
(
R11 R12
)
, (2.2)
where Q, R11, R12 and P are defined in (2.1).
Lemma 2.1. (RRQR Approximation Error) The error of the RRQRK approximation of A is
‖AP− RRQRK(AP)‖2 ≤
√
K(J −K) + 1σK+1(A).
Proof. The proof follows from directly from (2.1) and (2.2).
2.3 Rank revealing LU (RRLU)
The following theorem is adopted from [40, Theorem 1.2]:
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Theorem 2.2. Let A ∈ RI×J with I ≥ J . Given an integer 1 ≤ R < J , the following factorization
PAQ =
(
L11 0R×(I−R)
L21 II−R
)(
U11 U12
0(J−R)×R U22
)
(2.3)
holds, where L11 ∈ RR×R is a unit lower triangular matrix, U11 ∈ RR×R is upper triangular,
P ∈ RI×I and Q ∈ RJ×J are orthogonal permutation matrices. Let σ1(A) ≥ · · · ≥ σJ(A) ≥ 0, then
σR(A) ≥ σmin(L11U11) ≥ σR(A)
R(J −R) + 1 ,
σR+1(A) ≤ ‖U22‖2 ≤ (R(J −R) + 1)σR+1(A).
This is called RRLU decomposition. Based on Theorem 2.2, we have the following definition.
Definition 2.3. (RRLU R Approximation denoted RRLUR [47, Definition 3.1]) Given a
RRLU decomposition (Theorem 2.2) of a matrix A ∈ RI×J with I ≥ J and an integer R, as in
(2.3), such that PAQ = LU. The RRLU rank R approximation is defined by taking R columns
from L and R rows from U such that
RRLUR(PAQ) =
(
L11
L21
)(
U11 U12
)
,
where L11, L21, U11, U12, P and Q are defined in Theorem 2.2.
Lemma 2.2. (RRLU Approximation Error [47, Lemma 3.2]) The error of the RRLUR
approximation of A is
‖PAQ − RRLUR(PAQ)‖2 ≤ (R(J −R) + 1)σR+1(A).
2.4 Singular values of random matrices
We first introduce the definition of the sub-Gaussian random variable. Sub-Gaussian variables
are an important class of random variables that have strong tail decay properties.
Definition 2.4. ([47, Definition 3.2]) A real valued random variable X is called sub-Gaussian if
there exist b > 0 such that for all t > 0 we have E(etX) ≤ eb2t2/2. A random variable X is centered
if E(X) = 0.
We review several results adapted from [31, 42] about random matrices whose entries are sub-
Gaussian. We focus on the case where A is an I × J matrix with J > (1 + 1/ ln(I))I. Similar
results can be found in [32] for the square and almost square matrices.
Definition 2.5. Assume that µ ≥ 1, a1 > 0 and a2 > 0. The set A(µ, a1, a2, I, J) consists of
all I × J random matrices A whose entries are the centered independent identically distributed
real valued random variables satisfying the following conditions: (a) moments: E(|aij|3) ≤ µ3; (b)
norm: P(‖A‖2 > a1
√
J) ≤ e−a2J ; (c) variance: E(|aij |2) ≤ 1.
It is shown in [31] that if A is sub-Gaussian, then A ∈ A(µ, a1, a2, I, J). For a Gaussian matrix
with zero mean and unit variance, we have µ = (4/
√
2pi)1/3. Theorems 2.3 and 2.4 are taken from
Section 2 in [31].
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Theorem 2.3. ([31]) Suppose that A ∈ RI×J is sub-Gaussian with I ≤ J , µ ≥ 1 and a2 > 0.
Then
P(‖A‖2 > a1
√
J) ≤ e−a2J
where a1 = 6µ
√
a2 + 4.
Theorem 2.3 provides an upper bound for the largest singular value that depends on the desired
probability. Theorem 2.4 is used to bound from the upper below the smallest singular value of a
random sub-Gaussian matrices.
Theorem 2.4. ([31]) Let µ ≥ 1, a1 > 0 and a2 > 0. Suppose that A ∈ A(µ, a1, a2, I, J) with
J > (1 + 1/ ln(I))I. Then, there exist positive constants c1 and c2 such that
P(σI(A) ≤ c1
√
J) ≤ e−J + e−c′′J/(2µ6) + e−a2J ≤ e−c2J .
Remark 2.1. For Theorem 2.4, the exact values of constants c1, c2 and c
′′ are discussed in [47].
3 HOSVD and HOOI
A Tucker decomposition [51] of a tensor A ∈ RI1×I2×I3 is defined as
A ≈ G ×1 U(1) ×2 U(2) ×3 U(3), (3.1)
where U(n) ∈ RIn×Rn are called the mode-n factor matrices and G ∈ RR1×R2×R3 is called the core
tensor of the decomposition with the set {R1, R2, R3}.
The Tucker decomposition is closely related to the mode-n unfolding matrix A(n) with n =
1, 2, 3. In particular, the relation (3.1) implies
A(1) ≈ U(1)G(1)(U(2) ⊗U(3))⊤; A(2) ≈ U(2)G(2)(U(1) ⊗U(3))⊤; A(3) ≈ U(3)G(3)(U(1) ⊗U(2))⊤.
It follows that the rank of A(n) is less than or equal to Rn, as the mode-n factor U
(n) ∈ RIn×Rn
at most has rank Rn. This motivates us to define the multilinear rank of A as the tuple {R1, R2, R3},
where the rank of A(n) is equal to Rn.
By applying the singular value decomposition (SVD) to A(n) with n = 1, 2, 3, we obtain a
special form of the Tucker decomposition of a given tensor, which is referred to as the higher-order
singular value decomposition (HOSVD) [12].
When Rn < rank(A(n)) for one or more n, the decomposition is called the truncated HOSVD.
Note that the truncated HOSVD is not optimal in terms of giving the best fitting as measured by
the Frobenius norm of the difference, but it is used to initialize iterative algorithms to compute the
best approximation of a specified multilinear rank [13, 18, 28, 46]. With respect to the Frobenius
norm of tensors, the low multilinear rank approximation of A can be rewritten as the optimization
problem
min
G,U(1),U(2),U(3)
∥∥∥A− G ×1 U(1) ×2 U(2) ×3 U(3)∥∥∥2
F
,
subject to G ∈ RR1×R2×R3 ,
U(n) ∈ RIn×Rn is columnwise orthogonal.
If U
(n)
∗ is a solution of the above maximization problem, then we call A×1P(1) ×2P(2) ×3P(3)
as a low multilinear rank approximation of A, where P(n) = U(n)∗ (U(n)∗ )⊤.
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4 The proposed algorithm and its analysis
In this section, we present our randomized algorithm for the low multilinear rank approximations
of tensors, summarized in Algorithm 4.1. We also give a slight modification of Algorithm 4.1 to
reduce the computational complexity of Algorithm 4.1.
4.1 Framework for the algorithm
For each n, Algorithm 4.1 begins by projecting the mode-n unfolding of the input tensor on
the Kronecker product of random matrices. The result matrix captures most of the range of the
mode-n unfolding of the tensor. Then we compute a basis for this matrix by Lemma 5.3, RRQR
or RRLU, respectively. Finally, we project the input tensor on it.
Algorithm 4.1 The proposed randomized algorithm for low multilinear rank approximations with
N = 3
Input: A tensor A ∈ RI1×I2×I3 to decompose, the desired multilinear rank {µ1, µ2, µ3}, L1L2 ≥
µ3 +K, L1L3 ≥ µ2 + K, L2L3 ≥ µ1 +K number of columns to use and a character variable
“FactType”, where K is a oversampling parameter.
Output: Three matrices Qn such that ‖A ×1 (Q1Q†1) ×2 (Q2Q†2) ×3 (Q3Q†3) − A‖F ≤∑3
n=1O(∆µn+1(A(n))), where Qn ∈ RIn×µn has full column rank for all n = 1, 2, 3.
1: Form six real matrices Gn,m ∈ RLm×Im whose entries are independent and identically dis-
tributed (i.i.d.) Gaussian random variables of zero mean and unit variance, wherem,n = 1, 2, 3
and m 6= n.
2: Compute three product tensors
B1 = A×2 G1,2 ×3 G1,3, B2 = A×1 G2,1 ×3 G2,3, B3 = A×1 G3,1 ×3 G3,2.
3: Form the mode-n unfolding Bn,(n) of each tensor Bn.
4: if “FactType”=“SVD” then
5: For each Bn,(n), find a real In×µn matrix Q whose columns are columnwise orthogonal, such
that there exists a real µn ×
∏3
m=1,m6=n Lm matrix Sn for which
‖QSn −Bn,(n)‖2 ≤ σµn+1(Bn,(n)),
where σµn+1(Bn,(n)) is the (µn + 1)st greatest singular value of Bn,(n).
6: else if “FactType”=“RRQR” then
7: Apply RRQR decomposition to Bn,(n) such that Bn,(n)Pn = QR.
8: else if “FactType”=“RRLU” then
9: Apply RRLU decomposition to Bn,(n) such that PnBn,(n)Q˜ = LU and set Q = L.
10: end if
11: Set Qn := Q(:, 1 : µn) for all n = 1, 2, 3.
Remark 4.1. Note that for the cases of “FactType”=“SVD” and “FactType”=“RRQR”, Q†n =
Q⊤n , where all the matrices Qn are obtained from Algorithm 4.1.
In Algorithm 4.1, we use the computer science interpretation of O(·) to refer to the class of
functions whose growth is bounded and below up to a constant.
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Suppose that all the matrices Qn ∈ RIn×µn are derived from Algorithm 4.1, then we have
A−A×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3Q†3) = A−A×1 (Q1Q†1) +A×1 (Q1Q†1)
−A×1 (Q1Q†1)×2 (Q2Q†2) +A×1 (Q1Q†1)×2 (Q2Q†2)
−A×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3U†3).
(4.1)
According to (4.1), we have
∥∥∥A−A×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3Q†3)∥∥∥2
F
≤
3∑
n=1
∥∥∥A−A×n (QnQ†n)∥∥∥2
F
. (4.2)
The result relies on the orthogonality of the projector in the Frobenius norm [52], i.e., for any
n = 1, 2, 3,
‖A‖2F =
∥∥∥A×n (UnU⊤n )∥∥∥2
F
+
∥∥∥A×n (IIn −UnU⊤n )∥∥∥2
F
,
and the fact that ‖AP‖F ≤ ‖A‖F with A ∈ RI×J , where the orthogonal projection P satisfies [21]
P2 = P, P⊤ = P, P ∈ RJ×J .
Hence, when obtaining the error bound of ‖A − A ×n (QnQ†n)‖2F , we present an error bound for
Algorithm 4.1, summarized in the following theorem.
Theorem 4.1. Suppose that I1 ≤ I2I3, I2 ≤ I1I3 and I3 ≤ I1I2. Let µ1, L2 and L3 be integers
such that (1 + 1/ ln(µ1))µ1 < L2L3 < min(I1, I2I3). Let µ2, L1 and L3 be integers such that
(1+1/ ln(µ2))µ2 < L1L3 < min(I1, I2I3). Let µ3, L1 and L2 be integers such that (1+1/ ln(µ3))µ3 <
L1L2 < min(I3, I1I2). For each n, we define am, a
′
m, cm, and c
′
m as in Theorems 2.3 and 2.4 with
m = 1, 2, 3.
For a given tensor A ∈ RI1×I2×I3, three full column rank matrices Qn are obtained by Algorithm
4.1. Then ∥∥∥A−A×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3Q†3)∥∥∥
F
≤ 2
3∑
n=1
Cn∆µn+1(A(n)) (4.3)
with probability at least
1−
(
e−c
′
1L2L3 + e−c
′
2L1L3 + e−c
′
3L1L2 + e−a
′
1I2I3 + e−a
′
2I1I3 + e−a
′
3I1I2
)
,
where for “FactType”=“SVD”, C1, C2 and C3 are given by
C1 =
√
a21I2I3
c212L2L3
+ 1 +
√
a21I2I3
c21L2L3
,
C2 =
√
a22I1I3
c22L1L3
+ 1 +
√
a22I1I3
c22L1L3
,
C3 =
√
a23I1I2
c23L1L2
+ 1 +
√
a23I1I2
c23L1L2
;
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for “FactType”=“RRQR”, C1, C2 and C3 are given by
C1 =
√
a21I2I3
c21L2L3
+ 1 +
√
I1(µ1(I1 − µ1) + 1)
√
a21I2I3
c21L2L3
,
C2 =
√
a22I1I3
c22L1L3
+ 1 +
√
I2(µ2(I2 − µ2) + 1)
√
a22I1I3
c22L1L3
,
C3 =
√
a23I1I2
c23L1L2
+ 1 +
√
I3(µ3(I3 − µ3) + 1)
√
a23I1I2
c23L1L2
;
and for “FactType”=“RRLU”, C1, C2 and C3 are given by
C1 =
√
a21I2I3
c21L2L3
+ 1 +
√
I1(µ1(I1 − µ1) + 1)
√
a21I2I3
c21L2L3
,
C2 =
√
a22I1I3
c22L1L3
+ 1 +
√
I2(µ2(I2 − µ2) + 1)
√
a22I1I3
c22L1L3
,
C3 =
√
a23I1I2
c23L1L2
+ 1 +
√
I3(µ3(I3 − µ3) + 1)
√
a23I1I2
c23L1L2
.
Remark 4.2. Note that for the case of “FactType”=“RRLU”, (4.3) can be rewritten as
∥∥∥A˜ − A˜ ×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3Q†3)∥∥∥
F
≤ 2
3∑
n=1
Cn∆µn+1(A(n)),
with A˜ = A ×1 P1 ×2 P2 ×3 P3, where all the matrices Pn are derived from Step 9 in Algorithm
4.1.
Suppose that A(1) ∈ RI1×I2I3 is the mode-1 unfolding of A ∈ RI1×I2×I3 . Let A(1) = UΣV⊤
be the singular value decomposition of A(1), where U ∈ RI1×I1 and V ∈ RI2I3×I2I3 are orthogonal
and Σ ∈ RI1×I2I3 is diagonal with positive diagonal elements. If B = A×1Q1×2Q2×3Q3, where
Qn ∈ RIn×In are orthogonal with n = 1, 2, 3, then we have
B(1) = (Q1U)Σ(V(Q3 ⊗Q2))⊤,
where B(1) is the mode-1 unfolding of B. It implies that the singular values of B(1) are the same
as that of A(1). Similarly, the singular values of the mode-n unfolding of A are the same as that of
the mode-n unfolding of B with n = 1, 2, 3. Thus, the upper bound in Theorem 4.1 is orthogonal
invariant.
For the case of n = 1, we set L2L3 ≥ µ1+K in Algorithm 4.1 and min(I1, I2I3) > L2L3 > (1+
1/ ln(µ1))µ1 in Theorem 4.1. Hence, we set L2L3 is the smallest positive integer such that L2L3 ≥
µ1+K and min(I1, I2I3) > L2L3 > (1+ 1/ ln(µ1))µ1. Let M = max(µ1+K, (1 + 1/ ln(µ1))µ1). In
practice, we set L2 = ceil(
√
M) and L2 = round(
√
M), where for x ∈ R, ceil(x) rounds the value
of x to the nearest integer towards plus infinity and round(x) rounds the value of x to the nearest
integer.
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In practice, in order to reduce the computational complexity of Algorithm 4.1, similar to Al-
gorithm 3.2 in [52], a slight modification of Algorithm 4.1 is summarized in Algorithm 4.2. Based
on (4.1) and the fact ‖AQ‖F ≤ ‖A‖F for A ∈ RI×J and any columnwise orthogonal matrix
Q ∈ RJ×K (K ≤ J), the temporary tensor C in Algorithm 4.2 is updated for each n.
Algorithm 4.2 A slight modification of Algorithm 4.1
Input: A tensor A ∈ RI1×I2×I3 to decompose, the desired multilinear rank {µ1, µ2, µ3}, L1L2 ≥
µ3 +K, L1L3 ≥ µ2 +K, L2L3 ≥ µ1 +K number of columns to use, a processing order p ∈ S3
and a character variable “FactType”, where K is a oversampling parameter.
Output: Three matrices Qn such that ‖A ×1 (Q1Q†1) ×2 (Q2Q†2) ×3 (Q3Q†3) − A‖F ≤∑3
n=1O(∆µn+1(A(n))), where Qn ∈ RIn×µn has full column rank for all n = 1, 2, 3.
1: Set the temporary tensor: C = A.
2: for n = p1, p2, p3 do
3: Form two real matrices Gn,m ∈ RLm×Im whose entries are i.i.d. Gaussian random variables
of zero mean and unit variance, where m = 1, 2, 3 and m 6= n.
4: Compute the product tensor
Bn = C ×1 Gn,1 · · · ×m−1 Gn,m−1 ×m+1 Gn,m+1 · · · ×3 Gn,3.
5: Form the mode-n unfolding Bn,(n) of the tensor Bn.
6: if “FactType”=“SVD” then
7: For the Bn,(n), find a real In × µn matrix Qn whose columns are columnwise orthogonal,
such that there exists a real µn ×
∏3
m=1,m6=n Lm matrix Sn for which
‖QnSn −Bn,(n)‖2 ≤ σµn+1(Bn,(n)),
where σµn+1(Bn,(n)) is the (µn + 1)st greatest singular value of Bn,(n).
8: else if “FactType”=“RRQR” then
9: Apply RRQR decomposition to Bn,(n) such that Bn,(n)Pn = QR.
10: else if “FactType”=“RRLU” then
11: Apply RRLU decomposition to Bn,(n) such that PnBn,(n)Q˜ = LU and let Q = L.
12: end if
13: Set In = µn and Qn = Qn(:, 1 : µn).
14: Compute C = C ×n Q⊤n .
15: end for
Remark 4.3. Note that SN is the Nth order symmetric group on the set {1, 2, . . . , N} with a given
positive integer N . Since the cardinality of SN is N !, choosing an optimal processing order is an
open problem. In practice, the processing order is chosen with Ip1 ≥ Ip2 ≥ Ip3.
4.2 Computational complexity analysis
In this paper, for clarity, we assume that I1 = I2 = I3 = I, µ1 = µ2 = µ3 = µ and L1 = L2 =
L3 = L in complexity estimates
1.
1We can also assume that I1 ∼ I2 ∼ I3 ∼ I , µ1 ∼ µ2 ∼ µ3 ∼ µ and L1 ∼ L2 ∼ L3 ∼ L in complexity estimates
[22, Page A2], where In ∼ I means In = αnI for some constant αn.
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To compute the number of floating points operations in Algorithm 4.1, we evaluate the com-
plexity of each step:
(a) Generating six standard Gaussian matrices requires 6IL operations.
(b) Computing three product tensors Bn (n = 1, 2, 3) needs 6(LI3 + L2I2) operations for the
tensor A.
(c) Forming the mode-n unfolding Bn,(n) requires O(IL
2) operations.
(d) For all the cases of “FactType”=“SVD”, “FactType”=“RRQR” and “FactType”=“RRLU”,
computing Qn requires O(IL
4) operations with n = 1, 2, 3.
(e) For each n, selecting the first µ columns (we do not modify them) requires O(1) operations.
By summing up the complexities of all the steps above, then Algorithm 4.1 necessitated
6(IL+ LI3 + L2I2) +O(IL2 + IL4)
operations for the tensor A.
In order to compute the number of floating points operations in Algorithm 4.2, we set p1 = 1,
p2 = 2 and p3 = 3.
For the case of n = 1, generating two standard Gaussian matrices requires 2IL operations,
computing the product tensor B1 needs 2(I3L + I2L2) operations and computing C requires 2I3µ
operations; for the case of n = 2, generating two standard Gaussian matrices requires I(L + µ)
operations, computing the product tensor B1 needs 2(LI2µ + I2L2) operations and computing C
requires 2I2µ2 operations; for the case of n = 3, generating two standard Gaussian matrices requires
2µL operations and computing the product tensor B1 needs 2(LIµ2 + IL2µ) operations.
Note that for each n, the number of entries of Bn in Algorithm 4.2 is IL2, then for each n, we
have
(i) forming the mode-n unfolding Bn,(n) requires O(IL
2) operations;
(ii) computing Qn under the cases of “FactType”=“SVD”, “FactType”=“RRQR” and “Fact-
Type”=“RRLU”, requires O(IL4) operations;
(iii) selecting the first µ columns (we do not modify them) requires O(1) operations.
By summing up the complexities of all the steps above, then Algorithm 4.2 necessitated
2(LIµ2 + IL2µ+ 2LI2µ+ I2µ2 + µI3 + 2I2L2 + LI3)
+ 3I(L+ µ) +O(IL2 + IL4)
operations for the tensor A.
Note that the main difference between Algorithms 4.1 and 4.2 is that the temporary tensor
C are updated after each n. We illustrate the difference via an example. The test tensor is de-
fined as A = sptenrand([400, 400, 400], 8000) ∈ R400×400×400, where sptenrand([400, 400, 400], 8000)
creates a random sparse tensor in R400×400×400 with approximately 8000 nonzero entries [1]. For
all the cases of “FactType”=“SVD”, “FactType”=“RRQR” and “FactType”=“RRLU”, Figure 1
pointed that Algorithm 4.2 is more effective than Algorithm 4.1 for computing low multilinear rank
approximations.
Hence, Algorithm 4.2 with “FactType”=“SVD”, “FactType”=“RRQR” and “FactType”=“RRLU”
are denoted as Tucker-SVD, Tucker-RRQR and Tucker-RRLU, respectively.
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Figure 1: Numerical simulation results of applying Algorithms 4.1 and 4.2 with “Fact-
Type”=“SVD”, “FactType”=“RRQR” and “FactType”=“RRLU” to the tensor A with P =
5, 10, . . . , 100 and I = 400. Note that RLNE in the left part is defined in (6.1).
4.3 Comparison with the existed randomized algorithms
With the case of either given multilinear rank or given RLNE, given in (6.1), Che and Wei [8]
presented a randomized algorithm for the low multilinear rank approximation of A ∈ RI1×I2×I3 .
Suppose that the multlilinear rank of A is given as {µ1, µ2, µ3}, then Algorithm 3.2 in [8] can
be represented as follows:
1: Set L′1 ≥ µ1 +K, L′2 ≥ µ2 +K and L′3 ≥ µ3 +K, where K is a oversampling parameter.
2: Set the temporary tensor: C = A.
3: for n = p1, p2, p3 do
4: Compute Bn,(n) = A(n)Ω(n), where Ω(n) = Ω
′
1 ⊙ · · · ⊙Ω′n−1 ⊙ Ω′n+1 ⊙ · · · ⊙Ω′3 and Ω′m ∈
R
Im×L′m is a standard Gaussian matrix with m 6= n and m = 1, 2, 3.
5: Compute Qn as an columnwise orthogonal basis of Z(n) by using the QR decomposition and
let Qn = Qn(:, 1 : µn).
6: Set C = C ×Q⊤n and let In = µn.
7: end for
We also list the Randomized Tucker decomposition [60, Algorithm 2] as follows:
1: Set L′1 ≥ µ1 +K, L′2 ≥ µ2 +K and L′3 ≥ µ3 +K, where K is a oversampling parameter.
2: Set the temporary tensor: C = A.
3: for n = p1, p2, p3 do
4: Compute Bn,(n) = A(n)Ω(n), where Ω(n) is an (
∏3
k 6=n Ik)-by-L
′
n standard Gaussian matrix.
5: Compute Qn as an columnwise orthogonal basis of Z(n) by using the QR decomposition and
let Qn = Qn(:, 1 : µn).
6: Set C = C ×Q⊤n and let In = µn.
7: end for
Algorithm 4.2 with “FactType”=“RRQR” can be rewritten as follows:
1: Set L2L3 ≥ µ1+K, L1L3 ≥ µ2+K and L1L2 ≥ µ3+K, where K is a oversampling parameter.
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2: Set the temporary tensor: C = A.
3: for n = p1, p2, p3 do
4: Compute Bn,(n) = A(n)Ω(n), where Ω(n) = Ω
′
1 ⊗ · · · ⊗Ω′n−1 × Ω′n+1 ⊗ · · · ⊗Ω′3 and Ω′m ∈
R
Im×Lm is a standard Gaussian matrix with m 6= n and m = 1, 2, 3.
5: Compute Qn as an columnwise orthogonal basis of Z(n) by using the RRQR decomposition
and let Qn = Qn(:, 1 : µn).
6: Set C = C ×Q⊤n and let In = µn.
7: end for
The main difference among Algorithm 4.2 with “FactType”=“RRQR”, Algorithm 3.2 in [8]
and Algorithm 2 in [60] is to generate the matrix Bn,(n) for each n. For all n, generating six
standard Gaussian matrices requires 3I(L+µ) operations for Algorithm 4.2, 3I(L′+µ) operations
for Algorithm 3.2 in [8] and I2L′ + IL′µ + L′µ2 for Algorithm 2 in [60], where we assume that
L′1 = L
′
2 = L
′
3 = L
′ > L.
5 Proof for main theorems
In this section, we provide the proof for our main theorem.
5.1 Some lemmas
In this section, we obtain some prerequisite results for proving Theorem 4.1.
Lemma 5.1. Suppose that A ∈ RI×J such that A⊤A is invertible, with I ≥ J . Then∥∥∥(A⊤A)−1A⊤∥∥∥
2
= 1/σJ ,
where σJ is the least (that is, the Jth greatest) singular value of A.
For two given A ∈ RI×J and G ∈ RJ×K , the following lemma states the singular value of the
product AG are at most ‖G‖2 times greater than the corresponding singular values of A.
Lemma 5.2. ([57, Lemma 3.9]) Suppose that A ∈ RI×J and G ∈ RJ×K . Then for all k =
1, 2, . . . ,min{I, J,K} − 1,min{I, J,K}, the kth greatest singular value σk(AG) of AG is at most
a factor of ‖G‖2 times greater than the kth greatest singular value σk(A) of A, that is,
σk(AG) ≤ ‖G‖2σk(A).
Similar to Lemma 5.2, we have the following corollary.
Corollary 5.1. Suppose that A ∈ RI×J and G ∈ RJ×K with K ≤ min(I, J). Then for all
k = 1, 2, . . . ,min(I, J,K)− 1,min(I, J,K), we have
K∑
i=k
σi(AG)
2 ≤ ‖G‖22
min(I,J)∑
j=k
σj(A)
2.
The following classical lemma provides an approximation QS to A ∈ RI×J via an columnwise
orthogonal matrix Q ∈ RI×K and S ∈ RK×J .
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Lemma 5.3. Suppose that K, I and J are positive integers with K < J and J ≤ I. Let A ∈ RI×J .
Then there exist an columnwise orthogonal matrix Q ∈ RI×K and S ∈ RK×J such that
‖QS−A‖F ≤ ∆K+1(A),
with ∆K+1(A) := (
∑J
i=K+1 σi(A)
2)1/2, where σi(A) is the ith greatest singular value of A for all
i = 1, 2, . . . , J .
Proof. The proof is similar to that of Lemma 3.5 in [35]. We start by form an SVD of A
A = UΣV⊤,
where U ∈ RI×J is columnwise orthogonal, V ∈ RJ×J is orthogonal, and Σ ∈I×J is diagonal with
nonnegative diagonal entries. Let Q = U(:, 1 : K) and S = Σ(1 : K, 1 : K)V(:, 1 : K)⊤. Note that
AK = U(:, 1 : K)Σ(1 : K, 1 : K)V(:, 1 : K)
⊤ is a best rank-K approximation of A. Then we have
‖QS−A‖F = ‖AK −A‖F ≤ ∆K+1(A),
which implies this lemma.
Remark 5.1. In order to compute matrices Q and S in Lemma 5.3 from matrix A, we can
construct the singular value decomposition of A, and then form Q and S from this decomposition.
For example, details concerning the computation of the SVD can be found in Chapter 8 in [21].
Without loss of generality, we assume that n = 1. The following lemma states that the product
A×1 (Q1Q†1) of A, Q1 and Q†1 is a good approximation to A, provided that there exist matrices
Gm ∈ RLm×Im (m = 2, 3) and S1 ∈ Rµ1×L2L3 such that
1. Q1 is of full column rank
2,
2. Q1S1 is a good approximation to (A×2 G2 ×3 G3)(1), and
3. there exist a matrix F ∈ RL2L3×I2I3 such that ‖F‖2 is not too large, and A(1)(G3 ⊗G2)⊤F
is a good approximation to A(1).
Lemma 5.4. Suppose that A ∈ RI1×I2×I3, Q1 ∈ RI1×µ1 is full column rank with µ1 ≤ I1, S1 is
a real µ1 × L2L3 matrix, F is a real L2L3 × I2I3 matrix, and Gm is a real Lm × Im matrix with
m = 2, 3. Then ∥∥∥A−A×1 (Q1Q†1)∥∥∥2
F
≤ 2
∥∥∥A(1)(G3 ⊗G2)⊤F−A(1)∥∥∥2
F
+ 2‖F‖22 ‖S1 ×1 Q1 −A×2 G2 ×3 G3‖2F ,
(5.1)
where the entries of S1 ∈ Rµ1×L2×L3 are given by S1(i1, i2, i3) = sij, with i = i1 and j = i2+(i3−1)I2
for all i1 = 1, 2, . . . , µ1, i2 = 1, 2, . . . , I2 and i3 = 1, 2, . . . , I3.
2In this paper, we assume that Q1 is columnwise orthogonal or Q1 is numerically stable and unit lower triangular.
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Proof. The proof is straightforward, but tedious, as follows. By using the triangular inequality, we
have ∥∥∥A−A×1 (Q1Q†1)∥∥∥2
F
≤
∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F− (Q1Q†1)A(1)∥∥∥2
F
+
∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F−A(1)(G3 ⊗G2)⊤F∥∥∥2
F
+
∥∥∥A(1)(G3 ⊗G2)⊤F−A(1)∥∥∥2
F
.
(5.2)
For the first term in the right-hand side of (5.2), we have∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F− (Q1Q†1)A(1)∥∥∥2
F
≤
∥∥∥A(1)(G3 ⊗G2)⊤F−A(1)∥∥∥2
F
‖Q1Q†1‖22.
Since ‖Q1Q†1‖2 ≤ 1, then∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F− (Q1Q†1)A(1)∥∥∥2
F
≤
∥∥∥A(1)(G3 ⊗G2)⊤F−A(1)∥∥∥2
F
. (5.3)
Now, we provide a bound for the second term in the right-hand side of (5.2). Clearly, we have∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F−A(1)(G3 ⊗G2)⊤F∥∥∥2
F
≤
∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤ −A(1)(G3 ⊗G2)⊤∥∥∥2
F
‖F‖22.
It follows from the triangular inequality that∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤ −A(1)(G3 ⊗G2)⊤∥∥∥2
F
≤
∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤ −Q1Q†1Q1S1∥∥∥2
F
+
∥∥∥Q1Q†1Q1S1 −Q1S1∥∥∥2
F
+
∥∥∥Q1S1 −A(1)(G3 ⊗G2)⊤∥∥∥2
F
.
Since Q†1Q1 = Iµ1 , then ∥∥∥(Q1Q†1)Q1S1 −Q1S1∥∥∥2
F
= 0.
Since ‖Q1Q†1‖2 ≤ 1, then∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤ −Q1Q†1Q1S1∥∥∥2
F
≤
∥∥∥Q1S1 −A(1)(G3 ⊗G2)⊤∥∥∥2
F
.
Hence we have∥∥∥(Q1Q†1)A(1)(G3 ⊗G2)⊤F−A(1)(G3 ⊗G2)⊤F∥∥∥2
F
≤ 2‖F‖22
∥∥∥Q1S1 −A(1)(G3 ⊗G2)⊤∥∥∥2
F
. (5.4)
Combining (5.2), (5.3) and (5.4) yields (5.1).
The upper bound of (5.1) is given in the following theorem.
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Theorem 5.1. Suppose that A ∈ RI1×I2×I3. Let Gm be a real Im × Lm matrix whose entries are
Gaussian i.i.d. with zero mean and unit variance for m = 2, 3. Let µ1, L2 and L3 be integers such
that (1 + 1/ ln(µ1))µ1 < L2L3 < min(I1, I3). We define a1, a
′
1, c1 and c
′
1 as in Theorems 2.3 and
2.4. Then there exists a matrix F ∈ RL2L3×I2I3 such that∥∥∥A(1)(G3 ⊗G2)⊤F−A(1)∥∥∥
F
≤ C ′1∆µ1+1(A(1)),
and
‖F‖2 ≤ 1
c1
√
L2L3
, C ′1 =
√
a21I2I3
c21L2L3
+ 1
with probability at least 1− e−c′1L2L3 − e−a′1I2I3.
Proof. We begin by the application of SVD of to A(1) such that A(1) = UΣV
⊤, where U ∈ RI1×I1
is columnwise orthogonal, Σ ∈ RI1×I1 is diagonal with nonnegative entries and V ∈ RI2I3×I1 is
orthogonal.
Assume that the product of V⊤ and G3 ⊗G2 is
V⊤(G3 ⊗G2) =
(
H
R
)
,
where H is a µ1 × L2L3 matrix and R is an (I1 − µ1) × L2L3 matrix. Since G3 ⊗G2 is a sub-
Gaussian matrix, and V is an orthogonal matrix, then V⊤(G3⊗G2) is also a sub-Gaussian matrix.
Therefore, H and R are also sub-Gaussian matrices. Define F = PV⊤, where P is a matrix of size
L2L3 × I1 such that
P =
(
H† 0L2L3×(I1−µ1)
)
.
Note that H = (V(:, 1 : µ1))
⊤(G3 ⊗G2). According to Theorem 2.4, we get
‖F‖2 = ‖PV⊤‖2 = ‖H†‖2 ≤ 1
σmin(H)
≤ 1
c1
√
L2L3
with probability not less than 1− e−c′1L2L3 .
Now, we can bound ‖A(1)(G3 ⊗G2)⊤F−A(1)‖F . By using A(1) = UΣV⊤, we get
A(1)(G3 ⊗G2)⊤F−A(1) = UΣ
((
H
R
)(
H† 0L2L3×(I1−µ1)
)− II1)V⊤.
We define Σ2 to be the (I1 − µ1)× (I1 − µ1) lower-right block of Σ. Then
Σ
((
H
R
)(
H† 0L2L3×(I1−µ1)
)− II1) = Σ(0µ1×µ1 0µ1×(I1−µ1)RH† −II1−µ1
)
=
(
0µ1×µ1 0µ1×(I1−µ1)
Σ2RH
† −Σ2
)
.
The Frobenius norm of the last term is:∥∥∥∥( 0µ1×µ1 0µ1×(I1−µ1)Σ2RH† −Σ2
)∥∥∥∥
F
≤ ‖Σ2RH†‖F + ‖Σ2‖F .
Moreover, we have
‖Σ2RH†‖F ≤ ‖H†‖2‖R‖2‖Σ2‖F ≤ ‖H†‖2‖G3 ⊗G2‖2‖Σ2‖F .
By Theorem 2.3, we know
‖R‖2 ≤ ‖G3 ⊗G2‖2 ≤ a1
√
I2I3
with probability not less than 1− e−a′1I2I3 . Hence, this theorem is completely proved.
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5.2 Some necessary results
In this section, we assume that Q1 in Lemma 5.4 is derived from Algorithm 2.4 with all the
values of “FactType”. The main goal is to estimate the upper bound of ‖A −A×1 (Q1Q†1)‖F . As
shown in Lemma 5.4 and Theorem 5.1, we need only to give an upper bound for the second part
in the right-hand side of (5.1), which dependent on the choices of “FactType”.
Firstly, we consider the case of “FactType”=“SVD”. For a given A ∈ RI×J , suppose that the
entries of G ∈ RJ×L are i.i.d. Gaussian variables of zero mean and unit variance, the following
theorem provides a highly probable upper bound on the singular values of the product AG in term
of the singular values of A.
Theorem 5.2. Let A be a real I × J matrix with I ≤ J . Let K and L be integers such that
K < L < I. Suppose that µ ≥ 1, and the entries of G ∈ RJ×K are sub-Gaussian i.i.d. with zero
mean and unit variance. We define a1 and a2 as in Theorems 2.3 and 2.4. Then
∆K+1(AG) ≤ a1
√
J∆K+1(A)
with probability at least 1− e−a2J , where a1 = 6µ
√
a2 + 4.
Proof. By Corollary 5.1, we have
L∑
i=K+1
σi(AG)
2 ≤ ‖G‖22
I∑
j=K+1
σj(A)
2,
that is,
∆K+1(AG) ≤ ‖G‖2∆K+1(A).
Since the entries of G ∈ RJ×K are sub-Gaussian i.i.d. with zero mean and unit variance, then,
according to Theorem 2.3, we have ‖G‖2 ≤ a1
√
J with probability at least 1− e−a2J . Hence, the
proof is completed.
Theorem 5.3. Suppose that A ∈ RI1×I2×I3. Let Gm be a real Im × Lm matrix whose entries are
Gaussian i.i.d. with zero mean and unit variance for m = 2, 3. Let µ1, L2 and L3 be integers such
that (1 + 1/ ln(µ1))µ1 < L2L3 < min(I1, I3). We define a1, and a
′
1 as in Theorems 2.3 and 2.4.
Then
∆µ1+1(A(1)(G3 ⊗G2)) ≤ a1
√
I2I3∆µ1+1(A(1))
with probability at least 1− e−a′1I2I3, where a1 = 6α
√
a′1 + 4 for α ≥ 0.
Proof. Combining Theorems 2.3 and 5.2, it is obvious to prove this theorem.
Combining Theorems 5.1 and 5.3, it is easy to obtain the following theorem.
Theorem 5.4. Let µ1, L2 and L3 be integers such that (1 + 1/ ln(µ1))µ1 < L2L3 < min(I1, I3).
We define a1, a
′
1, c1 and c
′
1 as in Theorems 2.3 and 2.4. For a given tensor A ∈ RI1×I2×I3, suppose
that Q1 is derived from Algorithm 4.1 with “FactType”=“SVD” and n = 1. Then∥∥∥A−A×1 (Q1Q⊤1 )∥∥∥
F
≤ 2
(√
a21I2I3
c21L2L3
+ 1 +
√
a21I2I3
c21L2L3
)
∆µ1+1(A(1))
with probability at least 1− e−c′1L2L3 − e−a′1I2I3.
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Next we consider the case of “FactType”=“RRQR”.
Theorem 5.5. Suppose that I1 ≤ I2I3. Let µ1, L2 and L3 be integers such that (1+1/ ln(µ1))µ1 <
L2L3 < min(I1, I3). We define a1, a
′
1, c1 and c
′
1 as in Theorems 2.3 and 2.4. For a given tensor
A ∈ RI1×I2×I3, suppose that Q1 is derived from Algorithm 4.1 with “FactType”=“RRQR” and
n = 1. Then ∥∥∥A−A×1 (Q1Q⊤1 )∥∥∥
F
≤ 2C1∆µ1+1(A(1))
with probability at least 1− e−c′1L2L3 − e−a′1I2I3, where the expression of C1 is given by
C1 =
√
a21I2I3
c21L2L3
+ 1 +
√
I1(µ1(I1 − µ1) + 1)
√
a21I2I3
c21L2L3
.
Proof. Note that we have∥∥∥A−A×1 (Q1Q⊤1 )∥∥∥
F
=
∥∥∥A(1)P1 − (Q1Q⊤1 ) ·A(1)P1∥∥∥
F
.
where P1 is generated by Step 7 in Algorithm 4.1.
Replacing the tensor A in Lemma 5.4 by reshape(A(1)P1, [I1, I2, I3]), we have∥∥∥A(1)P1 − (Q1Q⊤1 ) ·A(1)P1∥∥∥
F
≤ 2
∥∥∥A(1)P1 −A(1)P1(G3 ⊗G2)⊤F∥∥∥
F
+ 2‖F‖2
∥∥∥QR−A(1)P1(G3 ⊗G2)⊤∥∥∥
F
,
(5.5)
where R is given in Step 7 in Algorithm 4.1. This holds for all matrices G2 and G3. In particular,
it holds for some standard Gaussian matrices G2 and G3 such that P1(G3 ⊗G2)⊤ = GQ where
the distribution of the entries of G is the same as that of G3 ⊗ G2. After rows and columns
permutations, G becomes G3 ⊗G2. Therefore, the last term in (5.5) can be reformulated as∥∥∥QR−A(1)P1(G3 ⊗G2)⊤∥∥∥
F
=
∥∥QR−A(1)GQ∥∥F .
Note that for a given matrix A ∈ RI×J , ‖A‖F ≤
√
min(I, J)‖A‖2. Then, by Lemmas 2.1 and 5.2,
we have∥∥QR−A(1)GQ∥∥F ≤√I1 ∥∥QR−A(1)GQ∥∥2 ≤√I1(µ1(I1 − µ1) + 1)σµ1+1(A(1)G)
≤
√
I1(µ1(I1 − µ1) + 1)∆µ1+1(A(1)G)
≤
√
I1(µ1(I1 − µ1) + 1)‖G‖2∆µ1+1(A(1)).
Since the entries of G ∈ RI2I3×L2L3 are sub-Gaussian variables with zero mean and unit variance,
then, according to Theorem 2.3, we have
‖G‖2 ≤ a1
√
I2I3
with probability not less than 1− e−a′1I2I3 .
Theorem 5.1 provides that ‖F‖2 ≤ 1/(c1
√
L2L3) and∥∥∥A(1)P1 −A(1)P1(G3 ⊗G2)⊤F∥∥∥
F
≤
√
a21I2I3
c21L2L3
+ 1∆µ1+1(A(1))
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with probability at least 1− e−c′1L2L3 − e−a′1I2I3 . Then we get∥∥∥A−A×1 (Q1Q⊤1 )∥∥∥
F
≤ 2C1∆µ1+1(A(1))
with
C1 =
√
a21I2I3
c21L2L3
+ 1 +
√
I1(µ1(I1 − µ1) + 1)
√
a21I2I3
c21L2L3
,
which completes the proof.
Finally, we consider the case of “FactType”=“RRLU”. Based on Lemmas 2.2 and 5.2, the proof
is similar to that of Theorem 5.5.
Theorem 5.6. Suppose that I1 ≤ I2I3. Let µ1, L2 and L3 be integers such that (1+1/ ln(µ1))µ1 <
L2L3 < min(I1, I3). We define a21, a
′
21, a31, a
′
31, c21, c
′
21, c31 and c
′
31 as in Theorems 2.3 and 2.4.
For a given tensor A ∈ RI1×I2×I3, suppose that Q1 and P1 are derived from Algorithm 4.1 with
“FactType”=“RRLU” and n = 1. Then∥∥∥A×1 P1 − (A×1 P1)×1 (Q1Q†1)∥∥∥
F
≤ 2C1∆µ1+1(A(1))
with probability at least 1 − e−c′21L2 − ec′31L3 − e−a′21I2 − ea′31I3, where the expression of C1 is given
by
C1 =
√
a221a
2
31I2I3
c221c
2
31L2L3
+ 1 +
√
I1(µ1(I1 − µ1) + 1)
√
a221a
2
31I2I3
c221c
2
31L2L3
.
5.3 Proof of Theorem 4.1
Now, we provide a proof for Theorem 4.1 based on the above discussions.
Proof. For the case of “FactType”=“SVD”, Theorem 4.1 is derived from (4.2) and Theorem 5.4.
For the case of “FactType”=“RRQR”, Theorem 4.1 is derived from (4.2) and Theorem 5.5. For
the case of “FactType”=“RRLU”, Theorem 4.1 is derived from (4.2) and Theorem 5.6.
6 Numerical examples
In this section, the codes are developed using MATLAB and the MATLAB Tensor Toolbox
[1] and the calculations are implemented on a laptop with Intel Core i5-4200M CPU (2.50GHz)
and 8.00GB RAM. Floating point numbers in each example have four decimal digits. In order to
implement all algorithms in this paper, we set K = 10. We use three functions “ttv”, “ttm” and
“ttt” in [1] to implement the tensor-vector product, the tensor-matrix product and the tensor-tensor
product, respectively.
For clarity, we assume that I1 = I2 = I3 := I, L1 = L2 = L3 := P and µ1 = µ2 = µ3 = µ.
Under these assumptions, {p1, p2, p3} in Algorithm 4.2 is set by {1, 2, 3}. In this section, we will
compare our algorithms with the existing numerical algorithms for computing the low-multilinear
rank approximation of some types of test tensors A ∈ RI×I×I under the case of different P with
fixed I.
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Figure 2: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, lmlra aca, Adap-Tucker, ran-Tucker and mlsvd rsi to A with P = 5, 10, . . . , 50
and I = 400.
For a given low multilinear rank approximation Â = A ×1 (S1S†1) ×2 (S2S†2) ×3 (S3S†3) of
A ∈ RI×I×I, where the matrices Sn ∈ RI×µ are derived form the desired numerical algorithms, its
relative least normalized error (RLNE) is defined as
RLNE = ‖A − Â‖F /‖A‖F . (6.1)
In this section, we compare our algorithms (i.e., Tucker-SVD, Tucker-RRQR and Tucker-RRLU)
with the existed deterministic and randomized algorithms for computing low multilinear rank ap-
proximations of a tensor via several examples. These algorithms are given by:
• higher-order orthogonal iteration [13], abbreviated by tucker als, for which the MATLAB
implementation provided by [1] is used;
• truncated multilinear singular value decomposition [52], abbreviated as mlsvd, for which the
MATLAB implementation provided by [55] is used;
• low multilinear rank approximation by adaptive cross-approximation [5], abbreviated as
lmlra aca, for which the MATLAB implementation provided by [55] is used;
• truncated multilinear singular value decomposition [52] by a randomized SVD algorithm
based on randomized subspace iteration [26], abbreviated as mlsvd rsi, for the MATLAB
implementation provided by [55] is used;
• Adap-Tucker: low multilinear rank approximation by the adaptive randomized algorithm [8];
• ran-Tucker: the randomized Tucker decomposition [60].
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6.1 The test tensors generated by smooth functions
Now we consider two tensors generated by sampling two families of smooth functions, respec-
tively, as follows:
aijk =
1
i+ j + k
, bijk =
1
ln(i+ 2j + 3k)
,
with i, j, k = 1, 2, . . . , I. The type of tensor A is chosen from [5].
Suppose that I = 400. We compute a low multilinear rank approximation of A and B with
multilinear rank {P,P, P} using Tucker-SVD, Tucker-RRLU, Tucker-RRQR, tucker als, mlsvd,
lmlra aca, Adap-Tucker, ran-Tucker and mlsvd rsi, respectively.
Figures 2 and 3 compare efficiency and accuracy of different methods on A and B, respectively.
In terms of CPU time, Tucker-SVD, Tucker-RRQR and Tucker-RRLU are the fastest; in terms
of RLNE, Tucker-SVD, Tucker-RRLU and Tucker-RRQR are comparable to Adap-Tucker and
mlsvd rsi.
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Figure 3: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, lmlra aca, Adap-Tucker, ran-Tucker and mlsvd rsi to B with P = 5, 10, . . . , 50
and I = 400.
6.2 A sparse tensor
A sparse tensor A ∈ RI×I×I is defined as [43, 48]:
A =
10∑
j=1
1000
j
xj ◦ yj ◦ zj +
I∑
j=11
1
j
xj ◦ yj ◦ zj
where xj,yj , zj ∈ RI are sparse vectors with nonnegative entries, in MATLAB,
xj = sprand(I, 1, 0.015), yj = sprand(I, 1, 0.025),
zj = sprand(I, 1, 0.035).
The symbol “◦” represents the vector outer product. Here we assume that I = 400.
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When we apply Tucker-SVD, Tucker-RRLU, Tucker-RRQR, tucker als, mlsvd, lmlra aca, Adap-
Tucker, ran-Tucker and mlsvd rsi to find a low multilinear rank approximation of A with multilinear
rank {P,P, P}, respectively, RLNE and CPU time are shown in Figure 4.
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Figure 4: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, lmlra aca, Adap-Tucker, ran-Tucker and mlsvd rsi to the sparse tensor A with
P = 5, 10, . . . , 50 and I = 400.
As shown in Figure 4, in terms of CPU time, Tucker-SVD, Tucker-RRQR and Tucker-RRLU
are the fastest ; in terms of RLNE, Tucker-SVD, Tucker-RRLU and Tucker-RRQR are comparable
to tucker als, mlsvd, Adap-Tucker and mlsvd rsi.
6.3 Tucker form tensors plus the white noise
Let A ∈ RI×I×I be given in the Tucker form [5]:
A = G ×1 B1 ×2 B2 ×3 B3
where the entries of G ∈ R50×50×50 and Bn ∈ RI×50 (n = 1, 2, 3) are i.i.d. Gaussian variables
with zero mean and unit variance. The form of this test tensor C is given as C = A + βN , where
N ∈ RI×I×I is an unstructured perturbation tensor with different noise level β. The following
signal-to-noise ratio (SNR) measure will be used:
SNR [dB] = 10 log
( ‖B‖2F
‖βN‖2F
)
.
The FIT value for approximating the tensor C is defined by
FIT = 1− RLNE,
where RLNE are given in (6.1). Here we assume that I = 400. We compute a low multilinear rank
approximation of C with multilinear rank {P,P, P} using Tucker-SVD, Tucker-RRLU, Tucker-
RRQR, tucker als, mlsvd, lmlra aca, ran-Tucker and mlsvd rsi, respectively.
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0 1 2 3 4 5 6 7 8 9 Total
Train 5923 6742 5958 6131 5842 5421 5918 6265 5851 5949 60000
Test 940 1135 1032 1010 982 892 958 1028 974 1009 10000
Table 1: The digit distribution in the MNIST data set.
Figure 5 compares efficiency and accuracy of different methods on C with different SNR. In
terms of CPU time, Tucker-SVD, Tucker-RRQR and Tucker-RRLU are the fastest; in terms of
FIT, Tucker-SVD is comparable to tucker als, mlsvd and mlsvd rsi, Tucker-RRQR and Tucker-
RRLU are less than Tucker-SVD and better than lmlra aca.
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Figure 5: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, lmlra aca, Adap-Tucker and mlsvd rsi to the sparse tensor C with P =
5, 10, . . . , 50 and I = 400.
Remark 6.1. As shown in Figure 5, for each algorithm, the CPU time of different SNRs is not
very different. The reason is that the size of C is 400 × 400× 400 and P = 50.
6.4 Handwritten digit classification
In handwritten digits classification, we train a classifier to classify new unlabeled images. Savas
and Elde´n [44] presented two algorithms for handwritten digit classification based on HOSVD.
To reduce the training time, Vannieuwenhoven et al. [52] presented a more efficient ST-HOSVD
algorithm. In this section, we compare the performance of Tucker-SVD, Tucker-RRQR, tucker als,
mlsvd, ran-Tucker and mlsvd rsi on the MNIST database3 [30], which contains 60,000 training
images and 10,000 test images. Here the digit size is 28× 28 pixels with the same intensity range.
The digit distribution is given in Table 1. As seen in Table 1, The training images are unequally
distributed over the ten classes. Therefore, we restricted the number of training images in every
class is less than or equal to 5421.
3The database can be obtained from http://yann.lecun.com/exdb/mnist/.
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The training set can be represented by a tensor A ∈ R786×K×10, where K ≤ 5421, this assump-
tion is the same as in [44]. The first mode is the texel mode. The second mode corresponds to
the training images. The third mode corresponds to different classes. Here we use Algorithm 2
in [44] to handwritten digit classification. We use various algorithms to obtain an approximation
A ≈ G ×1 U×2 V ×3 W with G ∈ R65×142×10.
For K = 2500, the related results are summarized in Table 3. In terms of running time,
Tucker-SVD and Tucker-RRQR are the fastest. In term of classification accuracy, Tucker-SVD and
Tucker-RRQR are comparable to Tucker-ALS, mlsvd, Adap-Tucker, ran-Tucker and mlsvd rsi.
Remark 6.2. By using the algorithms in [44] to handwritten digit classification, the factor matrices
are columnwise orthogonal. Hence we do not use Tucker-RRLU to handwritten digit classification.
TT [sec] RLNE CA [%]
Tucker-SVD 0.8200 0.4468 92.49
Tucker-RRQR 0.9600 0.4526 93.21
tucker als 20.0400 0.3128 93.11
mlsvd 13.0600 0.3140 93.18
Adap-Tucker 1.8900 0.4628 92.50
ran-Tucker 44.0500 0.4418 92.02
mlsvd rsi 3.9700 0.4418 93.50
Table 2: Comparison on handwritten digits classification. Note that “TT” and “AC” denote the
training time and classification accuracy, respectively, and floating point numbers in each example
have four decimal digits.
For different K, the results are shown in Figure 6. From this figure, in terms of running time,
Tucker-ALS is the most expensive one; in term of classification accuracy, Tucker-SVD, Tucker-
RRQR, Tucker-ALS, mlsvd, Adap-Tucker and mlsvd rsi are comparable.
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Figure 6: Comparison on handwritten digits classification with K = 500, 1000, . . . , 5000.
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6.5 Generalization for the case of N = 4
For the given multilinear rank {µ1, µ2, µ3, µ4} of A ∈ RI1×I2×I3×I4 , the generalization of Algo-
rithm 4.2 is summarized in the following algorithm. Without loss of generality, Algorithm 6.1 with
Algorithm 6.1 The proposed randomized algorithm for low multilinear rank approximations with
N = 4
Input: A tensor A ∈ RI1×I2×I3×I4 to decompose, the desired multilinear rank {µ1, µ2, µ3, µ4},
L1L2L3 ≥ µ4 + K, L1L3L4 ≥ µ3 + K, L1L2L4 ≥ µ2 + K, L2L3L4 ≥ µ1 + K number of
columns to use, a processing order p ∈ S4 and a character variable “FactType”, where K is a
oversampling parameter.
Output: Three matrices Qn such that ‖A×1 (Q1Q†1)×2 (Q2Q†2)×3 (Q3Q†3)×4 (Q4Q†4)−A‖F ≤∑4
n=1O(∆µn+1(A(n))), where Qn ∈ RIn×µn has full column rank for all n = 1, 2, 3, 4.
1: Set the temporary tensor: C = A.
2: for n = p1, p2, p3, p4 do
3: Form three real matrices Gn,m ∈ RLm×Im whose entries are i.i.d. Gaussian random variables
of zero mean and unit variance, where m = 1, 2, 3, 4 and m 6= n.
4: Compute the product tensor
Bn = C ×1 Gn,1 · · · ×m−1 Gn,m−1 ×m+1 Gn,m+1 · · · ×3 Gn,3.
5: Form the mode-n unfolding Bn,(n) of the tensor Bn.
6: if “FactType”=“SVD” then
7: For the Bn,(n), find a real In × µn matrix Qn whose columns are columnwise orthogonal,
such that there exists a real µn ×
∏4
m=1,m6=n Lm matrix Sn for which
‖QnSn −Bn,(n)‖2 ≤ σµn+1(Bn,(n)),
where σµn+1(Bn,(n)) is the (µn + 1)st greatest singular value of Bn,(n).
8: else if “FactType”=“RRQR” then
9: Apply RRQR decomposition to Bn,(n) such that Bn,(n)Pn = QR.
10: else if “FactType”=“RRLU” then
11: Apply RRLU decomposition to Bn,(n) such that PnBn,(n)Q˜ = LU and let Q = L.
12: end if
13: Set In = µn and Qn = Qn(:, 1 : µn).
14: Compute C = C ×n Q⊤n .
15: end for
“FactType”=“SVD”, “FactType”=“RRQR” and “FactType”=“RRLU” are denoted as Tucker-
SVD, Tucker-RRQR and Tucker-RRLU, respectively.
For a given low multilinear rank approximation Â = A×1(S1S†1)×2 (S2S†2)×3 (S3S†3×4 (S4S†4) of
A ∈ RI1×I2×I3×I4 , where the matrices Sn ∈ RI×µ are derived form the desired numerical algorithms,
its relative least normalized error (RLNE) is defined as
RLNE = ‖A − Â‖F /‖A‖F .
Now we consider the first test tensor generated by sampling a smooth function, respectively, as
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Figure 7: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, lmlra aca, Adap-Tucker, ran-Tucker and mlsvd rsi to A with P = 5, 10, . . . , 40
and I = 100.
follows:
aijkl =
1
i+ j + k + l
,
with i, j, k, l = 1, 2, . . . , I.
Suppose that I = 100. We compute a low multilinear rank approximation of A with multilinear
rank {P,P, P, P} using Tucker-SVD, Tucker-RRLU, Tucker-RRQR, tucker als, mlsvd, lmlra aca,
Adap-Tucker, ran-Tucker and mlsvd rsi, respectively.
Figure 7 compares efficiency and accuracy of different methods on A. In terms of CPU time,
Tucker-SVD, Tucker-RRQR and Tucker-RRLU are the fastest; in terms of RLNE, Tucker-SVD,
Tucker-RRLU and Tucker-RRQR are comparable to Adap-Tucker and mlsvd rsi.
Another test tensor B ∈ RI×I×I is a sparse tensor, which is defined as [43, 48]:
B =
10∑
j=1
1000
j
xj ◦ yj ◦ zj ◦wj +
I∑
j=11
1
j
xj ◦ yj ◦ zj ◦wj
where xj,yj , zj ,wj ∈ RI are sparse vectors with nonnegative entries, in MATLAB,
xj = sprand(I, 1, 0.015), yj = sprand(I, 1, 0.025),
zj = sprand(I, 1, 0.035), wj = sprand(I, 1, 0.045).
Here we assume that I = 100.
When we apply Tucker-SVD, Tucker-RRLU, Tucker-RRQR, tucker als, mlsvd, and mlsvd rsi
to find a low multilinear rank approximation of B with multilinear rank {P,P, P, P}, respectively,
RLNE and CPU time are shown in Figure 8.
As shown in Figure 8, in terms of CPU time, Tucker-SVD, Tucker-RRQR and Tucker-RRLU
are the fastest; in terms of RLNE, Tucker-SVD, Tucker-RRLU and Tucker-RRQR are comparable
to tucker als, mlsvd, and mlsvd rsi.
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Figure 8: Numerical simulation results of applying Tucker-SVD, Tucker-RRLU, Tucker-RRQR,
tucker als, mlsvd, and mlsvd rsi to the sparse tensor B with P = 5, 10, . . . , 50 and I = 100.
7 Conclusion and discussion
In this paper, based on the basic matrix decompositions, we proposed three types of randomized
algorithms for low multilinear rank approximations of tensors. Numerical examples illustrate that
Tucker-RRQR and Tucker-RRLU are the fastest and the low multilinear rank approximation derived
by Tucker-SVD can be used as a criterion for judging the merits and demerits of other algorithms.
Note that the error bound in Theorem 4.1 may be very rough and impetuous. Improving this error
bound would be an interesting topic.
Che and Wei [8] considered the adaptive randomized algorithm for the approximate tensor
train decomposition. Hence, one of the future considerations is to design more effective randomized
algorithms for the approximate tensor train decomposition, based on the idea of the proposed
algorithms in this paper. Note that the tensor train structure is a special case of the Hierarchical
Tucker decomposition. Hence, our second further consideration is to design randomized algorithms
for the Hierarchical Tucker approximation of tensors.
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