ALGORITHM 1
Step 0: Choose s 0 2 IR n and 2 (0; 1); set k = 0.
Step 1: Find x k = ? k s k by minimizing f along the ray f? s k : 0g.
Step 2: Find a subgradient g k 2 @f(x k ) such that hs k ; g k i js k j 2 if x k 6 = 0 and hs k ; g k i js k j 2 if x k = 0.
Step 3: Set s k+1 = (1 ? k )s k + k g k ; increase k by one and go to Step 1.
Our method employs line search, as some of the bundle methods of 1, 2], but has a simple direction-generating rule, close to the subgradient averaging employed in some stochastic subgradient algorithms 3, 4] . Moreover, we do not increment x k in successive directions, but we stay at one point (here 0) and we explore the space along selected rays. The method emerged from our recent work 5] on constraint aggregation schemes.
Throughout the paper we shall assume the following conditions on the stepsizes f k g. We shall base our analysis on the following lemma (see 5]). Lemma 1.1. Let the sequences f k g, f k g, f k g and f k g satisfy the inequality 0 k+1 k ? k k + k :
( By (A2), the set X 0 = fx 2 IR n : f(x) f(0)g has a nite diameter d. Therefore k js k j d. Moreover, f is nite around 0, so for some small but xed > 0 and some Proof. From the convexity of f and f we obtain f(
Adding both sides yields f( x k+1 ) + f (s k+1 ) (1 ? k )(f( x k ) + f (s k )) + k hx k ; g k i: because f(x k ) + f (g k ) = hx k ; g k i 6 
Explicit non-negativity constraints
The concept introduced in section 1 applies, of course, to constrained problems, because we allow +1 as the value of f. For example, simple inequalities x 0 can be dealt with by moving the center 0 to somex > 0. It is, however, more convenient to treat them explicitly. Consider the problem min x 0 f(x) under the same assumptions as before. Then we can still apply the method described in section 1, with the following modi cations.
ALGORITHM 2
Step Step 2: Find a subgradient g k 2 @f(x k ) such that hd k ; g k i jd k j 2 if x k 6 = 0 and hd k ; g k i ? jd k j 2 if x k = 0.
Step 3: Set s k+1 = (1 ? k )s k + k g k ; with k 2 0; 1], increase k by one and go to Step 1.
The convergence properties remain unchanged. Our assertion follows now from (2.2). 2 
Theorem
2.1. Let the assumptions of Theorem 1.4 be satis ed. Then for the sequence fx k g generated by Algorithm 2 one has liminf f(x k ) = min x 0 f(x)
Applications
Let us discuss some potential applications of the ideas introduced in this paper. De ne the sets J +
