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Abstract
The numerical methods of high order, necessary for spatial discretization, are
one of the most active areas of the eld of Computational Fluid Dynamics. Within
these, Finite Volume Methods (abbreviated as MVF in spanish) have encounte-
red diculties in the implementation of reconstruction processes. In the present
work we present a novel high order compact reconstruction process proposed by
Q. Wang [22], and implemented in Python. The novelty lies in that high order
is achieved using a compact stencil, that is, using only neighboring cells. In this
process we obtain a set of relations that are constructed to obtain the coe-
cients of reconstruction polynomials on the control volumes of interest, preserving
their average values and that of their derivatives. With these relations we obtain
an overdetermined linear system that is adjusted by least squares resulting in a
tridiagonal system by blocks in the case of a 1D advection equation. For this ad-
vection equation we also use the Fourier Analysis to examine the wave numbers
modied by the compact MVF. The reconstruction includes parameters that are
optimized to improve the dispersion / dissipation properties. Furthermore, the
von Neumann stability analysis allows us to estimate the maximum CFL number
for two Runge-Kutta methods. Finally, we validate the convergence orders of the
combination of the compact MVF with two schemes of Runge-Kutta and we also
validate the optimal parameters of the reconstruction schemes.
xi
Resumen
Los métodos numéricos de alto orden, necesarios para la discretización espacial,
son una de las áreas más activas del campo de la dinámica de uidos computacio-
nal (CFD en sus siglas en inglés). Dentro de estos, los Métodos de Volúmenes
Finitos (MVF) han encontrado dicultades en la implementación de los proce-
sos de reconstrucción. En el presente trabajo presentamos e implementamos en
Python un novedoso proceso de reconstrucción compacto de alto orden propuesto
por Q. Wang [22]. La novedad yace en que el orden alto es alcanzado usando un
estencil compacto; es decir, usando únicamente celdas vecinas. En este proceso se
obtiene un conjunto de relaciones que sirven para obtener los coecientes de los
polinomios de reconstrucción sobre los volúmenes de control de interés preservan-
do sus valores promedios y el de sus derivadas. Con estas relaciones obtenemos un
sistema lineal sobredeterminado que al ajsutarse por mínimos cuadrados resultan
en un sistema tridiagonal por bloques para el caso de una ecuación de advección
1D. Para esta ecuación de advección usamos además el Análisis de Fourier para
examinar los números de onda modicados por el MVF compacto. La recons-
trucción incluye parámetros que son optimizados para mejorar las propiedades de
dispersión/disipación. Así mismo, el análisis de estabilidad de von Neumann nos
permite estimar el número CFL (Courant Friedrich Levy) máximo para dos méto-
dos de Runge-Kutta. Finalmente, validamos tanto los órdenes de convergencia de
la combinación del MVF compacto con dos esquemas de Runge-Kutta como los




Blazek [2] sostiene que la Dinámica de Fluidos Computacional (CFD Compu-
tational Fluid Dynamics sus siglas en inglés) es uno de los campos más emer-
gentes de la mecánica de uidos. Los modelos matemáticos que los representan
usan métodos numéricos para resolverlas, pero como complementa Blade[1], es-
tos métodos numéricos producen oscilaciones en la solución en zonas cercanas a
grandes cambios, en especial en zonas cercanas a discontinuidades de la solución.
Las oscilaciones pueden ir aumentando al transcurrir el tiempo y provocar que el
esquema numérico sea inestable o simplemente que aproxime mal a la realidad.
Este fenómeno se conoce también por el nombre de dispersión. Pudiera ocurrir
también que estos métodos sean disipativos; es decir, que la amplitud de una onda
decrezca más que su solución exacta, llevando a que las discontinuidades en las
regiones de alta variación, sean esparcidas por el dominio de la solución.
Dentro de estos métodos numéricos se encuentran aquellos denominados de
alto orden, que para Wang[22] tienen la ventaja de tener aproximaciones de alto
orden, baja disipación, baja dispersión y alta capacidad para manejar geometrías
complejas.
En las últimas décadas se han desarrollado diferentes métodos de alto orden,
como los métodos de volúmenes nitos k-exacto, los MVF de tipo esencialmente
no oscilatorios (ENO) [12], los MVF ENO ponderados (WENO) [17] , métodos de
Galerkin continuo (CG) y discontinuo (DG) [14],[13], volumen espectral (SV) [25],
entre otros.
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Los MVF pueden alcanzar altos órdenes sobre mallas no estructuradas. Olliver-
Gooch [11] y Versteeg [20], Blazek [2] y Moukalled [10] nos dan una idea del
desarrollo de estos métodos aplicados al CFD.
En base a los trabajos de Wang[23, 24] y Zhang[27], Wang en [22] asegura que
uno de los mayores problemas que afrontan los MVF de alto orden es la cardi-
nalidad del conjunto esténcil, conformado por elementos o celdas vecinas usadas
en la discretización para asegurar un determinado orden. Este problema ocasiona:
primero, la pérdida de memoria cache; segundo, el deterioro de la eciencia en el
paralelismo; y tercero, la necesidad de más memoria para almacenar información
asociada.
En el presente trabajo estudiamos un proceso novedoso de reconstrucción com-
pacto para los MVF de alto orden propuesto por Q. Wang [22] y lo implementamos
en el lenguaje de programación Python. La novedad del proceso yace en el hecho
que el orden alto es alcanzado usando un esténcil compacto, esto es, usando úni-
camente las celdas vecinas más próximas. En este proceso se consigue un conjunto
de relaciones, cuyo n es obtener polinomios de reconstrucción, de modo que pre-
serven el valor promedio de sus derivadas sobre los volúmenes de control local y
vecinos. Se consigue así un sistema de ecuaciones lineales sobredeterminado que
es resuelto usando la técnica de mínimos cuadrados.
Bajo estos fundamentos hemos organizado esta tesis como sigue:
En el Capítulo 2, presentamos una breve introducción a los MVF; seguidamen-
te en el Capítulo 3 estudiamos en detalle el esquema de reconstrucción compacta
propuesto por Wang [22]. En el Capítulo 4, se estudia el otro elemento importante
en los MVF, el cálculo de ujo numérico. Como ejemplo se estudian las solucio-
nes características de una ecuación diferencial parcial de primer orden de tipo
advectiva unidimensional y cómo ésta determina la elección del ujo numérico.
En el Capítulo 5, abordamos el estudio espectral del método poniendo énfasis
en el análisis de Fourier para estudiar las propiedades de disipación, dispersión
y de estabilidad. Esta sección es la más signicativa en términos de los recursos
usados en la implementación bajo la programación simbólica.
En el Capítulo 6, se muestran los resultados numéricos obtenidos después de
implementarlos en Python y nalmente, en el último capítulo, presentamos las
conclusiones del trabajo de tesis y proponemos trabajos futuros.
2
Capítulo 2
Métodos de Volúmenes Finitos
(MVF )
Moukalled [10] señala que los MVF transforman las ecuaciones diferenciales
parciales sobre celdas o volúmenes nitos en ecuaciones algebraicas. Los métodos
se inician discretizando el dominio geométrico en elementos que no se traslapen
llamados volúmenes de control (volúmenes nitos). Luego, se integra la ecuación
diferencial parcial sobre cada volumen y a continuación, se discretiza la ecuación
integral resultante, de modo que obtenemos un sistema de ecuaciones algebraicas.
En los dos capítulos siguientes estudiamos en detalle las partes que lo componen
tomando como base los aportes de Wang [22].
2.1. Forma integral de la ecuación de advección
unidimensional.
Una ecuación diferencial parcial que modela el transporte de una sustancia
bajo la inuencia de la advección de un ujo, es usualmente escrita como
∂u
∂t
+ v · ∇u = ∇ · (α∇u) (2.1)
donde u = u(x, t) ∈ C2(Ω)×C(0,∞) es la densidad o concentración de la sustancia
a ser transportada, v es el campo de velocidad (supuestamente conocido), α es el
3
coeciente de difusión y Ω ⊂ Rd es el dominio computacional.
En esta tesis, supondremos que no existe la componente difusiva (α = 0), tra-
bajaremos el caso unidimensional (Ω = [0, 1] ), el campo de velocidades constante
(v = a) y condiciones de frontera de Dirichlet y periódicas. Luego, la ecuación













donde f(u(t, x)) = f(u) = a u es llamado ujo y a es la velocidad de propagación
que asumiremos positiva.
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del intervalo Ii (Ver Figura 2.1).
Para una discretización uniforme del dominio espacial con ∆xi = h, la forma










dx = 0. (2.3)










dx = 0. (2.4)
2.2. Discretización espacial de la forma integral de
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Figura 2.1: Valores medios ūi de la función u(t, x) en cada intervalo Ii para un
tiempo jo t .






al valor promedio de la solución u(t, x) sobre cada intervalo Ii para un t jo, tal
como se muestra en la Figura 2.1.






































son los ujos exactos en cada control
Ii.
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La denición explícita del ujo numérico se basa en dos elementos fundamen-
tales: uno que nos proporcione una reconstrucción espacial en base a los valores
promedios y, a continuación, otro que nos permita calcular el ujo numérico f̂ i± 1
2
en base a la reconstrucción. Luego de este proceso procedemos a realizar la itera-
ción temporal como se establece a continuación.
2.3. Discretización temporal
La forma semi discreta de la ecuación (2.5); es decir, la ecuación (2.6) puede
ser escrita de la siguiente manera:
dūi
dt









donde ū representa a ū1; ū2, · · · , ūN . No hemos colocado xi± 1
2
en el argumento
por facilidad de lectura. De este modo, la discretización espacial nos proporciona
una ecuación diferencial ordinaria que describe la evolución temporal de los valores
promedio. Esta evolución temporal es discretizada en esta tesis mediante esquemas
de Runge-Kutta.
Jameson [7] muestra cómo los esquemas de Runge-Kutta son métodos muy
efectivos para resolver ecuaciones de Euler en dominios geométricos arbitrarios,
en particular para resolver una ecuación de advección unidimensional.
En estos esquemas se debe usar la condición inicial, u(x, 0) = g(x), para evaluar
los valores promedios ū0i en cada uno de los intervalos Ii. Un paso en la discretiza-
ción temporal de tamaño ∆t, debe proporcionarnos los nuevos valores promedio
ū1i tal como se observa en la Figura 2.2. De manera iterativa se van calculando los
ūni ; es decir, los valores promedios para el tiempo tn.
A continuación, se describen algunos esquema de Runge-Kutta que se diferen-
cian en la manera en cómo se calcula ūn+1i a partir de ū
n
i y por el orden de su
aproximación.
6
Figura 2.2: Evolución en el tiempo de los valores medio ūi
Esquema de Runge-Kutta de cuarto orden con cuatro etapas
Este esquema de integración de cuarto orden en el tiempo, popularizado por
Jameson [7], por tener una amplia región de estabilidad, tiene una condición CFL




Una iteración temporal para conseguir un paso del tiempo de ūni a ū
n+1
i en el





























































i son las cuatro etapas inter-
medias y G es denido en la ecuación (2.7).
7
Esquema de Runge-Kutta SSPRK (Strong-Stability-Preserving Runge-
Kutta )
Como indica Fehlberg en [4] la estabilidad fuerte1 de los esquema de Runge-
Kutta SSPRK, se preservan para el Método de Euler hacia adelante con cualquier
norma o semi norma. Los coecientes que caracterizan a estos esquemas no son
únicos y Shu [16] muestra versiones que maximizan el CFL para esquemas de
segundo y tercer orden. Estos son presentados a continuación.





















para cada i = 1, . . . , N ; n = 1, 2, · · · y con G denido por la ecuación (2.7).








































para cada i = 1, . . . , N ; n = 1, 2, · · · y con G denido por la ecuación (2.7). Gottlie
[6] denomina a este esquema Runge-Kutta TVD (Total Variation Diminishing).
En la implementación realizada usaremos únicamente el esquema de tercer
orden.
Observación 1. Debemos tener en cuenta que cualquiera sea el orden de la recons-
trucción, el orden en la solución dependerá también del orden de la discretización
temporal; es decir, si consideramos el error de aproximación, éste debe ser tal que
‖u− ũ‖ = O(∆xk) +O(∆tq),
1Ruuth [15] dene una secuencia {Un} con estabilidad fuerte cuando dada cualquier semi-
norma ‖·‖, se tiene
∥∥Un+1∥∥ ≤ ‖Un‖ para todo n ≥ 0.
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donde k es el orden de la discretización espacial y q, el orden de la discretización
temporal. Así, el orden de aproximación será mı́n {k, q}.
En los dos capítulos siguientes concentramos nuestra atención en el diseño de





Una de las características de un método de volúmenes nitos de alto orden es el
uso de reconstrucciones de alto orden. En este capítulo ponemos énfasis en el mé-
todo propuesto por Wang [22], donde la reconstrucción es compacta; esto es, para
el caso unidimensional, dado un intervalo Ii se usa el esténcil Si = {Ii−1 ; Ii+1}
para alcanzar cualquier orden de aproximación. Otros métodos de volúmenes ni-
tos necesitan más vecinos del intervalo Ii conforme se requiere ordenes más altos
de aproximación. Para una introducción a esquemas de reconstrucción ver Olliver-
Gooch [11] .
3.1. Reconstrucción de mínimos cuadrados com-
pacto
Matemáticamente el problema de reconstrucción en el esquema de VF puede
ser establecido como sigue:







de una solución u(x) sobre cada volumen de control Ij ⊂ Ω, debemos construir un
polinomio de grado k que aproxima a la solución u sobre el volumen de control Ii.
10
















+· · · . (3.1)






































dx+ · · · .
Por tanto

























Ahora despejando u(xi) de la expresión anterior y reemplazando en (3.1) ob-
tenemos

































+ · · · .
Reordenando términos obtenemos






















































Luego, tenemos una aproximación polinomial de grado k para u(x) en torno
del xi del intervalo Ii,






































Observación 2. La base presentada arriba es normalizada por la longitud de la
celda ∆xi para evitar el crecimiento del número de condicionamiento de la matriz
de reconstrucción al realizar un renamiento de la malla [5]. Al tener bases de me-







Esto quiere decir que los valores promedios del polinomio de reconstrucción coin-
ciden con el valor promedio de la solución.
Observación 3. Existen k coecientes uli, l = 1, 2, · · · , k en (3.3) para ser de-
terminados en el procedimiento de reconstrucción, donde k denirá el orden de
reconstrucción.
En los algoritmos de reconstrucción conocidos como k-exactos, ENO y WENO
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para esquemas de VF, los coecientes uli, l = 1, 2, · · · , k son determinados por
conservación de los valores promedios correspondientes a los intervalos solución
Ii, cuando los intervalos vecinos de Ii pertenecientes al esténcil de reconstrucción
con una solución sucientemente suave. Más especícamente, sobre el esténcil Si,

















para todo Ij ∈ Si. Este procedimiento resulta en un sistema de ni ecuaciones
lineales. Si ni > k , el sistema de ecuaciones es uno sobre determinado y necesita
ser resuelto usando el método de mínimos cuadrados. El principal problema de
esta aproximación es que el número de celdas en el esténcil Si se incrementa con el
orden k. Esto produce un gran esténcil para esquema de VF de órdenes altos. Como
arma Wang[22], grandes esténciles en esquemas de VF de órdenes altos destruyen
la compacidad del esquema y reducen la eciencia computacional especialmente
en la programación en paralelo, lo cual ha sido el cuello de botella para métodos
de VF de órdenes altos sobre mallas no estructuradas.
La idea básica de la reconstrucción propuesta es la siguiente: Junto con las
relaciones que describe la ecuación (3.5), las relaciones adicionales son reemplaza-
das por el requerimiento de conservación sobre Si de los valores promedio de las
derivadas de varios órdenes m del polinomio de reconstrucción. Esto quiere decir














dx, 0 ≤ m ≤M (3.6)
dondeM ≤ k corresponde a la derivada de mayor orden. Reemplazando la ecuación
































i , · · · , uki
]T
y reescribimos la ecuación
(3.7) en forma matricial
Aij ui = B
i































= δ0m (ūj − ūi) , m = 0, . . . ,M.
Denimos Si como el esténcil compacto que únicamente toma los vecino direc-
tos o las caras vecinas de Ii. Para el caso unidimensional Si = {Ii−1, Ii+1}, y la
ecuación (3.8) se reduce a
Aii−1 ui = B
i




Aii+1 ui = B
i
i+1 ui+1 + b
i
i+1. (3.12)
Puesto que ui−1,ui y ui+1 son todas variables, las ecuaciones (3.11)(3.12)
deben resolverse implícitamente formando un sistema de ecuaciones lineales por
bloques. En el presente trabajo elegimos M = k − 1, valor sugerido por Wang
[22]. Como el sistema (3.11) (3.12) es sobre determinado no puede resolverse
directamente. Luego, resolvemos el sistema por mínimos cuadrados. Las ecuaciones
(3.11) (3.12) pueden reordenarse en







































Para la reconstrucción se puede incorporar funciones peso wi,m, con m =
0, . . . ,M de la forma
wi,m =
1, m = 0wm (∆xi)m , m > 0





























i Ai Ei = −ATi Bi−1, Fi = −ATi Bi+1, gi =ATi bi
la ecuación (3.15) es equivalente a
Ei ui−1 + Di ui + Fi ui+1 = gi i = 2, . . . , N − 1 (3.18)
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el mismo que puede ser resuelto con un algoritmo equivalente al sistema tridiagonal
por descomposición LU . La matriz de coecientes es la que llamamos matriz de
reconstrucción,
3.1.1. Condiciones de frontera de Dirichlet
Para esta condición de frontera tenemos
u(0, t) = u0(t), t ∈ [0, 1].
Ahora en la ecuación (3.19) se tienen resueltos los coecientes ui de los intervalos
interiores, pero aún falta determinar los coecientes u1 para la reconstrucción del
primer intervalo I1 y uN para la reconstrucción del intervalo IN . En este caso,
para una condición de frontera de Dirichlet se considera un esténcil vecino a la
derecha de la primera celda y en la última únicamente tenemos un esténcil vecino
izquierdo; es decir, S1 = {I2}y SN = {IN−1}. Entonces, para la primera celda la




0 = 0) y sólo la
ecuación (3.12) debería ser tomada en cuenta. Así en la ecuación (3.18) el término








































Por tanto, con estas consideraciones, en el sistema (3.19) se pueden agregar las
dos ecuaciones
D1 u1 + F1 u2 = g1 y EN uN−1 + DN uN = gN , (3.22)




























donde g1 y gN están dadas por las ecuaciones (3.20) y (3.21).
3.1.2. Condiciones de frontera periódicas
Para este tipo de condiciones se cumple que
u(0, t) = u(1, t), t ∈ [0, 1]
Del mismo modo que en la sección anterior, en la ecuación (3.18) aún falta
determinar los coecientes u1 para la reconstrucción del primer intervalo I1 y uN
para la reconstrucción del intervalo IN . El tratamiento para la primera celda y


























Figura 3.1: Tratamiento de las condiciones de frontera periódicas































































= δ0m (ū0 − ū1) , m = 0, . . . ,M
donde ū0 = ūN .

































































= δ0m (ūN+1 − ūN) , m = 0, . . . ,M
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donde ūN+1 = ū1.
Así, tenemos un sistema matricial similar al de la ecuación (3.18), la diferencia
es que hemos denido para i = 1 e i = N la siguiente relación:
Ei ui−1 + Di ui + Fi ui+1 = gi i = 1, . . . , N, (3.23)
donde Ei, Di, Fi y gi son denidos en la subsección anterior. De este modo in-





























donde u0 = uN y uN+1 = u1.
3.1.3. Consideraciones de la reconstrucción
Primera La novedad del método presentado por Wang [22] son las relaciones
descritas por las ecuaciones (3.6) y (3.7) donde se puede establecer un or-
den arbitrario usando únicamente celdas vecinas para su formulación. Es por
ello que este procedimiento es considerado compacto y junto con la ecuación
(3.18), derivado del método de mínimos cuadrados para sistemas sobre deter-
minados, la reconstrucción es llamada reconstrucción por mínimos cuadrados
compacto (CLS de las siglas en inglés de Compact Least -Square). El méto-
do de volúmenes nitos que usa CLS para su reconstrucción es referenciado
como método CLSFV.
Segunda En el trabajo de Wang [22], se elige M = k − 1, de modo que el nú-
mero de ecuaciones en la ecuación (3.13) dobla al número de variables. Los
19
parámetros libres wm que se toman en cuenta en (3.16) y (3.17) Wang los
usa para optimizar las propiedades espectrales.
3.2. Matrices de reconstrucción explícitas.
En esta sección mostramos expresiones explícitas de los bloque que componen
la matriz de reconstrucción, obtenidas en la sección anterior. Estas matrices bloque
están descritas en las ecuaciones (3.16) y (3.17); y las obtendremos con la librería
de procesamiento simbólico SymPy de Python (Ver Anexo). Obtendremos aquellas
de segundo orden (k = 1) hasta de séptimo orden (k = 6) y, por simplicidad, sobre
mallas uniformes (∆xi = ∆x).






, Bi = 0, Bi+1 = 0,
ui = u
1



















































































Reconstrucción cuarta (k = 4)
Ai =

−1 1 −5/4 3/2
w1 −2w1 13w1/4 −5w1
0 2w2 −6w2 13w2
0 0 6w3 −24w3
1 1 5/4 3/2
w1 2w1 13w1/4 5w1
0 2w2 6w2 13w2




0 0 0 0
w1 0 w1/4 0
0 2w2 0 w2
0 0 6w3 0
0 0 0 0
0 0 0 0
0 0 0 0





0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
w1 0 w1/4 0
0 2w2 0 w2
























−1 1 −5/4 3/2 −91/48
w1 −2w1 13w1/4 −5w1 121w1/16
0 2w2 −6w2 13w2 −25w2
0 0 6w3 −24w3 64w3
0 0 0 24w4 −120w4
1 1 5/4 3/2 −91/48
w1 2w1 13w1/4 5w1 121w1/16
0 2w2 6w2 13w2 −25w2
0 0 6w3 24w3 64w3




0 0 0 0 0
w1 0 w1/4 0 w1/16
0 2w2 0 w2 0
0 0 6w3 0 5w3
0 0 0 24w4 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0





0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
w1 0 w1/4 0 w1/16
0 2w2 0 w2 0
0 0 6w3 0 5w3























Reconstrucción sexta (k = 6)
Ai =

















0 2w2 −6w2 13w2 −25w2
363w2
8
0 0 6w3 −24w3 64w3 −150w3
0 0 0 24w4 −120w4 390w4









w1 2w1 13w1/4 5w1 121w1/16
91w1
8
0 2w2 6w2 13w2 25w2
363w2
8
0 0 6w3 24w3 64w3 150w3
0 0 0 24w4 120w4 390w4












0 2w2 0 w2 0
3w2
8
0 0 6w3 0 5w3 0
0 0 0 24w4 0 30w4
0 0 0 0 120w5 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0





0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0








0 2w2 0 w2 0
3w2
8
0 0 6w3 0 5w3 0
0 0 0 24w4 0 30w4




























En esta sección, veremos un ejemplo de cómo se realiza la reconstrucción lineal
y cuadrática de una función trigonométrica u(x) = cos(πx) en el dominio [−1; 1],
para una partición de N+2 puntos en el intervalo dominio. Se evaluarán los valores
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promedio de la función u y con ellos, por medio proceso de reconstrucción usando
la condición de frontera de Dirichlet para los coecientes faltantes, reconstruimos
la función u..
Las Figuras 3.2 y 3.3 muestran la reconstrucción lineal y cuadrática de la
función propuesta tomando diferentes particiones. A medida que aumenta el re-
namiento (N = 4, 8, 16), se obtiene una mejor reconstrucción. Para N = 4, en
ambas Figuras 3.2(a) y 3.3(b) se puede apreciar la diferencia en la reconstrucción
lineal y cuadrática. De otro parte, en la Figura 3.4 se observa las curvas de con-
vergencia para diferentes reconstrucciones. Estas curvas muestran una tendencia
lineal cuyos pendientes( con valores opuestos negativos) coinciden con el orden de
convergencia p ( donde el orden es O(hp)). Este orden de convergencia también se
aprecia en el Cuadro 3.1, donde se tabula los errores de aproximación de la función





y ũ(x) es la función aproximada.
























Figura 3.2: Reconstrucción lineal y valores promedio de u(x) = cos(πx) en [−1, 1]
con N = 4(a) N = 8 (b) y N = 16(c) intervalos
En el siguiente capítulo nuestra atención se concentra en el cálculo del ujo
numérico, la otra componente del MVF, y junto con la reconstrucción podemos
iterar en el tiempo.
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Figura 3.3: Reconstrucción cuadrática y valores promedio de u(x) = cos(πx) en
[−1, 1] con N = 4(a) N = 8 (b) y N = 16(c) intervalos











Figura 3.4: Curvas de convergencia de primer a sexto orden para una reconstruc-
ción constante por partes (k = 0), lineal (k = 1) , parabólico (k = 2), cúbico
(k = 3), k = 4 y k = 5 para la función u(x) = cos(πx) en [−1, 1] con parámetros
wi = 1 .
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Cuadro 3.1: Errores de aproximación de la función u(x) = cos(πx) para la recons-
trucción de orden alto y sus respectivos órdenes numéricos, con ũ(x) la función
aproximada.
N k = 0 k = 1 k = 2
‖u− ũ‖2 orden ‖u− ũ‖2 orden ‖u− ũ‖2 orden
4 3.10E+00 1.18E+00 2.22E+00
8 1.59E+00 0.963 4.41E-01 1.416 5.03E-01 2.144
16 8.01E-01 0.991 1.02E-01 2.107 7.81E-02 2.687
32 4.01E-01 0.998 2.30E-02 2.157 1.04E-02 2.913
64 2.01E-01 0.999 5.32E-03 2.110 1.32E-03 2.979
128 1.00E-01 1.000 1.29E-03 2.045 1.65E-04 2.995
N k = 3 k = 4 k = 5
‖u− ũ‖2 orden ‖u− ũ‖2 orden ‖u− ũ‖2 orden
4 2.22E+00 3.06E+00 3.09E+00
8 1.13E-01 4.304 1.57E-01 4.280 1.32E-01 4.555
16 1.17E-02 3.263 7.99E-03 4.299 8.62E-04 7.254
32 8.56E-04 3.775 2.25E-04 5.148 3.13E-05 4.784
64 5.43E-05 3.980 6.67E-06 5.079 5.66E-07 5.789




En el capítulo anterior no se exigió continuidad entre los polinomios de re-
construcción ui(x) obtenidos en cada intervalo Ii. Por tanto, puede existir discon-
tinuidad en los extremos de dos intervalos consecutivos: xi± 1
2
. Luego, evaluar el
ujo numérico f̂i± 1
2
no es tan simple. En este capítulo se desea entender el cálculo
numérico del ujo a través de un problema similar llamado problema de Riemman.
Supongamos que tenemos la ecuación de advección unidimensional, llamada







donde a es la velocidad de propagación de una onda constante. Si colocamos una
condición inicial tenemos el problema de valor inicial (PVI) ∂u∂t + a∂u∂x = 0, x ∈ R, t > 0u(x, 0) = u0(x). (4.1)
Cuando la condición inicial es discontinua se le llama Problema de Riemann y es









Figura 4.1: Curvas características de la ecuación de advección lineal para una
velocidad característica positiva a. Condición inicial en el tiempo t = 0 ja la
posición inicial en x0.
4.1. Características y la solución general
Las curvas características para la ecuación (4.1) pueden ser denidas como las
curvas x = x(t) en el plano t − x a lo largo del cual la EDP se convierte en una






















De este modo u permanece constante a lo largo de la curva característica x = x(t)
con x′(t) = a. La velocidad a es llamada velocidad característica y es la pendiente
de la curva x = x(t) en el plano t−x. En la bibliografía se considera el plano x− t
para esbozar las curvas características; teniendo presente que sus pendientes son
iguales a 1/a. En la Figura 4.1 se muestra una familia de curvas características
x = x(t) de la ecuación (4.2).
Así, si se da las condiciones iniciales u(x, 0) = u0(x) en el tiempo t = 0,
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entonces a lo largo de cada curva característica x(t) = x0 + at la solución es
u(x, t) = u0(x0) = u0(x− at). (4.3)
Usando el argumento geométrico anterior hemos construido la solución ana-
lítica del PVI (4.1) para la ecuación de advección y está dada en términos de
u0(x).
Problema de Riemann
Veamos ahora el estudio especial del PVI llamado problema de Riemman
ut + a ux = 0, x ∈ R, t > 0
u(x, 0) = u0(x) =
uL, six < 0,uR, six > 0,
(4.4)
donde uL y uR son dos valores constantes, como se muestra en la Figura 4.2. Note
que el valor inicial tiene una discontinuidad en x = 0. La solución del PVI (4.4)
es (similar a la solución dada en la ecuación (4.3))
u(x, t) = u0(x0) = u0(x− at) =
uL, six− at < 0,uR, six− at > 0. (4.5)
La solución del problema de Riemann representado en el plano x−t es mostrado
en la Figura 4.3.
4.2. Elección del ujo numérico
Debido al proceso de reconstrucción se tiene un problema similar al problema
de Riemman en cada una de las celdas Ii como se muestra en la Figura 4.4. En
ella se tiene que discernir el ujo f̂ en los extremos del intervalo Ii. Por ejemplo,
en xi+ 1
2















Figura 4.2: Condición inicial para un problema de Riemman. En el tiempo inicial
el dato consiste de dos constantes de estado separadas por una discontinuidad en
x = 0
x− a t > 0
x− a t < 0





Figura 4.3: Ilustración de la solución del problema de Riemman en el plano x− t













































son los ujos exactos en cada volu-
men de control Ii. Los métodos para determinar el ujo numérico se desarrollan
ampliamente en [19] y en [2]. Chi-Wan en [17] plantea las siguientes condiciones




































es una función no decreciente en uL y una función no creciente
en uR. Simbólicamente f̂(↑, ↓);
f̂(uL, uR) es consistente con el ujo físico; es decir, f̂(u, u) = f(u).
Si un ujo numérico f̂ las satisface, entonces es llamado ujo monótono. Algunos
ujos monótonos que satisfacen estas condiciones son los siguientes:
1. Flujo de Godunov
f̂(x, y) =
mı́nx≤u≤y f(u), si x ≤ ymáxx≤u≤y f(u), si x > y ;




máx {f ′(u), 0} du+
∫ y
0
máx {f ′(u), 0} du+ f(0);




[f(x) + f(y)− α(y − x)] ,
donde α = máxu f
′(u) es una constante.
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De acuerdo a estos ujos, como para la ecuación de advección unidimensional





[ax+ ay − a(y − x)] = ax,
el cual será usado más adelante.
4.3. Esquema de volúmenes nitos para la ecua-
ción de advección lineal
En esta sección usaremos los esquemas de volúmenes nitos para aproximar la








donde el ujo es f(u(t, x)) = f(u) = a u y a es una velocidad de propagación,
la cual asumiremos positiva, i.e., a > 0. También asumiremos una discretización
uniforme del dominio espacial con ∆x = h. La forma integral de la ecuación (4.6)


























son los ujos exactos.
Un método de volúmenes nitos proporciona la forma semi discreta de la ecua-













Cuando se tiene un ujo de avance , el ujo numérico de LaxFriedrichs (Ver























son calculados por el polinomio



































donde los coecientes uli y u
l
i+1 son determinados por el procedimiento de recons-
trucción de la Sección (3.1). De manera similar para f̂ i− 1
2
.
En caso usemos el método de Euler de un paso para la discretización de la













Para los cálculos numéricos del Capítulo 6 usaremos los métodos de Runge-Kutta
mencionados en la Sección 2.3.
Luego de estudiar las dos componentes más importantes de los métodos de
volúmenes nitos, afrontaremos en el siguiente capítulo, con ayuda del análisis de
Fourier, el análisis espectral, tanto de los esquemas de reconstrucción, como de la




En este capítulo desarrollamos los elementos más importantes del análisis es-
pectral basado en los estudios de Vichnewetsky [21] donde se muestra el uso siste-
mático del análisis de Fourier para investigar problemas relacionados a los errores
en aproximaciones numéricas en las ecuaciones hiperbólicas. De este modo, mos-
traremos el comportamiento espectral de esquemas CLSFV, de segundo a cuarto
orden, los que nos permitirá establecer parámetros optimales. Así mismo, hacemos
uso del análisis de von Neumann para estudiar la estabilidad de estos esquemas.
5.1. Análisis espectral
Con el método de volúmenes nitos realizaremos una semi discretización para
la variable espacial, para analizar la evolución temporal del error para el modelo







donde el ujo es f = a u y a es una constante.
Recordemos la discretización vista en la sección 2.2. Consideremos una parti-
ción {Ii}Ni=1 uniforme de tamaño N del dominio computacional Ω, con ∆xi = h y




























Para propósitos del análisis de Fourier supongamos que la función u tiene
dominio computacional [0, L] y es periódica con periodo L. Entonces, ésta puede












Ahora por simplicidad analizamos un modo de Fourier simple de la forma
u(x, t) = Am(t)e
i kmx, km =
2πm
L
como una solución de la ecuación integral exacta (5.2), donde Am representa la






















ikmxi+ 12 − eikmxi− 12
)
. (5.3)
Los ujos exactos en la ecuación (2.5) son





i kmxi±1/2 . (5.4)










































Am(t) + a i kmAm(t) = 0. (5.6)
Por otro lado de acuerdo a la ecuación (2.6), para el esquema semi discreto de la












Los diferencia de los ujos exactos son calculados como
fi+ 1
2



















ikmxi+ 12 − eikmxi− 12 =
fi+ 1
2


















− f̂ i− 1
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Los valores de f̂i± 1
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son calculados usando la ecuación (4.10) con
los coecientes obtenidos en el proceso de reconstrucción y los valores medios de
la ecuación (5.3). Para poder determinar estos valores introducimos un número de
onda escalado
κ = kmh ∈ (0, π];








− f i− 1
2
κ.
κ′ es llamado número de onda modicado cuya parte real Re(κ′) y su parte
imaginaria Im(κ′) son asociados a propiedades de dispersión y disipación de los
esquemas numéricos respectivamente. La parte real describen los errores de fase
y las partes imaginarias describen los errores de amplitud disipativa. Un esquema
con ningún error debería satisfacer κ′ = κ, para 0 ≤ κ ≤ π; es decir, la parte
imaginaria debería ser cero.
5.2. Cálculo de los números de onda modicados
En esta sección presentamos los números de onda modicados κ′ de segun-
do, tercer y cuarto orden para esquemas CLSFV. Para mostrar la dicultad en
el cálculo presentamos el desarrollo del esquema de segundo orden. Para los ór-
denes superiores los resultados obtenidos fueron procesados usando programación
simbólica.
5.2.1. Número de onda modicado para un esquema de se-
gundo orden (k = 1)
Para un esquema de segundo orden (k = 1), teniendo en cuenta la Figura 5.1,






− 0 = x− xi
h
;





















Figura 5.1: Longitud de una celda Ii































Los valores promedios ūi son obtenidos usando la ecuación (5.3) y los coecientes
u1i por medio de la solución del sistema de ecuaciones (3.18) del siguiente modo.
Considerando que para k = 1 y la ecuación (3.24), los coecientes matriciales en
(3.18) se reducen a Ei = 0 = Fi, Di = A
T
i Ai = 2, gi = Aibi = ūi+1 − ūi−1.
Entonces, el sistema



























































































































































































































































































































































































































Finalmente, para un esquema de segundo orden las propiedades de dispersión y














5.2.2. Número de onda modicado para esquemas de órde-
nes superiores
Para cada uno de los esquemas de segundo a cuarto orden se tuvo que recurrir a
la programación simbólica siguiendo los pasos de la sección anterior, los resultados
se muestran a continuación:































































































s2 = −4(w21 + 6w41 + 6(6 + 41w21 + 36w41)w22 + 432(1 + w21)w42)
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c4 = −216w42 − 3w41(−4 + 72w22)− 3w21(−1 + 22w22 + 144w42)c5 = 6w21w22(2 + 9w21 + 18w22);
entonces,
Re(κ′) =
s1sen(κ) + s2sen(2κ) + s3sen(3κ)





c3 + c4cos(κ) + c5cos(2κ)
.
De acuerdo a las ecuaciones (5.12) y (5.13), tenemos un parámetro libre w1
en el esquema de tercer orden y dos parámetros (w1, w2) en el esquema de cuarto
orden.
5.3. Optimización de parámetros
Wang [22] propone un proceso de optimización para la elección de los paráme-






eν(π−k) (Re(κ′)− κ) 2dκ,
que no es otra cosa que una función error integral del número de onda modicado.
Los valores optimizados de (w1, w2) para diferentes valores ν se han tomado de la
Tabla 1 de Wang [22].
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ν 2 4 6 8 10 20 40 60 80
w1 >10
4 1 < 10−4 0,020 0,0100 0,0100 0,0100 0,0100 0,0100
w2 0 0 0 0,0360 0,0490 0,0196 0,0144 0,0121 0,0100
Cuadro 5.1: Valores optimizados de (w1, w2) para diferentes valores de ν (Tomado
de [22])
(a) (b)
Figura 5.2: Propiedades de dispersión (a) y disipación (b) de esquemas CLSFV de
segundo a cuarto orden
Las Figuras 5.2 (a) y 5.2 (b) muestran las propiedades de dispersión (Re(κ′)
) y disipación (Im(κ′)) para diferentes números de onda en los esquemas CLSFV
de segundo a cuarto orden. La parte real y parte imaginaria casi coinciden con
los valores exactos para valores bajos de κ, pero para números de onda altos la
coincidencia es pobre. Si la parte imaginaria de κ′ es negativa, el esquema es
disipativo, y como se observa para número de onda alto los esquemas se muestran
disipativos.
En especial para los esquemas de tercer y cuarto orden se muestran las pro-
piedades de dispersión y disipación correspondientes a parámetros optimales en
el Cuadro 5.1. Para los esquemas de cuarto orden, los errores de dispersión son
más pequeños para los parámetros óptimos w1 = 0,01 y w2 = 0,01 para números
de onda bajos, mientras que para los valores de los parámetros w1 = 1 y w2 = 0
se tiene menor error de dispersión para números de onda altos. Siguiendo las ob-
servación de Wang [22] para comparar mejor estos resultados podemos ver en la
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−1 con 0. Para (w1 = 0,01, w2 = 0,01), el ancho de de banda con error
de fase relativo
∣∣∣Re(κ′)κ − 1∣∣∣ ≤ 0,5 % ocurre cuando κ ∈ (0; 1, 23], mientras que un
error relativo menor al 3 % ocurre cuando κ ∈ (0; 1, 51]. Para (w1 = 1, w2 = 0),
el ancho de banda con error de fase relativo
∣∣∣Re(κ′)κ − 1∣∣∣ ≤ 0,5 % ocurre cuando
κ ∈ (0; 0,82] y el ancho de banda con error de fase relativo
∣∣∣Re(κ′)κ − 1∣∣∣ ≤ 3 %
ocurre con κ ∈ (0; 2, 10]. Para ambos casos, el esquema de cuarto orden produce
mejores resultados de ancho de banda que los esquemas de segundo y tercer orden
para la misma tolerancia del error de fase.
Figura 5.3: Error de dispersión para esquemas CLSFV de segundo a cuarto orden
con un ancho de banda del 3 %.
5.4. Análisis de estabilidad de von Neumann
En esta sección veremos cómo se comporta la estabilidad de von Neumann
con la combinación del MVF estudiados con dos métodos de RK. Reescribimos la
Ecuación (5.10) de la siguiente forma:
dAm
dt
= −a i k′mAm. (5.14)
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5.4.1. Análisis con Runge-Kutta 3
Para la ecuación (5.14) usamos un Runge-Kutta 3 visto en la sección 2.3 y































































































































(1 + z) +
1
6







5.4.2. Análisis con Runge-Kutta 4
Para ver la estabilidad del método de RK4 de cuatro pasos descrito en la







































































































































































































































































5.4.3. Consideraciones del factor de amplicación
El esquema es estable si
|Gm| ≤ 1, ∀κ ∈ (0;π].
Como vimos en la sección 5.2.2 es difícil derivar la condición de estabilidad ana-
lítica para los métodos de VF por la complejidad de z o κ′ . Para las Figuras
5.4, y 5.5 los esquemas de reconstrucción propuestos son estables si c ≤ 1,1. De
otro lado, cuando c ≥ 1,2, usando RK3 los esquemas de segundo orden y cuarto
orden con (w1 = 1, w2 = 0) resultan ser inestables pues se ven oscilaciones muy
grandes para números de onda que satisfacen |Gm| > 1. Para el mismo esque-
ma, con RK4 se controla un poco mejor la inestabilidad. También observamos
que el comportamiento inestable cuando usamos un RK3 con números CFL entre
1.1 a 1.2, se traslada para valores entre 1.2 y 1.4 con RK4. Por último, cuando
usamos RK3 y RK4 se observa que el esquema de cuarto orden con parámetros
w1 = 0,01, w2 = 0,01 se comporta mejor que con (w1 = 1, w2 = 0).
En el siguiente capítulo, nos abocaremos a mostrar a los cálculos computacio-
nales para la ecuación de advección unidimensional donde usaremos los parámetros





Figura 5.4: Factor de amplicación para los esquemas CLSFV usando TVD RK3.





Figura 5.5: Factor de amplicación para los esquemas CLSFV usando RK4. Los




En este capítulo mostramos los resultados numéricos del método de volúmenes
nito aplicado a la ecuación diferencial de advección unidimensional∂u∂t + ∂u∂x = 0u(x, 0) = u0(x) = sen(2πx). (6.1)
cuya solución exacta es











es combinación lineal de eik1x y e−ik1x donde k1 = 2π, tenemos que la función
inicial u0(x) tiene un único número de onda. El número de onda escalado κ = k1h
irá disminuyendo conforme disminuyamos el tamaño de la partición.
Dos tipos de condiciones de frontera serán considerados en los dos extremos de
la región 0 ≤ x ≤ 1 : una condición de frontera de Dirichlet y la otra periódica.
La evolución en tiempo será hasta cuando t = 1; es decir, la solución esperada
en el tiempo t = 1 será u(x, 1) = sen(2πx). Conforme al análisis de estabilidad
visto en la sección 5.4, los esquemas deberán mantenerse estables para el número
CFL = 1,0; valor elegido para los cálculos de este capítulo.
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El error absoluto será calculado en base al Capítulo 3 de Strikwerda, J [18] y
estará dado en la siguiente expresión:
|error| = ‖u− ũ‖2 =
√∑n
i=1(u(xi, 1)− ũ(xi, 1))2
n
,
donde ũ es la solución aproximada.
6.1. Requerimientos de software y hardware
La implementación del método de volúmenes nitos fue desarrollado en código
Python (http://www.python.org) en la versión 3.5.1 para 64bits, usando el entorno
Spyder(The Scientic PYthon Development EnviRomment) en su versión 2.3.8.
Para la programación simbólica se utilizó librería SymPy (http://www.sympy.org/).
Para mayor información se sugiere revisar el libro de K Jarrod Millman yMichael
Aivazis [9].
Los mayores requerimientos de hardware, necesarios para la ejecución de los
programas implementados, se usaron para validar las matrices de reconstrucción y
el cálculo de los número de ondas modicados estudiados en la sección 3.1 y 5.2.2,
respectivamente. Al usarse programación simbólica el tiempo en la ejecución de los
programas se elevó aún más. Así, para órdenes bajos se usó una laptop personal con
un procesador Intel(R) Core(TM), 8GB de Memoria y sistema operativo Windows
10. de 64 bits. Mientras que para la ejecución de los programas implementados
para órdenes intermedios a altos se usó el sistema de súper cómputo denominado
Legión, desarrollado por la Dirección de Tecnología de Información de la PUCP .
6.2. Implementación y Algoritmo
El algoritmo 1 muestra los pasos generales que sigue el esquema de volúmenes
nitos de alto orden. El procedimiento solveredpdir (lineas 13 a 22) y el proce-
dimiento solveredpper (lineas 23 a 322) son los que iteran los pasos temporales
con condiciones de frontera de Dirichlet y periódicas, respectivamente. Para ello
primero, debemos calcular los coecientes de los polinomios de reconstrucción uli
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(procedimientos coefreconstrucdirichlet y coefreconstrucperiod lineas 14
y 24 respectivamente) dada por la ecuación (3.2). En las lineas 19, 25 y 29, el
procedimiento evalreconstrucfuncinti evalúa el polinomio de reconstrucción
en el intervalo i-ésimo. Luego, calcula los ujos numéricos en cada intervalo del
dominio computacional (incluidos en parte de la linea 21 y 31) usando la ecuación
(4.9) en cada paso del método de Runge-Kutta estudiado en la sección 2.3. En
el álgorítmo 1 únicamente mostramos a modo de ejemplo la primera etapa de los
métodos RK 3. Se procede de manera similar para las otras etapas.
Debemos notar que, para las iteraciones temporales con las condiciones de
frontera de Dirichlet, los pasos intermedios en los métodos de Runge-Kutta vistos
en la Sección 2.3, especícamente del ujo numérico en la frontera de Dirichlet,
uL1
2
, son mostrados en el Algoritmo 2.
6.3. Resultados numéricos
En esta sección presentamos los resultados numéricos obtenido al iterar el
métodos de volúmenes nitos aplicados a la ecuación de advección lineal con los
componentes estudiados en los Capítulos 3 y 4. Usamos tanto las condiciones de
frontera de Dirichlet como las periódicas estudiadas en las Sección 3.1.1 y 3.1.2,
respectivamente. Para cada tipo de condición de frontera se ha considerado en la
evolución del tiempo dos tipos de esquemas, el método de Runge-Kutta de tres
pasos de orden 3 y el método de Runge-Kutta clásico de cuatro pasos y orden 4
vistos en la Sección 2.3.
En la sección 5.3, se establecieron los parámetros óptimos para mejorar las
propiedades de disipación y dispersión en los esquemas de reconstrucción. Estos
parámetros óptimos fueron w1 = 0 en esquemas de tercer orden(k = 2), y w1 =
0,01 = w2 y w1 = 1, w2 = 0 en esquemas de cuarto orden (k = 3). También con
éstos se consiguieron mejores propiedades de estabilidad de Von Neumann para
los métodos de Runge-Kutta de tres y cuatro pasos. Para los demás órdenes y
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input : N, ūi, xi, x̄i, k, M y RK : son tamaño de partición, valores
promedios, extremos de intervalos, puntos medios de los
intervalos, orden del polinomio de reconstrucción, parámetro
del método ( siempre considero M = k − 1) y Métodos de
Runge-Kutta respectivamente.
output: Solución aproximada ũ
1 dx← b−a
N
, x ∈ [a, b] = [0, 1];
2 cfl← 1 ;
3 dt← clf ∗ dx,;
4 /* Cálculo los valores promedio */




6 if condfr==1 then
7 ũ← solveredpdir(ū0i ,x,x̄, k,M ,N ,cfl,RK)
8 end
9 if condfr==2 then
10 ũ← solveredpper(ū0i ,x,x̄, k,M ,N ,cfl,RK)
11 end
12 /* Funciones solver para condición de frontera de Dirichlet
y periódica */
13 Function solveredpdir(ūi,x,x̄, k,M ,N ,cfl,RK)




← u(0, (j) ∗ dt));
16 /* Etapa 1 */























23 Function solveredpper(ūi,x,x̄, k,M ,N ,cfl,RK)




← evalreconstrucfuncinti(ūN−1,x,x̄,uli, k,xN ,N − 1);
26 /* Etapa 1 */























Algoritmo 1: Método de volúmenes nitos de alto orden para solución
de la ecuación (6.1)
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1 /* Runge-Kutta 3 pasos */
2 uL,11
2
← u(0, j dt)
3 uL,21
2
← u(0, (j + 1) dt)
4 uL,n+11
2
← u(0, (j + 0,5) dt)
5
6 /* Runge-Kutta Clásico 4 */
7 uL,11
2
← u(0, j dt)
8 uL,21
2
← u(0, (j + 0,5) dt)
9 uL,31
2
← u(0, (j + 0,5) dt)
10 uL,n+11
2
← u(0, (j + 1) dt)
Algoritmo 2: Consideraciones para el cálculo del ujo numérico en la
frontera de Dirichlet para los métodos de Runge-Kutta RK3 y RK4. uL1
2
se
muestra en la Figura 4.4.
demás métodos de Runge-Kutta los valores de los parámetros fueron considerados
unitarios; es decir, wi = 1.
6.3.1. Condiciones de frontera de Dirichlet.
En la Figura 6.1 mostramos las aproximaciones con reconstrucciones lineales
para diferentes tamaños de malla usando esquemas de Runge-Kutta clásico de
orden cuatro para la evolución temporal. Claramente, el renamiento de la malla
muestra soluciones más próximas.
En el Cuadro 6.1, mostramos el error de aproximación y orden de convergencia
para la ecuación de advección lineal con condiciones de frontera de Dirichlet para
orden 4 (k = 3) con parámetros no optimizados w1 = 1 = w2, y optimizados
w1 = 0,01, w2 = 0,01; w1 = 1, w2 ≈ 0 ; usando un esquema de Runge-Kutta de 3
pasos y de orden 3, y CFL = 1. Como vemos el orden alcanzado para cualquier
valor de los parámetros es 3, a pesar de tener un esquema de reconstrucción de
cuarto orden. Esto se justica porque el método de RK únicamente es de tercer
orden. En el Cuadro 6.2, se observa cómo se alcanzan los órdenes para esquemas
de reconstrucción menores a o iguales a 3.
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Figura 6.1: Solución de la ecuación advección (2.2) con condiciones de frontera
Dirichlet y condición inicial u0(x) = sen(2πx). La solución exacta es u(x, t) =
u0(x− t) en [−1, 1] y se muestra las aproximaciones con reconstrucciones lineales
para N = 4(a) N = 8 (b) y N = 32(c) usando esquemas de Runge-Kutta clásico
de orden cuatro para la evolución temporal.
Sin embargo, como se muestra en el Cuadro 6.4, cuando usamos el método
de RK 4 de cuarto orden, los órdenes calculados coinciden con los órdenes de
reconstrucción tal como se remarcó en la Observación 1 del Capítulo 2 .
Tanto en el Cuadro 6.1 como en el Cuadro 6.3 se muestra como para valores
pequeños de N los parámetros óptimos nos dan menores errores. Este resultado
es esperado puesto que en la sección de análisis de Fourier se esperaba que para
números de onda altos las reconstrucciones con parámetros optimales tuvieran
mejores propiedades dispersivas y disipativas. Sin embargo, en este mismo análisis
se vio que para números de onda bajos (valores altos de N) no existía mayor
mejora.
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Cuadro 6.1: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera de Dirichlet para orden 4 (k = 3)
con parámetros no optimizados w1 = 1 = w2, y optimizados w1 = 0,01, w2 =
0,01; w1 = 1, w2 ≈ 0 ; con RK3 y CFL = 1.
w1 = 1 = w2 w1 = 0,01 = w2 w1 = 1, w2 ≈ 0
N error orden error orden error orden
4 1.00E+00 1.00E+00 1.00E+00
8 1.25E-01 3.01 6.07E-02 4.05 4.61E-02 4.44
16 9.74E-03 3.68 7.43E-03 3.03 7.52E-03 2.61
32 1.13E-03 3.11 1.09E-03 2.77 1.09E-03 2.79
64 1.38E-04 3.03 1.39E-04 2.97 1.38E-04 2.97
128 1.71E-05 3.01 1.74E-05 3.00 1.73E-05 3.00
256 2.15E-06 3.00 2.17E-06 3.00 2.16E-06 3.00
512 2.69E-07 3.00 2.71E-07 3.00 2.70E-07 3.00
Cuadro 6.2: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera de Dirichlet, RK3 y CFL = 1.
k=0 k=1 k=2 k = 3
w1 ≈ 0 w1 = 0,01;w2 = 0,01
N error orden error orden error orden error orden
4 7.37E-01 7.23E-01 8.48E-01 1.00E+00
8 5.51E-01 0.42 2.52E-01 1.52 1.29E-01 2.72 6.07E-02 4.05
16 3.79E-01 0.54 3.30E-02 2.93 2.04E-02 2.66 7.43E-03 3.03
32 2.31E-01 0.71 5.09E-03 2.70 2.92E-03 2.80 1.09E-03 2.77
64 1.30E-01 0.83 1.52E-03 1.74 4.13E-04 2.82 1.39E-04 2.97
128 6.95E-02 0.90 4.47E-04 1.77 5.74E-05 2.85 1.74E-05 3.00
256 3.60E-02 0.95 1.21E-04 1.88 3.08E-05 0.90 2.17E-06 3.00
512 1.83E-02 0.97 3.15E-05 1.94 8.34E-06 1.89 2.71E-07 3.00
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Cuadro 6.3: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera de Dirichlet para tercer (k = 2) y
cuarto orden (k = 3) con parámetros w1 = 0,00001 ≈ 0; w1 = 1 = w2 y w1 =
0,01 = w2 , RK4 y CFL=1
k=2 k=3
w1 = 1 w1 ≈ 0 w1 = 1 = w2 w1 = 0,01 = w2
N error orden error orden error orden error orden
4 7.57E-01 8.94E-01 1.21E+00 1.21E+00
8 2.25E-01 1.75 1.26E-01 2.83 1.91E-01 2.66 1.40E-01 3.11
16 4.51E-02 2.32 1.66E-02 2.92 8.01E-03 4.57 3.81E-03 5.19
32 6.81E-03 2.73 2.08E-03 3.00 2.49E-04 5.01 1.41E-04 4.75
64 9.14E-04 2.90 2.66E-04 2.97 1.15E-05 4.44 7.60E-06 4.22
128 1.18E-04 2.96 5.25E-05 2.34 7.64E-07 3.91 5.58E-07 3.77
256 1.49E-05 2.98 1.87E-05 1.49 5.75E-08 3.73 4.66E-08 3.58
512 1.87E-06 2.99 7.45E-06 1.33 4.57E-09 3.65 4.04E-09 3.53
Cuadro 6.4: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera de Dirichlet con RK4 y CFL=1 .
k=0 k=1 k=2) k=3
w1 = 0,000001 w1 = 0,01 = w2
N error orden error orden error orden error orden
4 6.38E-01 6.76E-01 8.94E-01 1.21E+00
8 5.35E-01 0.26 2.14E-01 1.66 1.26E-01 2.83 1.40E-01 3.11
16 3.75E-01 0.51 2.48E-02 3.11 1.66E-02 2.92 3.81E-03 5.19
32 2.31E-01 0.70 4.81E-03 2.36 2.08E-03 3.00 1.41E-04 4.75
64 1.30E-01 0.83 1.57E-03 1.62 2.66E-04 2.97 7.60E-06 4.22
128 6.95E-02 0.90 4.56E-04 1.78 5.25E-05 2.34 5.58E-07 3.77
256 3.60E-02 0.95 1.23E-04 1.90 1.87E-05 1.49 4.66E-08 3.58
512 1.83E-02 0.97 3.17E-05 1.95 7.45E-06 1.33 4.04E-09 3.53
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6.3.2. Condiciones de frontera periódicas
Usando el método de Runge-Kutta de cuatro pasos tenemos las soluciones
aproximadas en las Figuras 6.2a, 6.2b y 6.2c para N = 4, 8 y 32 respectivamente.











































Figura 6.2: Solución de la ecuación advección (2.2) con condiciones de frontera
periódicos y condición inicial u0(x) = sen(2πx). La solución exacta es u(x, t) =
u0(x− t) en [−1, 1] y se muestra las aproximaciones con reconstrucciones lineales
para N = 4(a) N = 8 (b) y N = 32(c) usando esquemas de Runge-Kutta clásico
de orden cuatro para la evolución temporal.
En los Cuadros 6.5, 6.6, 6.8 y 6.7 mostramos los errores de aproximación y
órdenes de convergencia para la ecuación de advección lineal con condiciones de
frontera periódicos, para esquemas de reconstrucción de segundo, tercero y cuarto
orden (k = 3) con parámetros no optimizados w1 = 1, w2 = 1 y optimizados
w1 = 0,01, w2 = 0,01; w1 = 1;w2 = 0 usando métodos de Runge-Kutta de tercer
y cuarto orden. Los resultados son similares a los presentados a la sección anterior.
En el Cuadro 6.5 se usa un esquema de cuarto orden en la reconstrucción con
diferentes valores para los parámetros y un método de RK de orden 3 para la
evolución temporal. En todos los casos nuevamente se consigue un orden 3 en la
convergencia del método de volumen Finito. Ahora como en la sección anterior,
tanto en el Cuadro 6.5 como en el Cuadro 6.6 los órdenes de convergencia para
esquemas de reconstrucción menores a tres son alcanzados. En estos mismo cuadros
también se observa que para los parámetros optimales los errores de aproximación
son menores cuando se tiene mallas gruesas.
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Cuadro 6.5: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera periódicos, para esquemas de recons-
trucción de cuarto orden (k = 3) con parámetros no optimizados w1 = 1, w2 = 1
y optimizados w1 = 0,01, w2 = 0,01; w1 = 1;w2 = 0; con RK3 y CFL=1
w1 = 1 = w2 w1 = 0,01 = w2 w1 = 1, w2 =1.0E-5
N error orden error orden error orden
4 7.22E-01 5.47E-01 6.89E-01
8 2.20E-01 1.72 1.02E-01 2.42 1.03E-01 2.74
16 1.86E-02 3.56 1.19E-02 3.10 1.18E-02 3.13
32 1.67E-03 3.48 1.42E-03 3.07 1.41E-03 3.06
64 1.83E-04 3.19 1.76E-04 3.02 1.75E-04 3.01
128 2.20E-05 3.05 2.19E-05 3.00 2.19E-05 3.00
256 2.74E-06 3.01 2.74E-06 3.00 2.73E-06 3.00
512 3.42E-07 3.00 3.42E-07 3.00 3.42E-07 3.00
En el Cuadro 6.7, gracias a mejoras en la programación conseguimos tener
mallas muy renadas. En este cuadro se muestra los errores de aproximación y
el orden de convergencia para la ecuación de advección lineal con condiciones de
frontera periódicos para esquemas de reconstrucción orden cuarto (k = 3) con
parámetros no óptimos w1 = 1 = w2 y óptimos w1 = 0,01 = w2 , usando el
método de Runge-Kutta de cuatro pasos clásico y CFL = 1. Tanto en este cuadro
y, más evidente, en la Figura 6.3 se muestra una reducción en el error cuando se
usan los parámetros óptimos. También se observa en esta gura que las lineas de
tendencia de los errores son diferentes hasta un tamaño de malla con N = 256,
para luego mantener su tendencia al orden de convergencia esperado.
En el Cuadro 6.8, se muestran los errores de aproximación y orden de conver-
gencia para la ecuación de advección lineal con condiciones de frontera periódicos
para esquemas de reconstrucción con diferentes órdenes, con parámetros óptimos
cuando k = 2, 3 y wi = 1,0 para k = 5, 6; usando un esquema RK4 y CFL=1.
En este cuadro, como en la Figura 6.4, ocurren comportamientos similares cuando
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Cuadro 6.6: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera periódicos para esquemas de recons-
trucción de diferentes órdenes con RK3 y CFL=1
k=0 k=1 k=2 (w1 = 1,0E − 6) k=3(w1 = 0,01 = w2)
N error orden error orden error orden error orden
4 7.30E-01 6.97E-01 6.78E-01 5.47E-01
8 6.84E-01 0.09 2.81E-01 1.31 2.11E-01 1.68 1.02E-01 2.42
16 5.21E-01 0.39 5.97E-02 2.24 3.25E-02 2.70 1.19E-02 3.10
32 3.34E-01 0.64 1.39E-02 2.11 4.21E-03 2.95 1.42E-03 3.07
64 1.91E-01 0.80 3.48E-03 1.99 5.29E-04 2.99 1.76E-04 3.02
128 1.03E-01 0.90 8.83E-04 1.98 6.62E-05 3.00 2.19E-05 3.00
256 5.32E-02 0.95 2.23E-04 1.99 8.26E-06 3.00 2.74E-06 3.00
512 2.71E-02 0.97 5.61E-05 1.99 1.03E-06 3.00 3.42E-07 3.00
usamos condiciones de frontera de Dirichlet, en el sentido que el orden alcanzado es
el menor entre el orden de reconstrucción y el del esquema RK (Ver Observación
1 del Capítulo 2). Basta con observar el orden de convergencia cuando usamos
órdenes de reconstrucción quinto y sexto; en estos casos el orden calculado a lo
más coincide con el orden del método de Runge-Kutta; es decir, orden cuatro.
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Cuadro 6.7: Error de aproximación y orden de convergencia para la ecuación
de advección lineal con condiciones de frontera periódicos para esquemas de
reconstrucción orden cuarto (k = 3) con parámetros no óptimos w1 = 1 =
w2 y óptimos w1 = 0,01 = w2 , RK4 y CFL=1
w1 = 1 = w2 w1 = 0,01 = w2
N error orden error orden
4 7.15E-01 4.89E-01
8 1.67E-01 2.09 3.00E-02 4.03
16 7.63E-03 4.46 9.45E-04 4.99
32 2.96E-04 4.69 2.54E-05 5.22
64 1.54E-05 4.27 5.20E-07 5.61
128 9.59E-07 4.01 3.97E-09 7.03
256 6.14E-08 3.97 1.12E-09 1.82
512 3.91E-09 3.97 1.02E-10 3.46
1024 2.47E-10 3.99 7.37E-12 3.79
Figura 6.3: Error de aproximación para la ecuación de advección lineal con condi-
ciones de frontera periódicos para esquemas de reconstrucción orden cuarto (k = 3)













w1 = 1 = w2
w1 = 0,01 = w2
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Cuadro 6.8: Error de aproximación y orden de convergencia para la ecuación de
advección lineal con condiciones de frontera periódicos para esquemas de recons-
trucción con diferentes órdenes, con parámetros óptimos cuando k = 2, 3 y wi = 1,0
para k = 5, 6; usando RK4 y CFL=1
k=0 k=1 k=2 (w1 =1.0E-5)
N error orden error orden error orden
4 7.18E-01 6.57E-01 6.99E-01
8 6.74E-01 0.09 2.08E-01 1.66 1.75E-01 2.00
16 5.18E-01 0.38 5.09E-02 2.03 2.36E-02 2.89
32 3.33E-01 0.64 1.33E-02 1.93 2.91E-03 3.02
64 1.91E-01 0.80 3.46E-03 1.95 3.60E-04 3.02
128 1.03E-01 0.90 8.83E-04 1.97 4.47E-05 3.01
256 5.32E-02 0.95 2.23E-04 1.98 5.56E-06 3.00
512 2.71E-02 0.97 5.61E-05 1.99 6.94E-07 3.00
k=3 (w1 = 0,01, w2 = 0,01) k=4 (wi = 1) k=5(wi = 1)
N error orden error orden error orden
4 4.89E-01 7.26E-01 7.22E-01
8 3.00E-02 4.03 1.85E-01 1.97 1.09E-01 2.73
16 9.45E-04 4.99 7.68E-03 4.59 1.58E-03 6.11
32 2.53E-05 5.22 2.50E-04 4.94 5.32E-05 4.89
64 5.20E-07 5.61 8.55E-06 4.87 3.36E-06 3.98
128 3.97E-09 7.03 3.36E-07 4.67 2.14E-07 3.98
256 1.12E-09 1.82 1.61E-08 4.38 1.34E-08 3.99
512 1.02E-10 3.46 9.00E-10 4.16 8.40E-10 4.00
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Figura 6.4: Orden de convergencia para solución de la ecuación de advección uni-
dimensional para diferentes órdenes con parámetros óptimos cuando k = 2, 3;
















k = 2, w1 ≈ 0
k = 3, w1 = 0,01 = w2
k = 4, wi = 1
k = 5, wi = 1
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Capítulo 7
Conclusiones y trabajos futuros
En esta tesis se estudiaron los esquemas de volúmenes nitos compactos de alto
orden para el caso unidimensional de una ecuación de advección y se implementó
un código en lenguaje de programación Python. Para estudiar los esquemas de
volúmenes nitos establecimos la forma integral de la ecuación de advección lineal
unidimensional, lo que nos permitió dar las condiciones necesarias para obtener
un esquema de reconstrucción de alto orden, comprobando además el orden de
convergencia.
Estudiamos los problemas de Riemann para la ecuación de advección unidi-
mensional permitiéndonos justicar el cálculo del ujo numérico. Con ello pudimos
evolucionar en el tiempo usando esquemas de Runge-Kutta de órdenes adecuados
teniendo presente las condiciones de frontera y periodicidad.
El análisis espectral fue un elemento importante para entender la necesidad de
plantear esquemas numéricos, de modo que los números de onda se aproximen a
los exactos. Junto con un proceso de optimización, se encontraron los parámetros
adecuados en los esquemas de reconstrucción. Esta parte del trabajo desarrollado
fue la que más demando tiempo, tanto en la implementación, como en el tiempo de
ejecución del programa. Al realizar cálculos simbólicos sobre matrices de recons-
trucción, que incluían cálculo de inversas de matrices, se obtuvieron los números
de onda modicados analíticos presentados en la sección5.2.2. Aquí fue oportuna
la colaboración del grupo Legión, que administran un cluster de la PUCP y pu-
dimos obtener estos números en esquemas de alto orden. Desafortunadamente, no
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se consiguió resultados para órdenes más altos que los presentados en el articulo
de Wang [22] por la complejidad de los cálculos.
De otro lado la validación de los órdenes de convergencia de la solución numéri-
ca de la ecuación de advección unidimensional fue conseguida, puesto que siempre
coincidía con el menor entre el orden de la reconstrucción y el del esquema de
RK como era esperado. Afortunadamente conseguimos acelerar los cálculos al ex-
plicitar las matrices de reconstrucción para mallas uniformes. Así el tiempo de
ejecución se redujo considerablemente e incluso conseguimos validar el orden de
convergencia teniendo números de particiones del orden 210 sin recurrir al Cluster
de la universidad.
También es importante indicar que hemos hecho un aporte signicativo al tra-
bajo hecho por Wang puesto que él únicamente estudió soluciones con condiciones
de frontera periódica y en nuestro caso añadimos el estudio a las condiciones de
frontera de Dirichlet.
Trabajos futuros
Gracias a explicitar las matrices de reconstrucción en los programas desarro-
llados acortamos los tiempo de ejecución, con lo que estamos en condiciones de
hacer un estudio comparativo de los tiempos de ejecución para cada esquema de
reconstrucción.
Wang muestra los números de onda analíticamente gracias al cálculo simbólico
y creemos que adaptando mejor el programa a una programación paralela, pode-
mos conseguir resultados para órdenes mayores usando apropiadamente el Cluster
de la PUCP.
Luego de estudiar la ecuación de advección unidimensional podemos incluir
más adelante la parte difusiva en las ecuaciones que provienen de las leyes de
conservación visto en la sección 2.1 y posteriormete estudiar la ecuación de Euler
de la mecánica de uidos.
Así mismo, resultaría conveniente estudiar maneras de acelerar los procesos
iterativos. Aquí los métodos p-multigrid, de principios similares a los métodos





En este anexo incluimos deniciones básicas tomadas del libro de E. Toro [19]
necesarias para entender el cálculo del ujo numérico, componente importante en
los métodos de volúmenes nitos.
A.1. Deniciones
Denición 4. (Leyes de conservación) Las leyes de conservación son un sistema
de ecuaciones diferenciales parciales que pueden ser escritas en la forma















U es llamado vector de variables conservativas, F(U) es el vector de ujos y cada
una de sus componentes fi es una función de las componentes uj de U.
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Denición 5. (Matriz Jacobiana) El Jacobiano de una función ujo F(U) en
(A.2) es la matriz
A(U) = ∂F/∂U =

∂f1/∂u1 · · · ∂f1/∂um




∂fm/∂u1 · · · ∂fm/∂um
 . (A.3)
Las entradas ai,j de A(U) son las derivadas parciales de las componentes fi de
los vectores F con respecto a las componentes uj de los vectores de las variables
conservativas U; es decir, ai,j = ∂fi/∂uj .
Denición 6. (Valores propios) Los valores propios λi de una matriz A son la
solución del polinomio característico
|A− λI| = det (A− λI) = 0
donde I es la matriz identidad. Los valores propios de la matriz de coecientes A
de un sistema de la forma (A.1) son llamados valores propios del sistema.
Denición 7. (Vectores propios ) Un vector propio por derecha de la matriz
A correspondiente al valor propio λ de A es un vector K = [k1, k2, · · · , km] T que
satisface
A K = λK.
Similarmente, un vector propio por izquierda de la matriz A correspondiente al
valor propio λ de A es un vector L = [l1, l2, · · · , lm] T que satisface
L A = λL.
Denición 8. (Sistemas Hiperbólicos) Un sistema de la forma (A.1) se di-
ce que es hiperbólico en cada punto (x; t) si A tiene m valores propios reales
λ1, λ2, · · · , λm y un conjunto correspondiente de m vectores propios linealmen-
te independientes K(1),K(2), · · · ,K(m). El sistema se dice que es estrictamente
hiperbólico si los valores propios λi son todos distintos.
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Denición 9. (Sistema diagonalizable) Una matriz A es diagonalizable si
puede ser expresada como
A = KΛK−1 o Λ = K−1AK,
en términos de una matriz diagonal Λ y una matriz K . Los elementos de la
diagonal de la Λ son los valores propios de la matriz A y las columnas K(i) de K




λ1 · · · 0




0 · · · λm
 K = [K(1), · · · ,K(m)] , A K(i) = λiK(i).
A.2. El Problema de Riemman
El problema de Riemman y su solución exacta es una referencia valiosa y útil
para evaluar el rendimiento de métodos numéricos y vericar la efectividad de los
programas [19]. En esta sección, estudiaremos la ecuación de Euler unidimensional
y expondremos los elementos más importantes del problema de Riemman de un
sistema de ecuaciones hiperbólicos.
A.2.1. Ecuación de Euler unidimensional
Denotemos a las variables primitivas o físicas
ρ(x, t) : densidad o densidad de masa;
p(x, t): presión;
u(x, t): velocidad en dirección x.
De modo que podemos proporcionar las así llamadas variable de conservación,
la densidad de masa ρ, momento ρu y la Energía total por unidad de masa E .
Físicamente, estas cantidades resultan de la aplicación de las leyes fundamentales
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de la conservación de la masa, la segunda ley de Newton y la ley de conservación de
la energía. Esto da lugar a una gran clase de métodos numéricos llamados métodos
conservativos y dentro de ellos el método de volúmenes nitos que estudiamos en
esta tesis.





















(u(E + p)) = 0; (A.6)







llamado un sistema de leyes de conservación, donde U es el vector de las variables




 , F = F(U) =
 ρuρu2 + p













con A(U) la matriz Jacobiana (Ver denición 5).
Un caso muy particular es la ecuación de advección lineal, algunas veces lla-
mada convección lineal,
ut + a ux = 0 (A.8)
donde f(u) = au y a es la velocidad de propagación constante de la onda. Esta
ecuación también es conocida como la ecuación de onda unidimensional.
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A.2.2. Sistemas de ecuaciones lineales hiperbólicos
Ahora extenderemos el análisis a un conjunto de m ecuaciones diferenciales







donde la matriz de coecientes A es constante y como estamos asumiendo que es
una ecuación de tipo hiperbólico entonces A debe tener m valores propios reales
λi y m vectores propios linealmente independientes K
(i).
Diagonalización y variables características
Para analizar y resolver el problema de valor inicial (A.9) haremos una trans-
formación de la variable dependiente U(x, t) a un nuevo conjunto de variables
dependientes W(x, t). Decimos que el sistema (A.9) es diagonalizable si la matriz
A es diagonalizable (ver denición 9); es decir, A puede ser expresado por
A = KΛK−1
en términos de una matriz diagonal Λ y una matriz K.
La existencia de la matriz inversa K−1 hace posible denir el nuevo conjunto de
variables dependientes W = (w1, w2, · · · , wm)T llamadas variables características,
usando la transformación
W =K−1U o U = K W.
Así el sistema lineal (A.9) puede ser expresando en términos de W y tendríamos
un sistema desacoplado. Luego, como
Ut = K Wt , Ux = K Wx,
reemplazando tenemos
K Wt + A K Wx = 0.
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Multiplicando por K−1 quedaría










λ1 · · · 0




















= 0, i = 1, · · · ,m.
Este sistema de ecuaciones desacoplados son idénticos a la ecuación de advección




= λi i = 1, · · · ,m

















wi(x, t) = w
(0)
i (x− λit), i = 1, · · · ,m.







i (x− λit) K(i). (A.10)
Así dado un punto (x, t) en el plano x − t , la solución U(x, t) en ese punto
depende sólo de los datos iniciales en los m puntos x
(i)
0 = x − λit. Estos son las
intersecciones de las características de velocidad λi con el eje x. La solución (A.10)
para U podemos verla como una superposición dem ondas , cada una de las cuales
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(i) y se propaga con una velocidad λi.
A.2.3. El Problema de Riemman para un sistema de ecua-
ciones hiperbólicos.
El Problema de Riemman para la ecuación hiperbólica con un sistema de co-
ecientes constantes está dado por el problema de valor inicial
EDP : Ut + A Ux = 0, x ∈ R, t > 0
CI U(x, 0) = U(0)(x) =
UL, six < 0,UR, six > 0.
(A.11)
Se asume que el sistema es estrictamente hiperbólico y por tanto, podemos consi-
derar los valores propios como
λ1 < λ2 < · · · < λm.
Solución general
En la Figura (A.1) se muestra la forma de la solución general del problema
de Riemman (A.11) en el plano x − t. Consiste de m ondas que salen del origen,
uno por cada valor propio λi.Cada onda i lleva un salto de discontinuidad en U
que se propaga con una velocidad λi. La solución de la izquierda de la onda λ1 es
el dato inicial UL y el de la derecha de la onda λm es UR. El problema yace en
determinar la solución en la parte comprendida entre las ondas λ1 y λm .
Como los vectores propios K(1), · · · ,K(m) son linealmente independientes, po-











con coeciente constantes αi y βi con i = 1, · · · ,m. La solución de la ecuación
(A.11) esta dado por (A.10) en términos de los datos iniciales w
(0)









Figura A.1: Estructura de la solución del problema de Riemman para un sistema
lineal hiperbólico general m×m con coecientes constantes.
variables características y los vectores propios por derecha K(i). Ahora en términos






= 0, i = 1, · · · ,m




αi, six < 0,βi, six > 0 , i = 1, · · · ,m
Luego la solución de la ecuación es
wi(x, t) = w
(0)
i (x− λit) =
αi, six− λit < 0,βi, six− λit > 0 .




x − λit > 0, ∀i con tal i < I. Así podemos escribir la solución nal al problema











donde el entero I = I(x, t) es el máximo valor de los sub índices i para el cual
x− λit > 0.
A.3. Ley de conservación
Prestemos nuestra atención a los elementos esenciales para las aplicaciones nu-
méricas de las leyes de conservación. Veremos en esta sección que restringimos a un
problema más simple . Hemos denido anteriormente unos sistema m dimensional
de las leyes conservativas
Ut + F(U)x = 0
donde U es el vector de variables conservativas y F(U) es el vector ujo. Este




tiene los valores propios λi(U) reales y tienen un sistema completo de vectores
propios linealmente independientes K(i)(U) , i = 1, · · · ,m , los cuales pueden se
ordenados del siguiente modo
λ1(U) < λ2(U) < · · · < λm(U),
K(1)(U), K(2)(U), · · · , K(m)(U).
A.3.1. La forma integral de la ley de conservación
Existen dos buenas razones para considerar la forma integral de la ley de
conservación
i) La obtención de las ecuaciones está basada en los principios de conservación
físico expresado con relaciones integrales sobre volúmenes de control,
ii) La formulación integral requiere menos suavidad de las soluciones , por lo









Figura A.2: Volumen de control V = [xL, xR]× [t1, t2] sobre el plano x− t.
Consideremos el sistema dependiente unidimensional de la ecuación de Euler, cuya
ecuación sobre el volumen de control V = [xL, xR] × [t1, t2] sobre el plano x − t
mostrado en la Figura A.2.





ρ(x, t)dx = f(xL, t)− f(xR, t),





U(x, t)dx+ F (U(xR, t))− F (U(xL, t)) = 0,





Elementos de la programación simbólica en Python
Librerías
1 import numpy as np
2 import numpy.linalg
3 import matplotlib
4 import matplotlib.pyplot as plt
5 from numpy import zeros ,ones
6 from matplotlib import pyplot as plt
7 from numpy import array , arange
8 import scipy.integrate as integrate
9 import scipy.special as special
10 from sympy import *
11 import fractions from fractions import Fraction
Solver para calcular simbólicamente un SEL tridiagonal cí-
clico por bloques
1 def TriBlockSolverCicl(a, b, c, d):
2 '''
3 TRIBLOCKSOLVERCICL: Resuelve un sistema tridiagonal en
bloques cíclico
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4 para el cálculo de los coeficientes de reconstrucción
considerando condiciones
5 de frontera periódicas.
6 A = [ b c ] a, b,c, d: Lista de matrices en bloque de
un sistema A x = d
7 [ a b ]
8 '''
9 ac, bc, cc , fc = map(np.array , (a, b, c, d)) # copia los
arreglos
10 nf = len(bc) # número de ecuaciones
11 alpha = 1
12 gamma = 1
13 bc[0] = bc[0]- fractions.Fraction(gamma ,alpha)*cc[nf -1]
14 bc[nf -1]= bc[nf -1]- fractions.Fraction(gamma ,alpha)*ac[0]
15 T=myinverse(bc[0])
16 cc[0] = np.dot(T,cc[0])
17 fc[0] = np.dot(T,fc[0])
18 bc[0] = T /alpha
19
20 for k in range(1,nf):
21 T = myinverse(bc[k] - np.dot(ac[k] ,cc[k-1]))
22 fc[k] = np.dot(T, fc[k]-np.dot(ac[k],fc[k-1]) )
23 bc[k] = -np.dot(T,np.dot(ac[k] ,bc[k-1]))
24 if k < nf -1:
25 cc[k]=np.dot(T, cc[k])
26
27 bc[nf -1] = T/gamma + bc[nf -1]
28 for k in range(nf -2,-1,-1):
29 fc[k] = fc[k]-np.dot(cc[k],fc[k+1])
30 bc[k] = bc[k]-np.dot(cc[k],bc[k+1])
31
32 kk = len(ac[0]) # muestra error en caso kk=1 si es que se
tiene una identidad simbólica
33 if kk==1 :
34 u= np.dot( myinverse(np.eye(kk)+alpha*np.dot(ac[0],bc[nf
-1])+gamma*np.dot(cc[nf -1],bc[0])),alpha*np.dot(ac[0],
fc[nf -1])+gamma*np.dot(cc[nf -1],fc[0]) )
35 else :
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36 u= np.dot( myinverse(Identity(kk)+alpha*np.dot(ac[0],bc[
nf -1])+gamma*np.dot(cc[nf -1],bc[0])),alpha*np.dot(ac
[0],fc[nf -1])+gamma*np.dot(cc[nf -1],fc[0]) )
37
38 for k in range(0,nf):
39 fc[k] = fc[k]-np.dot(bc[k],u)
40
41 del bc , cc , ac
42
43 return fc
Denición de parámetros y número de onda
1 x = symbols('x', real=True)
2 K = symbols('K', real=True)
3 w1 = symbols('w1', real=True)
4 w2 = symbols('w2', real=True)
5 w3 = symbols('w3', real=True)
6 w4 = symbols('w4', real=True)
7 w5 = symbols('w5', real=True)
8 w6 = symbols('w6', real=True)
9 w7 = symbols('w7', real=True)
10 w=[1,w1, w2,w3,w4,w5,w6 ,w7]
Cálculo de matrices de reconstrucción
1
2 A1 = 0.0* numpy.ndarray ((M+1,k)) #A_{i -1}^{i}
3 B1 = 0.0* numpy.ndarray ((M+1,k)) #B_{i -1}^{i}
4 A2 = 0.0* numpy.ndarray ((M+1,k)) #A_{i+1}^{i}
5 B2 = 0.0* numpy.ndarray ((M+1,k)) #B_{i+1}^{i}
6 bm1 = 0.0* numpy.ndarray ((M+1,1)) #b_{i-1}^{i}
7 bm2 = 0.0* numpy.ndarray ((M+1,1)) #b_{i+1}^{i}
8 D = 0.0* numpy.ndarray ((N,k,k))
9 E = 0.0* numpy.ndarray ((N,k,k))
10 F = 0.0* numpy.ndarray ((N,k,k))
11 G = 0.0* numpy.ndarray ((N,k,1))
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12 ui = 0.0* numpy.ndarray ((N,k,1))
13 for i in range(0,N):# == i=1,2,..,N-1,N eq (12)




17 for m in range(0,M+1): # m=0,... M
18 for l in range(0,k): # l=0,..,k-1 (l = 1,...k)
19 A1[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(
varphi(x,l+1,dxi ,xvbi),x,m) ,(x, xv[j],xv[j
+1]))
20 B1[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(








26 for m in range(0,M+1): # m=0,... M
27 for l in range(0,k): # l=0,..,k-1 (l = 1,...k)
28 A1[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(
varphi(x,l+1,dxi ,xvbi),x,m) ,(x, xv[i]-dxj ,
xv[j+1]))
29 B1[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(








35 for m in range(0,M+1): # m=0,... M
36 for l in range(0,k): #l = 0,...k-1
37 A2[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(










43 dxj=xv[1]-xv[0]; dxi=xv[i+1]-xv[i]; xvbi=xvb[i];
xvbj=xv[i+1]+ dxj /2.0
44 for m in range(0,M+1): # m=0,... M
45 for l in range(0,k): # l=0,..,k-1 (l = 1,...k)
46 A2[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(
varphi(x,l+1,dxi ,xvbi),x,m) ,(x, xv[j],xv[j
]+dxj))
47 B2[m,l]= (om(i,m,dxi)/dxj)*integrate(diff(





51 D[i] = np.dot(A1.transpose (),A1)+ np.dot(A2.transpose ()
,A2)
52 E[i] = -np.dot(A1.transpose (),B1)
53 F[i] = -np.dot(A2.transpose (),B2)
54 G[i] = np.dot(A1.transpose (), bm1) + np.dot(A2.transpose
(), bm2)
55
56 ui=TriBlockSolverCicl(E, D, F, G)
57 return ui
Cálculo del número de onda modicado
1 ui = TriBlockSolverCicl(E, D, F, G)
2 j = 1
3 uLimeum = eval_reconstrucfunc_int_i(ubar[j],xv ,xvb ,ui ,k,xv[j
+1],j)
4 fimeum = f(uLimeum)
5 j = j + 1
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6 uLimeum = eval_reconstrucfunc_int_i(ubar[j],xv ,xvb ,ui ,k,xv[j
+1],j)
7 fimaum = f(uLimeum)
8 flux_num = fimaum - fimeum
9 flux_exc = exp(2*K*I)-exp(K*I)




1 def TriBlockSolverv1(a, b, c, d):
2 '''
3 TRIBLOCKSOLVERV: Resuelve un sistema de escuaciones
tridiagonales usado para el cálculo
4 de las coeficientes de reconstrucción considerando
condiciones de frontera de Dirichlet
5 A = [ b c ] a, b,c, d: Lista de matrices en bloque de
un sistema A x = d
6 [ a b ]
7 def TriBlockSolverCicl(a, b, c, d):
8 '''
9 TRIBLOCKSOLVERCICL: Resuelve un sistema tridiagonal en
bloques cíclico
10 para el cálculo de los coeficientes de reconstrucción
considerando condiciones
11 de frontera periódicas.
12 A = [ b c ] a, b,c, d: Lista de matrices en bloque de
un sistema A x = d
13 [ a b ]
14
15 def evalreconstrucfunc(ubar ,xv,xvb ,ui ,k,x): # Es lo mismo que
evalSplineCom
16 '''
17 EVALRECONSTRUCFUNC: Evalua el polinomio de reconstrucción
de oden k
18 Input: ubar: valores promedios
19 xv : extremos de intervalos
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20 xvb : puntos medios de los intervalos
21 ui : coeficientes de reconstrucción
22 k : orden del polinomio de reconstrucción
23 Output: s : evaluación del polinomio de reconstrucción
24
25 def coefreconstrucdirichlet(ubar ,xv,xvb , k,M,N):
26 '''
27 COEFRECONSTRUCDIRICHLET: Cálcula las matrices de
reconstrucción y los coeficientes del polinomio de
28 reconstrucción. para condiciones de frontera de Dirichlet.
29 Input: ubar: valores promedios
30 xv : extremos de intervalos
31 xvb : puntos medios de los intervalos
32 k : orden del polinomio de reconstrucción
33 M : Parámetro del método ( siempre lo considero M=
k-1)
34 N : tamaño de partición
35 Output: ui : coeficientes de reconstrucción
36 '''
37
38 def coefreconstrucperiod(ubar ,xv,xvb , k,M,N):
39 '''
40 COEFRECONSTRUCPERIOD: Cálcula las matrices de
reconstrucción y los coeficientes del polinomio de
41 reconstrucción para condiciones de frontera periódicas
42 Input: ubar: valores promedios
43 xv : extremos de intervalos
44 xvb : puntos medios de los intervalos
45 k : orden del polinomio de reconstrucción
46 M : Parámetro del método ( siempre lo considero M=
k-1)
47 N : tamaño de partición
48 Output: ui : coeficientes de reconstrucción
49 '''
50
51 def solveredpdir(ubar ,xv,xvb , k,M,N,cfl ,RK):
52 '''
53 SOLVEREDPDIR itera en el tiempo usando métodos de RK y
calculando los flujos
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54 numéricos para condiciones de frontera de Dirichlet
55 Input: ubar: valores promedios
56 xv : extremos de intervalos
57 xvb : puntos medios de los intervalos
58 k : orden del polinomio de reconstrucción
59 M : Parámetro del método ( siempre lo considero M=
k-1)
60 N : tamaño de partición
61 cfl : CFL
62 RK : Método de RK (2, 3 o 4)





67 for i in range(0,N): # i= 0,...,N-1
68 ubar[i]= integrate(u(x) ,(x,xv[i],xv[i+1]))/(xv[i+1]-
xv[i])
69 # -------------------------------------------------
70 if condfr ==1:
71 ubar=solveredpper(ubar ,xv,xvb , k,M,N,cfl ,RK)
72 elif condfr ==2:
73 ubar=solveredpdir(ubar ,xv,xvb , k,M,N,cfl ,RK)
74 # -------------------------------------------------
75 Solución aproximada
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