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We present femtosecond pump-probe measurements of the nondegenerate (1960 nm excitation and
1176–1326 nm probe) two-photon absorption spectra of 8 nm GaAs/12 nm Al0.32Ga0.68As quantum
well waveguides. Experiments were performed with light pulses co-polarized normal and tangential
to the quantum well plane. The results are compared to perturbative calculations of transition
rates between states determined by the k · p method with an 8 or 14 band basis. We find excellent
agreement between theory and experiment for normal polarization, then use the model to support
predictions of orders-of-magnitude enhancement of nondegenerate two-photon absorption as one
constituent photon energy nears an intersubband resonance.
I. INTRODUCTION
Nondegenerate two-photon absorption (ND-2PA) is a
process whereby absorption of an optical field is induced
by a second, high irradiance field at a different wave-
length. Applications of ND-2PA include detection [1],
imaging [2], and all-optical switching [3]. Inverting car-
rier populations can also transform ND-2PA into non-
degenerate two-photon gain [4–6], which is critical for
realizing a two-photon semiconductor laser [7–9]. Waveg-
uides are especially interesting for nonlinear optical ap-
plications because they enable strong effects through long
interaction lengths. Group velocity mismatch (GVM) in-
duced walkoff usually limits nondegenerate interactions,
but dispersion engineering can mitigate or remove this
walkoff entirely [10].
The degenerate 2PA (D-2PA) spectrum of infinite
quantum wells was first predicted by Spector [11]
and Pasquarello and Quattropani [12]. Shortly after,
Nithisoontorn et al. [13] experimentally demonstrated D-
2PA to excitons in GaAs quantum wells. Shimizu [14] de-
veloped an excitonic model for D-2PA, and Tai et al. [15]
verified their predictions with two-photon luminescence
spectra. Later, Yang et al. [16] showed the anisotropy of
D-2PA in quantum well waveguides.
Pasquarello and Quattropani [17] relaxed some of
Shimizu’s approximations and extended the analysis to
nondegenerate photon pairs, predicting large enhance-
ments as one photon energy neared an intersubband res-
onance. Pattanaik et al. [18] quantitatively examined
these nondegenerate resonance enhancements, expanding
upon a six-band theory developed by Khurgin [19].
Here, we present the first pump-probe measurements
∗ Present address: FARO Technologies, Londonderry, NH 03053,
USA
† hagan@creol.ucf.edu
of ND-2PA coefficients in GaAs quantum wells. We stud-
ied 8 nm GaAs/12 nm Al0.32Ga0.68As quantum wells at
room temperature using beams polarized normal (TM-
TM) and tangential (TE-TE) to the quantum well plane,
and compared the results with a theoretical model for
ND-2PA in finite wells neglecting excitonic effects.
We find that our perturbative model matches experi-
mental results very closely for TM-TM beams, whereas
a relatively large error in TE-TE predictions indicates
that a more thorough analysis is needed. The TM-TM
model shows that predictions of intersubband resonance
enhancements of ND-2PA also apply to finite wells, sug-
gesting the possibility of extremely sensitive gated detec-
tion of sub-bandgap pulses [1].
This article is organized as follows. In Sec. II, we de-
rive a method for calculating ND-2PA coefficients in an
arbitrary quasi-2D semiconductor. We introduce our
GaAs quantum well waveguide in Sec. III and describe
the pump-probe experiments carried out to find its ND-
2PA coefficients. In Sec. IV, we apply the model of Sec. II
to a simple quantum well structure that approximates
our sample. Measurement results are presented in Sec. V
followed by a discussion in Sec. VI.
Appendix A contains background information about
the Kane band structure model for zinc blende semi-
conductors. Appendix B shows the derivation of an in-
tersubband matrix element in the envelope function ex-
pansion. In Appendix C, we give the equations and pa-
rameters used in numerical simulations of quantum well
states and optical modes. Appendix D contains nonlinear
wave propagation analysis, as well as the techniques used
to match the calculation results to experimental curves.
Less essential equation derivations are placed in the sup-
plemental material [20].
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2II. THEORETICAL BACKGROUND
The n-th level wave function of the j-th band (e.g.
conduction, heavy hole, light hole) in a semiconductor
confined in the z direction is [21]
ψjn(r;kt) = e
ikt·rtFjn(rt, z;kt). (1)
Fjn is an envelope with lattice periodicity only in rt, the
component tangential to the quantum well plane.
Second order perturbation theory gives the net two-
photon transition rate per unit volume [22]
W =
2pi
~
1
V
∑
cv
∑
kt∣∣∣∣∣∑
i
〈c|Hˆ ′2|i〉 〈i|Hˆ ′1|v〉
Eiv(kt)− ~ω1 +
〈c|Hˆ ′1|i〉 〈i|Hˆ ′2|v〉
Eiv(kt)− ~ω2
∣∣∣∣∣
2
× δ[Ecv(kt)− ~ω1 − ~ω2], (2)
where |c〉 and |v〉 are conduction and valence envelopes,
respectively. H ′l is the interaction Hamiltonian for a vec-
tor potential of magnitude A0l and polarization eˆl, given
by [23]
Hˆ ′l =
eA0l
2m0
eˆl · (pˆ + ~kt) . (3)
The ~kt term arises from the chain rule for the momen-
tum operator pˆ = −i~∇ applied to states in the form
of Eq. (1). This term is usually ignored because it fre-
quently cancels out, but we leave it in for completeness.
The transition rate is converted to an ND-2PA coeffi-
cient by [24]
α2(ω1;ω2) =
~ω1
2I1I2
W, (4)
which describes the attenuation of wave 1 at frequency
ω1 induced by wave 2 at ω2. I1 and I2 are the incident
field irradiances
Il =
1
2
nlc0ω
2
l |A0l|2, (5)
with nl the effective index at ωl. We also introduce a
unitless matrix element between envelopes [25]
M
(l)
jn,im(kt) =
~
m0P
eˆl · 〈Fjn|p + ~kt|Fim〉 . (6)
As detailed in Appendix A, the Kane parameter P =
~/m0 〈iS|px|X〉 is the optical coupling strength between
conduction and valence bands.
Finally, we combine Eqs. (2)–(6) into a general expres-
sion for ND-2PA coefficients: [20]
α2(ω1;ω2) = K
Ep
n1n2LzE4g
f2
(
~ω1
Eg
;
~ω2
Eg
)
, (7)
where f2 is the dimensionless spectral function
f2(x1;x2) =
∑
cv
∑
κ0
1
2pi
∫ 2pi
0
κ0
∣∣∣∣∂cv∂κ
∣∣∣∣−1
κ0
×
∣∣∣∣∣∑
i
M
(2)
ci M
(1)
iv
iv − x1 +
M
(1)
ci M
(2)
iv
iv − x2
∣∣∣∣∣ dφ. (8)
The quantity Eg is the bandgap of the quantum well
material and Ep = 2m0P
2/~2 is the Kane energy. The
parameter Lz is the total thickness of the structure in
the z direction. For a single quantum well, Lz is the sum
of the barrier and well widths.
Eq. (7) is valid in any unit system so long as the
material-independent parameter K is adjusted accord-
ingly. With energies and lengths written in Hartree
atomic units (~ = m0 = e = 1/(4pi0) = 1), this con-
stant is simply K = (pi/c)2 = (pi/137)2. The final 2PA
coefficient can then be converted to cm/GW by the con-
version factor 1 au = 29.36 cm/GW.
The integral in Eq. (8) is taken over the azimuthal an-
gle of kt, whose magnitude has been replaced by the unit-
less quantity κ = ktP/Eg. Energies are also normalized
by letting jk = Ejk/Eg and xj = ~ωj/Eg. Each κ0 is a
real, positive solution to
cv(κ, φ)− x1 − x2 = 0. (9)
We derived Eqs. (7) and (8) without making any as-
sumptions of specific band structure or layer design, leav-
ing us with a general expression for ND-2PA coefficients
in quasi-2D materials. Later, we make approximations
to simplify calculations for the symmetric quantum wells
introduced in the next section.
III. SAMPLE AND EXPERIMENT
We experimentally investigated GaAs quantum wells
MBE-grown by Sandia National Laboratories on an
n-GaAs (100) substrate. A wave guiding structure
was formed in the z direction by growing 2µm thick
Al0.7Ga0.3As cladding layers on either side of a 2µm
active region. The active region comprised 100 repeti-
tions of (8 nm GaAs)/(12 nm Al0.32Ga0.68As) quantum
wells, with barrier widths chosen so that coupling be-
tween wells is negligible. Transverse optical confinement
was achieved by etching a 3µm wide ridge through the
active region and lower cladding. Finally, the sample was
cleaved to a length of 3.6 mm. The layer structure and
geometry are seen in Fig. 1.
Fig. 2 shows the optical setup employed to study the
sample. A short wavelength probe and long wave-
length pump came from the signal and idler, respectively,
of a Spectra-Physics OPAL optical parametric oscilla-
tor (OPO) synchronously driven by a Spectra-Physics
Tsunami Ti:Al2O3 laser with 82MHz repetition rate. We
tuned the driving laser wavelength between 730 nm and
3FIG. 1. A schematic of the quantum well waveguide samples
studied. The 2µm quantum well region consists of 100× (8 nm
GaAs)/(12 nm Al0.32Ga0.68) quantum wells.
795 nm to study 2PA at sum photon energies near the
absorption edge. For each driving laser wavelength, the
OPO phase matching was adjusted to fix the idler at
1960 nm. In effect, the pump was fixed at 1960 nm while
the probe varied between 1176 nm and 1326 nm. This
pump photon energy was chosen to be below the D-2PA
edge so that two-photon photogenerated carriers did not
interfere with data interpretation.
OSA
HWP
Pol.
HWP DM
MO
WG
LF
OPO
Laser
+
Delay
FIG. 2. A schematic of the experimental setup. OPO: opti-
cal parametric oscillator, HWP: half-wave plate, Pol: Polar-
izer, DM: dichroic mirror, MO: microscope objective, WG: Al-
GaAs/GaAs quantum well waveguide, LF: lensed fiber, OSA:
optical spectrum analyzer. The pump laser for the OPO is a
Ti:Sapphire laser which is tuned between 730 nm and 795 nm
After fixing the signal and idler wavelengths, their
polarizations were set to TE (y-polarized) or TM (z-
polarized) using broadband half-wave plates. The probe
then traveled through a delay line and combined with
the pump at a dichroic mirror. The beams were end-fire
coupled into the ridge waveguide (Fig. 1) using a micro-
scope objective and collected by a lensed fiber at the exit
facet. The lensed fiber was connected to a Yokogawa
AQ6370D spectrum analyzer (OSA in Fig. 2) to compare
the probe output power spectrum with and without the
pump’s presence. The process was repeated at a series of
probe delays to generate curves of normalized transmis-
sion versus delay.
It is necessary to know the pump power at the facet in-
side the waveguide to convert normalized transmission to
an ND-2PA coefficient. This input power was calculated
by back-propagating the OSA-measured output power to
the front facet using
Pout = Pin exp(−σL)T, (10)
which depends on the waveguide loss σ, the sample prop-
agation length L, and the the output facet coupling ef-
ficiency T . This efficiency was experimentally deter-
mined by temporarily replacing the microscope objective
of Fig. 2 with a lensed fiber identical to the one at the
output. By measuring Pout/Pin for this symmetric sys-
tem, we found the facet transmission by
T =
[
Pout
Pin
exp(σL)
]1/2
. (11)
After finding a waveguide loss of σTM = 0.46 mm
−1 and
σTE = 0.56 mm
−1 (See Appendix D), we determined the
transmission coefficients of the front facet to be TTM =
0.47 and TTE = 0.54.
Autocorrelation measurements of the 1960 nm pump
at four different sum wavelengths gave the following
pulsewidths: 227 fs at 789 nm, 221 fs at 774 nm, 156 fs
at 754 nm, and 149 fs at 745 nm. By comparing to the
measured spectra, we determined pump pulsewidths to
be an average of 9% greater than the Gaussian bandwidth
limit.
IV. CALCULATION OF 2PA COEFFICIENTS
This section describes the model used to calculate the
2PA coefficients of a symmetric GaAs quantum well. We
begin by calculating the energy levels and envelope func-
tions of each subband level. Then we construct expres-
sions for the optical matrix elements between all states.
Finally, Eq. (8) is used to calculate the 2PA coefficients
for parabolic bands.
A. Wavefunction envelopes
Calculation of ND-2PA coefficients requires knowledge
of the energy levels and wave functions between which
two-photon transitions occur. We begin by expanding
the envelope functions in the basis of zone center wave-
functions uν0(r): [26, 27]
Fjn(r,kt) =
∑
ν
χνjn(z;kt)uν0(r). (12)
4The basis is chosen to consist of either 8 or 14 spin-
degenerate bands (see Appendix A for details). For ease
of calculation, we only solve for envelopes at kt = 0; the
approximation applied for kt 6= 0 is discussed later in
this subsection. Taking the alloy composition-dependent
energy offset of band j as a z-dependent potential Vj(z)
leads to a second order Schro¨dinger Equation [28]
1
2
pz
1
mzj (Ejn, z)
pzχ
j
jn(z) + Vj(z)χ
j
jn(z) = Ejnχ
j
jn(z).
(13)
The superscript on χjjn denotes the dominant envelope,
and mzj (Ejn, z) is the state’s energy-dependent effective
mass in the z direction. Choosing the 8 band basis for
Eq. (12) yields the effective mass relation [20, 28]
m0
mzc(E, z)
= 1 +
m0
M zzcc
+
2
3
Ep
E − Vl(z)
+
1
3
Ep
E + ∆− Vs(z)
m0
mzl (E, z)
= 1 +
m0
M zzll
+
2
3
Ep
E − Vc(z)− Eg
m0
mzh(E, z)
= 1 +
m0
M zzhh
. (14)
The quantity ∆ is the spin-orbit split-off energy and
m0/M zzkk are remote band contributions included by
Lo¨wdin’s perturbation method [29]. We take the approx-
imation that this remote band contribution is indepen-
dent of energy.
In the 14 band basis, the conduction band effective
mass changes to [20]
m0
mzc(E, z)
= 1 +
m0
M zzcc
+
2
3
Ep
E − Vl(z) +
1
3
Ep
E + ∆− Vs(z)
+
2
3
E′p
E − E′g − Vl′(z)
+
1
3
E′p
E − Es′ − Vs′(z) ,
(15)
where l′ is the light electron band at E = E′g and s
′ is
the split-off electron band at E = Es′ . E
′
p is the coupling
energy between the two sets of conduction bands. All
hole effective masses are identical to the 8 band results.
If we set Vj = 0 and E = Ej,bulk in Eqs. (14) and (15),
we find expressions for bulk GaAs effective masses. As
was done in Ref. [30], we choose m0/M zzkk so that calcu-
lated bulk effective masses match experimental values.
We assume the kt band dispersion to have the form
Ejn(kt) = Ejn(0) +
~2k2t
2mtj
, (16)
where mtj is the effective mass in the transverse direction.
This parabolic band approximation has been successfully
used to calculate 2PA coefficients for bulk semiconductors
[23], at the cost of ignoring some fine structure in the
dispersion [25].
B. Matrix Elements
Equipped with a model for electronic states, we can
proceed to calculate the optical matrix elements between
them. Two-photon transitions across the bandgap always
require an interband transition, for which we consider al-
lowed and forbidden paths. For TM-TM polarizations,
the remaining step is assumed to be an allowed intersub-
band transition. In TE-TE 2PA, the remaining step is
assumed to be a forbidden self transition [31]. These two
interaction types vary differently with wavelength near
the 2PA edge, causing anisotropy between the polariza-
tion schemes.
Intersubband matrix elements are calculated between
the envelopes found from Eq. (13). As a consequence, the
results are only strictly valid at the band edge. For TM
polarization, we find that
Mzjn,im =
~
2P
〈
χjjn
∣∣∣∣∣ 1m′i pz + pz 1m′j
∣∣∣∣∣χjim
〉
δij , (17)
where
1
m′k
=
1
mk(E, z)
− 1
M zzkk
. (18)
See Appendix B for justification of the above equation.
This form exhibits two improvements over that in Refs.
[18] and [19], viz. Mzjn,im = ~/(mjP ) 〈χjjn|pz|χjjm〉. The
first is to include energy scaling of the effective mass, and
the second is to account for the fact that interband cou-
pling depends only on the inverse effective mass compo-
nent arising from interactions within the basis. Eq. (17)
can also be compared to that in Ref. [32], which ignores
the subtraction of remote band contributions.
Self transitions are forbidden because they describe op-
tical coupling between states of nearly identical symme-
try. Eq. (17) with m = n shows that these contributions
are negligible for TM polarization. For TE fields we use
the relation 〈p〉 = (m0/~)∇kE(kt) − ~kt [33] with the
energy given by Eq. (16). Fixing TE polarization in the
y direction leads to
Myjn,im =
~2
mtjP
kt sinφ δmnδij . (19)
Eq. (17) is also valid for interband transitions, but us-
ing it would ignore the kt dependence once again. In-
stead, we use the method of Yamanishi and Suemune [34]
to estimate matrix elements from the bulk band struc-
ture:
M
(l)
jn,im =
~
m0P
eˆl · 〈uj0(r)|pˆ|ui0(r)〉′ δnm, (20)
5where uj0(r) is the zone-center basis function for band
j. As described in Appendix A, the prime denotes
that the basis functions are rotated by an angle θ =
cos−1 [kz/(k2z + k
2
t )
1/2]. We find kz from the energy re-
lation Ejn(0) = ~2k2z/2mzj . Eq. (20) applies to TM and
TE polarizations and accounts for allowed (∝ cos θ) and
forbidden (∝ sin θ) transitions.
All matrix elements for both polarizations are compiled
in Tables I and II, in a similar form to those in Refs. [22]
and [25].
C. 2PA coefficients for Parabolic Bands
The energy separation between parabolic conduction
and valence bands is given in normalized form by
cv(κ) = cv(0) +
m0
µtcv
κ2
p
, (21)
where p = Ep/Eg and 1/µ
t
cv = 1/m
t
c − 1/mtv. We see
immediately from Eq. (21) that∣∣∣∣∂cv∂κ
∣∣∣∣−1
κ0
=
µtcv
m0
p
2κ0
. (22)
Combining Eqs. (9) and (21), we find
κ0 =
{
µtcv
m0
p [x1 + x2 − cv(0)]
}1/2
. (23)
Feeding the results of Eqs. (21)–(23) into Eq. (8) gives a
general expression for the dimensionless scaling factor in
the parabolic band approximation:
f2(x1;x2) = p
∑
cα,v
µtcv
m0
Θ[x1 + x2 − cv(0)]
× 1
2pi
∫ 2pi
0
∣∣∣∣∣∑
i
M
(2)
ci M
(1)
iv
iv − x1 +
M
(1)
ci M
(2)
iv
iv − x2
∣∣∣∣∣
2
dφ. (24)
The sum runs only over α conduction states, with identi-
cal cβ transitions included by a factor of 2. The step func-
tion Θ defines the range where the solution of Eq. (23) is
real. The aforementioned angular rotation factor in the
interband matrix element is found to be
cos θ =
(
1 +
µtcv
mzc
x1 + x2 − cv(0)
c(0)
)−1/2
. (25)
Two-photon absorption coefficients can finally be found
from Eq. (7). Note that each quantum well is treated as
a separate system so that Lz in this equation is the total
thickness of a single well (20 nm).
Eq. (24) is valid for TM-TM, TE-TE and the mixed-
polarization TE-TM configurations. Because the co-
polarized schemes provide sufficient information about
the ND-2PA anisotropy, we do not perform the less
tractable cross-polarized calculations. The next two sub-
sections provide some simplifications for the TM-TM and
TE-TE cases.
FIG. 3. A diagram of the possible paths for TM-TM (left) and
TE-TE (right) two-photon transitions. The initial and final
states are marked with a blue dot. Dashed lines represent
a non-resonant transition, which is the transition leading to
a detuning denominator. Black and red lines signify allowed
and forbidden transitions, respectively.
1. TM-TM 2PA coefficients
As shown in Fig. 3, every TM-TM two-photon transi-
tion includes one interband and one intersubband tran-
sition. Because envelope parity alternates with subband
index, the required TM matrix element (Eq. (17)) im-
poses the selection rule n − m = 2k + 1 for integer k.
Since every element in Table I is independent of φ, the
azimuthal integral of Eq. (24) reduces to unity such that
f2(x1;x2) =
p
x1x22
∑
cα,v
µtcv
m0
∣∣∣∣∣∑
i
MzciM
z
iv
iv − x1 +
MzciM
z
iv
iv − x2
∣∣∣∣∣
2
×Θ[x1 + x2 − cv(0)]. (26)
Both matrix elements are non-zero at the ND-2PA edge
for doubly-allowed transitions, giving the step-like shape
characteristic of linear quantum well absorption.
2. TE-TE 2PA coefficients
Per Fig. 3, each TE-TE 2PA path involves an interband
and a self transition. Two-photon transitions therefore
inherit the selection rules of the the interband transition,
namely m = n. Using the matrix elements from Table
II, which are generally φ-dependent, we simplify the di-
mensionless scaling function to
f2(x1;x2) =
4
x1x22
(
1
x1
+
1
x2
)2∑
cα,v
〈∣∣Mycα,v sinφ∣∣2〉
φ
× [x1 + x2 − cv(0)] Θ[x1 + x2 − cv(0)].
(27)
The term linear in x1 + x2 grows from zero at the 2PA
edge, meaning TE-TE 2PA dispersion lacks the disconti-
nuities seen in TM-TM 2PA curves.
6TABLE I. Optical matrix elements Mzjn,im = zˆ ·Mjn,im. Only transitions to α spin states are shown since transitions to β
states can be found from the relation Mzjn,im = (M
z
im,jn)
∗.
cα, n hα, n lα, n
cα,m Eq. (17) 0
√
2
3
cos θ δnm
cβ,m 0 − 1√
2
sin θ δnm
1√
6
sin θ δnm
hα,m 0 Eq. (17) 0
hβ,m − 1√
2
sin θ δnm 0 0
lα,m
√
2
3
cos θ δnm 0 Eq. (17)
lβ,m
1√
6
sin θ δnm 0 0
TABLE II. Optical matrix elements Myjn,im = yˆ ·Mjn,im. Only transitions to α spin states are shown since transitions to β
states can be found from the relation Myjn,im = (M
y
im,jn)
∗.
cα, n hα, n lα, n
cα,m
m0
mtc
2κ
p
sinφ δnm 0
√
2
3
sin θ sinφ δnm
cβ,m 0 0 − 1√
6
(cos θ sinφ+ i cosφ)δnm
hα,m 0
m0
mth
2κ
p
sinφ δnm 0
hβ,m
1√
2
(cos θ sinφ− i cosφ)δnm 0 0
lα,m
√
2
3
sin θ sinφ δnm 0
m0
mtl
2κ
p
sinφ δnm
lβ,m − 1√
6
(cos θ sinφ+ i cosφ)δnm 0 0
7The φ integration has been reduced to the average over
a single term denoted with angular brackets. Performing
the integration for each pair of bands gives
〈|Mycα,lα sinφ|2〉 =
1
8
(1− cos 2θ)
〈|Mycα,lβ sinφ|2〉 =
1
96
(5 + 3 cos 2θ)
〈|Mycα,hβ sinφ|2〉 =
1
96
(17− 9 cos 2θ). (28)
Note that if we chose x polarized light, we would need
to use the x components of the interband matrix elements
and take eˆ · kt = cosφ. The result is that the integra-
tion over φ yields identical values to y polarized light.
This equivalence is consistent with the fact that physical
measurements must have the azimuthal symmetry of the
isotropic bands.
V. RESULTS
Normalized transmission versus pump-probe delay was
measured as described in Sec. III, and coupled nonlinear
Schro¨dinger equations were used to fit the curves to ND-
2PA coefficients. The exact procedure is detailed in Ap-
pendix D, along with all necessary approximations and
empirical adjustments.
TM-TM measurement results are plotted versus sum
wavelength in Fig. 4 alongside theoretical predictions.
Sum wavelength is defined by 1/λsum = 1/λ1 + 1/λ2,
where the pump wavelength λ2 is fixed at 1960 nm. Ex-
citations of light hole states bring about discontinuities
in the spectrum, with the l1 → c2 and l2 → c1 transi-
tions accounting for the shorter and longer wavelength
steps, respectively. In contrast with light hole contribu-
tions, heavy hole signals exhibit a gradual increase due
to the interband y matrix element’s sin θ (forbidden) de-
pendence. Each transition’s onset is found by subtracting
the subband energies in Table IV of Appendix C using
the selection rule m− n = ±1.
Expanding states in the 8 band basis with Ep =
28.9 eV [35], our predicted curve matched the data apart
from a 3 nm wavelength shift. This offset is mitigated
by using the 14 band model with E′p = 6 eV [35]. In
both cases, we assumed there were small growth errors
such that the real material consisted of 7.84 nm wells with
Al0.328Ga0.672As barriers. The effect of this modification
is revealed by comparing the blue (solid) and magenta
(dotted) curves of Fig. 4. Other sources for this wave-
length inaccuracy could be OSA miscalibration or the
use of imprecise bandgap values in simulations, but these
assumptions lead to curves nearly identical to the ones
shown.
Interestingly, calculated 2PA coefficients vary signifi-
cantly with the value chosen for the Kane energy. This
sensitivity is apparent when comparing the 14 band the-
oretical curve with another that has Ep = 25 eV and
740 750 760 770 780 790
0
5
10
15
20
FIG. 4. TM-TM ND-2PA coefficients vs λsum = (1960
−1 +
λ−11 )
−1 (nm). Black circles: measured coefficients with total
pulse energy E2 = 3.5 pJ. Black triangles: measured coeffi-
cients with E2 = 4.9 pJ. Red dash-dotted line: theory with
8 band basis. Solid blue line: theory with 14 band basis.
Dashed blue line: TM-TM theory convolved with 4 nm Gaus-
sian to approximate bandwidth effects. Magenta dotted line:
14 band model without adjustments to well width and barri-
ers. Solid green line: 14 band calculation with Ep = 25 eV
.
E′p = 6 eV [35]. By the arguments of Sec. IV A, un-
der these conditions we require m0/M zzcc = 3.0 so that
Eq. (15) reduces to the bulk effective mass for GaAs. For
comparison, m0/M zzcc = −2.2 when Ep = 28.9 eV. This
modification reduces the intersubband matrix element
according to Eq. (17).
Fig. 5 shows the TE-TE results compared with 14 band
calculations. The ND-2PA edge is energetically lower
than in TM-TM because it first occurs for h1→ c1 tran-
sitions, leading to large anisotropy below the l1 → c2
TM-TM transition energy. The theoretical curve, which
is smooth with a kink at 750µm from h2 → c2 transi-
tions, shows this anisotropy. However, our unscaled cal-
culations differ from the measurements by over a factor
of four and show some dissimilarity in shape. We provide
reasons for these differences in the following section.
VI. DISCUSSION
The TM-TM theory matches the data without any
non-physical scaling parameter; this excellent agreement
is likely due to the dominance of allowed transitions. The
parabolic band approximation works well because impor-
tant features in the 2PA spectrum occur at small kt,
where the parabolic band approximation introduces lit-
tle error. Calculations show that the ND-2PA coefficients
measured here are enhanced by a factor of 1.54 over de-
generate 2PA.
We do not notice any bound excitonic response, which
may be attributed to temperature effects. Continuum
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FIG. 5. Comparison between theory and experiment for TE-
TE polarization. Black circle TE-TE ND-2PA coefficients at
E = 4.2 pJ. Black diamond: TE-TE ND-2PA coefficients
with E = 6.0 pJ. Black line: TE-TE 2PA theory. Black
dotted line: TE-TE 2PA theory multiplied by 4.
exciton enhancement is also not evident. Ref. [14] con-
cludes that this contribution is absent in Ref. [15] due to
low sample quality and large exciton spatial extent. We
suspect the same reasons apply here, with further reduc-
tions possibly occurring due to loss of 2-D character from
interactions between many closely spaced wells.
In contrast to TM-TM polarizations, the parabolic
band approximation introduces significant errors in TE-
TE ND-2PA coefficients. By ignoring unit cell intermix-
ing, we underestimate the kt-dependent scaling of for-
bidden transitions that are necessary in TE-TE path-
ways. We also determine that it is insufficient to exam-
ine only self-transitions as the forbidden step; we must
also consider intersubband transitions and those between
different hole types. Away from the band edge, light
hole to heavy hole transitions were shown to be non-
negligible for 2PA in bulk semiconductors [25]. TE-TE
coefficients could be more accurately calculated by nu-
merically computing the highly non-parabolic band dis-
persion as in Ref. [36]. Eq. (6) would then give matrix
elements throughout the Brillouin zone, which are used
to find 2PA coefficients according to Eq. (8).
The sensitivity of the 2PA coefficient to Kane energy
and effective masses indicates that pump probe spec-
troscopy of quantum wells may be an effective method
for determining basic material parameters. Our results,
while not precise enough to justify a definitive declara-
tion, seem to support the idea that the Kane energy is
closer to 28.9 eV than lower values that have been re-
ported (See Appendix C). Furthermore, Hu¨bner et al.
[37] and others have shown evidence that the Kane en-
ergy is dependent on temperature. With better spectral
resolution and careful experimental setup, the tempera-
ture dependence of Ep could be reflected both in a mag-
nitude change of the normalized transmission signal and
a shift of the ND-2PA edge as effective mass is changed
(See Eq. (C4)).
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FIG. 6. Maximum TM-TM ND-2PA coefficient (in cm/MW)
vs. pump wavelength. Red dashed line denotes point where
maximum 2PA occurs for a probe wavelength within 25 meV
of the h1 → c1 bandgap. Red solid line is the same for the
l1→ c1 gap.
With this experimental support for our model, we can
re-examine ND-2PA for extremely nondegenerate photon
pairs [17, 18, 38]. Fig. 6 shows that the calculated TM-
TM ND-2PA coefficients rapidly increase as the pump
wavelength nears the c1→ c2 resonance at 9.55µm. The
red vertical lines denote points where the probe energy
for maximum 2PA lies within kT = 25 meV of the for-
bidden (dashed, h1 → c1) and allowed (solid, l1 → c1)
linear absorption edges. The offset value is chosen so
that we can roughly assume negligible impurity state ab-
sorption, but these edges will shift depending on material
quality and temperature. For λ2 = 7.5µm, we see that
max{α2} = 5.7 cm/MW—an enhancement of ∼ 360×
over the slightly nondegenerate case studied here, and
a considerably larger ND-2PA coefficient than any we
have measured in bulk semiconductors (∼ 1cm/MW)
[38]. This enhancement suggests the possibility of ex-
tremely sensitive gated detection as in Ref. [1], with even
further increases in photogenerated carrier density due
to long pulse interactions within a waveguide.
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9Appendix A: Kane Band Structure
Kane [39] developed a band structure model for bulk
zinc blende materials using a k · p formalism including
spin-orbit interaction. The unit cell basis consisted of two
spin-degenerate S-like functions |S ↑〉 and |S ↓〉 with en-
ergy Eg and six degenerate P -like functions |X ↑〉, |X ↓〉,
|Y ↑〉, |Y ↓〉, |Z ↑〉, and |Z ↓〉 with E = 0. By symmetry
of the zincblende crystal, all non-zero momentum matrix
elements are given by [40]
P =
~
m0
〈iS|px|X〉 = ~
m0
〈iS|py|Y 〉 = ~
m0
〈iS|pz|Z〉 .
(A1)
The wave vector in bulk materials is not restricted to
two dimensions as in quantum wells. In Ref. [39], the
k ·p Hamiltonian is diagonalized in a rotated coordinate
system for which k = kzˆ. This coordinate transformation
is represented as a 3-dimensional rotation matrix sinceX,
Y and Z transform as the components of a vector [40].
Finally, the k-dependent eigenstates are found to be
uhα = −
√
1/2 |(X + iY ) ↑〉′
uhβ =
√
1/2 |(X − iY ) ↓〉′
ujα = aj |iS ↓〉′ + bj/
√
2 |(X − iY ) ↑〉′ + cj |Z ↓〉′
ujβ = aj |iS ↑〉′ + bj/
√
2 |−(X + iY ) ↓〉′ + cj |Z ↑〉′ .
(A2)
The heavy hole bands (h) are uncoupled while the con-
duction, light hole, and split off bands—denoted by in-
dex j—intermix. The primed kets indicate rotated basis
functions.
The zone center (k = 0) unit cell functions are listed in
Table III. Taking the first four α and β states gives the 8
band Kane basis described above. The more complete 14
band model includes conduction bands at energy E′g and
Es′ = E
′
g −∆′, with ∆′ representing spin-orbit splitting
in the conduction bands. These two sets are used as bases
for the envelope expansion in Eq. (12).
Interband matrix elements
Comparing the ujk(r) of Eq. (A2) to the zone center
uj0(r) values in Table III, we note they differ by the ex-
pansion coefficients as well as a rotation of basis func-
tions. As in Ref. [34], we assume quantum well transitions
are adequately described by using the zone center ex-
pansion coefficient while applying the basis rotation. For
example, 〈ulα|pz|ucα〉′ = 〈iS|pz|
√
2/3(Z cos θ)〉, which
evaluates to the value given in Table I after application
of Eqs. (A1) and (20).
Appendix B: Intersubband Matrix Element
This appendix derives the intersubband matrix ele-
ment in Eq. (17). The procedure shown is for conduction
TABLE III. Table of zone center wave functions and their
corresponding energies.
E uj0(r)
Eg ucα : |iS ↓〉
0 uhα : −
√
1/2 |(X + iY ) ↑〉
0 ulα :
√
1/6 |(X − iY ) ↑〉+√2/3 |Z ↓〉
−∆ usα :
√
1/3 |(X − iY ) ↑〉 −√1/3 |Z ↓〉
E′g uh′α : −
√
1/2 |(Xc + iY c) ↑〉
E′g ul′α :
√
1/6 |(Xc − iY c) ↑〉+√2/3 |Zc ↓〉
Es′ us′α :
√
1/3 |(X − iY ) ↑〉 −√1/3 |Zc ↓〉
Eg ucβ : |iS ↑〉
0 uhβ :
√
1/2 |(X − iY ) ↓〉
0 ulβ : −
√
1/6 |(X + iY ) ↓〉+√2/3 |Z ↑〉
−∆ usβ :
√
1/3 |(X + iY ) ↓〉+√1/3 |Z ↑〉
E′g uh′β :
√
1/2 |(Xc − iY c) ↓〉
E′g ul′β : −
√
1/6 |(Xc + iY c) ↓〉+√2/3 |Zc ↑〉
Es′ us′β :
√
1/3 |(Xc + iY c) ↓〉+√1/3 |Zc ↑〉
bands in the 8 band basis, but it is easily generalized to
other bands and different basis sets.
The momentum matrix element between states given
in the envelope expansion (Eq. (12)) is
P zjn,im = 〈ψjn, pzψim〉 =
∑
µν
〈
uµχ
µ
jn, pzuνχ
ν
im
〉
, (B1)
where we have chosen to represent inner products with
operator Tˆ as 〈f, Tˆ g〉 for clarity. As usual, 〈λf, g〉 =
λ∗ 〈f, g〉. We apply the chain rule for the differential
operator pz, then assume χ and u change on different
enough scales so that we can integrate their expressions
separately. In atomic units we find
P zjn,im =
∑
µν
〈
χµjn, pzχ
ν
im
〉
δµν + p
z
µν
〈
χµjn, χ
ν
im
〉
= 〈χcjn, pzχcim〉+ 〈χljn, pzχlim〉+ 〈χsjn, pzχsim〉
+
√
2
3
P 〈χljn, χcim〉 −
√
1
3
P 〈χsjn, χcim〉
+
√
2
3
P 〈χcjn, χlim〉 −
√
1
3
P 〈χcjn, χsim〉 , (B2)
where pzµν values are obtained from Eq. (A1) and Table
III. Suppose now that the intial and final envelopes are
conduction states. We can express the non-dominant en-
velopes as a function of the conduction envelope by
χl =
√
2
3
P
1
E − Vv(z)pzχ
c
χs = −
√
1
3
P
1
E + ∆− Vv(z)pzχ
c. (B3)
These substitions appear in Ref. [28], and are re-derived
in detail in the supplemental material [20]. Applying
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Eqs. (B3) to Eq. (B2) gives
P zcn,cm =
1
2
[
〈pzχcn, χcm〉+
4P 2
3
〈
1
En − Vv(z)pzχ
c
n, χ
c
m
〉
+
2P 2
3
〈
1
En + ∆− Vv(z)pzχ
c
n, χ
c
m
〉]
+
1
2
[
〈χcn, pzχcm〉+
4P 2
3
〈
χcn,
1
Em − Vv(z)pzχ
c
m
〉
+
2P 2
3
〈
χcn,
1
Em + ∆− Vv(z)pzχ
c
m
〉]
,
(B4)
where we dropped the subscript c on the right hand side.
We also used the fact that 〈χcn, pzχcm〉 = [〈pzχcn, χcm〉 +
〈χcn, pzχcm〉]/2. Noting that Ep = 2P 2 in atomic units,
comparing to Eq. (14) immediately leads to
〈ψcn, pzψcm〉 = 1
2
〈[
1
m(En, z)
− 1
M zzcc
]
pzχ
c
n, χ
c
m
〉
+
1
2
〈
χcn,
[
1
m(Em, z)
− 1
M zzcc
]
pzχ
c
m
〉
.
(B5)
Normalization and conversion back to bra-ket notation
gives Eq. (17). This process can be easily repeated for
hole transitions and states written in the 14 band basis.
Appendix C: Simulation parameters and procedures
Since we are not working with an idealized structure,
we must employ some numerical techniques to model our
systems. In the first subsection of this appendix, we cal-
culate energy levels and envelopes for states in the finite
quantum well. In the second, we find the optical mode
structure and dispersion characteristics of the waveguide.
1. Material simulations
We first give the bandgap of GaAs and the
composition-dependent bandgap of AlGaAs in order to
determine the confining potential imposed by the Al-
GaAs barriers. Then we provide values for interband
couplings and effective masses, followed by a brief sum-
mary of the calculation results. Each value is taken from
literature, making adjustments as needed.
The temperature-dependent bandgap of GaAs is given
by the Varshni relation [41]
Eg = 1.519− α T
2
T + β
[eV] (C1)
with α = 8.95× 10−4 eV/K and β = 538 K [42, 43]. The
higher conduction band energies in the 14 band model
are taken to be E′g = 4.63 eV and Es′ = 4.44 eV[44].
The potential barriers imposed by the quantum well
layer structure come from the empirical expression for
total band offset between GaAs and AlxGa1−xAs:[42]
∆Eg = 1.395x (x ≤ 0.41). (C2)
The ratio Q = ∆Ev/∆Eg = 0.33 [43] at an AlxGa1−xAs
interface, simplifying conduction and valence offsets to
∆Ec = Vc = 0.963x [eV]
∆Ev = Vh = −0.432x [eV]. (C3)
All hole types are presumed to have offset Vh and all
conduction bands are taken to have offset Vc.
Literature values for the Kane energy of GaAs vary
between Ep = 22.9 eV[45], 25.7 eV [46], 27.86 eV [47],
28.8 eV[48] and 28.9 eV [35]. We choose Ep = 28.9 eV,
and take the inter-conduction band coupling strength as
E′p = 6 eV [35].
The conduction band effective mass of GaAs is mzc =
mtc = 0.0635m0 [43] at room temperature. Light hole
masses are anisotropic with mzl = −0.082m0 [49] as de-
termined from cyclotron resonance at 77 K. This mass is
adjusted to its room temperature value by
1
ml,295K
=
1
ml,77K
+
2Ep
3
(
1
Eg,295K
− 1
Eg,77K
)
, (C4)
where temperature-dependent bandgaps are taken from
Eq. (C1). This relation comes from subtracting the
Eq. (14) expressions for 295 K and 77 K. The final out-
come is that mzl,295K = −0.077m0.
The energy-dependent effective mass is calculated in
the 8 band model using Eq. (14) with spin-orbit splitting
of ∆ = 0.341 eV [50].
The heavy hole effective mass mh(z) is [21]
mzh(z) =
m0
γ1(x(z))− 2γ2(x(z)) , (C5)
where x(z) is the AlGaAs composition at position z. The
symbol γ(x) is the six-band Luttinger parameter linearly
interpolated between the values for GaAs and AlAs [43]:
γ1(x) = 6.98− (3.76− 6.98)x
γ2(x) = 2.06− (0.82− 2.06)x. (C6)
Transverse hole effective masses are also taken from the
Luttinger parameters as [21]
mth =
m0
γ1(0) + γ2(0)
(C7)
mtl =
m0
γ1(0)− γ2(0) . (C8)
With all material parameters known, the shooting
method [51] is used to solve Equation (13). The pro-
cedure yields the energy level (See Table IV) and domi-
nant wavefunction envelope for each state. Note that the
material widths and compositions are slightly altered as
explained in Sec. V.
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TABLE IV. Quantum well subband energies (in meV) at
κ = 0 for 7.84 nm GaAs quantum wells with Al0.328Ga0.672As
barriers.
c lh hh
1 1475.9 −33.5 −11.5
2 1604.9 −120.3 −45.4
3 – – −98.9
FIG. 7. Normalized pump (red) and probe (blue) TM mode
profiles for the structure shown in Fig. 1.
2. Waveguide Modes
Refractive index values for the various AlGaAs com-
positions used were calculated by Adachis formulas [52].
The index of the quantum well active region was esti-
mated to be the spatial average of the well (w) and bar-
rier (b) permittivities
n2(x, λ) =
Lwnw(x, λ)
2 + Lbnb(x, λ)
2
Lw + Lb
. (C9)
Using these indices, electromagnetic mode profiles and
dispersion curves were calculated from the finite differ-
ence method with Lumerical MODE Solutions [53]. The
mode shapes are shown in Fig. 7. The third order mode
areas ai and overlap ηij were calculated in the usual way
[54]:
ai =
[∫∫ |Fi(y, z)|2dydz]2∫∫ |Fi(y, z)|4dydz , (C10)
ηij =
∫∫ |Fi(y, z)|2|Fj(y, z)|2dydz[∫∫ |Fi(y, z)|4dydz]1/2 [∫∫ |Fj(y, z)|4dydz]1/2 ,
(C11)
where Fi(y, z) is the electric field profile of mode i. The
calculated TM (TE) mode area at 1960 nm was found to
be 3.56 (3.48)µm2, and the TM (TE) probe mode areas
range from 3.14 (3.07)µm2 at 1150 nm to 3.21 (3.17)µm2
at 1350 nm. The mode overlap at 1176 nm and 1960 nm
was η12 = 0.9967, so they are treated as unity. Due to
tight optical confinement within the active region, prop-
agation is well-approximated by taking modes to travel
through a material entirely made up of the quantum
wells.
We numerically differentiated the refractive index
curves to find group velocities and second order disper-
sions. The largest GVM of ρ = ∆β = 860 fs/mm oc-
curred when λ1 = 1176 nm and λ2 = 1960 nm, with
the pump travelling faster than the probe. Around
this value, 150 fs pulses walk off from each other on the
length scale of 350µm. The largest dispersion coefficient
of β2 = 1841 fs
2/mm occurs at the same probe wave-
length, while the pump dispersion is β
(2)
2 = 741 fs
2/mm
at 1960 nm. These values were used in the simulations of
Appendix D.
Appendix D: Nonlinear propagation and data fitting
We modeled pulse propagation by the coupled nonlin-
ear Schrodinger equations [55](
∂
∂x
+ β
(1)
1
∂
∂t
+ i
β
(1)
2
2
∂2
∂t2
+
σ1
2
)
A1
= i
(
γ11|A1|2 + 2γ12|A2|2
)
A1, (D1)(
∂
∂x
+ β
(2)
1
∂
∂t
+ i
β
(2)
2
2
∂2
∂t2
+
σ2
2
)
A2
= i
(
γ22|A2|2 + 2γ21|A1|2
)
A2. (D2)
|Al|2 is the instantaneous power, β(l)1 and β(l)2 are the
first and second order dispersion, and σl is the loss. We
neglect free carrier contributions to the nonlinear prop-
agation because the pulses have sufficiently low average
power such that excited carrier density is negligible. The
nonlinear parameter γij is written in terms of the mode
areas and overlap as [54]
γij =
ωi
c
n2(ωi;ωj)ηij√
aiaj
+ i
α2(ωi;ωj)ηij
2
√
aiaj
. (D3)
We set Im{γ22} = 0 because the pump wavelength is be-
low the D-2PA edge, and the γi1 are ignored because the
probe power is low. All nonlinear refraction effects from
Re{γij} are ignored, which is justified in the following
subsection.
Raw data and analysis
Fig. 8 shows a normalized transmission signal gener-
ated as described in Sec. III. A delay of zero indicates
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that the pump and probe arrive at the front facet at the
same time, and a negative delay means the probe arrives
before the pump. The curve is temporally wider than
the input pulses because the faster moving pump over-
takes the probe within the sample for delays up to about
−2.3 ps.
-2 -1 0
0.75
0.8
0.85
0.9
0.95
1
FIG. 8. Normalized transmission vs delay at λ2 = 1960 nm
and λ1 = 1246 nm. The results are compared to calculations
using the split-step Fourier method (black line) and analyt-
ical expression of Eq. (D4) (red dashed line). The parame-
ters used were: Im{γ12} = 12.9 fs/(mm pJ) , E2 = 4.8 pJ,
ρ = 654 fs/mm, L = 3.6 mm, τ1 = 121 fs, τ2 = 154 fs, α2 =
0.4 mm−1. The total width of the signal is τ = ρL = 2.35 ps.
Transmission curves in high GVM experiments usually
exhibit a table top shape like those in Ref [38]. Instead,
we see a decay in the nonlinear transmission magnitude
as delay becomes more negative. This indicates that loss
in pump irradiance leads to a smaller signal as the pulses
meet after propagating farther through the sample. If
these losses were caused by an interband absorption pro-
cess, there would be a constant signal at positive delay
due to excited carrier interactions. Instead, we attribute
this decay to high scattering from roughness of the etched
sidewall.
The shape of Fig. 8 is explained by the analytical ex-
pression for normalized transmission [20]
∆T = exp
{
2
E2 Im{γ12}
ρ
exp
[
σ2τ
ρ
+
(
σ2τx
2ρ
)2]
×
[
erf
(
τ
τx
+
σ2τx
2ρ
)
− erf
(
τ + ρL
τx
+
σ2τx
2ρ
)]}
.
(D4)
Here, L is the length of the sample and E2 is the total
energy of the pump pulse. The value τx = (τ
2
1 + τ
2
2 )
1/2 is
the pure cross correlation width between pulse durations
τj , and ρ = β
(2)
1 − β(1)1 is the GVM parameter. Eq. (D4)
was derived by ignoring second order dispersion. Despite
this approximation, we see by comparing the curves in
Fig. 8 that the equation yields nearly identical results to
those found by split-step Fourier integration of Eqs. (D1)
and (D2) with non-zero β2.
The insensitivity to β2 is related to an overall pulse
width insensitivity of the normalized transmission. Qual-
itatively, the increase in pump irradiance at fixed energy
due to decrease in pulsewidth is compensated by a de-
crease in interaction length as the pulses walk through
each other. In fact, with σ2 = 0, the maximum signal
of Eq. (D4) is completely independent of pulse widths.
Since the linear and nonlinear pulse broadening should
be negligible over the ∼ 300µm walkoff length, this in-
dependence would be true without ignoring Re{γij} and
β
(l)
2 . In our case, altering the pulsewidth only causes a
slight signal reduction due to a delay shift in the curve
moving the peak back to a point where more pump losses
have occurred. This only gives an error of around 8%
when τx is underestimated by a factor of two. We use
this insensitivity to justify ignoring nonlinear refraction
in Eqs. (D1) and (D2).
Data fitting procedure
For TM-TM (TE-TE) sum wavelengths of 743 nm,
762 nm, 772 nm, 784 nm (743 nm, 762 nm, 780 nm) the
transmission curves were fit with Im{γ12}, σ2, ρ and τ1
as free parameters. Averaging the resulting loss coeffi-
cents gives σ2,TM = 0.46 mm
−1 and σ2,TE = 0.56 mm−1.
A wavelength shift of 25 nm was applied to the dispersion
curve so the simulated values of ρ more closely match the
fits. This adjusment is needed most likely due to the in-
accuracy of the spatially averaged approximation to the
quantum well index (Eq. (C9)). The values presented
here were held fixed in fitting the rest of the data.
The rest of the data points in Figs. 4 and 5 were found
by measuring the rising edge and peak of the normalized
transmission. The pump pulsewidth was taken to be 9%
greater than the bandwidth limit (see Sec. III), and γ12
and τ1 were free fitting parameters. Once again, the effect
of this imperfect knowledge of pulsewidths is mitigated
by the signals insensitivity to pulse width. The σ2 and
GVM values were held fixed according to the previous
fitting procedure.
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