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3.2.5 L’inverse approché normalisé . . . . . . . . . . . . . . . . . . . . . 29
3.2.6 Analyse d’un cas simple de donnée non bruitée . . . . . . . . . . . 30
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1 Contexte et teneur de l’étude
1.1 Le projet Mohycan
Le projet ANR Mohycan a pour objet la construction d’un code de calcul hybride
éléments finis et rayons pour la modélisation de la propagation et la diffraction des ondes
instationnaires dans un milieu élastique hétérogène et fissuré. Il s’articule autour du
code de calcul EDF Athena pour la partie éléments finis et du code CEA CIVA pour les
rayons. L’idée est d’exploiter les avantages de chacune des deux méthodes pour élaborer
un code de calcul efficace. Rappelons que la méthode des rayons permet de propager sans
distorsion des champs d’onde sur de grandes distances dans des milieux ”simples” (petit
nombre de milieux à variation de vitesse faible par rapport aux longueurs d’ondes du
signal propagé) tandis que les éléments finis, de par leur généralité, permettent de traiter
des situations plus complexes mais au prix d’une dispersion des ondes sur les grandes
distances. Le schéma de calcul est alors le suivant : on propage l’onde générée par la
source émettrice par des rayons jusqu’aux frontières d’un domaine entourant une zone
complexe ; ce champ émis sert de source dans le domaine traité par éléments finis et on
effectue alors le calcul du champ d’onde diffracté et propagé dans cette zone hétérogène ;
ce champ est finalement repropagé vers les capteurs de nouveau par rayons (utilisation
d’une surface de Huygens et du principe de réciprocité).
Cette méthode de couplage est séduisante mais elle doit affronter plusieurs difficultés.
Tout d’abord, le champ incident calculé par les rayons n’est qu’une solution approchée
des équations de l’élastodynamique et l’erreur induite est gênante car elle va générer
des artefacts dans le volume de calcul éléments finis. Un second problème tient aux
conditions aux limites artificielles que l’on doit imposer sur les bords du volume. Ces
conditions expriment généralement que le champ diffracté est ”sortant” tandis que la
partie ”entrante” est fixée par le champ incident donné par les rayons. Ces conditions
peuvent s’avérer délicates à mettre en oeuvre dans des situations où le milieu n’est pas
homogène au voisinage des bords. Ces points ont été l’objet d’une première étude réalisée
par J.Rodriguez du projet POEMs.
1.2 Présentation de l’étude
Le sujet abordé ici est plus prospectif et porte sur un des éléments nécessaire à l’ex-
tension de la méthode au traitement de plusieurs bôıtes de calculs éléments finis qui in-
teragissent entre elles. De manière schématique, l’idée serait d’évaluer l’action du champ
incident (calculé par rayons) sur chaque bôıte de calcul prise isolément avant de corriger
la solution ainsi obtenue en prenant en compte l’interaction entre bôıtes. Dans cette cor-
rection, le champ incident d’une bôıte Bi serait donné par la contribution, calculée lors
de la première étape, de toutes les autres bôıtes Bj, j 6= i propagées de leur frontière
vers Bi. Pour être efficace cette propagation devra se faire par rayons. Or si on connâıt
le champ en tout point des frontières des domaines éléments finis, on ne connâıt pas ex-
plicitement les rayons qui composent ce champ (si tant est de plus que l’approximation
rayon soit valide !). Or cette connaissance est indispensable si l’on veut pouvoir initialiser
les conditions initiales des équations différentielles qui gouvernent les quantités rayons
(temps de parcours, moment et amplitude). On peut formuler ce problème de la façon
suivante :
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Étant donné un champ d’onde au voisinage d’un point sur une plage de temps donnée,
évaluer le nombre de rayons qui composent ce champ et identifier leur temps d’arrivée,
leur direction et leur amplitude
Si on formule ceci d’un point de vue plus mathématique, on peut montrer que tout revient
à effectuer une analyse microlocale d’un champ au voisinage d’un point. Cette analyse
peut se poser näıvement comme un problème de moindres carrés non linéaire (on essaye
de ”fitter” le champ avec l’antzast des rayons) ; or, on montre que la fonction coût associée
présente de nombreux minima locaux et l’inversion s’avère ainsi très problématique. Une
approche plus élaborée a été proposée par Benamou et al, [1] qui consiste à considérer la
trace du champ sur un petit cercle entourant le point d’analyse et à appliquer un filtre
approprié. C’est cette technique que nous avons privilégiée dans ce travail. Par rapport
au contexte de cet article, il existe des points nouveaux que nous avons, de façon plus ou
moins approfondie, abordés.
• Le passage du fréquentiel au temporel. L’analyse microlocale de [1] s’applique sur
un signal instationnaire (un champ qui localement satisfait l’équation d’Helmholtz).
Ici, nous considérerons des signaux en temps (solutions de l’équation des ondes).
On peut bien sûr se ramener au cas précédent via la transformation de Fourier en
temps (après fenêtrage). On peut alors effectuer l’analyse microlocale sur chaque
fréquence contenue dans le spectre du signal. On a ainsi une redondance d’infor-
mations puisque les quantités rayons à identifier sont elles indépendantes de la
fréquence. Nous montrerons comment utiliser cette redondance pour identifier le
temps de parcours associé à chaque rayon. Ce point est nouveau par rapport à [1].
Parallèlement, nous exploiterons la séparation temporelle des évènements, en jouant
sur le fenêtrage en temps pour éviter le mélange de trop de rayons à identifier si-
multanément. Le temporel qui revient à une analyse microlocale multi fréquentielle
s’avère ainsi beaucoup plus riche que la même analyse en mono fréquence. De plus,
c’est cette redondance d’informations qui nous permettra d’identifier le temps de
parcours, ce qui n’avait pas été étudié dans [1].
• L’amélioration du filtre. Ce sujet, quoique assez technique, est de notre point de
vue assez fondamental car le filtre amélioré que nous proposerons s’avère stable par
rapport aux perturbations (on a un théorème !), ce qui n’est pas toujours le cas du
filtre initial de [1]. L’idée est de substituer une quantité mixte combinant le champ
et sa dérivée normale sur le cercle d’analyse. Cela permet de borner les coefficients
de Fourier du filtre et ainsi d’obtenir un opérateur dont on peut contrôler la norme.
• Une analyse fine des erreurs induites par la discrétisation sur le cercle d’analyse.
Cela se ramène à contrôler l’erreur de troncature de la série de Jacobi Anger. Ce
contrôle est utile car il permet d’élaborer un choix de discrétisation complètement
automatisé et qui est de plus indépendant du nombre de coefficients de Fourier
considérés dans le filtre. Ceci est aussi nouveau par rapport à [1] qui identifiait
le nombre de coefficients du filtre avec la discrétisation angulaire, ce qui n’est pas
toujours un bon choix.
• Le passage de l’acoustique à l’élastique. Par rapport aux ambitions de départ,
nous n’avons pas eu le temps de construire une analyse aussi élaborée pour l’élas-
tique. Néanmoins, nous proposerons un filtrage qui est l’équivalent pour les ondes
élastiques du filtre pour les ondes acoustiques. Le travail qui consiste à partir des
résultats fournis par un code de calcul en instationnaire et en élastique reste à faire.
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1.3 Organisation du travail et plan du rapport
1.3.1 Organisation
Ce rapport est le résultat d’une rédaction en commun entre les deux auteurs :
– Simon Marmorat qui a réalisé un stage de six mois (de Juillet à Décembre
2009) sur ce sujet à l’INRIA Rocquencourt. Il a été plus particulièrement chargé de
l’écriture et de la validation des codes de calcul ainsi que des expériences numériques
présentées dans ce rapport. Il a également proposé et validé plusieurs idées qui sont
présentées ici.
– Francis Collino qui a été missionné par l’ENSTA pour conduire cette étude de Juin
2009 à Février 2010. Il s’est occupé plus particulièrement de l’élaboration théorique
du sujet. Il a également encadré le stage de Simon et suivi les différentes étapes de
la construction de la maquette informatique.
1.3.2 Plan de l’exposé
Ce rapport est divisé en cinq parties, dont la première n’est rien d’autre que cette
introduction. La seconde introduit ce qu’on a baptisé problèmes d’ondes instationnaires
haute fréquence : une famille de problème d’évolution en temps, indicée par une fréquence
qui est caractéristique de la source d’émission. Le propos sera d’observer et d’analyser le
comportement des solutions lorsque ce paramètre tend vers l’infini (on retrouvera alors
les solutions de type rayon). On donnera un théorème de convergence pour un point
source en milieu homogène puis on introduira (sans justification) la généralisation en
milieu hétérogène. Cette partie se terminera par une présentation du problème inverse.
Ce problème sera au cœur de la troisième partie qui sera dévolue à l’analyse microlo-
cale discrète dont on fera une présentation et une analyse assez exhaustive. Certains
résultats nouveaux seront établis (stabilité du filtre par rapport au bruit grâce à une mo-
dification de l’observable par exemple). La quatrième partie sera consacrée aux résultats
numériques. Un code de calcul a été réalisé (travail de S. Marmorat) qui nous a permis
de valider les idées sur plusieurs configurations. La cinquième partie donne des pistes et
des compléments sur différents points qui sont, à notre sens encore ouverts (effet de la
courbure des fronts notamment). Cette partie se clôt par la construction d’un filtre pour
l’analyse microlocale en élastodynamique.
1.3.3 Avertissement
Nous voulons insister sur le fait que ce rapport est le reflet d’une recherche en marche :
tous les algorithmes envisagés et présentés plus loin n’ont pas été testé avec une même
intensité. Par exemple la détermination du temps de parcours qui a été implémentée
dans la maquette informatique et qui s’appuie sur une régression linéaire du logarithme
de l’amplitude en fonction de la fréquence n’est certainement pas la plus efficace car
demandant de discrétiser très finement en fréquence et l’autre procédé juste esquissé
ici serait certainement plus pertinent (il s’appuie sur trois fréquences). Il faut plutôt
considérer notre étude d’une part comme un premier pas vers l’élaboration d’un procédé
robuste et efficace d’analyse microlocale discrète et, d’autre part, comme une réflexion
plus ou moins aboutie sur ce sujet qui, mentionnons le, n’est pas très ”carré” d’un point
de vue mathématique (on essaye de reconstruire une approximation par rayons, solution
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asymptotique dont on mâıtrise mal le degré de validité sinon dans des contextes très
académiques).
1.4 Perspectives
Un premier point est de situer le travail présenté ici par rapport à l’objectif énoncé
dans le premier paragraphe : Comment aller vers le couplage fort multi bôıtes ? Il nous
semble que c’est pour l’instant une perspective assez lointaine puisqu’il faudrait pour
cela mettre en oeuvre le procédé dans un code en élastique, puis s’assurer que le filtre
proposé permette effectivement de séparer les deux types de rayons qui se propagent
(ondes de pression et ondes de cisaillement) tout en donnant avec une bonne précision les
directions des rayons, leur amplitudes, etc. Une fois cette étape validée, resterait encore à
implémenter le couplage entre méthodes de rayons et éléments finis qui alternerait les deux
méthode non plus deux fois comme dans le cas d’une seule bôıte mais selon un procédé
itératif dont la convergence devra être analysée. En tout état de cause, l’implémentation
sera assez délicate car beaucoup plus complexe à gérer. L’utilisation d’un coupleur général
type PALM pourrait être utile à cet effet.
Mais avant même de conduire ce programme ambitieux, il nous semble que la méthode
proposée peut être encore améliorée, même en acoustique. Par exemple, l’analyse micro-
locale est ici réalisée point par point localement .Ne pourrait-t-on pas aller du local au
global ? En d’autre termes, ne pourrait-ton pas utiliser le fait que la phase et l’ampli-
tude sont des fonctions régulières du point d’analyse ? Il serait intéressant d’élaborer une
méthode qui parte des résultats locaux pour construire des fonctions phase et ampli-
tude voire courbure globalement dans un domaine fixé. Cela permettrait de compléter les
données lorsque l’analyse microlocale échoue (cas d’un point où se croisent deux rayons
se propageant selon la même direction que l’on n’a pas réussi à séparer en temps par
exemple)
Un autre point est le suivant : l’algorithme ici proposé requiert du code de calcul
qu’il enregistre le champ sur des cercles autour des points d’analyse, ce qui n’est pas une
fonctionnalité très classique des codes de calcul. Il serait intéressant de s’affranchir de ces
enregistrements et d’effectuer l’analyse microlocale directement sur un sismogramme (i.e.
en des points situés sur une droite sur laquelle on enregistre l’évolution temporelle du
champ ) quitte à reconstituer les traces des champs sur des cercles par extrapolation. Cette
idée, proposée par J.D. Benamou de l’INRIA fait l’objet d’une étude menée conjointement
avec F.Collino.
Pour finir sur les perspectives, disons quelques mots du 3-D. Conceptuellement tout
ce que nous réalisons en 2-D peut se généraliser à 3-D. L’enregistrement qui en 2-D était
effectué sur un cercle le sera en 3-D sur une sphère. L’équivalent du filtre en 2-D qui
s’appliquait sur quelques coefficients de Fourier de l’enregistrement sera en 3-D un filtre
utilisant des coefficients du développement en harmoniques sphériques de la donnée. On
peut néanmoins s’attendre à certaines difficultés (que nous espérons non rédhibitoires)
liées par exemple à la discrétisation de la donnée sur la sphère (nécessité d’utiliser de
points de quadratures optimaux pour les harmoniques sphériques). La détermination de
la courbure (juste esquissée ici) sera également plus délicate car on passe d’une à trois
quantités scalaires lorsque l’on va du 2-D au 3-D. En tout état de cause, un travail
important reste à faire avant de réussir l’analyse microlocale discrète en 3-D.
On peut imaginer beaucoup d’applications possibles de l’analyse microlocale discrète
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en dehors du contexte précis du projet Mohycan qui vise à coupler équations aux dérivées
partielles et rayons. Par exemple, l’analyse en terme de rayons d’un champ d’onde peut
fournir les entrées des algorithmes de migration par rayons, qui sont des outils pri-
vilégiés pour l’imagerie en sismique réflexion. Une autre application est l’interprétation
des résultats des codes de calculs éléments finis : notre analyse microlocale permettrait
de fournir aux utilisateurs une interprétation simple des signaux obtenus sur la grille de
calcul. Enfin, on peut penser à la montée en fréquence pour divers problème d’ondes.
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2 Introduction aux problèmes d’ondes instationnaires
haute fréquence
Nous commençons notre étude par la présentation et l’analyse d’un problème très
simple qui va nous permettre d’introduire les concepts à la base de notre travail. Il s’agit de
l’équation des ondes 2-D posée dans un demi-plan avec un bord réfléchissant et une source
ponctuelle. Nous définirons précisément ce qu’on appellera par la suite un problème haute
fréquence, ce qui n’est pas complètement évident dans la mesure où l’on traite ici d’un
problème temporel. Nous introduirons également l’optique géométrique en particulier la
notion de rayons, d’amplitude,... Nous présenterons un résultat de convergence de la
solution rayon vers la solution exacte de l’équation des ondes, pour une source ponctuelle
dans un milieu de vitesse homogène, lorsque la fréquence de la source tend vers l’infini.
Nous terminons cette partie en formulant le problème inverse, qui consiste, à partir d’une
solution de l’équation des ondes, en la construction des quantités caractéristiques des
rayons, à savoir leur amplitude, leur temps de parcours et leur direction de propagation.
2.1 Le problème modèle
2.1.1 Présentation du problème modèle







∂2ttuωs(x, t) − ∆uωs(x, t) = δ(x− xs)Wωs(t), ∀(x, t) ∈ Ω × [0, T )
uωs(x, t = 0) = ∂tuωs(x, t = 0) = 0, ∀x ∈ Ω
∂nuωs(x, t) = 0, ∀x ∈ ∂Ω
(1)
où
• Ω est le demi espace Ω = {(x, y) ∈ R2 / y < 0}.
• ∂Ω ' R est la frontière de Ω
• [0, T ) est l’intervalle de temps de simulation. On pourra prendre T = +∞
• x 7→ c(x) est la loi de vitesse sur Ω
• xs ∈ Ω est la position de la source.
• t 7→Wωs(t) est l’ondelette d’émission.
L’ondelette Wωs(t) est paramétrée par ωs que nous définissons comme sa pulsation ca-
ractéristique ou par abus de langage comme la fréquence de la source (en oubliant le
facteur 2π) Ainsi, il existe une dépendance de la solution par rapport à la fréquence de
la source et c’est cette dépendance qui va nous intéresser ici. Par souci d’alléger les nota-
tions, nous omettrons souvent le paramètre ωs dans uωs en notant simplement l’onde par
u.
Le paragraphe suivant va préciser la dépendance de l’ondelette avec sa fréquence
caractéristique.
2.1.2 L’ondelette




celle-ci étant supportée par l’intervalle




elle représente une impulsion d’autant plus brève que la pulsation ωs est élevée. Ainsi,
on dira que l’on va vers un problème haute fréquence lorsque ωs tend vers l’infini. Si l’on









où les chapeaux indiquent la transformation de Fourier. On voit que le contenu spectral
de l’ondelette est d’autant plus grand que ωs est grand (on a une dépendance linéaire).
Avec une propriété en plus on va voir que le spectre va (à ε près) se déplacer vers les
hautes fréquences, justifiant ainsi notre appellation. Supposons que la fonction de forme
w soit absolument intégrable et de moyenne nulle, pour tout ε positif il existe alors deux











et par mise à l’échelle, le contenu spectral de l’ondelette Ŵωs va être contenu, à ε prés,





|Ŵωs(ω)|2dωε, I = [γ−ε ωs, γ+ε ωs]
2.1.3 Le problème stationnaire associé
Prenons T = +∞ et considérons la transformée de Fourier en temps de u(x, t). Si




u(x, t) eiωt dt








û(x;ω) − ∆û(x;ω) = δ(x− xs) Ŵωs(ω)
∂nû(x;ω) = 0, x ∈ ∂Ω
(2)
où apparâıt la transformée de Fourier Ŵωs de l’ondelette. Pour définir de manière univoque
la solution du problème (P ′), il convient d’ajouter une condition qui signifie que û est la
transformée de Fourier d’une fonction causale. Par exemple, si c(x) est constant égal à v








Fig. 1 – Configuration spatiale du problème (P)
2.2 Le cas du milieu homogène
Dans le cas d’un milieu homogène (c(x) = v), nous connaissons une expression ana-






















où x′s est le point image de xs dans le miroir ∂Ω et Y (t) l’échelon d’Heaviside. Dans le


























0 (u) est la fonction de Hankel du premier type et d’ordre 0. En utilisant l’estimation
asymptotique de la fonction de Hankel H
(1)







































8π|x− y| , Φ(x, y) =
|x− y|
v
Si l’on effectue une transformation de Fourier inverse en temps, cette solution correspond
dans le domaine temporel à l’expression
uray(x, t) = A(x, xs)W̃ωs(t− Φ(x, xs)) + A(x, x′s)W̃ωs(t− Φ(x, x′s)) (5)









est la demi-primitive de l’ondelette.
Remarque Le passage du terme source Wωs à sa demi-primitive W̃ωs est caractéristique
du cas 2-D. Il se caractérise par un facteur 1/
√
−iω dans l’expression asymptotique de
la solution. Une condition du type Wωs ∈ Hq(R+) pour un certain q > 0 suffit à assurer
l’existence de la demi-primitive de Wωs.
On retrouve alors les solutions données par l’optique géométrique. On interprète la
solution comme la somme de deux ondes : l’onde incidente et l’onde réfléchie. Chaque onde
est ”habillée” ou ”portée” par une ondelette retardée d’un temps de parcours (φ(x, xs) ou
φ(x, x′s) selon l’onde considérée) et son amplitude décrôıt avec la distance à la source ou la
source image. Cela est tout à fait caractéristique des phénomènes de propagation d’ondes.
A haute fréquence, ceux-ci se décrivent avec les notions de fronts d’onde et d’amplitude.
Un front d’onde est caractérisée par une isovaleur de la fonction x → Φ(x, xs) ; dans le cas
présent ce sont des cercles centrés en xs. Cette situation peut se généraliser à certaines
lois de vitesse c(x) régulières : c’est l’objet de l’optique géométrique.
Dans le cas d’un milieu de vitesse homogène, cette approche est justifiée par le résultat
suivant :
Théorème 2.1. Soit Wωs de la forme Wωs(t) = w(ωst). On suppose la fonction de forme
w dans Hq(R+) pour un certain q > 0 ; on suppose de plus qu’il existe ξ0, C > 0 et
p > −1
2
tels que la transformée de Fourier de w vérifie
|ŵ(ξ)| ≤ Cξp, ∀ξ ∈ [−ξ0, ξ0]
alors pour tout x de Ω différent du point source, on a
supt∈[0,∞[ |uωs(x, t) − urayωs (x, t)|





De plus la limite est uniforme sur tout compact excluant le point où est situé la source.
Ce résultat indique que quand la fréquence de la source augmente, la solution rayon
uray est d’autant plus proche de la solution u de l’équation des ondes (1) que la transformée
de Fourier de la source s’annule vite en 0. Moralement, l’approximation rayon est une
bonne approximation à haute fréquence, et l’annulation de ŵ en 0 permet de compenser
le fait que l’approximation rayon est inexacte à basse fréquence.
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Les hypothèses données sur w nous permettent de montrer que cette demi primitive est
dans L∞(R+) : on peut montrer une majoration du type
sup
t
|w̃(t)| ≤ CC(p, ξ0) + C(q, ξ0)‖w‖Hq
Nous nous intéressons à l’erreur d’approximation




qui est l’erreur normalisée par le supremum de uray(x, t) au facteur 1/‖|w̃‖L∞ près et






























































). Alors en posant ε = c
ωsr



















































, v → ∞,






, v → ∞
Comme par ailleurs L est continue sur R, on en déduit qu’il existe deux constantes
A,B > 0 telles que
∀ v ∈ R+∗,
{
0 ≤ L(v) ≤ A
v
L(v) ≤ B















































En accord avec les hypothèses, il existe, dans R, un voisinage V de 0 tel que
∃ C ≥ 0, p ≥ −1
2
/ ∀ v ∈ V, |ŵ(ξ)| ≤ Cξp




















auquel cas on a alors l’estimation




où D est une constante qui dépend de p, A′ et B′. Finalement comme ε = c
ωsr
, on obtient











et que la convergence a lieu en 1/ω
r(p)
s , avec r : p 7→ p+1/2p+3/2 définie, croissante et strictement





Remarque Le résultat peut être amélioré lorsque ŵ s’annule assez vite en 0. En effet,
on a








et on obtient une convergence en ε lorsque l’intégrale ci-dessus est finie.
2.3 Notions d’optique géométrique
Dans cette partie et les suivantes, nous quittons le cadre précédent dans lequel nous
avions introduit l’approximation rayon en milieu homogène et considérons la situation
plus générale d’un milieu de vitesse variable. Si U est un ouvert de Ω loin de la source,





u(x, ω) = 0 dans U. (7)
L’optique géométrique se propose de construire une solution approchée de (7) lorsque la
fréquence ω est grande. L’approche consiste à chercher les solutions uω sous la forme de
l’“ansatz”
u(x, ω) ' A(x)eiωϕ(x) Ŵωs(ω)√−iω , (8)
où A(x) et ϕ(x) sont des fonctions régulières à valeurs réelles indépendantes de la pulsa-
tion ω : A(x) est l’amplitude tandis que ϕ(x) est la phase qui a la dimension d’un temps.
En négligeant le terme en 1
ω2
, on vérifie que la fonction u(.;ω) donnée par (8) est solution






2∇ϕ(x) · ∇A(x) + A(x)∆ϕ(x) = 0
dans U. (9)
Ce sont les équations de l’optique géométrique. La première est connue sous le nom
de l’équation Eikonale. Ces approximations haute fréquence sont utilisées pour évaluer
numériquement et à moindre coût une approximation des solutions de l’équation d’Helm-
holtz. Il existe tout un vocabulaire associé : les fronts d’ondes sont les lignes équiphases,
les rayons sont les lignes perpendiculaires à ces fronts,. . .
Observons le comportement local des solutions de l’optique géométrique. On se place
au voisinage d’un point x0 ∈ U . Les fonctions A(x) et ϕ(x) étant supposées régulières,
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une approximation à l’ordre 0 de A(x) combinée à une approximation à l’ordre 1 de la
phase donne une approximation de u(x, ω) comme une onde plane :






L’écriture (10) correspond à la propagation d’un unique rayon dans le milieu. Dans les
situations plus complexes (réflexion, diffraction, ...), la linéarité de l’équation (7) nous
amène à considérer des superpositions d’ansatzs élémentaires du type (8). Ainsi, à grande














−iω , x voisin de x0, (12)
où Bn(x0) = An(x0)e
iωϕn(x0) pour n ∈ {1, ..., N}. L’écriture (11) correspond à l’approxi-
mation de u(x, ω) comme une superposition d’ondes planes. Dans les bonnes conditions,
les grandeurs An(x0), ϕn(x0) et ∇ϕn(x0), n = 1...N sont indépendantes de la pulsation ω.
Un rayon passant en x0, disons le n-ième, est alors caractérisé par une amplitude (com-
plexe) An(x0), un temps d’arrivée ϕn(x0) et une direction ∇ϕn(x0), ces quantités étant
indépendantes de la pulsation ω. Dans tout ce qui suit, nous nous permettons d’omettre
la dépendance en x0 des quantités Bn(x0) = An(x0)e
iωϕn(x0) et ∇ϕn(x0), quantités que
nous noterons dans la suite Bn et ∇ϕn.
2.4 Le problème inverse
2.4.1 Du temporel au fréquentiel
Dans le problème inverse, il va s’agir d’identifier les rayons, leurs directions et le temps
de parcours associé. Si l’on compare les expressions des solutions rayons en fréquentiel




An(x0)W̃ωs (t− φ(x0) − (x− x0) · ∇ϕn(x0)) , x voisin de x0, (13)
on voit que l’influence de la source en temporel est plus complexe que dans le cas
fréquentiel, puisqu’elle agit par un simple terme multiplicatif dans le dernier cas. C’est
pourquoi nous avons choisi de traiter les données en temporel par transformation de Fou-
rier avec un éventuel fenêtrage (cf. le chapitre dédié aux expériences numériques). Ainsi,
les premiers pas de notre algorithme vont consister en un pré-traitement des données qui
consiste en les étapes suivantes
1Les caustiques sont les lignes géométriques sur lesquelles les équations de l’optique géométrique
deviennent singulières
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1. Calculer la Transformée de Fourier de la source W̃ωs(ω) et évaluer son spectre (i.e.
la plage de fréquence où le spectre est significatif.
2. Si u(x, t) est une solution de l’équation des ondes en un point x voisin de x0 sur
un intervalle de temps, Calculer sa transformée de Fourier temporelle u(x, ω) sur la
même plage de fréquence que la source
3. Enlever l’effet de la source en divisant u(x, ω) par la transformée de Fourier de la








uω(x) est bien sûr une solution de l’équation d’Hemholtz. Son approximation rayon cor-

















2.4.2 Formulation du problème inverse
Nous nous posons le problème suivant :
Étant donnée une plage P de valeurs prises par ω et la connaissance d’une solution
numérique ou analytique uω : x 7→ uω(x) de l’équation d’Helmholtz (7) dans un voisinage
d’un point d’observation x0 pour tout ω ∈ P , déterminer le nombre N de rayons se
croisant en x0 et calculer les quantités de l’optique géométrique (An, ϕn,∇ϕn)1≤n≤N .
Notons que si l’on savait résoudre ce problème, la connaissance d’une solution de
l’équation des ondes sur un voisinage de x0 sur une plage finie de fréquences nous four-
nirait une solution (approchée) uω dans ce même voisinage pour toute fréquence ω ∈ R.
Cette solution serait décrite par les fonctions régulières An et ϕn, n = 1, ..., N . On pourrait
ainsi ”monter” en fréquence à moindre coût.
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3 Analyse microlocale en fréquence
Dans cette partie, nous allons nous intéresser à l’identification de solution type optique
géométrique au voisinage d’une solution de l’équation d’Helmholtz. L’idée est d’identifier
des rayons à partir de la variation de la solution sur un petit cercle entourant un point fixé.
Notre présentation reprend en la complétant l’analyse microlocale discrète présentée dans
[1]. Elle est articulée autour des points suivants : tout d’abord, on définit précisément l’ob-
servable et on donne une formulation du problème inverse ; ensuite, on introduit l’analyse
microlocale discrète en essayant de bien en distinguer les différentes étapes. Une analyse
mathématique de la méthode est effectuée où l’on montre tout l’intérêt de travailler sur
une observable de type donnée impédante (obtention de résultat de stabilité) ; on conclut
par une analyse de l’erreur due à la discrétisation de l’observable.
3.1 Idée générale
3.1.1 Définition de l’observable
Nous supposons connue une solution uω : x 7→ uω(x) de l’équation d’Helmholtz (7)
dans un voisinage V de x0, avec ω fixé (pour le moment). Nous supposons qu’il existe






soit valable quand x est dans un certain voisinage U ⊂ V de x0. Les couples (An, ϕn), n =
1, ..., N sont supposés vérifier les équations de l’optique géométrique (9). En particulier
pour n ∈ {1, ..., N} et pour x ∈ U , |∇ϕn(x)| = 1c(x) . Ainsi, nous pouvons définir d̂n(x) la
direction de propagation du n-ième rayon au point x ∈ U :




On va analyser la solution en observant la trace de la solution uω sur un cercle centré
en x0. On choisit le rayon de ce cercle égal à
αc
ω
, où α est un paramètre adimensionnel.
À haute fréquence, ce rayon est petit et l’approximation locale est valide ; si ŝ ∈ U où U














iαŝ·d̂n, (B, d) = (B1, . . . , BN ; d̂1, . . . , d̂N), (19)
où ŝ est la direction dans laquelle on observe la trace de la solution sur le cercle.
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3.1.2 Formulation (floue) du problème inverse
Choisissons une norme sur un espace V de fonctions dépendant de ŝ (on reste ici flou
quant au choix précis de V , on peut par exemple prendre V = L2([−π, π]). On se donne
une fonction U(ŝ), non nécessairement de la forme (19) ; on pourrait alors construire





et définir, quand ils existent, BN et dN par
JN(B











-3 -2 -1  0  1  2  3
Fig. 2 – Représentation graphique des variations de θi −→ ‖eiα cos θ−eiα cos(θ−θi)‖L2([−π,π])
pour α = 50. On observe des mimima locaux
Notons que ce problème de minimisation n’est pas facile (il n’est même pas évident
qu’il y ait unicité de la solution pour toute fonction U(ŝ)). En effet, si le problème est
linéaire en la variable B, il est non linéaire en la variable d : la fonction JN peut alors
présenter des minima locaux (non convexité) comme le montre la figure 2 où l’on peut
voir le graphe de
θi −→ ‖eiα cos θ − eiα cos(θ−θi)‖L2([−π,π])
Ainsi, toute méthode itérative à base de gradient requiert un très bon point de départ
pour converger vers la solution (si elle existe) et éviter les minima locaux.
La détermination de l’entier N est encore plus délicate dans la mesure où plus on
rajoute de rayons (c.à.d. plus N est grand) et meilleure est l’approximation, les valeurs
JN(B
N , dN) étant non croissantes en N . On peut éventuellement contourner la difficulté
en se fixant un seuil η et abandonner la possibilité d’ajouter des rayons lorsque le gain
relatif associé au passage de N à N + 1 est plus petit que le seuil.
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3.2 L’analyse microlocale
3.2.1 Présentation de la méthode : l’opérateur intégral
L’analyse microlocale discrète telle que présentée dans [1] utilise une astuce pour
séparer le choix du nombre de rayons N et la détermination du couple (B, d). Sa première
étape consiste à substituer à la somme sur les directions d’incidences n = 1, . . . , N une
intégrale sur toutes les directions possibles. Pour ŝ ∈ U, en notant θŝ ∈ [0, 2π[ l’angle tel




















en l’inconnue dBα(d̂), on voit que si U est de la forme
∑N
n=1Bne
iαŝ·d̂n , il existe une
une solution mesure à cette équation, qui est une somme finie de masse de Dirac en les
directions des rayons et pondérée par leur amplitude.
Il n’est pas facile de faire du numérique dans l’espace des mesures, c’est pourquoi
(et c’est la deuxième étape), on va approcher la solution dans un cadre Hilbertien plus




eiαd̂·ŝB(d̂) dσ(d̂) = KαBα(ŝ). (20)
Cette équation est une équation intégrale de première espèce, dont le noyau est C∞. on
se retrouve alors dans un cadre familier de l’analyse fonctionnelle : Kα est un opérateur
compact par exemple de H−s(U) dans Hs(U) pour tout s positif. L’opérateur possède en
outre la propriété remarquable de commuter avec les rotations (voir plus loin) : si Rψ est
une rotation d’angle ψ, on a
KαR?ψB = R?ψKαB, avec R?ψB(d̂) = B(Rψd̂).
Étant donné que Kα est un opérateur compact deH
−s(U) dansHs(U), il n’admet pas d’in-
verse. Néanmoins, on connâıt des procédés (toujours explicités ci-après) pour construire
un inverse approché qui soit de plus régularisant. Soit K†α un tel inverse approché, si tout




devrait approcher une somme pondérée de masses de Dirac lorsque Uα(ŝ) est de la forme∑N
n=1Bne
iαŝ·d̂n . En d’autres termes, la solution approchée devrait présenter des pics dans
les directions des rayons, ce qui devrait permettre de les détecter facilement.
Pour aller plus loin, on suppose que l’inverse approché commute avec les rotations
(on verra ci-après comment construire un tel inverse). On fixe une direction de référence






























L’inversion de solution rayons va donc générer des combinaisons linéaires pondérées de N
fonctions identiques (la fonction S̃α) mais ”tournées” et donc pointant selon la directions












le facteur de renormalisation est bien sûr indépendant de la direction de référence d̂0
choisie (toujours grâce à la propriété de commutation avec les rotations de l’opérateur















où, maintenant, chaque terme BnSα(Rθn d̂) vaut Bn dans la direction d̂n et quelque chose
de ”petit” en dehors d’un voisinage des d̂n.
La construction d’un point de départ pour un algorithme itératif peut alors se définir à
partir de l’analyse de la fonction βα(d̂) par exemple en utilisant le fait que son maximum
doit être atteint en la direction du rayon correspondant à la plus grande amplitude.
On peut alors résoudre le problème de minimisation par méthode itérative pour N =
1 en partant de la direction qui réalise le maximum de la fonction βα(ŝ) ; une fois la
direction optimale et son amplitude retrouvée, on peut ôter l’effet de ce rayon à Uα(ŝ) et
recommencer. On arrête le processus lorsque les foncions βα ne présentent plus de pics
significatifs.
3.2.2 Propriétés de l’opérateur intégral
On présente dans ce paragraphe les propriétés mathématiques de l’opérateur intégral
défini plus haut. Dans ce qui suit, on note L(V,W ) (resp. K(V,W ) ) l’ensemble des
opérateurs linéaires et continus (resp. linéaires continus compacts) d’un espace V dans
W , où V et W sont deux espaces vectoriels topologiques, ainsi que L(V ) = L(V, V ) et
K(V ) = K(V, V ). On énonce le
Théorème 3.1. Soit α un paramètre positif ; on note Kα l’opérateur intégral




Kα vérifie les propriétés suivantes
(i) Kα est régularisant, par exemple on peut l’étendre de façon continu en un opérateur
compact
Kα ∈ K(H−s(U), Hs(U)), ∀s ≥ 0,
ou plus généralement
Kα ∈ K(S ′(U),S(U)).
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(ii) Kα commute avec les rotations :
KαR?ψB = R?ψKαB, avec R?ψB(d̂) = B(Rψd̂).











où Jl(α) est la fonction de Bessel d’argument α et d’ordre l.
(iv) Kα ∈ K(H−s(U), Hs(U)) est injectif et à image dense pour presque toute valeur de
α.
(v) L’adjoint de Kα est son conjugué : on a
K?α = Kα avec KαB = KαB.
Démonstration. La preuve de ce théorème se fait en plusieurs étapes. Tout d’abord, le
noyau κα(d̂, ŝ) de l’opérateur Kα
κα(d̂, ŝ) = e
iαd̂·ŝ
est dans C∞(U2), d’où découlent les propriétés régularisantes de Kα. On a par exemple
sup
ŝ∈U
|∂nθŝKαB(ŝ)| ≤ Cα sup
d̂∈U
|B(d̂)|.
Parallèlement on montre (v) facilement : on part de la propriété de symétrie du noyau
κα(ŝ, d̂) = κα(d̂, ŝ),
et on conclut car le premier noyau est associé à K?α tandis que le second est associé à Kα.
On choisit maintenant de paramétrer l’ensemble des directions par l’angle θ que fait





En partant de la relation
BR?ψ(d̂) = B(θd̂ − ψ)




eiα cos(ϕ−(θŝ−ψ))B(ϕ) dϕ = KαB(θŝ − ψ) = [R?ψKα]B(θŝ),
et la propriété de commutation avec les rotations est démontrée. Cette propriété de
commutation implique que Kα se diagonalise grâce à la transformée de Fourier. Pour

























eiα cos θeilθ dθ.
Les λl(α) sont en fait proportionnels aux fonctions de Bessel Jl(α). En effet, Watson, [7,







formule indépendante du choix de l’angle ψ. On prend ψ = −π
2
, et on effectue le change-





























2πilJl(α) el ⊗ el.
Cette formule peut s’expliciter par exemple dans V = Hs(U), si B et B′ sont deux





2πilJl(α) < B, el >V ′,V < B′, el >V ′,V ,
la série étant convergente car les coefficients de Fourier B et B ′ (qui ne sont rien d’autres
que les crochets entre B ou B ′ et les el) ont au plus une croissance polynomiale (en























Pour clore la preuve, il ne reste plus que (iv). Pour l ∈ N fixé, on sait que les zéros
de α 7→ Jl(α) forment une famille dénombrable (car Jl(α) est une fonction entière non
nulle). Ainsi
{α ∈ R /∃ l ∈ N, Jl(α) = 0} =
⋃
l∈N
{α ∈ R / Jl(α) = 0}
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est un réunion dénombrable d’ensembles dénombrables, donc est dénombrable. Ainsi Kα
est injectif pour presque toute valeur de α. De plus, si U est dans H s(U), U peut s’ap-
procher par une combinaison linéaire finie UL de coefficients de Fourier et UL est l’image
par Kα de ∑
|l|≤L
< U, el >
2πilJl(α)
el(ŝ),
ce qui donne la densité de l’image de Kα dans H
s(U) dès que {α ∈ R /∃ l ∈ N, Jl(α) =
0} = ∅, ce qui, encore une fois, se produit pour presque toute valeur de α.
3.2.3 Analyse des valeurs propres de l’opérateur






et les valeurs propres de Kα sont donc (au moins) doubles pour l 6= 0. Le comportement
de l → Jl(α) a été étudié de façon très approfondie, notamment dans [7]. De fait, on
distingue plusieurs zones selon la position de l’indice l par rapport à l’argument α.
• l petit : si α > l + l 13 et l > 1
2






(α2 − l2) 14
+ r(l, α), ψ =
√

















si l + l
1
3 ≤ α ≤ 2l
C
α
si α ≥ 2l
.











• l grand : si l > α, on utilise l’estimation due à Watson [7, p.255]









où la fonction F est définie par
F (s) = ln(1 +
√
1 − s2) − ln s−
√









• l très grand : c’est le cas lorsque la série définissant Jl(α) est toujours alternée, soit
(l + 1) > α
2
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 0  50  100  150  200  250  300  350
Fig. 3 – Représentation graphique de la fonction l 7→ Jl(α) pour, de haut en bas, α =
5,, 30, 300. Les croix correspondent aux valeurs entières de l.
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On distingue ainsi trois zones lorsque l crôıt : une partie oscillante où l 7→ Jl(α) est non
négligeable, une partie intermédiaire et enfin une zone d’évanescence où l 7→ Jl(α) décrôıt
plus qu’exponentiellement avec l. On peut montrer que l 7→ Jl(α) atteint son maximum
dans la zone intermédiaire.
Concernant les zéros des fonction de Bessel, on a toujours Jl(α) > 0 quand l ≥ α, et ainsi
les éventuels zéros de l 7→ Jl(α) seront toujours localisés dans l’intervalle [0, α].
3.2.4 Construction d’inverses approchés
Nous cherchons à résoudre l’équation (20). Pour cela, nous allons construire un inverse
approché de l’opérateur Kα. La construction d’inverses approchés d’un opérateur compact
a donné lieu à une vaste littérature. On pourra par exemple consulter le livre de Colton
Kreiss, [6, Chapitre 4].
Description du procédé Pour notre cas, la construction est simplifiée car nous con-
naissons la décomposition en valeurs propres de Kα. Nous distinguons deux approches :
– une méthode de seuillage des valeurs propres
– la méthode de Tichonov
Ces deux méthodes fournissent des solutions approchées qui dépendent d’un petit pa-
ramètre ε et d’un entier L. L’idée est la suivante : on commence par écrire (F est la
transformée de Fourier sur U)
Kα = F−1 D̂αF ,
où D̂α est l’opérateur diagonal qui multiplie chaque mode de Fourier d’index l par D̂l =
2πilJl(α). On introduit alors les deux inverses approchés
K†α = F−1 D̂†α,ε,LF , K‡α = F−1 D̂‡α,ε,LF ,






si |Jl(α)| ≥ ε et |l| ≤ L
0 si |Jl(α)| < ε ou |l| > L






si |l| ≤ L, 0 sinon.






où K?α est l’adjoint dans L(L2(U)) et Id est l’opérateur identité. Ce pseudo-inverse a été
proposé par Tichonov.
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Propriétés des inverses approchés Remarquons que nos deux inverses approchés
commutent bien avec les rotations. Ceci est une conséquence de la diagonalisation des
opérateurs par la transformée de Fourier : schématiquement, on a
K‡αR?ψU = F−1 (D̂‡α,ε,Le−ilΨ)l FU = R?ψF−1 D̂‡α,ε,LFU = R?ψK‡αU.





























les normes étant prises dans L(L2(U)).
Enfin, l’image des pseudo inverses est composée de fonctions régulières car inclus dans
l’ensemble des polynômes trigonométriques de degré inférieur à L.
Image d’une onde plane Il est intéressant d’analyser l’image d’une onde plane par
ces opérateurs. Un calcul simple montre que si
U(ŝ) = eiα cos(θŝ−θi),































J2l (α) + ε
2
e−il(θi−θd̂).
Comme résultat on trouve des polynômes trigonométriques de degré inférieur à L dont
le maximum est atteint en θd̂ = θi.





Le choix des paramètres Il nous faut choisir les valeurs de L et de ε. D’après le
comportement des fonctions de Bessel décrit en §3.2.3, si l’on ne veut pas diviser par
des quantités très petites, il nous faut éliminer les l > L > α tels que Jl(α) est en deçà
d’un seuil acceptable. Il y a même des problèmes numériques du calcul des Jl(α) pour les
grands l en précision et représentation des nombres finies. Le choix de L suivant la loi



















Pour α > 10, une loi plus précise, donnée dans [3], est















où la fonction W (u) est la fonction de Lambert définie comme l’unique solution de
W (u)eW (u) = u
Cette fonction a un comportement sous-logarithmique lorsque u tend vers l’infini.
De ce comportement, on déduit que plus α est grand, ce qui veut dire puisque α =
ωr
c
, que plus le cercle ou la fréquence sont grands, et plus il sera possible d’extraire de
l’information de la donnée Uα(ŝ) en extrayant par application du pseudo inverse une
fonction riche en modes de Fourier. Si α est trop petit la fonction que l’on construira sera
un polynôme harmonique de petit degré donc une fonction peu ”piquée” en ses maxima.
3.2.5 L’inverse approché normalisé




















J2l (α) + ε
2
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Ces opérateurs sont bien sûr bornés. On a (# désigne le cardinal d’un ensemble)
‖B†α‖ =
1
























ε2 + J2l (α)
)
.
Supposons α assez grand (≥ 10), on peut choisir par exemple L = L(α) = α + α 13 et
convenir de prendre le ε qui minimise les normes de B†α ou B
‡

















α(θ − θn) + β‡αδU(θ), (28)





















sont des polynômes trigonométriques (de degré au plus L), réels et pairs. Elles atteignent
leur maximum 1 en θ = 0. Quant aux perturbations δβ†α et δβ
‡
α, elles sont contrôlées par
les normes explicitées ci-dessus. Si l’on peut choisir le paramètre ε pour que ces normes
n’explosent pas lorsque α grandit, on sera assuré de retrouver principalement l’effet des
ondes planes sur le résultat. C’est le point le plus délicat de la méthode.
3.2.6 Analyse d’un cas simple de donnée non bruitée
On va ici montrer sur un cas simple que le procédé (i.e. l’application du pseudo
inverse normalisé à la donnée) permet asymptotiquement de retrouver les direc-
tions, tout au moins en l’absence de bruit sur la donnée. On se donne un α tel que
Jl(α) 6= 0 pour toute valeur entière de l compris entre 0 et L = L(α) = [α+α
1
3 ] ; prenons














qui est définie sur [0, 2π[ et est maximale en 0 : S†α(0) = 1. Par ailleurs, pour θ 6= 0,
|S†α(θ)| ≤
1
[2L(α) + 1]| sin (θ/2) , (29)
ce qui montre que
S†α(θ) →
α→∞
0, θ 6= 0. (30)
Il est à noter que faire tendre α vers l’infini équivaut à faire tendre ω vers l’infini, et
donc à faire tendre la fréquence de travail vers l’infini. Comme nous l’avons dit, plus α
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Fig. 4 – Représentation graphique de la fonction θ 7→ Sα(θ) pour L(α) = 20.
est grand et plus le nombre de modes de Fourier significatifs présents dans la donnée (i.e.
L(α)) est grand.
Ainsi, si nous supposons qu’il n’y a qu’un seul rayon (N = 1) dans la donnée, nous




iα cos(ŝ.d̂1)] = B1, ∀α > 0 (31)
βα(ŝ) →
α→∞
0, ŝ 6= d̂1. (32)
Dans le cadre plus général de N rayons, nous avons un résultat similaire. On considère
la donnée U(ŝ) =
∑N
n=1Bne







Nous avons alors si βα = B
†
αU








En choisissant α suffisamment grand et en prenant ŝ = d̂n dans (34), il vient βα(d̂n) ' Bn.
Par ailleurs, (29) montre que
βα(ŝ) →
α→∞









Nous avons ainsi construit une fonction βα définie sur le cercle unité U dont les maxima
locaux sont, pour α suffisamment grand, exactement les directions d̂n de propagation des
rayons. La précision du procédé sera d’autant plus grande que la fréquence de travail le
sera.
32
3.3 Analyse mathématique de la méthode
Il s’est révélé ardu de faire une analyse rigoureuse de stabilité de la méthode. La raison
de cette difficulté est que les normes des opérateurs C†α et C
‡
α sont des fonctions qui varient
brutalement en fonction de α et cela à cause des zéros des fonction de Bessel Jl(α). Nous
allons donc proposer une modification de l’observable qui va atténuer grandement ces
effets indésirables. On part de la remarque que notre observable (si elle est non bruitée)
est la donnée de Dirichlet d’une solution de l’équation d’Helmholtz de fréquence α posée
dans un disque de rayon 1. Les zéros des fonctions de Bessel s’interprètent alors comme
les modes de résonance du disque. Pour les éviter, on va changer la donnée en prenant
une quantité impédante qui n’est jamais résonnante pour le disque.
3.3.1 Modification de l’observable : les quantités impédantes
On repart de la connaissance d’une solution uω de l’équation d’Helmholtz dans un
voisinage d’un point x0. L’observable s’effectue toujours sur un cercle entourant le point
x0. Mais, elle combine maintenant la donnée de Dirichlet avec la donnée de Neumann.





























d̂n = c(x0)~∇φn(x0), (|d̂n| = 1), Bn = An(x0)eiωφn(x0).
3.3.2 Extension de l’analyse microcale à la nouvelle observable
L’opérateur intégral et ses propriétés On applique le procédé d’analyse microlocale
à la donnée impédante, on est conduit à analyser l’équation intégrale
U(ŝ) = K impα B(ŝ) =
∫
U

















∂α + 1)[Dα]l = 2πi
l(Jl(α) − iJ ′l(α)),
où l’on rappelle que
J ′0(α) = −J1(α), J ′l(α) =
1
2
(Jl−1(α) − Jl+1(α)) , l > 0.
On voit ainsi que la modification de l’observable n’a pour conséquence qu’un changement
de valeurs propres de l’opérateur qui lui est associé. Cette transformation est intéressante
car Jl(α) et J
′
l(α) ne s’annulent jamais simultanément. Ainsi on a le
Théorème 3.2. Soit α un paramètre strictement positif ; on note Kα l’opérateur intégral
Kα ∈ L(C∞((U)), KαBα(ŝ) =
∫
U
(1 + d̂ · ŝ) eiαd̂·ŝB(d̂) dσ(d̂).
Kα vérifie les propriétés (i)-(ii)-(iii) et (v) du Théorème 3.1. De plus, Kα est injectif et
à image dense dans K(H−s(U), Hs(U)), s ≥ 0 pour toute valeur de α.
Démonstration. La preuve est identique à celle du théorème 3.1. La seule chose à montrer
est que les valeurs propres ne s’annulent jamais. Or si l’on suppose qu’il existe α > 0 et
l tels que Jl(α) − iJ ′l (α) = 0. et si Yl(α) est la fonction de Bessel de seconde espèce, on
aurait
(Jl(α) − iJ ′l (α))(Y ′l (α) − iYl(α)) = 0,
et en ne retenant que la partie réelle
0 = Jl(α)Y
′




où on a utilisé l’expression du Wronksien des fonctions de Bessel, [7, (1) pp 76]. On
aboutit à une contradiction.
Sur la figure 5 sont représentées les modules des valeurs propres en fonction du mode




On peut observer des



























 0  50  100  150  200  250  300  350  400
Fig. 5 – Graphe de l →√πα
2
|Jl(α) − iJ ′l(α)| pour α = 5, 30, 300.
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Le pseudo inverse normalisé Suivant la démarche précédente, on se donne un entier
L = L(α) croissant avec α et on pose






























3.3.3 Un résultat de stabilité
On va montrer que l’application de l’inverse normalisé est une opération uniformément
stable en α, dés que la loi L = L(α) est choisie convenablement, c.à.d. ne crôıt pas trop
vite avec α. Tout d’abord, on a
‖B†α‖ =
1
(2L(α) + 1) min
0≤l≤L(α)
(√
Jl(α)2 + J ′l(α)
2
) ,
la norme étant prise dans L(L2(U)). Plus intéressante pour nos applications est le calcul





















avec εl = 2 pour l 6= 0 et 1 pour l = 0. On minore le deuxième terme du produit par la
































Il est clair que si l’on veut que cette norme soit contrôlée, il faudra prendre L à peine
plus grand que α (cf. §3.2.3) Sur la figure 6 sont représentée les estimations des normes
pour différentes lois L(α). On voit que si la norme est plus petite que 2.5 pour tout α
pour L = [α], le maximum de la norme monte à 3.4 pour L = [α+ α
1
3 ] puis à près de 70





























 0  50  100  150  200  250  300  350  400
Fig. 6 – Graphe de α → C(α, L = [α + cα 13 ]) donnée dans 37 pour c = 0 (haut), 1





















 0  100  200  300  400  500  600  700  800
Fig. 7 – Haut : graphe de α→ minL C(α, L) = C(α, Lopt) avec C(α, L) donné dans (37).
Bas : α→ Lopt(α) − α
.
Une propriété intéressante et que l’on peut vérifier numériquement est que le minimum
C(α, L) est atteint pour un L = Lopt(α) voisin de α Sur la figure 7 est tracée la variation
de la norme C(α, Lopt) ainsi que ∆Lopt = Lopt(α) − α. On voit que la norme ne dépasse
par 2.4 et que pour les grands α, on a
Lopt(α) + 2.5 ' α + α 13
3.4 Discrétisation de l’observable
D’un point de vue pratique, il est indispensable d’échantillonner l’observable, c’est
à dire la donnée sur le cercle. Cette discrétisation induit une erreur qu’il convient de
mâıtriser. Pour simplifier nous revenons à la donnée de Dirichlet.






iαŝ·d̂n + δU(ŝ) = Uplane(ŝ) + δU(ŝ), (38)
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, p = 1, . . . , P.
L’application du pseudo inverse normalisé ne requiert que le calcul des 2L(α) + 1 coeffi-











−ilθp, −L(α) ≤ l ≤ L(α).


























le terme entre parenthèse est nul sauf lorsque m = l+Pk, k ∈ Z auquel cas sa valeur est










Ainsi, l’approximation entache le résultat de la somme de tous les multiples du coefficient
de Fourier. Une approximation précise requiert que la somme de tous ces multiples soit
négligeable par rapport au coefficient de Fourier que l’on veut calculer.
























∣∣∣∣∣ ≤ ‖δU‖L∞(U) + ‖U
M,⊥
plane‖L∞(U),
montre que l’erreur induite par la perturbation et le reste de la série de Fourier est alors
contrôlée. Choisissons alors P tel que
P > M + L(α)
Comme la fonction ŝ → UMplane(ŝ) est un polynôme trigonométrique de degré au plus M ,
tous ces coefficients de Fourier d’indice l + kP avec k entier relatif non nul et |l| ≤ L
seront nuls et la formule approchée sera donc exacte pour cette fonction.
Tout revient ainsi à trouver, pour α, donné l’entier M tel que toute onde plane de
type eiα cos(θ−θn) puisse s’approcher par un polynôme trigonométrique de degrés M avec
contrôle de l’erreur. Ce sujet est l’objet du paragraphe suivant.
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3.4.2 L’égalité de Jacobi-Anger
L’un des problèmes majeurs à traiter lors de l’implémentation numérique de notre
algorithme concerne la troncature de l’égalité de Jacobi-Anger (25), égalité que nous
pouvons réécrire, pour α ≥ 0 fixé





où εm est le facteur de Neumann : ε0 = 1 et εm = 2 pour m 6= 0, tandis que Jm(α) est la
fonctions de Bessel d’argument α et d’ordre m.
Si α est fixé, combien de termes doit-on conserver dans la série si l’on veut faire la











Ce point a été l’objet de nombreuses études ; par exemple la formule suivante est dérivée
dans [2]















où la fonction W (u) est la fonction de Lambert définie comme l’unique solution de
W (u)eW (u) = u
Cette fonction a un comportement sous-logarithmique lorsque u tend vers l’infini.
De ce résultat, on peut tirer les conséquences suivantes :
– On doit toujours prendre plus de modes que la partie entière de α. Les calculs
numériques montrent en effet que les séries tronquées en deçà de ce seuil ne corres-
pondent en rien à la limite recherchée.
– Le nombre de termes supplémentaires Lε(α) − α croissent comme la puissance un
tiers de α. Pour α grand, cette quantité est négligeable devant α.
– La constante de proportionnalité crôıt moins vite qu’une fonction sous-logarith-
mique de la précision demandée : de fait rajouter quelques termes à la série fait
décrôıtre l’erreur de façon importante, surtout si α n’est pas trop grand.
Bien que cette formule soit asymptotique (pour α grand), elle reste également valable
pour α > 10 pour une grande plage de valeur de ε. Sur la figure 8, on a représenté les
variations de l’erreur en fonction de l’angle pour une troncature à Lε(α) et une à Lε(α)−1
pour deux valeurs de α (10 et 100) et ε = 10−8 ; on vérifie que si l’erreur est bien toujours
inférieure à ε pour le premier cas, elle ne l’est plus dans le second. La précision ε étant
fixée, pour tout entier de troncature L on peut également calculer numériquement αε(L),
le maximum des α > L pour lesquels l’erreur ne dépasse pas ε (l’erreur étant croissante
en α, on peut procéder par dichotomie). Ce procédé est coûteux mais précis. Il peut être
réalisé dans une phase préalable.
Si l’on veut calculer l’entier de troncature pour un grand nombre de valeurs de α, on



































-1.5e-07 -1e-07 -5e-08  0  5e-08  1e-07  1.5e-07
Fig. 8 – Représentation en coordonnées polaires de l’erreur : α = 10 en haut, α = 100
en bas ; la troncature est fixée à Lε(α) à droite et Lε(α) − 1 à gauche avec ε = 10−7
(Lε(10) = 22, Lε(100) = 128. Le cercle de rayon ε est également représenté.
numériquement les vε(L) pour L = 0, . . . Lεmax, L
ε
max étant l’entier de troncature pour
lequel vε(Lεmax) dépasse 10 ; cette suite est une suite croissante de L. Dans l’étape de
calcul proprement dite, on calculera le Lε(α) en appliquant l’algorithme suivant
– si α est nul ou plus petit que vε(1), on prendra un seul terme ; lorsque ε est petit,
vε(1) est de l’ordre de 2
√
ε.
– s’il existe un L < Lε pour lequel l’inégalité vε(L) ≤ t < vε(L+1) a lieu, on prendra
Lε(α) = L+ 1
– sinon, α est grand (plus grand que vε(Lε)) et la formule asymptotique s’applique
(40).
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4 Mise en œuvre et expériences numériques
Dans cette section, nous présentons la mise en œuvre numérique de l’analyse mi-
crolocale. Dans un domaine de R2, nous résolvons numériquement l’équation des ondes
acoustiques, ce qui nous fournit une fonction (x, t) 7→ u(x, t), sur laquelle nous appliquons
le pré-traitement indiqué au §2.4.1 puis l’algorithme d’analyse microlocale, tel qu’il est
décrit ci-dessus.
4.1 Acquisition des données
Nous explicitons ici la méthode numérique que nous avons choisie pour générer des
données (choix du schéma, de la source et du procédé d’interpolation de la grille vers un
cercle). On pourrait bien sûr utiliser d’autre procédés, des schémas plus sophistiqués par
exemple ; mais notre option de retenir une méthode très simple va se révéler suffisante
pour notre propos.
4.1.1 Le schéma numérique





et on utilise le schéma aux différences finies explicite en temps d’ordre deux
(uh)
k+1 − 2(uh)k + (uh)k−1
c2h∆t
2
− (∆huh) = Wωs ((k − 1)∆t) δh
où
– (uh)
k est une approximation de u au temps (k− 1)∆t en tous les points de la grille
ukh == (uh)
k
i,j ' u ((i− 1)h, (j − 1)h, (k − 1)∆t)
– ∆h est le Laplacien discret sur 5 points.
– ch est une approximation de la vitesse en tout point de la grille.
– δh est une masse de Dirac discrète. On a choisit δh nulle en tout point sauf sur le
noeud source avec pour valeur 1
h2
– Wωs est l’ondelette émise par la source, à la pulsation ωs
La condition à la limite sur la ligne z = 0 est effectuée en utilisant le principe des
images. Pour les autres bords, on a utilisé des conditions absorbantes d’ordre élevé (Padè
avec 5 fractions rationnelles) complétées avec les conditions de coins, voir [5]. Le pas
de discrétisation doit être suffisamment petit pour que les phénomènes de dispersion









où Fcoup est la fréquence de coupure du signal propagé et [0, T ] l’intervalle de temps de
simulation.
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4.1.2 La source emettrice
Pour éviter les problèmes liés aux basses fréquences, nous avons choisi une fonction
de forme à moyenne nulle, à savoir une dérivée première de gaussienne. Rigoureusement,
cette fonction n’est pas à support compact, mais on peut l’annuler en dehors d’une fenêtre
suffisamment grande avec une erreur bien contrôlée. On a précisément choisi
w(u) = (u− u0)e−
(u−u0)2
4 1[0,2u0](t), avec u0 = 2π









](t), Fs = 2πωs (41)
La figure 9 donne une visualisation de cette ondelette à Fs = 90 Hertz.









, ŵ(ξ) ' −iξe−ξ2e−iξu0














Les spectres sont représentés sur la figure 10. On voit que l’ondelette a son maximum
d’energie à Fs√
2
'= 63,64 Hertz tandis que signal propagé a son maximum en Fs
2
= 45
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Fig. 10 – Spectre normalisés de l’ondelette (en rouge) et de spectre de sa semi primitive
(en bleu). pour Fs = 2πωs = 90 Hertz.
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4.1.3 Calcul du champ sur un cercle par interpolation
Un point peu orthodoxe de notre méthode est qu’elle nécessite d’enregistrer l’évolution
temporelle en des points localisés sur un petit cercle de rayon r qui entoure un point
x0 ∈ Ω. C’est en ce point que nous allons effectuer l’analyse microlocale. Là encore le
procédé est trés simple : à chaque pas de temps, on interpole la solution ukh aux points
de coordonnées






), p = 1, ..., Pθ.






(x+ − x)(y+ − y)uhx−,y− + (x− x−)(y − y−)uhx+,y+
+(x+ − x)(y − y−)uhx−,y+ + (x− x−)(y+ − y)uhx+,y−
]
où les points de coordonnées (x−, y−), (x−, y+), (x+, y−), (x+, y+) sont les sommets de la
maille dans laquelle est localisé le point de coordonnées (x, y) :
Ceci fait, nous disposons de Pθ enregistrements constitué de NT de valeurs interpolées
sur le cercle C. Autrement dit, nous disposons d’une famille d’échantillons
(up(k∆t))1≤p≤Pθ , 1≤k≤NT
.
Remarque Dans les expériences numériques que nous allons présenter nous n’avons
pas utilisé le filtre qui travaille sur la donnée impédante. Néanmoins nous avons codé
également un procédé d’interpolation pour la dérivée normale du champ sur le cercle.
Cela revient à interpoler la composante du gradient de uh selon la direction (cos θ, sin θ).
Pour ce faire, on commence par calculer à chaque pas de temps par différences finies au
milieu des mailles les dérivées en x et en y, puis on multiplie ce vecteur par (cos θ, sin θ)
et enfin on réutilise le même procédé que ci-dessus mais sur un maillage décalé d’une
demi maille dans les deux directions.
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4.2 Illustration sur un exemple simple
Nous choisissons un milieu homogène de vitesse de propagation égal à 3. On place
une source ponctuelle en (0.5, 0.5), soit au centre du domaine Ω = [0, 1]× [0, 1]. Le point
d’analyse x0 a pour coordonnées (0.5, 0.25). Il est localisé entre le bord réfléchissant et la
source. Nous traçons, à différents instants, les fronts d’onde dans le milieu sur la figure
11. On peut observer l’onde directe puis l’onde réfléchie par le bord. Puis nous visualisons
l’ensemble des enregistrements temporels sur les points du petit cercle sur la figure 12. On
remarque que les variations des amplitudes des ondes directes sont plus importantes que
celles des ondes réfléchies. On peut ainsi dire que les ondes directes enregistrées autour
de x0 ressemblent moins à des ondes planes (cf. formule (13)) que ne le font les ondes
réfléchies. Ceci est dû à la courbure moins importante du front pour l’onde réfléchie.
(a) L’onde directe
(b) L’onde directe et l’onde réfléchie par le bord inférieur
Fig. 11 – Les fronts d’ondes, le point bleu est le point d’étude
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(a) Sismogramme des Pθ = 200 points du cercle













(b) Sismogramme en 4 points du cercle
Fig. 12 – Sismogrammes
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4.3 Présentation de l’algorithme
4.3.1 Le choix du rayon du cercle
L’analyse microlocale discrète multi-fréquentielle que nous voulons effectuer repose
sur l’analyse du champ sur un petit cercle entourant le point d’analyse x0. Il nous faut
donc choisir un rayon pour ce cercle. Notons tout d’abord que nous ne pouvons réaliser
l’analyse microlocale que pour des fréquences qui sont significativement présentes dans le
signal propagé. Dans notre cas cela correspond à une plage de fréquences du type









ce qui revient à entourer la fréquence d’energie maximale, à savoir ωs
2
Le ω étant fixé, le





Le filtre est d’autant plus précis que ce nombre α est grand ; mais, d’un autre coté, il doit
être suffisamment petit pour que l’approximation par ondes planes soit possible. On a





où A est un paramètre de contrôle. pris en pratique égal à 5.
Remarque On peut observer que nous retenu une valeur plutôt faible pour A. La raison
est que nous ne pouvons pas prendre un A plus grand sans tenir compte des phénomènes
de courbure.
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4.3.2 La séparation en temps
Dans notre exemple, pendant l’intervalle [0, T ] passent au point d’étude x0 deux rayons
ayant la même direction de propagation. C’est précisément la situation que nous ne
savons pas gérer par notre algorithme : si la fonction βα, définie par (28), admet bien un
maximum dans la direction de propagation commune à tous ces rayons, nous ne pouvons
déterminer le nombre de rayons en question. Pour contourner le problème, nous effectuons
une séparation temporelle du signal. Notons qu’il s’agit là d’une spécificité du traitement
des signaux instationnaires (nous ne pouvons faire la même chose en mono fréquence).
On se fixe un seuil κ > 0 petit et l’on considère la fonction ρ définie sur [0, T ] par

















Fig. 13 – Le graphe de la fonction ρ(t)
Intuitivement, sur les plages de temps où la fonction ρ prend des valeurs supérieures à
κ, nous considérons “qu’il se passe quelque chose”, c’est-à-dire que le point x0 est atteint
par un ou plusieurs rayons, tandis que nous ne prendrons pas en compte les plages où
ρ prend des valeurs strictement inférieures κ. En d’autres termes, nous considérons la
famille P des composantes connexes de l’ensemble
Aκ = {t ∈ [0, T ] /ρ(t) ≥ κ}
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En supposant P = {P1, ..., Pn} finie, ce qui revient à supposer qu’un nombre fini de
rayons passent au voisinage de x0, résoudre le problème inverse initial avec (x, t) 7→
u(x, t) en entrée revient à résoudre les n problèmes inverses ayant (x, t) 7→ u(x, t)   Pi(t)
comme entrée, pour i variant de 1 à n. L’algorithme étant linéaire en l’entrée u, nous
considérons désormais que nous travaillons sur des données décrivant un nombre fini
de rayons ayant des directions de propagation distinctes. Désormais les représentations
graphiques concernent les opérations effectuées sur la première plage de temps.
4.3.3 Passage en Fourier
Étant donnée la famille d’échantillons (up(k∆t))1≤p≤Pθ ,1≤k≤NT , une plage de pulsations








ωs, m = 1, ..., Npuls,






Nous calculons également un échantillon (Ŵωs(ωm))1≤m≤Npuls de la transformée de Fourier
de la source, avec le même procédé. Nous normalisons alors les transformées ûp par l’effet
de source (dans le domaine fréquentiel : Ŵωs(ω)/
√
−iω), afin de se ramener à des quantités
ne dépendant plus des signaux émis par les sources :




Nous calculons alors la transformée de Fourier discrète en θ de v, c’est-à-dire que pour








Nous effectuons le calcul global au moyen d’une transformée de Fourier rapide. Ici, le
vecteur (v̂n(ωm))1≤n≤Pθ est une approximation numérique de la suite des coefficients de
Fourier donnés par l’égalité de Jacobi-Anger (25). Nous allons maintenant procéder au
filtrage afin de construire une approximation numérique de la fonction βα.
50















(a) Le module de la transformée de Fourier û de u en 4 points du cercle
















(b) Le module de la transformée de Fourier v normalisée en 4 points du cercle
Fig. 14 – Les transformées de Fourier
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4.3.4 Filtrage, βα
Pour chaque pulsation ωm, m = 1, ..., Npuls, nous formons
αm = ωmr/c(x0)
puis nous calculons alors le nombre L de fonctions de Bessel L(αm) défini section 3.4.2.
Par exemple,
L = (αm) = ωmr/c(x0)
Nous cherchons à calculer une approximation numérique (β̂n(ωm))1≤n≤Pθ de l’opérateur
de division appliqué à (v̂n(ωm))1≤n≤Pθ . Si L(αm) < Pθ/2 + 1, ce qui signifie que nous
pouvons négliger les quantités Jl(α) pour l allant de L(α) + 1 à Pθ/2 + 1, nous fixons
Jl(αm) = 0. Pour toutes les valeurs de l entre 1 et min(L(α), Pθ/2 + 1, nous calculons
les quantités Jl(αm) grâce aux algorithmes classiques. Les quantités v̂n(ωm), n = 1, ..., Pθ
étant calculées grâce à une transformation de Fourier rapide, nous devons dé-symétriser
le signal (la symétrisation étant une conséquence du calcul par FFT). Pour cela, nous
pouvons soit effectuer un shift sur les v̂n(ωm), soit appliquer un filtre ayant lui-même été
shifté. Nous avons choisi la deuxième solution.










Fig. 15 – La représentation graphique de la valeur absolue de la FFT de x 7→ sin(x) +
2 sin(3x) + 5 sin(x/6) en bleu et la valeur absolue de la FFT shiftée en rouge
Nous posons, comme paramètre de Tikhonov, η = 10−4 max
1≤l≤Pθ
|Jl(α)|. En utilisant le fait
que
∀l ∈ N, J−l(α) = (−1)lJl(α)
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et nous annulons les coefficients de Fourier qui ne sont pas significatifs
β̂n = 0, L + 2 ≤ n ≤ Pθ − L












Nous reconstituons à présent les quantités (β(ωm; θn))1 ≤ n ≤ Pθ en effectuant une trans-
formation de Fourier inverse rapide.
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4.3.5 Direction, amplitude et temps de parcours. Cas d’un seul rayon.
A ce niveau, nous disposons donc d’une famille de nombres complexes
(β(ωm; θn))1≤n≤Pθ ,1≤m≤Npuls































Fig. 16 – En haut, deux points de vue différents de la représentation 3D de (θn, ωm) 7→
|β(ωm; θn)|. En bas à gauche, la superposition des courbes de θn 7→ |β(ωm; θn)| pour
m = 10, 20, ...200 et en bas à droite, la courbe représentative de la moyenne (sur m) de
toutes les fonctions θn 7→ |β(ωm; θn)|, les croix repèrent les θp, p = 1, ..., Pθ.
Dans ce cas, nous ne devons identifier qu’un seul rayon. Nous identifions, pour chaque
pulsation ωm, le maximum B(ωm) de θn 7→ |β(ωm; θn)| et nous notons θ∗(ωm) le point
en lequel ce maximum est atteint. En accord avec l’antzats des rayons , nous constatons
numériquement que la quantité θ∗(ωm) ne dépend pas de la pulsation ωp considérée. Nous
avons donc identifié la direction repérée par l’angle θ∗ de propagation du rayon. Nous
devons maintenant identifier l’amplitude et le temps de parcours du rayon considéré.
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Observons la représentation graphique de la fonction ωm 7→ B(ωm) : En théorie,









Fig. 17 – En rouge, le graphe de la fonction ωm 7→ B(ωm) et en pointillé la moyenne de




toujours d’après la formulation (28), pour que l’approximation rayon ait un sens, il est
nécessaire que B(ωm) ne dépendent pas de ωm. On constate que ce critère n’est pas
respecté exactement, même si l’écart-type de l’échantillon (B(ωm))1≤m≤Npuls est ici d’en-
viron 8.10−3, ce qui est relativement faible. Il nous faut tout de même déterminer quelle
amplitude (indépendante de ωp) associer à ce rayon. Après avoir envisagé d’utiliser des
fonctions de poids sur les pulsations ωm, nous avons opté pour la solution la plus simple :







Nous observons maintenant la fonction ωm 7→ arg(β(ωm; θ∗)) où l’argument est pris entre
−π et π.
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Fig. 18 – Le graphe de ωm 7→ arg(β(ωm; θ∗)) où l’argument est pris entre −π et π
En accord avec la formule des rayons, cette fonction est de la forme ωp 7→ f(ωp) =
ϕ(x0)ωp [2π] où le représentant modulo 2π est pris dans l’intervalle [−π, π[, et où ϕ(x0)
désigne le temps de parcours du rayon jusqu’au point x0. Nous souhaitons déterminer
la valeur de τ = ϕ(x0). Pour cela, nous “démodulons” la phase modulo 2π : pour p
variant de 1 à Npuls, si f(ωp) − f(ωp+1) > π, alors nous rajoutons 2π à toutes les valeurs
f(ωp+1), ..., f(ωNpuls). Nous obtenons alors le résultat suivant :
















Fig. 19 – Le graphe de la phase “démodulée” en rouge et la droite de régression linéaire
en bleu
Nous effectuons une régression linéaire sur les grandeurs (f(ωp))1≤p≤Npuls expliquées par la




||f(ω) − (aω + b)||2
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b= f(ω) − aω
où cov désigne la de covariance, var la variance et • la moyenne. Ainsi, nous savons donner
une estimation ϕ(x0) = a du temps d’arrivée du rayon au point x0.
4.3.6 Cas de plusieurs rayons : séparation en espace
Supposons qu’au cours d’une même plage de temps soient captés plusieurs rayons
ayant des directions de propagations distinctes. Nous devons, à partir de la fonction β,
retrouver le nombre de rayons en question ainsi que leurs caractéristiques. Il est facile
d’identifier le rayon ayant la plus grande amplitude : il suffit d’appliquer ce que nous
venons de voir en repérant le maximum global des fonctions θ 7→ β(ω, θ). Nous nommons
(A1, ϕ1,∇ϕ1) les grandeurs amplitude, temps d’arrivée et direction de ce rayon. Or nous
avons supposé que





Ainsi, quand les grandeurs caractéristiques du premier rayon ont été identifiées, nous
retranchons la composante rayon identifiée à la fonction d’entrée Uα de l’algorithme, et
nous ré-appliquons l’algorithme à la fonction
Ũα : ŝ 7→ Uα(ŝ) − A1(x0)eikϕ1(x0)eiωrŝ·∇ϕ1(x0)
Nous repérons ainsi le deuxième rayon d’amplitude la plus importante, et ainsi de suite.
Nous devons déterminer un critère d’arrêt de l’algorithme. Gardant en mémoire l’ampli-
tude réelle |B1| associée au premier rayon (et donc la plus grande amplitude parmi celles







β(N)(ωm, θ) ≤ k|B1|
où nous notons β(N) pour la fonction récupérée en sortie de la N -ième itération de l’al-
gorithme, et où k ∈ ]0, 1[ est un paramètre fixé.
A chaque itération, nous identifions un rayon. Nous retranchons la composante as-
sociée à la fonction d’entrée et nous recommençons l’algorithme jusqu’à ce que le maxi-
mum de la fonction obtenue en sortie soit inférieur à une fraction k du premier maximum
repéré. Ceci nous permet de donner une estimation N du nombre de rayons passant en
x0 au cours de chaque plage de temps, et ainsi de donner une estimation du nombre total
de rayons passant en x0.
Evidemment, il se pose ici la question du choix de k ∈]0, 1[ : s’il est trop grand, il
est possible que l’algorithme ne repère pas certains rayons, mais s’il est trop petit, il est
possible que l’algorithme repère des maximums locaux de θ 7→ β(ω, θ) ne correspondant
pas (physiquement) à des rayons.
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4.3.7 Reconstitution de la solution
A ce stade, nous avons donc identifié plusieurs plages de temps, et sur chacune d’entre
elles plusieurs rayons. Afin de vérifier la validité de notre algorithme, il est naturel de
reconstruire dans le domaine temporel la fonction correspondant à la superposition des















Quand ωs est grand, cette fonction est proche, en norme L
2 par exemple, de la fonction
t 7→ u(x0, t) solution (numérique ou analytique) de l’équation des ondes (voir figure 4.3.7).
La fonction définie par (43) n’est rien d’autre qu’une superposition de la demi-primitive
W̃ωs de Wωs décalée dans le temps et amplifiée. Ce procédé nous permet néanmoins de
vérifier la qualité de l’estimation des temps d’arrivée et des amplitudes.
Fig. 20 – Le sismogramme en x0 en rouge, la fonction reconstruite selon (43) en bleu.
L’écart relatif L2 entre les deux courbes est de l’ordre de 10−3.
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4.4 Résultats numériques sur des exemples plus complexes
Dans cette section, nous présentons plusieurs résultats numériques obtenus grâce à
notre algorithme, mettant en évidence les possibilités d’application de la méthode.
4.4.1 Milieu hétérogène : un gradient constant
Dans cette partie, nous présentons les résultats numériques obtenus dans le cas sui-
vant : nous travaillons sur Ω = [0, 1]2 et la loi de vitesse est donnée par
c : (x, y) 7→ 3 − 2y
Ainsi le champs de vitesse ne dépend que de l’ordonnée et varie linéairement en fonction
de celle-ci. Il est important que le coefficient de proportionnalité (ici 2) ne soit pas trop
important pour espérer récupérer des rayons.
Fig. 21 – Les isovaleurs de c.
Nous plaçons 4 sources dans ce domaine, émettant toutes la même dérivée de gaussienne
(41), à la fréquence Fs = 90 Hz. Nous étudions les données rayons au point x0 = (0.5, 0.5).
Nous pouvons observer les snap shots obtenus à différents instants sur la page suivante
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Fig. 22 – Différents snap shots décrivant l’évolution du système. Le carré bleu représente
x0.
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Voici le sismogramme en x0 :













Fig. 23 – Le sismogramme en x0.
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L’algorithme détecte 3 plages de temps. Sur chacune d’entre elles, nous pouvons















































Fig. 24 – Représentation de la moyenne sur ω de la fonction θ 7→ β(ω, θ) pour les plages
de temps 1 à 3, rangées dans le sens de lecture.
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L’algorithme repère le maximum des fonctions représentées ci-dessus, identifie les com-
posantes rayons associés et supprime sur chacune des plages de temps la composante rayon
en question. En reconstruisant, toujours sur chacune des plages de temps, la fonction β,















































Fig. 25 – Deuxième itération de l’algorithme : représentation de la moyenne sur ω de la
fonction θ 7→ β(ω, θ) pour les plages de temps 1 à 3, rangées dans le sens de lecture.
L’algorithme identifie alors pour chaque plage de temps une deuxième composante rayon,
et avec le réglage k = 0.3 s’arrête, en accord avec ce qui est expliqué dans le §4.3.6.
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Ainsi sont identifiés N = 3×2 = 6 rayons, et nous pouvons reconstruire notre solution
rayon dans le domaine temporel :



















Fig. 26 – Le sismogramme en x0 en rouge, la fonction reconstruite selon (43) en bleu.
L’écart relatif L2 entre les deux courbes est de l’ordre de 10−2.
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4.4.2 Milieu hétérogène : milieu bicouche, interface sinusöıdale
Dans ce premier exemple, la loi de vitesse est la suivante :
c(x, y) =
{





De même que dans la section précédente, pour que l’approximation rayon soit va-
lable dans le domaine, il est nécessaire que la fonction décrivant l’interface n’ait pas de
variations trop importante.
Fig. 27 – Les isovaleurs de c.
Nous pla cons 2 sources dans le domaine, émettant à la fréquence 90 Hz le signal habituel,
une dérivée de gaussienne. Le point x0 a pour coordonnées (0.6, 0.3). Nous pouvons
observer les snap shots obtenus à différents instants sur la page suivante
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Fig. 28 – Différents snap shots décrivant l’évolution du système. Le carré bleu représente
x0.
66
Voici le sismogramme en x0 :

















Fig. 29 – Le sismogramme en x0.
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L’algorithme détecte 4 plages de temps. Sur chacune d’entre elles, nous pouvons


























































Fig. 30 – Représentation de la moyenne sur ω de la fonction θ 7→ β(ω, θ) pour les plages
de temps 1 à 4, rangées dans le sens de lecture.
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Nous présentons les itérations de l’algorithme de détection des rayons sur la deuxième
































































Fig. 31 – Deuxième plage de temps : représentation de la moyenne sur ω de la fonction
θ 7→ β(ω, θ) pour la deuxième plage de temps, itérations 2 à 5 de l’algorithme rangées
dans le sens de lecture.
L’algorithme identifie au total 11 rayons (1 rayon sur la première plage de temps, 5 sur
la seconde, 2 sur la troisième et 3 sur la dernière).
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Nous pouvons reconstruire notre solution rayon dans le domaine temporel :























Fig. 32 – Le sismogramme en x0 en rouge, la fonction reconstruite selon (43) en bleu.
L’écart relatif L2 entre les deux courbes est de l’ordre de 10−1.
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5 Extensions et limitations de la méthode
5.1 Méthode alternative pour le temps de parcours
La méthode que nous avons mise en œuvre pour la détermination du temps de parcours
consiste à observer la variation de la phase du coefficient B(ω) en fonction de la fréquence.
Comme l’antsatz des rayons nous donne
B(ω, x0) = A(x0)e
iωΦ(x0),
on a
ωΦ(x0) + phase A(x0) ∈ φB(ω, x0) + 2πZ, φB(ω, x0) = =m (log(B(ω, x0))) .





et ceci dés que
∆ωΦ(x0) < 2π.
Supposons que Φ(x0) représente N cycles, i.e. Φ(x0) = 2πNω




soit un échantillonage en fréquence d’autant plus fin que le nombre de cycles est grand.
Cela peut conduire à un coût important, c’est pourquoi nous envisageons ici une alter-
native qui ne nécessite plus de discrétiser finement en fréquence.




où T est le temps de simulation (ou tout autre temps qui donne une borne supérieure au
temps de parcours recherché) et η est un nombre petit inférieur à 1.




û−(θ;ωk) = F [t→ u(x0, θ; t)](ωk − ∆ω)
û0(θ;ωk) = F [t→ u(x0, θ; t)](ωk)
û+(θ;ωk) = F [t→ u(x0, θ; t)](ωk + ∆ω).


















On cherche un seul rayon ; on définit
θ◦(ωk) = arg max |β0(θ;ωk)|,
et











Observons que le calcul de ∂β revient à évaluer par différences finies la dérivée de l’antsatz
par rapport à la fréquence. Ainsi, dans le cas idéal sans bruit, les quantités
θ◦(ωk), θ
?(ωk), τ(ωk)
doivent être indépendantes de ωk et
θ◦ = θ?.





















Cette méthode permettrait également de vérifier les hypothèses. Par exemple, on peut





















De même, si le temps de parcours calculé est responsable des fortes oscillations des fonc-
tions ω 7→ v̂(ω, θ), la multiplication par la phase eiωτ̃ devrait enlever ces oscillations ; on
peut le vérifier en regardant sur les échantillons les fluctuations de la fonction
ω 7→ e−iωτ̃β(ω, θ̃0).
5.2 Influence de la courbure du front d’onde
La méthode que nous avons analysée jusqu’ici repose sur l’hypothèse que le cercle
d’analyse est suffisamment petit pour que l’on puisse assimiler la donnée à une com-
binaison linéaires d’ondes planes. Ce faisant, on a négligé les variations secondes des
fronts d’onde, c’est à dire leur courbure. La question naturelle est de savoir qu’elle est
leur influence sur l’analyse microlocale. De façon assez surprenante, on peut analyser ce
point assez précisément dans le cas de points sources en milieu homogène, et ce, grâce à
l’utilisation de théorèmes d’addition.
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5.2.1 Calcul du filtre sur un point source
On suppose donc donnés un point source xs, un point d’analyse x0 et enfin un rayon
de cercle r . On suppose que la source est extérieure au cercle d’analyse, soit
r < d = |xs − x0|.














Le pré-traitement (fenêtrage en temps, transformation de Fourier en temps puis division
par la transformée de Fourier de la source et multiplication par
√




















R2 + α2 + 2αR cos(θd − θs)
)√
−iω.
où θd et θs sont les angles des directions ŝ et d̂. On se propose d’expliciter le résultat de
l’analyse microlocale discrète pour ce cas.










ε`(−1)`J`(α)H (1)` (R) cos(`(θd − θs)).





































∂rU(ŝ) + U(ŝ) = −iγ∂αU(ŝ) + U(ŝ),
















Cette formule donne les coefficients de Fourier de l’observable sur le cercle. Il est alors
très facile d’obtenir le β associé pour un filtre coupé à L termes. Il suffit pour cela de
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tronquer la série à L termes, de diviser chaque coefficient par i` (J`(α) − iγJ ′`(α)) puis de










































Cette formule est à comparer avec celle que nous avions obtenue en assimilant la
donnée sur le cercle à une onde plane de direction d̂ :





ε` cos(`(θd − θu)), (45)
c’est à dire la même formule que (44) mais avec G`(R) = 1 !
5.2.2 Analyse de l’approximation onde plane
Pour comprendre cette approximation, il nous faut recourir aux développements a-
symptotiques des fonctions de Hankel. Tout d’abord on observe que le paramètre R est
supposé grand devant α et donc grand devant L (puisque celui-ci est choisi inférieur à











(4`2 − 12)(4`2 − 32) . . . (4`2 − (2m− 1)2)
4mm!
.
et notre approximation par onde plane se ramène à ne retenir que le premier terme dans
le développement.
Étudions plus précisément la nature de cette approximation. Pour cela on analyse
séparément la phase du module. : on écrit, [7], page 506























puis en intégrant sur R, Watson dérive l’asymptotique suivante pour la phase





3 × 27R3 +
(µ− 1)(µ2 − 114µ+ 1073)
5 × 210R5 + . . .
Parallèlement, le module de la fonction de Hankel est une fonction croissante de `. On a










Utilisons maintenant ces résultats. Avec nos notations, on a
G`(R) = |G`(R)|e−iψ`(R),






4 ,≤ |G`(R)| ≤ 1
et qui est donc très lentement variable sur [−L, L] si L est petit devant R, c’est à dire
r petit devant d : ce terme n’est donc pas très gênant (il est d’ordre 2). La phase a une







Cette analyse est intéressante car elle donne les limitations de l’analyse microlocale. Celle-
ci n’apparâıt pertinente que si
L2 ≤ 2ωd
v
, r ≤ d,
ce qui signifie que le nombre de coefficients de Fourier utilisables, et qui rappelons-
le donne la définition angulaire de la méthode, ne peut que crôıtre que comme la
racine carrée de la fréquence. Ce résultat peut expliquer pourquoi nous avions du
choisir un L relativement petit dans nos expériences numériques.
5.2.3 Correction de l’effet de courbure
On peut également essayer de prendre en compte la courbure en utilisant l’approxi-
mation au premier ordre pour corriger le résultat d’analyse microlocale, c’est à dire de
corriger le filtre. Si θ∗d ∼ θd est l’angle repéré par cette analyse, le `ième coefficient de
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Fig. 33 – Dérive parabolique de la phase des coefficients de Fourier
et on doit ainsi observer une dérive parabolique de la phase des coefficients de Fourier.


















Bien sûr cette formule suppose que l’on a déjà identifié une bonne approximation de
l’angle θ∗d. La correction intervient donc a posteriori.
Donnons juste un exemple. On considère un unique point source, situé à une distance
D = 200 mètres du point d’analyse. La vitesse de propagation est 1 mètre seconde et ω
est prise égale à 1 cycle par seconde.
On choisit un cercle d’observation de 40 mètre et on effectue l’analyse microlocale avec
L = 40. L’angle que fait la direction du rayon et l’angle 0 du cercle est fixé arbitrairement
à 87.4161 degrés. Les données liés au rayon asymptotique sont alors les suivantes
θd = 87.4161
o, |B| = 0.014104739, Phase(B) = −60.84401o
Si l’on effectue l’analyse en négligeant la courbure, on trouve
θd = 91.23287
o, |B| = 0.007294428, Phase(B) = −52.2509o,
ce qui n’est pas très précis. Si l’on fitte un polynôme avec la phase des coefficients de
Fourier (cf. Figure 33) et que l’on corrige le filtre on trouve
θd = 87.4161
o, |B| = 0.01415357, Phase(B) = −60.69830o,
ce qui est bien meilleur !
Notre conclusion est que si l’on veut obtenir la définition angulaire maximale (i.e.
prendre un L voisin de ωr
v
il est indispensable de prendre en compte la courbure.
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5.3 Extension à l’élastique
Dans cette section nous abordons l’extension de la méthode à l’élastique. Comme
nous l’avons dit, il nous a semblé que l’étude complète de l’acoustique était un préalable
indispensable à l’attaque du cas élastique (c’est pourquoi nous avons focalisé tous nos
effort sur ce cas). En effet, le cas d’ondes élastiques est compliqué par la superposition
concomitante de deux types d’ondes avec des vitesses de propagation distinctes (ondes S
de cisaillement et L de compression) dans les champs que l’on doit analyser. Néanmoins,
nous allons montrer qu’il est possible de construire un filtre qui permet de retrouver les
directions des rayons lorsque la solution au voisinage d’un point est supposée être un
mélange d’ondes planes P et S
5.3.1 Analyse du champ de déplacement sur un cercle
On se donne donc un milieu élastique homogène. Les vitesses de propagation associées
à ce milieu sont notées vp et vs. On suppose donné un voisinage d’un point x0 situé
”loin” des sources responsables de l’onde propagée ainsi qu’une fréquence de travail ω.
On suppose enregistré le champ de déplacement ~U(θ) sur un petit cercle de rayon r







Si θ est l’angle qui repère le point sur le cercle d’analyse et si θip et θ
i
s sont respectivement













s cos(θ−θsi ) (46)
où Ap et As sont les amplitudes des ondes P et S. Tout l’objet de ce qui va suivre va
consister à construire un filtre qui permette de retrouver angles et amplitudes.
Pour cela, on s’intéresse aux composantes normales et tangentielles de ~U(θ), soient















ν(θ) = Ap cos(θ − θpi )eiα
p cos(θ−θpi ) + As sin(θ − θsi )eiα
s cos(θ−θsi )
τ(θ) = −Ap sin(θ − θpi )eiα
p cos(θ−θpi ) + As cos(θ − θsi )eiα
s cos(θ−θsi )
(48)




















































































et on se retrouve exactement dans le cas de l’acoustique.
5.3.2 Algorithme, construction des fonctions βp et βs
La division par δ` peut être problématique puisque ce coefficient peut s’annuler pour
certaines valeurs de αp et αs. Nous choisissons de construire un inverse approché à l’aide
de la régularisation de Tichonov. On choisit un L et un coefficient η petit devant le
maximum des |δ`| et on écrit






, , ` = −L, ..., L











L’algorithme est alors le suivant.
1. On se donne les deux composantes du déplacement sur le cercle de rayon r sur un
échantillonage angulaire équidistribué sur plus de 2L+ 1 points, soit
~U(θp) = (Ux(θp), Uy(θp)) , p = 1, . . . Pθ
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2. On construit les composantes tangentielles et normales de ce champ










, p = 1, . . . Pθ
3. On calcule au moyen d’une FFT les coefficients de Fourier de ces deux suites
ν̂`, τ̂`, ` = −L, . . . , L














, ` = −L, . . . , L
5. On applique le filtre
β̂p` = F̂`p̂`, β̂
s
` = F̂`ŝ`, ` = −L, L
6. Enfin on applique une transformation de Fourier inverse, et on obtient
βp(θp) et β
s(θp), p = 1, . . . , Pθ
Si tout se passe bien, les maxima respectifs de βp et de βs doivent être atteints en θp et
θs et doivent fournir les amplitudes P et S.
5.3.3 Exemple numérique
On considère un milieu de propagation élastique avec un contraste entre onde P et S
de 3 :
vp = 2000ms
−1, vs = 6000ms
−1, F = 40H, r = 81.21m,
on a alors
αp = 10.2, αs = 30.6.














sur 200 points. On a pris
Ap = i, As = 0.5, θp = 178.2
o, θs = 106.2
o
Les figures 34 représentent les parties réelles et imaginaires des fonctions βp,s. On ob-
servera que l’on obtient bien ce à quoi on s’attend : chaque fonction présente bien un
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Fig. 34 – Représentation graphique des fonctions βp(θ) (en haut) et βs(θ) (en bas). La
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