The purpose of this paper is to improve the traditional K-means algorithm. In the traditional K mean clustering algorithm, the initial clustering centers are generated randomly in the data set. It is easy to fall into the local minimum solution when the initial cluster centers are randomly generated. The initial clustering center selected by K-means clustering algorithm which based on density is more representative. The experimental results show that the improved K clustering algorithm can eliminate the dependence on the initial cluster, and the accuracy of clustering is improved.
Introduction
Clustering is an important research field in data mining and it is a scientific and effective algorithm for studying clusters and obtaining useful information. Clustering algorithm is a kind of unsupervised learning, which is widely used. It has broad application prospects in image processing, pattern recognition, market analysis, target customer orientation, biological population division and so on.
The K-means algorithm proposed by J.B.MacQueen in 1967 is the most widely used and the most mature clustering algorithm [1] . K-means clustering algorithm is a classical classification clustering algorithm, and it is also an iterative clustering algorithm. In the course of iteration, the cluster center is moved continuously until the clustering criterion function converges.
The basic idea of K-means clustering algorithm in the data set: select k data objects randomly as k initial cluster centers. According to the mean object in the class, namely the cluster center, divide other data objects in turn to the nearest cluster center with the class. After completing the division of the data image, calculate each cluster, update the clustering center as the new clustering center. The above clustering process is iterated until the cluster center does not change any more, i.e.. The convergence of the clustering criterion function value is so high that the criterion function E is defined as:
(1)
The larger the E is, the greater the distance between the object and the cluster center, the lower the similarity in the cluster ; on the contrary, the lower the E is, the higher the similarity within the cluster . Xi is the clustering center of Ci; K is the number of clusters; Ci is the i th cluster in K clusters.
The main drawback of K-means algorithm is the great dependence of the initial clustering center. Due to the random selection of initial cluster center, the algorithm often falls into local minima. (1) is a Non-convex function, there are often many local minima in Non-convex functions, but only one of them is the global minimum. In this paper, consider density and distance based on density K-means clustering algorithm. On the one hand, choosing larger density points as the clustering center can reduce the interference of noise points and reduce the number of iterations to improve the operation efficiency. On the other hand, it can avoid choosing too many data points in the same cluster when selecting the initial cluster center, while other clusters (mainly small clusters) have no cluster centers. That is to say, the initial cluster center selection is too close, resulting in bad clustering results.
Improved K mean algorithm based on density algorithm
The traditional K mean algorithm is sensitive to the initial cluster center, and different initial cluster centers often have a greatly impact on the final clustering results, which may lead to high volatility. In view of this shortcoming, we must select the data which can reflect the data distribution characteristics as the initial clustering center to optimize the algorithm, and improve the stability of the algorithm.
In the traditional K-means algorithm, people need to specify K value in advance, which will lead to the final clustering results to a certain extent is not accurate. The proposed algorithm based on density to improve k-means will objectively reflect the types of clustering results according to the data features.The core of the improved clustering algorithm has the following two characteristics:
1.It's surrounded by the point of which density is less than it. 2.The distance between the core and other larger data points is larger. Considering the data set to be clustered as the corresponding index set to express the distance between every data point. For any data point in S, two quantities can be defined, and these two quantities are used to characterize the two characteristics of the clustering center mentioned above. Two methods of calculating local density are given below:
Local density :
Function
The parameter dc>0 is the truncation distance, which needs to be specified beforehand. According to the empirical value, a dc is selected, so that the number of points around each data point is about 1%~2% of the total number of data points. For each point in the data, there are distances between the data points and the other N-1 data points. A total of N (N-1) distances are found, half of which are repeated. The distance dij (i <j), a total of M = 1 / 2N (N-1) points, sorted from small to large to get the resulting sequence d1 ≤ d2 ≤ ⋯ ≤ dm. Taking dc as dk, k∈ {1,2, ...,M }. From the overall view of N (N-1) distance, the distance that satisfies the "less than dc" condition is about k/M, that is about (k/M) N (N-1). The average to each data point is (k/M) N. The proportion here is equivalent to the t in the algorithm.
= ( )
Where f(Mt) is an integer after rounding the Mt. According to (2) we can see that the number of data points between S and xi is less than dc, and the number of xi itself is not considered here.
Gaussian kernel
It can be found by comparison that cut-off kernel is discrete, and Gaussian kernel is continuous. In comparison, the formula (4) means that the probability of the same local density of different data points is smaller. For equation (4), there still exist "more data points less than dc from xi, the greater the value of Distance : Let x indicate a descending order of subscript, it satisfies
It can be defined:
When xi has the largest local density, it represents the maximum distance between the data point in S and xi; otherwise, it represents the minimum distance between xi and that (or those) data points whose local density is greater than xi.
So far, for each data point x in S, we can calculate ( , ), i ∈ . Considering the example in Figure 1 (A), which contains 20 two-dimensional data points, and draw the decision diagram by drawing two pairs which considers as the horizontal axis and δ as the vertical axis. As shown in Figure 1 . At the same time, it can be seen that the three data points numbered 4, 13 and 15 are outliers in the original data set. They are characteristic in Figure 1 (B), δ is very large, but is very small. Graph 1 (B) has a decisive effect on the selection of clustering centers, that is, qualitative analysis is carried out when selecting the cluster centers, which contains large subjective factors, and different cluster centers may be obtained according to the same graph. Now we will calculate the value and get a comprehensive consideration. γ = ， (7) It can be seen from formula 7 obviously that the bigger the γ value is, the more likely it is the clustering center. It will be arranged in descending order, and then several data points will be truncated as clustering centers.
For the number of cluster centers, the calculated values are plotted according to the above values. As shown in Figure 2 It can be seen from the figure that the value of the non-clustering center is more smooth, and there is a significant jump from the non-clustering center to the cluster center. According to the above, the clustering center can be easily obtained.
In this paper, the improved K-means algorithm will use the kernel function distance Euclidean distance, thus solving the shortcomings, that K mean clustering algorithm is difficult to find other clusters of spherical clusters. The kernel function used in this paper is Conditional positive definite kernel. If a symmetric function K: K：X × X → R, nϵN, and , when satisfied ∑ =1 = 0:
K is called conditionally positive definite kernel. Therefore, the conditional positive definite kernel only needs to satisfy and formula (8) , and can be calculated in kernel operations.
Inner product is the most basic element of vector similarity, so the inner product function can be considered as a simplified measure of similarity, which is used in classification recognition.
Positive definite kernel function [9]: k( , ) = −|| − || (9) When ∑ = 0, there is:
At that time, it can be used in nonlinear classification algorithm. The improved algorithm is applied to the K mean algorithm, and the calculation steps based on the density improved K-means algorithm are as follows:
Input: sample data 1) Choosing the clustering center based on the density, and selecting the number of clusters according to the decision diagram.
2) The kernel function is used to calculate the distance between the cluster center and other data points, and the distance is used to determine which cluster center the specific data points belong to.
3) Calculating the criterion function
, that is, the value of the sum of squares of error. Compare the accuracy of the two algorithms.
Experimental results and analysis
The experimental data used in this paper is the data in the UCI database. Hayes-roth, Wine, Iris data are used in the database. UCI database is a common database [10] for specialized machine learning and data mining algorithms. The data in the library has a definite classification, so it can express the quality of clustering intuitively. In order to verify the accuracy of the algorithm, the data distribution of the test data set is kept in the original state without any manual processing.
The Iris, Wine, and Hayes-roth raw data are listed as follows: In the improved K-means clustering algorithm, the initial cluster center is determined, so the experiment only works once after the improvement, the highest, minimum and average clustering accuracy as well as the maximum, minimum and average criterion function E are the same. In this paper, the traditional frontal K mean algorithm is tested 20 times. Hayes-Roth 56
In this algorithm, Euclidean distance formula is changed into kernel distance formula. In the clustering effect of spherical data, the K-means clustering algorithm performs well, but when the data points appear, the K-means clustering is poor:
The shape of the data in the two-dimensional graph is shown:
The data is divided into two kinds of effect maps under the K mean clustering algorithm, as shown in the diagram: Table 4 , 5 shows that the improved algorithm for clustering accuracy of Iris and Hayes-Roth data sets have reached the clustering accuracy of traditional K-means algorithm, and the value of E is equal to the minimum value of the traditional K-means algorithm, which shows that the improved algorithm based on the density of the two sets of data with good clustering effect. For the Wine data set, the clustering accuracy is lower than the maximum accuracy of the K-means clustering algorithm, but it is higher than the minimum precision, and the E also reaches the minimum value of the traditional K-means algorithm, which shows that the clustering of Wine data sets still has good clustering results.
It can be seen from Table 6 that the improved density based K-means clustering algorithm is longer than the traditional K-means algorithm in the running time. The running time of the improved algorithm is 4.9 times, 4.9 times and 3.7 times of the running time of the traditional K-means clustering algorithm, respectively. Although this paper has some improvements on the clustering accuracy and the criterion function of the data set, but the running time is longer than the traditional algorithm, but for the case of small data sets, the execution time of the improved algorithm is still acceptable.
It can be seen from Table 4 that for the Wine data set, the accuracy of the improved algorithm does not reach the average of the traditional algorithm accuracy, but only exceeds the minimum accuracy. This is mainly because the wine data set has 14 attributes, the range of each attribute value is very large, and the distance between the objects is greatly affected, so that the k objects which are farthest from each other in the high density region can not reflect the actual distribution of the data well. It shows that the algorithm of this paper still has some limitations.
From Figure 3 , 4, 5, it can be seen that, for the non spherical data, the K-means classification does not have a good classification effect. In this paper, the improved K-means algorithm, using kernel function instead of Euclidean distance, can achieve a good classification effect. Conclution K-means clustering algorithm is a kind of traditional clustering algorithm. K-means clustering algorithm itself has some disadvantages which are too dependent on the cluster center, with the clustering center due to change of the final clustering results are not consistent; at the same time, the effect of noise data, resulting in the final clustering is not high enough and the traditional Kmeans clustering method it is difficult to find the globular clusters outside the cluster. The improved algorithm based on the density of K-means can eliminate the dependence on the initial cluster center, and can effectively improve the shortcomings of the traditional K-means algorithm, and has a good clustering effect.
The computational efficiency of this algorithm is lower than the traditional K mean algorithm, and it is acceptable in the range of a certain data set.
In this paper, the improved algorithm obtains the matlab code of the initial cluster center as follows: 
