The Selection Mutation Equation by Hofbauer, J.





Hofbauer, J. (1985) The Selection Mutation Equation. IIASA Collaborative Paper. Copyright © January 1985 by 
the author(s). http://pure.iiasa.ac.at/2746/ All rights reserved. Permission to make digital or hard copies of all 
or part of this work for personal or classroom use is granted without fee provided that copies are not made or 
distributed for profit or commercial advantage. All copies must bear this notice and the full citation on the first 
page. For other purposes, to republish, to post on servers or to redistribute to lists, permission must be sought by 
contacting repository@iiasa.ac.at 
NOT FOR QUOTATION 
WITHOUT PERMISSION 
OF THE AUTHOR 
THE SELECTION MUTATION EQUATION 
Jose f  Hofbauer 
January  1985 
CP-85-2 
CoZZaborative Papers r e p o r t  work which has  n o t  been 
performed s o l e l y  a t  t h e  I n t e r n a t i o n a l  I n s t i t u t e  f o r  
Applied Systems Ana lys i s  and which has  r ece ived  on ly  
l i m i t e d  review. V i e w s  o r  op in ions  expressed  h e r e i n  
do n o t  n e c e s s a r i l y  r e p r e s e n t  t hose  of  t h e  I n s t i t u t e ,  
i t s  Nat iona l  Member Organ iza t i ons ,  or  o t h e r  o rgan i -  
z a t i o n s  s u p p o r t i n g  t h e  work. 
INTERNATIONAL INSTITUTE FOR APPLIED SYSTEMS ANALYSIS 
A - 2 3 6 1  Laxenburg, A u s t r i a  

PREFACE 
Fisher's Fundamental Theorem of Natural Selection is 
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limit cycles are possible. A basic tool is the description of 
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The c l a s s i c a l  s e l e c t i o n  model i n  p o p u l a t i o n  g e n e t i c s ,  due 
t o  F i s h e r ,  Wright and Haldane, is i n  p r i n c i p l e  w e l l  unders tood.  
The b a s i c  r e s u l t  is F i s h e r ' s  "Fundamental Theorem of Natural 
Se l e c t i on"  s a y i n g  t h a t  t h e  mean f i t n e s s  of t h e  popu la t ion  i s  
s t e a d i l y  i n c r e a s i n g ,  which i s  t r u e  f o r  b o th  t h e  d i s c r e t e  t ime 
and con t inuous  t ime  model ( s e e  e .g .  [ 4,5 ,6 ,11,13]  . From t h i s  
one can conclude t h a t  t h e  s t a t e  of t h e  p o p u l a t i o n  t e n d s  t o  
e q u i l i b r i u m  [ 121 . 
For  more g e n e r a l  s e l e c t i o n  models, t a k i n g  i n t o  account  e.g. 
recombinat ion,  muta t ion  o r  d i f f e r e n t  f e r t i l i t i e s ,  t h e  s t a t e  of  
knowledge i s  l e s s  s a t i s f y i n g .  The b a s i c  problem would be t o  
extend t h e  "fundamental theorem" t o  t h e s e  more g e n e r a l  models,  
i . e .  t o  prove t ha t  mean f i t n e s s ,  o r  some s u i t a b l e  g e n e r a l i z a t i o n  
of i t ,  i s  a Lyapunov f u n c t i o n .  Then t h e  dynamic behav iour  would 
a g a i n  be reduced t o  a s t u d y  of  f i x e d  p o i n t s .  The main su cce s s  
i n  t h i s  d i r e c t i o n ,  and e s s e n t i a l l y  t h e  only  one ( b e s i d e s  The- 
orem 1 below), w a s  Ewens' g e n e r a l i z a t i o n  t o  mul t i - locus  systems 
w i t h  a d d i t i v e  f i t n e s s  scheme [5]  . I n  c o n t r a s t  t o  t h i s  Akin [ 1,2]  
proved a  ve ry  g e n e r a l  theorem C~heorem 5 below) implying t h a t  
most o f  t h e  ex t ens ions  of t h e  c l a s s i c a l  s e l e c t i o n  eq u a t i o n ,  i n  
p a r t i c u l a r  t h o s e  a l l owing  recombinat ion o r  muta t ion ,  e x h i b i t  a 
more complicated dynamical  behaviour:  o s c i l l a t i o n s  ( p e r i o d i c  
o r b i t s ,  s t a b l e  l i m i t  c y c l e s )  a r e  p o s s i b l e .  Hence t h e  u su a l  f i x e d  
po i n t  a n a l y s i s  cannot  p rov ide  a  complete and adequate  p i c t u r e  of 
t h e  e v o l u t i o n  of t h e  popu la t ion .  I n  p a r t i c u l a r  t h e  s e a r c h  f o r  
maximizing p r i n c i p l e s  (= Lyapunov f u n c t i o n s )  is a  hope less  t a s k .  
(See  [ 9 ]  f o r  a r e c e n t  survey on t h i s  q u e s t i o n ) .  
This  paper i s  devoted t o  a s tu d y  o f  combined a c t i o n  of 
s e l e c t i o n  and muta t ion .  We w i l l  show t h a t ,  d e s p i t e  Akin ' s  
g e n e r a l  r e s u l t ,  f o r  a  s p e c i a l  c l a s s  of mu ta t i o n a l  e f f e c t s ,  
namely when muta t ion  r a t e s  i-, j depend only  on t h e  r e s u l t i n g  
a l l e l e  j ,  a  simple g e n e r a l i z a t i o n  of t h e  Fundamental Theorem 
holds ( $  2 ) .  This r e s u l t  was motivated by Hade le r ' s  paper [7 ]  
who proved maintenance of s t a b i l i t y  p r o p e r t i e s  of a  polymorphism 
when equal  mutation r a t e s  a r e  allowed. I n  $ 3 we show t h a t  t hese  
equat ions  a r e  even g r a d i e n t s  wi th  r e spec t  t o  a c e r t a i n  Riemannian 
me t r i c ,  introduced by Shahshahani [ 151 . 5 4 con ta ins  a d i scuss ion  
of Akin 's  r e s u l t  on c y c l i n g  toge the r  wi th  a concre te  example of a 
s t a b l e  l i m i t  cyc le  i n  a 3 - a l l e l i c  system. We conclude wi th  some 
r e s u l t s  f o r  t h e  d i s c r e t e  time model 1 s  5 ) .  
My s p e c i a l  thanks a r e  due t o  Pr0f.K. Sigmund. It was h i s  paper 
[16] and h i s  l e c t u r e s  on Shahshahani g r a d i e n t s  which l e d  me t o  
f i n d  t h e  Lyapunov func t ion  (2 .6) .  
1 .  The Model 
The s tandard s e l e c t i o n  + mutation model f o r  separa ted  genera t ions  
i s  as fol lows ( c f .  Crow-Kimura [ 4 ] ) .  Consider one gene locus  with  
n  a l l e l e s  A 1 ,  ..., An and l e t  x l ,  ..., x be t h e i r  r e l a t i v e  frequences 
n  
i n  t h e  gene pool of t h e  population a t  time of mating. Assuming 
random mating,  t h e  r e l a t i v e  number of gametes of (ordered)  geno- 
type  A . A .  w i l l  be x i x j  Due t o  n a t u r a l  s e l e c t i o n  only a  propor t ion  
1 J  
x  x  w i l l  su rv ive  i n t o  procrea t ive  age,  
Of W i j  i j  where w i j  = j i  2 0  
a r e  t h e  f i t n e s s  parameters.  So t h e  number of newly produced genes 
A. is  propor t iona l  t o  C w x . x  = x .(Wx) Now l e t  e i j  be t h e  
J k j k j k  J j ' 
mutation r a t e  from A .  t o  Ai ( f o r  i S j ) ,  t hen  
J 
n  
' i j  2 0 and I: c i j  = 1 f o r  a l l  j = 1 ,. . . , n  ( 1 . 1  ) i= l  
f o r  s u i t a b l y  def ined eii. Then t h e  frequency x i  of genes Ai i n  t he  
gene pool of t he  new genera t ion  i s  propor t iona l  t o  C e .x .  (Wx) j i~ J More p r e c i s e l y ,  it i s  given by j ' 
n 
- 
w x x t h e  mean f i t n e s s  of t h e  populat ion wi th  W(x) = X . W X = X ~ , ~ - ,  rs , 
as t he  usua l  normal izat ion f a c t o r .  This i s  t he  d i s c r e t e  time 
s e l e c t i o n  mutation equat ion.  Since d i f f e r e n t i a l  equa t ions  a r e  
e a s i e r  t o  handle mathematically we r ep lace  t h e  d i f f e r e n c e  xi-xi 
by x i = d x . / d t  i n  order  t o  ob ta in  t h e  continuous time s e l e c t i o n  
1 
mutation equat ion 
This is t h e  equa t ion  s tud ied  by Hadeler [7] .  Usually,  e.g. i n  
t h e  c l a s s i c a l  s e l e c t i o n  equat ion which corresponds t o  t h e  s p e c i a l  
case  s i i = l  and e i j = O  f o r  i d  j ,  t h e  v e c t o r f i e l d  (1 . 3 )  is  mult i -  
p l i ed  by t h e  p o s i t i v e  f a c t o r  W(x), which i s  equiva len t  t o  a 
change of v e l o c i t y .  For our purpose t h i s  i s  not  u s e f u l ,  however. 
Crow and Emma [ 4 ] ,  p. 265 and Akin [ 1 ]  cons ider  a d i f f e r e n t  
model f o r  over lapping genera t ions :  s e l e c t i o n  a c t s  i n  t h e  usua l  
way w i t h  Malthusian f i t n e s s  va lues  mi ; mutation e f f e c t s ,  being 
small i n  gene ra l ,  change t h e  gene f requenc ies  l i n e a r l y .  Arguing 
t h a t  simultaneous a c t i o n  of s e l e c t i o n a l  and muta t iona l  f o r c e s  i n  
a small time i n t e r v a l  A t  i s  of smal le r  o rde r  ( p t  1 2 ,  they a r r i v e  
a t  a continuous time model wi th  sepa ra t e  s e l e c t i o n  and mutation 
terms : 
The t h r e e  equa t ions  (1 .2)-(1 .4)  desc r ibe  dynamical system on t h e  
p r o b a b i l i t y  simplex 
n  
S n = ( x = ( x  ,,..., x ) E R " :  x 2 0  and C x i = l ) .  
n  i i = l  
Rather than  going i n t o  a d i scuss ion  o f  which of  t h e  models ( 1 . 3 )  
and (1 .4)  is  t h e  " c o r r e c t "  o r  a t  l e a s t  " b e t t e r "  one, i t  seems t o  
be more u s e f u l  t o  observe t h e  fol lowing connection between them: 
Rewrite (1 . 3 )  a s  
and r ep lace  
c i j  4 b e i j  ( f o r  i 4  j )  and w i j  1 + L a i j  
t o  ob ta in  
Thus a f t e r  a  r e s c a l i n g  of time, t+  t / b  , Hadeler s equat ion (1 .3) 
with  ( 1  .5)  y i e l d s  Akinf s uncoupled vers ion  (1 .4)  i n  t h e  l i m i t  
b +  0 .  So f o r  small s e l e c t i o n  d i f f e rences  and smal l  mutation r a t e s  
both models a r e  e s s e n t i a l l y  equivalent .  
2. Spec ia l  Mutation Rates 
I n  t h i s  s e c t i o n  we r e s t r i c t  ourselves  t o  t h e  case of s p e c i a l  
mutation r a t e s  s a t i s f y i n g  
' i j  f o r  i f j  
i . e .  mutation r a t e s  depending only on t h e  r e s u l t i n g  a l l e l e s .  It 
w i l l  become c l e a r  i n  $ 3 ( see  e spec ia l ly  Theorem 4) t h a t  t h i s  
case  deserves  a sepa ra t e  ana lys i s ,  (1.1) impl ies  here  
n  
ii = I c e i - €  wi th  r = X j=1 ' j '  
and (1 .3)  s i m p l i f i e s  t o  
Hadeler [ 7 ]  considered the  case of equal mutation r a t e s  e i = r / n .  
He posed t he  problem of f inding a Lyapunov funct ion i n  t h i s  case,  
i n  order t o  g lobal ize  h i s  s t a b i l i t y  r e s u l t s .  This w i l l  now be 
done. We wr i t e  (2.3) a s  a r ep l i c a to r  equation [ 1 1  ,161 
with 
(WxIi e i  n 
f i ( x )  = ( 1 - 0 )  .WT; ;T+~ and ?(x)  = E xifi(x) = 1 12-51 
i i = l  
Obviously t he  funct ions f i ( x )  f u l f i l l  the  i n t e g r a b i l i t y  conditions 
bfi/bx =bfj/bxi.  This implies the existence of an i n t e g r a l  ~ ( x ) ,  j 
with f i ( x )  = bV/bxi, which i s  eas i ly  computed t o  
Then 
This proves 
Theorem 1 : ~ ( x )  i s  a global  Lyapunov funct ion f o r  the  continuous 
time s e l ec t  ion mutat ion equation (1 .3)  with spec ia l  mutation 
r a t e s  (2.1).  
Exponentiating ~ ( x )  we obta in  the  more suggestive Lyapunov funct ion 
For e = 0,  i . e .  no mutation, v(x)  reduces t o  the  mean f i t n e s s  
funct ion W(x). So (2.7) i s  a surpr is ingly  simple and straightforward 
genera l iza t ion  of F i she r ' s  Fundamental Theorem of Natural Selection: 
The change of the  modified mean f i t n e s s  funct ion v(x)  i s  pro- 
por t ional  t o  t h e  variance of the  se lec t ion  + mutation terms f i ( x ) .  
The prec ise  mathematical meaning of (2.7) ( i n  terms of Shahshahani 
gradients)  w i l l  be discussed i n  $ 3. There we w i l l  a l s o  see t h a t  
t h i s  r e s u l t  cannot be extended t o  mutation matrices which do not 
s a t i s f y  (2.1 ). When deal ing  with only n =  2 a l l e l e s  however, (2.1 ) 
i s  no r e s t r i c t i o n .  This case is  analyzed i n  a  n ice  way i n  Roughgarden 
[ I  31 p. 1 1  7 f f ,  .also using the  Lyapunov funct ion  ( 2 . 8 ) .  
Recalling ( 1  - 5 )  the  same r e s u l t  c a r r i e s  over t o  Akin's 
equation ( 1  .4) .  Since l og  ( 1  + b m ) / b +  m a s  6 4  0,  the  above 
Lyapunov funct ion f o r  Hadeler ' s equations is replaced by 
1 n 
v (x )  = 2x.Mx+ z ei log  xi 
i= 1 
and the  fundamental r e l a t i o n  (2.7) holds again,  i f  we s e t  
i f i (x )  = ( M x ) ~ + -  and ?(x)  = x.Mx+e. 
x 4 
(Compare a l so  [ 2 ,  p. 57f] ) . 
A s  a consequence of (2.7) we obtain 
Corollary: A l l  o r b i t s  of the  continuous time s e l ec t i on  mutation 
equations (1.3) and (1 .4 )  converge t o  the  s e t  of f ixed points .  
These a r e  given by the  solu t ions  of the  equations f i ( x ) = c o n s t .  
The simple form of t h e  Lyapunov function (2.6) allows us t o  
g lobal ize  Hadeler ' s r e s u l t  [ 71 . 
Theorem 2: Suppose the  model without mutation ( i . e .  ei = 0 f o r  if j) 
admits a  s t a b l e  polymorphism (= i n t e r i o r  equil ibr ium).  Then f o r  
every choice of mutation r a t e s  sa t i s fy ing  (2.1 ) with c = C  e . S  1 , 
J 
the  equations ( 1 2 ) , ( 1  -3 )  and (1 - 4 )  have exactly one s ta t ionary  
solu t ion  i n  S . This so lu t ion  i s  global ly s t ab l e  f o r  the  d i f f e r e n t i a l  n  
equations and a t  l e a s t  l oca l l y  s t ab le  f o r  t he  d i f ference  equation. 
Proof. Let pE i n t  Sn be t he  (exponentially) s t ab l e  polymorphism 
-
assumed t o  e x i s t  f o r  t he  se lec t ion  equation. Then p  is a  ( s t r i c t )  
global  maximum of mean f i t n e s s  W(x)=x.Wx: W(x)SW(p) f o r  a l l  x E  Sn. 
Since p.Wx=x.Wp=p.Wp, we obtain (x-p).W(x- SO o r  
( . W < S O  f o r  a l l  5 E R "  o = { c E R ~ : ~  g i 5 0 }  
(with equal i ty  only f o r  5 =O). Together with t h i s  well-known 
s t a b i l i t y  condit ion the  parallelogram r u l e  f o r  the  quadrat ic  
form WCx) implies 
Hence mean f i t n e s s  W(x) i s  a  ( s t r i c t l y )  concave funct ion on Sn 
and so is l og  W(x). The same holds f o r  t he  log  xi, and so the  
Lyapunovfunctions V(x) i n  (2.6) and (2.9) a r e  s t r i c t l y  concave 
on Sn. But then V(x) can have only one c r i t i c a l  point which is 
a global  maximum. Corollary l t h e n  implies t he  global  convergence. 
The proof of t he  d i s c r e t e  time case i s  deferred t o  § 5 .  
Remark. Although t h i s  r e s u l t  looks very plausible a n d  coincides 
with i n t u i t i o n  it i s  not t r u e  f o r  more general  mutation r a t e s  
t h a t  do not s a t i s f y  (2 .1) ,  as we w i l l  see i n  5 4. A l s o  i f  se lec t ion  
alone produces a  g lobal ly  s t ab l e  s t a t ionary  s t a t e  on t he  boundary 
of Sn, the  conclusion does not hold. Even f o r  n = 2  a l l e l e s  mutation 
terms may produce a n a d d i t i o n a l s t a b l e  f ixed point on t he  opposite 
s ide  of the  simplex. This somewhat unexpected e f f e c t  was observed 
by Burger [ 31 . 
3.  Shahshahani Gradients 
I n  t h i s  sec t ion  I want t o  explain why it i s  possible t o  f ind  
such a  simple genera l iza t ion  of the  Fundamental Theorem f o r  
spec ia l  mutation r a t e s .  The main point i n  the  proof of Theorem 1 
was, a f t e r  wr i t ing  the  d i f f e r e n t i a l  equation i n  " rep l i ca to r"  form 
t h a t  the  f , ( x )  have a  common in t eg ra l  V. Thus the  t r i c k  w i l l  
I 
work whenever the  re la ted  system ii = f i ( x )  on IRn is  the  gradient  
of some p o t e n t i a l V ( x ) .  I n  t h i s  case (2.7) holds and V(x) i s  a l s o  
a Lyapunov funct ion f o r  the  corresponding r ep l i ca to r  equation 13.1 ) . 
For the c l a s s i c a l  s e l ec t i on  equation the  f i ( x )  a re  l i n e a r  funct ions:  
f i ( x ) = z  W .  .x and the  symmetry w i j  = w j i  ensures the  existence of 
1 5  j 
the  po ten t i a l  ~ ( x )  = x.Wx. 
The question a r i s e s  whether there  i s  more behind t h i s  analogy. 
I n  f a c t  Kimurals Maximum Principle  claims t h a t  f o r  t h e  se lec t ion  
model the  change of gene frequencies occurs i n  such a  way t h a t  
the  increase i n  mean f i t n e s s  i s  maximal (see Crow and fimura 
[ 41 , p. 230). A precise  mathematical i n t e rp r e t a t i on  of t h i s  
statement could only mean t h a t  the s e l ec t i on  equation 9 a  gradient  
with mean f i t n e s s  as poten t i a l .  But t h i s  i s  obviously not t r ue .  
The s i t u a t i o n  was cleared up by. Shahshahani [ 1 51 and analyzed 
fu r the r  i n  grea t  d e t a i l  by Akin [ 1 ] and Sigmund [ 161 . That a 
d i f f e r e n t i a l  equation i s  a gradient means e s sen t i a l l y  t ha t  the 
vector  f i e l d  i s  orthogonal t o  the contour l i n e s  of i t s  poten t i a l  
function. So gradient  systems depend i n  an e s s e n t i a l  way on the  
notion of or thogonali ty,  or  angle, or  inner  product. And i n  f a c t  
Crow and Kimura replace the  usual d is tance  by a c e r t a i n  variance 
i n  t h e i r  proof of t he  maximum pr incip le  [ 4 ]  , p. 230ff. So, 
following Shahshahani, l e t  us define a  new inner  product ( X , Y )  
P f o r  vectors  X,Y i n  the  tangent space T S = R: at  every point 
P  n  p  E i n t  Sn by 
This i s  a  Riemannian metric f o r  i n t  Sn. It i s  easy t o  check 
t h a t  t h i s  Riemannian manifold i s  es sen t i a l l y  isometric t o  the  
par t  of the  (n-1) dimensional sphere ly ing  i n  the  pos i t ive  
orthant  (with the  usual Euclidean met r i c ) ,  by t he  simple change 
of coordinates <= yi (see [ 1 1 ,  p. 39,55 f o r  d e t a i l s ) .  
For a  d i f f e r en t i ab l e  function V on Sn, t he  Shahshahani gradient  
Grad V i s  then t he  unique vector  E T S with 
P P n 
(Grad V,Y)  = D V(Y) f o r  a l l  Y € T.S 
P P P P n' ( 3 . 2 )  
where D V: T S R i s  the  der iva t ive  of V a t  p. 
P P n 
Gradients f  = grad V with respect t o  t h e  ~ u c l i d e a n  m e t r i c  a r e  e a s y  
t o  recognize: Here t he  i n t eg rab i l i t y  conditions bfi/bx = bf j/bxi, j  
o r  equivalently the  symmetry of the  Jacobian matrix of f a re  
necessary and s u f f i c i e n t  conditions. It would be useful  t o  have a  
similar charac te r i za t ion  f o r  vectorf ie lds  on Sn, which a r e  given 
A 
i n  form ( 3 . 1 ) ,  t o  be Shahshahani gradients .  I f  the  vec to r f i e ld  f  
i n  (3.1) i s  defined i n  a  whole neighbourhood of i n t  Sn we may 
compute 
A 
But s ince we a r e  in te res ted  only i n  Sn i t s e l f ,  only t he  ac t ion  
on vectors  i n  T S = R: i s  of relevance. So, following Akin [ 1 ] , 
P n 
p. 173, we consider t he  b i l i nea r  form 
A A 
n Hpf(Y,Z) = ( Y , ( D p f ) ( ~ ) ) p  f o r  Y , Z €  T S = R o .  
P n (3.4) 
Concrete evaluation gives 
A 
with f i  . = bfi/bx. f o r  short .  Since at  i n t e r i o r  equ i l i b r i a  the  
, J  J 
f i r s t  sum disappears t h i s  leads t o  a  considerable s impl i f ica t ion 
of the  o r ig ina l  formula (3.3).  Now we can s t a t e  
A 
Theorem 3: For a  vectorf ie ld  f i (x )  = xi[ f i ( x )  - ?(x)]  , a s  i n  (3.1 ) 
defined i n  a  neighbourhood U of i n t  %, the  following conditions 
a re  equivalent : 
A 
( a )  f i  is  a  Shahshahani gradient on i n t  Sn. 
(b) There e x i s t  functions V , $ :  U+R such t h a t  f i ( x )  =a,+$ (x)  b xi 
holds on i n t  Sn. 
A 
( c )  The Jacobian b i l i n e a r  form H f i s  symmetric a t  every p E i n t  Sn. 
- 
P ( a )  f i ,  + f j , k +  fk , i  - f i , k + f k ,  j . + f  j , i  holds on i n t  Sn f o r  a l l  
A 
Proof ( a )  * (b )  . I f  f  = Grad V, then (3.2) implies 
-* 
f o r  a l l  YER: and a l l  xE i n t  Sn. Choosing Yi = Zi - xi(Z Z . )  f o r  
J 
a r b i t r a r y  Z E R n ,  we obtain by equating coef f ic ien t s  
Comparing with (3.1) we conclude t ha t  ( b )  holds. 
(b )  s ( c ) .  Since the f i  are  of the form 
f i (x)  = bV/bxi + ) ( X I  + LC x .-I )qi(x) f o r  X E  U, J 
the  cpi being a rb i t r a ry  functions, t h e p a r t i a l s  a r e  given by 
bfi 9 
- =  
b 2v 
b X  +-+mi(x) f o r  X E  i n t  Sn. j  b X  j b x j  
Inse r t ing  t h i s  i n t o  (3 .5) ,  the terms with $ ,mi disappear  by 
Z Y i = x  Z = 0 .  What remains i s  a symmetric b i l i n e a r  form. j  
A 
( c )  o ( d ) .  The symmetry of H ~ ( Y , z )  implies z ( f i  .-f ) Y . Z  = 0 
P , J  j , i  1 j  
f o r  a l l  Y , Z  E R:. With Y = ei-ek and Z =  ej-ek (e  . being t h e  un i t  J 
vectors  in ]Fin) w e  obtain ( d ) .  
(d)  o (b ) .  Define f o r  xl + ... + x ~ - ~  4, x i > 0  
Then gi coincide with f i  on S and gi = f i , j  - f i ,n  by the  n 
chain ru l e .  So (d) implies (with k =  n! : 
These a r e  jus t  t he  i n t e g r a b i l i t y  conditions f o r  gi-gn (1  S i L n-1 ) 
on R"-' Thus we f ind  an i n t e g r a l  V = V(xl , . . , ) with 
Recalling (3.6) t h i s  implies (b )  with ( = g n .  
( b )  o (a ) .  From l: Y i = O  we compute 
Thus (3.1)  i s  es tabl ished.  
Remark. ( a )  @ (b) i s  taken from Sigmund [ 161 . Condition ( c )  i s  
due t o  Akin [ I ] ,  p. 175. The e x p l i c i t  i n t eg rab i l i t y  condit ion (d)  
which i s  the  most useful  i n  applicat ions was motivated by the  
corresponding cycle condition f o r  l i n e a r  f 's discovered by i 
Sigmund [ 1 61 . 
I n  p a r t i c u l a r ,  condi t ions  (b)-(d)  a r e  obviously s a t i s f i e d  
i f  f i  = f . This expla ins  t h e  analogy pointed out  i n  t h e  
, j  j , i  
beginning of t h i s  s e c t i o n  and impl ies  
Corol lary:  The s e l e c t i o n  mutation equat ions  (1 .3)  and (1 .4) wi th  
s p e c i a l  mutation r a t e s  (2.1) a r e  Shahshahani g r a d i e n t s  w i t h  
p o t e n t i a l  V given  by (2.6) and (2.9) r e s p e c t i v e l y .  
That t h i s  i s  not  t r u e  f o r  more genera l  mutation r a t e s  b s  a 
consequence of t h e  fo l lowing  theorem, which c o r r e c t s  t h e  s l i g h t  
mistake i n  [ 1 1  , p. 181  t h a t  made t h i s  paper poss ib l e  ( s ee  a l s o  
P I ,  P* 57) .  
Theorem 4: The mutat ion equat ion 
i s  a Shahshahani g rad ien t  i f  and only i f  t h e  mutation r a t e s  
s a t i s f y  (2.1 ) . 
Proof. Wri t ing (3.7) i n  r e p l i c a t o r  form (3 .1 ) ,  we have 
f i (x )  = E  r . .x ./xi and hence f o r  i h j ,  j 1~ J fi, = a  j/xi. The in t eg ra -  
b i l i t y  cend i t ion  (d)  then  says  ( f o r  i , j , k  pairwise  d i f f e r e n t )  
e 15, ' j k I C k i  = - ' i k  ; 'k.i kb 
x x x x x f o r  a l l  x E i n t  Sn. j k i k j 
T h i s  imp l i e s ,  b y t a l d n g  t h e  l i m i t  xi+ 0 ,  t h a t  e i j  =r ik  f o r  a l l  jhk, 
- ( i + j ) .  Therefore (a i j )  i s  of t h e  s p e c i a l  form and hence e i j  - a i  
(2.1 ). 
Of course  t h i s  theorem does not  mean that  t h e  gene ra l  mutation 
equa t ion  (3.7) behaves l e s s  n i c e l y  from t h e  pure ly  q u a l i t a t i v e  po in t  
of view. (3.7) i s  a l i n e a r  equation and i f  c i j >  0  holds  f o r  s u f f i -  
c i e n t l y  many i h j ,  t h e  Perron-Frobenius theorem impl ies  t h e  ex i s t ence ,  
uniqueness and g l o b a l  s t a b i l i t y  of a polymorphic equi l ib r ium ( s e e  
Akin [ I ] ,  p. 1 6 0 f f ) .  So t h e  Shahshahani met r ic  i s  j u s t  no t  t h e  r i g h t  
t o o l  t o  s tudy mutation.  But Theorem 5  below shows that it is s t i l l  
r e l evan t  f o r  t h e  combined a c t i o n  of s e l e c t i o n  and mutation.  
4. Limit Cycles 
This s e c t i o n  d e a l s  w i th  more genera l  mutat ion r a t e s  than  ( 2 . 1 ) .  
Our emphasis i s  t o  demonstrate t h a t  t h e  Coro l la ry  of Theorem 1 i s  
no longer  t r u e  i n  t h i s  case :  The dynamic behaviour i s  i n  gene ra l  
not  g rad i en t - l i ke .  The fol lowing simple example shows t h a t  s t a b l e  
l i m i t  c y c l e s  may occur.  
I n  o rde r  t o  make computations t r a c t a b l e  we t ake  t h e  s imp les t  
n o n t r i v i a l  case :  We assume t h a t  a l l  homozygotes AiAi have t h e  
same f i t n e s s  and a l s o  a l l  heterozygotes  A;A; ( i b j ) .  When working 
wi th  t h e  s impler  equa t ion  (1 .4)  t h i s  means m i j  = s b i j ,  where s 
measures t h e  s e l e c t i v e  advantage of t he  homozygotes. Motivated 
by t h e  s u c c e s s f u l  t rea tment  of t h e  hypercycle and similar systems 
i n  Schuster  e t  a l .  [ 141 , we assume mutation r a t e s  t o  be c y c l i c  
symmetric, i . e .  e i j  - e  j-i. Then Xi=0 c! = 1 ,  where t h e  index i n-1 
of e i  i s  now considered as a res idue  modulo n. Then ( 1  . 4 )  r eads  
-- 
xi = sxi (xi-Q(x) ) + L c x - x j=1 j - i j  i 
with  Q ( x )  = C n 2 1 1 x Obviously t he  barycenter  m =  (;, . . . , -) of t h e  i=l  i '  - n 
simplex i s  a s t a t i o n a r y  s o l u t i o n  of (4.1 ) . We compute t h e  Jacobian 
of 14 .1) :  
The divergence of t h e  v e c t o r  f i e l d  i s  t h e  t r a c e  of t h e  Jacobian 
Since t h e  flow i s  r e s t r i c t e d  t o  Sn we have t o  s u b t r a c t  t h e  
e igenvalue t r a n s v e r s a l  t o  Sn, given by - ? ( x ) =  -sQ(x) ,  t o  ob ta in  
t he  divergence d i v  w i t h i n  Sn: 
0 
2 1 2 1 Since Q ( x )  = Z  x i2  ;;(EX.) 1 = n'  - we have f o r  pos i t ive  s 
So the  divergence i s  negative on Sn\{g} whenever 
Now we spec ia l i ze  t o  n = 3  a l l e l e s .  Then the  eigenvalues X,r 
a t  g within S a r e  e a s i l y  computed as 3 
with o = exp(&i/3) .  They a r e  complex i f  c l + e 2  and t h e i r  r e a l  
par t  i s  
For s = $(e  + e ) t h e  eigenvalues are purely imaginary and a  
Hopf b i furca t ion  occurs,  taking s a s  parameter. Since f o r  a l l  
9 s s q ( r l  + e 2 )  d i v o c O  holds on Sj\(~l by (4.4) and (4 .5 ) ,  
Bendixsonls negative c r i t e r i o n  implies t h a t  there  are  no periodic 
o r b i t s  i n  t h i s  case,  i . e .  a s  long as g i s  s t ab l e  (see Fig. l a ) .  
Hence the b i fu rca t ion  i s  supe rc r i t i c a l  and stable. l i m i t  cycles  
appear i f  s is  s l i g h t l y  l a r g e r  than q ( r l  + c 2 ) ,  i . e .  when 2 
becomes an unstable focus. (Fig. 1 b) .  I f  s increases f u r t h e r ,  
3 pairs  of fixed points  a r e  created simultaneously and the l i m i t  
cycle,  whose period tends t o  i n f i n i t y ,  disappears i n  a t r i ang l e  
of he terocl in ic  o r b i t s .  (This i s  sometimes ca l led  a  "blue sky 
b i fu rca t ionv ,  see Fig. I c , d ) .  
Figure  1 :  Phase p o r t r a i t s  of t h e  t h r e e - a l l e l i c  s e l e c t i o n  
mutation equat ion (4.1) w i t h  s =  1 ,  e l  = e ,  c 2 = 0 .  
( a )  e = 0.28. S t rong  mutat ion ( c / s ~  2/9) l e a d s  t o  g rad ien t -  
l i k e  behaviour w i t h  g as g l o b a l l y  s t a b l e  focus .  
(b )  c = 0.2. For moderate mutation r a t e s  (1 /6< c / s a  2/9) 
t h e r e  e x i s t s  a s t a b l e  l i m i t  cyc le .  
( c )  e  = 1/6. A t  t h i s  c r i t i c a l  va lue  t h r e e  f i xed  po in t s ,  
c y c l i c a l l y  joined by h e t e r o c l i n i c  o r b i t s  , a r e  c r ea t ed .  
Id )  c = 0.14. Grad ien t - l ike  behaviour f o r  weak mutation 
(E/s* 1/6) .  The t h r e e  s t a b l e  f i xed  p o i n t s  P1, 2 ,  S 
correspond t o  t h e  well-known select ion-mutat ion balance.  
I am indebted t o  Dr.F. Kemler f o r  producing t h e  computer 
p l o t  s . 
So we see  t h a t  t h e  i n t e r a c t i o n  of mutation and s e l e c t i o n  
may lead t o  s t a b l e  l i m i t  cycles .  Maybe t h i s  i s  not  t o o  s u r p r i s i n g  
f o r  t h e  above example s ince  t h e  f ixed poin t  f o r  t h e  mutation 
f i e l d  ( s = 0 )  i s  a l r eady  a  focus which i s  t h e n  d e s t a b i l i z e d  by 
t h e  s e l e c t i o n  p a r t .  But one can a l s o  cons t ruc t  examples of Hopf 
b i f u r c a t i o n s  when t h e  s e l e c t i o n  f i e l d  has a s t a b l e  polymorphism 
(compare t h e  remark i n  2 ) .  Moreover t h e  same b i f u r c a t i o n  
behaviour appears  f o r  any mutation r a t e s  t h a t  a r e  no t  of t h e  
s p e c i a l  form (2 .1  ) . This i s  a consequence of t h e  fo l lowing  bas ic  
theorem of Akin [ 1 ] , p. 186 : 
Theorem 5 : Let f (x) be a v e c t o r f i e l d  on Sn which i s  not a 
Shahshahani g rad ien t  (e.g. any mutation f i e l d  (3.7) with  mutation 
r a t e s  not  of t h e  form (2.1 ) ) . Then t h e r e  e x i s t s  a family of 
s e l e c t i o n  mat r ices  . = ,  such t h a t  t h e  combined f i e l d  
1J 
( t h i s  i s  then  (1.4) ) undergoes a Hopf b i f u r c a t i o n  and p e r i o d i c  
o r b i t s  occur. 
I n  t h i s  gene ra l  form, however, Akin1 s theorem does no t  say 
anything on t h e  s t a b i l i t y  of t h e  per iod ic  o r b i t s .  It could happen 
t h a t  t h e  Hopf b i f u r c a t i o n s  a r e  always s u b c r i t i c a l  o r  c r i t i c a l .  
The pe r iod ic  o r b i t s  would then  be of l e s s  b i o l o g i c a l  re levance 
s ince  they would not  be observable. But t h e  above example jus t  
shows t h a t  s t a b l e  l i m i t  c y c l e s  a r e  indeed poss ib le .  
By t h e  approximation argument (1 .5) t he  same r e s u l t  ho lds  f o r  
Hade le r ' s  vers ion  (1 .3 ) ,  a t  l e a s t  a f t e r  t h e  mutat ion r a t e s  E~~ are 
resca led  t o  be i j  by some small f a c t o r  b >  0 .  With t h e  r e s c a l i n g  
W + 1 + bW t h e  d i f f e r e n c e  equat ion (1.2) t u r n s  out t o  behave 
e s s e n t i a l l y  l i k e  E u l e r t s  d i s c r e t i z a t i o n  of t h e  d i f f e r e n t i a l  
equat ion (1 .3 ) ,  w i t h  6W/(1 +6 W )  as s t e p  length .  Thus Akin1 s 
Hopf b i f u r c a t i o n  r e s u l t  a l s o  c a r r i e s  over t o  t he  d i s c r e t e  time 
model, and s t a b l e  l i m i t  cyc le s  (= a t t r a c t i n g  i n v a r i a n t  curves)  
. a l s o  occur i'n (1.2) f o r  nonspecial  mutation r a t e s .  (For  a  p rec i se  
t reatment  of t h , i s  i d e a  see  [ I  01 ).  
Akin a l s o  a p p l i e d  hi8 t heo remto  o t h e r  e q u a t i o n % i n  p a r t i c u l a r  
t o m u l t i l o c u s s y s t e m s .  He proved t h a t  t h e  v e c t o r  f i e l d  on Sn t h a t  
models t h e  e f f e c t s  of recombination between two l o c i  i s  never a 
grad ien t  wi th  r e s p e c t  t o  Shahshahani 's  met r ic .  Thus Hopf b i -  
f u r c a t i o n s  occur. The a c t u a l  computations proving t h a t  even s t a b l e  
l i m i t  cyc le s  a r e  poss ib l e  a r e  more d i f f i c u l t  i n  this c a s e ,  however; 
s e e  Akin 's  memoir [ 2 ] .  It is  tempting t o  con jec tu re  t h a t  even more 
complicated dynamic behaviour,  i . e .  c h a o t i c  motion, i s  poss ib l e  
f o r  t h e s e  two ex tens ions  of  t h e s e l e c t i o n m o d e l ,  a l lowing  e i t h e r  
mutat ions  o r  recombination. 
We conclude wi th  a c r i t i c a l  remark. It i s  no t  q u i t e  c l e a r  how 
r e l e v a n t  t h i s  c y c l i n g  r e s u l t  i s  f o r  r e a l  b i o l o g i c a l  populat ions .  
Indeed mutat ion r a t e s  a r e  u s u a l l y  much s m a l l e r  t han  s e l e c t i o n  
r a t e s .  The s e l e c t i o n  + mutat ion f i e l d  can then  be t r e a t e d  as a 
pe r tu rba t ion  of t h e  s e l e c t i o n  equat ion.  Since t h e  l a t t e r  i s  
s t r u c t u r a l l y  s t a b l e  i n  gene ra l ,  small mutat ions  w i l l  not  change 
t h e  s i t u a t i o n  very  much: Only t h e  boundary e q u i l i b r i a  w i l l  move 
inwards t h e  simplex Sn, if they a r e  s t a b l e ,  and some of t h e  
uns t ab l e  ones w i l l  move outwards. I t  would be u s e f u l  t o  f i n d  
concre te  e s t ima te s  .of how l a r g e  t h e  mutat ion r a t e s  may be (compared 
e.g.  wi th  t h e  var iance  of t h e  w i j )  i n  o rde r  t o  r e t a i n  a grad ien t -  
l i k e  behaviour. 
5 .  The Di f fe rence  Equation 
I n  t h i s  last s e c t i o n  I want t o  c o l l e c t  a few r e s u l t s  on t h e  
d i f f e r e n c e  equat ion ( 1 . 2 ) .  It would be d e s i r a b l e  t o  show t h a t  
ou r  func t ion  V from (2.6) s e r v e s  as a Lyapunov func t ion  f o r  t h e  
d i s c r e t e  time model t o o , .  if mutat ion r a t e s  are s p e c i a l .  But t h i s  
seems t o  be a much harder  problem which I haven ' t  y e t  managed t o  
so lve .  So I confine myself t o  some p a r t i a l  r e s u l t s  which i n d i c a t e  
t h a t  t h e  d i f f e r e n c e  equa t ion  behaves s i m i l a r l y  t o  t h e  d i f f e r e n t i a l  
equat ion.  
In order to generalize Hadeler's theorem [7] to the difference 
equation we have to exclude overshooting effects. This is done by 
means of the following lemma, which is essentially contained in 
Losert and Akin [12]. 
Lemma: All eigenvalues of the derivative of the discrete time 
-
selection equation at any point p E Sn (which need not be an 
equilibrium point) are nonnegative. For interior p all eigenvalues 
corresponding to directions within Sn are even strictly positive 
(if all wii> 0). 
Proof. The derivative is given by 
-
Since the selection equation is a Shahshahani gradient, Theorem 3(c) 
applies and D is selfadjoint with respect to the Shahshahani 
inner product. Thus it is sufficient to consider the quadratic 
form 
Now Dp= 0 and so the eigenvalue corresponding to the (irrelevant) 
direction orthogonal to Sn is zero. Substituting y=x-(x.Wp/p.Wp)p 
the corresponding one-dimensional degeneracy of the quadratic 
form (5.2) can be eliminated: 
with  e q u a l i t y  only f o r  y = O  ( s i n c e  wii> 0 ) .  Therefore ( 5 . 2 )  
i s  a  p o s i t i v e  d e f i n i t e  quadra t i c  form on If?: and so a l l  eigenvalues  
of D a r e  pos i t i ve .  Fo r  boundary p  t h e  a d d i t i o n a l  e igenvalues  
po in t ing  i n t o  t h e  i n t e r i o r  of Sn a r e  given by ( ~ p ) ~ / p . w p  and 
a r e  obviously nonnegative. 
Proof of Theorem 2  f o r  d i s c r e t e  t ime. 
( 1  .2)  reduces f o r  s p e c i a l  mutation r a t e s  (2.1) t o  
We know a l ready  from Theorem 2  t h a t  t h e r e  i s  a  unique equi l ib r ium 
pCS which is  s t a b l e  f o r  t h e  d i f f e r e n t i a l  equa t ion  (2 .3) .  Now n  
t h e  d e r i v a t i v e s  of (1 . 2 )  and of (1.3) d i f f e r  only by t h e  i d e n t i % y  
matrix. This  impl ies  t h a t  a l l  eigenvalues  of (5.4) have r e a l  p a r t  
l e s s  than  1 .  Since t h e  d e r i v a t i v e  of (5 .4)  d i f f e r s  from that of 
t h e  'pure s e l e c t i o n  equa t ion  only by t h e  f a c t o r  1 -c 2 0 ,  i ts  
eigenvalues  a r e  r e a l  and nonnegative, accord ing  t o  the  lemma. 
Thus they a r e  a l l  l oca t ed  wi th in  t h e  u n i t  c i r c l e  and p  i s  s t a b l e  
f o r  t h e  dynamics (5 .4) .  
For  gene ra l  mutation r a t e s  we can view t h e  d i f f e r e n c e  
equat ion ( 1  . 2 )  as t h e  composition of t h e  s e l e c t i o n  map 
T: x + x .  ( W X ) ~ / X . W X  and t h e  l i n e a r  s t o c h a s t i c  map x -. Px, i 1 
(Ar), = Z .  e Now t h e  inve r s ion  theorem of Losert  and Akin 
'j l j i h e n e v e r  w i j  [ I  21 says  t h a t  > 0 f o r  a l l  i , j )  t h e  s e l e c t i o n  map T 
--- 
i s  a diffeomorphism of Sn, i . e .  a b i j e c t i v e  smooth map Sn -+ Sn 
- - 
whose i n v e r s e  f u n c t i o n  i s  a l s o  smooth. 
 h he l o c a l  i n v e r t i b i l i t y  
-- - - -  . 
corresponds t o  t h a t  p a r t  of  t h e  l e k a  c la iming  t h a t - 0  is not  a n '  
eigenvalue of t h e  d e r i v a t i v e ) .  A s  long as mutation r a t e s  a r e  not  
t o o  l a r g e  we have d e t  P> 0.  Then mutation maps Sn onto a smal le r  
simplex P (Sn)  i n s i d e  Sn. Thus t h e  combined map (1 .2)  i s  a  
diffeomorphism from. Sn onto P  (3,) , whenever a l l  wi > 0 and d e t  P> 0 .  
This r e s u l t  suggests  t h a t  (1 . 2 )  w i l l  not  behave much worse than  
t h e  d i f f e r e n t i a l  equa t ion  (1 .3) .  I n  p a r t i c u l a r  i t  completely s e t t l e s  
t he  n = 2  a l l e l i c  ca se ,  as no overshooting e f f e c t s  a r e  poss ib le  a s  
l ong  as d e t  P  = 1 -c -e -. 0 and s o  o r b i t s  converge monotonically 2 
towards t h e  equi l ibr ium s t a t e s .  
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