A new, simple and effective finite element procedure is presented for the practical solution of heat transfer conditions with phase changes. In this method, a fixed finite element mesh is employed, and a relatively coarse finite element mesh and large time step can be used in the incremental solution. The results of various numerical studies using the algorithm are presented that demonstrate the effectiveness of the procedure.
INTRODUCTION
Finite element analyses of heat transfer processes can be valuable in various areas of engineering design. In this paper we are concerned with the analysis of temperature distributions and heat flow when phase changes take effect. A problem of this kind is also referred to as the Stefan problem.' Practical applications are encountered in the analysis of the formation of ice, permafrost conditions and welding problems. '-3 The basic difficulty in the finite element modelling of heat transfer problems with phase changes lies in that the transformation between phases is accompanied by either absorption or liberation of latent heat in the phase transition zone. The physics of the problem leads to a temperature solution with discontinuous temperature gradients at the phase transition surface. To date, several authors have used analytical, finite difference and finite element methods to analyse such problems,'-'' but for practical analysis the use of a finite element method appears to be most promising. Of the procedures presented, the technique of Ichikawa and Kikuchi""* is attractive because of its stability and accuracy characteristics. A disadvantage of the method is that it requires the use of a freezing index as the state variable, instead of temperature, which means that the procedure cannot easily be added to existing conventional finite element computer programs for heat transfer analysis.
A method that can directly be employed in conventional finite element computer programs is the procedure proposed by Morgan et ~1 .~ However, this technique must be used with care, because €or a given phase change temperature interval AOf the time step used must be small enough that the change in temperature during one time step, in a region undergoing a change of phase, is less than A@ Hence, the procedure cannot be used in the analysis of a pure substance for which AOf is zero, and may require an unrealistically small time step in a practical solution.
The objective in this paper is to present an algorithm that is very simple and effective for the analysis of nonlinear temperature conditions with phase changes. In the procedure we use a fixed finite element mesh and relatively large time steps. Restrictions on the time step size and mesh configurations are greatly reduced by comparison with previously published methods, and no special conditions on the phase change temperature interval need be satisfied. Moreover, the procedure is easily implemented in conventional finite element computer programs for nonlinear heat transfer analysis.
In this paper we first summarize the governing equations to be solved and then present the details of our algorithm for solution. Finally, we give the results of some sample solutions that demonstrate the effectiveness of the proposed solution technique.
GOVERNING EQUATIONS, BOUNDARY AND INITIAL CONDITIONS
The equation of conservation of energy considered in this study may be written in a Cartesian space as where -aq,/ax, + q * = p~e 4, = -k,l ae/ax, (1) and 6 is the temperature, k,, are conductivity coefficients. The variables p, c and q B are the mass density, the specific heat and the rate of heat generation per unit volume, respectively. It should be noted that in equation (1) the thermal properties can be a function of position and temperature.
Considering a three-dimensional body, see Figure ( l), the following boundary conditions may be specified:
Specified temperature. The temperature can be prescribed at a specific surface of the body, Specified heat flux. The heat flow input may be prescribed at specific points or surfaces of (2) =qlnl denoted by So in Figure ( where q s is the heat flow input on surface S, and the ni are the components of a unit vector n normal to the surface S,.
Convection boundary conditions. Considering convection boundary conditions we have 4' = h (8, -8 " ) and h is the convection heat transfer coefficient, which may be temperature-dependent, and 8, and 8' are the environmental and surface temperatures, respectively.
Radiation boundary conditions.
Considering radiation boundary conditions we have where 8, is the temperature of the external radiation source and K is a radiative coefficient,
The variable h, is determined from the Stefan-Boltzmann constant, the emissivity of the radiant and absorbing materials and the geometric view factors. boundary conditions must be satisfied at the phase transition interface:
Phase change interfaces. In the case of a phase change (of a pure substance), the following
where Of, p, L are the phase change temperature, mass density and latent heat per unit mass of the material currently converted, and V is its volume. Equation ( 3 ) states that at the interface Sf separating the phases heat is liberated or absorbed at a rate proportional to the volumetric rate of conversion of the material, dV/dt, and that this heat must be balanced by the heat flow Aqs from the interface. In equation ( 3 ) the plus sign is for the case of liberation of heat (solidification) and the minus sign is for the case of absorption of heat (melting).
In addition to the boundary conditions the initial temperature distribution must be given in a transient analysis.
FINITE ELEMENT FORMULATION
For finite element analysis it is necessary to write the governing equations in integral form, and then develop an incremental step-by-step solution. In the following exposition, we use the notation and procedures already defined in References 13-15. We assume that the conditions at time t have been calculated, and that the temperatures are to be determined for the time t +At, where At is the time increment. Using the Galerkin procedure and implicit time integration the heat flow equilibrium equations for the three-dimensional body considered at time t + At are where the superscript t + A t denotes 'at time t + A t ' , S means 'arbitrary variation in the temperatures that satisfy the temperature boundary conditions', and, using conductivity principal co-ordinate directions,
In equation (4), S, and S, are the surface areas with convection and radiation boundary conditions, respectively, and r+ArQ is the 'virtual work of the external heat flow input to the system at time t + At'. The quantity t+ArQ includes the effects of surface heat flow inputs, q , internal heat generation, f+A'q B, temperature-dependent heat capacity, c, and latent heat effects, '+ArQI. Hence and the nodal point heat flow input vector is
where r + A f Q i t -l i is a result of the latent heat effects and is calculated as described in the following section.
The modified Newton-Raphson iteration in equation (6) has been used extensively without convergence difficulties, but the iteration may be accelerated using a full Newton or quasiNewton iteration. 16 Considering equation (6) with f + A t Q j r -l ) not included we note that these equilibrium relations are the usual equations solved in finite element analysis of nonlinear heat transfer. The equation can be solved effectively using the a-method of time
We discuss in the next section how t+ArQjl-'i is evaluated to include in a simple and effective manner the effects of phase changes when Euler backward integration (i.e. a = 1) is utilized.
EFFECT OF PHASE CHANGE
The essence of our procedure is to construct the latent heat flow vector in equation (8) using the enthalpy of the system r t A r r+Ar
Typical relationships between the enthalpy and temperature are shown schematically in Figure 2 . In our scheme, the heat flow due to latent heat at node k, r+ArQ('pl) [.k , is calculated by defining Ql,total,k to be total latent heat flow available at node k (where Ql,total,k is &/At integrated over the contributory nodal volume), 0;' to be the ith approximation to the total temperature increment at node k from ' 0 k to and considering pure substances and alloys as follows: where we sum over all iterations (and + is for solidification, while -is for melting) and it should be noted that the specific heat is assumed constant (as defined in Figure 2b The algorithm for alloy substances reduces to the algorithm for pure substances when A@ = 0. These constraints enforce nodal temperatures passing through the phase transition to reach a temperature consistent with the amount of latent heat liberated or absorbed. Our procedure is quite simply implemented using a diagonal heat capacity matrix (which uncouples the nodal enthalpies), a vector for accumulating latent heat liberated or absorbed, and a vector storing the total latent heat available at each node.
It should be noted that both the heat flow balance and enthalpy conditions are explicitly imposed in this formulation. The finite element mesh and time step size for a specific analysis can therefore largely be chosen by considering the accuracy predicted on the temperatures when phase changes are neglected. In particular, as noted in the sample solutions, the phase change front may advance over several elements in a single time step, and the phase front location is predicted accurately with a relatively coarse finite element mesh and relatively large time steps.
SAMPLE SOLUTIONS
We have incorporated our algorithm for predicting the propagation of a phase change front into the ADINAT computer program and analysed a variety of problems. In the following, 14 we present the solution of two test cases analysed previously by a number of researchers. In the first two analyses A@ = 0 which represents a physical condition not readily modelled with the algorithm of Morgan et aL8 In the third analysis A @ = 10°F. In all analyses the Euler backward time integration scheme ((Y = 1) and lumped heat capacity matrices were used.13
Solidification of a semi-infinite slab of liquid
The uniform infinite slab of liquid is considered initially at zero temperature as shown in In our analysis we used different finite element models and time steps. Figures 4 and 5 show the 8 and 32 element solutions, respectively, when using different time steps, At. It is noted that in all analyses the freezing front position is very accurately predicted, even with the 8-element model and the time step At = 1 sec. However, for an accurate prediction of the temperature, a finer finite element discretization and smaller time step At need be employed. The temperature oscillations obtained are similar to those observed in the analysis of wave propagation problems, and are due to the fact that all latent heat for the material lumped at a node must be released or absorbed before the nodal temperature is allowed to vary. We should also note that, in the analyses, the phase change front advanced over a number of elements per time step. 
Solidification of a corner region
The corner of a uniform infinite container carrying a liquid with initial temperature Oi and freezing temperature 6, is considered (see Figure 6) . At time t = O+, the temperature of the surface, OS, is reduced to a temperature lower than the freezing temperature and is maintained constant. The thermal conductivity, specific heat and density of the liquid and solid phases are assumed equal and constant. The solution for the temperature and the position of the This problem was analysed previously by Budhia and Krieth, 6 Comini et a1., 8 Morgan et ~1 .~ and Ichikawa and Kikuchi." Figures 7-10 give the solutions obtained. We note that the same basic observations regarding the performance of our algorithm are applicable as in the solution of the solidification of the slab of liquid (previous section). This problem is essentially identical to the problem described earlier and in Figure 3 , with the exception that the phase transition temperature interval is now 10°F. Two models were analysed using ADINAT; a model of eight equal elements with a time step At = 0.2 sec and a model of 32 equal elements with a time step At = 0.1 sec. The temperature response predicted at x = 1 in. into the slab using these models is shown in Figure 11 .
An analytical solution to this problem could not be established and, therefore, an alternative numerical solution based on the integration of the enthalpy as suggested by Atthey and by was performed. In this solution the basic equations used were '+A'H='H+'QAt-'K'8At ?+At 0 = f('+A'H) where the temperatures are obtained from the temperature-enthalpy relation (Figure 2 ). Figure 11 also shows the response predicted in this alternative numerical solution with 64 elements and a time step A t = 0*0001 sec. We observe that the results predicted with our algorithm in ADINAT using 32 elements and a time step At = 0.1 sec, are close to those obtained by integrztion of the enthalpy. .. .
CONCLUSIONS
A simple and effective procedure for the analysis of nonlinear transient thermal problems including phase change effects has been presented. The procedure is based on iterating with both the enthalpy and the heat flow in the phase transition region. The method allows the use of a relatively coarse finite element mesh and relatively large time steps, and allows the use of a phase transition temperature interval of zero, for a pure substance, or greater than zero for an alloy. Our current experience with the algorithm indicates that the finite element mesh and time step size for a specific analysis including phase changes can largely be the same as those used in the analysis of the problem neglecting phase change effects. However, a detailed theoretical analysis of the algorithm would be very valuable. The procedure is readily incorporated into existing finite element computer programs for nonlinear heat transfer analysis.
