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Abstract
This article extends results contained in Buzzi et al. (2006) [4], Llibre et al. (2007, 2008) [12,13] con-
cerning the dynamics of non-smooth systems. In those papers a piecewise Ck discontinuous vector field
Z on Rn is considered when the discontinuities are concentrated on a codimension one submanifold. In
this paper our aim is to study the dynamics of a discontinuous system when its discontinuity set belongs
to a general class of algebraic sets. In order to do this we first consider F :U → R a polynomial function
defined on the open subset U ⊂ Rn. The set F−1(0) divides U into subdomains U1,U2, . . . ,Uk , with bor-
der F−1(0). These subdomains provide a Whitney stratification on U . We consider Zi :Ui → Rn smooth
vector fields and we get Z = (Z1, . . . ,Zk) a discontinuous vector field with discontinuities in F−1(0). Our
approach combines several techniques such as ε-regularization process, blowing-up method and singular
perturbation theory. Recall that an approximation of a discontinuous vector field Z by a one parameter fam-
ily of continuous vector fields is called an ε-regularization of Z (see Sotomayor and Teixeira, 1996 [18];
Llibre and Teixeira, 1997 [15]). Systems as discussed in this paper turn out to be relevant for problems in
control theory (Minorsky, 1969 [16]), in systems with hysteresis (Seidman, 2006 [17]) and in mechanical
systems with impacts (di Bernardo et al., 2008 [5]).
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There is a well-developed qualitative/geometric approach to smooth dynamical systems. How-
ever one can find important examples in electrical circuits which have switches, in mechanical
devices in which components collide into each other, in problems with friction, sliding or squeal-
ing, in many control systems and models in the social and financial sciences where continuous
change can trigger discrete actions. See for instance [5].
Many authors have contributed to the understanding of the behavior of non-smooth dynamical
systems around typical singularities. See for example [21,10,11,8].
Consider Ui ⊂Rn open sets with non-empty interior satisfying Ui ∩ Uj = ∅ for i = j . A finite
set of smooth vector fields x → Zi(x), x ∈ U i , defines a piecewise-smooth vector field on an
n-dimensional manifold M =⋃U i . We denote
(Z1, . . . ,Zk) ∈ Ω(U1, . . . ,Uk, n).
The set Mij = U i ∩ U j is the boundary that separates regions of phase space where different
smooth maps may apply. We assume that Z can be multivalued on Mij . We assume that these
boundaries be algebraic varieties. More specifically we assume that there exists a polynomial
function F such that F−1(0) =⋃i =j Mij is the discontinuity set of Z.
Definition 1.1. Any p ∈ F−1(0) is called a b-point of Z. We say that p is a simple b-point of Z
if p is a regular point of F , that is
∇F(p) =
(
∂F
∂x1
(p), . . . ,
∂F
∂xn
(p)
)
= (0, . . . ,0).
Observe that if p is a simple b-point then there exists an open set V  p such that F−1(0)∩ V
is an (n− 1)-dimensional manifold.
The switching set is defined by S = F−1(0). Denote Σ ⊂ S the set of non-simple b-points of
S and Σ0 = S \Σ the set of simple b-points of S . When p ∈ Σ0 ∩Mij , there are many possible
choices for the value of the map at p.
1.1. Filippov convention
Let F : U → R be a C1 function defined on an open set U ⊂ Rn and having 0 as a reg-
ular value. The function F implicitly defines a common boundary Mij of two components
F−1(0,∞) = Ui and F−1(−∞,0) = Uj . Consider p ∈ Mij (so F(p) = 0) and V a small neigh-
borhood of p ∈Rn.
Here we use the notation ZiF = ∇F · Zi. Following the terminology in [18], the following
regions in V are classified as:
• Sliding region: Ssl = {q ∈ S ∩ V : ZiF (q) < 0, ZjF (q) > 0} ⊂ Σ0. In this case any orbit
which meets Ssl remains tangent to Σ0 for positive time. This region is the part of Σ0 on
which Zi and Zj point inward to Σ0.
• Escaping region: Ses = {q ∈ S ∩ V : ZiF (q) > 0, ZjF (q) < 0} ⊂ Σ0. In this case any orbit
which meets Ses remains tangent to Σ0 for negative time.
• Sewing region: Ssw = {q ∈ S ∩ V : (ZiF (q)).(ZjF (q)) > 0} ⊂ Σ0. In general a point in
phase space which moves on an orbit of Z in V and reaches a point in Ssw crosses Mij .
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sliding vector field.
Definition 1.2. The sliding vector field associated with Z = (Zi,Zj ) is the vector field Zsij tan-
gent to Σ0 and defined at q ∈ Ssl by
Zsij (q) = λZi(q)+ (1 − λ)Zj (q),
with λ ∈ [0,1].
It is clear that if q ∈ Ses then q ∈ Ssl for −Z = (−Zi,−Zj ). We can define the escaping
vector field on Σ0 by Zeij = −(−Zij )s . Here we use in both cases the notation ZSij .
We emphasize that on F−1(0) some distinguished points can arise. They are the b-singu-
larities and they are defined as follows:
(a) b0-singularity: p ∈ Σ0 ∩ Sij and belongs to the tangency set of Zij = (Zi,Zj );
(b) bdeg-singularity: p ∈ Σ and belongs to the boundary of the tangency set of some Zij =
(Zi,Zj ).
The boundary between the regions is the locus of points where the vector field is tangent to
Σ0 and the flow grazes the switching set, i.e. the surface where the discontinuities occur.
Given Z = (Z1, . . . ,Zk) ∈ Ω(U1, . . . ,Uk, n), a number of natural questions can be formu-
lated, such as:
• Can the sliding flow in Σ0 be continued until Σ?
• What can be said about the existence of minimal sets for smooth systems near Z?
• What is the characterization of Kupka–Smale systems in Ω(U1, . . . ,Uk, n)?
1.2. The regularization method of Sotomayor and Teixeira
Sotomayor and Teixeira in [18] introduced a regularization process to study discontinuous
vector fields. Using this process we get a one parameter family of smooth vector fields Zε . For
each fixed ε > 0, Zε is equal to Z1 at all points of U1 whose distance to F−1(0) is bigger than
ε and Zε is equal to Z2 at all points of U2 whose distance to F−1(0) is bigger than ε. Assume
that F−1(0) is represented, locally around a point p, by the function F(x1, . . . , xn) = x1. Denote
the vector fields Z1 and Z2 by Z1 = (f1, . . . , fn) and Z2 = (g1, . . . , gn). The trajectories of the
regularized vector field Zε are the solutions of the differential system
x˙i = fi + gi2 + ϕ
(
x1
ε
)
fi − gi
2
; i = 1, . . . , n; ε˙ = 0 (1)
where ϕ :R→ R is a C1 function satisfying ϕ′(s) > 0 for s ∈ (−1,1), ϕ(s) = 1 if s > 1 and
ϕ(s) = −1 if s < −1.
1.3. GSP-theory
A singular perturbation problem is a study of the phase portrait of a differential system x˙ =
Xε(x) with x ∈ R and ε ∼ 0, near a continuum of zeroes of X0(x). The continua can be lines,
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centermanifolds and the reduction principle to central behavior in the neighborhood of compact
pieces of normally hyperbolic regular manifolds of zeroes.
Geometric singular perturbation theory (GSP-theory) is an important tool in the field of con-
tinuous dynamical systems. Needless to say that in this area very good surveys are available (refer
to [6,7,9]). In general the singular perturbation problems are expressed in the Fenichel normal
form. More specifically for (x, y) ∈ Rn+m and f , g smooth functions we deal with equations
that may be written in the form
x′ = f (x, y, ε), y′ = εg(x, y, ε), x = x(τ), y = y(τ). (2)
The main trick in the GSP-theory consists in considering the family (2) in addition with the
family (3) obtained after the time rescaling t = ετ :
εx˙ = f (x, y, ε), y˙ = g(x, y, ε), x = x(t), y = y(t). (3)
Eq. (2) is called the fast system and (3) the slow system. Observe that for ε > 0 the phase
portraits of fast and slow systems coincide. For ε > 0, let M be the set of all singular points of
(2). We call M the critical set of the singular perturbation problem and it is important to notice
that Eq. (3) defines a dynamical system, on M, called the reduced problem.
Combining results on the dynamics of these two limiting problems one obtains information
on the dynamics for small values of ε. In fact, such techniques can be exploited to formally
construct approximated solutions, on pieces of curves which satisfy some limiting version of the
original equation as ε goes to zero.
1.4. Setting the problem and rough description of the main results
Our main goal is to discuss the interplay between non-smooth systems and singular pertur-
bation. The regularization process makes possible to rely both theories (see [13,15–17]). The
basic objective behind these methods is the ability to perform a systematic analysis of the phase
portrait of non-smooth systems. Recently, the connection between the regularization process of
non-smooth vector fields and the singular perturbation problems was investigated. We point out
that in this case all b-points were of simple kind. Summarizing, in what follows we give a rough
overall description of the main results of the paper. The precise statements are given in Section 3.
Step 1. Let F : U →R be a C1 function defined on an open set U ⊂Rn and having 0 as a regular
value. Suppose that F−1(0) is a common boundary S of two open sets U1 and U2. Let Z =
(Z1,Z2) ∈ Ω(U1,U2, n) be a non-smooth vector field with S = F−1(0) as its discontinuity set.
Consider p ∈ S . First of all we regularize Z on an open set V  p. Consider the set composed by
the union of U1 ∩V , U2 ∩V and Ŝ = {(ψ,η): ψ ∈ (0,π), η ∈ S ∩V}. The set {(0, η): η ∈ S ∩V}
has two distinct copies: {(0, η): η ∈ S ∩ V} and {(π,η): η ∈ S ∩ V}.
The blow-up process induces a smooth vector field on Ŝ whose trajectories are the solutions
of a singular perturbation problem described by
ψ ′ = α(r,ψ,η), η′ = rβ(r,ψ,η), (4)
with r  0, ψ ∈ (0,π), η ∈ S ∩ V and α and β of class Cκ.
448 C.A. Buzzi et al. / Bull. Sci. math. 136 (2012) 444–462Fig. 1. Level ε = 0 of the regularized vector field. The semi-cylinder represents the blowing up locus and the flows with
simple arrow and with double arrow represent the slow and the fast system, respectively. The slow dynamics on the
critical set (red curve) is topologically equivalent to the dynamics of the sliding vector field. (For interpretation of colors
in this figure, the reader is referred to the web version of this article.)
First result (Generic b-point).
• The sliding region (Ssl ∪ Ses) ⊂ S ∩ V is homeomorphic to the critical set {α(0,ψ,η) = 0}.
• The sliding vector field XS is topologically equivalent to the slow flow (0, η′) = (α(0,ψ,η),
β(0,ψ,η)).
• If p ∈ Ssw then the flow of X on p is locally topologically equivalent to the fast flow
(ψ ′, η′) = (α(0,ψ,η),0).
See Theorem 3.1(a) and Fig. 1.
For p ∈ ∂(Ssl ∪Ses) we refer to [12] for a detailed analysis of the cases fold-regular, fold-fold
and cusp-regular.
Step 2. Next step is to answer the following question: How can we regularize a discontinuous
vector field which has discontinuous set S = F−1(0) with 0 ∈R a critical value?
Assume that F−1(0) is represented, locally around a point p, by the function F(x1, . . . , xn) =
x1x2. Let Z = (Z1, . . . ,Z4) be a discontinuous vector field having discontinuities on F−1(0).
Denote by Si = {xi = 0}, i = 1,2. For each p ∈ S1 ∩ S2 there exists V ⊆ Rn with p ∈ V such
that the polar blow-up x1 = r cos θ , x2 = r sin θ maps V into W ⊂ S1 ×R+ ×Rn−2. In this case
we have:
Second result (Codimension one b-point). The blow-up induces a discontinuous vector field
Z = (Z1, . . . ,Z4) on W having only simple b-points. See Theorem 3.1(b). See Fig. 2.
Step 3. Assume now that F−1(0) is represented, locally around a point p, by the function
F(x1, . . . , xn) = x1x2x3. Let Z = (Z1, . . . ,Z8) be a discontinuous vector field having discon-
tinuities on F−1(0). Denote by Si = {xi = 0}, i = 1,2,3. For each p ∈ S1 ∩ S2 ∩ S3 there
exists V ⊆Rn with p ∈ V such that the spherical blow-up x1 = r sin θ1 cos θ2, x2 = r sin θ1 sin θ2,
x3 = r cos θ1 maps V into W ⊂ S2 ×R+ ×Rn−3.
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Third result (Codimension two b-point). The blow-up induces a discontinuous vector field Z =
(Z1, . . . ,Z8) on W having only simple and codimension one b-points (see Definition 3.1). See
Theorem 3.2.
Let V be a small neighborhood of a b-singularity and C be any small connected component
of the sliding region. We emphasize that our theorems enable us to prove that is possible to build
a singular perturbation problem satisfying that the sliding vector field is topologically equivalent
to the slow flow. The proof of this claim becomes the standard one.
The local behavior around a typical singularity of planar non-smooth systems is studied in [4].
Problems in dimension three are presented in [12]. Typical codimension one singularities were
considered in [14] together with an interaction between non-smooth systems and the geometric
singular perturbation theory. See also [19] and [20] for more precise statements.
Although we present a deep analysis of a restricted class of non-smooth dynamical systems
we should insist on the method which is applicable to many more systems. In fact this work is
in a general program for well understanding the dynamics of discontinuous vector fields around
typical singularities when the discontinuity set is located on general algebraic varieties. More
precisely, we present here a general mechanism whose main purpose is: can we associate to a
given non-smooth dynamical system Z a singular perturbation problem H(z) in such a way the
sliding vector field of Z is orbitally equivalent to the slow flow of H(Z)?
2. Examples
Many models of non-smooth systems where discontinuities are located on algebraic varieties
are available (see [1–3]). We illustrate our setting by firstly presenting a simplified model of a
one parameter family of non-smooth vector fields Xλ, such that for all positive values of λ, Xλ
has a homoclinic orbit.
Example 1. Consider the vector field X4 given by X4(x, y) = (−y,−x+x2). It is a Hamiltonian
vector field with Hamiltonian H(x,y) = x22 − y
2
2 − x
3
3 . It has two singular points: (0,0) is a
saddle and (1,0) is a center. It is easy to see that the unstable manifold of (0,0) in the region
{(x, y); x > 0, y < 0} hits the x-axis at the point ( 32 ,0). Now consider the vector field X2 in the
region {(x, y); x < 0, y > 0} having a fold point at (0, λ), with λ > 0. The vector field X2 is
given by X2(x, y) = (λ− y,−1). Observe that the same orbit passes through (0,0) and (0,2λ).
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In the region {(x, y); x > 0, y > 0}, consider the constant vector field X1(x, y) = (−1,2λ).
Observe that the orbit that departs from ( 32 ,0) hits the y-axis at the point (0,3λ). In the region{(x, y); x < 0, y < 0} we consider the vector field X3(x, y) = (1,−x). See Fig. 3. In another
words we consider the discontinuous vector field Xλ = (X1, . . . ,X4) ∈ Ω(U1, . . . ,U4,2) where
X1(x, y) = (−1,2λ), U1 =
{
(x, y); x > 0, y > 0},
X2(x, y) = (λ− y,−1), U2 =
{
(x, y); x < 0, y > 0},
X3(x, y) = (1,−x), U3 =
{
(x, y); x < 0, y < 0},
X4(x, y) =
(−y,−x + x2), U4 = {(x, y); x > 0, y < 0}.
For each λ, the discontinuous vector field Xλ has a codimension one b-point (see Defi-
nition 3.1, Section 3) on Σ1 = {(0,0)} and it has simple b-points on Σ0 = Σ+,0 ∪ Σ0,+ ∪
Σ−,0 ∪ Σ0,− where Σ+,0 = {(x,0); x > 0}, Σ0,+ = {(0, y); y > 0}, Σ−,0 = {(x,0); x < 0}
and Σ0,− = {(0, y); y < 0}.
As before, consider ϕ :R→ R a C1 function satisfying ϕ′(s) > 0 for s ∈ (−1,1), ϕ(s) = 1
if s > 1 and ϕ(s) = −1 if s < −1. Around Σ0,+ we apply the regularization Xε = X1+X22 +
ϕ(x
ε
)X1−X22 . We transform this system into a singular perturbation problem by considering x =
η cosψ , ε = η sinψ , with η 0 and ψ ∈ [0,π]. We get
ηψ˙ = − sinψ ·
(
λ− y − 1
2
+ ϕ(cotψ)y − λ− 1
2
)
,
y˙ = 2λ− 1
2
+ ϕ(cotψ)
(
2λ+ 1
2
)
,
where η ∈ R+,ψ ∈ [0,π], y ∈ R+. The critical set is defined by y = λ + ϕ(cotψ)+1
ϕ(cotψ)−1 , which
connects the points (ψ,y) = (ψ0,0) and (ψ,y) = (π,λ) where ψ0 satisfies ϕ(cotψ0) = λ−1λ+1 .
Around Σ0,− we apply the regularization Xε = X4+X32 + ϕ(xε )X4−X32 and get the singular per-
turbation problem
ηψ˙ = − sinψ ·
(−y + 1
2
+ ϕ(cotψ)−y − 1
2
)
,
y˙ = −2η cosψ + η
2 cos2 ψ
2
+ ϕ(cotψ)
(
η2 cos2 ψ
2
)
.
We emphasize here that the above system has exactly the expected form of a singular perturbation
problem like in Eq. (3).
C.A. Buzzi et al. / Bull. Sci. math. 136 (2012) 444–462 451Observe that for y  0 we have | y−1
y+1 |  1 and in this case the critical set is empty. Around
Σ+,0 we apply the regularization Xε = X1+X42 + ϕ(yε )X1−X42 and get the singular perturbation
problem
ηψ˙ = − sinψ ·
(
2λ+ x2 − x
2
+ ϕ(cotψ)2λ+ x − x
2
2
)
,
x˙ = −1 − η cosψ
2
+ ϕ(cotψ)
(−1 + η cosψ
2
)
.
The critical sets are given by (2λ+ x2 − x)+ ϕ(cotψ)(2λ+ x − x2) = 0. For λ = 0 the critical
set is a curve that connects (ψ,x) = (π,0) and (ψ,x) = (π,1). Around Σ−,0 we apply the
regularization Xε = X2+X32 + ϕ(yε )X2−X32 and get the singular perturbation problem
ηψ˙ = − sinψ ·
(−1 − x
2
+ ϕ(cotψ)−1 + x
2
)
,
x˙ = λ− η cosψ + 1
2
+ ϕ(cotψ)
(
λ− η cosψ − 1
2
)
.
The critical set is given by ϕ(cotψ) = 1+x−1+x . For λ = 0 the critical set is a curve that connects
(ψ,x) = (0,−∞) and (ψ,x) = (π,0).
At (0,0) we consider the map φ :S1 × R+ → R2 given by φ(θ, r) = (r cos θ, r sin θ). The
vector field Xλ = (X1, . . . ,X4) ∈ Ω(φ−1(U1), . . . , φ−1(U4), 2), induced by φ on S1 ×R+ has
only simple b-points. For r = 0 the dynamics is given by
• θ˙ = sin θ + 2λ cos θ on 0 < θ < π2 ,
• θ˙ = −λ sin θ − cos θ on π2 < θ < π,
• θ˙ = − sin θ on π < θ < 3π2 , and
• θ˙ = sin2 θ − cos2 θ on 3π2 < θ < 2π.
It is not hard to recognize that the regularized system Xλ has a homoclinic orbit γ 1 at the
point pλ = (θ, r) = ( 7π2 ,0).
Example 2. We consider the discontinuous vector field X = (X1, . . . ,X4) ∈ Ω(U1, . . . ,U4,3)
where
X1(x, y, z) = (−1,2, x), U1 = {(x, y, z); y > 0, z > 0},
X2(x, y, z) = (0,1,−1), U2 = {(x, y, z); y < 0, z > 0},
X3(x, y, z) = (0,1,1), U3 = {(x, y, z); y < 0, z < 0},
X4(x, y, z) =
(
1
2
,−1
2
,
x − y
2
)
, U4 = {(x, y, z); y > 0, z < 0}.
The discontinuous vector field X has codimension one b-point (see Definition 3.1) on
Σ1 = {(x,0,0)} and it has simple b-points on Σ0 = Σ+,0 ∪ Σ0,+ ∪ Σ−,0 ∪ Σ0,− where
Σ+,0 = {(x, y,0); y > 0}, Σ0,+ = {(x,0, z); z > 0}, Σ−,0 = {(x, y,0); y < 0} and Σ0,− =
{(x,0, z); z < 0}. We apply the regularization:
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Fig. 5. Slow–fast systems after the regularizations between X1 and X2 (left), X2 and X3 (center) and between X3 and
X4 (right).
• Xε = X1+X22 + ϕ( zε )X1−X22 , around Σ0,+;
• Xε = X4+X32 + ϕ(yε )X4−X32 , around Σ0,−;
• Xε = X1+X42 + ϕ( zε )X1−X42 , around Σ+,0;
• Xε = X2+X32 + ϕ( zε )X2−X32 , around Σ−,0.
At (x,0,0) we consider the map φ :S1 × R+ × R → R3 given by φ(θ, r, x) =
(x, r cos θ, r sin θ). The vector field X = (X1, . . . ,X4) ∈ Ω(φ−1(U1), . . . , φ−1(U4), 2), induced
by φ on S1 ×R+ ×R has only simple b-points. The dynamics of such vector fields are illustrated
in Figs. 4, 5 and 6. For r = 0 the dynamics is given by
• θ˙ = 2 sin θ + x cos θ, x˙ = −1 on 0 < θ < π2 ,
• θ˙ = − sin θ − cos θ, x˙ = 0 on π2 < θ < π,
• θ˙ = − sin θ + cos θ, x˙ = 0 on π < θ < 3π2 , and
• θ˙ = − sin θ2 + x cos θ2 , x˙ = 12 on 3π2 < θ < 2π.
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3. Statement of the main results
Let Z = (Z1, . . . ,Zk) ∈ Ω(U1, . . . ,Uk, n) be a discontinuous vector field and F :Rn →R. As
before we consider S = F−1(0) = Σ0 ∪ Σ where Σ0 = S − Σ . We will stratify the set of non-
simple b-points Σ . Assume that F is given by F(x) = F1(x) . . . Fk(x), and S = S1 ∪ · · · ∪ Sk
with Si = F−1i (0). Assume that ∇Fi(p) = 0 for all p ∈ Si.
Since ∇F(p) = ∑i=ki=1 F1(p) . . .Fi−1(p).∇Fi(p).Fi+1(p) . . . Fk(p), if p ∈ Si ∩ Sj , i = j,
then ∇F(p) = 0.
Definition 3.1. We say that p ∈ Σ is a b-point of codimension  if
 = (n− 1)− dim
( ⋂
i∈{1,...,k},p∈Si
TpSi
)
.
If p ∈ Σ is a b-point of codimension  then we denote p ∈ Σ. Thus S = Σ0 ∪ Σ1 ∪ · · · ∪
Σn−1. The collection of manifolds Rn ⊃ Σ0 ⊃ · · · ⊃ Σn−1 determines a Whitney stratification
of Rn according to [22].
Let U ⊆ Rn, n  2, be an open set with 0 ∈ Σ1 ∩ U . We can choose local coordinates such
that S = F−1(0) where F : U → R is the polynomial function given by F(x1, . . . , xn) = (x2 −
a1x1) . . . (x2 − akx1) and ai = tan θi , 0 θ1 < · · · < θk < π, i = 1, . . . k.
Denote S = F−1(0) = S1 ∪ · · · ∪ Sk where Si are hyperplanes on U with Σ1 = S1 ∩ · · · ∩
Sk = {(0,0, x); x ∈ Rn−2} and Σ0 = (S1 ∪ · · · ∪ Sk) − Σ1. The collection of manifolds Rn ⊃
Σ0 ⊃ Σ1 determines a Whitney stratification of Rn according to [22]. The hyperplanes are in
general position, that is if i = j then Si ∩ Sj is an (n − 2)-dimensional submanifold. Around
0 ∈ U we have that S = S1 ∪ · · · ∪ Sk separates U into 2k open semi-cones: U1, . . . ,U2k.
Let us assume that k = 3 and consider local coordinates (x1, x2, . . . , xn) such that S =
F−1(0) = S1 ∪ S2 ∪ S3 with
• S1 = {(x1,0, x); x ∈Rn−2};
• S2 = {(x1, tan(θ1)x1, x); x ∈Rn−2};
• S3 = {(x1, tan(θ2)x1, x); x ∈Rn−2}
where 0 < θ1 < θ2 < π.
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Theorem 3.1 (Codimension 1). Let Z = (Z1, . . . ,Z6) ∈ Ω(U1, . . . ,U6, n) be a discontinuous
vector field having codimension one b-points on Σ1 = S1 ∩ S2 ∩ S3 and with simple b-points
on (S1 ∪ S2 ∪ S3) − Σ1. Consider the map φ :S1 × R+ × Rn−2 → Rn given by φ(θ, r, x) =
(r cos θ, r sin θ, x). Then the vector field Z = (Z1, . . . ,Z6) ∈ Ω(φ−1(U1), . . . , φ−1(U6), n), in-
duced by φ on S1 ×R+ ×Rn−2, has only simple b-points.
(a) For each φ−1(Si − Σ1), i = 1,2,3, there exists a singular perturbation problem
(ηψ ′, r ′, x′) = αi(η,ψ, r, x), where η ∈ R+, ψ ∈ [0,π], r ∈ R+, x ∈ Rn−2, αi =
(αi1, . . . , α
i
n), such that the sliding region is homeomorphic to the critical set. Besides the
sliding vector field Zφ−1(Si ) is topologically equivalent to the reduced problem (0, r ′, x′) =
αi(0,ψ, r, x) and the flow of Z on flow boxes around p ∈ Ssw is topologically equivalent to
the fast system (ψ ′, r ′, x′) = (αi1,0, . . . ,0).
(b) On {(θ,0, x) ∈ S1 × R × Rn−2; 0 < θ < θ2} we have a discontinuous vector field Z0 =
(Z01,Z
0
2) ∈ Ω(V1,V2, n − 1) where V1 = {(θ,0, x); 0 < θ < θ1}, V2 = {(θ,0, x); θ1 <
θ < θ2} and the equations Z0i : (θ ′, x′) = γ i,0(θ, x), γ i,0 = (γ i,01 , . . . , γ i,0n−1). There exists
a singular perturbation problem (ηψ ′, x′) = β(η,ψ,x), with η ∈R+, ψ ∈ [0,π], x ∈Rn−1
and β = (β1, . . . , βn−1), such that the sliding region is homeomorphic to the critical set.
Besides the sliding vector field Z0φ−1(Σ) is topologically equivalent to the reduced prob-
lem (0, x′) = β(0,ψ, x) and the flow of Z0 on flow boxes around p ∈ Ssw is topologically
equivalent to the fast system (ψ ′, x′) = (β1,0, . . . ,0).
Now consider U ⊆Rn, n 3, an open set with 0 ∈ Σ2 ∩ U . We can choose local coordinates
such that S = F−1(0) where F : U → R is the polynomial function given by F(x1, . . . , xn) =
x1x2x3. Denote S = F−1(0) = S1 ∪ S2 ∪ S3 where Si = {xi = 0} are hyperplanes on U with
Σ2 = S1 ∩ S1 ∩ S3 = {(0,0,0, x); x ∈ Rn−3}. We have that S separates U into 8 open cones:
U1, . . . ,U8. Our second result is the following.
Theorem 3.2 (Codimension 2). Let Z = (Z1, . . . ,Z8) ∈ Ω(U1, . . . ,U8, n) be a discontinuous
vector field such that it has
• codimension two b-points in Σ2 = S1 ∩ S2 ∩ S3;
• codimension one b-points in Σ1 = Σ12 ∪Σ13 ∪Σ23, where Σij = (Si ∩ Sj ) \Σ2;
• simple b-points in Σ0 = S \ (Σ1 ∪Σ2).
Consider the map φ :S2 ×R+ ×Rn−3 → Rn given by φ(θ1, θ2, r, x4, . . . , xn) = (r sin θ1 cos θ2,
r sin θ1 sin θ2, r cos θ1, x4, . . . , xn). Then the vector field Z = (Z1, . . . ,Z8) ∈ Ω(φ−1(U1), . . . ,
φ−1(U8), n), induced by φ on S2 ×R+ ×Rn−3, has only simple and codimension one b-points.
Remark 1. We can generalize the two previous results for any codimension k case by just con-
sidering the map φ :Sk ×R+ ×Rn−(k+1) →Rn given by
(θ1, . . . , θk, r, xk+2, . . . , xn)
→ (r sin θ1 . . . sin θk, . . . , r sin θ1 sin θ2 cos θ3, r sin θ1 cos θ2, r cos θ1, xk+2, . . . , xn).
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In this section we prove Theorem 3.1.
Let Z = (Z1, . . . ,Z6) ∈ Ω(U1, . . . ,U6, n) be a discontinuous vector field on U1 ∪ · · · ∪ U6.
We assume that the discontinuous set is given by F−1(0) = S1 ∪ S2 ∪ S3 with F(x1, . . . , xn) =
x2.(x2−ax1).(x2−bx1) where a = tan θ1, b = tan θ2 with 0 < θ1 < θ2 < π. Moreover we assume
that Z = 0 on F−1(0). In fact, if it is not true we consider ρ :Rn → R with ρ(q) being the
distance between q and F−1(0). Thus Ẑ, the vector field given by Ẑ(q) = ρ(q)Z(q), has the
same phase portrait of Z and satisfies Ẑ = 0 on F−1(0).
Consider the map φ :S1 ×R+ ×Rn−2 →Rn given by
(θ, r, x3, . . . , xn) → (r cos θ, r sin θ, x3, . . . , xn).
We denote Zi(x1, . . . , xn) = (fi1(x1, . . . , xn), . . . , fin(x1, . . . , xn)), i = 1, . . . ,6. The trajec-
tories of Zi are given by the solutions of the differential system
x′1 = fi1(x1, . . . , xn), . . . , x′n = fin(x1, . . . , xn).
The trajectories of the φ induced vector field Z = (Z1, . . . ,Z6) on S1 ×R+ ×Rn−2 are the
solutions of
θ ′ = 1
r
(cos θfi2 − sin θfi1),
r ′ = cos θfi1 + sin θfi2,
x′3 = fi3,
. . .
x′n = fin, (5)
where the functions fik , i = 1, . . . ,6, k = 1, . . . , n, are fik(r cos θ, r sin θ, x3, . . . , xn). Since
we can assume that Zi(x) = 0 for all x ∈ Σ , the system above on S1 × {0} ×Rn−2 becomes
θ ′ = cos θf i2 − sin θf i1, . . . , x′n = fin,
where f ik = limr→0 fikr , for k = 1,2.
First of all we prove that the b-points of Z are simple. We have that φ−1(S1 ∪ S2 ∪ S3) =
φ−1(F−1(0)) = (F ◦ φ)−1(0). For r > 0 we have that φ′(θ, r, x3, . . . , xn) is an isomorphism. It
implies that ∇(F ◦ φ) = 0 on (F ◦ φ)−1(0)∩ {r > 0}.
For r = 0 we have
φ−1(S1 ∩ S2 ∩ S3) = {r = θ = 0} ∪ {r = 0, θ = θ1} ∪ {r = 0, θ = θ2}
∪ {r = 0, θ = π} ∪ {r = 0, θ = θ1 + π}
∪ {r = 0, θ = θ2 + π}.
We have that φ−1(S1 ∩ S2 ∩ S3) = G−1(0) with G(θ, r, x3, . . . , xn) = θ(θ − θ1)(θ − θ2)(θ −
π)(θ − (θ1 + π))(θ − (θ2 + π)). Besides it is easy to see that ∇G(θ,0, x2, . . . , xn) = 0 on
G−1(0).
To prove (a) we assume, for instance, i = 2. Thus φ−1(S2 −Σ1) contains the common bound-
ary of φ−1(U1) and φ−1(U2). This boundary is given by θ = θ1. In order to simplify our notation
we consider θ = θ − θ1 but keeping the notation θ .
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Z1 = (g1, . . . , gn) = (cos θf 12 − sin θf 11, cos θf 11 + sin θf 12, f13, . . . , f1n);
and
Z2 = (h1, . . . , hn) = (cos θf 22 − sin θf 21, cos θf 21 + sin θf 22, f23, . . . , f2n).
We apply the regularization process and thus the trajectories of the regularized vector field are
the solutions of the differential system
θ ′ = h1 + g1
2
+ ϕ
(
θ
ε
)
h1 − g1
2
,
r ′ = h2 + g2
2
+ ϕ
(
θ
ε
)
h2 − g2
2
,
x′3 =
h3 + g3
2
+ ϕ
(
θ
ε
)
h3 − g3
2
,
. . .
x′n =
hn + gn
2
+ ϕ
(
θ
ε
)
hn − gn
2
. (6)
Next we consider the polar blow-up coordinates given by θ = η cosψ and ε = η sinψ, with
η 0 and ψ ∈ [0,π]. Using these coordinates the parameter value ε = 0 is represented by η = 0
and the blow-up induces the vector field on [0,π] × φ−1(S2) given by
ψ ′ = − sinψ
(
h1 + g1
2
+ ϕ(cotψ)h1 − g1
2
)
,
r ′ = η
(
h2 + g2
2
+ ϕ(cotψ)h2 − g2
2
)
,
x′i = η
(
hi + gi
2
+ ϕ(cotψ)hi − gi
2
)
, i = 3, . . . , n. (7)
Using the time rescaling t = ητ we get
ηψ˙ = − sinψ
(
h1 + g1
2
+ ϕ(cotψ)h1 − g1
2
)
,
r˙ =
(
h2 + g2
2
+ ϕ(cotψ)h2 − g2
2
)
,
x˙i =
(
hi + gi
2
+ ϕ(cotψ)hi − gi
2
)
, i = 3, . . . , n. (8)
Denote
ak(η,ψ, r, x3, . . . , xn) = hk(η cosψ, r, x3, . . . , xn)+ gk(η cosψ, r, x3, . . . , xn)2
and
bk(η,ψ, r, x3, . . . , xn) = hk(η cosψ, r, x3, . . . , xn)− gk(η cosψ, r, x3, . . . , xn)2 .
Take
α2(η,ψ, r, x) = (− sinψ[a1 + ϕ(cotψ)b1], [a2 + ϕ(cotψ)b2], [a + ϕ(cotψ)b]),
where a = (a3, . . . , an), b = (b3, . . . , bn).
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0 = − sinψ[a1(0,ψ, r, x3, . . . , xn)+ ϕ(cotψ)b1(0,ψ, r, x3, . . . , xn)],
r˙ =
(
h2 + g2
2
+ ϕ(cotψ)h2 − g2
2
)
,
x˙i =
(
hi + gi
2
+ ϕ(cotψ)hi − gi
2
)
, i = 3, . . . , n. (9)
The critical set for ψ ∈ (0,π) is determined by the equation
a1(0,ψ, r, x3, . . . , xn)+ ϕ(cotψ)b1(0,ψ, r, x3, . . . , xn) = 0. (10)
Let us note
b1(0,ψ, r, x3, . . . , xn) = 0 ⇔ h1(0, r, x3, . . . , xn) = g1(0, r, x3, . . . , xn).
We have b1(0,ψ, r, x3, . . . , xn) = 0 on the sliding region. Moreover
a1(0,ψ, r, x3, . . . , xn)
b1(0,ψ, r, x3, . . . , xn)
= h1(0,ψ, r, x3, . . . , xn)+ g1(0,ψ, r, x3, . . . , xn)
h1(0,ψ, r, x3, . . . , xn)− g1(0,ψ, r, x3, . . . , xn)
implies −1− a1(0,ψ,r,x3,...,xn)
b1(0,ψ,r,x3,...,xn)  1, for all (0,ψ, r, x3, . . . , xn) on the sliding region. Since (ϕ ◦
cot)−1 is increasing on (−1,1), the equation a1(0,ψ, r, x3, . . . , xn) + ϕ(cotψ)b1(0,ψ, r, x3,
. . . , xn) = 0 defines a continuous function.
According with the definition of Zφ
−1(S2)
2 we have that Z
φ−1(S2)
2 = Z1 +λ(Z2 −Z1) with λ ∈
R satisfying Z1(θ, r, x3, . . . , xn) + λ(Z2 − Z1)(θ, r, x3, . . . , xn) = (0, y2, . . . , yn) for some yi ,
i = 2, . . . , n. Thus it is easy to see that the Zφ−1(S2)2 is given by
Z
φ−1(S2)
2 =
(
0,
h1g2 − h2g1
h1 − g1 , . . . ,
h1gn − hng1
h1 − g1
)
. (11)
The reduced problem is represented by
x˙i = hi + gi2 + ϕ(cotψ)
hi − gi
2
, i = 2, . . . , n,
under the restriction given by ϕ(cotψ) = − a(0,ψ,r,x3,...,xn)
b(0,ψ,r,x3,...,xn) = −
h1+g1
h1−g1 . Then we must have
x˙i = h1gi − hig1
h1 − g1 , i = 2, . . . , n. (12)
From (11) and (12) it follows immediately that the flows of Zφ−1(S2)2 and the reduced problem
are equivalent.
Now the conclusion of the proof is straightforward. 
5. Proof of Theorem 3.2
In this section we prove Theorem 3.2.
Let Z = (Z1, . . . ,Z8) ∈ Ω(U1, . . . ,U8, n) be a discontinuous vector field. We assume that
F(x1, . . . , xn) = x1.x2.x3. In this situation we have Si = {x ∈ Rn: xi = 0}, Σ = {x ∈ Rn: x1 =
x2 = x3 = 0} and Σij = {x ∈ Rn: xi = xj = 0} \ Σ for i, j = 1,2,3. We split Σij = Σ+ij ∪ Σ−ij
in the following way,
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Σ+13 = {x ∈ Σ13: x2 > 0}, Σ−13 = {x ∈ Σ13: x2 < 0},
Σ+23 = {x ∈ Σ23: x1 > 0}, Σ−23 = {x ∈ Σ23: x1 < 0}.
Consider the map φ :S2 ×R+ ×Rn−3 →Rn given by
(θ1, θ2, r, x4, . . . , xn) → (r sin θ1 cos θ2, r sin θ1 sin θ2, r cos θ1, x4, . . . , xn).
As in the proof of Theorem 3.1 we denote
Zi(x1, . . . , xn) =
(
fi1(x1, . . . , xn), . . . , fin(x1, . . . , xn)
)
, i = 1, . . . ,8.
The trajectories of Zi are given by the solutions of the differential system
x′1 = fi1(x1, . . . , xn), . . . , x′n = fin(x1, . . . , xn).
The trajectories of the φ induced vector field Z = (Z1, . . . ,Z8) on S2 ×R+ ×Rn−3 are the
solutions of
θ ′1 = fi1
[
cos θ1 cos θ2
r
]
+ fi2
[
cos θ1 sin θ2
r
]
+ fi3
[− sin θ1
r
]
,
θ ′2 = fi1
[− sin θ2
r sin θ1
]
+ fi2
[
cos θ2
r sin θ1
]
,
r ′ = fi1[sin θ1 cos θ2] + fi2[sin θ1 sin θ2] + fi3[cos θ1],
x′4 = fi4,
. . .
x′n = fin,
where the functions fik , i = 1, . . . ,8, k = 1, . . . , n, are
fik(r sin θ1 cos θ2, r sin θ1 sin θ2, r cos θ1, x4, . . . , xn).
Since we can assume that Zi(x) = 0 for all x ∈ Σ , the system above on S2 ×{0}×Rn−3 becomes
θ ′1 = f i1[sin θ1 cos θ1 cos θ2] + f i2[sin θ1 cos θ1 sin θ2] + f i3[− sin θ1],
θ ′2 = f i1[− sin θ2] + f i2[cos θ2],
r ′ = f i1
[
r sin2 θ1 cos θ2
]+ f i2[r sin2 θ1 sin θ2]+ f i3[r cos θ1],
x′4 = fi4,
. . .
x′n = fin, (13)
where f ik = lim(r,θ1)→(0,0) fikr sin θ1 , for k = 1,2, and f i3 = limr→0
fi3
r
.
Now we have that the b-points of Z are either of simple or of codimension one type. There
are six “half-spaces” where the b-points are of codimension one:
• φ−1(Σ+12) = {θ1 = 0} ×R+ ×Rn−3,
• φ−1(Σ−12) = {θ1 = π} ×R+ ×Rn−3,
• φ−1(Σ+13) = {θ1 = π2 and θ2 = π2 } ×R+ ×Rn−3,
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• φ−1(Σ+23) = {θ1 = π2 and θ2 = 0} ×R+ ×Rn−3,
• φ−1(Σ−23) = {θ1 = π2 and θ2 = π} ×R+ ×Rn−3.
In the other cases the b-points are simple. 
The following proposition states the connections between the non-smooth system and singular
perturbation problems.
Proposition 5.1. Assume the hypotheses of Theorem 3.2.
(a) For each φ−1(Si \ (Σ1 ∪ Σ2)), i = 1,2,3, there exists a singular perturbation prob-
lem (ηψ ′, θ ′2, r ′, x′) = αi(η,ψ, θ2, r, x), where η ∈ R+, ψ ∈ [0,π], θ2 ∈ [0,π], r ∈ R+,
x ∈ Rn−3, αi = (αi1, . . . , αin), such that the sliding vector field Zφ
−1(Si ) is topologically
equivalent to the reduced problem (0, θ ′2, r ′, x′) = αi(0,ψ, θ2, r, x).
(b) On {(θ1, θ2,0, x) ∈ S2 × R×Rn−3; 0 < θ1 < π/2 and 0 < θ2 < π} we have a discontinu-
ous vector field Z0 = (Z01,Z02) ∈ Ω(V1,V2, n− 1) where V1 = {(θ1, θ2,0, x); 0 < θ1 < π/2
and 0 < θ2 < π/2}, V2 = {(θ1, θ2,0, x); 0 < θ1 < π/2 and π/2 < θ2 < π} and the equa-
tions Z0i : (θ
′, x′) = γ i,0(θ, x), γ i,0 = (γ i,01 , . . . , γ i,0n−1). Moreover there exists a singular
perturbation problem (ηψ ′, x′) = β(η,ψ,x), with η ∈ R+, ψ ∈ [0,π], x ∈ Rn−1 and
β = (β1, . . . , βn−1), such that the sliding vector field Zφ
−1(Σ)
0 is topologically equivalent
to the reduced problem (0, x′) = β(0,ψ, x).
Proof. We take p ∈ φ−1(Si \ (Σ ∪ Σ12 ∪ Σ13 ∪ Σ23)). We assume, without lost of generality,
that φ(p) ∈ S1 \ (Σ ∪ Σ12 ∪ Σ13). Thus φ−1(S1 \ (Σ ∪ Σ12 ∪ Σ13)) contains the common
boundary of φ−1(U1) and φ−1(U2), where U1 = {x ∈ R: x1 > 0, x2 > 0, x3 > 0} and U2 =
{x ∈ R: x1 < 0, x2 > 0, x3 > 0}. In (θ1, θ2, r)-coordinates, this common boundary is given by
{(θ1, θ2, r, x4, . . . , xn): θ2 = π2 }. To simplify our notation we consider θ2 = θ2 − π2 but keeping
the notation θ2.
The induced vector fields on φ−1(U1) and φ−1(U2) are Z1 = (g1, . . . , gn) and Z2 =
(h1, . . . , hn), where the gi and hi are given by (13).
We apply the regularization process as in the proof of Theorem 3.1 and we consider the polar
blow-up coordinates given by θ2 = η cosψ and ε = η sinψ, with η  0 and ψ ∈ [0,π]. Using
these coordinates the parameter value ε = 0 is represented by η = 0 and the blow-up induces the
vector field on [0,π] × φ−1(S1 \ (Σ ∪Σ12 ∪Σ13)) given by
ψ ′ = − sinψ
(
h2 + g2
2
+ ϕ(cotψ)h2 − g2
2
)
,
θ1
′ = η
(
h1 + g1
2
+ ϕ(cotψ)h1 − g1
2
)
,
r ′ = η
(
h3 + g3
2
+ ϕ(cotψ)h3 − g3
2
)
,
x′i = η
(
hi + gi + ϕ(cotψ)hi − gi
)
, i = 4, . . . , n. (14)2 2
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factor 1
η
a slow system is produced.
From here we follow the same arguments used in Theorem 3.1 to finish the proof. 
In what follows we discuss a model that is found in the classical electromagnetism theory (see
for instance [3]). It has a codimension two b-point.
Example 3. Consider the third order differential equation
...
x − x2 sgn(x)− x sgn(x˙)− sgn(x¨) = 0.
The equivalent first order differential system is
x˙ = y, y˙ = z, z˙ = x2 sgn(x)+ x sgn(y)+ sgn(z).
Its trajectories are determined by the discontinuous vector field Z = (Z1, . . . ,Z8) ∈ Ω(U1, . . . ,
U8,3) where
Z1(x, y) =
(
y, z, x2 + x + 1), U1 = {(x, y, z); x > 0, y > 0, z > 0},
Z2(x, y) =
(
y, z, x2 + x − 1), U2 = {(x, y, z); x > 0, y > 0, z < 0},
Z3(x, y) =
(
y, z, x2 − x + 1), U3 = {(x, y, z); x > 0, y < 0, z > 0},
Z4(x, y) =
(
y, z, x2 − x − 1), U4 = {(x, y, z); x > 0, y < 0, z < 0},
Z5(x, y) =
(
y, z,−x2 + x + 1), U5 = {(x, y, z); x < 0, y > 0, z > 0},
Z6(x, y) =
(
y, z,−x2 + x − 1), U6 = {(x, y, z); x < 0, y > 0, z < 0},
Z7(x, y) =
(
y, z,−x2 − x + 1), U7 = {(x, y, z); x < 0, y < 0, z > 0},
Z8(x, y) =
(
y, z,−x2 − x − 1), U8 = {(x, y, z); x < 0, y < 0, z < 0}.
The discontinuous vector field Z has codimension two b-point set Σ2 = {(0,0,0)}. It has
codimension one b-point set Σ1 = Σ+12 ∪Σ−12 ∪Σ+13 ∪Σ−13 ∪Σ+23 ∪Σ−23, where
Σ+12 =
{
(0,0, z): z > 0
}
, Σ−12 =
{
(0,0, z): z < 0
}
,
Σ+13 =
{
(0, y,0): y > 0
}
, Σ−13 =
{
(0, y,0): y < 0
}
,
Σ+23 =
{
(x,0,0): x > 0
}
, Σ−23 =
{
(x,0,0): x < 0
}
.
It has simple b-point set Σ0 = Σ+,+,0 ∪Σ+,−,0 ∪Σ−,+,0 ∪Σ−,−,0 ∪Σ+,0,+∪Σ+,0,−∪Σ−,0,+∪
Σ−,0,− ∪Σ0,+,+ ∪Σ0,+,− ∪Σ0,−,+ ∪Σ0,−,− where
Σ+,+,0 =
{
(x, y,0); x > 0, y > 0}, Σ+,−,0 = {(x, y,0); x > 0, y < 0}, . . . .
In Fig. 7 we show the blowing up locus of this example. We have the blowing-up of codimen-
sion 2 b-point (0,0,0) (red) in r = 0. Observe that we have only six b-points of codimension one
(blue) and the other points are simple. We made a new blowing-up in each of the six points of
codimension 1 (blue) and obtain a new manifold where all b-points are simple (black). In Fig. 7
we show in detail the regularization around one of these points.
Consider ϕ :R→R a C1 function satisfying ϕ′(s) > 0 for s ∈ (−1,1), ϕ(s) = 1 if s > 1 and
ϕ(s) = −1 if s < −1.
Around Σ+,+,0 we apply the regularization Zε = Z1+Z22 + ϕ( zε )Z1−Z22 . We transform this
system into a singular perturbation problem by considering z = η cosψ , ε = η sinψ , with η  0
and ψ ∈ [0,π]. We get
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Fig. 8. Dynamics in the blowing up locus.
x˙ = y, y˙ = η cosψ, ηψ˙ = − sinψ(x2 + x + ϕ(cotψ)),
where η ∈R+, ψ ∈ [0,π], y, x ∈R+.
In an analogous way we obtain the singular perturbation problems around the other eleven
sets Σ+,−,0,Σ−,+,0, . . . ,Σ0,−,−.
At (0,0,0) we consider the map φ :S2 × R+ → R3 given by φ(θ1, θ2, r) = (r sin θ1 cos θ2,
r sin θ1 sin θ2, r cos θ1). The vector field Z = (Z1, . . . ,Z8) ∈ Ω(φ−1(U1), . . . , φ−1(U8),3), in-
duced by φ on S2 × R+, has only simple and codimension one b-points. As in the proof of
Theorem 3.2, the b-points of codimension one are located in the following half-lines φ−1(Σ+12),
φ−1(Σ−12), . . . , φ−1(Σ
−
23).
Now, accordingly to (13), we compute Zi , for i = 1,2,3,4, in r = 0:
Z1 = Z3:
{
θ ′1 = − sin θ1,
θ ′2 = 0, Z2 = Z4:
{
θ ′1 = sin θ1,
θ ′2 = 0.
The dynamics of Z on S2 × {0} is presented in Fig. 8(a). Z1 = Z3 and Z2 = Z4 imply that the
b-point set is just {θ1 = π/2}, but in a general case it could be {θ1 = π/2} ∪ {θ2 = 0}.
The next step is to blow up again around the point (θ1, θ2) = (π/2,0). We consider φ :S1 ×
R
+ → S2 × {0} given by φ(θ, r) = (r cos θ + π/2, r sin θ,0). For r = 0 the dynamics is given
by θ˙ = sin θ for 0 < θ < π/2 and π < θ < 3π/2, and by θ˙ = − sin θ for π/2 < θ < π and
3π/2 < θ < 2π . See Fig. 8(b).
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