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RESUMEN
Este artículo describe el diseño de dos arquitec-
turas para un filtro de convolución de imágenes, 
que mediante Hardware co-simulation del tool-
box de Matlab Xilinx System Generator son im-
plementadas en una FPGA Xilinx Spartan 3AN. 
El proyecto nace con el propósito de evaluar el 
rendimiento del procesamiento paralelo de imá-
genes con respecto al procesamiento en serie. 
Inicialmente se realiza el diseño y la implemen-
tación en hardware de las dos arquitecturas. Des-
pués, a partir de la medición de variables espe-
cíficas, se selecciona la mejor arquitectura como 
alternativa de paralelización. Haciendo uso de las 
herramientas que brinda el toolbox, se evalúa la 
relación entre grado de paralelismo, tiempos de 
ejecución y recursos hardware utilizados. Final-
mente, y entre las conclusiones más importantes, 
se obtiene que el tiempo de procesamiento de la 
imagen es reducido notablemente a medida que 
aumenta su grado de paralelización.
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ABSTRACT
This paper shows the design of two convolution 
image filter architectures, which use Hardware 
co-simulation through Xilinx System Generator 
Matlab toolbox to be implemented in a Xilinx 
Spartan 3AN FPGA. The purpose of the project is 
to evaluate the performance of parallel image pro-
cessing versus the serial one. Initially the design 
and hardware implementation of the two architec-
tures are performed, after, from the measurement 
of specific variables the best architecture is se-
lected as an alternative for parallelization, using 
the tools provided by the toolbox evaluates the re-
lationship between the degree of parallelism, ex-
ecution times and hardware resources used , and 
finally among the most important conclusions are 
obtained that the processing time of the image is 
significantly reduced with increasing the degree 
of parallelization of the image.
*   *   *
INTRODUCCIÓN
El origen del procesamiento digital de imágenes, 
por el alto nivel de procesamiento que estas re-
quieren, se encuentra directamente relacionado 
con el desarrollo y la evolución de las computa-
doras. La mayoría de filtros para imágenes que 
enfocan, desenfocan, realzan bordes y detectan 
bordes, entre otras, utilizan la convolución como 
operación matemática. El procesamiento de imá-
genes es un área de investigación muy extensa con 
un gran número de aplicaciones en múltiples cam-
pos como: las ciencias exactas, la medicina, la 
ingeniería (eléctrica, mecánica, automotriz, civil, 
etc.), la navegación aeronáutica, la navegación 
marítima, entre otras; sin embargo, presenta pro-
blemas en su implementación por la velocidad de 
procesamiento y los tiempos de desarrollo (Gon-
zales y Woods, 2002).
El diseño de algoritmos para múltiples aplica-
ciones, tradicionalmente se fundamenta en pro-
cesos seriales, que requieren la culminación de 
una instrucción para la ejecución de la siguiente. 
El procesamiento en paralelo como técnica de 
programación permite ejecutar de manera simul-
tánea varias instrucciones, resolviendo a bajo 
costo y de manera eficiente los inconvenientes 
que surgen en problemas específicos con la pro-
gramación en serie y los problemas de imple-
mentación y tiempos de desarrollo en el proce-
samiento de imágenes (Rodríguez Pérez, 2010; 
Garces Socarras, 2012).
Las FPGA (Field Programmable Gate Array) son 
dispositivos compuestos por bloques lógicos que 
permiten ser reprogramados a voluntad del usua-
rio. Los lenguajes de programación para FPGA 
más utilizados, entre otros, son: VHDL, ABEL 
y Verilog. Su objetivo es acelerar el proceso del 
diseño; sin embargo, hoy existe software que per-
mite realizar la programación de este tipo de dis-
positivos, sin necesidad de tener un conocimiento 
exhaustivo de algún lenguaje de descripción de 
hardware, como por ejemplo Matlab y LabView, 
que son programas de uso frecuente por sus am-
plias herramientas (Boemo Scalvinoni, 2005; Ló-
pez Vallejo, 2004; Sánchez Élez, 2014).
METODOLOGÍA
El diseño de la arquitectura y la implementación 
se ejecuta en cuatro etapas: en la primera se selec-
ciona la herramienta de trabajo, en la segunda se 
realiza el estudio de la etapa de preprocesamien-
to, procesamiento y posprocesamiento basado en 
el análisis matemático, en la tercera se diseña la 
arquitectura y en la cuarta se implementa y se ob-
tienen las respectivas métricas de evaluación.
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Xilinx System Generator
Xilinx System Generator cuenta con la posibili-
dad de realizar cosimulaciones, esta herramienta 
permite utilizar la FPGA como unidad de proce-
samiento, con señales de entrada y salida desde 
Matlab (figura 1) (Xilinx, 2012; Raygoza, Ortega, 
Cabrerae Ibarra, 2009).
Adicionalmente a la cosimulación y entre muchas 
más herramientas, el toolbox cuenta el con el “Xi-
linx Mcode”, que permite incorporar códigos ba-
sados en funciones de Matlab. El bloque traduce 
los M-code en un equivalente de lenguajes de des-
cripción de hardware (Verilog/VHDL). Cuando se 
realiza la implementación en la tarjeta, el bloque 
admite un subconjunto limitado de instrucciones 
de Matlab, pero son instrucciones suficientes para 
implementar funciones aritméticas, máquinas de 
estados finitos y lógica de control. El segundo blo-
que: “Resource Estimator” proporciona una esti-
mación de los recursos que requiere la FPGA para 
implementar el diseño creado en Simulink. En 
la etapa de diseño y medición se profundizará en 
detalle sobre estos bloques (Xilinx, 2012; Mocte-
zuma, Sánchez, Álvarez y Sánchez, 2007).
Preprocesamiento, procesamiento y 
posprocesamiento
La base del diseño de la arquitectura son las 
etapas del procesamiento digital de imágenes. 
El proceso se clasifica en tres etapas: adquisi-
ción, procesamiento y visualización. La figura 
2 muestra el flujo de las tres etapas (Gonzales y 
Woods, 2002).
Con el propósito de obtener la mejor arquitectura 
basada en resultados comparativos se realizan dos 
diseños con el mismo filtro. La diferencia se en-
cuentra en la cantidad de datos que llegan a la 
etapa de procesamiento. El preprocesamiento y el 
posprocesamiento para ambos diseños se realizan 
directamente con los bloques de Simulink, mien-
tras que el procesamiento será con la librería de 
Xilinx System Generator (figura 3).
Las entradas y las salidas de la arquitectura de-
penden directamente del procesamiento. Por este 
motivo, el diseño general de la arquitectura 
parte de la segunda etapa de la figura 2.
Procesamiento. El diseño de la etapa de proce-
samiento se realiza de acuerdo con el filtro de 
convolución que se va a implementar. Se con-
sidera f(x,y) como una imagen de m×n píxeles 
(ecuación (1)), donde cada uno de los elementos 
que componen la matriz representa un pixel de la 
imagen (Garces Socarrás, 2012; Forero Vargas y 
Arias Cruz, 2001; Rodríguez Cruz, Rivero Flores 
y Castillo Atoche, 2006).






Figura 2. Proceso para el tratamiento de imágenes
Fuente: elaboración propia.
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La matriz de convolución o matriz kernel K(x,y) 
puede tomar cualquier tamaño dependiendo del 
filtro que se desee aplicar. Para el desarrollo de este 
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A fin de aplicar convolución a los bordes de la 
imagen, es necesario proporcionarle un marco 
que no altere la imagen. La ecuación (3) mues-
tra el marco de ceros adicional que se agrega a 
la matriz f(x,y), modificando el tamaño de f(x,y) a 
(m+2)×(n+2) pixeles.
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La convolución se define matemáticamente para 
modelos bidimensionales a partir de la ecuación 
(4), donde g(x,y) representa el resultado de con-
volución entre la imagen f(x,y) de (m+2)×(n+2) 
pixeles y un kernel de tamaño h×h (Forero Vargas 
y Arias Cruz, 2001; Rodríguez Escudero , 2013).
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Para el caso particular cuando h = 3 (ecuación 
(2)), la ecuación (4) se transforma en la expresión 





( , ) ( , ) ( , )
= =
= ⋅ − −∑∑
i j
g x y f i j K x i y j
 (5)
La ecuación (5) se traduce en la sumatoria de la 
multiplicación de todos lo pixeles de la imagen 
con el correspondiente valor del coeficiente de 
kernel. Finalmente, se obtiene una imagen pro-
cesada en todos los puntos de la imagen original 
menos en el marco de ceros adicionado (Garces 
Figura 3. Tratamiento de imágenes utilizando Simulink
Fuente: elaboración propia.
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Socarras, 2012; Rodríguez Cruz, Rivero Flores y 
Castillo Atoche, 2006).
El procesamiento de imágenes con convolución 
trabaja a partir del radio de los pixeles circun-
dantes al pixel (x,y), el radio se determina a par-
tir de la ecuación (6) (Garces Socarrás, 2012; 




− =   
hradio  (6)
Remplazando en la ecuación (6) el valor de h=3, 
se obtiene que el radio=1 para la arquitectura que 
se va a implementar.
En la figura 4 se presenta de forma gráfica el re-
sultado de convolución g(x,y) entre la imagen 
f(x,y) de (m+2)×(n+2) pixeles y un kernel de ta-
maño 3×3 con radio=1.
Figura 4. Resultado grafico de convolución g(x,y)
Fuente: Garces Socarrás (2012)
A partir de la figura 4 es claro que para un kernel 
de 3×3 el bloque de convolución debe procesar 
9 datos al mismo tiempo, este criterio es la base 
del diseño de la etapa de preprocesamiento.
Preprocesamiento. Como se muestra en la figu-
ra 3, el preprocesamiento se realiza llamando un 
archivo *.mat creado desde el workspace de Mat-
lab. La conexión entre el preprocesamiento y el 
procesamiento se realiza a partir del “Xilinx Ga-
teway In”. Este bloque realiza la conversión del 
dato de Simulink a datos de tipo booleano, punto 
fijo o coma flotante, sin signo o con complemento 
A2; es la puerta de enlace entre los bloques de Si-
mulink y los bloques de Xilinx System Generator. 
Cuando se realiza la implementación en hardware 
de la arquitectura, cada “Xilinx Gateway In” de-
fine las entradas en el lenguaje de descripción 
de hardware, y por lo tanto en la FPGA (Garces 
Socarrás, 2012; Xilinx, 2012).
Sin embargo, el “Xilinx Gateway In” recibe úni-
camente datos de tipo integer, single o doublé; 
no recibe arreglo de datos (Garces Socarras, 
2012; Xilinx, 2012), por lo tanto, no es posible 
que los nueve datos de la figura 4 se entreguen al 
bloque de procesamiento en forma matricial; sin 
embargo, se pueden usar múltiples entradas que 
permitan construir el arreglo de datos en forma 
de un vector columna de nueve elementos, donde 
cada dato representa el pixel circundante al pixel 
(x,y) de f(x,y).
La etapa de preprocesamiento consiste en dise-
ñar el algoritmo que permita entregarle en forma 
de vector y de manera lógica los datos al bloque de 
procesamiento.
La figura 5 presenta las cuatro partes que intervie-
nen en el algoritmo de preprocesamiento:
 ● Adquisición de la imagen: se lee la imagen a 
color desde una ruta específica y se convierte 
a escala de grises para que el procesamiento 
se realice sobre una única matriz.
 ● Asignación de marco: se enmarca con ceros 
la matriz de la imagen.
 ● Construcción del vector: se convierte la matriz 
en un vector. Este tiene una construcción espe-
cífica la cual hará que tenga datos repetidos; es 
la primera diferencia entre arquitecturas.
 ● Conexión: se realiza la conexión entre el pre-
procesamiento y el procesamiento.
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Figura 5. Construcción del vector de procesamiento
Fuente: elaboración propia.
El preprocesamiento tiene una etapa adicional a 
las que se muestran en la figura 5, se encuentra 
ubicada entre la segunda y la tercera parte y con-
siste en dividir la matriz principal en pequeñas 
submatrices (figura 6). El objetivo es paralelizar 
la arquitectura tantas veces como sea posible en 
la verificación de hardware. El número de veces 
que se pueda dividir en pequeñas submatrices se 
define como grado de paralelismo y es uno de los 
datos que se espera determinar a partir de las co-
simulaciones.
Posprocesamiento. El posprocesamiento es la 
etapa encargada de construir la matriz de datos 
g(x,y). A diferencia del preprocesamiento trabaja 
con un único dato de entrada y es el resultado de 
la convolución entre los nueve datos de la matriz 
f(x,y) y la matriz kernel de 3×3. El algoritmo de 
posprocesamiento tiene la misma estructura para 
las dos arquitecturas.
Como se muestra en la figura 3, el posprocesa-
miento se realiza llevando los datos de salida del 
Xilinx System Generator al workspace de Matlab. 
Al igual que en el preprocesamiento, la conexión 
entre el procesamiento y el posprocesamiento se 
realiza a partir del “Xilinx Gateway Out”, este 
bloque realiza la conversión del dato de Xilinx 
System Generator a datos de tipo integer, single 
o doublé de Simulink (Garces Socarras, 2012; 
Xilinx, 2012).
Cuando se realiza la división de la matriz f(x,y) en 
submatrices (figura 7), el algoritmo de posproce-
samiento debe además unificar los resultados de 
cada subprocesamiento para reconstruir nueva-
mente la imagen en una sola matriz.
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Primera arquitectura (memoria para nueve 
datos). La figura 7 muestra el diagrama de blo-
ques en Simulink de las tres etapas de la arqui-
tectura.
Figura 6. Paralelización del preprocesamiento
Fuente: elaboración propia.
Figura 7. Diagrama de bloques en Simulink de la primera arquitectura
Fuente: elaboración propia.
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Preprocesamiento. Como se observa en la fi-
gura 7, el preprocesamiento le entrega a la nue-
va etapa de procesamiento datos de entrada, el 
principio de funcionamiento consiste en posicio-
nar cada elemento del vector a partir de un conta-
dor ascendente entre 0 y 8.
El objetivo es que el bloque de procesamiento 
realice la operación de convolución únicamen-
te cuando los nueve datos estén posicionados, 
para mantener los datos hasta que se cumpla esta 
condición el bloque de preprocesamiento retroa-
limenta sus salidas. El vector se construye a par-
tir del radio de los pixeles circundantes al pixel 
(x,y), como se muestra en la figura 8.
Para determinar el tamaño del vector se utiliza la 
ecuación (7), la cantidad de datos que envía esta 
arquitectura es j veces mayor que la imagen ori-
ginal.
 Datos = (m · n) · j 
 j = h · h (7)
Donde
m: cantidad de filas de la imagen
n: cantidad de columna de la imagen
h: filas o columnas de la matriz kernel.
Procesamiento
La etapa de preprocesamiento se implementa 
mediante el bloque Mcode del toolbox de Xilinx 
System Generator, cuenta con once entradas, una 
para el contador que permite posicionar cada dato, 
nueve para los datos que se van a procesar y la 
última para mantener el dato retroalimentado la 
salida.
Segunda arquitectura (memoria con corri-
miento). La construcción de la segunda arquitec-
tura, además de comparar resultados, se diseña 
con el objetivo de reducir la cantidad de datos que 
se van a procesar. La figura 9 muestra el diagrama 
de bloques en Simulink de las tres etapas de la 
arquitectura.
Figura 8. Construcción del vector
Fuente: elaboración propia.
Tecnura 43.indb   126 05/02/2015   01:54:24 p.m.
investigación
127Procesamiento paralelo en FPGA para convulsión de imágenes usando Matlab
Diego arManDo giral raMírez / riCarDo roMero roMero / fernanDo Martínez santa
Figura 9.  Diagrama de bloques en Simulink de la segunda arquitectura
Fuente: elaboración propia.
Para determinar el tamaño del vector que equiva-
le a la cantidad de datos que se van a enviar a la 
etapa de procesamiento, se utiliza la ecuación (8).
 Datos = hm × (n + 2) (8)
Donde
m: cantidad de filas de la imagen
n: cantidad de columnas de la imagen
h: filas o columnas de la matriz kernel.
En la demostración descrita en la ecuación (9) se de-
termina que la segunda arquitectura reduce la canti-
dad de datos que se van a procesar, para cualquier 
valor de m y n el resultado de la ecuación (8) siem-
pre es menor que el resultado de la ecuación (7).
Preprocesamiento. A diferencia del primer dise-
ño, la etapa de preprocesamiento se encarga úni-
camente de posicionar tres datos con el contador 
ascendente. La construcción del vector de nueve da-
tos se diseña para que sea realizada en la etapa de 
procesamiento (figura 9). Para esta arquitectura 
se incorporan tres bloques adicionales.
Procesamiento. Para la construcción del vector 
de nueve datos, la arquitectura realiza un corri-
miento de posición de los tres datos entregados 
por la etapa de preprocesamiento, este corrimien-
to se realiza hasta que se acumulen la totalidad 
de los datos necesarios para hacer la convolución. 
En la figura 10 se presenta un ejemplo de la ma-
nera en que se realiza el corrimiento.
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Figura 10.  Construcción del vector por corrimiento 
de datos
Fuente: elaboración propia.
Sea y = h2mn
 x = hm(n + 2)
 j = hh
Probar que x < y
Si y = ax, si a > 1, significa que x < y
Entonces:
y = ax \ h2mn = a(hm(n + 2)) ∀ h, m, n, ≠ 0
h2mn = a(hm(n + 2))
2
 =   +
na h
n
















Luego a = h cuando n → ∞
Se concluye que a > 1 si h > 1 (9)
El bloque de memoria (figura 9) encargado de 
realizar el corrimiento dispone de tres sistemas 
adicionales: un bloque de memorias para la re-
troalimentación (se implementa para mantener 
los datos) y dos contadores, el primero es un con-
tador libre ascendente que inicia en cero y se uti-
liza para posicionar los primeros nueve datos, en 
tanto que el segundo contador (figura 12) tiene 
dos características específicas.
 ● Debe iniciar el conteo después de que se posi-
cionan los primeros nueves datos.
 ● Después de ser activado debe contar de cero 
a tres una sola vez, luego debe contar de uno 
a tres.
Para poder cumplir con las características espe-
cíficas se implementa un multiplexor (figura 11) 
con dos entradas (d0, d1), la señal de control (sel) 
se programa mediante un bloque “Xilinx Mco-
de” y las entradas son dos contadores adicionales 
(Counter 1, Counter 2), uno que cuenta de cero a 
tres y el otro que lo hace de uno a tres.
En la figura 12 se muestra la señal obtenida del 
diagrama de bloques de la figura 11.
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Figura 11.  Multiplexor par el diseño del contador con características específicas
Fuente: elaboración propia.
En ambos casos los ajustes se deben realizar so-
bre el “System Generator Token”, que es el panel 
de control principal del toolbox que se utiliza para 
configurar los parámetros del sistema y de la tar-
jeta. Todos los modelos de Simulink que conten-
gan blockset de Xilinx deben contener este panel 
de control para poder simular (Xilinx, 2012).
Simulación por software. Realizados los ajustes 
del “System Generator Token” se realiza la simu-
lación de las arquitecturas, como cualquier otro 
modelo realizado en Simulink. Con esta simula-
ción se identifican y solucionan errores y, además, 
se puede verificar que la arquitectura cumpla con 
los objetivos esperados.
Implementación en FPGA. La tarjeta sobre la 
cual se implementa la arquitectura es una Xilinx 
Spartan 3AN - XC3S700AN. Para utilizar la 
FPGA como unidad de procesamiento, se debe 
crear el bloque de cosimulación. Cuando se ge-
nere la compilación para “Hardware Co-Simula-
tion” con la configuración de la referencia de la 
tarjeta que se va a utilizar, Matlab genera el archi-
vo de configuración bitstream, el cual es asociado 
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La implementación de las arquitecturas se reali-
za en dos partes, la primera consiste en realizar 
la comprobación mediante la simulación (di-
rectamente sobre software), y en la segunda se 
compila el algoritmo para que genere el bloque 
de cosimulación y poder correr la arquitectura 
en la FPGA.
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segunda arquitectura con el bloque de cosimula-
ción. Como se puede observar, toda la etapa de 
procesamiento de la figura 9 es remplazada por el 
bloque de cosimulación (Xilinx, 2012).
Cuando el modelo de la figura 13 se simula en 
Simulink, los resultados son calculados en hard-
ware y son regresados a la computadora por me-
dio de la conexión JTAG. Esto permite probar 
el diseño a nivel hardware, pero corriendo la si-
mulación desde Simulink. 
Para la simulación de las arquitecturas con los blo-
ques de cosimulación, es necesario que Matlab res-
ponda rápidamente. Además, debe trabajar por enci-
ma de los servicios de primer y segundo plano que 
ejecute el sistema operativo en el momento de la si-
mulación, y esto se logra dándole prioridad de tiem-
po real en el administrador de tareas de Windows.
Timing and power analysis. Adicionalmente a 
la compilación “Hardware Co-Simulation”, el 
“System Generator Token” cuenta con un análisis 
de tiempo y potencia llamado “Timing and Power 
Analysis”, que permite a los diseñadores analizar 
los requerimientos de potencia-energía y las fre-
cuencias de reloj máximas. Esta herramienta se 
utiliza para determinar los tiempos según las fre-
cuencias de reloj máximo y poder concluir según 
los resultados obtenidos (Xilinx, 2012).
Recursos de hardware. A fin de estimar los re-
cursos que requiere la FPGA para implementar el 
diseño de la arquitectura creado en Simulink, se 
utiliza el bloque “Xilinx Resource Estimator”. La 
estimación de estos recursos se realiza para siete 
campos: slices (generalmente compuestos por dos 
flipflops, dos LUTs, algunos multiplexores y una 
pequeña lógica de control), lookuptables (LUTs), 
flip-flops (FFs), bloques de memoria (BRAM), 
multiplicadores 18x18, buffers tri-estado y puer-
tos de entrada/salida (IOBs) (Xilinx, 2012;Moc-
tezuma Eugenio y Torres Huitzil, 2006).
ANÁLISIS DE RESULTADOS
Terminada la etapa de diseño de las arquitecturas 
se realizan las respectivas pruebas de funciona-
miento. Estas consisten en:
1. Generación de la imagen aplicando un filtro 
específico de convolución a partir de la simu-
lación de las arquitecturas diseñadas.
Figura 13.  Compilación por “Hardware Co-Simulation”
Fuente: elaboración propia.
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2. Estimación de los tiempos de comunicación 
entre la FPGA y el software de desarrollo.
3. Comparación de los tiempos promedios del 
procesamiento en paralelo de la imagen en la 
FPGA corriendo la simulación desde Simu-
link para las dos arquitecturas diseñadas.
4. Establecer el grado de paralelismo de la ar-
quitectura seleccionada. Se realiza la com-
paración del rendimiento del procesamiento 
paralelo vs. el procesamiento en serie.
5. Analizar la relación entre el grado de parale-
lismo y la cantidad de recursos hardware utili-
zados en la implementación de la arquitectura.
Debido a que la implementación de las arquitectu-
ras depende de la relación software (Matlab) hard-
ware (FPGA), es importante mencionar que las 
respectivas pruebas de funcionamiento y medi-
ciones se realizaron sobre un computador Intel(R) 
Core (TM) i5-2450M CPU 2,50 GHz (4 CPU), 
con memoria ram de 6 GB.
Generación de la imagen aplicando un filtro 
de convolución
Para verificar el funcionamiento de las arquitectu-
ras diseñadas como alternativa de paralelización, 
se realiza una comparación de las imágenes resul-
tantes entre las dos arquitecturas y un script. La 
figura 14 muestra una imagen termográfica de un 
motor eléctrico en funcionamiento, esta es la ima-
gen que se va a procesar en las dos arquitecturas y 
con la cual se realizará el análisis comparativo. Se 
utiliza el filtro de convolución de realce y la ima-
gen se convierte a escala de grises con el objetivo 
de procesar una única matriz.
Los resultados de la imagen procesada por la pri-
mera y por la segunda arquitectura se muestran en 
la figura 15 (a) y (b), respectivamente.
Figura 14.  Imagen RGB original sin filtro de convolu-
ción
Fuente: Services (2013).
Figura 15.  Imagen en escala de grises procesada con filtro de realce
Fuente: elaboración propia.
a b
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La comparación se realiza a partir de la matriz 
de datos de cada una de las imágenes, utilizan-
do la instrucción isequal (A,B) de Matlab (Math 
Works, 2013). Si el resultado es cero las matri-
ces A y B son diferentes, pero sí es uno las dos 
matrices son iguales. El resultado de la compara-
ción entre las figuras 15 (a) y 15 (b) fue de uno, 
lo cual indica que las dos arquitecturas están 
funcionando y son capaces de aplicar filtros de 
convolución. Es importante resaltar que las dos 
arquitecturas están en la capacidad de aplicar 
cualquier filtro de convolución siempre que el 
kernel sea de 3x3. Para realizar la comparación 
entre arquitecturas y el script se selecciona la 
matriz de la figura 15 (b), el resultado obtenido 
también fue de uno.
Medición de los tiempos de comunicación
Para realizar una medición estimada de los tiem-
pos de comunicación, se implementa una meto-
dología que incluye un diseño adicional, el cual 
permite enviar diferentes cantidades de datos sin 
ningún tipo de procesamiento (figura 16).
El modelo de la figura 16 envía un tren de 2n da-
tos, donde n es un número natural. La medición 
de los tiempos se realiza utilizando las instruccio-
nes tic toc de Matlab, a partir de los datos medi-
dos se construyen las figuras 17 y 18.
En la figura 17 se observa una mayor pendiente 
para valores menores a 50, debido a que hay una 
mayor concentración de puntos, además se obser-
va una variación no considerable en el tiempo 
que varía entre 1 y 1,6 [s]. Para datos mayores a 
50 se presenta un comportamiento lineal en au-
mento, con una variación pequeña en el tiempo 
pero mayor al rango anterior. En la figura 18 se 
muestra que para una mayor cantidad de datos, 
el tiempo de comunicación aumenta. La ecuación 
(10) describe el comportamiento de esta figura.
Figura 16.  Modelo en Simulink para medición estimada de tiempos de comunicación
Fuente: elaboración propia.
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Tiempos de comunicación vs. Datos enviados
Regresión
Figura 17.  Tiempo de comunicación para datos me-
nores a 1000
Fuente: elaboración propia.























Datos enviados x 105
Tiempos de comunicación vs. Datos enviados
Regresión
Figura 18.  Tiempo de comunicación para datos ma-
yores a 1000
Fuente: elaboración propia.
 f(x) = 0,0011x + 1,5304
 R2 = 0,9997 (10)
La ecuación (10) permitirá estimar el tiempo de 
comunicación y establecer un parámetro de me-
dición de los tiempos de implementación de las 
arquitecturas.
Comparación de los tiempos promedios  
del procesamiento
En la tabla 1 se muestra la comparación de los 
tiempos promedios del grado de paralelismo de la 
imagen en la FPGA, utilizando las dos arquitec-
turas y para dos tamaños de imágenes diferentes: 
una de 300 x 300 y otra de 480 x 640 pixeles. En 
la arquitectura 2 se obtiene una mayor eficiencia, 
en razón de la considerable disminución del tiem-
po de procesamiento de la imagen, casi a la tercera 
parte del tiempo utilizado por la arquitectura 1. 
Este resultado era de esperarse, debido la demos-
tración realizada en la ecuación (9).
Tabla 1. Tiempos de procesamiento en segundos
Grado
Arquitectura 1 Arquitectura 2
300 x 300 480 x 640 300 x 300 480 x 640
1 915,51 3059,45 301,77 1024,54
2 480,49 1584,80 152,29 543,11
4 253,06 814,78 80,03 288,67
8 141,15 348,65 43,40 155,21
Fuente: elaboración propia
A partir de los resultados de la tabla 1, la arquitec-
tura 2 fue escogida para continuar con la investi-
gación. Se aumentó el grado de paralelización uti-
lizando la imagen de tamaño 480 x 640 pixeles, 
puesto que es un tamaño estándar.
Grado de paralelismo y comparación  
del rendimiento del procesamiento
Grado de paralelismo. En la figura 19 se presen-
tan los resultados del tiempo del procesamiento 
para diferentes valores de paralelización, se ob-
serva un comportamiento exponencial decrecien-
te el cual evidencia que existe una reducción en 
el tiempo de procesamiento a medida que aumen-
ta el grado de paralelización de la imagen. Cabe 
anotar que solo fue posible llegar hasta el grado 
de paralelización 32, debido a que Matlab no per-
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mitió generar la compilación del bloque de cosi-
mulación para un valor mayor.




























Tiempos de procesamiento vs. Dato de paralelización
Regresión
Figura 19.  Tiempo de procesamiento para diferentes 
valores de paralelización
Fuente: elaboración propia.
La ecuación (11) describe la curva de la figura 22 
con una correlación de 0,9996.
 f(x) = 996,9x-0,9724
 R2 = 0,9996 (11)
Procesamiento serie y paralelo. La compara-
ción entre el procesamiento en serie y en paralelo 
se realiza por dos métodos diferentes.
Primer método. La medición del tiempo total se 
realiza haciendo uso de la instrucción de Matlab 
tic toc, desde que se entregan los datos a la etapa 
de procesamiento hasta la construcción del vec-
tor de salida, teniendo en cuenta la comunicación 
con la FPGA.
De los resultados obtenidos se construyen las ta-
blas 2 y 3, las cuales contienen el tiempo total 
promedio medido. En las dos tablas la columna 
“Comunicación” contiene el tiempo estimado de 
comunicación que se demoran los datos en pasar 
del software al hardware. Estos datos se obtienen 
aplicando las ecuaciones (8) y (10); la columna 
“Procesamiento” se obtiene al restarle al “Total 
promedio” la columna de “Comunicación”.
En los valores mostrados en las tablas 2 y 3 se 
observa que el tiempo de procesamiento fue me-
nor en el serial si se compara con los diferentes 
grados de paralelización, aunque el tiempo total 
del proceso fue mayor en el serial que en los de 
paralelización.
Tabla 2. Tiempos de procesamiento serial
Tiempos [S]
Total promedio Comunicación  Procesamiento
1024,54 1018,46 6,08
Fuente: elaboración propia.







2 543,11 509,99 33,11
4 288,67 256,55 32,12
8 155,21 129,84 25,37
16 87,78 66,48 21,31
32 74,97 34,80 40,18
Fuente: elaboración propia.
Segundo método. Se utiliza la herramienta “Timing 
and Power Analysis”, la cual permite obtener para 
un ciclo de reloj, el tiempo que tarda un dato en re-
correr la etapa de procesamiento de la arquitectu-
ra cuando el diseño es implementado en la FPGA.
Si se implementaran las etapas de preprocesa-
miento, procesamiento y posprocesamiento directa-
mente sobre la FPGA, se requeriría más de un ci-
clo de reloj para procesar un solo pixel. Se estima 
que si se utilizara la memoria RAM de la tarjeta 
para almacenar la imagen en forma de vector, se 
requeriría un ciclo de reloj para ubicar el pixel al-
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macenado, un segundo ciclo para leer el pixel, un 
tercero para ubicar la posición de memoria donde 
se va guardar el pixel procesado, y un cuarto ciclo 
para la escritura sobre la memoria que almacena 
la imagen final. Debido a que la convolución es 
combinacional y no secuencial, no se necesita 
un ciclo de reloj para el procesamiento del pixel, 
por lo tanto, se estima un total de cuatro ciclos de 
reloj para procesar un solo dato.
Los tiempos obtenidos para un solo ciclo son los 
que se muestran en la columna “Obtenido” de las 
tablas 4 y 5, este valor al ser multiplicado por el 
número de datos calculados utilizando la ecua-
ción (8) y los cuatro ciclos estimados, permite 
determinar el tiempo total de procesamiento (co-
lumna de las tablas 4 y 5 llamada “Total”).
En las tablas 4 y 5 se observa que el tiempo obte-
nido en el procesamiento serial es menor que los 
tiempos en el procesamiento paralelo; sin embar-
go, los tiempos totales son menores para el pro-
cesamiento en paralelo. Es importante aclarar que 
dicha herramienta no permitió obtener los tiem-
pos de los grados de paralelismo 16 y 32.
Tabla 4. Tiempo de procesamiento serial utilizando 






1 924 489 4 2,07 x 10-11 7,67 x 10-5
Fuente: elaboración propia.
Tabla 5. Tiempo de procesamiento en paralelo 








2,11 x10-11 3,91 x10-5
4 231 840 2,19 x10-11 2,03 x10-5
8 116 640 2,33 x10-11 1,09 x10-5
Fuente: elaboración propia.
Procesamiento software y hardware. Adicio-
nalmente a la comparación efectuada con los dos 
métodos para el procesamiento serie y paralelo, se 
mide el tiempo de un código M que realiza la con-
volución de imágenes utilizando la instrucción 
conv2 (Math Works, 2013).El resultado obtenido 
se compara con los tiempos calculados a partir del 
“Timming and Power Analysis”.
El tiempo promedio medido mediante la ins-
trucción tic toc para el código M creado fue de 
t = 197,8x10-5 [s]. Comparando el tiempo t con los 
datos de la columna “Total” de la tablas 4 y 5, se 
puede determinar que los tiempos obtenidos me-
diante el análisis del “Timming and Power Analy-
sis” son menores que el tiempo promedio medido 
para el código M. Este resultado se obtiene para 
todos los grados de paralelismo y además para el 
modelo serial.
Cantidad de recursos hardware. En la tabla 7 se 
muestran los datos obtenidos para los recursos es-
timados de la FPGA si la segunda arquitectura se 
implementa en hardware, a partir de los datos de 
la tabla 6 se obtiene las curvas de la figura 20, pro-
duciendo tendencias lineales en aumento para el 
casos de los recursos Slices, FFs, y IOBs y cons-
tante para el caso de LUTs.
Tabla 6. Recursos estimados de hardware
Grado de 
paralelización
Slices FFs LUTs IOBs
1 71 128 34 44
2 117 220 34 88
4 209 404 34 176
8 392 772 34 352
16 761 1508 34 704
32 1497 2980 34 1408
Fuente: elaboración propia.
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Figura 20  Recursos estimados de hardware para la 
segunda arquitectura
Fuente: elaboración propia.
Teniendo en cuenta que los slices están compues-
tos por dos flipflops y dos LUT, el análisis se pue-
de realizar directamente sobre este recurso. La 
ecuación (12) describe el comportamiento de los 
slices según el grado de paralelización (GP).
 Slices = 46 * GP + 24,8 (12)
La ficha técnica de la FPGA Spartan 3AN 
XC3S700AN indica que la tarjeta cuenta con un 
total de 5888 slices.
TRABAJO FUTURO
Además de las herramientas utilizadas de Xilinx 
System Generator para la elaboración de este pro-
yecto, el toolbox cuenta con múltiples recursos 
adicionales, pero que en algunos casos están limi-
tados a la tarjeta. Una propuesta para un trabajo 
futuro sería implementar la segunda arquitectura 
diseñada en una tarjeta más robusta, que permita 
realizar otro tipo de estrategia aparte de la cosi-
mulación. Hoy existen en el mercado una serie 
de FPGA de la familia de Xilinx que trabajan con 
un protocolo de comunicación diferentes al JTAG 
para la comunicación con Matlab, el propósito 
de estos protocolos adicionales es poder simular 
arquitecturas desde Matlab con verificación en 
hardware en tiempo real.
Para este proyecto se implementó un algoritmo 
que permite paralelizarse (convolución); sin em-
bargo, existen múltiples algoritmos para el pro-
cesamiento digital de imágenes que no pueden 
ser paralelizados. Una propuesta para un trabajo 
futuro sería diseñar e implementar este tipo de al-
goritmos mediante Xilinx System Generator; por 
ejemplo, el de esqueletización. El objetivo sería 
poder realizar un análisis comparativo entre un 
algoritmo no paralelizable y uno paralelizable.
CONCLUSIONES
La convolución es un filtro utilizado para el pro-
cesamiento de imágenes que no depende de resul-
tados anteriores, es decir, que con independencia 
de las veces en que se divida la imagen, el algorit-
mo de convolución va a funcionar; por lo tanto, la 
convolución es un algoritmo paralelizable.
El grado de paralelismo tiene un comportamiento 
exponencial decreciente en función del tiempo de 
procesamiento, este comportamiento indica que 
existe un rango hasta donde es viable paralelizar. 
Aunque los tiempos seguirán disminuyendo, la 
reducción no será tan notable como en los primeros 
grados de paralelización.
Se plantea una metodología para estimar los tiem-
pos de comunicación a través de una arquitectura 
adicional, donde se obtuvo que los tiempos esti-
mados de comunicación en la paralelización de la 
imagen son menores que en el serial; sin embargo, 
la diferencia entre el tiempo total y el de comuni-
cación muestra que el tiempo de procesamiento 
es menor en el serial que en el paralelo, lo cual 
indica que la forma en la que se está estimando 
el tiempo de comunicación no es correcta. Este 
método no es útil para medir.
Tecnura 43.indb   136 05/02/2015   01:54:28 p.m.
investigación
137Procesamiento paralelo en FPGA para convulsión de imágenes usando Matlab
Diego arManDo giral raMírez / riCarDo roMero roMero / fernanDo Martínez santa
Con respecto al tiempo t = 197,8x10-5,medido para 
el código M creado a partir de la instrucción conv2, 
la razón entre t y el tiempo medido con el “Tim-
ming and Power Analysis” aumentan a medida 
que los tiempos totales de las tablas 4 y 5 dismi-
nuyen; es decir, que los tiempos del “Timming and 
Power Analysis” son inversamente proporcionales 
a dicha razón, la relación para el procesamiento en 
serie es de 25 y para los grados de paralelización 2, 
4 y 8 es de 51, 97 y 181, respectivamente.
Los mejores tiempos de procesamiento se obtu-
vieron cuando se utilizó la herramienta “Timming 
and Power Analysis”. Los tiempos medidos para 
las cosimualciones no alcanzaron valores tan ba-
jos, debido al tiempo de comunicación que re-
quieren para enviar la información a la FPGA.
Debido a las restricciones del System Generator, 
el máximo grado de paralelización que se pudo 
cosimular fue de 32 para una imagen estándar de 
480 x 640, para el cual se usó un recurso estima-
do de 1497 slices; sin embargo, si la limitante no 
fueran las restricciones del software, sino la canti-
dad de recursos de la tarjeta, el máximo grado de 
paralelización que se podría obtener sería de 80. 
No se puede obtener una paralelización de 128, 
debido a que superaría los recursos en aproxima-
damente 24,8 slices.
En los recursos estimados en el proceso de paraleli-
zación de la imagen se observan tendencias lineales 
a medida que aumenta el grado de paralelización, 
de las cuales se obtiene una mayor pendiente en 
los FF de un valor m = 92, y una menor de m = 44 
para los IOB. Además de una pendiente igual a 
0 para los LUT, lo cual muestra que sin importar 
el grado de paralelización, dicho recurso se man-
tendrá constante.
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