Abstract-We consider a state-dependent full-duplex relay channel with the channel states available non-causally at only the source, i.e., neither at the relay nor at the destination. For the discrete memoryless (DM) case, we establish lower and upper bounds on the channel capacity. The lower bound is obtained by a coding scheme at the source that uses a Gel'fand-Pinsker like binning scheme at the source, and is based on partial decodeand-forward at the relay. The upper bound improves upon that obtained by assuming that the channel state is available at the source, the relay, and the destination. For the Gaussian case also, we establish lower and upper bounds on the capacity. The lower bound is obtained by a coding scheme that consists in a superposition of generalized dirty paper coding (GDPC) and standard DPC at the source, and partial decode-and-forward at the relay. In this case also, the upper bound is better than that obtained by assuming that the channel state is available at the source, the relay, and the destination. For the general Gaussian RC and the degraded Gaussian RC, the lower bound and the upper bound meet, and so give the capacity, for some extreme cases, and so the capacity is obtained for these cases.
I. INTRODUCTION
Channels that depend on random parameters have received considerable attention, due to a wide range of possible applications. For single-user channels, earlier investigations date back to Shannon [1] , Gel'fand and Pinsker [2] , Heegard and El Gamal [3] and Costa [4] . For multiuser channels, different state-dependent channel models under different setups are investigated in literature (e.g., see [5] , [6] and references therein). In a multiuser environment, one key issue in the study of state-dependent channels is whether the parameters controlling the channel are known to all, only some, or none of the users in the communication model. For example, the state-dependent multiacess channel (MAC) with only some, i.e., not all, encoders informed of the channel state is considered in [7] , [8] , [9] , [10] , [11] and the state-dependent relay channel (RC) with only informed relay is considered in [12] , [13] .
In this work, we consider a state-dependent full-duplex RC with states available non-causally at only the source, as shown in Figure 1 . We refer to this channel model as RC with informed source. For the discrete-memoryless (DM) case, we derive lower and upper bounds on the capacity of the general state-dependent RC with informed source. We also specialize the results to the case in which the channel is physically degraded. The lower bound is obtained by a coding scheme at the source that uses a Gel'fandPinsker like binning scheme and regular backward-decoding [14] for partial decode-and-forward (DF) relaying [15] , [16, Theorem 4] . It improves upon that in [17] which is based on a coding scheme in which the relay node operates in full DF. The upper bound on the capacity is better than that obtained by assuming that the channel state is available at the source, the relay, and the destination. Also, this upper bound is non-trivial and connects with a bounding technique that is developed in the context of multiple access channels with asymmetric channel state in [10] , [11] , and is similar to one that is established in the context of relay channels with states at only the relay in [12] , [13] . However, we note that the proof of the upper bound here is different from the proof given in [11] . Furthermore, this upper bound has a form which is similar to the one in [12] , [13] , but it differs from it through the considered probability measure. For instance, unlike in [12] , [13] , here the input of the uninformed encoder (the relay) potentially depends on the unknown channel state.
Furthermore, we apply the concepts developed in the DM case to the Gaussian case in which both the noise and the state are additive Gaussian random variables. The additive state may model a Gaussian interference which is known (non-causally) to only the source. In this case also, we derive lower and upper bounds on the capacity of the Gaussian RC with informed source. We obtain the lower bound by a coding scheme that consists in a superposition of generalized dirty paper coding (GDPC) [9] , [11] , [12] , [18] and standard DPC at the source, combined with partial decode-andforward at the relay. Like for the DM case, the upper bound is better than that obtained by assuming that the channel state is known to the relay and the destination as well. However, also like for the DM case, the input of the relay is potentially correlated with the channel state. Furthermore, we show that the lower bound and the upper bound meet in some extreme cases, and so characterize the capacity in these cases. Finally, we give some illustrative numerical examples in Section IV-D. We note that in the Gaussian case, related scenarios are considered in [19] , [20] .
II. SYSTEM MODEL AND DEFINITIONS
We consider a state-dependent RC denoted by W Y2,Y3|X1,X2,S whose outputs Y 2 ∈ Y 2 and Y 3 ∈ Y 3 for the relay and the destination, respectively, are controlled by the channel inputs X 1 ∈ X 1 from the source and X 2 ∈ X 2 from the relay, along with a channel state S ∈ S. It is assumed that the channel state instant i is independently drawn from a given distribution Q S and the channel state S n is non-causally known to only the source. The channel model is shown in Figure 1 , and we refer to it as RC with informed source.
The source wants to transmit a message W to the destination with the help of the relay, in n channel uses. The message W is assumed to be uniformly distributed over the set W = {1, · · · , M }. The information rate R is defined as log M n bits per transmission. An (M, n) code for the state-dependent RC with informed source consists of an encoding function at the source φ
, a sequence of encoding functions at the relay φ 2,i : Y i−1 2,1 → X 2 , for i = 1, . . . , n, and a decoding function at the destination ψ n : Y n 3 → {1, · · · , M }. From a (M, n) code, the sequences X n 1 and X n 2 from the source and the relay, respectively, are transmitted across a state-dependent RC W (y 2 , y 3 |x 1 , x 2 , s) modeled as a memoryless conditional probability distribution, so that
The destination estimates the message sent by the source from the channel output Y n 3 . The average probability of error is defined as
having average probability of error P n e not exceeding . A rate R is said to be achievable if there exists a sequence of ( n, n, R)−codes with limn→∞ n = 0. The capacity C of the state-dependent RC with informed source is defined as the supremum of the set of achievable rates.
The channel is said to be physically degraded if the conditional distribution W Y2,Y3|X1,X2,S factorizes as
In Section III and Section IV we establish bounds on the capacity of the state-dependent RC with informed source for both the DM case and the Gaussian case. The proofs of these bounds are rather lengthy and, for the sake of brevity, they are either outlined only or omitted here. Detailed proofs are reported in [21] .
III. THE DM RC WITH STATES AT THE SOURCE
In this section, we assume that all the alphabets in the model, S, X 1 , X 2 , Y 2 , and Y 3 , are discrete and finite.
A. Lower Bound on Capacity
The following theorem provides a lower bound on the capacity of the state-dependent DM RC with informed source.
Theorem 1: The capacity of the state-dependent DM RC with informed source is lower-bounded by
where the maximization is over all probability distributions of the form
and U ∈ U and U 1 ∈ U 1 are auxiliary random variables with
respectively. An informal proof of the rate in (3) in the case in which [I(U ; Y 3 |X 2 ) − I(U ; S|X 2 )] ≥ 0 is as follows. First, note that, in this case, the third term of the minimization in (3) is larger than the second term. Also, the second term of the minimization can be written as
and the first term of the minimization can be written as
Hence, the rate (3) can be interpreted as the rate achievable if the message W transmitted by the source is split into two independent parts, one of which is transmitted through the relay, at rate Rr, and the other, an additional independent information, is transmitted directly to the destination without the help of the relay, at rate R d . The total rate is then R = Rr + R d . In (3), the auxiliary random variable U stands for the information that is decoded by the relay. The message transmitted through the relay can be decoded correctly if rate Rr satisfies [17] Rr < min n
It can also be shown that the additional information can be decoded correctly if rate R d satisfies
This shows that message W can be sent reliably at the rate (3). We note that choosing U = U 1 in (3) gives the lower bound in [17] . Furthermore, this choice, U = U 1 , is relevant in the special case in which the channel is physically degraded as the relay can decode all the information intended to the destination in this case.
B. Upper Bound on Capacity
The following theorem provides an upper bound on the capacity of the state-dependent DM RC with informed source.
Theorem 2: The capacity of the state-dependent DM RC with informed source is upper-bounded by
In the second term of the minimization in (8), the term I(X 2 ; S|Y 3 ) represents the rate penalty in the information conveyed to the destination caused by not knowing the channel state at the relay as well. This rate loss makes the above upper bound tighter than the trivial upper bound that is obtained by assuming that the channel state is also available at the relay and the destination, i.e.,
where the maximization is over all distributions of the form
If the channel is physically degraded, the upper bound in Theorem 2 reduces to the one in the following corollary.
Corollary 1: The capacity of the state-dependent physically degraded DM RC with informed source is upper-bounded by
Similarly to the above, the upper bound in Corollary 1 is better than the trivial upper bound in (10) for the degraded case.
Remark 1: A bounding technique which is similar to that in Theorem 2 is used in [10] , [11] in the context of multiple access channels with states at one encoder and degraded message sets, and in [12] , [13] in the context of relay channels with states at only the relay. However, we mention that, unlike in these works, here the input of the uninformed encoder (the relay) potentially depends on the channel state, as shown by the measure (9) . This potential dependence of the input of the relay on the channel state reflects the fact that it is potentially possible for the relay to get some information about the channel states from the past sequences received from the source. That is, at time i, the input of the relay X 2,i is potentially correlated with
This prevents us from tightening the upper bound in Theorem 2 by restricting the set of probability distributions to the ones of the form
IV. THE GAUSSIAN RC WITH STATES AT THE SOURCE
In this section, we consider a full-duplex state-dependent RC in which both the channel state and the noise are additive and Gaussian. In this model, the channel state models an additive Gaussian interference which is assumed to be known (non-causally) to only the source.
For the state-dependent general Gaussian RC, the channel outputs Y 2,i and Y 3,i at time instant i for the relay and the destination, respectively, are related to the channel input X 1,i from the source and X 2,i from the relay, and the channel state S i by
where S i is a zero mean Gaussian random variable with variance Q, Z 2,i is zero mean Gaussian with variance N 2 , and Z 3,i is zero mean Gaussian with variance N 3 . The random variables S i , Z 2,i and Z 3,i at time instant i ∈ {1, 2, . . . , n} are mutually independent, and are independent of (S j , Z 2,j , Z 3,j ) for j = i. The random variables Z 2,i and Z 3,i are also independent of the channel inputs (X n 1 , X n 2 ). For the full-duplex degraded Gaussian RC, the channel outputs Y 2,i and Y 3,i for the relay and the destination, respectively, are related to the channel inputs X 1,i and X 2,i and the state S i by
where (Z 3,1 , · · · , Z 3,n ) is a sequence of i.i.d. zero mean Gaussian random variables with variance N 3 = N 3 − N 2 which is independent of Z n 2 . We consider the following individual power constraints on the average transmitted power at the source and the relay
As we indicated previously, we assume that the channel state S n is non-causally known to only the source. The definition of a code for this channel is the same as that given in Section II, with the additional constraint that the channel inputs should satisfy the power constraints (17) . For convenience, we define the following two functions R in 1 (·) and R in 2 (·) which we will use throughout this section. Definition 1: Let R in 1 (·) and R in 2 (·) be the functions defined by (18) , for non-negative P 1 , P 2 , Q, N 2 , N 3 , and ζ ∈ [0, 1], ∈ [−1, 0] and α ∈ A(ζ, ) := {x ∈ R :
A. Lower Bound on Capacity
The results obtained in Section III for the DM case can be applied to memoryless channels with discrete time and continuous alphabets using standard techniques [22] . We use the bounds in Theorem 1 and Theorem 2 to compute the below bounds on the capacity for the Gaussian case.
The following theorem provides a lower bound on the capacity of the state-dependent Gaussian RC with informed source.
Theorem 3: The capacity of the state-dependent Gaussian RC with informed source is lower-bounded by
where the functions R in 1 (·) and R in 2 (·) are defined as in Definition 1 and the maximization is over non-negative P 1r and P 1d such that
, and, for fixed (P 1r , P 1d , ξ, ρ), α ∈ B(P 1r , P 1d , ξ, ρ) := {x ∈ R :
The proof of Theorem 3 is based on the evaluation of the lower bound (3) with an appropriate jointly Gaussian input distribution that will be specified in the sequel.
As we outlined after Theorem 1, we decompose the message W to be sent from the source into two parts Wr and W d . The input X n 1 from the source is divided accordingly into two independent parts, i.e., X
, where X n 1r carries message Wr and has power constraint nP 1r and X n 1d carries message W d and has power constraint nP 1d , with P 1 = P 1r + P 1d . The message Wr is sent through the relay at rate Rr and the message W d is sent directly to the destination at rate R d . The total rate is
Since message W d is to be decoded by only the destination, it is precoded against the interference on the link to the destination, using a standard DPC. The message Wr, however, experiences the same interference S n but different noise terms on its way to the relay and to the destination, and it is precoded against the interference S n through a GDPC. The GDPC can be interpreted as a partial cancellation of the interference, by the source for the relay, combined with standard DPC. The relay benefits from this cancellation and can then transmit more reliably to the destination, and so the source benefits in turn.
More formally, we decompose the source input random variable X 1 as
where X 1r is zero mean Gaussian with variance P 1r , is independent of X 1d and is correlated with both the relay input X 2 and the state S, with E[X 1r X 2 ] = ρ 12 √ P 1r P 2 and E[X 1r S] = ρ 1s √ P 1r Q, for some ρ 12 ∈ [−1, 1], ρ 1s ∈ [−1, 1]; and X 1d is zero mean Gaussian with variance P 1d , and is independent of both the relay input X 2 and the state S. For the GDPC, we choose the random variable U as
for some α ∈ R. For the standard DPC, we choose the random variable U 1 as
Let
. Through straightforward algebra it can be shown that the evaluation of the lower bound (3) gives the lower bound in Theorem 3. More precisely, for fixed (P 1r , P 1d , ξ, ρ, α), with the choice of the input distribution given above, we get
Finally, we obtain the rate on the RHS of (19) 1] such that the covariance matrix Λ S,X1r,X 1d ,X2,Z2,Z3 of (S, X 1r , X 1d , X 2 , Z 2 , Z 3 ) has a non-negative discriminant, i.e., for non-zero P 1r , P 1d , Q,
and all values of α such that R in 1 (P 1r , Q, N 2 + P 1d , ξ, ρ, α) and R in 1 (P 1r , Q, N 3 + P 1d , ξ, ρ, α) are non-negative.
B. Upper Bound on Capacity
The following theorem provides an upper bound on the capacity of the state-dependent Gaussian RC with informed source.
Theorem 4: The capacity of the state-dependent Gaussian RC with informed source is upper-bounded by 
Remark 2: Like in the observation for the DM case in Remark 1, it is important to note that here also though the relay does not know the state of the channel, its input may potentially depend on it. This is because, as the received signal at the relay depends on the channel state, the input of the relay (which is a function of the received signals at the relay up to the current transmission time) may also depend on it, potentially. So, in general, one cannot claim that the input of the relay is independent of the channel state. The parameter ρ 2s that appears in (28) stands for the correlation coefficient between the relay input X 2 and the channel state S, and so reflects this potential dependence.
In the proof of Theorem 4 we evaluate the upper bound (8) for the DM model using an appropriate jointly Gaussian distribution of S, X 1 , X 2 , Y 2 , Y 3 . We show that for the Gaussian channel (15) , one can restrict attention to jointly Gaussian
The allowable values for the correlation coefficients ρ 12 , ρ 1s and ρ 2s are such that the covariance matrix Λ X1,X2,S,Z2,Z3 of (X 1 , X 2 , S, Z 2 , Z 3 ) has a non-negative discriminant, i.e.
Similarly to in Theorem 4, we obtain an upper bound on channel capacity for the degraded Gaussian case by evaluating the upper bound (12) in Corollary 1 using an appropriate jointly Gaussian distribution of S, X 1 , X 2 , Y 2 , Y 3 .
Corollary 2: The capacity of the state-dependent degraded Gaussian RC with informed source is upper-bounded by (28) in which the first term of the minimization is replaced by
C. Analysis of Some Special Cases
We note that comparing the bounds that are given in Theorem 3 and Theorem 4 analytically can be tedious in the general case. In the following we identify a few cases in which the lower bound and the upper bound meet, and so give the capacity. Corollary 3: In the limit of strong interference (i.e., Q → ∞), the capacity of the general Gaussian channel (15) and the capacity of the degraded Gaussian channel (16) are given by
The proof of Corollary 3 follows by letting Q → ∞ in the lower bound (19) , the upper bound (28) and the upper bound in Corollary 2.
Extreme Cases
We now focus in the behavior of the above bounds in some extreme cases.
1. For Q = 0, i.e., no channel state at all in the model, the lower bound (19) reduces to the one achievable with partial DF in the standard interference-free Gaussian RC. Also, in this case, putting P 1d = 0 in (19), we get that the lower bound (19) and the upper bound for the degraded Gaussian case in Corollary 2 meet and yield
which is the capacity of the standard degraded Gaussian RC [16, Theorem 5]. 2. If P 2 = 0, capacity is given by
In this case, the effect of the interference is removed by a standard DPC at the source. 
D. Numerical Examples and Discussion
In this section we discuss some numerical examples for the general Gaussian case. Figure 2 depicts the evolution of the lower bound (19) and the upper bound (28) for an example Gaussian RC, as functions of the signal-to-noise-ratio (SNR) at the relay, SNR = P 1 /N 2 (in decibels). Also shown for comparison are: the rate obtained with full-DF at the relay (i.e., the rate of the strategy of [17] , which is a special case of (19) obtained by putting P 1d = 0), the trivial upper bound (10) computed here for the Gaussian case and the trivial lower bound obtained by treating the interference as unknown noise.
The curves show that the upper bound (28) improves upon the trivial upper bound (Cf. sub- figure 2(a) ). The improvement is observed mainly at large SNR, i.e., when capacity of the channel is determined by the sum rate of the MAC formed by transmission from the informed source and the uninformed relay to the destination. Also, the lower bound (19) improves upon the one in [17] and is (relatively) close to the upper bound (28) at small SNR.
