Abstract. In many applications, the information about the number of eigenvalues inside a given region is required. In this paper, we propose a contour-integral based method for this purpose. The new method is motivated by two findings. Recently, some contour-integral based methods were developed for estimating the number of eigenvalues inside a region in the complex plane. But our method is able to count the eigenvalues inside the given region exactly. An appealing feature of our method is that it can integrate with recently developed contour-integral based eigensolvers to determine whether all desired eigenvalues are found by these methods. Numerical experiments are reported to show the viability of our new method.
Introduction. Consider the generalized eigenvalue problem
where A, B ∈ C n×n . The scalars λ ∈ C and the associated nonzero vectors x ∈ C n are called the eigenvalues and eigenvectors, respectively. Let D be a disk in the complex plane and enclosed by the circle Γ. In this paper, we want to develop an approach for counting the eigenvalues of (1.1) inside D exactly. Due to the Möbius transformation, the resulting approach can be adapted to the union of intersections of arbitrary half plane and (complemented) disks, and so a rather general region [3] .
In many applications, it is required to know the number of eigenvalues inside the prescribed region in the complex plane [13, 14] . For example, it is a prerequisite of eigensolvers based on divide-and-conquer techniques [2, 8] . To get this number, the most straightforward way is to compute all eigenvalues inside the target region. However this method is always time-consuming and not effective, because we are only interested in the number of eigenvalues rather than the eigenvalues themselves.
When A and B are Hermitian matrices with B being positive definite, i.e., zB −A is a definite matrix pencil, it is well-known that the eigenvalues of (1.1) are real-valued and lie on the real line [21] . Assume that we want to know the number of eigenvalues inside interval [a, b] . The standard method works as follows. Compute two LDL compositions:
Then the difference between the numbers of negative entries in the diagonal of D a and D b is exactly the number of eigenvalues inside [a, b] . The derivation of this method is based on the Sylvester law of inertia, see [8, 12, 17] for more details. The efficiency of this method depends on the accurate computation of the two LDL decompositions [8] . Computing the LDL decomposition requires floating point operations of order O(n 3 ) [11] ; and, as a result, it becomes computationally prohibitive for large problems. When (1.1) comes to the non-Hermitian case, to the best of our knowledge, there is no specific method for exactly computing the number of eigenvalues of (1.1) inside D.
Since the information about the number of eigenvalues inside a prescribed region is crucial to the practical implementation of contour-integral based eigenslovers [16, 19, 20, 23] . Due to this, recently some methods based on contour-integral were proposed to estimate this number. For example the methods based on the stochastic estimation of the trace of the spectral operator associated with the wanted eigenvalues [8, 9, 23] . But these kinds of contour-integral based estimate methods may be unreliable in some cases, for instance when the matrices A and B are ill-conditioned. Another contour-integral based estimate method presented in [22] works under the assumption that matrices A and B are Hermitian and B is positive definite. However, all these mentioned contour-integral based methods always just provide approximations for the exact number of eigenvalues inside D.
In this paper, we present a contour-integral based method which can exactly compute the number of eigenvalues of (1.1) inside D. The derivation of the method requires the eigenvalues of (1.1) are semi-simple, i.e., there are n independent eigenvectors, which is always the case in practical situations. Our new method is motivated by two findings. The first finding comes from using the Gauss-Legendre quadrature rule to compute the spectral operator constructed by a contour integral. More details will be given in Section 2. The second one is devoted to avoiding the computation of the Weierstrass canonical form of the related matrix pencil when using the first finding to compute the wanted number. More details about the second finding will be given in Section 4. Since our new method is also based on contour integral, it keeps the promising features of the usual contour-integral based eigensolvers, such as having a good potential to be implemented on a high-performance parallel architecture. On the other hand, it can integrate with the contour-integral based eigensolvers [16, 19, 20, 23] to help them determine whether all desired eigenvalues are found when they stop.
The paper is organized as follows. In Section 2, we present the first finding, which is derived when using the Gauss-Legendre quadrature rule to approximately compute a spectral projector constructed by an integral contour. Since our new method need the help of a method proposed in [23] , we briefly describe the method in Section 3 before giving our method. In Section 4, we first present the second finding, and then give the resulting method. Numerical experiments are reported in Section 5 to demonstrate the viability of our new method.
Throughout the paper, the following notation and terminology are used. The real part of a complex number a is denoted ℜ(a). We use √ −1 to denote the imaginary unit. The subspace spanned by the columns of matrix X is denoted by span{X}. The rank of X is denoted by rank(X). The algorithms are presented in Matlab style.
2. Approximate spectral projector. Our discussion starts with the spectral projector constructed by a contour integral associated with the eigenvalues inside Γ. The contour integral is defined as
is not identically zero for all z ∈ C [7, 15] . Below is a generalization of the Jordan canonical form to the regular matrix pencil case.
Theorem 2.1 (Weierstrass canonical form [10] ). Let zB − A be a regular matrix pencil of order n. Then there exist nonsingular matrices S and T ∈ C n×n such that Assume that there are n independent eigenvectors, which implies J d is a diagonal matrix and N n−d is a zero matrix. Let J d = diag{λ 1 , λ 2 , . . . , λ d }, with λ i being the (finite) eigenvalues [7] . Here the λ i are not necessarily distinct and can be repeated according to their multiplicities.
For z = λ i , then the matrix (zI d − J d ) is invertible. Hence, according to (2.2), the resolvent operator
where 4) and the diagonal block (
is of the form:
Assume that there are s eigenvalues enclosed by Γ, without loss of generality, let them be {λ 1 , . . . , λ s }. Then, according to the residue theorem in complex analysis [1] , it follows from (2.3)-(2.5) that
It is easy to verify that Q 2 = Q, which implies that Q is a spectral projector onto the eigenspace span{S (:,1:s) } corresponding to {λ 1 , λ 2 , . . . , λ s } [23] .
According to (2.6), the spectral projector Q can be obtained via computing the Weierstrass canonical form (2.2). However, the Weierstrass canonical form is not suitable for numerical computation [2] . Consequently, we have to compute Q via (2.1) numerically through a quadrature scheme. In our method, the quadrature scheme is restricted to the Gauss-Legendre quadrature rule [6] . Let c and ρ be the center and the radius of circle Γ respectively. Applying the q-point Gauss-Legendre quadrature rule to (2.1) yields
Here z j = c + ρe √ −1θj , θ j = (1 + t j )π, and t j is the jth Gaussian node with associated weight ω j . We remark that Q is an approximate spectral projector. Let
Comparing to (2.6) and (2.7), we see that D is an approximation to
Computing ψ(µ) by the q-point Gauss-Legendre quadrature rule leads to
It was shown that ψ(µ) 1 2 if µ is real-valued and located inside Γ [22] . This observation sheds light on the following theorem.
Theorem 2.2. If µ is enclosed by Γ, then the real part of ψ(µ) satisfies
If µ is located outside Γ, we have
Proof. According to (2.10), we have 13) one can show that the partial derivative of g j (r, θ) with respect to variable r is
(2.14)
We first consider the case when µ is located inside Γ, i.e., r ∈ [0, ρ]. For the time being, we fix θ and j, and regard g j (r, θ) and (g j ) ′ r (r, θ) as the functions of r in [0, ρ]. Note that the denominators of (g j ) ′ r (r, θ) are always positive. We verify the claim (2.11) in the following steps.
(i). If cos(t j π −θ) 0, then it is readily to see that (g j ) ′ r (r, θ) 0 for all r ∈ [0, ρ], which means that g j (r, θ) is a decreasing function in [0, ρ] for any θ satisfying cos(t j π − θ) 0. Therefore, we have
The numerator of (g j ) ′ r (r, θ) is convex quadratic and attains its minimum at r = ρ | cos(t j π − θ)| ρ, by which we know that the sign of (g j )
r (ρ, θ) < 0, hence g j (r, θ) attains its maximum in the interior of (0, ρ) and its minimum in [0, ρ] at either r = 0 or r = ρ. Since g j (0, θ) = 1 and g j (ρ, θ) = 1 2 , we can conclude that g j (r, θ) 1 2 for all r ∈ [0, ρ] and all θ satisfying cos(t j π−θ) < 0. Following from (i) and (ii), we conclude that
On the other hand, it is well-known that q j=1 ω j = 2 [6, 22] . Therefore,
when µ is enclosed by Γ. Now we consider the case when µ is located outside Γ, i.e., r ∈ (ρ, +∞). For any given θ and j, it follows from (2.13) that
We see that g j (r, θ) is a monotone decreasing function of r in [ρ, +∞). Therefore, g j (r, θ) < 
Due to this, in the following we always refer to D (i,i) as the diagonal entry of D that corresponds to eigenvalue λ i . In viewing of Theorem 2.2, the diagonal entries of D can be divided into two categories, that is,
on the other. This fact is our first finding in this paper, which implies that the number s can be obtained by counting the diagonal entries of D whose real parts are larger than 1 2 . According to (2.8), getting D requires to compute the Weierstrass canonical form of zB − A. However, as was suggested in [2] , the Weierstrass canonical form is not suitable for numerical computation.
In our work, we present a method which can obtain
, as a consequence exactly find the number of eigenvalues of (1.1) inside Γ, but does not need to compute the Weierstrass canonical form of zB − A. Since our new method need the help of a method proposed in [23] , we briefly introduce it in the next section before presenting our method. 3. Finding an upper bound for the number of eigenvalues inside Γ. In [23] , a method based on contour integral was proposed for finding a good upper bound for the number of eigenvalues inside a given region. Meanwhile, it provides an approximation projection onto the eigenspace corresponding to the eigenvalues inside the given region.
The method first uses a stochastic estimation of the trace of spectral projector Q (cf. (2.1)) to obtain an estimation s 0 of s. By Y p ∼ N n×p (0, 1), we mean that Y is an n × p random matrix with independent and identically distributed entries drawing from standard normal distribution N(0, 1). By (2.6), one can easily verify that † . Based on these arguments, the following algorithm was proposed in [23] for finding a good upper bound for s. Meanwhile, a projection matrix onto the eigenspace span{S (:,1:s) } is produced, which will play an important role in the resulting method. Algorithm 1. Input an increasing factor α > 1 and the size p of sample vectors. The function " Search" outputs s 1 , an upper bound of the number of eigenvalues s inside Γ, and a projection matrix U 1 ∈ C n×s1 onto span{S (:,1:s) }.
by the q-point Gauss-Legendre quadrature rule.
Set s
5.
AugmentÛ to U to form
Set s ⋆ = p. In practice, by (2.7), we see that U (line 5) formed in the last iteration in Algorithm 1 is
where Y s ⋆ ∼ N n×s ⋆ (0, 1) and s ⋆ > s 1 . By Lemma 3.1, we know that S −1 Y s ⋆ is full-rank, then it follows from (3.2) that
where I is an index set and its cardinality is s 1 . It has been shown in the previous section that {ℜ[
, thus we can conclude that {1, 2, . . . , s} ⊂ I. 4. Counting the eigenvalues inside Γ. In this section, we present the resulting method for counting the eigenvalues inside a given disk in the complex plane.
Below is the second finding of our work. Theorem 4.1. Let U 1 be the projection matrix computed by Algorithm 1. Let
Compute U 2 by the q-point Gauss-Legendre quadrature rule, i.e.,
2)
7 and define the s 1 × s 1 matrix
are the eigenvalues of M . Proof. Since U 1 is computed by Algorithm 1, by (3.3) , we can find a nonsingular matrix, say, W such that
LetĪ be the index set {1, 2, . . . , n} \ I, then there exists a permutation matrix P such that
Note that D is a diagonal matrix, thereby P * DP is also a diagonal matrix and can be written as
It can be seen that the diagonal entries of
By (2.7), (4.2) and (4.3), we have
Since W is nonsingular, the matrices M and D 1 have the same eigenvalues, which are
are the eigenvalues of M .
Theorem 4.1 tells us that
can be obtained via computing the eigenvalues of M . We have shown in Section 2 that the real parts of
, which correspond to the eigenvalues inside Γ, are larger than 
8
As with other contour-integral based eigensolvers [19, 20, 16, 23] , the dominant computation of Algorithm 2 is solving linear systems of form
which can be solved by any method of choice. Since the quadrature nodes z j and the columns of the right-hand sides of (4.7) are independently, Algorithm 2 has good scalability in modern parallel architectures. Algorithm 2 can be integrated with the contour-integral based eigensolvers [16, 19, 20, 23] . For example, in the method proposed in [23] , U 1 and U 2 are also computed in its first iteration and the second, respectively. As a result, to get s, the extra work is constructing the matrix M (cf. (4.3) ) and computing its eigenvalues. Once the number s is obtained, it can help the contour-integral based eigensolvers to detect whether all desired eigenvalues are found in the subsequent iterations and determine when to stop the iteration process. For clarity, we present the process using the following algorithm.
Algorithm 3. Input A, B ∈ C n×n , an increasing factor α > 1, the size p of sample vectors, a circl Γ, a convergence tolerance ǫ, and "max iter" to control the maximum number of iterations. The function "Eigenpairs" computes eigenpairs (λ i ,x i ) of (1.1) that satisfies λ i inside Γ and
The results are stored in the vector Λ and the matrix X. Compute QR decompositions:
Solve the projected eigenproblem Ay =λ By of size s 1 to obtain eigenpairs 
5. Numerical Experiments. In this section, we give some numerical experiments to illustrate the viability of our new method. All computations are carried out in Matlab version R2012b on a MacBook with an Intel Core i5 2.5 GHz processor and 8 GB RAM.
In the experiments, as for computing the generalized shifted linear systems of the form (4.7), we first use the Matlab function lu to compute the LU decomposition In the experiment, we select the number of quadrature points q = 32. According to (2.8), now D is given by
where ω i are the weights associated with quadrature nodes z i . We take the size of sample vectors p = 6, i.e., the starting basis in function Search is Y 6 = randn (8, 6) . Since the size of test problem is small and the number of columns of Y 6 is already larger than the number of eigenvalues inside Γ, we just run one iteration during preforming function Search to get the projection U 1 . The resulting matrix M is of size 6 × 6. Since, in practical situations, we are only interested in the real part of the diagonal entries of D, in the second column in (4, 4) ] is about 0.8, this is because it corresponds to the eigenvalue 0.4, which is close to the boundary of the target disk. On the other hand, the real parts of {D (i,i) } 8 i=5 , corresponding to the eigenvalues outside Γ, are less than 0.5 and very close to zero, as expected of our first finding.
The third column in Table 5 This experiment is devoted to testing the viability of our new method. The test matrices are available from the Matrix Market collection [4] . They are the real-world problems from scientific and engineering applications. The descriptions of the matrices are presented in Table 5 .2, where nnz denotes the number of non-zero entries and their condition numbers are computed by Matlab function cond. The test matrices of different test problems vary in size, spectrum and property.
In this experiment, we take the parameter q to be 16. The parameters c and ρ are the center and the radius of the circle Γ, respectively. Note that the test problems 3, 4, 6, and 8 are Hermitian problems, which means their (finite) eigenvalues are realvalued. Due to this, we choose the circles whose centers lie on the real line for these test problems. Table 5 .3 presents the numerical comparisons. s is the actual number of eigenvalues inside Γ. We first use the Matlab built-in function eig to compute all eigenvalues of the test problems, and then determine the values of s according to the coordinates of computed eigenvalues. We also present the estimation s 0 computed by the trace formula (2.6) and the upper bound s 1 computed by Algorithm 1. Cont Eigs is the result computed by our new method.
The results for all eight test problems are reported in Table 5 .3. From these data, we see that the estimation s 0 computed by the trace formula (2.6) always provide good estimation to s for all test problems except for test problem 7, due to its ill-condition. s 1 always gives a good upper bound for s. It is remarkable that the result computed by our new method is the same with the exact number s for each test problem, even though the test problem 7. Therefore, our new method is numerically efficient and reliable.
6. Conclusion. In this work, we develop an approach for counting the eigenvalues of (1.1) inside a given disk in the complex plane. The new method is a contourintegral based method and motivated by two observations. The computational advantage of the new method is that it is easily parallelizable. Its another promising feature is that it can integrate with the recently proposed contour-integral based eigensolvers Table 5.3 
