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Abstract
Direct loss minimization is a popular approach for learning predictors over struc-
tured label spaces. This approach is computationally appealing as it replaces
integration with optimization and allows to propagate gradients in a deep net using
loss-perturbed prediction. Recently, this technique was extended to generative
models, while introducing a randomized predictor that samples a structure from a
randomly perturbed score function. In this work, we learn the variance of these ran-
domized structured predictors and show that it balances better between the learned
score function and the randomized noise in structured prediction. We demonstrate
empirically the effectiveness of learning the balance between the signal and the
random noise in structured discrete spaces.
1 Introduction
Learning and inference in high-dimensional structured models drives much of the research in machine
learning applications, from computer vision, natural language processing, to computational chemistry.
Examples include scene understanding [1] machine translation [2] and molecular synthesis [3]. The
learning process optimizes a score for each of the exponentially many structures in order to best fit the
mapping between input and output in the training data. While it is often computationally infeasible to
evaluate the loss of all exponentially many structures simultaneously through sampling, it is often
feasible to predict the highest scoring structure efficiently in many structured settings.
Direct loss minimization is an appealing approach in discriminative learning that allows to learn a
structured model by predicting the highest scoring structure [4, 5, 6]. It allows to improve the loss of
the structured predictor by considering the gradients of two predicted structures: over the original
loss function and over a perturbed loss function. This approach implicitly uses the data distribution
to smooth the loss function between a training structure and a predicted structure, thus propagating
gradients through the maximal argument of the predicted structure. Unfortunately, our access to the
data distribution is limited by the training data, which cannot reliably represent the intricate relation
between a training instance and its exponentially many structures. Recently this framework was
extended to generative learning, where a random perturbation that follows the Gumbel distribution
law allowed to sample from all possible structures [7]. However, one cannot apply this generative
learning approach effectively to discriminative learning, since the random noise that was added in the
generation process interferes in predicting the best scoring structure that minimizes the training loss.
In this work we combine these two approaches: we explicitly add random perturbation to each of
the structures, in order to reliably represent the intricate relation between the a training instance and
its exponentially many structures. To balance between the learned score function and the added
random perturbation, we treat the score function as the mean of the random perturbation, and learn
its variance. This way we are able to control the ratio between the signal (the score) and the noise
(the random perturbation) in discriminative learning. In our experimental validation we show that
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by learning both the mean and the variance of structured predictors we are able to improve upon
structured predictors in bi-partite matching and k-nearest neighbors.
2 Related work
Direct loss minimization is an effective approach in discriminative learning that was devised to
optimize non-convex and non-smooth loss functions for linear structured predictors [4]. Later it was
extended to non-linear models, including hidden Markov models and deep learners [5, 6]. Our work
extends direct loss minimization by adding random noise to its structured predictor and learning
its variance. Our experimental validation shows that it improves the performance of direct loss
minimization. Recently, the idea of optimization that replaces sampling was extended to generative
learning and reinforcement learning [7, 8]. Similar to our work, these works also add random
Gumbel perturbation and learn the mean of their structured predictor. In contrast, our work also
learns the variance of the predictor, and our experimental validation shows it has an impact on the
performance of the predictor. Also, our theoretical contribution sets the framework to handle any
structured predictor. Vlastelica et al. [9] have suggested a new scheme to differentiate through argmax,
which allows backward pass through blackbox implementations of combinatorial solvers with linear
objective functions. They show that the loss-augmenting hyper-parameter λ carries informativeness,
and do not restrict to setting it to approach zero as prior works have [4, 6, 7]. Closer to the direct
optimization is a method of differentiating through marginal inference [10], which shows that the
gradient of the loss with respect to the parameters can be computed based on inference over the
original parameters , and one over the parameters pertubed in the direction of the loss derivative w.r.t
to the marginals. Recently, Berthet et al. [11] suggested stochastic smoothing to allow differentiation
through perturbed maximizers.
Paulus et al. [12] have suggested a unified framework for constructing structured relaxations of
combinatorial distributions, and have demonstrated it as a generalization of the Gumbel-Softmax trick.
Their method builds upon differentiating through a convex program and induces solutions found in the
interior of the polytope rather than on its faces, as a function of temperature-controlled approximation.
An efficient extension for sorting and ranking differential operators has been suggested lately [13].
SparseMAP [14] is a sparse structured inference framework which offers a continuous relaxation
of the MAP inference. It entails sparse MAP solutions found on the faces of the marginal polytope
rather than the dense solutions found in the interior of the polytope considered in marginal inference.
Our work considers two popular structured prediction problems: bi-partite matching and k-nearest
neighbors. Learning matchings in bi-partite graphs have had been extensively researched. When the
bi-partite graph is balanced, a matching can be represented by a permutation, which is an extreme
point of the Birkhoff polytope, i.e., the set of all doubly stochastic matrices. Many works have
built upon Sinkhorn normalization, an algorithm that maps a square matrix to a doubly-stochastic
matrix. Adams and Zemel [15] have used Sinkhorn normalization to learn to rank in an end-to-end
supervised learning framework. Mena et al. [16] introduced the Gumbel-Sinkhorn operator to
relax discriminative learning of bi-partite matchings in order to propagate gradients in deep nets.
Gumbel-Sinkhorn networks are based upon Sinkhorn layers with a temperature-controlled continuous
relaxation inspired by the Gumbel-Softmax trick [17, 18]. Andriyash et al. [19] have later showed that
the Gumbel-Softmax estimator is biased and proposed a method to reduce it. Our work has similar
motivation as the Gumbel-Sinkhorn, although we do not relax the use of bi-partite matchings by the
Gumbel-Sinkhorn operation. While we use random (Gumbel) perturbation, we directly optimize
the bi-partite matching predictor and propagate gradients using the direct optimization approach.
Our experimental validation shows the benefit of our approach. Other works that use the Sinkhorn
operation include the DeepPermNet by Cruz et al. [20] that incorporates Sinkhorn normalization in a
convolutional neural net in order to generate continuous approximation of permutation matrices for
tasks of visual permutation learning. Linderman et al. [21] propose a rounding procedure that uses
the Sinkhorn operator to directly sample matrices near the Birkhoff polytope and have demonstrated
it in a problem from neuroscience, which can be cast as inference of latent permutation structure.
Our work also considers learning k-nearest neighbors, i.e., learning an embedding of points that
encourage the k closest points to the test point to have the correct label. The body of work on sorting
and specifically top-k operators in an end-to-end learning framework is extensive. Grover et al.
[22] have suggested a continuous relaxation of the output of the sorting operator from permutation
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matrices to the set of unimodal row-stochastic matrices, where every row sums to one and has a
distinct maximal argument. This relaxation permits straight-through optimization of computational
graphs involving a sorting operation and is demonstrated on tasks that require learning semantic
orderings of high-dimensional objects. Xie and Ermon [23] have reformulated the task of selecting
top-k elements as a problem of sampling a subset of multiple items from a collection without
replacement and develop a continuous relaxation to enable learning with backpropagation. In contrast,
our work does not relax the objective but rather directly optimize the top-k neighbors. Berrada et
al. [24] have introduce a family of smoothed, temperature controlled, loss functions that are suited
to top-k optimization via deep learning. They have demonstrated its benefits over traditional cross-
entropy loss in top-k classification problems in the presence of label noise and limited training set size.
Plotz and Roth [25] developed a continuous deterministic relaxation of k-nearest neighbors selection
that maintains differentiability with respect to pairwise distances, but retains the original k-nearest
neighbors as the limit of a temperature parameter approaching zero. Broadly, top-k sampling has
been researched extensively in recent years. Xie et al. [26] have proposed a smoothed approximation
to the top-k operator as the solution of an Entropic Optimal Transport (EOT) problem. Kool et al.
demonstrate its effectiveness in beam search sampling [27].
3 Background
Learning to predict structured labels y ∈ Y of data instances x ∈ X covers a wide range of
problems. The structure is incorporated into the label y = (y1, ..., yn) which may refer to matchings,
permutations, sequences, or other high-dimensional objects.
For any data instance x, its different structures are scored by a parametrized function µw(x, y).
Discriminative learning aims to find a mapping from training data S = {(x1, y1), ..., (xm, ym)} to
parametersw for which µw(x, y) assign high scores to structures y that describe well the data instance
x. The parameters w are fitted to minimized the loss `(·, ·) of the instance-label pairs (x, y) ∈ S
between the label y and the highest scoring structure of µw(x, y). While gradient methods are the
most popular methods to learn the parameters w, they are notoriously inefficient for learning discrete
predictions. When considering discrete labels, the maximal argument of µw(x, y) is a piecewise
constant function of w, and its gradient with respect to w is zero for almost any w. Consequently,
various smoothing techniques were proposed to propagate gradients while learning to fit discrete
structures.
Let y∗w be the highest scoring structure of µw(x, y). Direct loss minimization approach aims at
minimizing the expected loss: minw E(x,y)∼D`(y∗w, y), while the expectation is taken over the true
distribution of the instance-label pairs (x, y) ∼ D, [4, 5, 6]. Whenever the expected loss is a smooth
function of w, one can derive a perceptron-like learning rule in structured setting. The proposed
gradient estimator uses a loss-perturbed predictor y∗w() and takes the following form:
y∗w , arg max
y
µw(x, y) (1)
y∗w() , arg max
yˆ
{µw(x, yˆ) + `(y, yˆ)} (2)
∇wE(x,y)∼D[`(y, y∗w)] = lim
→0
1

(
E(x,y)∼D[∇wµw(x, y∗w())−∇wµw(x, y∗w)]
)
(3)
In other words, the gradient estimator is obtained by performing pairs of maximization operations, one
over the original objective (y∗w) and one over a perturbed objective (y
∗
w()). The unbiased estimator is
obtained when the perturbation parameter  is approaching 0. In practice, the parameter  is assigned
a value that is different than zero, and it is treated as a hyper-parameter, which introduces bias.
Unfortunately, direct loss minimization update rule relies implicitly on the smoothness of the data
distribution D, as well as on the ability to sample for D. However, both these two assumptions are
limiting: (i) there are no guarantees on the probability density function of D and (ii) the only samples
of D are pre-determined by the training samples S.
[7] enforce smoothness explicitly by adding a random function γ(y) to µw(x, y). The random
scoring function takes the form µw(x, y) + γ(y), while its highest scoring structure is y∗w,γ . Using a
smooth probability density g function for γ(y) alleviates the statistical disadvantages of direct loss
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minimization, and its gradient for any (x, y) ∈ S takes the form:
y∗w,γ , arg max
yˆ
µw(x, yˆ) + γ(yˆ) (4)
y∗w,γ() , arg max
yˆ
{µw(x, yˆ) + γ(y) + `(y, yˆ)} (5)
∇wEγ∼g[`(y, y∗w,γ)] = lim
→0
1

(
Eγ∼g[∇wµw(x, y∗w,γ())−∇wµw(x, y∗w,γ)]
)
. (6)
The random perturbation γ(y) induces a probability distribution over structures y. The Gumbel-
Max trick provides a Bayesian interpretation to the expected loss Eγ∼g`(y, y∗w,γ) that is based on
the extreme value statistics of Gumbel-distributed random variables. Let γ be a random function
that associates an independent random variable γ(y) for each input y ∈ Y . When the random
variables follow the zero mean Gumbel distribution law, which we denote by g(·), one obtains
the following identity: eµw(x,y)/σ = Pγ∼g[y∗ = y], when y∗w,γ = arg maxyˆ µw(x, yˆ) + σγ(yˆ)
(proof in the supplementary material). In this setting, the random variable µw(x, yˆ) + σγ(yˆ) follows
the Gumbel distribution law with mean µw(x, y) and variance σ2pi2/6. In this setting, the mean
parameters determine the log-odds of the Gibbs distribution and the standard deviation σ relates to
the temperature. Taken together, the Gibbs distribution is determined by the signal-to-noise ratio
µw(x, y)/σ. The correspondence between the exponential family of distributions eµw(x,y) and the
Gumbel-max trick requires an independent random variable γ(y) for each structure y = (y1, ., , , .yn).
Unfortunately, when considering high-dimensional structures, the number of possible structures is
exponential in n, therefore it is computationally intractable to enforce this correspondence. In the
following we show how to propagate gradients of high-dimensional problems while learning the
mean and the variance of the noise simultaneously.
4 Learning high-dimensional structured predictors
A general score function µw(x, y) cannot be computed efficiently for discrete structured labels
y = (y1, ..., yn) since the number of possible labels is exponential in n and a general score function
µw(x, y) may assign a different value for each structure. Typically, such score functions are decom-
posed to localized score functions over small subsets α ⊂ {1, ..., n} of variables where yα = (yi)i∈α.
The score function takes the form: µw(x, y) =
∑
α∈A µw,α(x, yα).
Similarly, the random function γ(y) may not be consisted of an independent random variable for
each structure y = (y1, ..., yn). Instead, the random function γ(y) is composed of low-dimensional
independent random variables γ(y) =
∑
β∈B γβ(yβ), where γβ(yβ) is an independent random
variable for each index β ∈ B and each yβ . We note that the subsets β ∈ B may defer from the
subsets α ∈ A, as happens in super modular functions [7].
In this work we show that it is important to learn the balance between the mean score of the randomized
predictor, namely
∑
α∈A µw,α(x, yα), and the variance of its noise
∑
β∈B γβ(yβ). Instead of learning
the variance of the probability density function of the noise, we reparameterize the randomized
predictor
y∗w,v,γ = arg max
yˆ
∑
α∈A
µw,α(x, yˆα) +
∑
β∈B
σv(x)γβ(yˆβ) (7)
In the following we extend the direct optimization technique to learn both the mean and the variance
of the randomized predictor, in the structured label setting.
Theorem 1. Assume {µw,α(x, yα)} are smooth functions of w for any α ∈ A and for any tuple
yα ⊂ (y1, ..., yn) . Also, let σv(x) be a smooth function of v. Let γ = {γβ(yβ)} be a set of continuous
random variables, whose probability density function gβ(γβ(yβ)) is smooth. Assume that for each
w, v, x, α, yα there holds Eγ‖∇wµw,α(x, yα)‖ ≤ ∞ and Eγ‖∇vσv(x)‖ ≤ ∞. Let
y∗w,v,γ ∈ arg max
yˆ
∑
α∈A
µw,α(x, yˆα) +
∑
β∈B
σv(x)γβ(yˆβ) (8)
y∗w,v,γ() ∈ arg max
yˆ
∑
α∈A
µw,α(x, yˆα) +
∑
β∈B
σv(x)γβ(yˆβ) + `(y, yˆ) (9)
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If for any w, v the set of structures y∗w,v,γ consists of a single structure with probability one, and
similarly for y∗w,v,γ(), then the function Eγ [`(y, y∗w,v,γ)] is smooth and its derivatives are
∇vEγ [`(y, y∗w,v,γ)] = lim
→0
1

(Eγ
[∑
β∈B
∇vσv(x)
(
γβ(y
∗
β())− γβ(y∗β)
)]
) (10)
∇wEγ [`(y, y∗w,v,γ)] = lim
→0
1

(
Eγ
[ ∑
α∈A
(∇wµw,α(x, y∗α())−∇wµw,α(x, y∗α))
])
(11)
Here we use the shorthand y∗ = y∗w,v,γ and y
∗() = y∗w,v,γ() for clarity.
Proof. Our proof technique uses the prediction generating function of Lorberbom et al. [7],
G(v, w, ). It follows two steps: (i) We prove that G(w, v, ) is a smooth function of w, v, .
Therefore, the Hessian of G(w, v, ) exists and it is symmetric. (ii) We show that the gradient
computation is apparent in the Hessian, namely Equation (10) is attained by the Hessian sym-
metric entries ∂v∂G(w, v, 0) = ∂∂vG(w, v, 0) and Equation (11) is attained by the identity
∂w∂G(w, v, 0) = ∂∂wG(w, v, 0).
The main technical difficultly realizing the gradient of Eγ [`(y, y∗w,v,γ)] is to deal with non-unique
maximizers y∗w,v,γ , y
∗
w,v,γ(). To deal with it, we recall that the set Γ of all perturbations γ for which
y∗w,v,γ , y
∗
w,v,γ() are uniquely defined is of measure one. Therefore we consider the derivatives of the
quantity Eγ∈Γ[`(y, y∗w,v,γ)], namely, restricting to perturbations in Γ. We define the function.
G(v, w, ) = Eγ∈Γ
[
max
yˆ∈Y
{∑
α∈A
µw,α(x, yˆα) + σv(x)
∑
β∈B
γβ(yˆβ) + `(y, yˆ)
}]
(12)
To avoid the notational overhead we omit the set Γ from the expectation for the rest of the proof,
keeping in mind that we consider the space of unique maximizers y∗w,v,γ , y
∗
w,v,γ(). To prove Equation
(11) we show that the derivative of w in direction u satisfies
lim
n→∞
G(v, w + 1nu, )−G(v, w, )
1/n
= Eγ
[∑
α
∇wµw,α(x, y∗w,v,γ()α)>u
]
(13)
To prove Equation (13) we define a sequence of functions hn(γ) below, in Equation (17), that satisfy:
lim
h→0
G(v, w + hu, )−G(v, w, )
h
= lim
n→∞Eγ [hn(γ)] (14)
Eγ
[
lim
n→∞hn(γ)
]
= Eγ
[∑
α
∇wµw,α(x, y∗w,v,γ()α)>u
]
(15)
The proof of Equation (13) is followed by applying the dominated convergence theorem on hn(γ),
so that limn→∞ Eγ [hn(γ)] = Eγ
[
limn→∞ hn(γ)
]
. We note that we may apply the dominated
convergence theorem, since the conditions Eγ‖∇wµw,α(x, yα)‖ ≤ ∞ and Eγ‖∇vσv(x)‖ ≤ ∞
imply that the expected value of hn(γ) is finite.
To define hn(γ), we first simplify the notation. Let
fn(γ, yˆ) ,
∑
α
µw+ 1nu,α(x, yˆα) + σv(x)
∑
β
γβ(yˆβ) + `(y, yˆ). (16)
hn(γ) ,
maxyˆ∈Y fn(γ, yˆ)−maxyˆ∈Y f∞(γ, yˆ)
1/n
. (17)
We note that fn is a measurable function and we set f∞(γ, yˆ)) = limn→∞ fn(γ, yˆ). We also
note that since yˆ ∈ Y is an element from a discrete set Y , then hn is also a measurable func-
tion. Moreover, since Γ consists of unique maximizers y∗w,v,γ(), and maxyˆ∈Y {·} is the max-
imum of |Y | continuous functions, then there exists n0 such that for every n ≥ n0 it holds that
y∗w,v,γ() , arg maxyˆ f∞(γ, yˆ) = arg maxyˆ fn(γ, yˆ). Consequently, for n large enough, there holds
maxyˆ fn(γ, yˆ) = fn(γ, y
∗
w,v,γ()) and maxyˆ f∞(γ, yˆ) = f∞(γ, y
∗
w,v,γ()). Recall the shorthand
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notation y∗() = y∗w,v,γ() and Equation (16), then for n large enough
max
yˆ∈Y
fn(γ, yˆ) =
∑
α
µw+ 1nu,α(x, y
∗
α()) + σv(x)
∑
β
γβ(y
∗
β()) + `(y, y
∗()) (18)
max
yˆ∈Y
f∞(γ, yˆ) =
∑
α
µw,α(x, y
∗
α()) + σv(x)
∑
β
γβ(y
∗
β()) + `(y, y
∗()) (19)
Since the terms γβ(y∗β()) and `(y, y
∗()) are identical in both maxyˆ∈Y fn(γ, yˆ) and
maxyˆ∈Y f∞(γ, yˆ), they cancel out when computing the difference maxyˆ∈Y fn(γ, yˆ) −
maxyˆ∈Y f∞(γ, yˆ). Therefore, for n large enough
max
yˆ∈Y
fn(γ, yˆ)−max
yˆ∈Y
f∞(γ, yˆ) =
∑
α
µw+ 1nu,α(x, y
∗
α())−
∑
α
µw,α(x, y
∗
α()) (20)
hn(γ) =
∑
α∈A
(
µw+ 1nu,α(x, y
∗
α())− µw,α(x, y∗α())
)
1/n
(21)
Since µw,α(x, y∗α()) is smooth, then limn→∞ hn(γ) is composed of the derivatives of
µw,α(x, y
∗
α()) in direction u, namely, limn→∞ hn(γ) =
∑
α∇wµw,α(x, y∗α())>u.
We therefore proved Equation (13) that the directional derivative of G(v, w, ) with respect to w in
the direction u is
∑
α∇wµw,α(x, y∗α())>u. Since this holds for every u then:
∇wG(v, w, ) = Eγ
[∑
α
∇wµw,α(x, y∗α())
]
(22)
Adding a derivative with respect to  we get:
∇∇wG(v, w, 0) = lim
→0
1

Eγ
[∑
α
∇wµw,α(x, y∗α())−
∑
α
∇wµw,α(x, y∗α)
]
(23)
Now we turn to show that ∇w∇G(v, w, 0) = ∇wEγ [`(y, y∗w,v,γ)]. Since  is a real valued number
rather than a vector, we do not need to consider the directional derivative, which greatly simplifies the
mathematical derivations. We define fn(γ, yˆ) ,
∑
α µw,α(x, yˆα) + σv(x)
∑
β γβ(yˆβ) +
1
n`(y, yˆ)
and follow the same derivation as above to show that ∇G(v, w, 0) = Eγ [`(y, y∗w,v,γ)]. Therefore
∇w∇G(v, w, 0) = ∇wEγ [`(y, y∗w,v,γ)] and this completes the proof for Equation (11).
The proof for Equation (10) follows the same derivation.
To prove that G() is smooth in the structured setting, we need to use more general tools than those of
[7], to ensure that the structure of the random variables {γβ(yβ)} covers the structure space that is
spanned by the score functions {µw,α(x, yα)}.
The above proof is similar in spirit to the one in direct loss minimization [4], while adding a complete
treatment to the structured setting. It adds to the direct loss minimization the condition that the
arg max may be non-unique only in a set of perturbations with measure zero. This contributes a
mathematical condition that replaces the “general position assumption" of [4]. This condition can be
enforced using the explicit random perturbation {γα(yα)} that appears in our work, and need not
rely on implicit conditions on the data generation distribution D.
5 Experimental validation
In the following we validate the importance of learning the variance of randomly perturbed predictors
in direct loss minimization (referred to as ’Direct Stochastic Learning’). We also compare to the
state-of-the-art in neural sorting [22, 23] and bi-partite matching [16]. Other architectural and training
details are detailed in the supplementary material.
5.1 Bi-partite matchings
We follow the problem setting and architecture µw,α(x, yα) and loss function `(y, y∗) of Mena et al.
for learning bi-partite matching, while we replace the Gumbel-Sinkhorn operation with our gradient
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Figure 1: Architecture for learning bi-partite matchings: The expectancy over Gumbel noise of
the loss is derived w.r.t the parameters w of the signal and w.r.t the parameters v of the variance
controller σ directly. The network µ has a first fully connected layer that links the sets of samples
to an intermediate representation (with 32 neurons), and a second (fully connected) layer that turns
those representations into batches of latent permutation matrices of dimension d by d each. It has the
same architecture as the equivalent experiment by Mena et al. [16]. The network σ has a single layer
connecting input sample sequences to a single output which is then activated by a softplus activation.
We have chosen such an activation to enforce a positive sigma value.
step, see Figure 1. In this experiment each training example (x, y) ∈ S consists of an input vector
x ∈ Rd and its structured label is a bi-partite matching y ∈ {0, 1}d2 . Here we set α to be the pair of
indexes i, j = 1, . . . , d that correspond to the desired bi-partite matching. The input x is a vector of
d numbers that are drawn independently from the uniform distribution over the [0, 1] interval. The
structured label is a matching between the d elements of x to the d elements of the sorted vector of
x. Formally, yij = 1 if xi = sort(x)j and zero otherwise. The network learns a real valued number
for each (i, j)-th entry, namely, µw,ij(x, yij) and our gradient update rule in Theorem 1 Equation 11
replaces the Gumbel-Sinkhorn operator of [16]. We note that y∗w,v,γ can be computed efficiently using
any max-matching algorithm, which maximizes a linear function over the set of possible matching Y :
y∗w,v,γ = arg max
yˆ∈Y
d∑
ij=1
µw,ij(x, yˆij) +
d∑
ij=1
σv(x)γij(yˆij) (24)
Our gradient computation also requires the loss perturbed predictor y∗w,v,γ(), which takes into
account the quadratic loss function:
`(y, yˆ) =
d∑
i=1
 d∑
j=1
xjyij −
d∑
j=1
xj yˆij
2 (25)
Seemingly, the quadratic loss function does not decompose along the score structure µw,ij(x, yij),
therefore it is challenging to recover the loss-perturb prediction efficiently. Instead, we use the fact
that y2ij = yij for yij ∈ {0, 1} and represent the loss as a linear function over the set of all matchings:
`(y, yˆ) = c+
∑d
j=1 cij yˆij , with c =
∑d
ij=1 x
2
jyij and cij =
∑d
i=1 x
2
j (1− 2yij). With this, we are
able to recover the loss-perturbed predictor y∗w,v,γ() with the same computational complexity as
y∗w,v,γ , i.e., using linear solver over maximum matching:
y∗w,v,γ() = arg max
yˆ∈Y
d∑
ij=1
µw,ij(x, yˆij) +
d∑
ij=1
σv(x)γij(yˆij) + 
d∑
ij=1
cij yˆij (26)
Note that we may omit c from the optimization since it does not impact the maximal argument.
In our experimental validation we found that negative  works the best. In this case, when yij = 0
the corresponding embedding potential µw,ij(x, yij) is perturbed by −||x2j , while when yij = 1 it
is increased by ||x2j . Doing so incrementally pushes y∗w,v,γ() towards predicting the ground truth
permutation, which is aligned with our intuition of the towards best direct loss minimization.
Mena et al. [16] have introduced two evaluation measures: the proportion of sequences where there
was at least one error (Prop. Any Wrong), and the overall proportion of samples assigned to a wrong
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d Direct[4]
Direct Stochastic
Learning
Gumbel-Sinkhorn
[16]
5 98.5%(0.6%±4.9%)
100%
(0%±0%)
100%
(0%±0%)
10 97%(0.6%±3.4%)
100%
(0%±0%)
100%
(0%±0%)
25 89.5%(0.9%±2.8%)
97.5%
(0.3%±1.6%)
87.5%
(1%±3%)
40 84.5%(1.2%±4.5%)
91.6%
(0.5%±1.6%)
83.5%
(1%±5%)
60 82%(0.9%±2.6%)
83.3%
(0.7%±1.8%)
21%
(5%±9%)
100 74.9%(1.4%±6.9%)
76.8%
(0.9%±2.1%)
0%
(11.3%±11.2%)
(a) Small training set setting of 10 random
sequences of length d and a test set of a single
sequence of length d. Results are calculated
from 200 training and testing repetitions.
d Direct[4]
Direct Stochastic
Learning
Gumbel-Sinkhorn
[16]
5 100%(0%±0%)
100%
(0%±0%)
100%
(0%±0%)
10 100%(0%±0%)
100%
(0%±0%)
100%
(0%±0%)
25 98.8%(0.1%±0.9%)
100%
(0%±0%)
95.8%
(0.4%±2.2%)
40 99%(0.1%±0.7%)
99.6%
(0.1%±1.1%)
94.6%
(0.9%±5.2%)
60 97.4%(0.1%±0.6%)
100%
(0%±0%)
79.3%
(1.2%±4.8%)
100 88%(0.3%±0.8%)
94.5%
(0.14%±0.6%)
0%
(10.7%±13.2%)
(b) Bigger training set setting of 512 random
sequences of length d and a test set of 100
sequences of length d. Results are calculated
from 5 training and testing repetitions.
Table 1: Results show Percentage of zero Prop. Any Wrong sequences of test set (i.e perfect sorting).
Average and STD of Prop. Wrong in parenthesis. We show the effect of learning signal-to-noise ratio
method ’Direct Stochastic Learning’ in comparison with ’Direct’ referring to direct loss minimization
without random noise [4], and Gumbel-Sinkhorn [16].
position (Prop. Wrong). They report in the Sorting Numbers experiment the best achieved Prop.
Any Wrong measure over an unspecified number of trials. To indicate robustness, we extend these
measures to the following: Percentage of zero Prop. Any Wrong sequences, as well as Average and
STD of Prop. Wrong, which are calculated over a number of training and testing repetitions.
We follow the Sorting Numbers experiment protocol of Mena et al.[16] and use the code released
by the authors, to perform 20 Sinkhorn iterations and 10 different reconstruction for each batch
sample. Also, the training set consists of 10 random sequences of length d and a test set that consists
of a single sequence of the same length d. During test time we did not add random noise and only
used the learned signal µw,ij(x, yij). The results in Table 1a show the measures calculated over 200
repetitions of training and testing. One can see that direct loss minimization performs better than
Gumbel-Sinkhorn, and the gap is larger for longer sequences. One can also see that learning the
variance of the noise improves the performance of the structured predictor in all three measures, when
compared to direct loss minimization [4] whose variance is set to zero.
We repeated this experiment on a larger training set that consists of 512 sampled sequences and the
test set consists of 100 sampled sequences of corresponding length. Five such training and testing
iterations are performed and the same metrics measured. The results in Table 1b show that larger
training data improves the performance of all methods, while learning the variance of the randomized
predictor performs the best. Also, the performance gap between direct loss minimization approach
and Gumbel-Sinkhorn remains high for larger values of d.
5.2 k-nearest neighbors for image classification
We follow the problem setting and architecture µw,α(x, yα) and loss function `(y, y∗) of Grover et al.
[22] for learning the k-nearest neighbors (kNN) classier. We replace the unimodal row stochastic
matrix operation with our gradient step to directly minimize the distance to the closest k candidates,
see Figure 2. In this experiment each training example (x, y) ∈ S consists of an input vector
x = (x1, ..., xn, xq) of n candidate images x1, ..., xn and a single query image xq; its corresponding
structured label y = (y1, ..., yn) . The structured label y ∈ {0, 1}n points to the k candidate images
with minimum Euclidean distance to the query image, i.e.,
∑n
i=1 yi = k. We set Y to be the set of
all structures y ∈ {0, 1}n satisfying∑ni=1 yi = k. Here we set α to be the index i = 1, . . . , n that
correspond to the top k candidate images. µw,i(x, yi) is the negative distance between the embedding
hw(·) of the i-th candidate image and the query image: µw,i(x, yi) = −‖hw(xi) − hw(xq)‖. The
loss function is a linear function of its labels: `(y, yˆ) =
∑n
i=1 ‖xi − xq‖yiyˆi. Our gradient update
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Figure 2: k-nn schematic architecture. The expectancy over Gumbel noise of the loss is derived w.r.t
the parameters w of the signal and w.r.t the parameters v of the variance controller σ directly. We
deployed the same distance embedding networks as the ones deployed by Grover et al. [22].
MNIST Fashion-MNIST CIFAR-10
k=1 k=3 k=5 k=9 k=1 k=3 k=5 k=9 k=1 k=3 k=5 k=9
Direct [4] 99.1% 99.2% 99.3% 99.2% 89.8% 932.2% 93.5% 93.7% 24.9% 27% 39.6% 39.9%
Direct Stochastic
Learning 99.34% 99.4% 99.4% 99.34% 92.6% 93.3% 94% 93.6% 29.6% 90.7% 91.25% 91.7%
NeuralSort
deterministic [22] 99.2% 99.5% 99.3% 99.3% 92.6% 93.2% 93.5% 93% 88.7% 90.0% 90.2% 90.9%
NeuralSort
stochastic [22] 99.1% 99.3% 99.4% 99.4% 92.2% 93.1% 93.2% 93.4% 85.1% 87.1% 88.0% 89.5%
RelaxSubSample
[23] 99.3% 93.6% 90.1%
Table 2: Classification average accuracy on MNIST, Fashion-MNIST and CIFAR-10 test sets, per k.
We show the effect of our ’Direct Stochastic Learning’ method for learning signal-to-noise ratio in
comparison with: ’Direct’ referring to direct loss minimization without random noise [4], NeuralSort
referring to [22], and RelaxSubSample referring to [23] which quote results for k=5 only.
rule in Theorem 1 Equation 11 replaces the unimodal row stochastic construction operator of [22].
We note that y∗w,v,γ and y
∗
w,v,γ() can be computed efficiently by extracting the top k elements of a
sorting algorithm over n elements.
We report the classification accuracies on the standard test sets in Table 2. For MNIST and Fashion-
MNIST, our method matched or outperformed NeuralSort [22] and RelaxSubSample [23], in all except
k=3,9 in MNIST. For CIFAR-10, our method outperformed NeuralSort [22] and RelaxSubSample
[23], in all except k=1, for which disappointing results are attained by both ’Direct’ [4] as well as by
our method. Our ’Direct Stochastic Learning’ method outperformed ’Direct’ [4] in all but one setting.
6 Discussion and future work
In this work, we learn the mean and the variance of structured predictors, while directly minimizing
their loss. Our work extends direct loss minimization as it explicitly adds random perturbation to the
prediction process to better control the relation between data instance and its exponentially many
possible structures. Our work also extends direct optimization through the arg max in generative
learning as it adds a variance term to better balance the learned signal with the perturbed noise.
Our experimental validation shows this is an important component that needs to be learned in
discriminative learning.
These results can be taken in a number of different directions. The structured distributions that
are implied from our method are different than the standard Gibbs distribution, since we use low
dimensional perturbations. The exact relation between these distributions and the role of the Gumbel
distribution law in the structured setting is an open problem. There are also optimization-related
questions that arise from our work, such as exploring the role of  and its impact on the convergence
of the algorithm.
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Broader Impact
This work introduces fundamental research in discriminative learning, while tying to recent advance-
ments in generative learning and random perturbation methods. Positive outcomes of this work
will include improved methods in structured prediction, and advancing the theory of randomized
predictors. System failure and biased datasets are not applicable to this work.
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A Training and architecture details
We follow the towards best direct loss minimization approach in both experiments. Both experiments
are run on NVIDIA Tesla K80 standard machine.
A.1 Bi-partite matching
Training We set maximum of 2000 training epochs, and deploy early stopping with patience of 50
epochs.
Our signal embedding network µ is trained with ADAM optimizer with learning rate (lr) = 0.1
and default parameters. The noise variance network σ is trained with Stochastic Gradient Descent
optimizer, with lr=1e-6.
Hyper-parameters We set epsilon to 12. To escape zero gradients when loss is positive, we attempt
increasing epsilon by 10%.
We learn from five noise perturbations for each permutation representation.
Signal embedding architecture The network µ has a first fully connected layer that links the sets of
samples to an intermediate representation (with 32 neurons), and a second (fully connected) layer
that turns those representations into batches of latent permutation matrices of dimension d by d each.
Noise variance architecture The network σ has a single layer connecting input sample sequences to
a single output which is then activated by a softplus activation. We have chosen such an activation to
enforce a positive sigma value.
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A.2 k-nn for image classification
Datasets We consider three benchmark datasetes: MNIST dataset of handwritten digits, Fashion-
MNIST dataset of fashion apparel, and CIFAR-10 dataset of natural images (no data augmentation)
with the canonical splits for training and testing.
Training We train for 220 epochs.
Our signal embedding network µ is trained with ADAM optimizer, with learning rate set to 0.001 in
all experiments.
The noise variance network σ is trained with Stochastic Gradient Descent optimizer. We perform a
grid search over a small number of learning rates of the noise variance network σ. For MNIST and
Fashion-MNIST datasets lr ∈ {1e−05, 1e−06}, and for CIFAR-10 dataset lr ∈ {1e−06, 1e−07}.
Hyper-parameters We set the number of candidate image to 800 for MNIST and Fashoin-MNIST
and to 600 for CIFAR-10. Generally, our method is benefited from an increased number of candidate
images due to the sparsity of the gradients resulting from the max predictors nature. The number of
query images in a batch is 100 in all experiments.
We grid search over a small number of  values. For MNIST dataset  ∈ {−0.05,−0.1,−0.2},
for Fashion-MNIST dataset  ∈ {−0.1,−0.2}, for CIFAR-10 dataset  = −0.2. To escape zero
gradients when loss is positive, we attempt increasing epsilon by 10% up to a threshold of −0.9999.
In our ’Direct Stochastic Learning’ settings, we attempt a single perturbation as well as five perturba-
tions, though in almost all cases, a single perturbation is better for k > 1, while five perturbations are
better for k=1.
Signal embedding architecture For MNIST dataset the following embedding µ network is deployed:
Conv[Kernel: 5x5, Stride: 1, Output: 24x24x20, Activation: Relu]
Pool[Stride: 2, Output: 12x12x20]
Conv[Kernel: 5x5, Stride: 1, Output: 8x8x50, Activation: Relu]
Pool[Stride: 2, Output: 4x4x50]
FC[Units: 500, Activation: Relu]
For the Fashion-MNIST and CIFAR datasets embedding networks µ, we use the ResNet18 architecture
as described in https://github.com/kuangliu/pytorch-cifar.
Noise variance architecture For MNIST and Fashion-MNIST datasets, the noise learning network
σ is as follows:
Conv[Kernel: 5x5, Stride: 1, Output: 24x24x20, Activation: Relu]
Pool[Stride: 2, Output: 12x12x20]
Conv[Kernel: 5x5, Stride: 1, Output: 8x8x50, Activation: Relu]
Pool[Stride: 2, Output: 4x4x50]
FC[Units: 500, Activation: Relu]
FC[Units: 1, Activation: Softplus]
For CIFAR-10 dataset, the noise learning network σ is as follows:
Conv[Kernel: 5x5, Stride: 1, Output: 28x28x20, Activation: Relu]
Pool[Stride: 2, Output: 14x14x20]
FC[Units: 1, Activation: Softplus]
We have chosen the Softplus activation to enforce a positive sigma value.
B Connecting variance of Gumbel random variables and temperature of
Gibbs models
We focus on the Gumbel distribution with zero mean, which is described by its a double exponential
cumulative distribution function
G(t) = P (γ(y) ≤ t) = e−e−(t+c) (27)
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where c ≈ 0.5772 is the Euler-Mascheroni constant.
We will show that then one obtains the following identity: eµw(x,y)/σ = Pγ∼g[y∗ = y], when
y∗ = arg maxyˆ{µw(x, yˆ) + σγ(yˆ)}.
We define: Zˆ(µ, σ) =
∑
y∈Y e
µ(x,y)/σ and Z(µ) =
∑
y∈Y e
µ(x,y)
Theorem 2. Let γ = {γ(y) : y ∈ Y } be a collection of i.i.d. Gumbel random variables with
cumulative distribution function (27). Then, the random variable maxy∈Y {µ(x, y)/σ + γ(y)} is
distributed according to the Gumbel distribution whose mean is the log-partition function logZˆ(µ, σ).
Proof. We denote by F (t) = P (γ(y) ≤ t) the cumulative distribution function of γ(y).
The independence of γ(y) across y ∈ Y implies that:
Pγ(max
y∈Y
{µ(x, y)/σ + γ(y)} ≤ t) = Pγ(∀y∈Y {µ(x, y)/σ + γ(y)} ≤ t)
= Pγ(∀y∈Y {γ(y)} ≤ t− µ(x, y)/σ)
=
∏
y∈Y
F (t− µ(x, y)/σ)
The Gumbel, Frechet, and Weibull distributions, used in extremal statistics, are max-stable distribu-
tions: the product
∏
y∈Y F (t− µ(x, y)/σ) can be described in terms of F(·) itself. Under the said
setting, the double exponential form of the Gumbel distribution yields the result:∏
y∈Y
F (t− µ(x, y)/σ) = exp
(
−
∑
y∈Y
exp(−(t− µ(x, y)/σ + c))
)
= exp
(
− exp(−(t+ c− log Zˆ(µ, σ)))
)
= G(t− log Zˆ(µ, σ))
Corollary 1. Let γ = {γ(y) : y ∈ Y } be a collection of i.i.d. Gumbel random variables with
cumulative distribution function (27). Then, for all yˆ:
eµ(x,yˆ)/σ
Zˆ(µ, σ)
= Pγ(yˆ = arg max
y∈Y
{µ(x, y) + σγ(y)})
Proof. For Gumbel random variables with cumulative distribution function (27) it holds:
G′(t) = e−tG(t) = e−te−e
−t
= e−t−e
−t
= e−(t+e
−t) = g(t) (28)
g(t) is the probability density function of the Gumbel distribution.
We note that:
Pγ(max
y∈Y
{µ(x, y) + σγ(y)}) = σ
σ
Pγ(max
y∈Y
{µ(x, y) + σγ(y)})
= σPγ(max
y∈Y
{µ(x, y)/σ + γ(y)})
From Theorem 2, we have Eγ [maxy∈Y {µ(x, y)/σ + γ(y)}] = log Zˆ(µ, σ)
Putting it together we have that: Eγ(maxy∈Y {µ(x, y) + σγ(y)}) = σ log Zˆ(µ, σ). We can derive
w.r.t some µ′(x, y).
We note that by differentiating the right hand side we get:
∂(σ log Zˆ(µ, σ))
∂µ′(x, y)
=
eµ
′(x,y)/σ
Zˆ(µ, σ)
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Differentiate the left hand side: First, we can differentiate under the integral sign:
∂
∂µ′(x, y)
∫
IR|Y|
max
y∈Y
{µ(x, y) + σγ(y)}dγ =
∫
IR|Y|
∂
∂µ′(x, y)
max
y∈Y
{µ(x, y) + σγ(y)}dγ
We can write a subgradient of the max-function using an indicator function (an application of
Danskin’s Theorem): ∂∂µ′(x,y)maxy∈Y {µ(x, y)+σγ(y)} = 1(yˆ = arg maxy∈Y {µ(x, y)+σγ(y)})
The corollary then follows by applying the expectation to both sides of the last equation.
An alternative proof of the preceding corollary can also be made. We begin by noting that: Pγ(yˆ =
arg maxy∈Y {µ(x, y) + σγ(y)}) = Pγ(yˆ = arg maxy∈Y {µ(x, y)/σ + γ(y)}). Then,
Pγ(yˆ = arg max
y∈Y
{µ(x, y) + σγ(y)}) =
∫
t
G′(t− µ(x, y)/σ)
∏
yˆ 6=y
G(t− µ(x, yˆ)/σ)dt
? =
∫
t
e−(t−µ(x,y)/σ)G(t− µ(x, y)/σ)
∏
yˆ 6=y
G(t− µ(x, yˆ)/σ)dt
= eµ(x,y)/σ
∫
t
e−t
∏
yˆ
G(t− µ(x, yˆ)/σ)dt
= eµ(x,y)/σ ∗ constant
Therefore the probability that yˆ maximizes µ(x, y) + σγ(y) is proportional to eµ(x,y)/σ .
? is due to the probability density function of the Gumbel distribution as shown in (28).
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