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Seznam uporabljenih kratic 
LBP  lokalni binarni vzorci (angl. Local Binary Patterns) 
 
LPQ lokalna kvantizacija faze (angl. Local Phase Quantisation) 
 
HOG histogram orientiranih gradientov (angl. Histogram of Oriented 
Gradients) 
 
ROC prejemnikova operativna karakteristika (angl. Receiver Operating 
Characteristic) 
 
FAR stopnja lažnih pozitivov (angl. False Acceptance Rate), tudi 
FMR stopnja lažnih ujemanj (angl. False Match Rate) 
 
FRR  stopnja lažnih negativov (angl. False Rejection Rate), tudi 
FNMR stopnja lažnih neujemanj (angl. False Nonmatch Rate) 
 
TAR stopnja pravih pozitivov (angl. True Acceptance Rate) 
 
TRR stopnja pravih negativov (angl. True Rejection Rate) 
 
FTC neuspešen zajem (angl. Failure To Capture) 
 
FTE neuspešen zapis (angl. Failure To Enroll) 
 
RER stopnja napake pri iskanju (angl. Retrieval Error Rate) 
 
AUC površina pod krivuljo (angl. Area Under Curve) 
Seznam uporabljenih kratic 11 
 
 
EER stopnja enakih napak (angl. Equal Errror Rate) 
 





V pričujočem diplomskem delu se osredotočamo na problem biometrične 
prepoznave ljudi prek uhljev; natančneje, osredotočamo se na vrednotenje uspešnosti 
štirih algoritmov, namenjenih luščenju značilk s slik uhljev, ki jih je mogoče uporabiti 
tako pri prepoznavi z identifikacijo kot z verifikacijo. Ti algoritmi so: lokalni binarni 
vzorci (angl. Local Binary Patterns – LBP), lokalna kvantizacija faze (angl. Local 
Phase Quantisation – LPQ), histogram orientiranih gradientov (angl. Histogram of 
Oriented Gradients – HOG) in Gaborjevi valčki (skrajšano Gabor). Naše glavno orodje 
za vrednotenje uspešnosti algoritmov je ROC krivulja, uporabimo pa tudi nekaj drugih 
mer uspešnosti. 
V Uvodu najprej predstavimo sorodna dela, s pomočjo katerih orišemo 
zgodovino metod za biometrično prepoznavo ljudi. Ta se je začela že veliko pred 
prvimi računalniki, in sicer z odkritjem prstnih odtisov ter uporabo le teh za 
biometrično prepoznavo znanih kriminalcev v 19. stoletju.  
Nadaljujemo s teoretičnimi osnovami vsakega od algoritmov ter primerjavo med 
njimi. Nato predstavimo še sam postopek vrednotenja algoritmov, pri čemer opišemo 
tudi podatkovno zbirko in strojno opremo, ki smo ju pri tem uporabili. 
V zadnjem poglavju s pomočjo grafov in tabel prikažemo točne podatke, s 
katerimi smo določili uspešnost algoritmov. Ugotavljamo tudi, ali se uspešnost 
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In this diploma we focus on recognition of subjects using ear images; more 
accurately, we focus on evaluation of four algorithms, used as feature extractors, which 
we can use for either identification or verification. The four algorithms are: Local 
Binary Patterns – LBP, Local Phase Quantisation – LPQ, Histogram of Oriented 
Patterns – HOG and Gabor wavelets (also Gabor). Our main tool for evaluating 
algorithm success is the Receiver Operating Characteristic – ROC curve, but we also 
use a couple of other mathematical tools. 
First, we present similar works, which represent the history of biometric 
recognition methods. Those first appeared a lot earlier than computers – in the late 
19th century, when fingerprints were first used to recognize known criminals. 
We proceed with theoretical descriptions of each of the algorithms and 
comparisons between them. Moving on, we describe our evaluation process, along 
with the description of the database and the hardware we used. 
Furthermore, we show the data, which we used to determine algorithm success 
and accuracy, showing graphs and processes that we used. We also compare the 
algorithm success depending on gender and ethnicity of the people in the images. 
 
 
Key words: biometric recognition, LBP, local binary patterns, LPQ, local phase 
quantization, HOG, histogram of oriented gradients, Gabor wavelets, Gabor, 











 Ljudje že od nekdaj drug drugega prepoznavamo prek fizičnih lastnosti kot so 
obrazne poteze in glas. Šele v 19. stoletju so začeli organi pregona v Franciji za lažjo 
identifikacijo kriminalcev njihove telesne mere tudi zapisovati. Proti koncu stoletja pa 
so ugotovili, da ima vsak človek drugačne prstne odtise, kar je pomenilo revolucijo na 
področju forenzike. [1] Kmalu po tem odkritju so mnogi policijski oddelki po svetu 
začeli zbirati prstne odtise znanih kriminalcev. Tako so lahko prstne odtise, ki so jih 
našli na krajih zločinov, primerjali z bazo znanih kriminalcev in zločince hitreje našli. 
Kljub temu, da se je biometrija razvila zaradi potreb izvršnih organov po identifikaciji 
kriminalcev, ima vedno večjo uporabo tudi v civilnih aplikacijah. V sodobnem času 
biometrijo prstnih odtisov ali obraznih potez uporabljamo vsak dan; najpogosteje za 
odklepanje pametnih telefonov in računalnikov. V različnih oblikah pa biometrija 
počasi prodira še na druga tehnološka področja kot so npr. identifikacija ljudi na 
socialnih omrežjih, odklepanje avtomobilov in domov, pa tudi identifikacija v 
zdravstvenih domovih, krvnih bankah itd. Poleg tega znanost ves čas odkriva nove 
fizične lastnosti ljudi, ki bi potencialno lahko bile biometrične. 
Da se fizična lastnost šteje za biometrično, mora ustrezati štirim zahtevam [1]: 
 
• Univerzalnost: to lastnost mora imeti vsak človek. 
• Distinktivnost: lastnost mora biti pri vsakem človeku drugačna. 
• Permanentnost: lastnost se skozi čas ne sme preveč spreminjati. 
• Kolektibilnost: mogoče jo mora biti izmeriti kvantitativno. 
 
Preden lahko vzpostavimo zanesljiv in hiter biometrični sistem, se moramo 
soočiti z mnogimi izzivi. Lastnosti, glede na katere je mogoče določiti, če bo 




• Izvedba: nanaša se na natančnost in hitrost, ki ju lahko dosežemo pri 
delovanju sistema, ter operacijske faktorje, ki nanju vplivajo. 
• Sprejemljivost: nanaša se na to, v kakšni meri so ljudje sistem 
pripravljeni sprejeti v vsakdanje življenje. 
• Izogibljivost: nanaša se na to, kako težko je sistem zaobiti, prevarati. 
 
Svetlobni pogoji oz. kakovost slike in kakovost zvoka močno vplivajo na 
zanesljivost prepoznave. Za prepoznavo in obdelavo vseh uporabnih podatkov, ki jih 
lahko pridobimo s fotografije oz. zvočnega ali video posnetka pa potrebujemo veliko 
procesorske moči. Sistemi za biometrično prepoznavo torej zahtevajo določene 
svetlobne oz. zvočne pogoje, da bi lahko bili zanesljivi, ter strojno opremo z veliko 
procesorske moči. 
Biometrični sistemi so v svojem bistvu sistemi za prepoznavanje vzorcev v 
biometričnih podatkih posameznikov, tako da iz njih izluščijo nabore značilk, nato pa 
te nabore primerjajo z nabori, ki so shranjeni v bazi podatkov. Ločimo dva tipa 
biometričnih sistemov, ki se med seboj razlikujeta glede na način aplikacije. To sta 
verifikacijski tip in identifikacijski tip. 
Sistemi verifikacijskega tipa potrdijo človekovo identiteto tako, da primerjajo 
zajete biometrične podatke z vzorcem, shranjenim v bazi podatkov. V takem sistemu 
človek, ki ga prepoznavamo, uveljavlja identiteto, sistem pa ugotavlja, če je ta 
resnična. Verifikacija identitete se ponavadi uporablja za pozitivno prepoznavo, kjer 
je cilj preprečiti, da bi več ljudi uporabljalo isto identiteto. 
Identifikacijski tipi sistemov pa prepoznavajo posameznika tako, da preiščejo 
vse vzorce v bazi podatkov za ujemanje. Tako sistem naredi primerjavo enega z 
večimi, da bi ugotovil posameznikovo identiteto, ne da bi posameznik moral podati 
trditev o identiteti (razen če subjekta v bazi podatkov nimamo). Identifikacija se 
uporablja za negativno prepoznavo, kjer sistem ugotavlja, ali oseba lažno zanika 
identiteto, z namenom preprečiti uporabo več identitet pri eni osebi. Sistem 
identifikacijskega tipa pa se včasih, ko je tako bolj prikladno, uporablja tudi za 
pozitivno prepoznavo. 
Verifikacijski problem formalno opredelimo tako: imamo vhodni vektor značilk, 
pridobljen iz biometričnih podatkov 𝑋𝑄 , in identiteto 𝐼, določiti pa moramo, če (𝐼, 𝑋𝑄) 
spada v razred 𝑤1 ali 𝑤2, pri čemer 𝑤1 pomeni, da je trditev resnična (v našem 
programu uporabnik), 𝑤2 pa, da je lažna (v programu prevarant). Tako 𝑋𝑄 
primerjamo z 𝑋𝐼, vektorjem značilk, ki pripada osebi 𝐼. 𝑆 je torej funkcija, ki meri 
podobnost vektorjev 𝑋𝑄 in 𝑋𝐼, 𝑡 pa je vnaprej določen prag. Vrednost 𝑆(𝑋𝑄 , 𝑋𝐼) 
opisuje podobnost med biometričnimi merami uporabnika in identiteto, za 




(𝐼, 𝑋𝑄) ∈ {
𝑤1, 𝑖𝑓 𝑆(𝑋𝑄 , 𝑋1) ≥ 𝑡
𝑤2, 𝑖𝑓 𝑆(𝑋𝑄 , 𝑋1) < 𝑡
     (1.1) 
 
Vsako uveljavljano identiteto klasificiramo v 𝑤1 ali 𝑤2 glede na spremenljivke 
𝑋𝑄, 𝐼, 𝑋𝐼 in 𝑡, in funkcijo 𝑆. Prag ujemanja je potrebno določiti, ker biometrične mere 
istega človeka ob različnih časih niso skoraj nikoli popolnoma enake. 
Identifikacijski problem formalno opredelimo podobno kot verifikacijskega, 
vendarle pa ima svoje specifike: glede na vhodni vektor 𝑋𝑄 določimo identiteto 𝐼𝑘, 𝑘 ∈
{1,2, … , 𝑁, 𝑁 + 1}. 𝐼1, 𝐼2, … , 𝐼𝑁 so identitete uporabnikov v sistemu, 𝐼𝑁+1 pa označuje 




𝐼𝑘,   𝑖𝑓 max
𝑘
{𝑆(𝑋𝑄, 𝑋𝐼𝑘)} ≥ 𝑡, 𝑘 = 1,2, … , 𝑁
𝐼𝑁+1, 𝑖𝑓 max
𝑘
{𝑆(𝑋𝑄 , 𝑋𝐼𝑘)} < 𝑡, 𝑘 = 1,2, … , 𝑁 
  (1.2) 
 
Pri načrtovanju biometričnega sistema se osredotočamo na štiri glavne module: 
 
1. Senzorski modul – služi zajemanju »surovih« biometričnih podatkov. 
Za zajem obraznih potez in telesnih mer je to kamera, za prstne odtise pa senzor 
za prstne odtise, ki zajame strukturo grebenov in dolin na prstu. 
2. Modul za luščenje značilk – največkrat je to program, ki nam zajeto 
sliko preoblikuje v večdimenzionalni vektor. 
3. Modul za primerjavo – pridobljeni vektor značilk primerja s 
shranjenimi vzorci ali vzorcem in določi stopnjo podobnosti. Vključuje tudi 
odločevalni modul, ki glede na stopnjo podobnosti in vnaprej določen prag 
ujemanja odloči, ali se vzorec ujema ali ne. 
4. Modul za bazo podatkov – tukaj so shranjeni biometrični vzorci 




Module si lahko predstavljamo tudi s pomočjo Slike 1.1, ki predstavlja shemo 
delovanja biometričnega sistema. Senzorski modul je potreben za zajem slike, modul 
za luščenje značilk izračuna deskriptorje, nato pa modul za primerjavo primerja sveže 
izluščene značilke s tistimi v modulu za bazo podatkov in odloči, ali se vzorec ujema 
ali ne. 




1.1 Problem prepoznave ljudi prek uhljev 
Čeprav danes obstaja vrsta biometričnih modalnosti, ki jih je mogoče uporabiti 
za prepoznavo, pa se precej pozornosti namenja postopkom za prepoznavo prek uhljev. 
Uhelj je namreč, tako kot prstni odtisi, pri vsakem človeku drugačen. Poleg tega je pri 
prepoznavi prek uhljev za zajem vzorca potrebnega veliko manj sodelovanja s strani 
uporabnika kot npr. pri prepoznavi prek prstnih odtisov.  
Za uspešno prepoznavo prek uhljev pa je ključna izbira pravih značilk oz. 
algoritma. V tem diplomskem delu primerjamo prepoznavo uhljev prek štirih različnih 
algoritmov oz. tipov značilk in poskušamo ugotoviti, kateri je najprimernejši. 
1.2 Cilji diplomskega dela 
Cilj diplomskega dela je med sabo primerjati uspešnost štirih algoritmov za 
luščenje značilk in ovrednotiti njihovo primernost za prepoznavo ljudi prek uhljev. 
Naš namen je:  
 
• Glede na standardno zbirko podatkov in pod enakim protokolom 
ovrednotiti štiri različne algoritme za luščenje značilk. 
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• Identificirati prednosti in pomanjkljivosti preizkušenih algoritmov ter 
ugotoviti, kateri je najbolj primeren za katero nalogo oz. ali se njihova uspešnost 
sploh razlikuje glede na namen uporabe. 
• Ovrednotiti različne vidike preizkušenih algoritmov, kot sta njihova 
učinkovitost glede na spol in etnično pripadnost oseb na slikah ter časovna 
zahtevnost. 
1.3 Struktura diplomskega dela 
Diplomsko delo je razdeljeno na pet poglavij. V prvem poglavju opredelimo cilje 
diplomskega dela in predstavimo osnove delovanja biometričnih sistemov. 
Opredelimo, kaj biometrične lastnosti sploh so, in naštejemo, kakšne so lastnosti ter 
deli biometričnih sistemov. Poleg tega predstavimo še strukturo diplomske naloge. V 
drugem poglavju najprej prikažemo anatomijo uhlja, nato pa predstavimo nekaj že 
obstoječih sorodnih del in razvoj biometrične prepoznave ljudi prek uhljev. V tretjem 
poglavju predstavimo metodologijo; štiri algoritme, ki smo jih uporabili, in delovanje 
vsakega izmed njih s tehničnega vidika. V četrtem poglavju predstavimo rezultate, ki 
smo jih dobili, in jih interpretiramo. Algoritme primerjamo med sabo in določimo, 







2. Sorodna dela 
V tem poglavju predstavimo nekaj že obstoječih del o biometrični prepoznavi,  
pri čemer se osredotočimo na prepoznavo prek uhljev. Še pred tem pa predstavimo 
samo anatomijo uhlja. 
2.2 Anatomija uhlja 
Uhelj (lat. Auricula), kot je prikazan na Sliki 2.2.1, je zunanji del ušesa, torej 
del, ki ga vidimo. Njegov namen je zbiranje in jačanje slušnih dražljajev. Rob uhlja, 
ki se vije okoli, zgoraj in zadaj, se imenuje heliks (lat. Helix). Antiheliks (lat. Antihelix) 
je izboklina v obliki loka pred zadnjim delom heliksa. Med njima je žlebič, ki se 
imenuje scapha. Spodnji mesnati del uhlja, v katerem ni hrustanca, imenujemo ušesna 
mečica (lat. Lobulus auriculae). Izboklina na sprednji strani vhoda v sluhovod se 
imenuje tragus, njej nasprotna izboklina tik pod in za vhodom v sluhovod pa 
antitragus. Vdolbinica med tragusom in antiheliksom, v katero se odpira sluhovod, se 
imenuje ušesna školjka (lat. Concha auriculae). [2,3] 
Slika 2.2.1: Anatomija uhlja1 
1 Preneseno z https://www.bartleby.com/107/illus904.html 
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2.3 Zgodovina biometrije uhljev 
Potencial za biometrično prepoznavo ljudi prek uhljev je prepoznal in opisal že 
francoski kriminolog Alphonse Bertillon konec 19. stoletja. Zapisal je: »Uhelj je, 
zahvaljujoč več dolinam in grebenom, ki se vijejo čezenj, z vidika identifikacije najbolj 
pomemben faktor. Od rojstva nespremenljiv v svoji obliki, odporen na vplive okolja 
in izobrazbe, ta organ skozi celo življenje ostaja oprijemljiva zapuščina dednosti in 
življenja v maternici.« Bertillon je tako zasnoval svoj sistem (angl. Bertillonage 
System), kjer so z uporabo opisa in nekaj mer uhlja identificirali kriminalce, katerih 
mere so že imeli v bazi podatkov. [3] 
Richard Imhofer je leta 1906 ugotovil, da lahko med 500 različnimi uhlji pravega 
prepozna po štirih karakteristikah. [5] 
Eden prvih sistemov za prepoznavo prek uhljev je Iannarellijev sistem, ki ga je  
Alfred Iannarelli razvil leta 1989. Zbral je več kot deset tisoč slik uhljev, od katerih ni 
bila niti ena nerazpoznavna. Razvil je antropometrično tehniko identifikacije, pri kateri 
je za prepoznavo uporabil 12 mer uhlja. Njegov sistem je zahteval posebno ročno 
poravnavo in normalizacijo dvodimenzionalnih slik desnega uhlja. Iannarelli je proces 
opisal tako, kot prikazuje Slika 2.3.1: Ko je uho izostreno in je slika znotraj območja 
šestila, prilagajamo šestilo, dokler se poševna črta komaj ne dotika zunanje konice 
tragusa. Šestilo malo premaknemo, da se poševna črta še vedno dotika konice tragusa, 
tako, da zgornji del poševne črte preseka točko na uhlju, kjer notranji obroč heliksa 
prekrije območje zgornje ušesne školjke malo pod vdolbino, ki je znana kot trikotna 
vdolbina. Ko je slika uhlja poravnana s poševno črto, je slika postavljena. Sedaj 
moramo osredotočiti sliko na primerno velikost. Za to uporabimo dolgo vertikalno črto 
na sliki za povečanje ali zmanjšanje slike na primerno velikost za primerjavo in 
klasifikacijo. [6]  
Slika 2.3.1: Ilustracija Innarellijevega sistema2 
 




Fields je v šestdesetih letih prejšnjega stoletja naredil študijo z novorojenčki. 
Pregledal je 206 naborov slik uhljev novorojenčkov in ocenil, da lahko morfološko 
konstantnost uhlja uporabimo za identifikacijo novorojenčkov. 
Mark Burge in Wilhelm Burger sta leta 2000 predstavila kasneje eno izmed 
najbolj citiranih biometričnih metod v literaturi. Z uporabo deformabilnih kontur 
(angl. Deformable Contours) na Gaussovi piramidni reprezentaciji gradienta slike sta 
locirala uhelj. Nato sta zgradila grafni model iz robov in krivulj znotraj uhlja ter 
uporabila algoritem ujemanja na podlagi grafov za avtentikacijo. Poročila o 
učinkovitosti sistema ne obstajajo. 
Belen Moreno je leta 1999 prvi opisal popolnoma avtomatski sistem za 
prepoznavo uhljev. Uporabil je več značilk in združil rezultate več nevronskih 
klasifikatorjev. Njegov vektor značilk je vključeval zunanje točke uhlja, obliko uhlja 
in gube. Za test sistema je uporabil dve skupini slik. Prva je vsebovala 168 slik 
pripadajočih 28 subjektom (6 slik na subjekt). Druga skupina je vsebovala 20 slik 20 
različnih posameznikov. Kasneje, leta 2004, je to metodo razširil Zhi-Chun Mu. 
Predstavil je vektor značilk uhlja kot kombinacijo oblike zunanjega uhlja in strukture 
notranjega. Nato je za klasifikacijo uporabil nevronsko mrežo. To metodo lahko 
dojemamo kot poenostavljeno avtomacijo Innarellijevega sistema, z njo pa je dosegel 
93% natančnost. 
Takaya Yuizono je problem prepoznave slike uhljev zastavil kot običajen 
problem optimizacije iskanja, kjer je uporabil Genetski algoritem za minimizacijo 
napake srednjega kvadrata med slikami sonde in galerije. Sestavil je bazo podatkov 
660 slik pripadajočih 110 posameznikom. Dosegel je 99% do 100% natančnost. 
Leta 2000 je David Hurley razvil novo tehniko luščenja značilk z uporabo 
transformacije silnostnega polja. Vsaka slika je predstavljena z vektorjem kompaktnih 
karakteristik, ki je neobčutljiv na inicializacijo, skalo, rotacijo in šum. Eksperimenti 
so pokazali robustnost tehnike za luščenje značilk dvodimenzionalne slike uhlja. 
Njegova širša raziskava je aplicirala tehniko silnostnega polja na biometrijo uhlja. V 
eksperimentih je uporabil 252 slik 63 subjektov (4 slike na osebo), ki so bile zbrane 
med 4 seansami v obdobju 5 mesecev, pri čemer je izključil subjekte, pri katerih so 
uhlje prekrivali lasje. Na dani bazi podatkov je dosegel natančnost 99,2%. [2,4,5,6] 
Z začetkom novega tisočletja je avtomatska prepoznava uhljev začela 
pridobivati na veljavi pri biometrični skupnosti in pogosteje so se začeli pojavljati novi 
postopki. Leta 2002 je B. Victor s sodelavci uporabil analizo glavne komponente (angl. 
Principal Component Analysis – PCA) in poročal o obetavnih rezultatih. Leta 2005 je 
bil prvič uporabljen povečavno invariantni transform značilk (angl. Scale Invariant 
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Feature Transform – SIFT), ki je dvignil standard za uspešnost postopkov prepoznave. 
V letu 2006 je bila razvita metoda za nenegativno matrično faktorizacijo (angl. Non-
negative Matrix Factorization – NMF), ki jo je razvil Weiqi Yuan z drugimi ter jo 
uporabil na slikah z okluzijami in brez, pri čemer je prišel do konkurenčnih rezultatov. 
M. S. Nosrati s sodelavci je leta 2007 predstavil postopek, ki temelji na 
dvodimenzionalnem transformu valčkov, istega leta pa še postopek, ki temelji na log-
Gaborjevih valčkih. 
Leta 2011 so bili lokalni binarni vzorci (angl. Local Binary Patterns – LBP) 
uporabljeni za deskriptorje slik uhljev, kasneje pa sta se za ta namen izkazala kot 
uspešna tudi postopka binarizirane statistične značilke slike (angl. Binarized Statistical 
Image Features – BSIF) in lokalna kvantizacija faze (angl. Local Phase Quantization 
– LPQ). [7] 
Kljub vsem poskusom in dosežkom na tem področju, še vedno ne obstaja 
komercialni biometrični sistem za avtomatsko identifikacijo ali verifikacijo identitete 
posameznikov prek biometrije uhljev. Ta bi namreč lahko zelo olajšal človeško delo v 
nekaterih varnostnih aplikacijah, na primer zelo pospešil preverjanje identitete na 
letališčih ali omogočil identifikacijo kriminalcev prek varnostnih kamer. Tako ostajata 
najbolj uporabljani prepoznava prek prstnih odtisov in prepoznava prek oči, ki pa 
zahtevata precej več sodelovanja s strani uporabnika, kar ju naredi veliko počasnejši 
in v večini primerov manj praktični. Vse bolj je v rabi prepoznava prek obraznih potez, 
ki je sicer manj zanesljiva, a je veliko hitrejša in robustnejša na svetlobne nepravilnosti 











Namen diplomskega dela je ovrednotiti štiri različne algoritme za opis slik uhljev 
in njihovo primernost za samodejno biometrično prepoznavo oseb prek uhljev. V 
nadaljevanju bomo podrobneje predstavili delovanje posameznih algoritmov oz. 
luščilcev značilk, jih med sabo primerjali in določili, kateri je najbolj uspešen.  
3.1 Lokalni binarni vzorci 
Lokalni binarni vzorci (angl. Local Binary Patterns) ali na kratko LBP je eden 
preprostejših, ampak še vedno zelo učinkovit operator tekstur. Zaradi svoje 
učinkovitosti in preprostosti je zelo popularen za različne aplikacije. Najpomembnejša 
lastnost za praktično uporabo je verjetno odpornost na svetlobne nepravilnosti pri 
črno-belih slikah, saj je svetlobno invarianten, kar pomeni, da svetlost slike ne vpliva 
na  rezultat. Uporabili smo ga zaradi njegove računske preprostosti in zaradi 
diskriminantnosti teksture samih uhljev. [8] 
 
3.1.1 Delovanje 
Originalni LBP operator deluje tako, da opiše posamezne piksle na način, da 
vpraguje njihovo 3x3 okolico in rezultat zapiše kot binarno število. Pred tem mora 
fotografijo uhlja pretvoriti v sivinsko sliko. Nato vseh 8 pikslov okoli piksla, na 
katerem operira, primerja z njim. Če je svetlost posameznega piksla izmed teh 8 
pikslov večja kot pri pikslu, na katerem operira, za ta piksel zapiše 1, sicer pa zapiše 
0. Tako za vsak piksel dobimo 8-bitno binarno število, ki opisuje njegovo okolico 
(postopek je prikazan na Sliki 3.1). Število točk vzorčenja P, ki je uporabljeno za 





𝐿𝐵𝑃𝑃,𝑅 = ∑ 2
𝑝𝑠(𝑔𝑝 − 𝑔𝑐)
𝑃−1
𝑝=0                                   (3.1) 
 
Kjer je 𝐿𝐵𝑃𝑃,𝑅 binarni vzorec nekega sredinskega piksla, 𝑔𝑐 in 𝑔𝑝 pa označujeta 




1  𝑖𝑓 𝑥 ≥ 0;
0           𝑒𝑙𝑠𝑒
                        (3.2) 
 
V praksi pa niso vsi binarni vzorci, ki jih dobimo z enačbo, uporabni. Ponavadi 
nas zanimajo samo zapisi z največ dvema prehodoma med 0 in 1. Za 8 bitno okolico 
pikslov tako lahko izračunamo natančno 58 takih vzorcev. Večina metod, ki 
uporabljajo LBP z okolico 8 pikslov za opis značilk, tako izračuna histogram z 59 
elementi iz lokalnih blokov in izračunane histograme poveže v globalni deskriptor 
tekstur (naš d-dimenzionalni vektor značilk x), ki ga lahko uporabimo za prepoznavo. 
Skupaj z lokalnim merjenjem kontrasta ta operator dosega zelo dobre rezultate v 
nenadzorovani segmentaciji tekstur. 
 
𝐻𝑖 = ∑ 𝐼{𝑓𝑙(𝑥, 𝑦) = 𝑖},   𝑖 = 0, … , 𝑛 − 1𝑥,𝑦                        (3.3) 




3.2 Kvantizacija lokalnih faz 
Naslednji algoritem, kvantizacija lokalnih faz (angl. Local Phase Quantization) 
ali na kratko LPQ, je v svojem bistvu precej podoben LBP, saj je tudi tu lokalna 
tekstura slike zapisana z binarnimi števili, iz katerih izračuna histograme in jih združi 
v končno reprezentacijo slike. Značilke LPQ se izračuna iz Fourierjevega faznega 
spektra slike. Tehnika je zelo uporabna za prepoznavo uhljev, saj je pod določenimi 
pogoji invariantna na zameglitev, ravno to pa poleg slik s slabo ločljivostjo predstavlja 
enega večjih problemov pri zajemu podatkov, saj so v resničnem svetu slike, ki jih 
zajamemo, velikokrat zamegljene, kar se lahko zgodi zaradi velikega števila možnih 
faktorjev: atmosferske turbulence, premikanja predmeta ali kamere ali pa slabega 
fokusa kamere. [9] 
 
3.2.1 Delovanje 
Pri tem postopku so lokalne okolice vsakega piksla s Fourierjevo transformacijo 
najprej preoblikovane v frekvenčni prostor. Fourierjeva transformacija pri štirih 
izbranih frekvenčnih točkah najprej izračuna lokalne Fourierjeve koeficiente in 
zakodirane fazne informacije v teh kompleksnih koeficientih. Uporabi kvantizacijsko 
shemo, pri kateri vsak kompleksen Fourierjev koeficient prispeva dva bita h končnemu 
binarnemu zapisu. Rezultat tega je, da za vsak piksel dobimo 8 bitni binarni zapis, iz 
katerega je izračunanih 256-bin lokalnih histogramov, ki so nazadnje združeni v 
globalni deskriptor slike. 
 
3.3 Histogram orientiranih gradientov 
Postopek za izračun značilk na podlagi histograma orientiranih gradientov (angl. 
Histogram of Oriented Gradients) je bil razvit predvsem za detekcijo ljudi na slikah. 
Temelji na ideji, da predmete na sliki lahko opišemo s porazdelitvijo smeri robov in 
gradienti svetilnosti. Sliko razdeli na manjše celice, za katere izračuna histogram smeri 
gradientov, ki jih nato združi v bloke. Za manjšo občutljivost na osvetlitev normalizira 
lokalne odzive. To stori tako, da meri lokalno »energijo« histogramov čez večja 
območja (bloke) in z rezultati normalizira vse celice v bloku. Največkrat se uporablja 







Računanje HOG je precej preprosto; najprej izračuna gradient slike z uporabo 
enodimenzionalnih konvolucijskih mask: [−1,0,1] in [−1,0,1]𝑇. V naslednjem koraku 
sliko razdeli v celice in izračuna kompaktne histograme kvantiziranih orientacij 
gradientov za vsako celico. Piksli z večjo magnitudo gradienta tukaj prispevajo več k 
histogramu kot piksli z manjšo magnitudo. Sosednje celice združi v bloke in jih 
normalizira zaradi potencialnih sprememb v kontrastu in osvetljenosti. 
Slika 3.3: Shema računanja HOG deskriptorja 
 
 
3.4 Gaborjevi valčki 
Gaborjeve valčke (skrajšano Gabor) s kompleksnimi funkcijami je madžarsko-
britanski fizik Dennis Gabor izumil z namenom, da bi vpeljal Fourierjeve 
transformacije v informacijsko teorijo. V biometrično analizo pa jih je vpeljal John 
Daugman, ki jih je uporabljal za kodiranje šarenice. Zaradi možnosti analize slik pri 
različnih povečavah in orientacijah, pa so se začeli uporabljati tudi na drugih 



























𝑥′ = 𝑥𝑐𝑜𝑠𝜃𝑣 + 𝑦𝑠𝑖𝑛𝜃𝑣 in 𝑦
′ =  −𝑥𝑠𝑖𝑛𝜃𝑣 + 𝑦𝑐𝑜𝑠𝜃𝑣.   (3.5) 
 
Parametra 𝑓𝑢 in 𝜃𝑣 predstavljata sredinsko frekvenco in orientacijo kompleksnih 
sinusoid. γ in η definirata razmerje med sredinsko frekvenco in velikostjo Gaussove 
krivulje in zagotavljata, da imajo vsi generirani valčki nekatere skupne lastnosti. Za 
luščenje značilk je ponavadi ustvarjena in uporabljena družina valčkov. To družino 
ponavadi sestavljajo valčki petih velikosti in osmih orientacij. [11] 
 
3.4.1 Delovanje 
Gaborjeve značilke izluščimo iz slike tako, da sliko filtriramo s celo družino 
Gaborjevih valčkov in ohranimo amplitudne odzive na filtriranje, jih zmanjšamo in 
združimo v vektor globalnih značilk, ki vsebuje multi-resolucijske in orientacijsko 
odvisne informacije o teksturi vhodne slike. Tehnike, ki temeljijo na opisanem 
postopku in njegovih predelavah, so med najpopularnejšimi pri prepoznavi uhljev. 
Njihova prednost je v dobrih diskriminantnih lastnostih, a so računsko zahtevnejše od 
nekaterih drugih tehnik, saj je treba sliko prefiltrirati s celo družino filtrov. 







4. Eksperimenti in rezultati 
 
Eksperimenti, ki so opisani v nadaljevanju, so praktični prikaz delovanja 
teoretično opisanih algoritmov za luščenje značilk. Najprej opišemo orodja, ki smo jih 
uporabili, nadaljujemo z opisom podatkovne zbirke, opredelimo mere uspešnosti, nato 
pa primerjamo postopke med sabo ter predstavimo tudi same rezultate eksperimentov. 
Pomembno je, da algoritme vrednotimo glede na posamezna področja, saj niso vsi 
enako uspešni pri različnih vrstah nalog. 
4.1  Podrobnosti implementacije 
Zavoljo preglednosti rezultatov in ponovljivosti eksperimentov je potrebno 
opisati okolje in orodja oz. strojno in programsko opremo, ki smo jo uporabljali pri 
eksperimentih.  
 
4.1.1 Uporabljena orodja 
MATLAB 
 
MATLAB (angl. Kratica Matrix Laboratory) je računski in programski jezik in 
okolje, ki ga razvija podjetje MathWorks že od leta 1984. Omogoča računanje z 
matrikami, risanje funkcij, obdelavo podatkov, implementacijo algoritmov in celo 
ustvarjanje uporabniških vmesnikov ter komuniciranje s programi napisanimi v drugih 
jezikih. Uporablja svoj programski jezik, najpogosteje na način izvajanja ukazov ali 








Vse programiranje, učenje in delo je bilo izvedeno na osebnem računalniku HP 
TWR G1 z 16GB RAM pomnilnika in procesorjem Intel Core i5-4570 z 3.2GHz ter 




Orodna zbirka označenih spletnih ušes (angl. Annotated Web Ears Toolbox) je 
programski nabor orodij, napisan v programu MATLAB. Gre za nabor orodij in 
algoritmov, namenjen avtomatski evalvaciji metod luščenja značilk na zbirkah slik. 
Vključuje AWE podatkovno zbirko skupaj z nekaj vgrajenimi metodami luščenja. 
Sestavili so ga Ž. Emeršič, P. Peer in V. Štruc. [2] 
 
4.1.2 Podatkovna zbirka 
Uporabili smo podatkovno zbirko AWEToolbox, v kateri je 1000 slik uhljev, ki 
pripadajo 100 osebam, in so razdeljene po mapah. Za vsako sliko posebej so opisane 
okluzije, nagib glave na vseh treh oseh in morebitni dodatki – npr. uhani. Vsaka mapa 
pa vsebuje ročno vpisane anotacije s podatki o spolu in etničnosti osebe. Osebe 
pripadajo šestim različnim etničnim skupinam, in sicer belski (61), azijski (18), 
indijski (3), črnski (11), arabski (3) in latinskoameriški (3). Podatkovna zbirka je v 
primerjavi z nekaterimi drugimi, ki so na voljo na spletu, relativno majhna, a je dovolj 
velika za naš eksperiment. 
 
4.2  Mere uspešnosti 
Preden med sabo primerjamo algoritme, moramo določiti objektivno merljive 
količine in razmerja, prek katerih bomo določili, kateri je primernejši za našo uporabo.  
 
4.2.1 Napake 
Pri zajemu biometričnih podatkov se vedno pojavijo nepravilnosti; zaradi  
nepopolno osvetljene slike, nepopolne postavitve subjekta, fizioloških ali vedenjskih 
sprememb subjekta. Zato je odziv biometričnega sistema merilo, ki kvantizira 
podobnosti med zajetimi podatki in vzorcem v bazi podatkov. Odločitev sistema 
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določa prag t (angl. Treshold). Če je podobnost zajetih podatkov in vzorca v bazi večja 
od tega praga, sistem določi ujemanje, če je manjša, pa neujemanje. Vsak sistem pa 
kdaj naredi napako. Pri biometričnih sistemih poznamo dve vrsti napak:  
  
1. Ko na podlagi biometričnih mer dveh različnih oseb določi, da gre za 
isto osebo, to imenujemo lažni pozitiv (angl. False Match oz. False 
Accept). 
2. Ko na podlagi različnih mer iste osebe določi, da gre za dve različni 
osebi, to imenujemo lažni negativ (angl. False Nonmatch oz. False 
Reject). 
 
Pri izdelovanju biometričnega sistema je treba vedno najti kompromis med tema 
dvema napakama, saj sta obe odvisni od praga t. Če prag t znižamo, da imamo večjo 
toleranco na šum, se nam poveča količina lažnih pozitivov (angl. False Acceptance 
Rate oz. False Match Rate) in zmanjša količina lažnih negativov (angl. False Rejection 
Rate oz. False Nonmatch Rate). Če prag dvignemo, da povečamo varnost sistema, se 
poveča količina lažnih negativov in zmanjša količina lažnih pozitivov. 




Delovanje sistema pri vseh možnih točkah praga pokažemo s krivuljo 
prejemnikove operativne karakteristike (angl. Receiver Operating Characteristic 
Curve), v nadaljevanju ROC krivuljo. ROC krivulja je graf stopnje lažnih pozitivov 
(FAR) v odvisnosti od stopnje lažnih negativov (FRR) za različne vrednosti praga (t), 
lahko pa je to tudi graf stopnje pravih pozitivov (angl. True Acceptance Rate – TAR) 
v odvisnosti od FAR. 
Slika 4.2.1.2: Prvi primer ROC krivulje, ki prikazuje stopnjo lažnih pozitivov v odvisnosti od stopnje 
lažnih negativov za vse pragove t 
 
 
Slika 4.2.1.3: Drugi primer ROC krivulje, ki prikazuje stopnjo pravih pozitivov v odvisnosti od 




Matematično lahko napake v verifikacijskem sistemu zapišemo tako: Če so 
biometrični podatki uporabnika 𝐼 zapisani kot 𝑋𝐼 in je vhodni signal za prepoznavo 
zapisan kot 𝑋𝑄, potem sta naši možni hipotezi [1]: 
 
• 𝐻0 – vhodni signal 𝑋𝑄 ne pride od iste osebe kot vzorec 𝑋𝐼, 
• 𝐻1 – vhodni signal 𝑋𝑄 pride od iste osebe kot vzorec 𝑋𝐼. 
 
Možni odločitvi pa: 
 
• 𝐷0 – človek je prevarant, 
• 𝐷1 – človek je uporabnik. 
 
Sistem odločitev nato sledi: Če je stopnja ujemanja 𝑆(𝑋𝑄, 𝑋𝐼) manjša kot je prag 
sistema 𝑡, sistem odloči 𝐷0, sicer odloči 𝐷1. 
Terminologija izhaja iz komunikacijske teorije, kjer je cilj zaznati sporočilo v 
prisotnosti šuma. 𝐻0 je hipoteza, da je prejeti signal samo šum, 𝐻1 pa hipoteza, da je 
prejeti signal sporočilo in šum. Taka formulacija za testiranje hipotez vsebuje dva tipa 
napak: 
 
1. Lažni pozitiv oz. lažno ujemanje (odločitev 𝐷1, ko drži hipoteza 𝐻0). 
2. Lažni negativ oz. lažno neujemanje (odločitev 𝐷0, ko drži hipoteza 𝐻1). 
 
FAR (angl. False Acceptance Rate) je verjetnost napake prvega tipa, FRR (angl. 
False Rejection Rate) pa verjetnost drugega tipa napake. S formulo ju zapišemo tako: 
 
𝐹𝐴𝑅 = 𝑃(𝐷1|𝐻0)                      (4.1) 
𝐹𝑅𝑅 = 𝑃(𝐷0|𝐻1)                     (4.2) 
 
Da ocenimo natančnost biometričnega sistema, moramo upoštevati stopnje 
ujemanja na več slikah istega uhlja (distribucija 𝑝(𝑆(𝑋𝑄, 𝑋𝐼)|𝐻1)) in stopnje ujemanja 
na več slikah različnih uhljev (distribucija 𝑝(𝑆(𝑋𝑄, 𝑋𝐼)|𝐻0)). Stopnji FAR in FRR na 




𝐹𝐴𝑅 = ∫ 𝑝(𝑆(𝑋𝑄, 𝑋𝐼)|𝐻0)𝑑𝑆
∞
𝑡
       (4.3) 
 
𝐹𝑅𝑅 = ∫ 𝑝 (𝑆 (𝑋𝑄, 𝑋𝐼) |𝐻1) 𝑑𝑆
𝑡
−∞
       (4.4) 
 
Poleg zgornjih verjetnosti napak, uporabljamo za določitev natančnosti sistema 
še dve vrsti napak, in sicer: neuspešen zajem (angl. Failure to Capture – FTC) in 
neuspešen vpis (angl. Failure to Enroll – FTE). Prva pride v poštev samo takrat, ko 
imamo biometrično napravo s samodejnim zajemom, označuje pa delež neuspešnih 
poskusov zajema biometričnih podatkov. Največkrat se pojavi, ko naprava ne dobi 
dovolj visoke kvalitete biometričnega signala. Druga označuje delež poskusov, pri 
katerih se uporabnik ni uspel vpisati v sistem. Vedno obstaja kompromis pri deležu 
FTE in natančnostjo sistema. Napaka se pojavi, ko sistem zavrne nekvaliteten vhod 
med vpisom. Posledično baza podatkov vsebuje samo vzorce visoke kvalitete, kar 
poveča natančnost sistema. Zaradi povezanosti neuspehov in napak pri biometričnem 
sistemu vsi ti deleži predstavljajo pomembne specifikacije. Pri identifikacijskem 
načinu natančnost določamo tako kot pri verifikacijskem, z nekaj poenostavitvami. 
Lažne pozitive in lažne negative označimo z 𝐹𝐴𝑅𝑁 in 𝐹𝑅𝑅𝑁, kjer je 𝑁 število identitet 
v bazi podatkov. Zaradi lažje razumljivosti predpostavimo, da človek ne naredi več 
kot enega poskusa identifikacije; torej ima vsak uporabnik shranjen točno en 
biometrični vzorec. Torej: 
 
𝐹𝑅𝑅𝑁 ≅ 𝐹𝑅𝑅  in  𝐹𝐴𝑅𝑁 = 1 − (1 − 𝐹𝐴𝑅)
𝑁 ≅ 𝑁 ∙ 𝐹𝐴𝑅  (4.5) 
(velja samo kadar 𝑁 ∙ 𝐹𝑀𝑅 < 0,1) 
 
Če so vzorci v bazi podatkov označeni in indeksirani, se pri identifikaciji preišče 
le del baze podatkov, iz česar sledita naslednji formuli: 
 
• 𝐹𝑅𝑅𝑁 = 𝑅𝐸𝑅 + (1 − 𝑅𝐸𝑅) ∙ 𝐹𝑅𝑅,              (4.6) 
 
kjer je RER (angl. Retrieval Error Rate) verjetnost, da je vzorec iskanega uhlja, 
shranjenega v bazi podatkov, napačno zavržen. Zgornji izraz dobimo s sledečim 
argumentom: če sistem ne vrne pravilno vzorca, vedno vrne lažni negativ, medtem ko 
je, če ga vrne pravilno, verjetnost lažnega negativa enaka FRR. Ta izraz je sicer samo 




• 𝐹𝐴𝑅𝑁 = 1 − (1 − 𝐹𝐴𝑅)
𝑁∙𝑃,               (4.7) 
 
kjer je P (imenujemo jo tudi penetracijska verjetnost) povprečni odstotek baze 
podatkov, ki je preiskan med identifikacijo vhodnih podatkov. 
Natančnost, ki jo zasledujemo pri vzpostavljanju biometričnega sistema, je zelo 
odvisna od aplikacije. Na primer pri forenzičnih aplikacijah, kot je na primer 
identifikacija kriminalcev, je pri načrtovanju najpomembnejša stopnja FRR, saj 
nočemo zgrešiti identitete kriminalca, tudi če moramo preiskati potencialno veliko 
število lažnih pozitivov. Na drugi strani je FAR kritična pri varnostnih aplikacijah za 
določanje dostopa, kjer je glavni cilj odvrniti prevarante, čeprav nas skrbi tudi 
nepriročnost za uporabnike, v primeru, da je FRR previsok. Med dvema ekstremoma 
leži kup civilnih aplikacij, kjer moramo paziti tako na FAR kot na FRR; na primer pri 
verifikaciji bančnih kartic, kjer nam lahko lažni pozitiv povzroči velike finančne 
izgube, hkrati pa lahko previsok FRR zaradi nepraktičnosti odganja stranke. 
 
4.2.2 ROC krivulja 
Prejemnikova operativna karakteristika (angl. Receiver Operating 
Characteristic) je grafična tehnika za vizualizacijo, organizacijo in izbiro 
klasifikatorjev glede na njihovo učinkovitost. Že dolgo se uporablja v teoriji detekcije 
signala, za prikaz kompromisov med stopnjo zadetkov in lažnimi alarmi 
klasifikatorjev. Uporaba se je razširila na vizualizacijo in analizo obnašanja 
diagnostičnih sistemov. Tudi medicinska skupnost ima veliko literature o uporabi 
ROC krivulj za diagnostično testiranje. Že konec osemdesetih je Spackman 
demonstriral uporabnost ROC krivulj pri evalvaciji in primerjavi algoritmov, v zadnjih 
letih pa uporaba ROC krivulj raste predvsem v skupnosti za strojno učenje. 
Matematična konstrukcija ROC krivulje je dokaj preprosta, saj zahteva zgolj izris 
razmerja TAR in FAR za vse vrednosti pragov. [12] 
 
4.2.3 EER in AUC 
Stopnja enakih napak (angl. Equal Error Rate) in površina pod krivuljo (angl. 
Area Under Curve) sta dve glavni in najzanesljivejši merili za določanje natančnosti 
in posledično uspešnosti biometričnih sistemov. Prva je stopnja praga, pri kateri sta 
stopnji lažnih negativov in lažnih pozitivov med sabo enaki, zaradi česar jo imenujemo 
stopnja enakih napak, oziroma največkrat kar EER in jo lahko geometrično ali 
računsko poiščemo na ROC krivulji. Nižja kot je EER, natančnejši je sistem. Druga je 
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površina, ki je pod ROC krivuljo. Njena vrednost bi bila v idealnem primeru, kjer 
nimamo lažnih pozitivov in negativov, enaka 1. Ker v praksi idealnih primerov ni, je 
merilo natančnosti to, koliko se površina krivulje približa vrednosti 1. Če je vrednost 
AUC nad 90%, se sistem šteje za natančnega, med 80% in 90% je še v redu, pod 70% 
je že slab, če pa je ta vrednost manjša od 60% je sistem že praktično neuporaben. Pod 
50% pa vrednost niti ne more pasti. 
 
 
Slika 4.2.2.1: Točka stopnje enakih napak na ROC krivulji. Pomen angleških oznak na oseh je 
razložen v razdelku 4.2.1. 
 
4.2.3 VER 
Za mero uspešnosti lahko vzamemo še en podatek in sicer stopnjo verifikacije 
(angl. Verification Rate). Ta nam pokaže stopnjo pravih pozitivov, če si izberemo 
dovoljeno stopnjo lažnih pozitivov. V pričujočem delu si za največjo dovoljeno 
stopnjo lažnih pozitivov najpogosteje izberemo 1% in stopnjo označujemo z VER1. 
Ko želimo večjo natančnost, pa izberemo 0,1% in stopnjo označujemo z VER01. Pri 
nekaterih natančnejših sistemih bi lahko izbrali tudi 0,01% ali celo 0,001%, a nismo 
zasledovali tolikšne natančnosti. 
4.3 Uspešnost algoritmov 
Orodna zbirka, ki jo uporabimo, AWEToolbox v MATLABU naredi primerjavo 
in evalvacijo različnih metod za luščenje značilk precej enostavno. Potrebno je zgolj 
vstaviti parametre, program pa izračuna vse potrebne podatke in celo izriše grafe. Po 
končanem izračunu je potrebno podatke zgolj urediti oz. razporediti in analizirati. Naši 
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glavni merili za uspešnost algoritmov sta EER in AUC, zanimata nas tudi VER1 in 
VER01, pomemben pa je tudi čas, ki ga računalnik potrebuje za preračun vseh 
potrebnih podatkov. 
 
Tabela 4.3.1: Mere uspešnosti v odvisnosti od algoritma 
 
Kot vidimo, so si po natančnosti, ki jo določata EER in AUC, vsi štirje algoritmi 
zelo blizu, saj je med njimi le nekaj odstotkov razlike. Vseeno je ta razlika dovoljšna, 
da lahko na podlagi tabele določimo najbolj in najmanj natančnega. Zmagovalec je v 
tem primeru LPQ, saj ima najvišji AUC in najnižji EER. Že prej pa smo ugotovili, da 
je tolikšen AUC komaj zadovoljiv. Stopnja, ki bi jo želeli doseči, je namreč nad 90%, 
dosegli pa smo le 75,07%. Gabor, ki se je izkazal za najmanj natančnega, je dosegel 
stopnjo 72,48%. Povprečen AUC je 73,87%. Večje razlike v natančnosti se prikažejo 
pri VER, LPQ je namreč pri stopnji lažnih pozitivov 0,1% skoraj tako natančen kot 
Gabor pri stopnji 1%. 
Še večje razlike v primernosti algoritmov se pokažejo, ko primerjamo čas, ki ga 
je računalnik potreboval za izračun deskriptorjev. LPQ je tukaj še toliko bolj v 
prednosti, Gabor pa še toliko bolj zaostaja. LPQ je potreboval namreč le 52,6 sekunde, 
kar je več kot pol manj od LBP in manj kot tretjina časa, ki ga je potreboval HOG, 
medtem ko je Gabor potreboval kar osemkrat toliko časa. 
 LBP LPQ HOG Gabor 
EER 32,01 30,84 31,91 32,77 
AUC (%) 73,55 75,07 74,37 72,48 
VER1 17,72 25,75 18,05 11,84 
VER01 5,87 11,74 8,07 4,16 




Slika 4.3.1: ROC krivulja primerjanih algoritmov. Pomen angleških oznak na oseh je razložen v 
razdelku 4.2.1. 
Tudi na ROC krivulji na Sliki 4.3.1 je jasno razvidno, da so si po natančnosti 
algoritmi zelo blizu, oziroma skoraj identični, saj samo s krivulje ne bi mogli razbrati, 
kateri je najučinkovitejši. Slike 4.3.2-4.3.5 prikazujejo razporeditev uporabnikov in 
prevarantov, in sicer so uporabniki označeni s pikčasto črto, prevaranti pa s črtkano. 
Vidimo, da se kar veliko območje prekriva, kar bi nam lahko povzročilo veliko lažnih 
negativov, zato je pomembno da premišljeno določimo prag. 
Slike 4.3.2-4.3.5: Histogrami vseh štirih algoritmov, ki prikazujejo razporeditev uporabnikov in 
prevarantov. Z določitvijo praga je pogojeno tudi to, kako so razporejeni lažni pozitivi in lažni 
negativi. Histogrami si po vrsti sledijo za: LBP, LPQ, HOG in Gabor. “Clients” so uporabniki, 




Vidimo torej, da je od primerjanih štirih algoritmov najprimernejši LPQ, saj je 
najhitrejši in najnatančnejši, a je še vedno premalo natančen, da bi ga lahko 
komercialno uporabili.  
Zanima nas še, ali se primernost razlikuje glede na spol in etničnost oseb na 








Tabeli 4.3.2 in 4.3.3: AUC in ERR primerjava natančnosti štirih algoritmov glede na spol 
 
Iz tabel je razvidno, da se natančnost algoritmov občutno razlikuje glede na spol 
oseb na slikah. Razliko v natančnosti algoritma glede na spol oseb pripišemo razliki v 
številu osebkov v bazi podatkov, saj imamo moških subjektov 91, ženskih pa 9, kar je 
več kot desetkratna razlika. Povprečen AUC za moške je 79,70%, za ženske pa 
77,17%. HOG je bil pri moških še malo natančnejši kot LPQ, pri ženskah pa ga je 
prehitel tudi LBP. Pri obeh spolih je Gabor najmanj natančen. 
Zanimivo je, da se glede na spol za najnatančnejšega izkaže HOG, ki sicer le za 
malo prehiti LPQ, Gabor pa tudi tukaj najbolj zaostaja. Za EER pri ženskah za tri 
algoritme dobimo isto število, ki je po vrhu še celo, kar kaže na to, da imamo verjetno 
premajhno število subjektov, da bi dobili zanesljive rezultate. 
Naredimo še test uspešnosti algoritmov glede na etnično pripadnost. V bazi 
podatkov so osebe razdeljene glede na 6 različnih etničnih pripadnosti: belsko, azijsko, 
indijsko, črnsko, arabsko in latinskoameriško. Od indijske, arabske in 
latinskoameriške imamo v bazi slike samo treh različnih ljudi, kar je za program 
premalo, da bi sploh izračunal značilke, zato primerjamo samo ostale tri etnične 
pripadnosti. AUC se je izkazal kot glavni faktor glede splošne uspešnosti algoritma, 
zato ga v Tabeli 4.3.4 primerjamo za štiri algoritme in tri etnične pripadnosti. 
 
EER LBP LPQ HOG Gabor 
Moški 27,70 26,35 26,20 29,39 
Ženske 28,89 30,00 30,00 30,00 
AUC (%) LBP LPQ HOG Gabor 
Moški 79,72 81,06 81,30 76,73 





Tabela 4.3.4: AUC primerjava natančnosti algoritmov glede na etnično pripadnost 
 
LBP se tukaj izkaže za edinega, ki pri nobeni etnični pripadnosti ne doseže več 
kot 80% AUC, zato ga z najslabšim povprečjem določimo za najmanj uspešnega. Z 
najvišjim povprečnim AUC za najuspešnejšega določimo LPQ, ki se je za 
najuspešnejšega izkazal že v nekaterih prejšnjih poskusih. Kot največjo zanimivost naj 
izpostavimo, da se Gabor, ki se je v večini poskusov izkazal za najmanj uspešnega, pri 
črnski etnični pripadnosti izkaže kot daleč najuspešnejši in je celo uspešnejši od vseh 
algoritmov pri vseh etničnih pripadnostih. S povprečjem pa še vedno zaostaja za LPQ 
in HOG.  
AUC (%) belska azijska črnska Povprečje 
LBP 79,27 79,94 78,90 79,37 
LPQ 80,97 81,98 79,66 80,87 
HOG 81,38 81,60 78,17 80,38 









V pričujoči diplomski nalogi smo primerjali štiri različne algoritme za luščenje 
značilk. Razložili smo, kako algoritmi, ki smo jih opisali, delujejo, ter predstavili 
prednosti in slabosti vsakega posebej.  
Pri prepoznavi ljudi prek uhljev se niso izkazali za zelo natančne, saj je bila 
največja natančnost, ki smo jo dosegli, 81%, povprečna pa le 73% za oba spola skupaj 
in 79.7% za moške ter 77,17% za ženske posebej. Če algoritme uporabimo ločeno 
glede na etnično pripadnost, se izkažejo za bolj natančne, saj se rezultati gibljejo okrog 
80%, a smo še vedno precej za uspehi sorodnih raziskav v preteklosti, kjer so se 
nekateri zelo približali 100%. 
Pregledali smo orodja, ki jih potrebujemo za uporabo algoritmov za biometrično 
prepoznavo, in bazo podatkov. Poleg tega smo opisali napake, ki se pojavljajo ob 
biometrični prepoznavi, in opredelili, kako se z njimi soočamo, ter definirali, katere 
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