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CONSTANT LENGTH SUBSTITUTIONS, ITERATED FUNCTION SYSTEMS
AND AMORPHIC COMPLEXITY
GABRIEL FUHRMANN AND MAIK GRÖGER
Abstract. We show how geometric methods from the general theory of fractal dimen-
sions and iterated function systems can be deployed to study symbolic dynamics in the
zero entropy regime. More precisely, we establish a dimensional characterization of the
topological notion of amorphic complexity. For subshifts with discrete spectrum associ-
ated to constant length substitutions, this characterization allows us to derive bounds for
the amorphic complexity by interpreting the subshift as the attractor of an iterated func-
tion system in a suitable quotient space. As a result, we obtain the general finiteness and
positivity of amorphic complexity in this setting and provide a closed formula in case of
a binary alphabet.
1. Introduction
The relation between the dimension theory of dynamical systems and ergodic theory
is nowadays a well-established field of research. One of the first to formally show this
relation explicitly was Billingsley [Bil60]. He proved that for an expanding circle map
f : x 7→ bx mod 1 with an f -invariant measure µ the following equality holds
dimH(µ) =
hµ( f )
log b
,
where dimH(µ) denotes the Hausdorff dimension of the measure µ and hµ( f ) the measure
theoretic entropy of f with respect to µ. Later, Furstenberg [Fur67] established a topolog-
ical analogue of this equality, namely, dimH(K) = htop( f |K)/ log b for any f -invariant set
K in the circle with dimH(K) denoting the Hausdorff dimension of the set K and htop( f |K)
the topological entropy of f restricted to K.
The relevance of these equalities originates from the fact that they relate different con-
cepts measuring the “size” of an invariant object. Roughly speaking, entropy determines
the size by measuring the amount of the supported disorder and Hausdorff dimension
specifies an actually geometric size. In the concrete setting described above, there is an
intermediary needed to bring both notions together, represented here by the term log b. It
also allows for a dynamical interpretation, namely as the Lyapunov exponent of f (see,
for instance, [BP02] for more information regarding this notion). In this article we will
be mainly concerned with systems in the symbolic setting and there, no intermediary is
needed as we explain in the following paragraph.
Furstenberg’s result actually holds in the general context of symbolic dynamical sys-
tems. Suppose we are given a subshift (X, σ) of (AZ, σ) where A is a finite alphabet, σ
is the left shift and AZ is equipped with the Cantor metric dβ(x, y) = β− j with β > 1 and
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j = min{|k| : xk , yk} for x = (xk)k∈Z and y = (yk)k∈Z in AZ. Then Furstenberg’s result
reads as follows (see also [Sim15] for a generalization to higher-dimensional subshifts)
dimH(X) =
htop(σ|X)
log β
.(1.1)
Moreover, for the box dimension dimB of X (see Section 6) it is easily seen that
dimB(X) =
htop(σ|X)
log β
.(1.2)
Summing up, for symbolic systems, the correspondence between entropy and dimension
can be established directly. Here, the term log β is just a normalizing constant, depending
on the chosen metric on X, and we can regard (topological) entropy and (Hausdorff and
box) dimension in the symbolic setting as one and the same quantity.
For subshifts of zero entropy, equations (1.1) and (1.2) do not yield much insight. How-
ever, there are many natural and interesting families of symbolic systems with zero en-
tropy. For instance, Sturmian and regular Toeplitz subshifts belong to this class. Another
important subclass are substitutive subshifts including those related to the Pisot Conjec-
ture. For more information concerning these systems, see for example [Fog02], [Ku˚03]
and [Que10]. Therefore, a desirable goal for symbolic dynamics in this low complexity
regime is to find an analogously intertwined behavior of (slow entropy) concepts measur-
ing disorder on the one side and suitable fractal dimensions on the other side.
In this article we provide this kind of relation for the topological notion of amorphic
complexity which was recently introduced in [FGJ16] to study dynamical systems with
zero entropy. More precisely, we show that amorphic complexity of symbolic systems
coincides with the box dimension of an associated subset in the so-called Besicovitch
space of (AZ, σ) endowed with a canonical metric, see Lemma 6.2 and Theorem 6.5.
In fact, as we will see, this equality can be established by elementary means. At the
same time, however, it embodies a key insight which puts us in a position where we can
utilize methods from fractal geometry. For instance, this allows us to immediately deduce
that amorphic complexity of mean equicontinuous subshifts (see Section 4) is bounded
from below by the topological dimension of their maximal equicontinuous factor. We will
explain this in more detail at the end of Section 6, where we also relate this observation
to substitutive subshifts associated to substitutions of Pisot type.
The connection between amorphic complexity and box dimension in the symbolic set-
ting is crucial for our main results. In particular, this relation enables us to deploy the
theory of iterated function systems on general complete metric spaces to estimate the
amorphic complexity of subshifts with discrete spectrum associated to primitive constant
length substitutions, see Section 7. To state some of the results, let us briefly provide a
background on amorphic complexity and substitutive subshifts.
For now we introduce amorphic complexity for symbolic systems. The general defini-
tion can be found in Section 3, where we also provide a short overview of some of the
basic properties of this topological invariant. Given a subshift (X, σ), x, y ∈ X and δ > 0,
we set
Dδ(x, y) = lim
n→∞
#
{
0 ≤ k ≤ n − 1 : d
(
σk(x), σk(y)
)
≥ δ
}
n
,(1.3)
where d can be any metric generating the product topology on AZ. We define the asymp-
totic separation numbers as
Sep(σ|X , δ, ν) = sup {#Y : Y ⊆ X with Dδ(x, y) ≥ ν for all x , y in Y} ,
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with δ > 0 and ν ∈ (0, 1]. The amorphic complexity of (X, σ) is set to be
ac
(
σ|X
)
= sup
δ>0
lim
ν→0
log Sep(σ|X , δ, ν)
− log ν
,
whenever the limit in ν exists (otherwise, we define the lower and upper amorphic com-
plexity ac and ac, by taking the limit inferior and limit superior, respectively).
A substitution over a finite alphabet A is a map ϑ : A → A+, where A+ is the set of
all non-empty finite words with letters from A. Observe that by concatenation, ϑ can
be considered a map from A+ to A+ and from AZ to AZ in the natural way. We call a
substitution ϑ primitive if for some ℓ > 0 and every a ∈ A the word ϑℓ(a) contains each
of the letters of A. We say a substitution ϑ is of constant length if there is ℓ ∈ N such
that ϑ(a) ∈ Aℓ for each a ∈ A (and we set |ϑ| = ℓ). For every constant length substitution
ϑ there exists a periodic point x0 of ϑ in AZ, that is, there is p ∈ N with ϑp(x0) = x0
(see [Got63]). Finally, if ϑ is primitive, we denote by Xϑ the shift orbit closure of some
periodic point of ϑ. This notation is justified because Xϑ turns out to be independent of
the particular ϑ-periodic point. We call (Xϑ, σ) a substitution (or substitutive) subshift.
It is well known that Xϑ is minimal [Got63] and has a unique Borel probability measure
which is invariant under the action of the left shift [Kle72].
Let us now state our main results. We start by considering substitutions over two sym-
bols whose associated substitutive subshift is infinite (a subshift (X, σ) is called finite if X
is finite; otherwise it is called infinite). In this case, we can establish a closed formula for
the amorphic complexity of (Xϑ, σ). The proof of the next statement can be found at the
end of Section 7.2.
Theorem 1.1. Let ϑ : {0, 1} → {0, 1}+ be a primitive constant length substitution. Assum-
ing that (Xϑ, σ) is infinite, we get
ac
(
σ|Xϑ
)
=
log |ϑ|
log |ϑ| − log |ϑ|∗
,
with 0 < |ϑ|∗ ≤ |ϑ| the number of positions where ϑ(0) and ϑ(1) differ.
An interesting consequence of Theorem 1.1 is that the amorphic complexity of infi-
nite substitution subshifts over two symbols with discrete spectrum is always finite and
bounded from below by one. As it turns out, this holds true over general alphabets.
Theorem 1.2. Assume ϑ : A → A+ is a primitive substitution of constant length. If (Xϑ, σ)
is infinite and has discrete spectrum, then
1 ≤ ac
(
σ|Xϑ
)
≤ ac
(
σ|Xϑ
)
< ∞.
We want to point out that the proof of the previous theorem yields means to compute
concrete lower and upper bounds for the amorphic complexity of infinite substitutive sub-
shifts with discrete spectrum, see Section 7.3. Finally, using Theorem 1.2 and further
properties of substitution subshifts together with the general theory of amorphic com-
plexity, we obtain the following trichotomy, see also Section 7.3.
Corollary 1.3. Suppose ϑ : A → A+ is a primitive substitution of constant length.
(i) ac(σ|Xϑ) = 0 iff (Xϑ, σ) is finite.
(ii) 1 ≤ ac(σ|Xϑ) ≤ ac(σ|Xϑ) < ∞ iff (Xϑ, σ) has discrete spectrum and is infinite.
(iii) ac(σ|Xϑ) = ∞ iff (Xϑ, σ) has partly continuous spectrum.
3
2. Basic notation and definitions
Given a continuous self-map f : X → X on a compact metric space (X, d), we call the
pair (X, f ) a (topological) dynamical system. We say (X, f ) is invertible if f is invertible.1
Given two dynamical systems (X, f ) and (Y, g), we say (Y, g) is a factor of (X, f ) if there
exists a continuous onto map h : X → Y such that h ◦ f = g ◦ h. If additionally, h is
invertible, then h is a conjugacy and we say (X, f ) and (Y, g) are conjugate.
A system (X, f ) is equicontinuous if the family ( f n)n∈N is uniformly equicontinuous,
that is, if for all ν > 0 there is δ > 0 such that for all x, y ∈ X with d(x, y) < δ we have
d( f n(x), f n(y)) < ν (n ∈ N). It is well known, see for instance [Dow05, Theorem 2.1], that
every dynamical system (X, f ) has a unique (up to conjugacy) maximal equicontinuous
factor: an equicontinuous factor (Y, g) so that every other equicontinuous factor of (X, f )
is also a factor of (Y, g).
A subset E ⊆ X is f -invariant if it is closed and f (E) = E. In this case, we call (E, f |E)
(and sometimes synonymously E itself) a subsystem of (X, f ) and usually just write (E, f )
for notational convenience. We say E is f -minimal if it is f -invariant and does not contain
any non-empty proper subset which is f -invariant. In case that X is f -minimal itself, we
also say that (X, f ) is minimal.
Given a topological dynamical system (X, f ), a Borel probability measure µ on X is
called f -invariant if µ( f −1(E)) = µ(E) for all Borel measurable sets E ⊆ X. An invariant
measure µ is called ergodic if for all Borel measurable E ⊆ X with f −1(E) = E we have
µ(E) ∈ {0, 1}. We say (X, f ) is uniquely ergodic if there exists exactly one f -invariant
measure µ. Note that in this case, the unique invariant measure µ is ergodic.
We will mainly deal with bi-infinite shift spaces Σ = AZ, where A is a finite set also
referred to as alphabet and Σ carries the product topology. We define the full shift to be
the system (Σ, σ), where σ : Σ → Σ is the left shift, that is, σ((xn)n∈Z) = (xn+1)n∈Z for all
(xn)n∈Z ∈ Σ. For n ∈ N elements of An are called words of length n. We set A+ =
⋃
n∈N A
n.
Subsystems of the full shift are referred to as subshifts. One way to obtain sub-
shifts is to consider orbit closures: given x0 ∈ Σ, we define its orbit closure to be
Xx0 = {σ
k(x0) : k ∈ Z} ⊆ Σ. Clearly, Xx0 is σ-invariant. Given a subshift (X, σ), the col-
lection of all words of length n that appear in X is denoted by Ln(X). That is, w ∈ Ln(X)
if and only if w ∈ An and there is x ∈ X such that wi = xi (i = 0, . . . , n − 1). Given two
minimal subshifts X , Y of Σ, it is easy to see that there is n ∈ N withLn(X)∩Ln(Y) = ∅.
3. Asymptotic separation numbers and amorphic complexity
In this section, we briefly introduce amorphic complexity which is a conjugacy in-
variant that is of particular relevance in the class of mean equicontinuous systems (see
Section 4). Given a dynamical system (X, f ), x, y ∈ X and δ > 0, we set
∆( f , δ, x, y) =
{
k ∈ N0 : d( f
k(x), f k(y)) ≥ δ
}
.
For ν ∈ (0, 1] we say x and y are ( f , δ, ν)-separated if D(∆( f , δ, x, y)) ≥ ν, where D(E)
denotes the upper density of a subset E ⊆ N0 defined as
D(E) = lim
n→∞
#(E ∩ [0, n − 1])
n
.
A subset S ⊆ X is said to be ( f , δ, ν)-separated if all pairs of distinct points x, y ∈ S are
( f , δ, ν)-separated. The (asymptotic) separation numbers of (X, f ), denoted by Sep( f , δ, ν)
1For future reference, we would like to phrase some of the preliminary results in the non-invertible
setting, although our main results are actually concerned with invertible systems.
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for δ > 0 and ν ∈ (0, 1], are defined as the largest cardinality of an ( f , δ, ν)-separated set
contained in X. If Sep( f , δ, ν) is finite for all δ > 0, ν ∈ (0, 1], we say (X, f ) has finite
separation numbers, otherwise we say it has infinite separation numbers.
As the next theorem suggests, finite separation numbers correspond to systems of low
dynamical complexity, that is, in particular to systems of zero entropy and those without
non-trivial weakly mixing measures (see, e.g., [Wal82] for definitions of these concepts).
Theorem 3.1 ([FGJ16]). If a dynamical system (X, f ) has positive topological entropy or
is weakly mixing with respect to some invariant probability measure µ with non-trivial
support, then (X, f ) has infinite separation numbers.
For systems with finite separation numbers, we may obtain further quantitative infor-
mation by studying the scaling behavior of the separation numbers as the separation fre-
quency ν goes to zero. We define the lower and upper amorphic complexity of (X, f )
as
ac( f ) = sup
δ>0
lim
ν→0
log Sep( f , δ, ν)
− log ν
and ac( f ) = sup
δ>0
lim
ν→0
log Sep( f , δ, ν)
− log ν
.
If both values coincide, we call ac( f ) = ac( f ) = ac( f ) the amorphic complexity of (X, f ).
Observe that by allowing the above quantities to assume values in [0,∞], they are actually
well defined for any map f : X → X. In particular, systems with infinite separation
numbers have infinite amorphic complexity.
We refer the reader to [FGJ16] for an in-depth discussion of amorphic complexity and
several classes of examples. However, the following statement is worth recalling.
Theorem 3.2 ([FGJ16]). Let (X, f ) and (Y, g) be dynamical systems.
(i) Suppose (Y, g) is a factor of (X, f ). Then ac( f ) ≥ ac(g) and ac( f ) ≥ ac(g). In
particular, amorphic complexity is an invariant of topological conjugacy.
(ii) Let m ∈ N. Then ac( f m) = ac( f ) and ac( f m) = ac( f ).
Since our main results involve invertible dynamical systems, let us close this section
with a comment on the following issue. If f is invertible, it may seem natural to define
asymptotic separation numbers and amorphic complexity in a slightly different way: for
δ > 0, ν ∈ (0, 1] and x, y ∈ X we could consider
∆′( f , δ, x, y) =
{
k ∈ Z : d( f k(x), f k(y)) ≥ δ
}
instead of ∆( f , δ, x, y). Thus, we may consider a modified upper density for subsets E ∈ Z,
D
′
(E) = lim
n→∞
#(E ∩ [−n + 1, n − 1])
2n − 1
,
to define the ( f , δ, ν)-separation of two points x and y and hence the asymptotic separation
numbers as well as the amorphic complexity (where all subsequent definitions from this
section would carry over in the obvious way). However, in [FGJK19] it is shown that for
a natural class of invertible systems (which includes mean equicontinuous systems) this
neither affects whether (X, f ) has infinite separation numbers nor the value of the (lower
and upper) amorphic complexity. For that reason, we stick with the above definitions.
4. Mean equicontinuity and finite separation numbers
In this section, we discuss a canonical class of systems with finite separation num-
bers which in particular comprises all substitutive subshifts associated to primitive sub-
stitutions with discrete spectrum (see Section 5). We say a dynamical system (X, f ) is
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(Besicovitch-) mean equicontinuous if for every ν > 0 there is δ > 0 such that for all
x, y ∈ X with d(x, y) < δ we have
DB(x, y) = lim
n→∞
1
n
n−1∑
k=0
d( f k(x), f k(y)) < ν.
This notion was introduced by Li, Tu and Ye in [LTY15]. It is immediately seen to
be equivalent to the concept of mean Lyapunov-stability which was introduced in 1951
by Fomin [Fom51] in the context of systems with discrete spectrum. A first systematic
treatment is due to Auslander [Aus59]. For recent activity related to these notions, see for
example [DG16, GR17, FJ18, QZ18, FGL18, HWZ].
It is worth noting that DB is a pseudometric. With this in mind, it is not hard to see that
(X, f ) is mean equicontinuous if and only if DB : X × X → [0,∞) is continuous. Further,
it is immediate that
δ · D(∆( f , δ, x, y)) ≤ DB(x, y) (x, y ∈ X),(4.1)
where δ > 0. Since X is compact, this yields the next statement.
Proposition 4.1. If (X, f ) is mean equicontinuous, then it has finite separation numbers.
In the minimal case we can say even more. To that end, let us introduce the following
notion: a system (X, f ) is called mean sensitive if there is ν > 0 such that for every x ∈ X
and δ > 0 there exists y ∈ X with d(x, y) < δ and DB(x, y) > ν.
Proposition 4.2 ([LTY15, Corollary 5.5 & Proposition 5.1(4)]). A minimal dynamical
system (X, f ) is either mean equicontinuous or mean sensitive. Moreover, if (X, f ) is
mean sensitive, then (X, f ) has infinite separation numbers.
As an immediate corollary of Proposition 4.1 and Proposition 4.2, we obtain the fol-
lowing assertion.
Theorem 4.3. Suppose (X, f ) is minimal. Then (X, f ) is mean equicontinuous if and only
if (X, f ) has finite separation numbers.
Let us briefly come back to the discussion at the end of the previous section. If f is
invertible, we may consider the pseudometric
D′B(x, y) = lim
n→∞
1
2n − 1
n−1∑
k=n−1
d( f k(x), f k(y)) (x, y ∈ X),
instead of DB. However, the results of [DG16] and [QZ18, FGL18] (the former treats the
minimal case and the latter treat the general case) yield that DB is continuous if an only if
D′B is continuous. We may hence stick with DB in the following.
5. Discrete spectrum and mean equicontinuity
Suppose (X, f ) is a dynamical system and let µ be an f -invariant measure. We call λ ∈ C
an eigenvalue and ϕ ∈ L2(X, µ) a corresponding eigenfunction of (X, f ) if ϕ ◦ f = λ · ϕ.
Further, (X, f ) is said to have (purely) discrete spectrum with respect to µ if there is an
orthonormal basis for L2(X, µ) consisting of eigenfunctions.
Theorem 5.1 ([FGL18, Corollary 6.3]). Assume (X, f ) is an invertible minimal dynamical
system. Then (X, f ) is mean equicontinuous if and only if it is uniquely ergodic, has
discrete spectrum and each eigenvalue possesses a continuous eigenfunction.
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For subshifts associated to primitive substitutions, a classical result by Host [Hos86]
(see [Que10, Theorem 6.3 & Remark 6.3(1)], too) states that all eigenvalues possess a
continuous eigenfunction. Hence, the previous theorem immediately yields the follow-
ing corollary, where we make use of Theorem 4.3 and the fact that the subshift (Xϑ, σ)
associated to a primitive substitution ϑ : A → A+ is always minimal and uniquely ergodic.
Corollary 5.2. Let ϑ be a primitive substitution and (Xϑ, σ) the associated subshift. Then
the following are equivalent.
(i) (Xϑ, σ) is mean equicontinuous.
(ii) (Xϑ, σ) has discrete spectrum.
(iii) (Xϑ, σ) has finite separation numbers.
6. Box dimension and amorphic complexity
In this section, we establish a connection between the amorphic complexity of a sub-
shift and the box dimension of an associated subset in the so-called Besicovitch space.
We start by briefly introducing the box dimension of a totally bounded subset E of a
general metric space (M, ρ). We call a subset S of M ε-separated if for all s , s′ ∈ S we
have ρ(s, s′) ≥ ε and denote by Mε(E) the maximal cardinality of an ε-separated subset
of E. Then the lower and upper box dimension of E are defined as
dim
B
(E) = lim
ε→0
logMε(E)
− log ε
and dimB(E) = lim
ε→0
logMε(E)
− log ε
.(6.1)
In case that dim
B
(E) and dimB(E) coincide, their common value, denoted by dimB(E), is
called the box dimension2 of E. We will make use of the following basic facts.
Theorem 6.1.
(i) The lower and upper box dimension are invariant with respect to Lipschitz-con-
tinuous homeomorphisms with a Lipschitz-continuous inverse.
(ii) Given a metric space (M, ρ), a totally bounded subset E ⊆ M and a Lipschitz-
continuous map h : E → M. Then we have
dim
B
(E) = dim
B

n−1⋃
i=0
hi(E)
 ≤ dimB

n−1⋃
i=0
hi(E)
 = dimB(E).
Proof. We only show the first equality in part (ii). The second equality in (ii) as well as
part (i) can be shown analogously, see also [Pes97, Theorem 6.3 & Appendix I].
It is straightforward to see that
max
0≤i<n
dim
B
(Ei) ≤ dimB

n−1⋃
i=0
Ei

for totally bounded E0, E1, . . . , En−1 ⊆ M (see also [Pes97, Theorem 6.2 & Appendix I]).
It hence suffices to show dim
B
(⋃n−1
i=0 h
i(E)
)
≤ dim
B
(E). To that end, let L > 1 be a mutual
Lipschitz constant of the maps h, . . . , hn−1. We clearly have MLε(hi(E)) ≤ Mε(E) for all
ε > 0 and each i ∈ {0, . . . , n − 1}. Hence,
dim
B

n−1⋃
i=0
hi(E)
 ≤ lim
ε→0
log
∑n−1
i=0 MLε(h
i(E))
− log Lε
≤ lim
ε→0
log (n · Mε(E))
− log Lε
= dim
B
(E). 
2 Let us remark that the standard definition of the box dimension involves the smallest number of sets
with diameter strictly smaller than ε needed to cover E. It is well known that the above definitions do not
change if in (6.1), Mε(E) is replaced by this number (see also, for example, Proposition 1.4.6 in [Edg98]).
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The first part of the above statement has an immediate but important corollary: if ρ and
ρ′ are Lipschitz-equivalent metrics on M, that is, if there are c,C > 0 such that
c · ρ(x, y) ≤ ρ′(x, y) ≤ C · ρ(x, y) (x, y ∈ M),
then the box dimension of any totally bounded subset E of M is independent of whether
we compute Mε(E) with respect to ρ or ρ′.
Next, we aim at introducing the Besicovitch space associated to the full shift (Σ, σ).
Recall that the definition of the quantity Dδ in (1.3) implicitly depends on the particular
metric d we put on Σ. For a plethora of metrics, it turns out that Dδ is in fact a pseudo-
metric and moreover, Lipschitz-equivalent to any other such pseudometric obtained from
(1.3). For the next statement and its proof, we write Dd
δ
to stress the dependence on d
explicitly. Given a metric d on Σ, let δd0 > 0 be such that d(x, y) ≥ δ
d
0 whenever x0 , y0
where x = (xk)k∈Z and y = (yk)k∈Z are from Σ.
Lemma 6.2. Suppose d is an ultrametric which induces the product topology on Σ and
let δ > 0. Then Dd
δ
is a pseudometric on Σ.
Further, assume d and d′ are two metrics which induce the product topology on Σ. Let
δ ∈ (0, δd0] and δ
′ ∈ (0, δd
′
0 ]. Then there are c,C > 0 such that
c · Ddδ(x, y) ≤ D
d′
δ′ (x, y) ≤ C · D
d
δ(x, y) (x, y ∈ Σ).(6.2)
Proof. For the first part, we restrict to proving the triangle inequality since the other
properties are trivial. Observe that for arbitrary x, y, z ∈ Σ we have
#
{
0 ≤ k ≤ n − 1: d
(
σk(x), σk(y)
)
≥ δ
}
≤ #
{
0 ≤ k ≤ n − 1: d
(
σk(x), σk(z)
)
≥ δ or d
(
σk(z), σk(y)
)
≥ δ
}
≤ #
{
0 ≤ k ≤ n − 1: d
(
σk(x), σk(z)
)
≥ δ
}
+ #
{
0 ≤ k ≤ n − 1: d
(
σk(z), σk(y)
)
≥ δ
}
,
using the ultrametric inequality in the first step. This yields that Dδ is a pseudometric.
For the second part, we first prove that for all η, η′ ∈ (0, δd0] there are c,C > 0 such that
c · Ddη′(x, y) ≤ D
d
η(x, y) ≤ C · D
d
η′(x, y) (x, y ∈ Σ)(6.3)
where we consider Dd
η′
and Ddη as defined in (1.3) regardless of whether this yields pseu-
dometrics on Σ or not. Without loss of generality, we may assume η′ = δd0.
Note that since d induces the product topology on Σ, there exists mη ∈ N such that
d(x, y) ≥ η yields the existence of ℓ ∈ {−mη, . . . ,mη} with xℓ , yℓ. Hence,
#
{
0 ≤ k ≤ n − 1 : d
(
σk(x), σk(y)
)
≥ η
}
≤ #
{
0 ≤ k ≤ n − 1 : x[k−mη ,k+mη] , y[k−mη ,k+mη]
}
≤ (2mη + 1) · #
{
−mη ≤ k ≤ n − 1 + mη : xk , yk
}
≤ (2mη + 1) · #
{
−mη ≤ k ≤ n − 1 + mη : d
(
σk(x), σk(y)
)
≥ δd0
}
.
Therefore, for all x, y ∈ Σ we have the right-hand side of (6.3) with C = 2mη + 1. Further,
we trivially have Dd
δd0
(x, y) ≤ Ddη(x, y) and hence the left-hand side of (6.3) with c = 1.
Finally, let d, d′, δ and δ′ be as in the statement. Since d and d′ induce the same
topology, there is η ∈ (0, δd0] such that d
′(x, y) ≥ δ′ implies d(x, y) ≥ η. With such η, we
have for all x, y ∈ Σ
Dd
′
δ′ (x, y) ≤ D
d
η(x, y) ≤ C · D
d
δ(x, y),
for some C > 0 which exists due to (6.3). By a similar argument, we obtain Dd
δ
(x, y) ≤
1/c · Dd
′
δ′
(x, y) for some c > 0. This finishes the proof. 
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Following a standard procedure, we introduce an equivalence relation on Σ by identify-
ing x, y ∈ Σ whenever Dδ(x, y) = 0 and denote by [·] the corresponding quotient mapping.
Note that Lemma 6.2 ensures that this relation is actually an equivalence relation and
that it is well defined, i.e., independent of the particular metric d on Σ and independent
of δ ∈ (0, δd0]. Sometimes, we may consider subshifts with different alphabets. In those
cases, we may use the notation [·]A to unambiguously specify the corresponding quotient
mapping (recall that A denotes the alphabet of Σ, see Section 2).
For the rest of this work, we may assume without loss of generality that d is a Cantor
metric (so that δd0 = 1). Since d is hence an ultrametric, Dδ is a pseudometric on Σ for
each δ ∈ (0, 1], which we may further consider a metric on [Σ] in the canonical way. We
call ([Σ],Dδ) the Besicovitch space.
Since most of the analysis carried out in this work takes place in the space ([Σ],Dδ),
we provide the next statement to familiarize the reader with its topological and metric
properties. Its proof is a straightforward application of the results in [BFK97].
Theorem 6.3. The space ([Σ],Dδ) is complete and pathwise connected. Moreover, it is
topologically infinite dimensional and neither locally compact nor separable.
Proof. First, recall that it suffices to show the statement for ([Σ],D1), see Lemma 6.2.
Analogously to the definition of D1, we may consider
D′1(x, y) = lim
n→∞
# {n − 1 ≤ k ≤ n − 1 : xk , yk}
2n − 1
(x, y ∈ Σ).
Similarly as in Lemma 6.2, we see that D′1 defines a pseudometric (see also [BFK97]) and
hence an equivalence relation by identifying points x, y ∈ Σ whenever D′1(x, y) = 0. Let
us denote the corresponding quotient mapping by [·]′ and, as before, consider D′1 a metric
on [Σ]′ in the canonical way.
Now, [BFK97, Proposition 1–3] state that ([Σ]′,D′1) is complete, pathwise connected,
topologically infinite dimensional and neither locally compact nor separable. We simply
carry over these properties to ([Σ],D1) by means of the map
ϕ : [Σ]′ → [Σ] : [(. . . , x−2, x−1, x0, x1, x2, . . .)]
′ 7→ [(. . . , x−2, x−1, x0, x−1, x1, x−2, x2, . . .)].
Note that ϕ is isometric and surjective. The statement follows. 
Now, observe that, given a subshift (X, σ), we have Dδ(x, y) = D(∆(σ|X , δ, x, y)) for all
δ ∈ (0, 1] and x, y ∈ X. In other words,
Sep(σ|X , δ, ν) = sup {#Y : Y ⊆ X with Dδ(x, y) ≥ ν for all x , y in Y}
as stated in the introduction. The proof of the next statement is hence straightforward.
Proposition 6.4. Given a subshift (X, σ) and δ ∈ (0, 1]. Then Sep(σ|X , δ, ν) is finite for
all ν ∈ (0, 1] if and only if [X] is totally bounded in ([Σ],Dδ).
The following theorem shows that studying the amorphic complexity of a subshift
(X, σ) amounts to studying the box dimension of [X].
Theorem 6.5. Suppose (X, σ) is a subshift with finite separation numbers. Then the
(lower and upper) box dimension of the subset [X] of [Σ] (equipped with Dδ) is inde-
pendent of δ ∈ (0, 1]. Further,
ac
(
σ|X
)
= dim
B
([X]) and ac
(
σ|X
)
= dimB ([X]) .
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Proof. Fix δ ∈ (0, 1]. Since (X, σ) has finite separation numbers, the lower and upper
box dimension of [X] in ([Σ],Dδ) are well defined, according to Proposition 6.4. A priori,
their values may still depend on δ. Yet, using the Lipschitz-equivalence of the Dδ’s (see
Lemma 6.2) and the Lipschitz-invariance of the box dimension (see Theorem 6.1(i)), we
have that the lower and upper box dimension of [X] in ([Σ],Dδ) are independent of δ. This
yields the first part of the statement.
For the second part, observe that for each ν ∈ (0, 1] we have Sep(σ|X , δ, ν) = M
δ
ν([X]),
where Mδν([X]) denotes the maximal cardinality of a ν-separated subset of [X] equipped
with Dδ. Then,
ac
(
σ|X
)
= sup
δ>0
lim
ν→0
log Sep(σ|X , δ, ν)
− log ν
= sup
δ>0
lim
ν→0
logMδν([X])
− log ν
= sup
δ>0
dim
B
([X])
= dim
B
([X]).
Clearly, a similar statement holds for the upper amorphic complexity. 
Due to the previous statement, we are now in a position to study the amorphic com-
plexity from a geometric perspective. For instance, we can understand the topological
invariance of amorphic complexity (of symbolic systems) also from the perspective of the
following lemma.
Lemma 6.6. Assume that X ⊆ AZ and Y ⊆ BZ are σn- and σm-invariant, respectively,
with n,m ∈ N. If h is a factor map from (X, σn) to (Y, σm), then
[x]A 7→ [h(x)]B(6.4)
is a Lipschitz-continuous map from [X]A to [Y]B equipped with the metric D1. In par-
ticular, if h is a conjugacy, then (6.4) is a Lipschitz-continuous homeomorphism with a
Lipschitz-continuous inverse.
Proof. Choose δ > 0 small enough such that for all y, y′ ∈ Y we have that if there is
s ∈ {−m/2, . . . ,m/2} with d (σs(y), σs(y′)) ≥ 1, then d (y, y′) ≥ δ. Observe that
D
(
∆(σm, δ, y, y′)
)
= lim
ℓ→∞
1/ℓ · #
{
0 ≤ k ≤ ℓ − 1 : d(σkm(y), σkm(y′)) ≥ δ
}
≥ lim
ℓ→∞
1/ℓ · #
{
0 ≤ k ≤ ℓ − 1 : ∃s ∈ {−m/2, . . . ,m/2} s.t. d(σkm+s(y), σkm+s(y′)) ≥ 1
}
which yields
D
(
∆(σm, δ, y, y′)
)
≥ D(∆(σ, 1, y, y′)) = D1(y, y
′).(6.5)
Next, because h is uniformly continuous, there is η ∈ (0, 1] such that for all x, x′ ∈ X we
have that d(h(x), h(x′)) ≥ δ implies d(x, x′) ≥ η. Therefore,
D(∆(σm, δ, h(x), h(x′)))
= lim
ℓ→∞
1/ℓ · #
{
0 ≤ k ≤ ℓ − 1 : d(σkm(h(x)), σkm(h(x′))) ≥ δ
}
= lim
ℓ→∞
1/ℓ · #
{
0 ≤ k ≤ ℓ − 1 : d(h(σkn(x)), h(σkn(x′))) ≥ δ
}
≤ lim
ℓ→∞
1/ℓ · #
{
0 ≤ k ≤ ℓ − 1 : d(σkn(x), σkn(x′)) ≥ η
}
= D(∆(σn, η, x, x′)).
(6.6)
Finally, choose η′ small enough such that for all x, x′ ∈ X we have that d(x, x′) ≥ η
implies d(σs(x), σs(x′)) ≥ η′ for all s ∈ {−n/2, . . . , n/2}. Observe that Dη′(x, x′) =
D(∆(σ, η′, x, x′)) ≥ D(∆(σn, η, x, x′)). Together with (6.5) and (6.6), this yields
Dη′(x, x
′) ≥ D(∆(σn, η, x, x′)) ≥ D(∆(σm, δ, h(x), h(x′))) ≥ D1(h(x), h(x
′)).
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This proves that the map [x]A 7→ [h(x)]B is well defined and Lipschitz-continuous as a
map from ([X]A,Dη′) to ([Y]B,D1). Using Lemma 6.2, the statement follows. 
By means of Theorem 6.1(i) and Theorem 6.5 the previous statement immediately
yields the following fact.
Corollary 6.7. If (X, σ) and (Y, σ) are conjugate, then
ac(σ|X) = ac(σ|Y) and ac(σ|X) = ac(σ|Y).
Let us point out that, given a constant length substitution ϑ : A → A+, we may also
consider it a map on [Σ] by putting ϑ([x]) = [ϑ(x)]. Note that for all [x], [y] ∈ [Σ]
D1(ϑ([x]), ϑ([y])) ≤ D1([x], [y]).
In a similar way, we can consider the left shift a mapping on the Besicovitch space by
setting σ([x]) = [σ(x)]. Observe that the shift becomes an isometry on [Σ].
Proposition 6.8. A subshift (X, σ) is mean equicontinuous if and only if the map [·]|X is
continuous. In this case, ([X], σ) is the maximal equicontinuous factor of (X, σ).
Proof. For the first part, recall that (X, σ) is mean equicontinuous if and only if DB is
continuous. It hence suffices to show that DB and D1 induce the same topology, that is,
for all (xn)n∈N ∈ XN and x ∈ X we have
D1(xn, x)
n→∞
−→ 0 if and only if DB(xn, x)
n→∞
−→ 0.(6.7)
To that end, recall that
D1(xn, x) = D(∆(σ|X , 1, xn, x)) ≤ DB(xn, x),
see (4.1). This shows the “if”-part of (6.7). To see the “only if”, suppose D1(xn, x)
n→∞
−→ 0.
Let ε > 0 and choose nε ∈ N such that Dε(xn, x) < ε for n > nε. Note that this is possible
since Dε induces the same topology as D1. Then we obtain for all n > nε that
DB(xn, x) ≤ Dε(xn, x) + ε · (1 − Dε(xn, x)) ≤ 2ε.
Since ε > 0 was arbitrary, this shows DB(xn, x)
n→∞
−→ 0 and hence (6.7).
Concerning the second part, observe that the first part and the discussion before the
statement show that [·] is actually a factor map from (X, σ) onto ([X], σ). Furthermore,
we have that [x] = [y] if and only if DB(x, y) = 0. Now, if q denotes the factor map of
the mean equicontinuous system (X, σ) onto its maximal equicontinuous factor, it is well
known that q(x) = q(y) if and only if DB(x, y) = 0 (see for example [Aus59, Theorem 6]
or [GR17, Proposition 49]). Hence, [·] and q identify the same points. This proves the
statement. 
Now, let us recall the fact that the box dimension is always bounded from below by
the topological dimension (see for instance [Edg98, Section 3.1]). With this in mind,
the previous proposition has an immediate consequence: it implies that the amorphic
complexity of a mean equicontinuous subshift is bounded from below by the topological
dimension of its maximal equicontinuous factor.
This observation may be of particular interest for substitutive subshifts corresponding
to Pisot type substitutions over two symbols (for a definition of substitutions of Pisot type,
see for example Section 1.2.5 in [Fog02]). According to [CS01], all substitutions of Pisot
type are primitive. Moreover, all subshifts over two symbols associated to these substitu-
tions have discrete spectrum, see [BD02] and [HS03]. Hence, we can use Corollary 5.2
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to deduce that the corresponding subshifts are mean equicontinuous so that we can apply
the above observation.
Two well-known examples belonging to the class of binary substitutions of Pisot type
are the Fibonacci and Tribonacci substitution. For these two substitutions we obtain the
concrete lower bound for the amorphic complexity of one and two, respectively. This
holds true because the maximal equicontinuous factor of the former is the circle and that
of the latter is the two-torus (see, again, [Fog02] for more information).
7. Amorphic complexity of constant length substitution subshifts
From now on, ϑ : A → A+ will always denote a primitive constant length substitution.
Further, we set D = D1. Recall that to each ϑ we can associate a minimal and uniquely
ergodic subshift, denoted by (Xϑ, σ). The goal of this section is to examine the amorphic
complexity of (Xϑ, σ) by studying its projection in the Besicovitch space ([Σ],D).
7.1. Iterated function systems and cyclic partitions. A finite family of contracting
maps (ϕi)i∈{0,...,ℓ−1} on a complete metric space (M, ρ) is referred to as an iterated func-
tion system (IFS). Given such an IFS, it is well known that there exits a unique compact
subset K ⊆ M, called the attractor of the IFS, fulfilling
K =
ℓ−1⋃
i=0
ϕi(K).(7.1)
If, additionally, this union is disjoint, we say the IFS satisfies the strong separation con-
dition (SSC). For more information on IFS’s, see for instance [Hut81, RV11].
In the following, we construct suitable iterated function systems that we will use to
estimate the amorphic complexity of infinite subshifts with discrete spectrum associated
to constant length substitutions. A key ingredient for doing this will be the notion of
cyclic σn-minimal partitions.
Let (X, f ) be a minimal dynamical system. We say a partition of X is cyclic if it par-
titions X into disjoint subsets X0, . . . , Xm−1 ⊆ X, m ∈ N with f (Xi−1) = Xi for 1 ≤ i < m
and f (Xm−1) = X0. A cyclic partition is called f n-minimal if each of its elements is
f n-minimal. Note that such a partition is unique (up to cyclic permutation of its mem-
bers). Given an f n-minimal set X0 ⊆ X, it is easy to see that there is 1 ≤ m ≤ n such
that X0, f (X0), . . . , f m−1(X0) is a (possibly trivial) cyclic f n-minimal partition of X, see
[Kam72, Lemma 15]. For each n ∈ N we denote by γ(n) the number of elements of a
cyclic f n-minimal partition of X.
Now, coming back to substitutive subshifts, observe that
ϑ ◦ σ = σ|ϑ| ◦ ϑ.
In other words, ϑ is a factor map from (Xϑ, σ) to (ϑ(Xϑ), σ|ϑ|). Hence, the minimality of
(Xϑ, σ) implies that ϑ(Xϑ) is σ|ϑ|-minimal. Since each word that appears in ϑ(Xϑ) also
appears in Xϑ, we clearly have ϑ(Xϑ) ⊆ Xϑ, see also [Kam72, Lemma 3]. Further, if
(Xϑ, σ) is infinite, it turns out that γ(|ϑ|) = |ϑ|, see [Dek78, Lemma 7]. Hence, in this
case, we obtain the cyclic σ|ϑ|-minimal partition
Xϑ =
|ϑ|−1⊔
i=0
(σi ◦ ϑ)(Xϑ).(7.2)
Our goal is to carry over (7.2) to the Besicovitch space and to provide criteria which
ensure that the maps {σi ◦ ϑ}i∈{0,...,|ϑ|−1} are contractions on ([Σ],D). To that end, we need
the following auxiliary statement.
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Proposition 7.1. Let (X, σ) and (Y, σ) be two minimal subshifts of (Σ, σ). If [X]∩ [Y] , ∅,
then we have that X = Y.
Proof. Assume for a contradiction that X , Y . Then there exists n ∈ N such thatLn(X)∩
Ln(Y) = ∅ (see Section 2). Hence, for all x ∈ X and y ∈ Y and all ℓ ∈ N we obtain
1/(ℓn) · #{0 ≤ k ≤ ℓn − 1 : xk , yk} ≥ 1/n,
so that D(x, y) ≥ 1/n which contradicts the assumptions. 
Lemma 7.2. Suppose (X, σ) is a subshift and X0, . . . , Xm−1 ⊆ X is a cyclic σn-minimal
partition of X for some m, n ∈ N. Then
[X] =
m−1⊔
i=0
[Xi] =
m−1⊔
i=0
σi ([X0]) .(7.3)
Proof. Let q : Σ → Σ′ = (An)Z denote the canonical higher power code of Σ, see for
example Section 1.4 in [LM95]. Observe that q is a conjugacy between (Σ, σn) and (Σ′, σ).
Hence, (q(X), σ) is a subshift of (Σ′, σ) which is conjugate to (X, σn).
Moreover, we have that (q(Xi), σ) (i = 0, . . . ,m − 1) is minimal, so that Proposition 7.1
implies [q(Xi)]An ∩ [q(X j)]An = ∅ if i , j.
Finally, according to Lemma 6.6, q can be considered a homeomorphism from [X]A to
[q(X)]An with q([x]A) = [q(x)]An for x ∈ X. Therefore,
q([Xi]A ∩ [X j]A) = q([Xi]A) ∩ q([X j]A) = [q(Xi)]An ∩ [q(X j)]An = ∅,
whenever i , j. Hence, [Xi]A ∩ [X j]A = ∅ which shows the first equality in (7.3).
For the second equality, note that Xi = σi(X0), since X0, . . . , Xm−1 is cyclic. The state-
ment follows, since [σi(X0)] = σi([X0]). 
Next, we provide a criterion to ensure that the maps {σi ◦ ϑ}i∈{0,...,|ϑ|−1} are indeed con-
tractions. To that end, set
ca,b(ϑ) = #{0 ≤ j ≤ |ϑ| − 1 : ϑ(a) j = ϑ(b) j},
where a , b ∈ A and define
c(ϑ) = min
a,b
ca,b(ϑ) and C(ϑ) = max
a,b
ca,b(ϑ).
Note that 0 ≤ c(ϑ) ≤ C(ϑ) ≤ |ϑ|. If there is no risk of ambiguity, we may omit the
argument ϑ in the following.
Proposition 7.3. Let [x], [y] ∈ [Σ]. Then
|ϑ| − C
|ϑ|
· D([x], [y]) ≤ D(ϑ([x]), ϑ([y])) ≤
|ϑ| − c
|ϑ|
· D([x], [y]).
Proof. Given x, y ∈ Σ, note that
D(ϑ(x), ϑ(y)) = lim
n→∞
1
|ϑ| · n
· #{0 ≤ k ≤ |ϑ| · n − 1 : ϑ(x)k , ϑ(y)k}
= lim
n→∞
1
|ϑ| · n
∑
a,b∈A
# {0 ≤ k ≤ n − 1 : (xk, yk) = (a, b)} · (|ϑ| − ca,b)
≤
|ϑ| −mina,b ca,b
|ϑ|
· lim
n→∞
1
n
∑
a,b∈A
# {0 ≤ k ≤ n − 1: (xk, yk) = (a, b)}
=
|ϑ| − c
|ϑ|
· D(x, y).
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Hence, we obtain the second inequality. The other inequality follows analogously. 
Note that the estimates from the previous proposition actually hold for all σi ◦ ϑ, since
the left shift σ acts as an isometry on ([Σ],D). In particular, each of these maps is a
contraction on ([Σ],D) if and only if ϑ is a contraction on ([Σ],D).
Proposition 7.4. We have that ϑ : [Σ] → [Σ] is a contraction if and only if c > 0.
Proof. The “if”-part immediately follows from Proposition 7.3. For the other direction,
suppose there are a , b ∈ A with ca,b = 0. Then
D((. . . , a, a, . . .), (. . . , b, b, . . .)) = D(ϑ((. . . , a, a, . . .)), ϑ((. . . , b, b, . . .)))
and the statement follows. 
7.2. Dimensional estimates and discrete spectrum. In this section, we obtain lower
and upper bounds for the amorphic complexity of (Xϑ, σ) provided that the collection
{σi ◦ϑ}i∈{0,...,|ϑ|−1} (or some closely related collection of mappings, see Theorem 7.10) is an
IFS and that (Xϑ, σ) has discrete spectrum.
Our strategy is as follows: first, we show that the attractor of the above IFS is [Xϑ] and
that the IFS fulfills the strong separation condition. Then, we utilize general estimates for
the box dimension of an IFS attractor (and apply Theorem 6.5). We would like to recall
that the assumption of discrete spectrum is natural: if the spectrum of (Xϑ, σ) is not purely
discrete, then its amorphic complexity is infinite (see Corollary 5.2).
Theorem 7.5. Suppose that (Xϑ, σ) is infinite, has discrete spectrum and that c > 0. Then
{σi ◦ ϑ}i∈{0,...,|ϑ|−1} is an IFS which satisfies the SSC and whose attractor is [Xϑ].
Proof. First, Proposition 7.4 yields that {σi ◦ ϑ}i∈{0,...,|ϑ|−1} is an IFS since c > 0. Second,
due to Corollary 5.2, (Xϑ, σ) is mean equicontinuous. Hence, Proposition 6.8 gives that
the map Xϑ ∋ x 7→ [x] is continuous so that its image [Xϑ] is compact.
Third, consider the cyclic σ|ϑ|-minimal partition from (7.2). By Lemma 7.2, we have
[
Xϑ
]
=
|ϑ|−1⊔
i=0
σi
([
ϑ(Xϑ)
])
=
|ϑ|−1⊔
i=0
(σi ◦ ϑ)
([
Xϑ
])
,(7.4)
where we used that ϑ commutes with [·] (see the discussion before Proposition 6.8).
Altogether, (7.4) shows that the attractor of {σi◦ϑ}i∈{0,...,|ϑ|−1} is [Xϑ] and that the iterated
function system fulfills the SSC. 
For the next theorem recall that 0 ≤ c ≤ C ≤ |ϑ| and note that if c = |ϑ|, then the
substitution subshift (Xϑ, σ) is finite. This is true because in this case the substitution ϑ
has a unique fixed point given by (. . . , ϑ(a), ϑ(a), . . .) with a ∈ A arbitrary.
Theorem 7.6. Suppose (Xϑ, σ) is infinite, has discrete spectrum and c > 0. We have
ac
(
σ|Xϑ
)
≤
log |ϑ|
log |ϑ| − log(|ϑ| − c)
.
Furthermore, if C , |ϑ|, then
ac
(
σ|Xϑ
)
≥
log |ϑ|
log |ϑ| − log(|ϑ| −C)
.
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In the proof of Theorem 7.6, we make use of the following statement.3
Proposition 7.7 ([RV11, Proposition 4.10]). Let (ϕi)i∈{0,...,ℓ−1} be an IFS on a complete
metric space (M, ρ) which fulfills the SSC and
ρ(ϕi(x), ϕi(y)) ≥ s · ρ(x, y) (x, y ∈ M, i ∈ {0, . . . , ℓ − 1}),
for some s ∈ (0, 1). Suppose K ⊆ M is the attractor of the IFS. Then
dim
B
(K) ≥ log ℓ/(− log s).(7.5)
Proof of Theorem 7.6. By means of Theorem 6.5, we obtain bounds on the upper and
lower amorphic complexity of (Xϑ, σ), by providing bounds on the upper and lower box
dimension of [Xϑ]. Due to Theorem 7.5, [Xϑ] is the attractor of the IFS {σi ◦ ϑ}i∈{0,...,|ϑ|−1}.
For that reason, we will obtain the above bounds as a result of the application of general
estimates on the box dimension of attractors of IFS’s.
To that end, let us discuss a simple (and standard) technique to obtain an upper bound
for the box dimension of an attractor K of an IFS (ϕi)i∈{0,...,ℓ−1} on a general complete
metric space (M, ρ). Let r ∈ (0, 1) denote a common contraction rate for ϕ0, . . . , ϕℓ−1.
Observe that a successive application of (7.1) yields that for all n ∈ N we have
K =
⋃
(i0,...,in−1)∈{0,...,ℓ−1}n
ϕi0 ◦ . . . ◦ ϕin−1(K).(7.6)
Clearly, diam(ϕi0 ◦ . . . ◦ ϕin−1(K)) ≤ r
n · diam(K), where diam(E) denotes the diameter of
a set E ⊆ M. Hence, (7.6) implies that for each n ∈ N the attractor K can be covered by
ℓn sets of diameter less or equal rn · diam(K). This yields dimB(K) ≤ log ℓ/(− log r).
Under the assumptions (and using the same notation) of Proposition 7.7, we altogether
have the following general bounds
dimB(K) ≤ log ℓ/(− log r) and dimB(K) ≥ log ℓ/(− log s).(7.7)
Now, for our iterated function system {σi ◦ ϑ}i∈{0,...,|ϑ|−1} we have ℓ = |ϑ|. Further, due
to Proposition 7.3, we get r = (|ϑ| − c)/ |ϑ| and s = (|ϑ| − C)/ |ϑ|. The statement follows
from (7.7). 
We want to close this section with an application of Theorem 7.6 in the case of a binary
alphabet. Beforehand, we will relate its assumptions to well-established properties of
(constant length) substitutions and restate it accordingly, see Theorem 7.10.
Let us first define the height of ϑ (see also [Dek78, Lemma 10]) as
h(ϑ) = max{n ∈ N : n and |ϑ| are coprime and γ(n) = n}.
We call ϑ pure if h(ϑ) = 1. Note that if the subshifts associated to two primitive constant
length substitutions of the same length are conjugate, then their heights agree. We say the
substitution ϑ admits a coincidence (of order k) if there exist k ∈ N and 0 ≤ j < |ϑ|k such
that #{ϑk(a) j : a ∈ A} = 1.
Lemma 7.8. The map ϑℓ : [Σ] → [Σ] is a contraction for some ℓ ∈ N (i.e., c(ϑℓ) > 0) if
and only if the substitution ϑ has a coincidence.
3Let us remark that, under the assumptions of Proposition 7.7 the statement in [RV11] actually yields
an estimate dimH(K) ≥ log ℓ/(− log s), where dimH(K) denotes the Hausdorff dimension of the attractor K.
However, the Hausdorff dimension is always a lower bound for the box dimension. For the definition of
dimH and its relation to dimB, see for instance [Pes97].
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Proof. Both directions are direct consequences of Proposition 7.4. We just show the
“only if”-part. To that end, assume for a contradiction that ϑℓ is not a contraction for any
ℓ ∈ N. Due to Proposition 7.4, this implies
∀ℓ ∈ N∃a , b : ca,b(ϑ
ℓ) = 0
so that ϑ does not have a coincidence. 
In view of the previous statement, the next assertion emphasizes that the IFS approach
is tailor-made for constant length substitution subshifts with discrete spectrum.
Theorem 7.9 ([Dek78, Theorems 4 and 7]). Suppose ϑ is pure. Then ϑ has a coincidence
if and only if (Xϑ, σ) has discrete spectrum.
Now, a substitution ϑ is said to be one-to-one if it is one-to-one as a mapping from A
to A+, that is, ϑ(a) , ϑ(b) whenever a , b ∈ A. Note that if ϑ is one-to-one, then C , |ϑ|
and ϑk is also one-to-one for each k ∈ N.
Theorem 7.10. Assume that ϑ is one-to-one and has a coincidence of order k as well as
that (Xϑ, σ) is infinite. Setting Θ = ϑk, we have
1 ≤
log |Θ|
log |Θ| − log(|Θ| −C(Θ))
≤ ac
(
σ|Xϑ
)
≤ ac
(
σ|Xϑ
)
≤
log |Θ|
log |Θ| − log(|Θ| − c(Θ))
< ∞.
Proof. First, observe that Θ : [Σ] → [Σ] is a contraction, since it has a coincide, that
is, 0 < c(Θ). Further, C(Θ) < |Θ| because Θ inherits the injectivity of ϑ. Moreover, the
substitutionΘ is clearly primitive. By means of Theorem 7.6, we obtain the above bounds
for the lower and upper amorphic complexity of σ|XΘ. Now, since periodic points of ϑ are
also periodic points of Θ, we have Xϑ = XΘ. The statement follows. 
If ϑ is not one-to-one, we can make use of the following statement by Blanchard,
Durand and Maass.
Lemma 7.11 ([BDM04, Section 2.2]). Suppose ϑ is not one-to-one and (Xϑ, σ) is infinite.
Then there exists a primitive constant length substitution ϑ′ : A′ → (A′)+ such that ϑ′ is
one-to-one, |ϑ′| = |ϑ| and (Xϑ′ , σ) is conjugate to (Xϑ, σ). In particular, in case that ϑ is
pure, then ϑ′ is pure as well.
In the situation of the previous statement, Corollary 6.7 yields that
ac
(
σ|Xϑ
)
= ac
(
σ|Xϑ′
)
and ac
(
σ|Xϑ
)
= ac
(
σ|Xϑ′
)
.(7.8)
In principle, this allows us to compute the amorphic complexity by the above methods
even if ϑ is not one-to-one. We make use of this fact in the next section.
Finally, we take a look at substitutions over two symbols and establish a closed formula
for the amorphic complexity of the associated subshifts.
Corollary 7.12. Let ϑ : {0, 1} → {0, 1}+. Suppose (Xϑ, σ) is infinite and has discrete
spectrum. Then
ac
(
σ|Xϑ
)
=
log |ϑ|
log |ϑ| − log |ϑ|∗
,
where |ϑ|∗ ∈ (0, |ϑ|) denotes the number of positions where ϑ(0) and ϑ(1) differ.
Proof. First, observe that c = C = |ϑ| − |ϑ|∗. Since (Xϑ, σ) is infinite, ϑ is one-to-one and
|ϑ|∗ > 0 (see the short discussion before Theorem 7.6). Furthermore, we claim that ϑ is
pure. This holds because 1 ≤ h(ϑ) ≤ #A = 2 and since h(ϑ) = #A implies that (Xϑ, σ)
is finite, see [Dek78, Remark 9(i) & (iii)]. Therefore, ϑ has a coincidence, according to
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Theorem 7.9. Note that this coincidence must be of order 1 and hence, |ϑ|∗ < |ϑ|. Finally,
we obtain the desired formula for the amorphic complexity from the general estimates
provided in Theorem 7.10. 
7.3. Finiteness and positivity of amorphic complexity. We finally turn to general con-
stant length substitutions whose associated subshifts have discrete spectrum. It is an in-
teresting observation that Corollary 7.12 implies that the amorphic complexity of infinite
subshifts with discrete spectrum associated to binary substitutions is always finite and
bounded from below by one. It turns out that this fact holds true in general.
Theorem 7.13. Suppose (Xϑ, σ) is infinite and has discrete spectrum. Then
1 ≤ ac
(
σ|Xϑ
)
≤ ac
(
σ|Xϑ
)
< ∞.
We will need the following lemma to prove Theorem 7.13.
Lemma 7.14 ([Dek78, Lemma 17& 19]). Assume that ϑ : A → A+ is not pure. Then there
exists a σh(ϑ)-minimal subset X0 ⊂ Xϑ and a pure primitive constant length substitution
η : B → B+ such that (Xη, σ) is conjugate to (X0, σh(ϑ)).
The substitution η from Lemma 7.14 is also called the pure base of ϑ.
Proof of Theorem 7.13. First, suppose ϑ is pure. W.l.o.g. we may assume that ϑ is one-to-
one because of Lemma 7.11 and (7.8). Further, due to Theorem 7.9, ϑ has a coincidence
of order k ∈ N. By Theorem 7.10, we get ac(σ|Xϑ) ≥ 1 and ac(σ|Xϑ) < ∞.
Now, assume that ϑ is not pure. Consider the σh(ϑ)-minimal subset X0 ⊂ Xϑ provided
by Lemma 7.14. By definition of h(ϑ), we get that X0, σ(X0), . . . , σh(ϑ)−1(X0) is a cyclic
σh(ϑ)-minimal partition of Xϑ. Therefore, Lemma 7.2 yields
[
Xϑ
]
=
h(ϑ)−1⊔
i=0
σi
([
X0
])
.
Further, because σ is an isometry on ([Σ],D), we can use Theorem 6.1(ii) to obtain
dim
B
([
X0
])
= dim
B
([
Xϑ
])
≤ dimB
([
Xϑ
])
= dimB
([
X0
])
.
Finally, since (Xη, σ) is conjugate to (X0, σh(ϑ)), Lemma 6.6 yields a Lipschitz-con-
tinuous homeomorphism from ([Xη]B,D) to ([X0]A,D) with a Lipschitz-continuous in-
verse. By Theorem 6.1(i) and Theorem 6.5, we hence have
ac
(
σ|Xη
)
= ac
(
σ|Xϑ
)
≤ ac
(
σ|Xϑ
)
= ac
(
σ|Xη
)
.
Since η is pure, the statement follows from the first part of the proof. 
Let us point out that the proof of Theorem 7.13 and its ingredients in principle yield an
algorithm to compute concrete bounds for the amorphic complexity of (Xϑ, σ):
(1) Follow the proof of [Dek78, Theorem 14], to determine the pure base η : B → B+
of ϑ (which coincides with ϑ if ϑ is pure).
(2) If η is not one-to-one, follow the method described in [BDM04, Section 2.2] to
obtain the one-to-one substitution η′ : B′ → (B′)+ (see Lemma 7.11). Otherwise,
set η′ = η. Recall that in any case η′ is pure.
(3) Apply Theorem 7.9 to find k ∈ N such that η′ has a coincidence of order k. Then,
Theorem 7.10 immediately yields concrete bounds for the lower and upper amor-
phic complexity of (Xϑ, σ) depending on C(η′
k) and c(η′k), respectively.
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We would like to remark that as a corollary of our results, the amorphic complexity
readily distinguishes constant length substitutions which correspond to different dynami-
cal behavior according to the next assertion.
Corollary 7.15. Suppose ϑ : A → A+ is a primitive substitution of constant length. Then
(i) ac(σ|Xϑ) = 0 iff (Xϑ, σ) is finite;
(ii) 1 ≤ ac(σ|Xϑ) ≤ ac(σ|Xϑ) < ∞ iff (Xϑ, σ) has discrete spectrum and is infinite;
(iii) ac(σ|Xϑ) = ∞ iff (Xϑ, σ) has partly continuous spectrum.
Proof. Clearly, the amorphic complexity of finite subshifts is always zero. Further, recall
that the amorphic complexity of (Xϑ, σ) is infinite if (Xϑ, σ) has partly continuous spec-
trum, according to Corollary 5.2. By Theorem 7.13, we have that if (Xϑ, σ) has discrete
spectrum and is infinite, then 1 ≤ ac(σ|Xϑ) ≤ ac(σ|Xϑ) < ∞. The statement follows. 
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