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We consider three ‘four-parameters’ dark energy equations of state allowing fast transition from
the matter dominated decelerating phase to the current accelerating phase. The fast-varying nature
of the dark energy models is quantified by the transition width τ > 0, a free parameter associated
with the models where lower values of τ imply faster transition. We impose the latest observational
constraints on these fast-varying dark energy equations of state, using the latest released cosmic
chronometers data along with a series of standard dark energy probes, namely, the local Hubble
constant value at 2.4 % precision measured by the Hubble Space Telescope, the Joint Light Curve
Analysis from Supernovae Type Ia, Baryon acoustic oscillations distance measurements and finally
the cosmic microwave background radiation distance priors. Our analyses show that the precise
measurements of the free parameters, when a large number of parameters are allowed in a cosmo-
logical model become very hard. Moreover, the analyses do not enable us to make any decisive
comment on the fast-varying nature of the models, at least from the astronomical data available
at current moment. Finally, we close the work with a discussion based on the information criteria,
which do not return favorable results to the fast-varying models, at least according to the data
employed.
PACS numbers: 98.80.-k, 95.36.+x, 95.35.+d, 98.80.Es
I. INTRODUCTION
The discovery of the current cosmic acceleration has
thrown us into an inordinate challenging phase of modern
cosmology. This period remains as one of the strangest
episodes of the dynamical history of the universe yet.
Several theoretical proposals have been recommended in
the last couple of years aiming to explain this observed
accelerating phase. The simplest of such proposals is to
introduce some dark energy fluid in the context of Ein-
stein’s general theory of relativity. The dark energy is
some kind of artificial fluid that arises from the modifi-
cations of the matter sector of the universe when gravity
is described by the general relativity [1–3]. Aside from
the concept of dark energy in Einstein gravity, this ac-
celerating universe can also be realized in modified grav-
ity models that either appear from the simple extension
(s) of the Einstein-Hilbert action [4–13] (also see [14–
22]) or with the teleparallel gravitational theory [23–31].
However, in this work we shall consider the dark energy
models. Now, within the dark energy candidates, the
most elementary and the simplest dark energy candidate
is the cosmological constant, Λ, with equation of state
wΛ = PΛ/ρΛ = −1, that together with cold dark mat-
ter (CDM) offers an excellent description to the present
accelerated expansion of the universe. However, despite
being so successful with the astronomical observations,
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theoretical issues like the fine tuning [32] and the coinci-
dence problems [33] unveil its limitations. Thus, a variety
of alternative dark energy models, from non-minimally
coupled scalar field models [34] to more complicated cos-
mological models [35], have been introduced so far. For a
review on different dark energy models and their effects
on the dynamical universe, we further refer to Copeland
et al. [1], Amendola and Tsujikawa [2], Bamba et al. [3].
Along the same direction of research, parametric dark
energy models came into existence where the equation
of state for the dark energy model, namely, wd(z) =
Pd/ρd, is expressed in terms of the redshift parametriza-
tions. Thus, with a given functional form for wd(z),
the expansion history of the universe can be recon-
structed. Finally, using the astronomical data from
various potential sources, the viabilities and the limi-
tations of such models are tested. The widely known
dark energy parametrizations are linear parametriza-
tion [36–38], Chevallier-Polarski-Linder parametrization
[39, 40], logarithmic parametrization [41], Jassal-Bagla-
Padmanabhan (JBP) parametrization [42], Barboza-
Alcaniz parametrization [43] and many more, see for in-
stance [44–50]. The common behavior in the above men-
tioned models is that they contain only two free parame-
ters. Similarly, one can extend the two-parameters family
of models into three-parameters family of dark energy
parametrizations [51–55] as well as to four-parameters
family of dark energy parametrizations [55–58].
In the current work we focus on some four-parameters
family of the dark energy parametrizations [56–58] which
allow a fast transition from the past decelerating expan-
sion to the present accelerating expansion and impose
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2an updated observational constraints on the models us-
ing the latest released cosmic chronometers data set [59]
along with some standard dark energy probes, namely,
the Joint-light Curve analysis [60] from Supernoave Type
Ia (SNIa), baryon acoustic oscillations distance mea-
surements [61–65], cosmic microwave background radi-
ation [66] and the local Hubble constant value [67] from
the Hubble Space Telescope (HST). We perform a ro-
bust statistical analysis using the Markov Chain Monte
Carlo (MCMC) method to extract the information out
of the cosmological models. The background geometry is
described by the Friedmann-Lemaˆıtre-Robertson-Walker
(FLRW) line element, as usual.
We organize this work in the following way. After
briefly discussing the field equations in FLRW universe
in section II, we introduce three well known fast-varying
dark energy parametrizations in Section III. Section IV
deals with different observational data that we used. In
section V we have described the results from the observa-
tional analysis, which we also use to compare the viability
of the models in section VI. Finally, section VII concludes
the main summary of the work.
II. BACKGROUND EQUATIONS
On the largest scales our universe is perfectly homo-
geneous and isotropic and this is characterized by the
FLRW line element
ds2 = −dt2 + a2(t)
[
dr2
1− κr2 + r
2
(
dθ2 + sin2 θ dφ2
)]
,
(1)
where a(t) is the expansion scale factor of the universe;
κ is the spatial curvature which for 0, +1, −1 represents
respectively a flat, closed and an open universe. In such
a background, the Friedmann equations are
H2 +
κ
a2
=
8piG
3
(ρr + ρb + ρc + ρd) , (2)
2H˙ + 3H2 +
κ
a2
= −8piG (Pr + Pb + Pc + Pd) , (3)
where an overhead dot represents the differentiation with
respect to the cosmic time, t; H ≡ a˙/a is the Hubble ex-
pansion rate; ρr, ρb, ρc and ρd are, respectively, the en-
ergy densities of radiation, baryons, cold dark matter and
dark energy (DE), while Pr, Pb, Pc and Pd are the pres-
sures of the corresponding sectors, and also we assume
that the equation of state of dark energy is barotropic,
i.e. wd = Pd/ρd. Since from the latest observations [66]
the spatial curvature of the universe is almost zero, thus,
in agreement with the observational data as well as for
simplicity we assume κ = 0 in this work. Now, since all
the fluids are non-interacting, they obey the usual con-
servation law ρ˙i + 3H(Pi + ρi) = 0. In particular, the
evolution of DE fluid is governed by
ρd = ρd0 exp
(
−
∫ a
1
3 (1 + wd)
a˜
da˜
)
. (4)
Thus, for a spatially flat FLRW universe one can write
down the first Friedmann equation as
H2
H20
=
Ωr0
a4
+
Ωm0
a3
+ Ωd0 e
− ∫ a
1
3(1+wd)a˜
−1 da˜, (5)
where Ωr0 + Ωm0 + Ωd0 = 1 and Ωm0 = Ωb0 + Ωc0.
III. MODELS
Dark energy models which allow a fast transition from
the past matter dominated decelerating phase to current
observed acceleration are termed as fast varying dark en-
ergy equations of state. In order to quantify their fast
varying nature, one needs to increase the number of free
parameters into the dark energy equation of state. In this
section we shall present some dark energy parametriza-
tions that were studied in [56–58].
A. Model 1
We introduce the first fast-varying dark energy
parametrization [55] which takes the following form
wd(a) = wf +
wp − wf
1 + (a/at)
1/τ
, (6)
where at is the scale factor at the transition era, that
means this is the value of the expansion scale factor at
which the universe entered into the current accelerat-
ing phase from the decelerating matter dominated era;
τ (> 0) is the transition width, physically which means
the time elapsed by the model to enter the accelerating
regime from the past decelerating phase; wf , wp are the
free parameters of this model where wf = lima→∞ wd(a),
and wp = lima→0 wd(a). Now, solving the conservation
equation (4) for this model and then using it into the
Friedmann equation (5) one has
H2
H20
=
Ωr0
a4
+
Ωm0
a3
+
Ωd0
a3(1+wp)
f1(a), (7)
where the function f1(a) is the following
f1(a) =
(
a1/τ + a
1/τ
t
1 + a
1/τ
t
)3τ(wp−wf )
. (8)
One can see that the model (6) does not allow any ex-
tremum of wd(a) for any value of the scale factor. This
was reported by De Felice et al. [58] and the authors re-
solved such extremum problems with some new models.
In the following we introduce such models to extract the
observational constraints using the Markov Chain Monte
Carlo simulations.
3B. Model 2
Let us introduce a second model which was first pro-
posed in ref. [58]
wd(a) = wp + (w0 − wp) a1− (a/at)
1/τ
1− (1/at)1/τ
. (9)
where w0 is the current value of wd(a) and at, τ(> 0),
wp have the same meanings as described for Model 1 in
(6). Similarly, one can solve the conservation equation
(4) for this dark energy equation of state and finally the
Friedmann equation (5) takes the form
H2
H20
=
Ωr0
a4
+
Ωm0
a3
+
Ωd0
a3(1+wp)
ef2(a), (10)
where the function f2(a) is given by
f2(a) = 3 (w0 − wp)×
× 1 +
(
1− a−1/τt
)
τ + a
[{
(a/at)
1/τ − 1}τ − 1]
(1 + τ)
(
1− a−1/τt
) (11)
One can verify that the model (9) admits an extremum
at a∗ = [τ/(τ + 1)]
τ
at, where the dark energy equation
of state is [58]
w∗ = wd(a∗) = wp +
(w0 − wp) τ τa1+1/τt
(1 + τ)1+τ
(
a
1/τ
t − 1
) . (12)
For more analysis in this direction we refer to De Felice
et al. [58].
C. Model 3
Finally, the last model in this work follows [58]
wd(a) = wp + (w0 − wp) a1/τ 1− (a/at)
1/τ
1− (1/at)1/τ
. (13)
where all the model parameters, namely, at, τ (> 0),
w0 and wp have the same interpretation as described for
Model 2 in (9). Using (13) into (4), the Friedmann equa-
tion (5) for this model can be solved as
H2
H20
=
Ωr0
a4
+
Ωm0
a3
+
Ωd0
a3(1+wp)
ef3(a), (14)
where the function f3(a) has the following expression
f3(a) = 3 (w0 − wp) τ ×
× 2− a
−1/τ
t + a
1/τ
t
[
(a/at)
1/τ − 2]
2
(
1− a−1/τt
) (15)
Similar to the previous model (9), this model also has
the extremum [58] at a∗ = at/2τ , where the dark energy
equation of state takes the value
w∗ = wd(a∗) = wp +
1
4
[
(w0 − wp) a1/τ
a1/τ − 1
]
. (16)
A discussion on the nature of the extremum is given by
De Felice et al. [58].
IV. OBSERVATIONAL DATA
Our analyses combine data from different probes. We
detail below how we calculate the likelihoods for the cos-
mic chronometer (CC) dataset with the local measure-
ment of H0, Type Ia supernovae (JLA binned data),
baryon acoustic oscillation (BAO) data and CMB dis-
tance priors. The combined total likelihood L will be
given by logL = logLCC+logLH0+logLJLA+logLBAO+
logLCMB, which is summed with the log-prior probabil-
ity to give the log-posterior probability. We employ a
MCMC code to carry out a Bayesian parameter infer-
ence for the models of fast-varying equation of state.
A. Cosmic chronometer dataset
The cosmic chronometer approach is a method to de-
termine the Hubble parameter values at different red-
shifts with the use of most massive and passively evolving
galaxies. These galaxies are known as cosmic chronome-
ters. The method calculates dz/dt and hence the Hubble
parameter using the relation H(z) = −(1 + z)−1dz/dt.
Since the measurement of dz is obtained through spectro-
scopic method with high accuracy, a precise measurement
of the Hubble parameter lies on the precise measurement
of the differential age evolution dt of such galaxies, and
hence these measurements are considered to be model
independent. A detailed description about the cosmic
chronometer method can be found in ref. [59]. Here we
use the 30 measurements of the Hubble parameter in the
redshift interval 0 < z < 2 [59], which are listed in table I.
The likelihood for the cosmic chronometer data is cal-
culated as
2 logLCC = −30 log(2pi)−
31∑
i=1
[
2 log σi + χ
2
CC,i
]
, (17)
with χ2CC,i =
[
H(zi)
(obs) −H(zi)(th)
]2
/σ2i , where the σi
are the uncertainties in the H(z) measurements for each
data point i = 1, . . . , 30.
B. Local Hubble constant value
We also include the local value of the Hubble param-
eter directly measured from the luminosity distances by
4TABLE I. Cosmic chronometer data from ref. [59].
z H(z) z H(z)
0.07 69.0± 19.6 0.4783 80.9± 9
0.09 69± 12 0.48 97± 62
0.12 68.6± 26.2 0.593 104± 13
0.17 83± 8 0.68 92± 8
0.179 75± 4 0.781 105± 12
0.199 75± 5 0.875 125± 17
0.20 72.9± 29.6 0.88 90± 40
0.27 77± 14 0.9 117± 23
0.28 88.8± 36.6 1.037 154± 20
0.352 83± 14 1.3 168± 17
0.3802 83± 13.5 1.363 160± 33.6
0.4 95± 17 1.43 177± 18
0.4004 77± 10.2 1.53 140± 14
0.4247 87.1± 11.2 1.75 202± 40
0.44497 92.8± 12.9 1.965 186.5± 50.4
Riess et al. [67]. The local Hubble constant value yields
H
(obs)
0 ± σH0 = (73.24± 1.74) km s−1 Mpc−1 with 2.4 %
precision (we denote this value as R16). The likelihood
for this datum is calculated as
2 logLH0 = − log(2pi)− 2 log σH0 − χ2H0 , (18)
with χ2H0 =
[
H
(obs)
0 − 100h km s−1 Mpc−1
]2
/σ2H0 , where
the σH0 is the uncertainty in the measurement of the
local Hubble constant.
C. Type Ia Supernovae
The acceleration of the expansion of the universe was
discovered by using luminosity distances of Type Ia su-
pernovae (SNe Ia) as standard candles [68, 69]. We use
the estimates of binned distance modulus µb obtained
from the joint analysis of the SDSS-II and SNLS super-
nova catalogues—the JLA sample, consisting of 31 points
(30 bins) [60], given in table II. These data serve as a
good approximation to the full JLA likelihood. In a flat
universe, the distance modulus µth of an object is
µth(z) = 5 log10
dL(z)
10 pc
, (19)
where z is the redshift of the supernova and the luminos-
ity distance dL is given by
dL(z) = (1 + z)
c
H0
∫ z
0
dz˜
E(z˜)
, (20)
where c is the speed of light and E(z) ≡ H(z)/H0.
We compare the observed distance modulus µb with
the theoretical value µth plus a shift parameter M that
we marginalize over. The approximated likelihood LJLA
is given by
2 logLJLA = −31 log(2pi)− log(det C)− χ2JLA (21)
TABLE II. Binned distance modulus fitted to the JLA sample.
From ref. [60].
zb µb zb µb
0.010 32.954 0.134 39.068
0.012 33.879 0.158 39.341
0.014 33.842 0.186 39.792
0.016 34.119 0.218 40.157
0.019 34.593 0.257 40.565
0.023 34.939 0.302 40.905
0.026 35.252 0.355 41.421
0.031 35.749 0.418 41.791
0.037 36.070 0.491 42.231
0.043 36.435 0.578 42.617
0.051 36.651 0.679 43.053
0.060 37.158 0.799 43.504
0.070 37.430 0.940 43.973
0.082 37.957 1.105 44.514
0.097 38.253 1.300 44.822
0.114 38.613
with the chi-square function
χ2JLA = ∆µ
TC−1∆µ, (22)
where ∆µ ≡ µb − (µth + M), is the data comparison
vector for all supernovae and M the column vector with
all values equal to M . C is the covariance matrix for the
binned data given by Betoule et al. [60].
D. Baryon Acoustic oscillation
Characteristic scales left in the matter distribution
can be detected in galaxy surveys and in the Lyα for-
est emission lines of distant quasars. In our analysis we
include the data measurements of baryon acoustic os-
cillations (BAO) from different surveys: the Six Degree
Field Galaxy Survey (6dF) [61], the Main Galaxy Sam-
ple of Data Release 7 of Sloan Digital Sky Survey (SDSS-
MGS) [62], the LOWZ and CMASS galaxy samples of the
Baryon Oscillation Spectroscopic Survey (BOSS-LOWZ
and BOSS-CMASS) [63], the WiggleZ Dark Energy Sur-
vey [64] and the distribution of the Lyman α forest in
BOSS (BOSS-Ly) [65]. The data are listed in table III
and give a measurement of the ratio rBAO ≡ rs(zd)/dV (z)
between the sound horizon
rs(z) =
c
H0
∫ ∞
z
dz˜
E(z˜)
√
3
[
1 + 34
Ωb0
Ωr0
1
1+z˜
] (23)
when baryons were released from the Compton drag of
photons [70],
zd =
1291
(
Ωm0h
2
)0.251
1 + 0.659 (Ωm0h2)
0.828
[
1 + b1
(
Ωb0h
2
)b2]
, (24)
5TABLE III. BAO data measurements included in our analysis.
Survey z rBAO Reference
6dF 0.106 0.336± 0.015 [61]
SDSS-MGS 0.15 0.224± 0.008 [62]
BOSS-LOWZ 0.32 0.1181± 0.0023 [63]
WiggleZ 0.44 0.0888± 0.0043 [64]
BOSS-CMASS 0.57 0.0726± 0.0007 [63]
WiggleZ 0.6 0.0686± 0.0031 [64]
WiggleZ 0.73 0.0605± 0.0021 [64]
BOSS-Lyα 2.36 0.033± 0.001 [65]
and the effective BAO distance [71]
dV (z) ≡
[
(1 + z)
2 {da(z)}2 cz
H(z)
]1/3
, (25)
where b1 = 0.313
(
Ωm0h
2
)−0.419 [
1 + 0.607
(
Ωm0h
2
)0.674]
,
b2 = 0.238
(
Ωm0h
2
)0.223
and
da(z) =
1
1 + z
c
H0
∫ z
0
dz˜
E(z˜)
, (26)
is the angular diameter distance. The last data point is
actually a combination of two measurements which are
the BAO scale along the line of sight c/H(z)rs(zd) =
9.0± 0.3 and across the line of sight da(z)/rs(zd) =
10.8± 0.4, both at z = 2.36 [65]. Noting that
rBAO =
rs(zd)
dV (z)
=
[
H(z)rs(zd)/c
z (1 + z)
2 {da(z)/rs(zd)}2
]1/3
,
(27)
the two measurements combined yield the ratio rBAO(z =
2.36) = 0.033± 0.001.
The likelihood is calculated as
2 logLBAO = −8 log(2pi)−
8∑
i=1
[
2 log σi + χ
2
BAO,i
]
,
(28)
where χ2BAO,i =
[
r
(obs)
BAO,i − r(th)BAO,i
]2
/σ2i and σi’s are the
uncertainties in the measurements for each data point
i = 1, . . . , 8.
E. Cosmic Microwave Background data
We use distance priors obtained from Planck TT, TE,
EE + lowP data assuming a wCDM cosmology [72] given
in terms of three parameters: an acoustic scale lA, a shift
parameter R and the amount of baryons Ωb0h
2. The
acoustic scale is
lA ≡ 1
θA
= (1 + z∗)pi
da(z
∗)
rs(z∗)
, (29)
where θA is the observation angle subtending the trans-
verse comoving scale λp = rs(z
∗)/pi of the first acoustic
peak, rs is the sound horizon given by eq. (23), da the
angular diameter distance from eq. (26), z∗ is the redshift
to the photo-decoupling surface, given by the fitting for-
mula [73]
z∗ = 1048
[
1 + 0.00124
(
Ωb0h
2
)−0.738] [
1 + g1
(
Ωm0h
2
)g2]
,
(30)
with g1 =
0.0783(Ωb0h2)
−0.238
1+39.5(Ωb0h2)
0.763 and g2 =
0.560
1+21.1(Ωb0h2)
1.81 .
The shift parameter is
R(z∗) ≡ (1 + z∗) da(z
∗)
c/H0
√
Ωm0 =
√
Ωm0
∫ z∗
0
dz
E(z)
.
(31)
The observed data are R = 1.7488 ± 0.0049, lA =
301.498 ± 0.091 and Ωb0h2 = 0.02228 ± 0.00016. With
these errors and the correlation matrix
ρ =
 1.0 0.49 −0.680.49 1.0 −0.38
−0.68 −0.38 1.0
 , (32)
a covariance matrix D with Dij = ρijσiσj , i, j =
R, lA,Ωb0h
2 is also given, so the CMB chi-square
is given by χ2CMB = X
TD−1X, with X =(
Rth − 1.7488; lthA − 301.498; Ωb0h2 − 0.02228
)
and the
log-likelihood is
2 logLCMB = −3 log(2pi)− log (det D)− χ2CMB. (33)
V. RESULTS
In the following we present the results of our MCMC
analyses for the three models using the combined analy-
sis CC + JLA + BAO + CMB + R16. The convergence
of the chains was analyzed according to the multivariate
extension by Brooks and Gelman [74] of the method by
Gelman and Rubin [75]. This consists of monitoring a
between-chain covariance Vˆ and a within-chain covari-
ance W , determining convergence when a distance mea-
surement Rˆp between Vˆ and W indicates that they are
satisfactorily close. A proper measurement of Rˆp is given
by the square root of the maximum eigenvalue of the pos-
itive definite matrix W−1Vˆ and since it should be close
to 1 we determine convergence when
∣∣Rˆp − 1∣∣ is smaller
than some precision .
A. Model 1
Starting with Model 1, we now present its results ex-
tracted using the combined analysis mentioned above.
The results, given in table IV, were obtained from a stan-
dard MCMC simulation with twelve chains. Convergence
6TABLE IV. Constraints on the parameters of the fast-varying equation of state parametrization of Model 1 from the combined
analysis CC + JLA + BAO + CMB + R16.
Parameter Prior Best-fit 1σ C.L. 2σ C.L.
h [0.50, 0.90] 0.70801 0.70968± 0.01249 0.70968± 0.02498
Ωc0h
2 [0.09, 0.17] 0.13701 0.13666± 0.00591 0.13666± 0.01182
100 Ωb0h
2 [1.80, 2.40] 2.22069 2.22394± 0.01590 2.22394± 0.03181
105 Ωr0h
2 [3.00, 8.50] 5.76349 5.75924± 0.24898 5.75924± 0.49796
wp [−2.00, 1.00] −0.17641 −0.74414+0.51650−0.26131 −0.74414+0.89927−0.74550
wf [−4.00, 0.00] −1.08577 −1.04854+0.09090−0.35669 −1.04854+0.20805−0.86894
at [0.00, 1.00] 0.30133 (unconstrained) (unconstrained)
τ [0.00, 1.00] 0.14413 τ > 0.44 τ > 0.09
∆M (nuisance) [−0.30, 0.30] 0.01920 0.02350+0.03637−0.04164 0.02350+0.07766−0.08073
Ωc0 0.27332 0.27131± 0.00898 0.27131± 0.01797
100 Ωb0 4.43007 4.41985± 0.15976 4.41985± 0.31952
105 Ωr0 11.49761 11.43426± 0.37779 11.43426± 0.75558
Ωd0 0.68227 0.68437± 0.00937 0.68437± 0.01874
within |Rˆp − 1| < 0.03 between the chains was achieved.
Better convergence with reasonable chain sizes seems to
be prevented, in this case, by the difficulty in sampling
the posterior distribution along the at-axis. This param-
eter is totally unconstrained by the data. The analysis
also shows that the model has a tendency to approch the
cosmological constant limit, while the constraints on τ
are not so small, at least from the present observational
data that we employ. Constraints on the derived param-
eters Ωc0, Ωb0, Ωr0 and Ωd0 are also given in table IV.
Figure 1 displays the marginalized posterior probability
distributions and the contour levels of the two-parameter
joint posterior probabilities for this model.
B. Model 2
The prior ranges and the results of the analysis of the
second model are given in table V. The marginalized pos-
terior probability distributions and the contour levels of
the two-parameter joint posterior probabilities are pre-
sented in figure 2. These results were obtained from a
standard MCMC simulation with five chains, achieving
convergence |Rˆp− 1| < 0.03 after 830 000 steps, of which
the first half is discarded. Constraints on the derived
parameters Ωc0, Ωb0, Ωm0, Ωr0 and Ωd0 as well as the
scale
a∗ =
(
τ
τ + 1
)τ
at (34)
at which wd has the extremum
w∗ = wp + (w0 − wp) τ
τ (τ + 1)
−τ−1
at
1− a−1/τt
(35)
are also given in table V. From the analysis it is clear that
at is slightly better constrained than in Model 1, with its
maximum limit in the 1σ C.L. constrained to be at .
0.60, which does not imply the transition at recent past,
as argued by the current observational data. However,
the constraint on τ is relatively small and within 1σ C.L.,
τ = 0 is allowed. This result is in favor of a fast-varying
dark energy model. Additionally, we also find that the
current value of the dark energy equation of state has
phantom nature.
C. Model 3
The results shown in table VI were obtained from a
MCMC simulation with five chains achieving convergence
|Rˆp − 1| ∼ 10−2, despite the poor sampling of the pos-
terior distribution along the τ -axis, whose values are un-
constrained. Notice also the weak constraint on at and
even h presents a very heavy tail in the right side of
the prior range. The current value of the dark energy
equation of state is of phantom nature as seen from the
Table VI. The marginalized distributions of the relevant
parameters are plotted in figure 3. The results for the
marginalized distributions of the derived parameters Ωc0,
Ωb0, Ωm0, Ωr0 and Ωd0 are given in table VI, as well as
the scale
a∗ =
at
2τ
(36)
at which wd has the extremum
w∗ = wd(a∗) = wp +
1
4
(w0 − wp) a1/τt
1− a−1/τt
. (37)
VI. INFORMATION CRITERIA
Finally, we close our observational analysis with
the Akaike Information Criterion (AIC) [76] and the
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FIG. 1. Results of the fast-varying EoS parametrization of Model 1. Light and dark blue shaded areas mark the 95 % and
68 % (2σ and 1σ) confidence level regions, respectively. The crosses and the vertical dashed lines indicate the values of the
parameters at the best-fit point.
Bayesian (or Schwarz) Information Criterion (BIC) [77].
The information criteria assess the viability of a cosmo-
logical model against a given reference model, under the
observational considerations. They are defined as follows:
AIC = −2 lnLmax + 2d = χ2min + 2d+ C (38)
and
BIC = −2 lnLmax + d lnN = χ2min + d lnN + C, (39)
where Lmax is the maximum value of the likelihood func-
tion, d is the number of model parameters, N is the total
number of data points used in our observational analysis
and C is a constant. So, for each particular model, one
can calculate AIC and BIC. The viabilities of such models
8TABLE V. Constraints on the parameters of the fast-varying equation-of-state parametrization of Model 2 extracted from the
combined analysis CC + JLA + BAO + CMB + R16.
Parameter Prior Best-fit 1σ C.L. 2σ C.L.
h [0.50, 0.90] 0.71565 0.71107± 0.01326 0.71107± 0.02652
Ωc0h
2 [0.06, 0.20] 0.13551 0.13593± 0.00606 0.13593± 0.01212
100 Ωb0h
2 [1.00, 4.00] 2.22372 2.22422± 0.01617 2.22422± 0.03234
105 Ωr0h
2 [3.00, 8.50] 5.72965 5.73609± 0.25439 5.73609± 0.50878
w0 [−3.00, 0.00] −2.09256 −1.20103+0.23689−0.27722 −1.20103+0.36106−1.19470
wp [−3.00, 1.00] −0.96653 −0.97523+0.10578−0.07271 −0.97523+0.23821−0.15298
at [0.00, 1.00] 0.59804 at . 0.60 at . 0.86
τ [0.00, 1.00] 0.03086 0.03170+0.52135−0.03170 0.03170
+0.90239
−0.03170
∆M (nuisance) [−0.30, 0.30] 0.00828 0.01261± 0.04115 0.01261± 0.08230
Ωc0 0.26459 0.26884± 0.00962 0.26884± 0.01924
100 Ωb0 4.34184 4.40365± 0.16796 4.40365± 0.33592
105 Ωr0 11.18722 11.34452± 0.39746 11.34452± 0.79491
Ωd0 0.69188 0.68701± 0.01011 0.68701± 0.02021
a∗ 0.53666 0.08090+0.31160−0.07350 0.08090
+0.61329
−0.09051
w∗ −0.96653 −0.96493+0.11867−0.06685 −0.96493+0.24481−0.14584
TABLE VI. Constraints on the parameters of the fast-varying equation-of-state parametrization of Model 3 extracted from the
combined analysis CC + JLA + BAO + CMB + R16.
Parameter Prior Best-fit 1σ C.L. 2σ C.L.
h [0.50, 0.90] 0.70447 0.70439+0.10737−0.03683 0.70439
+0.19561
−0.09129
Ωc0h
2 [0.06, 0.20] 0.12916 0.13680± 0.00578 0.13680± 0.01157
100 Ωb0h
2 [1.00, 4.00] 2.22523 2.22110± 0.01594 2.22110± 0.03188
105 Ωr0h
2 [3.00, 8.50] 5.45078 5.75233± 0.24356 5.75233± 0.48713
w0 [−3.00, 0.00] −2.65452 −1.03975+0.30893−1.18201 −1.03975+1.03278−1.60879
wp [−3.00, 1.00] −0.98157 −1.02398+0.12228−0.08091 −1.02398+0.41183−0.13625
at [0.00, 1.00] 0.98232 0.45317
+0.25384
−0.28170 at 6 0.85639
τ [0.00, 1.00] 0.03207 (unconstrained) (unconstrained)
∆M (nuisance) [−0.30, 0.30] −0.01412 0.02226± 0.03894 0.02226± 0.07788
Ωc0 0.26027 0.27491
+0.02034
−0.07496 0.27491
+0.09004
−0.11508
100 Ωb0 4.48390 4.43503
+0.37603
−1.15847 4.43503
+1.49609
−1.74618
105 Ωr0 10.98346 11.47833
+0.97438
−3.01530 11.47833
+3.93669
−4.75215
Ωd0 0.69478 0.68041
+0.08697
−0.02342 0.68041
+0.13254
−0.10750
a∗ 0.96073 0.23662+0.19877−0.21775 0.23662
+0.49434
−0.24376
w∗ −0.98157 −1.02398+0.12228−0.08091 −1.02398+0.41183−0.13625
are measured by taking as reference the ΛCDM model,
which is quite sound with the current observations and
therefore the obvious choice. For any given modelM, the
difference ∆X = XM−XΛCDM (where X = AIC or BIC)
quantifies the viability of the model. Here, ∆X > 5 and
∆X > 10 stand respectively for strong and decisive evi-
dences against the cosmological modelM while ∆X < 4
is in favour with respect to the base model [78]. In ta-
ble VII we display the values of ∆AIC and ∆BIC for the
three fast-varying dark energy models with respect to the
ΛCDM cosmological model. From both information cri-
teria summarized in Table VII, it is evident that Model 1
and Model 3 have strong (from ∆AIC) and decisive (from
∆BIC) evidences against their viabilities, while Model 2
survives from the AIC analysis but has decisive evidences
against its viability from the BIC analysis.
VII. SUMMARY AND CONCLUSIONS
Dark energy parametrizations allowing a fast transi-
tion from the past matter dominated decelerated ex-
pansion to the current cosmic acceleration are the main
theme of this work. The models with fast-varying nature
are qualitatively different from the usual two-parameters
family of dark energy parametrizations [36–50], and nat-
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FIG. 2. Results of the fast-varying EoS parametrization of Model 3. Light and dark orange shared areas mark the 95.4 % and
68.3 % confidence level regions, respectively. The thin grey lines indicate the values of the parameters at the best-fit point.
urally extend the parameters space in terms of the new
parameters quantifying such fast varying nature, for in-
stance.
In this work we consider three fast-varying dark energy
models proposed earlier in the literature respectively in
[57] and [58] occupying the forms of Model 1 (6), Model 2
(9) and Model 3 (13) with an aim to impose an updated
observational constraints on them using the latest cosmic
chronometers data set together with a series of standard
dark energy probes, namely, the JLA from Supernovae
Type Ia, BAO, CMB and local Hubble constant H0 from
HST measured with 2.4% precision. The number of free
parameters in all three models is four and the dynamics
is considered in the spatially flat Friedmann-Lemaˆıtre-
Robertson-Walker universe. Following the joint observa-
tional data CC + JLA + BAO + CMB + R16, we list
the observational constraints on three fast varying dark
energy equations of state (6), (9) and (13) respectively
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FIG. 3. Results of the fast-varying EoS parametrization of Model 3. Light and dark teal shared areas mark the 95.4 % and
68.3 % confidence level regions, respectively. The thin grey lines indicate the values of the parameters at the best-fit point.
in tables IV, V and VI. While the figures 1, 2 and 3 re-
spectively display the marginalized posterior probability
distributions and the contour levels of the two-parameter
joint posterior probabilities.
From the analyses it is quite evident that these fast-
varying models cannot be well constrained, at least ac-
cording to the present astronomical data employed in
this work. In particular, the parameter at is totally un-
constrained in Model 1 while in Model 3, τ is uncon-
strained. But on the contrary, Model 2 is relatively bet-
ter constrained with the present astronomical data. How-
ever, from the observational constraints on the transition
width, τ , quantifying the fast-varying nature, achieved
only for Model 1 and Model 2, it is hard to come up with
an inference about how fast-varying they really are. In
fact, for Model 1, it is clear that τ assumes large val-
ues. Although for Model 2, τ is comparatively lower, but
no decisive statement can be made out of these results.
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TABLE VII. Information criteria values for the three fast
varying dark energy models in compared to the flat ΛCDM
model.
Models AIC ∆AIC BIC ∆BIC
ΛCDM 62.67 0 71.83 0
Model 1 68.16 5.49 86.49 14.65
Model 2 67.03 4.35 85.35 13.52
Model 3 68.01 5.34 86.33 14.50
Additionally, according to the information criteria, both
Model 1 and Model 3 show decisive evidences against
their viabilities. However, although AIC slightly favors
Model 2 but the BIC does not so.
The current work puts a question mark on the number
of free parameters allowed in a dark energy model. We
recall a similar work [55] where the authors argued that a
dark energy model with more than two free parameters is
quite hard to constrain. However, we must remark that
a conclusive statement toward this direction is perhaps
very hard only with the current observational data at the
background level. A definitive conclusion may depend on
a more profound and complete analysis taking into con-
sideration the treatment of perturbations, their stability
regimes, and next-generation observational data that will
shed more light on important aspects of the dark energy
from the large scale structure of the universe.
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