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Summary
In this thesis we investigate the problem of optimality in control systems, in
the context of digital controllers. Digital controllers relies only on some observation
of the state, while continuous-time controllers can observe the system at all time
instants. The instants when the digital controller reads the state are called sampling
instants.
In Chapter 1 we recall the basic terminology of the system theory. We define
the linear systems, that will be the only ones investigated in this work, and we
introduce the standard quadratic cost of a control input. Finally, we recall an
existence theorem for the problem of finding the input that minimizes the cost.
In Chapter 2 we recall the Riccati differential equation{
K˙ = −Q−ATK −KA+KBR−1BTK
K(tf ) = S
that provides the solution of the cost minimization problem in continuous-time
control systems. In this equation, A ∈ Rn×n and B ∈ Rn×m characterize the
system dynamics expressed by means of a linear differential equation. Q,S ∈ Rn×n
and R ∈ Rm×m are weighting matrices that appear in the cost. Once K is found,
the optimal input is
u(t) = −R−1BTK(t)x(t),
where x(t) denotes the system state at t.
Being this problem well studied in the literature, we compute the explicit solu-
tion for the simple case of a uni-dimensional state, and we discuss how the matrices
A, B, Q, R, and S affect the solution.
In Chapter 3 we examine, instead, discrete-time control systems. In this case
an analogous solution is provided by the discrete Riccati recurrent equation (rather
than by the differential equation), that is{
Kˆk = Qˆ+ Aˆ
T Kˆk+1Aˆ− (PˆT + AˆT Kˆk+1Bˆ)(Rˆ+ BˆT Kˆk+1Bˆ)−1(Pˆ + BˆT Kˆk+1Aˆ)
KˆN = Sˆ
with Aˆ ∈ Rn×n, Bˆ ∈ Rn×m describing the system dynamics, and Qˆ, Sˆ ∈ Rn×n,
Rˆ ∈ Rm×m, and Pˆ ∈ Rm×n being the weighting matrices of the cost. In this case
the optimal control sequence {uk} is
uk = −(Rˆ+ BˆT Kˆk+1Bˆ)−1(Pˆ + BˆT Kˆk+1Aˆ),
being xk the k-th observation of the state. We recall the general results about the
convergence of this recurrent definition, and we provide the proof of the convergence
for the simple uni-dimensional case.
In Chapter 4, we finally investigate the sampled-time systems. These systems
evolve according to a continuous-time dynamics, however the control input is pro-
vided only at some predetermined instants, called sampling instants. We show that
a sampled-time system can be studied as a discrete-time one, by setting Aˆ, Bˆ, Qˆ,
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Sˆ, Rˆ, and Pˆ equal to opportune functions of the A, B, Q, S and R that character-
ize the continuous-time dynamics. These functions depend indeed on the sampling
instants as well.
When the sampling instants are all evenly spaced, we say that we are sampling
periodically. We show how the cost is affected by the choice of the sampling period.
In addition we also show that a lower cost can be achieved by relaxing the constraint
of a periodic sampling. Hence we search for the optimal sampling sequence that
may be not necessarily periodic.
Finally, we observe that the density of the sampling instants has indeed an
effect on the computing device that hosts the controller. For this reason we ex-
tract from any sampling sequence, not necessarily periodic, two key features (the
asymptotic period and the burstiness) that have an impact on the amount compu-
tational resource required by a controller running at those sampling instants. We
conclude by evaluating the amount of cost reduction that is possible depending on
a period-burstiness constraint.
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Notations and Symbols
Here we report all the notations used throughout this document ordered as
they appear.
T the time set.
u the input of a system.
x the state of a system.
U the space of the inputs.
X the space of the states.
U the space of all admissible input functions u : [0,∞)→ U .
ϕ the state evolution law.
ϕf free state evolution.
ϕu forced state evolution.
Φ linear operator of the free state evolution.
Γ linear operator of the forced state evolution.
J the cost in a control system.
L(X,Y ) the space of linear maps from X to Y .
Lp(0, tf) the set of real-valued functions defined over [0, tf ] with bounded
Lp norm.
Lp(0, tf ;R
n) the set of functions f : [0, tf ]→ Rn with bounded Lp norm.
XT transpose of matrix X .
x0 the initial state of the system.
A, B matrices of the continuous-time system dynamics.
Q, R, S weighting matrices of the cost in continuous-time.
[0, tf) the interval of observation.
K solution of the Riccati differential equation.
asym(M) antisymmetric component of the matrix M .
K∞ the solution of the algebraic Riccati equation.
L the feedback gain matrix.
Aˆ, Bˆ matrices of the discrete-time system dynamics.
Qˆ, Rˆ, Sˆ, Pˆ , Wˆ weighting matrices of the cost in continuous-time.
V (k, xk) Bellman’s value function.
{Kˆk} sequence of the Riccati discrete matrices.
{tk} sequence of sampling instants.
ix
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{τk} sequence of sampling intervals.
{Aˆk}, {Bˆk} sequence of matrices of the sampled-time dynamics.
{Qˆk}, {Rˆk}, {Pˆk} sequence of the weighting matrices of the cost in sampled-time
systems.
N number sampling intervals in [0, tf ].
copt cost coefficient for the optimal sampling.
cper cost coefficient for the periodic sampling.
cq cost coefficient for the quantization-based sampling.
cqUopt cost coefficient for the quantization-based sampling, with recom-
putation of the input.
{sk} the worst-case sequence.
w(t) the computational demand of a sampling sequence.
CHAPTER 1
Introduction to control systems
1.1. The design of digital controllers
Before the massive advent of digital systems, the controllers were developed in
continuous time by mechanical devices or electronic analog circuits. An example
of mechanical controller is a spring-damper system that mitigates the vibration
of a car by introducing a second order dynamics that damps rough variations of
the position of the wheel on uneven terrain. An example of an electronic analog
controllers is given by an operational amplifier that is capable of implementing any
linear control low.
The drawback of the continuous time controllers however are: (i) the design
is very time consuming, and most important of all (ii) the controller is extremely
rigid: applying any small variation to the control law required a significant effort
and possibly a new design, prototype and development phase.
In the ’70s, as the computer systems became more popular, digital controllers
started to replace the analog ones mostly due to the flexibility of software and
the low cost of buying, developing, maintaining, and updating digital controllers.
Digital controllers, however, read the system state only at some sampling instants
and not continuously as the analog controllers do. The introduction of these sam-
pling instants then introduce some discontinuity in the control law, that must be
carefully evaluated. Ideally, it is desirable to sample as often as possible, so that
the sampled state is a tighter copy of the continuous state. However, sampling too
frequently may exceed the amount of available computational resource.
In fact, when designing applications that have to be implemented on a physical
computing device, the designer has always to face a typical trade-off between the
amount of dedicated computing resource, and the performance of the application.
If the amount of used computing resource is low we expect a lower cost of the
system together with lower performance. If instead more resources are dedicated
to the application (for example a faster processor) the system has a higher cost,
but it will perform better.
Balancing these two needs can find a proper formalization through an opti-
mization problem. However, the difficulty of formalizing the design process as an
optimization method is in the quantifying of the cost and the formalization of the
constraint. For example, when comparing the quality of a video player rendered
to the final user, it is not clear “how much” the quality of a movie differ from the
quality of the same movie played on a more powerful machine.
Control systems are a special class of applications where the quality of the
rendered performance can be quantitatively measured. In fact there several features
that can discriminate between good or bad controllers: the stability of the system,
the standard quadratic cost, etc.
Moreover controllers have a relatively simple implementation through a soft-
ware task that typically performs repeatedly the following operations: it senses the
state plant, it computes the control law, and it applies the computed law over the
the actuators.
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The ease of formalization of this problem has allowed the research community
to develop many results of control systems co-design, a discipline where the control
system is designed accounting for the effects of the limited computing resource.
In all this work we study the performance of digital controllers and how the
amount of provided computational resource affect the performance.
First we start by introducing the basic terminology and definitions.
1.2. Basics of system theory
The word system denotes an object, a device, or a phenomenon whose time
evolution appears through the variation of certain number of attributes. Examples
of systems are an electric motor, the economy of a nation, or a computer.
Since we investigate the evolution of a system over time we formally define the
set of possible time instants.
Definition 1.1. The time set T is a set equipped with a total order “≤” and
an initial instant denoted by 0 ∈ T such that
∀t ∈ T , 0 ≤ t.
The total order is required to determine what is the earlier instant among any
pair (t1, t2).
We denote the relationship t1 ≤ t2 also by t2 ≥ t1. We use the following
standard notation for intervals of time.
∀t1 ∈ T [t1,∞) = {t ∈ T : t ≥ t1},
∀t1, t2 ∈ T , t1 ≤ t2 [t1, t2) = [t1,∞) \ [t2,∞),
∀t1, t2 ∈ T , t1 ≤ t2 [t1, t2] = [t1, t2) ∪ {t2}.
A system receives an input u and has a state x that evolves over time, depending
on the input. A very simple scheme is depicted in Figure 1.1.
xu
Figure 1.1. Graphical representation of a system.
The input u is represented by a function over time
u : T → U
and, similarly, the state x is represented by
x : T → X
where U and X are called input space and state space, respectively. Often we also
denote by U ⊆ UT = {u | u : T → U} the set of all possible input functions. Later
on, we may set additional hypothesis on U , when required.
A common description of a system is provided by its state evolution law ϕ.
Definition 1.2. The state evolution law is a function
ϕ : T × T ×X × U → X
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that ∀t, t0 ∈ T , t ≥ t0, ∀x0 ∈ X, ∀u ∈ U returns the state ϕ(t, t0, x0, u) of the
system at time t, assuming that the state was x0 at time t0 and the input was u.
This law must have the following properties
ϕ(t, t, x0, u) = x0,(1.1)
u|[t0,t) = u′|[t0,t) ⇒ ϕ(t, t0, x0, u) = ϕ(t, t0, x0, u′),(1.2)
t2 ≥ t1 ≥ t0 ⇒ ϕ(t2, t0, x0, u) = ϕ(t2, t1, ϕ(t1, t0, x0, u), u).(1.3)
Property (1.1) trivially requires that in a zero length interval, the state does
not change. Property (1.2) is often called causality: the evolution of the state in the
interval [t0, t) is affected by the input values in this interval only. Property (1.3),
often called concatenation, asserts that the state at any instant t2 starting from
the initial state x0, can be computed also starting from any intermediate state
x1 = ϕ(t1, t0, x0, u), t1 ∈ [t0, t2].
The mapping t 7→ ϕ(t, t0, x0, u) is often also called trajectory of the system,
since it represents the path of the system state in the state space X .
First we classify a system according to the nature of the state space X .
Definition 1.3. We call a system
• finite-state when the state space X is a finite set;
• finite-dimensional when the state space X is a vector space with finite
dimension;
• infinite-dimensional when the state space X is a vector space with infinite
dimension;
If the state space X is a more general space, such as a topological space or a
manifold, then the system is often called dynamical system which, however, is out of
the scope of this thesis. The literature on dynamical systems is vast. The interested
reader can find some introductory material in the book by Scheinerman [Sch96].
More advanced topics are covered in the book by Arrowsmith and Place [AP90]
or the one by Katok and Hasselblatt [KH95].
To derive useful properties of a system we restrict out attention to systems that
satisfies some additional assumptions.
Assumption 1.4. Both the state space X and the input space U are vector
spaces on the same field F.
Given this assumption, we can state the following definition.
Definition 1.5. A system is linear if ∀t, t0 ∈ T , t ≥ t0 the state transition law
ϕ is linear over X × U , that is
(1.4) ∀k, k′ ∈ F, ∀x0, x′0 ∈ X, ∀u, u′ ∈ U
ϕ(t, t0, kx0 + k
′x′0, ku+ k
′u′) = kϕ(t, t0, x0, u) + k′ϕ(t, t0, x′0, u
′).
If a system is linear, by setting k = k′ = 1, u = 0 (meaning that ∀t ∈ T , u(t) =
0), and x′0 = 0 in (1.4), we can represent the state evolution by the sum of two
distinct contributions, as shown below
ϕ(t, t0, x0, u) = ϕ(t, t0, x0, 0)︸ ︷︷ ︸
ϕf
+ϕ(t, t0, 0, u)︸ ︷︷ ︸
ϕu
= ϕf (t, t0, x0) + ϕu(t, t0, u).
The function ϕf is called the free state evolution and it is computed in absence of
the input, while ϕu is called the forced state evolution and it is computed assuming
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that the initial state is 0 and the input signal is u. Notice that the state evolution
can be represented by its free evolution and the forced evolution irrespective of the
system being finite-state, finite-dimensional, or infinite-dimensional.
Both the free state evolution ϕf and the forced state evolution ϕu are linear
with respect to x0 and u, respectively. In fact, by setting u = u
′ = 0 in (1.4), we
find
ϕf (t, t0, kx0 + k
′x′0) = ϕ(t, t0, kx0 + k
′x′0, 0)
= kϕ(t, t0, x0, 0) + k
′ϕ(t, t0, x′0, 0) = kϕf (t, t0, x0) + k
′ϕf (t, t0, x′0)
and, by setting x0 = x
′
0 = 0, we can prove the linearity of ϕu with respect to u.
Hence, in linear systems, the state evolution law can be written as
(1.5) ϕ(t, t0, x0, u) = ϕf (t, t0, x0) + ϕu(t, t0, u) = Φ(t, t0)x0 + Γ(t, t0)u
where Φ : T × T → L(X,X) and Γ : T × T → L(U , X) associate any pair (t, t0),
with t ≥ t0, a linear map.
A second interesting property of a systems is the invariance over time.
Definition 1.6. Let the time set T be equipped with a sum “+” and let it
be closed under this operation. A system is time-invariant if ∀t, δ ∈ T , ∀x0 ∈
X, ∀u ∈ U , we have
ϕ(t+ δ, δ, x0, u) = ϕ(t, 0, x0, u ◦∆δ),
where the function ∆δ : T → T is defined by ∆δ(t) = t+ δ.
Since a time-invariant system depends only on the time separation between the
current instant t and the initial instant t0, without loss of generality we can always
assume t0 = 0 and write more compactly the state transition law as follows
ϕ(t+ t0, t0, x0, u) = ϕ(t, 0, x0, u) = ϕ(t, x0, u),
being x0 the initial state at the instant t0 = 0.
From (1.5) it follows that the state evolution law of a linear time-invariant
(LTI) system can be more compactly be written as
ϕ(t, x0, u) = Φ(t)x0 + Γ(t)u
where Φ : T → L(X,X) and Γ : T → L(U , X) associate any time separation t ∈ T ,
a linear map.
Finally, it is possible to classify a system, depending on the nature of the time
set T . If T = R+ then we say that the system is modeled in continuous time. If
T = N then we say that the system is modeled in discrete time.
Assumption 1.7. The systems is modeled either in continuous time or in dis-
crete time.
In discrete time systems, we always denote x(k) and u(k) by xk and uk, re-
spectively.
1.3. Implicit representation of a system
The description of a system through the state evolution law ϕ is called explicit,
because it expresses directly the state evolution over time as a function of the
input u and the initial state x0. Often, however, the system behavior is described
implicitly in terms of some laws (physics, economy,. . . ) that comes from the field
in which the system operates.
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The implicit law relates the variations of the state with the current state and
input. In continuous-time systems the variations are expressed by means of deriva-
tives over time, hence in continuous time the implicit law is expressed by
(1.6)
{
x˙(t) = f(t, x(t), u(t))
x(0) = x0
In discrete-time systems, instead, the implicit representation provides the rule
to compute the next state, as follows
(1.7)
{
xk+1 = f(k, xk, uk)
x0 is given
If the system dynamics is described in terms of one of the two equations, the state
transition law ϕ is the solution of the equation.
Even though Equations (1.6) and (1.7) require only the capability to perform
a derivative over time on the state space X , the study of very generic state spaces
(such as infinite dimensional ones) is out of the scope of this work. The interested
reader can however refer to the Ph.D. thesis by Mikkola [Mik02] for an excellent
treatment of this topic.
Hence from now on, we perform the following simplifying assumption.
Assumption 1.8. The system is finite-dimensional. The state space X is the
real vector space Rn. The input space is the real vector space Rm.
1.4. The cost of a control action
A typical problem that has to be solved in control systems is the selection of the
most appropriate input function u. For this reason, we introduce a cost function
that allows to determine the quality of a control input. Below we report suitable
expressions of the cost for both continuous-time and discrete-time systems.
For continuous-time systems, we define the cost function as
J(u) = s(tf , x(tf )) +
∫ tf
0
j(t, x(t), u(t)) dt
for a given final instant tf . This cost accounts for the cost of the control action
during an interval of observation [0, tf ], plus some cost of the residual state x(tf )
at the final instant tf .
Given this definition of cost, we state the problem of optimal control as follows
(1.8)
minimize J(u)
subject to u ∈ U
Notice that this problem is parametrized with respect to:
(1) the initial state of the system x0;
(2) the final instant of the observation interval tf .
While a general discussion of the existence of a solution of the Problem (1.8)
is beyond the objectives of this work (the interested reader can find a discussion of
the problem in many books, for instance Berkovitz [Ber74] or Warga [War72]),
below we state an existence result that requires a set of hypothesis that are weak
enough to include ours.
The following existence result can be found in the book by Buttazzo, Giaquinta,
and Hildebrandt [BGH98]. Please note that in the following theorem we use the
following notations and definitions:
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(1) Lp(0, tf ) denotes the set of functions with bounded L
p norm in (0, tf ) that
is
Lp(0, tf ) =
{
u |
(∫ tf
0
up dt
) 1
p
<∞
}
(2) a function f : Ω→ R is lower semicontinuous at x0 ∈ Ω when
∀ε > 0, ∃δ > 0, ∀x ∈ Ω, ‖x− x0‖ < δ, f(x)− f(x0) ≥ −ε
(3) a function f : Ω→ R, Ω ⊆ Rn is superlinear when
∀x, x′ ∈ Rn, ∀c, c′ ∈ R, f(cx+ c′x′) ≥ cf(x) + c′f(x′)
Theorem 1.9 (Theorem 5.21 at page 216 in [BGH98]). The minimization
problem
given x0 ∈ Rn, tf ∈ R
minimize J(u)
subject to x˙ = a(t, x) + b(t, x)u
x(0) = x0
has at least one solution if the functions a : (0, tf )×Rn → Rn and b : (0, tf)×Rn →
R
n×m are measurable with respect to t and continuous in x and
‖a(t, x1)− a(t, x2)‖ ≤ α(t)‖x1 − x2‖ with α ∈ L1(0, tf )
a(t, 0) ∈ L1(0, tf ;Rn)
‖b(t, x1)− b(t, x2)‖ ≤ β(t)‖x1 − x2‖ with β ∈ Lp
′
(0, tf)
b(t, 0) ∈ Lp′(0, tf ;Rn×m)
where p ∈ [1,∞] is given, and p′ is its conjugate exponent ( 1
p
+ 1
p′
= 1). The
integrand f : (0, tf)× Rn × Rm is supposed to be a Borel function such that:
j(t, ·, ·) is lower semicontinuous on Rn × Rm
j(t, x, ·) is convex on Rm
and it satisfies a coercivity condition of the form: if p ∈ (1,∞) there exists c > 0
and γ ∈ L1(0, tf ) such that
j(t, x, u) ≥ c‖u‖p − γ(t)
if p = 1 there exists a superlinear function θ : R → R and γ ∈ L1(0, tf ) such that
j(t, x, u) ≥ θ(‖u‖)− γ(t)
and if p =∞ there exists an R > 0 such that
j(t, x, u) =∞ whenever ‖u‖ ≥ R
Often it is of interest also the asymptotic case of the cost (1.9), that is when
tf tends to infinity. In this case the cost becomes
(1.9) J(u) =
∫ ∞
0
j(t, x(t), u(t)) dt.
CHAPTER 2
Optimal control in continuous-time LTI systems
2.1. Explicit representation
A continuous time LTI system is governed by the following differential equation
(2.1)
{
x˙ = Ax +Bu
x(0) = x0,
where A ∈ Rn×n and B ∈ Rn×m. This system is often also represented graphically
as in Figure 2.1. For this class of systems, it is possible to find the explicit rep-
xx˙u
A
B
∫
Figure 2.1. Scheme of a linear system.
resentation that provides the evolution of the state over time as a function of the
initial state x0 and the input u.
Lemma 2.1. The explicit representation of the system modeled by (2.1) is:
(2.2) ϕ(t, x0, u) = Φ(t)x0 + Γ(t)u = e
Atx0 +
∫ t
0
eA(t−s)Bu(s) ds.
In the Lemma, the exponential of matrices is defined by the power series
eA =
∞∑
k=0
Ak
k!
.
Proof. We show that (2.2) is a solution of (2.1).
dϕ
dt
= AeAtx0 +
∫ t
0
AeA(t−s)Bu(s) ds+Bu(t)
= A
(
eAtx0 +
∫ t
0
eA(t−s)Bu(s) ds
)
+Bu(t) = Aϕ(t, x0, u) +Bu(t).
Moreover
ϕ(0, x0, u) = Ix0 + 0 = x0.
Since the Cauchy’s problem (2.1) is Lipschtiz continuous, then the solution (2.2) is
unique. 
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Thanks to the linearity of the system, in Equation (2.2) we can highlight both
the free evolution and the forced evolution:
Φ(t)x0 = e
Atx0
Γ(t)u =
∫ t
0
eA(t−s)Bu(s) ds,
as functions of the two linear operators Φ and Γ.
2.2. Optimal control in bounded interval
In linear systems, the cost of a control action is expressed by the following
(2.3) J =
1
2
Sx(tf ) · x(tf ) + 1
2
∫ tf
0
(Qx · x+Ru · u)dt,
with R positive definite and S, Q are positive semi-definite. Since this cost ex-
pression and the system dynamics of (2.1) are in accordance with the hypothesis
of the existence Theorem 1.9 reported at at page 6, then it exists an input u that
minimizes it.
We solve this minimization problem by classical calculus of variation. To in-
clude the differential equation constraint of the system dynamics (2.1), we add n
Lagrange multipliers p1(t), . . . , pn(t) in the cost.
J =
1
2
Sx(tf ) · x(tf ) + 1
2
∫ tf
0
(Qx · x+Ru · u+ 2p · (Ax+Bu − x˙))dt.
If for simplicity we set
g(x, x˙, u, p) =
1
2
Qx · x+ 1
2
Ru · u+ p · (Ax+Bu− x˙),
by applying the Euler-Lagrange necessary condition for minimizing the cost, we
find the following differential equations
∂g
∂x
− d
dt
∂g
∂x˙
= 0 ⇒ Qx+AT p+ p˙ = 0(2.4)
∂g
∂u
− d
dt
∂g
∂u˙
= 0 ⇒ Ru+BT p = 0(2.5)
∂g
∂p
− d
dt
∂g
∂p˙
= 0 ⇒ Ax+Bu− x˙ = 0,(2.6)
with the boundary conditions
x(0) = x0
p(tf ) = Sx(tf ).(2.7)
Since R is positive definite from the hypothesis, then it is invertible. Hence from
Equation (2.5) it follows that
u = −R−1BT p,
and (2.6) and (2.4) can be rewritten as
(2.8)
[
x˙
p˙
]
=
[
A −BR−1BT
−Q −AT
] [
x
p
]
= A˜
[
x
p
]
,
with A˜ ∈ R2n×2n.
Equation (2.8) is a linear homogeneous differential equation. Let us write its
solution as follow
(2.9)
[
x(tf )
p(tf )
]
= e
eA(tf−t)
[
x(t)
p(t)
]
=
[
φ11(tf , t) φ12(tf , t)
φ21(tf , t) φ22(tf , t)
] [
x(t)
p(t)
]
.
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Replacing the boundary condition (2.7) in (2.9) we find
x(tf ) = φ11(tf , t)x(t) + φ12(tf , t)p(t)
p(tf ) = Sx(tf ) = φ21(tf , t)x(t) + φ22(tf , t)p(t).
From which we find
(2.10) p(t) = [φ22(tf , t)− Sφ12(tf , t)]−1[Sφ11(tf , t)− φ21(tf , t)]x(t) def= K(t)x(t),
where we have introduced the matrix K : [0, tf ] → Rn×n. Notice that the matrix
[φ22(tf , t) − Sφ12(tf , t)] has been proved by Kalman [Kal60] to be invertible for
all t ∈ [0, tf ]. The matrix K plays a fundamental role in the problem of minimum
cost. In fact, rathern than u, we will consider K as our unknown variable.
If we differentiate the equality (2.10) over time and we recall (2.8), then we can
find a differential equation in K.
p˙ = K˙x+Kx˙
−Qx−AT p = K˙x+K(Ax−BR−1BT p)
−Qx−ATKx = K˙x+K(Ax−BR−1BTKx)
0 = (K˙ +KA−KBR−1BTK +Q+ATK)x,
from which it follows the Riccati differential equation
(2.11)
{
K˙ = −Q−ATK −KA+KBR−1BTK
K(tf ) = S
Notice that in this differential equation the boundary condition is provided at the
last instant tf and then integrated backward to t = 0.
The Riccati differential equation is largely studied in the literature. Let K(t)
be its solution, then the optimal control is given by
(2.12) u(t) = −R−1BTK(t)x(t).
Correspondingly, the evolution of the state will obey to the differential equation
(2.13)
{
x˙(t) = Ax+Bu = (A−BR−1BTK(t))x(t)
x(0) = x0.
2.2.1. Properties of the Riccati differential equation
While the solution of (2.11) has been studied in depth in the literature, we
propose here some of the most useful properties for pur purposes.
Lemma 2.2. For all t ∈ [0, tf ] the matrix K(t) that solves (2.11) is symmetric.
Proof. We prove it by computing for all t ∈ [0, tf ] the antisymmetric com-
ponent of K that we denote by asym(K) = 12 (K − KT ). Notice that the asym
operator is linear.
At t = tf we have
(2.14) asym(K(tf )) = asym(S) = 0,
because S is symmetric. When applying the asym operator at both sides of the
differential equation, from the linearity of asym, we find
d
dt
asym(K) = asym(K˙) (linearity of asym)
= asym(−Q−ATK −KA+KBR−1BTK)
= − asym(Q)− asym(ATK +KA) + asym(KBR−1BTK).
10 2. OPTIMAL CONTROL IN CONTINUOUS-TIME LTI SYSTEMS
Q is symmetric hence asym(Q) = 0. Moreover,
asym(ATK +KA) =
1
2
(ATK +KA−KTA−ATKT ) (def of asym)
=
1
2
(AT (K −KT ) + (K −KT )A)
= AT asym(K) + asym(K)A.
Finally,
asym(KBR−1BTK) =
1
2
(KBR−1BTK −KTBR−1BTKT ) =
=
1
2
(KBR−1BTK −KTBR−1BTKT +KBR−1BTKT −KBR−1BTKT ) =
=
1
2
(KBR−1BT (K −KT ) + (K −KT )BR−1BTKT ) =
= KBR−1BT asym(K) + asym(K)BR−1BTKT .
Hence the derivative of asym(K) is
d asym(K)
dt
= (KBR−1BT −AT ) asym(K) + asym(K)(BR−1BTKT −A),
and from the final condition (2.14) it follows that
d asym(K)
dt
(tf ) = 0,
and consequently asymK(t) is constantly equal to 0 for all t ∈ [0, tf ], from which
it follows that K(t) is symmetric ∀t ∈ [0, tf ]. 
Now we provide the interpretation of the matrix K that motivates all the
interest in it. In fact for any intermediate instant t1 ∈ [0, tf ] the residual cost that
will be experienced in [t1, tf ] is K(t1)x(t1) · x(t1).
Theorem 2.3. For all t1 ∈ [0, tf ], we have:
1
2
Sx(tf ) · x(tf ) + 1
2
∫ tf
t1
(Qx · x+Ru · u)dt = 1
2
K(t1)x(t1) · x(t1).
Proof. We start by computing the following derivative (in these steps we will
take advantage of the symmetry of K).
d(Kx · x)
dt
= ˙(Kx) · x+Kx · x˙ = K˙x · x+ 2Kx · x˙
= (−Q− ATK −KA+KBR−1BTK)x · x+ 2Kx · (A−BR−1BTK)x
= (−Q− ATK −KA+KBR−1BTK)x · x+ 2(AT−KBR−1BT )Kx · x
= (−Q+ ATK −KA−KBR−1BTK)x · x
= −(Q+KBR−1BTK)x · x+ (ATK −KA)x · x
= −(Q+KBR−1BTK)x · x+ATKx · x−KAx · x
= −(Q+KBR−1BTK)x · x+Kx ·Ax−Ax ·Kx
= −(Q+KBR−1BTK)x · x
= −Qx · x− (R(−R−1BTKx)) · (−R−1BTKx)
= −Qx · x−Ru · u. (from (2.12))
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If we integrate this derivatives from t1 to tf we find
K(tf )x(tf ) · x(tf )−K(t1)x(t1) · x(t1) =
∫ tf
t1
(−Qx · x− Ru · u)dt
1
2
Sx(tf ) · x(tf ) + 1
2
∫ tf
t1
(Qx · x+Ru · u)dt = 1
2
K(t1)x(t1) · x(t1),
as required. 
By setting t1 = 0 we have the following corollary.
Corollary 2.4.
(2.15) J =
1
2
Sx(tf ) · x(tf ) + 1
2
∫ tf
0
(Qx · x+Ru · u)dt = 1
2
K(0)x0 · x0.
Proof. It follow directly from Theorem 2.3, by replacing t1 with 0. 
This corollary is important because it gives an immediate expression of the cost
as a function of K(0) and the initial state x0.
Now we aim at deriving some qualitative properties of the solution K(t) of the
Riccati differential equation (2.11).
If no input is given to the system, that is B = 0, then the differential equation
becomes {
K˙ = −Q−ATK −KA
K(tf ) = S.
If, for simplicity, we assume that S, Q, and A are diagonal, then it becomes clear
that the solution K is an exponential. Since the equation is integrated backward
from tf , then the cost of the control action J =
1
2K(0)x0 ·x0 grows exponentially as
tf grows linearly, unless the system is already naturally convergent (that is, all the
eigenvalues of A have negative real part). Hence the quadratic term KBR−1BTK
that is added to the right hand side of (2.11) plays a key role in keeping the cost J
low.
Now we examine the quadratic term in (2.11). At the price of a possible
coordinate change in the input space U , we assume that the matrix R is diagonal.
If we write B by its m column vectors b1, . . . , bm ∈ Rn, we have
B = [b1, . . . , bm]
BR−1BT = [b1, . . . , bm] diag
(
1
ri
) b
T
1
...
bTm
 = [ 1
r1
b1, . . . ,
1
rm
bm
] b
T
1
...
bTm
 =
=
m∑
i=1
1
ri
bib
T
i ,
which allows us to rewrite (2.11), as
(2.16)
K˙ = −Q−A
TK −KA+
m∑
i=1
1
ri
Kbib
T
i K
K(tf) = S.
From (2.16) we can derive the following qualitative information:
(1) if the cost coefficients of the control input r1, . . . , rm are small then the
weight of the quadratic term in the differential equation (2.16) will be
very large. This will make the overall cost J small;
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(2) the more input we add, the smaller cost J we achieve. In fact adding
an input means adding another quadratic term in (2.16) that contributes
to reduce the cost. This actually is also in accordance with the common
sense that suggests that the more input we can control, the more actions
we can take, the smaller cost we can achieve.
2.2.2. The uni-dimensional case
Now we compute the explicit solution of the Riccati differential equation (2.11)
when both the state and the input are scalar (x, u ∈ R). Hence we assume
A,B,Q,R, S,K ∈ R. Since R > 0 and B 6= 0 (otherwise the input cannot af-
fect the state in any way), by an opportune multiplication of the system differential
equation (2.1) and the cost expression (2.3), without loss of generality, we assume
that R = B = 1. In these hypothesis, the Riccati differential equation (2.11)
becomes
(2.17)
{
K˙ = K2 − 2AK −Q
K(tf ) = S.
The solution of this differential equation can be computed analytically. Let us
assume that Q > 0. If we replace K as follows
K = −Qy
y˙
,
then
K˙ = −Q (y˙)
2 − yy¨
(y˙)2
= Q
yy¨
(y˙)2
−Q.
From (2.17), the differential equation in y is
Q
yy¨
(y˙)2
−Q = Q2 y
2
(y˙)2
+ 2AQ
y
y˙
−Q
y¨
y˙
= Q
y
y˙
+ 2A
y¨ − 2Ay˙ −Qy = 0.(2.18)
If we set
λ1 = A+
√
A2 +Q > 0, λ2 = A−
√
A2 +Q < 0,
then a generic solution of (2.18) can be written as
y = c1e
λ1(t−tf ) + c2eλ2(t−tf ),
from which it follows that K is
(2.19) K = −Q e
λ1(t−tf ) + ceλ2(t−tf )
λ1eλ1(t−tf ) + cλ2eλ2(t−tf )
= −Q 1 + ce
η(tf−t)
λ1 + cλ2eη(tf−t)
,
after dividing both numerator and denominator for the same constant c1 and setting
η = 2
√
A2 +Q. From the boundary condition at tf it follows
−Q 1 + c
λ1 + cλ2
= S
1 + c
λ1 + cλ2
= − S
Q
Q+ cQ = −S(λ1 + cλ2)
Q+ Sλ1 = −c(Q+ Sλ2)
c = −Q+ Sλ1
Q+ Sλ2
,
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and, thanks to (2.15), the cost J = 12K(0)x
2
0 is proportional to
K(0) = −Q 1 + ce
ηtf
λ1 + cλ2eηtf
.
Notice that as tf →∞, K(0)→ λ1.
Now we consider three explicit boundary conditions. We have
S = 0 ⇒ c = −1 ⇒ K(0) = Q e
ηtf − 1
λ1 − λ2eηtf(2.20)
S = λ1 ⇒ c =∞ ⇒ K(0) = −Q e
ηtf
λ2eηtf
= λ1(2.21)
S →∞ ⇒ c = −λ1
λ2
⇒ K(0) = λ1e
ηtf − λ2
eηtf − 1 .(2.22)
2.3. Optimal control in unbounded interval
In Section 2.2 we minimized the cost (2.3) of the control action in the observa-
tion interval [0, tf ]. Now we minimize the cost in the whole interval [0,∞), hence
the cost is
(2.23) J =
1
2
∫ ∞
0
(Qx · x+Ru · u) dt.
The asymptotic solution can be found by setting K˙ = 0 in (2.11) (the interested
reader can find a full explanation in many textbooks, for example, the one by Bit-
tanti, Laub, and Willems [BLW91] od the one by Lancaster and Rodman [LR95]).
Hence the matrix K∞ is the solution of the algebraic Riccati equation
(2.24) K∞BR−1BTK∞ −Q− ATK∞ −K∞A = 0.
Once this matrix K∞ is found, the optimal control is
(2.25) u = −R−1BTK∞x,
the state evolves according to{
x˙ = Ax+Bu = (A−BR−1BTK∞)x
x(0) = x0,
and the achieved cost is
J =
1
2
Kx0 · x0.
A classic method for solving algebraic Riccati equation is based on a Schur
decomposition proposed by Laub [Lau79].
In practice in control systems it is very often used the solution of (2.24) also
because it does not depend on the final instant tf , which would be hard to determine
for systems that should possibly be running for a long lifetime.
2.3.1. The uni-dimensional case
We assume A,B,Q,R, S ∈ R. By an opportune multiplication we also assume,
without loss of generality, that R = B = 1. In these very simplistic hypothesis,
Equation (2.24) becomes
K2 − 2AK −Q = 0
K = A+
√
A2 +Q,
where we selected the positive solution because K is positive definite. In this case
the state will evolve according to the differential equation
x˙ = −(
√
A2 +Q)x.
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whose solution is
x(t) = x0e
−
√
A2+Qt.
Notice that the state tends to zero faster for larger Q. In fact if Q is large, then
the cost of the state is significant, hence it is more convenient (from the point of
view of the cost minimization) to have a fast convergence.
2.4. The closed loop controllers
Both Equations (2.12) and (2.25) indicates that the optimal control input is
achieved by multiplying the state by an opportune matrix. This suggests that the
control could be implemented by a closed loop controller (depicted in Figure 2.2)
where the state is read from the output, multiplied by a matrix L (called feedback
gain), and then applied as an input.
xx˙u
A
B
L
∫
Figure 2.2. Scheme of a linear system with a feedback loop.
For example, the optimal control that minimizes the cost of Eq. (2.23) has,
according to (2.25), a feedback gain
(2.26) L = −R−1BTK,
with K computed as the solution of (2.24).
In opposition to the closed loop control strategies, in open loop controllers
the expression of the entire control function u(t) is given in terms of the initial
conditions x0, and one applies this function u blindly thereafter, with no further
observation of system state. In real systems, however, there will be random pertur-
bations to the state that are not accounted for in the mathematical model. While
a feedback law will tend to correct automatically for these fluctuations, a precom-
puted control takes no account of them. For this reason we will always assume that
the input is produced by a feedback loop from the the state.
The optimal feedback (2.26) that minimizes the cost (2.3) is only one possible
design choice. The feedback gain L can instead be assigned following the so-called
geometric approach through which it is possible to determine exactly the dynamics
of the closed-loop system. More details on the geometric approach for selecting the
gain L can be found in the book by Basile and Marro [BM91].
When the system is controlled by a feedback gain L, the closed loop dynamics
becomes
x˙ = Ax+BLx = (A+BL)x,
and the state evolution over time is
x(t) = e(A+BL)tx0.
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2.5. Examples of optimal control in continuous time
Here we propose some examples to show the solution of the Riccati differential
equation, and, for such a solution, the corresponding state evolution (according
to (2.13) and the optimal input (according to (2.12)).
First we assume a very simple uni-dimensional system (with only one state
variable), described by the following parameters
(2.27) A = 1, B = 1,
with the following boundary condition
(2.28) x0 = 1, tf = 1.
We also set the weighting matrices as
(2.29) Q = 1, R = 1.
In this case the solution K of the differential equation is given by (2.19). In
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
2
4
6
10
20
∞
K(t)
t
S →∞
S = 10
S = 4
S = λ1
S = 1
S = 0.4
S = 0
Figure 2.3. Solutions of the Riccati differential equation.
Figure 2.3 we show the solution K(t) for different boundary conditions at tf . To
ease the graphical representation, we performed the change of variable on the y-axis
(2.30) y 7→ y
y + 1
that maps [0,∞) onto the finite interval [0, 1).
We also report the two extreme cases S = 0 and S →∞ for which we achieve
the minimum and the maximum cost J (Equations (2.20) and (2.22)) that are
S = 0 ⇒ K(0) = e
2
√
2 − 1
1 +
√
2 + (
√
2− 1)e2
√
2
≈ 1.6895
S →∞ ⇒ K(0) = (1 +
√
2)e2
√
2 +
√
2− 1
e2
√
2 − 1 ≈ 2.5919
Finally, we can also notice that if the boundary condition is S = λ1 (that is 1+
√
2 ≈
2.4142), then the solution K is constantly equal to λ1.
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In the next example, for the same uni-dimensional system of (2.27) with bound-
ary conditions (2.28), and weights (2.29), we also vary the final instant tf . Figure 2.4
shows the cost as function of both the cost at the boundary S, and the boundary
instant itself tf . In the figure we applied again the change of coordinates (2.30) on
62
104
0.6 0.80.2 0.4
1
0
610
2
4
0.810.6
0.4
0.2
0
10
4
6
2
0.6
1
0.4
0.8
0.2
0
co
st
J
S
tf
∞
∞
Figure 2.4. The cost J as function of the final instant tf and the
cost S at tf .
all the axis, to plot also infinite values onto a finite space. It can be noticed that,
as tf grows, then the cost tends to the asymptotic value of λ1 regardless of the
boundary condition S.
In the next example, we show the state evolution when the optimal input is
given for a 3-dimensional state space X . We consider the system described by the
following matrices
(2.31) A =
 1 12 0−12 1 0
1 0 2
 B =
 40
0

with the following boundary conditions
(2.32) x0 = e1 =
 10
0
 tf = 1
We observe that the eigenvalues of this system are: 1 + 12i, 1− 12i, and 2. Hence
in the dynamics of the state we will observe a oscillatory behavior with period:
(2.33) T =
2π
12
≈ 0.5236
First, we assume that the cost of the state is higher than the cost of the input
and we set
Q = 5I S = 5I R = I
accordingly. The evolution of the optimal input u, computed by solving the Riccati
differential equation (2.11), and the three components of the state x1, x2, and x3
are reported in Figure 2.5. It can be noticed that the state quickly converges to
zero, due to a cost higher than the cost of the input.
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Figure 2.5. Optimal input and state evolution with large weight
to the state.
In the second example, we have computed the optimal control input for the
same system of (2.31) with the same conditions of (2.32). However, we gave a lower
weight to the state compared to the weight of the input and we set the weighting
matrices as follows
Q = 10−1I S = 0 R = I
Figure 2.6 shows the evolution over time of the input and the state in this case. In
the figure we can notice that the input is subject to a smaller variation, compared
to the previous example of Figure 2.5, while the state does not even approached to
0 at tf (= 1). In fact S = 0 implies that there is no penalty in having a final state
at x(tf ) different from zero.
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0
0.5
1
1.5
0 0.2 0.4 0.6 0.8 1
time
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 in
pu
t
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x3
u
Figure 2.6. Optimal input and state evolution with large weight
to the input.
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Notice that if we also set Q = 0, then the Cauchy’s problem of the optimal
matrix K becomes {
K˙ = −ATK −KA+KBR−1BTK
K(tf ) = 0
whose solution is the matrix K(t) = 0, ∀t ∈ [0, tf ], from which it follows that also
u(t) = 0, ∀t ∈ [0, tf ]. In this case the system would evolve freely because no input
is applied.
In the last example, we still do not weight the state during the observation
interval [0, tf ]. However, we do set a heavy weight on the final state to make it
close to zero. The weighting matrices are then as follows
(2.34) Q = 0 S = 105I R = I
and Figure 2.7 reports both the optimal input and the state evolution.
time0.40 0.6 0.8 1
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0
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1
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t
0.2
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x2
x3
u
Figure 2.7. Optimal input and state evolution with large weight
on the final state x(tf ).
As expected the state converges to zero (in our simulation the state reached
the values x1(tf ) ≈ 7.641 · 10−9, x2(tf ) ≈ 9.941 · 10−4, and x3(tf ) ≈ −2.698 · 10−5).
The overall cost that is achieved in this scenario is
J ≈ 0.55272
In a final simulation, we investigated the dependency of the cost J on the final
instant tf and initial state x0. For the same plant of (2.31) and the same weights
of (2.34), we varied the final instant from 0 to 2. We expect an overall cost J that is
decreasing with tf since increasing tf gives more time to the control input actuate
the system state. The results are plotted in Figure 2.8. The three plots correspond
to three different initial state x0.
We notice that, for small values of tf , the overall cost J is not always decreasing.
This happens because the resonant nature of the plant makes the state naturally
go to zero in some interval lengths that are related to the period of the oscillation
(see Eq. (2.33)). For a slightly longer interval, the input has to hardly push against
the natural dynamics of the system, hence leading to a higher cost. However has tf
grows more, the input has a higher degree of freedom that allows it to reduce the
state in the more appropriate instants indulging, when possible, the system natural
behavior.
We also observe that the cost is significantly affected by the initial state x(0).
This happens because since B = [4 0 0]T . the input has a direct effect only on
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x1. Hence it is less expensive to bring x1 to zero. Instead it is required a more
significant action to drive x2 or x3 acting only on the first component of the state.
The asymptotic costs are:
x0 = e1 ⇒ lim
tf→∞
J = 0.5
x0 = e2 ⇒ lim
tf→∞
J ≈ 38.281
x0 = e2 ⇒ lim
tf→∞
J ≈ 5852.2
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Figure 2.8. Minimum cost J for increasing tf .
CHAPTER 3
Optimal control in discrete-time LTI systems
3.1. Explicit representation
A discrete-time LTI system obeys to the following equation
(3.1)
{
xk+1 = Aˆxk + Bˆuk
x0 is given,
where Aˆ ∈ Rn×n and Bˆ ∈ Rn×m. For this class of systems, it is possible to find the
explicit representation of the sequence of states.
Lemma 3.1. The explicit representation of the system modeled by (3.1) is:
(3.2) ϕ(k, x0, u) = Φ(k)x0 + Γ(k)u = Aˆ
kx0 +
k−1∑
i=0
Aˆk−1−iBˆuk.
Proof. We prove it by induction. When k = 0 we get
ϕ(0, x0, u) = Aˆ
0x0 = x0,
as required by (3.1). Assuming (3.2) true for k, we prove it for k + 1, that is
ϕ(k + 1, x0, u) = Aˆϕ(k, x0, u) + Bˆuk
= Aˆ
(
Aˆkx0 +
k−1∑
i=0
Aˆk−1−iBˆuk
)
+ Bˆuk
= Aˆk+1x0 +
k−1∑
i=0
Aˆk−iBˆuk + Aˆ0Bˆuk
= Aˆk+1x0 +
k∑
i=0
Aˆk−iBˆuk,
as required. 
Thanks to the linearity of the system, in Equation (3.2) we can highlight both
the free evolution and the forced evolution:
Φ(k)x0 = Aˆ
kx0
Γ(k)u =
k−1∑
i=0
Aˆk−1−iBˆuk
3.2. Optimal control in a bounded interval
In linear discrete-time systems the cost is expressed in a similar fashion as in
continuous-time case (Equation (2.3) at page 8), by the following expression
(3.3) J =
1
2
SˆxN · xN + 1
2
N−1∑
k=0
(Qˆxk · xk + Rˆuk · uk + 2Pˆxk · uk),
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with Sˆ, Qˆ ∈ Rn×n, Rˆ ∈ Rm×m, and Pˆ ∈ Rm×n. We also require that Rˆ is positive
definite, Sˆ and Qˆ are positive semi-definite, and
(3.4) ∀xk ∈ Rn, uk ∈ Rm, 2Pˆxk · uk ≥ −
(
Qˆxk · xk + Rˆuk · uk
)
,
in order to have the overall weighting matrix
(3.5) Wˆ =
[
Qˆ PˆT
Pˆ Rˆ
]
,
positive semidefinite.
Notice that this expression of the cost, rather than the continuous-time case,
introduces also a weighted cost (matrix Pˆk) of the cross product with uk and xk.
In this case the (unknown) optimal control sequence is a sequence
{u0, . . . , uN−1} of N control inputs.
For finding the optimal input sequence {u0, . . . , uN−1} that minimizes the
cost (3.3) we propose a strategy based on the dynamic programming technique,
first introduced by Bellman [Bel57].
To apply this technique we define the so-called value function V (k, xk) defined
as follows.
Definition 3.2. For a given instant k and state xk of the system at the instant
k, the value function V (k, xk) returns the minimum cost of any possible trajectory
originating at the state xk at time k.
The following theorem provides the value function V for the problem of mini-
mizing the cost J of (3.3), when the state follows the discrete-time dynamics of (3.1).
Theorem 3.3. The value function V (k, xk) is
V (k, xk) =
1
2
Kˆkxk · xk,
with Kˆk ∈ Rn×n, symmetric, positive semi-definite and recursively defined by
(3.6){
KˆN = Sˆ
Kˆk = Qˆ+ Aˆ
T Kˆk+1Aˆ− (PˆT+ AˆT Kˆk+1Bˆ)(Rˆ + BˆT Kˆk+1Bˆ)−1(Pˆ+ BˆT Kˆk+1Aˆ),
and the optimal input at k is
uk = −(Rˆ+ BˆT Kˆk+1B)−1(P + BˆT Kˆk+1Aˆ)xk.
Proof. The proof is made by induction on k. We start from k = N and then
the perform the inductive step backward.
When k = N , we have to prove that V (N, xN ), that is the minimal cost of
of any trajectory originating from the state xN at time N , is equal to
1
2 SˆxN · xN .
This actually follows directly from the cost definition of (3.3), because when k = N
the sum is zero. Moreover from the hypothesis on Sˆ it follows also that KˆN is
symmetric and positive semidefinite.
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For the induction step, we assume the theorem true for k + 1 and we prove it
for k. From the definition of the value function V we must have
V (k, xk) = min
uk
V (k + 1,
xk+1︷ ︸︸ ︷
Aˆxk + Bˆuk)︸ ︷︷ ︸
cost from k + 1 on
+
1
2
Qˆxk · xk + 1
2
Rˆuk · uk + Pˆ xk · uk︸ ︷︷ ︸
cost at step k

(3.7)
V (k, xk) =
1
2
min
uk
{
Kˆk+1(Aˆxk + Bˆuk) · (Aˆxk + Bˆuk) + Qˆxk · xk
+ Rˆuk · uk + 2Pˆxk · uk
}
V (k, xk) =
1
2
min
uk
{
(Qˆ+ AˆT Kˆk+1Aˆ)xk · xk + (Rˆ + BˆT Kˆk+1Bˆ)uk · uk
+ 2(Pˆ + BˆT Kˆk+1Aˆ)xk · uk
}
.
(3.8)
If we differentiate the right hand side with respect to uk and we set this derivative
equal to zero, we find
(Rˆ + BˆT Kˆk+1Bˆ)uk + (Pˆ + Bˆ
T Kˆk+1Aˆ)xk = 0
(Rˆ + BˆT Kˆk+1Bˆ)uk = −(Pˆ + BˆT Kˆk+1Aˆ)xk
uk = −(Rˆ+ BˆT Kˆk+1Bˆ)−1(Pˆ + BˆT Kˆk+1Aˆ)xk.(3.9)
Notice that (Rˆ+ BˆT Kˆk+1Bˆ) is positive definite (hence invertible) because it is the
sum of the positive definite matrix Rˆ and the positive semidefinite matrix BˆT Kˆk+1Bˆ
(Kˆk+1 is positive semidefinite by inductive hypothesis).
By replacing the optimal input uk of (3.9) in (3.8) we find
V (k, xk) =
1
2
(
(Qˆ+ AˆT Kˆk+1Aˆ)xk · xk + (Pˆ + BˆT Kˆk+1Aˆ)xk · uk
)
V (k, xk) =
1
2
(
(Qˆ+ AˆT Kˆk+1Aˆ)xk · xk
− (PˆT + AˆT Kˆk+1Bˆ)(Rˆ + BˆT Kˆk+1Bˆ)−1(Pˆ + BˆT Kˆk+1Aˆ)xk · xk
)
Kˆk = Qˆ+ Aˆ
T Kˆk+1Aˆ
− (PˆT + AˆT Kˆk+1Bˆ)(Rˆ + BˆT Kˆk+1Bˆ)−1(Pˆ + BˆT Kˆk+1Aˆ),
as required by Equation (3.6).
We conclude by showing that Kˆk is symmetric because sum of symmetric ma-
trices. Also Kˆk is positive semidefinite, because for any xk ∈ Rn Kˆkxk · xk, that
is equal to 2V (k, xk), is the sum of two non-negative terms (as indicated in (3.7)):
the cost from instant k + 1 (non-negative by inductive hypothesis) and the cost at
step k (non-negative because of (3.4)).
Hence the theorem is proved. 
Equation (3.6) is called the discrete Riccati difference equation.
The following simple corollary provides the minimum cost J starting with an
initial state x0 at the first instant k = 0.
Corollary 3.4. The minimum cost from an initial state x0 is
J = V (0, x0) =
1
2
K0x0 · x0
where K0 is computed from the recursive equation (3.6).
Proof. The proof follows from Theorem 3.3, by setting k = 0. 
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3.3. Optimal control in unbounded intervals
In continuous-time systems, we showed that, as the final instant tends to in-
finity, the solution of the differential equation tends to a constant matrix K that is
the solution of the algebraic Riccati equation (2.24).
Since the discussion of the convergence of the recurrent matrix definition (3.6)
is out of the scope of this thesis (the interested reader can find more details in many
textbooks, for example, by Bittanti, Laub, and Willems [BLW91] or by Lancaster,
Rodman [LR95]), here we only discuss the simpler case of a scalar state.
3.3.1. The uni-dimensional case
Now we find the explicit solution to the very simple case of a scalar state x ∈ R
and a scalar input u ∈ R. Hence we assume A,B,Q,R, P, S ∈ R. By an opportune
multiplication we also assume, without loss of generality, that R = B = 1. In these
very simplistic hypothesis, Equation (3.6) becomes
(3.10)

KˆN = Sˆ
Kˆk = Qˆ+ Aˆ
2Kˆk+1 − (Pˆ + AˆKˆk+1)
2
1 + Kˆk+1
= f(Kˆk+1).
The function f can be more conveniently rewritten as
f(x) =
Qˆ− Pˆ 2 + (Qˆ+ Aˆ2 − 2Pˆ Aˆ)x
1 + x
=
Qˆ− Pˆ 2 + (Qˆ+ Aˆ2 − 2Pˆ Aˆ+ Pˆ 2 − Pˆ 2)x
1 + x
= Qˆ− Pˆ 2 + (Aˆ− Pˆ )2 x
1 + x
,
whose derivative is
(3.11) f ′(x) =
(
Aˆ− Pˆ
1 + x
)2
.
Now we derive some properties of f that will allow us to prove the convergence
of the sequence of (3.10). First of all f is continuous in R\{−1}. Also, from (3.11),
f is strictly increasing in R \ {−1}.
At x = 0
(3.12) f(0) = Qˆ− Pˆ 2 = det Wˆ ≥ 0,
from the positive semi-definitiveness of the Wˆ of (3.5). Since f is increasing in
[0,∞), from (3.12) it follows that
∀x ≥ 0, f(x) ≥ 0 ⇒ f([0,∞)) ⊆ [0,∞).
Moreover the limit of f as x tends to infinity is
lim
x→∞
f(x) = Qˆ− Pˆ 2 + Aˆ2 − 2Pˆ Aˆ+ Pˆ 2 = Qˆ+ Aˆ2 − 2Pˆ Aˆ.
Now we compute the fixed points of f . The fixed points are the solution of the
following equation
f(x) = x
Qˆ− Pˆ 2 + (Qˆ+ Aˆ2 − 2Pˆ Aˆ)x
1 + x
= x
x2 − (Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1)x− (Qˆ− Pˆ 2) = 0,
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whose solutions are:
λˆ1 =
(Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1) +
√
(Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1)2 + 4(Qˆ− Pˆ 2)
2
λˆ2 =
(Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1)−
√
(Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1)2 + 4(Qˆ− Pˆ 2)
2
.
Notice that, from the hypothesis that the matrix Wˆ of (3.5) is positive semidefinite,
it follows
(3.13) det Wˆ ≥ 0 ⇒ Q− P 2 ≥ 0 ⇒ λˆ1 ≥ 0, λˆ2 ≤ 0.
Figure 3.1 shows an example of the function f , when A = −4, Q = 4, R = 1,
and P = −1. In this case the limit of f to infinity is 12, and the two fixed points
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−5
0
5
10
15
20
x
x
f(x)
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Figure 3.1. The recurrent sequence.
are λˆ1 =
11+
√
133
2 ≈ 11.266 and λˆ2 = 11−
√
133
2 ≈ −0.2663.
With all these premises we can now state the main result regarding the con-
vergence of the recurrent sequence (3.10).
Theorem 3.5. The sequence (3.10) converges to the following value of Kˆ:
Aˆ = Pˆ ⇒ lim
k
Kˆ = Qˆ− Pˆ 2(3.14)
Qˆ = Pˆ 2 ∧ Sˆ = 0 ⇒ lim
k
Kˆ = 0(3.15)
Aˆ 6= Pˆ ∧ (Qˆ 6= Pˆ 2 ∨ Sˆ 6= 0) ⇒ lim
k
Kˆ = λˆ1(3.16)
Proof. If Aˆ = Pˆ then the recurrent definition of the sequence {Kˆk} becomes{
KˆN = Sˆ
Kˆk = Qˆ− Pˆ 2,
from which (3.14) follows directly.
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In the second case, from Qˆ = Pˆ 2 and Sˆ = 0, the definition of the sequence that
follows is {
KˆN = Sˆ = 0
Kˆk = (Aˆ− Pˆ )2 Kˆk+11+Kˆk+1 ,
which is constantly equal to 0. Hence (3.15) is proved.
Let us now investigate the third, and most interesting, case of (3.16). The first
step of the iteration has the following property
(3.17) f(Sˆ) = Qˆ− Pˆ 2 + (Aˆ− Pˆ )2 Sˆ
1 + Sˆ
> 0 ≥ λˆ2,
because both addenda are non-negative, while at least one of the two is strictly
positive for the hypothesis (3.16) and (3.13).
Now, we find useful to establish the condition under which f(x) ≥ x in (−1,∞)
(we are not interested in the study of f in (−∞,−1)).
f(x) ≥ x ⇔ Qˆ− Pˆ
2 + (Qˆ+ Aˆ2 − 2Pˆ Aˆ)x
1 + x
≥ x
⇔ x2 − (Qˆ+ Aˆ2 − 2Pˆ Aˆ− 1)x− (Qˆ− Pˆ 2) ≤ 0
⇔ x ∈ [λˆ2, λˆ1](3.18)
and, consequently, in (−1,∞)
f(x) ≤ x ⇔ x ∈ (−1, λˆ2] ∪ [λˆ1,∞).
We consider two subcases: (i) Sˆ ∈ [0, λˆ1] and (ii) Sˆ ∈ (λˆ1,∞).
In the first case (Sˆ ∈ [0, λˆ1]), since f is increasing in (−1,∞) (by observing its
derivative (3.11)), then
∀x ∈ [f(Sˆ),∞), f(x) ≥ f(f(Sˆ))
∀x ∈ (−1, λˆ1], f(x) ≤ f(λˆ1) = λˆ1,(3.19)
from which it follows
(3.20) f([f(Sˆ), λˆ1]) ⊆ [f(Sˆ), λˆ1].
Notice that from (3.19), we also have f(Sˆ) ≤ λˆ1, hence the interval [f(Sˆ), λˆ1] is not
empty.
When starting from Sˆ ∈ [0, λˆ1], from (3.20) it follows that the recurrent se-
quence {Kˆk} ⊆ [f(Sˆ), λˆ1]. Moreover, from (3.18) the sequence is always non-
decreasing. Hence {Kˆk} is convergent in [f(Sˆ), λˆ1], because non-decreasing and
upper bounded in a compact. Since, from (3.17) we have f(Sˆ) > λˆ2, then the
sequence converges to the only fixed point in [f(Sˆ), λˆ1], that is λˆ1.
In the second case of Sˆ ∈ (λˆ1∞), we proceed similarly. Since f is increasing in
(−1,∞), then
∀x ∈ (−1, Sˆ], f(x) ≤ f(Sˆ)
∀x ∈ [λˆ1,∞), f(x) ≥ f(λˆ1) = λˆ1,
hence
f([λˆ1, Sˆ]) ⊆ [λˆ1, Sˆ].
Since in this interval f is non-increasing (from (3.18)) then the sequence converges
to the only fixed point [λˆ1, Sˆ], that is λˆ1.
Hence the theorem is proved. 
CHAPTER 4
Optimal control in sampled continuous-time LTI
systems
4.1. The digital controllers
In Chapter 2 we examined the case of a continuous-time systems. In such a
class of systems the control input is applied continuously over time. However, today,
the large majority of controllers is implemented on digital computing devices.
In digital controllers a control algorithm reads the system state only at some
instants and holds the same constant input until the state is read again. This
scheme of control system, called sample and hold, is represented in Figure 4.1. The
control
algorithm
hold
{tk}k∈I
x
xk
x˙uuk
A
B
∫
Figure 4.1. Scheme of a linear system with a feedback loop on
the sampled state.
instants when the state is read and the input is applied are called the sampling
instants, which are represented by a sequence {tk}k∈I . The set I of indexes is
discrete. From a sequence of sampling instants we only require that:
(1) t0 = 0, meaning that we call “0” the instant when the first sample is read;
(2) each instant follows the preceding one, ∀k ∈ I, tk+1 > tk;
In addition, depending on the nature of the observation interval we require that
(1) if the observation interval is [0, tf ], then I = {0, 1, . . . , N − 1}, we require
tN−1 < b and we set artificially tN = tf ;
(2) if the observation interval is [0,∞), then I = N and we require that the
instants span over all the observation interval limk tk =∞.
Often we represent a sequence {tk}k∈I by the values that separates two con-
secutive instants that are called interarrivals τk. Clearly the sequence of sampling
instants {tk}k∈I and the sequence of interarrivals {τk}k∈I are in one-to-one corre-
spondence thanks to the following relationships{
t0 = 0
tk =
∑k−1
i=0 τi k ≥ 1,
τk = tk+1 − tk ∀k ∈ I.
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Hence, for example, the interarrivals {τk} = {2, 4, 3, 6, . . .} are also used to
denote the sequence of sampling instants {tk} = {0, 2, 6, 9, 15, . . .}.
The standard sampling technique is the periodic sampling. In this case the
sampling instants are set such that
τk = τ tk = k τ,
where τ is called sampling period or, simply, period.
Nonetheless other sampling techniques are possible and will be investigated in
this chapter.
We denote the state sampled at tk by xk = x(tk). Hence from a sequence of
sampling instants we derive the sequence of sampled states {xk}k∈N. The control
algorithm, based on the sampled state xk computes the input uk to control the
system.
The system, however, still evolves in continuous time, i.e. according to (2.2) at
page 7. In fact, we have
∀t ∈ [tk, tk+1] x(t) = eA(t−tk)xk +
∫ t−tk
0
eA(t−tk−s)B ds uk,
or more compactly
(4.1) ∀t ∈ [tk, tk+1] x(t) = Φ(t− tk)xk + Γ(t− tk)uk,
by setting
Φ(t) = eAt, Γ(t) =
∫ t
0
eA(t−s)dsB.(4.2)
Notice that if A is invertible then Γ can be also written as
Γ(t) = A−1(eAt − I)B.
Equation (4.1) allows to write the dynamics of the sampled states, that is:
xk+1 = x(tk+1) = Aˆkxk + Bˆkuk,
where we set
Aˆk = Φ(τk)
Bˆk = Γ(τk),
which describes a discrete-time linear time-variant system. Notice that in the spe-
cial case of periodic system, the system becomes time-invariant.
4.2. Optimal control
Since the system to be controlled has a continuous dynamics (while the con-
troller is discrete), its cost is expressed by the same Equation (2.3) of the continuous-
time systems. If, for example, we consider the cost in an interval up to the N -th
sampling instant tN , then the cost is
(4.3) J =
1
2
SxN · xN + 1
2
∫ tN
0
(Qx · x+Ru · u)dt.
In this case, however, the control input u has to be determined only at the sampling
instants {tk} because it is held constant until the next sample. Hence the Euler-
Lagrange method of Chapter 2 is not applied.
If we split the integral of the cost in all the interval where the input is constant,
we find ∫ tN
0
(Qx · x+Ru · u) dt =
N−1∑
k=0
∫ tk+1
tk
(Qx · x+Ru · u) dt.
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Thanks to the equation (4.1) of the system dynamics, the integral into the sum can
be rewritten as∫ tk+1
tk
(Q(Φ(t− tk)xk + Γ(t− tk)uk) · (Φ(t− tk)xk + Γ(t− tk)uk) +Ruk · uk) dt =∫ τk
0
(Q(Φ(t)xk + Γ(t)uk) · (Φ(t)xk + Γ(t)uk) +Ruk · uk) dt =
Qˆkxk · xk + Rˆkuk · uk + 2Pˆkxk · uk,
where we defined
Qˆ(τ) =
∫ τ
0
ΦT (t)QΦ(t) dt Qˆk = Qˆ(τk)(4.4)
Rˆ(τ) = τR +
∫ τ
0
ΓT (t)QΓ(t) dt Rˆk = Rˆ(τk)(4.5)
Pˆ (τ) =
∫ τ
0
ΓT (t)QΦ(t) dt Pˆk = Pˆ (τk),(4.6)
hence, by also setting Sˆ = S we can rewrite the cost of Eq. (4.3) as
J =
1
2
SˆxN · xN + 1
2
N−1∑
k=0
(Qˆkxk · xk + Rˆkuk · uk + 2Pˆkxk · uk)
that is the standard quadratic cost of a time-variant discrete-time system (compare
with (3.3) at page 21).
Following the analogous minimization strategy of dynamic programming adopt-
ed in the time-invariant case [Bel57], we can state the following theorem.
Theorem 4.1. The optimal input sequence {u0, . . . , uN−1} is
(4.7) uk = −T−1k Hkxk,
with Kˆk ∈ Rn×n, symmetric, positive semi-definite and defined by the following
backward recurrent expression
(4.8)
{
KˆN = Sˆ
Kˆk =Wk −HTk T−1k Hk,
with Wk, Tk, and Hk defined as
(4.9)
Wk = Qˆk + Aˆ
T
k Kˆk+1Aˆk
Tk = Rˆk + Bˆ
T
k Kˆk+1Bˆk
Hk = Pˆk + Bˆ
T
k Kˆk+1Aˆk.
The minimum cost achieved for the optimal input sequence is
(4.10) J =
1
2
Kˆ0x0 · x0.
Proof. The proof is analogous to the one of Theorem 3.3 at page 22. It follows
by replacing syntactically in that proof Qˆ, Rˆ, Pˆ , Aˆ, and Bˆ with Qˆk, Rˆk, Pˆk, Aˆk,
and Bˆk respectively. 
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4.2.1. Examples of periodically sampled systems
To show the application of the optimal control in sampled continuous-time
systems, we propose an example. For the purpose of comparing with the continuous-
time system, we choose the same plant that we adopted in the example of Section 2.5
described by Equation (2.31), that we recall below
(4.11) A =
 1 12 0−12 1 0
1 0 2
 B =
 40
0
 ,
with the same boundary condition of (2.32), that are x(0) = e1 and tN = 1. We
assume the same cost matrices of (2.34), that are
(4.12) Q = 0 S = 105I R = I.
We remind that these matrices will make the final state very small.
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Figure 4.2. Optimal input and state evolution with 2 samples.
If we set N = 2 (only two samples), the final instant tN equal to the final
instant tN = 1 of the continuous-time example, and the two samples equally spaced
(τ0 = τ1 =
1
2 ), then resulting evolution of the state and the optimal control are
depicted in Figure 4.2. In this case the final state achieved at tN is
x(tN ) ≈
 0.168060.08845
0.64398

with an overall cost is J ≈ 4.59 · 104. It can be noticed that with only two control
inputs u0 and u1 the final state approaches zero anyway. Also, in correspondence
to the sudden switch of the input u at time t1 =
1
2 , we can notice a discontinuity
in the first derivative of x1 and in the second derivative of x2, in accordance with
the matrix B that is equal to e1.
If we add more samples, the input and the state evolution becomes closer to
the optimal continuous-time case (compare with Figure 2.7 at page 18).
In Figure 4.3 we show the input and the state in the case with N = 10 periodic
samples separated by τ = tN10 . In this case we achieve a cost J ≈ 0.60572 and a
final state of about 10−6 on each component.
For the same settings, Figure 4.4 reports the input and the state, when the
number of periodic samples in the interval [0, 1] is increased to 50. In the figure
we also plot, by a dashed black line, the optimal input uop for the continuous time
model (the same of Figure 2.7). It can be noticed that the input u of the sampled
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Figure 4.3. Optimal input and state evolution with 10 samples.
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Figure 4.4. Optimal input and state evolution with 50 samples.
model is very close to uop. When the number of samples is 50 the achieved cost is
J ≈ 0.5546 and each component of the final state is about 10−6. The cost of the
continuous-time case is only slightly smaller J ≈ 0.55272.
The results of these three experiments are summarized in Table 4.1.
N ‖x(tN )‖ J
2 6.714 · 10−1 4.59 · 104
10 5.5403 · 10−5 0.60572
50 5.3744 · 10−5 0.5546
Table 4.1. Cost and state when tN = 1.
We conclude these examples by showing the dependency of the cost as a function
of the sampling period. In Figure 4.5, we plot by black dots the cost when the final
instant is tN = 1 and the sampling period is equal to an integer fraction of the
final instant tN . We plot by a thick gray line, the minimum cost achieved in the
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unbounded interval [0,∞) for different values of sampling periods. The upper part
of the figure is plot in log scale, while the lower part is plot in linear scale.
As one would probably expect, the cost of periodically sampled systems tends
to the continuous-time cost as the period tends to zero. Later in Section 4.3 we
will show that the Riccati discrete equation tends indeed to the continuous-time
Riccati differential equation, as the period tends to zero.
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Figure 4.5. The cost J as function of the sampling period.
For this particular system we also highlight a resonant behavior when the sam-
pling period is an integer multiple of the natural periodicity of the system (see
Eq. 2.33) T2 ≈ 0.2618. These results are in accordance to a classic result of infor-
mation theory (this result is associated to Kotelnikov [Kot33] in Russian speaking
countries, while it is called Shannon sampling theorem [Sha49] in western coun-
tries), that we report below.
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Theorem 4.2. If a function x(t) contains no frequencies higher than 1
τ
hertz,
it is completely determined by giving its ordinates at a series of points spaced τ2
seconds apart.
The fundamental ideas behind this theorem also appeared earlier in the work
by Whittaker [Whi15].
In the next section we are analyzing the periodic sampling in greater detail.
4.3. Periodic sampling
In this section we assume that the cost we want to minimize extends on the un-
bounded interval [0,∞) and that we are applying the periodic sampling with period
τ . The problem of finding the best sampling period has been widely investigated
in the literature, for example by A˚stro¨m [A˚st63] and by Melzer, Kuo [MK71].
Since we are going to investigate the dependency of the cost on the period τ ,
below we compute the Taylor approximation of the functions Φ, Γ, Qˆ, Rˆ, and Pˆ
(of Equations (4.2), (4.4)–(4.6)) in a neighborhood of any τ (for small h).
(4.13)
Φ(τ + h) = eAτI +AeAτh+ o(h)
Γ(τ + h) = Γ(τ) + eAτBh+ o(h)
Qˆ(τ + h) = Qˆ(τ) + eA
T τQeAτh+ o(h)
Rˆ(τ + h) = Rˆ(τ) + (R+ ΓT (τ)QΓ(τ))h + o(h)
Pˆ (τ + h) = Pˆ (τ) + ΓT (τ)QeAτh+ o(h).
First we prove that, as the period tends to zero the difference Riccati equa-
tion (4.8) tends to the differential Riccati equation (2.11). For this purpose we
use only the first order approximation of (4.13). Since the iteration in (4.8) runs
backward, we set
Kˆk+1 = K Kˆk = K − K˙h.
Then, the first order approximation of the other expressions in (4.8) are
Qˆ(h) = Qˆ(0) +Qh+ o(h) = Qh+ o(h)
ΦT (h)KΦ(h) = K + (ATK +KA)h+ o(h)
Pˆ (h) + ΓT (h)KΦ(h) = BTKh+ o(h)
Rˆ(h) + ΓT (h)KΓ(h) = Rh+ o(h).
Finally by replacing these expressions in (4.8), we find
K − K˙h = Qh+ (K + (ATK +KA)h)− (BTKh)T (Rh)−1(BTKh) + o(h)
K˙h = −Qh−ATKh−KAh+KBR−1BTKh+ o(h),
from which we find exactly the Riccati differential equation (2.11), as h tends to
zero.
4.3.1. The optimal period
As indicated in Figure 4.5, the cost function J may have local minima for
sampling periods that are far from the period of natural oscillation of the system.
Here we investigate these periods.
When the observation interval is [0,∞), the sequence (4.8) converges to a fixed
point Kˆ(τ) that satisfies the following discrete algebraic Riccati equation.
(4.14) Kˆ(τ) =W (τ) − (H(τ))T (T (τ))−1H(τ),
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with W , T , and H defined in (4.9). Notice that in periodic sampling all τk are
equal each other, hence we drop the index k from all notations.
In this case the cost is
J(τ) =
1
2
Kˆ(τ)x0 · x0
and its derivative is
dJ
dτ
=
1
2
(
˙ˆ
K(τ)x0) · x0,
from which it follow that either x0 = 0 (a trivial case in which both state and input
are constantly equal to zero) or that
˙ˆ
K(τ)x0 must be orthogonal to x0.
Now we differentiate (4.14) with respect to the period τ . First we state the
following lemma that will be useful for computing the derivative of the inverse of a
matrix.
Lemma 4.3. Let A : R → Rn×n be invertible and differentiable at t. Then
d
dt
(A−1) = −A−1A˙A−1.
Proof. In a small neighborhood of t we have
A(t+ h) = A+ A˙h+ o(h)
A−1(t+ h) = A−1 +Xh+ o(h),
with X ∈ Rn×n our unknown derivative of A−1 at t. From the definition of inverse
of a matrix we must have
I = (A+ A˙h)(A−1 +Xh) + o(h) = I + (A˙A−1 +AX)h+ o(h)
from which, at h tends to zero, it follows that we must have
A˙A−1 +AX = 0 ⇒ X = −A−1A˙A−1.
Notice that also the product of the approximations of A and a−1 in the other
order returns the identity matrix. In fact,
(A−1 −A−1A˙A−1h)(A+ A˙h) = I + (A−1A˙−A−1A˙A−1A)h+ o(h) = I + o(h)
that concludes the proof of the lemma. 
To lighten the notation we do not report explicitly the dependency on the
period τ . First we differentiate the expressions W , T , and H of (4.9) with respect
to the period τ
dW
dτ
=
˙ˆ
Q+ Φ˙T KˆΦ+ ΦT
˙ˆ
KΦ+ ΦT KˆΦ˙
= ΦTQΦ+ATΦT KˆΦ + ΦT
˙ˆ
KΦ+ ΦT KˆΦA
dT
dτ
=
˙ˆ
R+ Γ˙T KˆΓ + ΓT
˙ˆ
KΓ + ΓT KˆΓ˙
= R+ ΓTQΓ +BTΦT KˆΓ + ΓT
˙ˆ
KΓ + ΓT KˆΦB
dH
dτ
=
˙ˆ
P + Γ˙T KˆΦ+ ΓT
˙ˆ
KΦ+ ΓT KˆΦ˙
= ΓTQΦ+BTΦT KˆΦ + ΓT
˙ˆ
KΦ+ ΓT KˆΦA
Hence by differentiating both sides of (4.14) with respect to τ and applying
Lemma 4.3, we find
(4.15)
˙ˆ
K = W˙ − H˙TT−1H +HTT−1T˙ T−1H −HTT−1H˙.
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For a given period τ , the matrix
˙ˆ
K(τ) can be found from the implicit relation-
ship of (4.15). A candidate optimal period is such that
˙ˆ
K(τ)x0 · x0 = 0. Putting
all together we can find local minima of the cost J .
In a neighborhood of τ = 0, Melzer and Kuo [MK71] showed that
(4.16) Kˆ(τ) = K +X
τ2
2
+ o(τ2),
with K being the solution of the continuous-time algebraic Riccati equation (2.24)
and X the second order derivative of Kˆ(τ) in 0, that is the solution of the following
equation
(AT −KBR−1BT )X +X(A−BR−1BTK)+
1
6
(AT −KBR−1BT )KBR−1BTK(A−BR−1BTK) = 0
Melzer and Kuo [MK71] also proved that such a solution is positive semidefinite.
This result is in accordance to the experimental results plotted in Figure 4.5, where
the cost is shown to have a minimum at τ = 0.
4.4. Non-periodic sampling
As stated in Theorem 4.1, the overall cost when the optimal sequence is applied
is
J =
1
2
Kˆ0x0 · x0,
where Kˆ0 is derived by the recurrent equation (4.8).
Now we suppose that the interarrivals in {τ0, . . . , τN−1} can take any value (not
necessarily all equal each other as in the periodic case) and we investigate whether
the release of this constraint can lead to an improvement of the solution.
First we propose an example. For the same plant described by (4.11) and
the same cost coefficients of (4.12), we set the initial state x0 = e1 and the final
observation instant tN = 0.2. Then we computed the optimal control for τ0 and τ1
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Figure 4.6. Cost as a function of τ0 and τ1.
varying in [0, tN ] and setting τ2 = tN − τ0 − τ1. Figure 4.6 reports the cost as a
function of τ0 and τ1.
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For this example, we achieve the minimum cost when τ0 ≈ 0.02794, τ1 ≈
0.03275, and consequently τ2 = tN − τ0 − τ1 ≈ 0.13931. The value of the cost is
J ≈ 2.154431, while for the periodic sampling τ0 = τ1 = τ2 = tN3 the achieved cost
is J ≈ 2.4626.
In Figures 4.7 and 4.8 we report the state evolution and the optimal input of
the periodic case and the non-periodic case respectively. It can be noticed that in
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Figure 4.7. Optimal periodic sampling.
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Figure 4.8. Optimal non-periodic sampling.
the optimal non-periodic sampling, it is more convenient to sample earlier, when
the state is larger. This allows an earlier reduction of the cost.
These results motivate a further investigation of non periodic sampling instants
that may lead to a cost that is lower than the in the periodic case.
The problem of finding the best sampling sequence is stated as follows
(4.17)
given A,B,Q,R, S, x0, N, tN
minimize J =
1
2
Kˆ0(τ0, . . . , τN−1)x0 · x0
subject to
N−1∑
k=0
τk = tN
τk ≥ 0
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with Kˆ0 defined in (4.8).
We look for stationary points of the problem (4.17) by the Lagrange’s multi-
pliers method. For this purpose we define the function
L = J + µ(tN −
N−1∑
k=0
τk)
from which, by differentiating with respect to any τk, we find
∂J
∂τk
=
1
2
∂Kˆ0
∂τk
x0 · x0 = µ ∀k
The matrix Kˆ0 depends on all τk’s according to (4.8). Let us now differentiate
the recurrent equation with respect to any τh:
h < k ⇒ ∂Kˆk
∂τh
= 0,
because Kˆk depends only on the current and the future sampling intervals
{τk, τk+1, . . . , τN−1}.
Now we derive both sides of (4.8) using Lemma 4.3. Below we use again the
more compact notation of (4.9)
∂Kˆk
∂τh
=
∂Wk
∂τh
−
(
∂Hk
∂τh
)T
T−1k Hk +H
T
k T
−1
k
(
∂Tk
∂τh
)
T−1k Hk −HTk T−1k
∂Hk
∂τh
,
while the partial derivatives ofWk, Tk, and Hk, according to the definition of (4.13),
are
∂Wk
∂τk
= AˆTkQAˆk +A
T AˆTk Kˆk+1Aˆk + Aˆ
T
k Kˆk+1AˆkA
= AˆTkQAˆk +A
T (Wk − Qˆk) + (Wk − Qˆk)A
∂Wk
∂τh
= AˆTk
∂Kˆk+1
∂τh
Aˆk when h > k
∂Tk
∂τk
= R+ BˆTk QBˆk +B
T AˆTk Kˆk+1Bˆk + Bˆ
T
k Kˆk+1AˆkB
= R+ BˆTk QBˆk +B
T (Hk − Pˆk)T + (Hk − Pˆk)B
∂Tk
∂τh
= BˆTk
∂Kˆk+1
∂τh
Bˆk when h > k
∂Hk
∂τk
= BˆTk QAˆk +B
T AˆTk Kˆk+1Aˆk + Bˆ
T
k Kˆk+1AˆkA
∂Hk
∂τh
= BˆTk
∂Kˆk+1
∂τh
Aˆk when h > k.
Unfortunately finding analytically the stationary points of J seems difficult.
We implemented instead an gradient descent algorithm for finding the solution of
the minimum problem (4.17). Next we report some experimental results.
4.4.1. Example of optimal non-periodic sampling sequence
In this example we consider again the same system of (4.11). We set the
following weighting matrices
Q = I R = I,
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and we set S equal to the solution of the continuous-time algebraic Riccati equa-
tion (2.24) (at page 13), that in this case is
(4.18) S = K∞ ≈
 7.4832 · 10−1 3.2467 4.2192 · 1013.2467 4.4868 · 101 5.6182 · 102
4.2192 · 101 5.6182 · 10−2 7.1204 · 103

As we discussed in Section 2.3, this choice makes the solution of the Riccati differ-
ential equation constantly equal to K∞ and, consequently, the state evolution with
the optimal continuous-time input is
x(t) = x0e
(A+BL)t
L = −R−1BTK∞
while the optimal input is
u = Lx.
In this example, we also set x0 = e1 as initial state at t = 0 and we set the final
instant tN = 2.
For these settings we computed the optimal sampling instants (without the pe-
riodicity constraint) for a number of sampling instants N ∈ {2, 4, 8, 16, 32, 64, 128}.
Figures 4.9–4.15 reports the optimal input of the continuous-time controller (in
dashed black) and the optimal input for varying values of N (in solid black).
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Figure 4.9. Optimal sequence with 2 samples.
To better highlight the density of samples, in Figures 4.16–4.22, for each number
of samples, we plot a dot at the point (tk, Nτk) (we recall that tk =
∑k−1
i=1 τi). We
also draw an horizontal dashed line at the level tN that represents the periodic
sampling (that is τ = tN
N
). In these figures we choose to normalize by multiplying
by N to ease the comparison for different numbers of samples.
Now we analyze the cost that is achieved for each sampling strategy. In
Eq. (4.16) we showed that, when the observation interval is [0,∞), as the pe-
riod tends to zero the cost tends to the continuous-time cost with a speed of τ2.
Motivated by this result, we argue that with a finite observation interval [0, tN ] the
discrete-time cost tends to the cost of the continuous-time case with N−2.
Hence for each value of N that we simulated, we compare the achieved cost
of the optimal sampling with the continuous-time one. We indicate by Jcont the
cost of the continuous-time case, and Jopt(N) the minimum cost achieved for the
optimal sampling sequence. For the purpose of comparison we also compute the
cost Jper(N) of a periodic sampling sequence with N samples.
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Figure 4.10. Optimal sequence with 4 samples.
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Figure 4.11. Optimal sequence with 8 samples.
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Figure 4.12. Optimal sequence with 16 samples.
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Figure 4.13. Optimal sequence with 32 samples.
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Figure 4.14. Optimal sequence with 64 samples.
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Figure 4.15. Optimal sequence with 128 samples.
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Figure 4.16. Sampling density with 2 samples.
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Figure 4.17. Sampling density with 4 samples.
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Figure 4.18. Sampling density with 8 samples.
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Figure 4.19. Sampling density with 16 samples.
42 4. OPTIMAL CONTROL IN SAMPLED CONTINUOUS-TIME LTI SYSTEMS
0
1
2
3
0.5 1 1.5 20
n
o
rm
a
li
ze
d
se
p
a
ra
ti
o
n
(N
τ k
)
time (tk)
Figure 4.20. Sampling density with 32 samples.
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Figure 4.21. Sampling density with 64 samples.
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Figure 4.22. Sampling density with 128 samples.
In Table 4.2 we report the normalized cost distance to the continuous-time case,
for both the optimal sampling and the periodic one. We expect that, for large N ,
the normalized cost distance of the optimal sampling is such that
(4.19)
Jopt(N)− Jcont
Jcont
≈ coptN−2.
The same applies to the cost of the periodic sampling, that is
(4.20)
Jper(N)− Jcont
Jcont
≈ cperN−2.
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N copt cper
2 16.2272 264.286
4 35.7433 1051.82
8 7.17104 1236.31
16 11.1771 48.6215
32 8.51999 39.5868
64 8.46879 37.9245
128 8.10435 37.5358
256 — 37.4402
512 — 37.4164
Table 4.2. Multiplicative constant copt as N grows, tN = 2.
4.5. Quantization-based sampling
For large N , we observed an interesting relationship with the derivative of the
optimal input of the continuous-time case. The relationship with the derivative
suggests the following approach:
(1) to compute the optimal continuous-time input u from the classic Riccati
differential equation (2.11);
(2) to find a close approximation of u with N constants.
This approach has the advantage of being computationally simpler than finding
the optimal sequence from scratch. We need then to investigate the cost of the
produced sampling sequence.
This problem is very well studied under the name of quantization. Quanti-
zation was first introduced in signal processing problem [Llo82] for the purpose
of approximating functions with piecewise constant functions. More sophisticated
results consider the quantization of stochastic processes [Coh04].
The problem is formalized as follows
(4.21)
given u,N, t0, tN
minimize Y =
N−1∑
k=0
∫ tk+1
tk
‖u(t)− uk‖2 dt.
Without loss of generality, t0 is assumed equal to zero.
In this problem the unknowns are the constants {u0, . . . , uN−1} to approximate
the function u, as well as the intermediate instants {t1, . . . , tN−1}. If we differentiate
the cost Y with respect to uk we find
∂Y
∂uk
= −2
∫ tk+1
tk
(u − uk) dt,
from which, if we se this partial derivative equal to zero,
(4.22)
∫ tk+1
tk
(u − uk) dt = 0 ⇒ uk = 1
tk+1 − tk
∫ tk+1
tk
u dt.
Equation (4.22) is quite intuitive: it asserts that uk must be the average value of
u in [tk, tk+1]. Now we observe that the integral of the cost over [tk, tk+1] can be
rewritten as: ∫ tk+1
tk
‖u− uk‖2 dt =
∫ tk+1
tk
(‖u‖2 − 2u · uk + ‖uk‖2) dt
=
∫ tk+1
tk
‖u‖2 dt− (tk+1 − tk)‖uk‖2
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and the overall cost Y becomes
Y =
N−1∑
k=0
(∫ tk+1
tk
‖u‖2 dt− (tk+1 − tk)‖uk‖2
)
=
∫ tN
0
‖u‖2 dt−
N−1∑
k=0
(
1
tk+1 − tk
∥∥∥∥∫ tk+1
tk
u dt
∥∥∥∥2
)
=
∫ tN
0
‖u‖2 dt−
N−1∑
k=0
(tk+1 − tk)‖uk‖2
Now we differentiate Y with respect to tk, with k = 1, . . . , N − 1. We find
∂Y
∂tk
= − ∂
∂tk
(
1
tk+1 − tk
∥∥∥∥∫ tk+1
tk
u dt
∥∥∥∥2
)
− ∂
∂tk
 1
tk − tk−1
∥∥∥∥∥
∫ tk
tk−1
u dt
∥∥∥∥∥
2

= − 1
(tk+1 − tk)2
∥∥∥∥∫ tk+1
tk
u dt
∥∥∥∥2 + 2u(tk) · uk + 1(tk − tk−1)2
∥∥∥∥∥
∫ tk
tk−1
u dt
∥∥∥∥∥
2
− 2u(tk) · uk−1
= −‖uk‖2 + 2u(tk) · uk + ‖uk−1‖2 − 2u(tk) · uk−1
= ‖uk−1 − u(tk)‖2 − ‖uk − u(tk)‖2
Starting from the optimal input u of the continuous-time system, we imple-
mented a gradient descent algorithm for finding the sequence {tk} and the in-
put value {uk} that solve the problem (4.21). As N tends to infinity it is well
known [SG86, GL99] that the limit density of the optimal solution of (4.21) is
σ = c‖u˙‖ 23 ,
with an opportune scaling constant c.
Now we compute the cost Jq achieved with this sampling scheme. Similarly as
in (4.19), (4.20), we set cq such that
Jq(N)− Jcont
Jcont
≈ cqN−2.
In Table 4.3 we report the values of cq for varying N .
N copt cper cq
2 16.2272 264.286 492.892
4 35.7433 1051.82 962.408
8 7.17104 1236.31 2297.46
16 11.1771 48.6215 523.043
32 8.51999 39.5868 136.282
64 8.46879 37.9245 67.9892
128 8.10435 37.5358 36.9268
256 — 37.4402 32.7537
512 — 37.4164 35.5915
Table 4.3. Multiplicative constant cq as N grows, tN = 2.
We observe that the cost with the sampling scheme based on the quantization
is considerably high. It is actually comparable with the periodic sampling. We
must in fact remember that in the quantization we minimize the cost Y of (4.21),
while the cost of the control is given by the classic J of (4.10). The construction
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of the quantization-based samples was inspired by considerations on the optimal
input u only, without paying any attention to the cost J .
To fix this problem we propose a last sampling technique.
(1) We compute the optimal continuous-time input u from the classic Riccati
differential equation (2.11) and its closest approximation with a piecewise
constant function, as in the previously described method.
(2) We discard the values of the constant {uk}, and we use the sequence of
samples {τk} to compute the optimal input that minimizes the cost J .
Notice that these optimal inputs can be computed by a straightforward
application of (4.7), (4.8).
This technique should have the benefit of being fast, since it is based on the solution
of the simpler problem (4.21) rather than (4.17). Moreover its cost should be lower
than the cost Jq achieved by the pure quantization, since the input values {uk}
are determined optimally, from a given sequence of samples that is optimal for the
quantization problem.
We call JqUopt the cost achieved in this method and in accordance with previous
analysis we set cqUopt such that
JqUopt(N)− Jcont
Jcont
≈ cqUoptN−2,
and we report in Table 4.4 its value, for varying N , together with copt, cper, cq that
correspond to the optimal sampling, the periodic sampling, and the quantization-
based sampling respectively.
N copt cper cq cqUopt
2 16.2272 264.286 492.892 278.977
4 35.7433 1051.82 962.408 376.274
8 7.17104 1236.31 2297.46 60.2763
16 11.1771 48.6215 523.043 25.9615
32 8.51999 39.5868 136.282 21.7932
64 8.46879 37.9245 67.9892 26.1419
128 8.10435 37.5358 36.9268 26.2933
256 — 37.4402 32.7537 29.7069
512 — 37.4164 35.5915 34.6012
Table 4.4. Multiplicative constant cqUopt as N grows, tN = 2.
In Figure 4.23 we provide a graphical representation of the same values reported
in Table 4.4. The values are reported in logarithmic scale.
An interesting behavior that we like to highlight is that the cost of all the
sampling scheme has a maximum around N = 8. In fact, since tN = 2 in this case,
for this number of samples the sampling separation is close to the resonance period
that is approximately 0.2618.
4.6. Utilization of computing resource
In Figure 4.5 we showed that in sampled continuous-time systems the minimum
cost is achieved as the sampling tends to zero. However, in a well posed problem
should also have a constraint or a cost also as period is small, otherwise the solution
of the minimum cost problem will be to adopt the continuous-time controller (with
τ = 0).
In digital controllers, that are the vast majority, this constraint on the sam-
pling period comes indeed from the computing device. In fact digital controllers
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Figure 4.23. Cost for different sampling schemes.
are implemented by software task that samples the state at the sampling instant,
computes the control law (here modeled by the function ℓ) and applies the control.
Usually these activities are run by a microprocessor. In the simplest possible model
of the computation, we can imagine that all these activities from the sampling to
the actuation, take c units of time. Hence if c > τ then the duration of the control
task is longer than the separation between two consecutive activations. This leads
to a clearly impractical solution.
To measure the computing resource required by a periodic controller, whose
period is τ we introduce its utilization u that is
(4.23) u =
c
τ
Hence a necessary condition for the feasibility of a controller is that u ≤ 1.
If the controller is not periodic, then we cannot use (4.23) to measure the
amount of required resource. In this section we will show how to measure the
amount of consumed resource for non-periodic controllers.
First we set some assumptions on any generic sequence of sampling instants
{tk}. We restrict our attention only to sampling sequences with
s1
def
= inf
j
{tj+1 − tj} = inf
j
{τj} > 0,(4.24)
S1
def
= sup
j
{tj+1 − tj} = sup
j
{τj} <∞.(4.25)
In fact, if (4.24) is violated then we would allow two consecutive instants to be
arbitrarily close each other, preventing so the computation of any control law in
between. If (4.25) is violated then we admit two consecutive sampling instants to
be separated by an arbitrary amount. In this condition the evolution of the plant
state is not controlled for an increasing duration of time and we want to avoid this
situation.
Below we explain how the amount of resource is defined for any kind of sequence
of sampling instants that is not necessarily periodic. When the sequence is not
periodic it is important to extract what is the maximum requirement of computing
resource. This is especially important in critical systems (avionics, automotive,
medical equipments,. . . ). In fact, in such a system, a wrong prediction of the
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consumed resources can lead to catastrophic consequences, including the loss of
lives.
For this reason, it is convenient to extract from the sampling instants the,
so-called, worst-case sequence.
Definition 4.4. Given a sequence of sampling instants, we define the worst-
case sequence as follows
(4.26) sk = inf
j
{tk+j − tj} = inf
j

j+k−1∑
i=j
τi
 k = 1, 2, . . .
Basically sk is the smallest sum of k consecutive interarrivals.
Lemma 4.5. The worst-case sequence {sk}k≥1 is superadditive, that is
sn+m ≥ sn + sm
Proof. By definition
sn+m = inf
j
{tn+m+j − tj} = inf
j
{tn+m+j − tm+j + tm+j − tj}
≥ inf
j
{tn+m+j − tm+j}+ inf
j
{tm+j − tj} = sn + sm
as required. 
Thanks to a result attributed to Fekete [Fek23] we can assert an interesting
property of superadditive sequences (we derive our independent proof of this result
because the original proof required sophisticated arguments).
Theorem 4.6 (by Fekete [Fek23]). For any superadditive sequence {sk}k≥1,
it exists the limit
lim
k→∞
sk
k
= sup
sk
k
Proof. For any value of m (later we will show how to choose it), by euclidean
division we can always write
(4.27) n = dm+ r 0 ≤ r ≤ m− 1
From the hypothesis of superadditivity of {sk}, we have
sn = sdm+r ≥ sdm + sr ≥ dsm + sr ⇒ sn
n
≥ d
n
sm +
1
n
sr
From (4.27) we have
d
n
=
1
m
− r
nm
which allows us to rewrite the lower bound for sn
n
as
(4.28)
sn
n
≥ d
n
sm +
1
n
sr =
sm
m
− 1
n
( r
m
sm − sr
)
≥ sm
m
− 1
n
max
r
{ r
m
sm − sr
}
Now the proof changes depending on the finiteness of sup sk
k
. If sup sk
k
< ∞,
we apply the definition of limit of a sequence to a finite value. Hence we have to
prove that
∀ε > 0, ∃n ∈ N, ∀n ≥ n − ε < sup sk
k
− sn
n
< ε
The first inequality is trivial: from the definition of sup
sup
sk
k
− sn
n
≥ 0 > −ε
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The second inequality requires more efforts. From the definition of sup, it exists
some m such that
(4.29)
sm
m
> sup
sk
k
− ε
2
We choose the smallest possible m. Since m is the minimum among those ones
satisfying (4.29), we have
(4.30)
sm
m
≥ sr
r
0 ≤ r ≤ m− 1
For such value of m we have
(4.31) sup
k
sk
k
− sn
n
<
sm
m
+
ε
2
− sn
n
We choose
(4.32) n ≥ 2
ε
max
r
{ r
m
sm − sr
}
Notice that (4.30) implies that the max in (4.32) is greater than or equal to zero.
Then ∀n ≥ n, Equation (4.31) can be further upper bound by using the inequal-
ity (4.28)
sup
k
sk
k
− sn
n
<
sm
m
+
ε
2
− sn
n
≤ ε
2
+
1
n
max
r
{ r
m
sm − sr
}
≤ ε
because of the choice of n according to (4.32). This concludes the proof of the case
sup sk
k
<∞.
If instead, sup sk
k
=∞, we have to prove that limn snn =∞, that is
∀M > 0, ∃n ∈ N, ∀n ≥ n sn
n
> M
We choose the smallest m such that
sm
m
> M +
ε
2
for some small ε > 0. Notice that, due to the choice of m, (4.30) holds again. If we
select again n according to (4.32), then from (4.28) we have
sn
n
≥ sm
m
− 1
n
max
r
{ r
m
sm − sr
}
≥ sm
m
− ε
2
> M +
ε
2
− ε
2
=M
which concludes the proof also for the case with sup sk
k
= ∞ and hence the whole
theorem is proved. 
Since the sequence {sk}k∈N defined by (4.26) is superadditive, then is it quite
natural to define an equivalent notion of period also for a non-periodic sequences.
Definition 4.7. Given a sequence of sampling instants {tk}k∈N, we define its
asymptotic period τ as
τ
def
= lim
k
sk
k
Theorem 4.6 asserts that the limit exists, hence this is a good definition. We
observe that in the special case of periodic sampling the asymptotic period coincides
with the sampling period. In fact
τk = τ ⇒ tk = kτ ⇒ sk = kτ ⇒ lim
k
sk
k
= τ
Conditions (4.24) and (4.25) implies that the asymptotic period is finite and
non-zero, as shown in the next Lemma.
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Lemma 4.8. Given a sequence of sampling instants {tk}k∈N, then
τ ≥ s1 > 0
τ ≤ S1 <∞
Proof. First we observe that
sk = inf
j
{tk+j − tj} = inf
j
{
k−1∑
i=0
τj+i
}
Hence sk can be lower and upper bounded as follows
sk = inf
j
{
k−1∑
i=0
τj+i
}
≥
k−1∑
i=0
inf
j
{τj+i} = k s1
sk ≤ inf
j
{
k−1∑
i=0
sup
i,j
{τj+i}
}
= inf
j
k S1 = k S1
from which it follows
τ = lim
k
sk
k
≥ lim
k
k s1
k
= s1 > 0
τ = lim
k
sk
k
≤ lim
k
k S1
k
= S1 <∞
because of the assumptions (4.24) and (4.25) on two consecutive instants. 
Two sequences with the same asymptotic period τ can be indeed very differ-
ent. Hence it is not appropriate to represent a sampling sequence by the only
asymptotic period. For example, the sequences {τk}k∈N represented by the in-
terarrivals {8, 8, 8, 8, 8, 8, . . .} and {4, 12, 4, 12, 4, 12, . . .} have the same asymptotic
period τ = 8.
The classic way to differentiate among them can be to add the minimum and
maximum separation s1 and S1 to the asymptotic period τ to represent syntheti-
cally a sequence. Usually, in real-time literature, the differentiation among these
values is called jitter [But04]. The effect of jitter in control systems is widely
studied [MFRF01, CLE+04].
However, following this method the two sequences with intersamples
{4, 12, 4, 12, 4, 12, . . .} and {4, 4, 4, 12, 12, 12, . . .} have the same representation (τ =
8, s1 = 4, and S1 = 12). For this reason we introduce the following definition.
Definition 4.9. Given a sequence of sampling instants {tk}k∈N, we define its
burstiness β as
(4.33) β
def
= sup
k
{
k − sk
τ
}
The burstiness β is defined, starting from the worst-case sequence sk. Next
lemma provides an interpretation of β into the sequence of sampling instants
{tk}k∈N
Lemma 4.10.
(4.34) β = sup
k,j∈N
{
k − tk+j − tj
τ
}
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Proof.
β = sup
k
{
k − sk
τ
}
= sup
k
{
k − infj{tk+j − tj}
τ
}
= sup
k
{
k +
supj{−tk+j + tj}
τ
}
= sup
k,j
{
k − tk+j − tj
τ
}
as required. 
In Equation (4.34), the supremum is performed on all the pairs of instants that
are separated by k intervals and starts with at the jth instant.
The two sequences {4, 12, 4, 12, 4, 12, . . .} and {4, 4, 4, 12, 12, 12, . . .} have the
same asymptotic period τ = 8. However they have a burstiness value β respectively
equal to 12 and
3
2 respectively. Other sequences with the same period τ = 8 and
burstiness β = 12 are {4, 8, 8, 8, 8, 8, . . .}, {6, 6, 8, 10, 10, 6, 6, 8, 10, 10, . . .}
Below we provide some properties of the burstiness β of a sequence.
Lemma 4.11. Given a sequence {tk}k∈N, let β be its burstiness. Then
β ≥ 0
Proof. When k = 0, then k − tk+j−tj
τ
= 0. Hence
0 ∈
{
k − tk+j − tj
τ
: k, j ∈ N
}
⇒ β = sup
k,j∈N
{
k − tk+j − tj
τ
}
≥ 0
as required. 
In some sense the burstiness β measures the “deviation” from a periodic sam-
pling sequence. In fact we have
Lemma 4.12. A sampling sequence is periodic if and only if its burstiness β
is equal to 0.
Proof. If a sampling sequence is periodic with period τ , then tk = kτ . Hence
∀k, j ∈ N, k − tk+j − tj
τ
= k − (k + j)τ − jτ
τ
= 0
and from the definition of β, it follows that β = 0.
On the other hand, let us suppose by contradiction that a sequence is periodic
and has β > 0. Then it exists some k and j with
k − tk+j − tj
τ
= c > 0 ⇒ tk+j − tj = (k − c)τ
hence tj and tk+j are separated by a quantity that is strictly less than kτ contra-
dicting the periodicity. 
4.6.1. Schedulability analysis
The motivation for extracting the period τ and the burstiness β from any
sampling sequence finds its justification if the “schedulability analysis”.
The schedulability analysis is applied to a set of tasks to be executed on a
computing device (for example, a processor) to test whether or not all tasks can
execute without violating the deadline constraints. While the exposition of the
techniques used in the schedulability analysis is beyond the scope of this work (the
interested reader can find a good reference in the book by Buttazzo [But04]) we
find useful to recall here some salient aspects.
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The first step of any schedulability analysis is to compute the demand of a
task [LSD89, BHR90] that is, informally speaking, a function w(t) that returns
the maximum amount of work that is required in any interval of length t. If a task
is simply periodic, this function is a simple step function with a step every period.
Figure 4.24 shows an example of demand function w(t) of a periodic task.
1
2
3
4
0 τ 2τ 3τ 4τ
t
w(t)
Figure 4.24. Demand of a periodic task.
If the task is not periodic, its demand is computed from the most dense sce-
nario of activation [Gre93, AS04, VMB08]. This scenario is represented by the
sequence {sk}k∈N as previously defined in Definition 4.4 at page 47. In this case
the steps occurs only at a value of sk.
β
1
2
3
4
0 s1 s2 s3 s4
t
w(t)
Figure 4.25. Demand of a non periodic task.
Figure 4.25 shows an example of the demand of a non-periodic task. From
the figure it is also evident the interpretation of the asymptotic period τ and the
burstiness β of a non-periodic sequence. In fact the demand w(t) can be bounded
from above by the linear function β + t
τ
. The possibility of deriving a linear upper
bound of the demand is a desirable feature since
(1) it can allow the improvement of the efficiency of the schedulability anal-
ysis [BMR90];
(2) it can enable a more sophisticated analysis called “network calculus”
[Cru91a, Cru91b, LBT01, CT05].
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4.6.2. Minimum cost with a constraint on computation
As highlighted throughout all this thesis, the more computational resource
we provide to the controller the better performance (lower cost) we expect. For
example, in Figure 4.5 we showed that the cost decreases with the sampling period.
In digital controllers it is however unfeasible to assign an extremely small pe-
riod, because the processor that is executing it will result in an overload condi-
tions. Moreover in Section 4.4 we deeply investigated the possibility of sampling
non-periodically. The additional amount of computational resource required by a
non-periodic sampling sequence, compared with a periodic one, has been captured
by the β factor defined in (4.33). Ideally, the cost should account for the amount
of consumed resource, meaning that the problem to be solved should be
(4.35)
given A,B,Q,R, S, x0, N, τ
minimize J =
1
2
Kˆ0(τ0, . . . , τN−1)x0 · x0 + U({τk})
subject to
N−1∑
k=0
τk = Nτ
τk ≥ 0
where U({τk}) is a function that returns the computational cost of a given sampling
sequence {τk}.
One problem in the formulation of the problem (4.35), is that the cost function
is the sum of two terms with a different semantics. The selection of an opportune
multiplicative constant for U seems quite arbitrary. Hence we decide to account
for the amount of consumed computational resource of a sequence in a constraint
rather than in the cost function. Hence the resulting problem formulation is the
following
(4.36)
given A,B,Q,R, S, x0, N, τ, β
minimize J =
1
2
Kˆ0(τ0, . . . , τN−1)x0 · x0
subject to
N−1∑
k=0
τk = Nτ
j+k−1∑
i=j
τi ≥ τ(k − β) j = 0, . . . , N − 1, k = 1, . . . , N − j
τk ≥ 0.
If we compare this problem with (4.17), we can notice that we inserted the
additional constraint with β that measures the deviation from periodicity. In fact,
from (4.34), it follows that any sampling sequence feasible for the problem (4.36),
cannot have a burstiness higher that β. We expect that the minimum cost is
decreasing with β, for the simple reason that the feasible region grows with β (we
allow a higher burstiness).
We conclude by showing some experiments. We selected the same plant of (4.11)
with the initial condition x0 = e1 and final instant tN = 2. The weighting matrices
Q, and R are the identity and the matrix S is the solution of the algebraic Riccati
equation (the value of S is reported in (4.18).
We set N = 8. In Figure 4.26 we plot the cost coefficient copt, as defined
in (4.19), for β from 0 to 1. When β = 0 we are in the periodic case and the
cost is higher. As we increase β the cost decreases until the solution found is not
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Figure 4.26. Cost coefficient copt for varying burstiness β, when
N = 8.
constrained by β. Clearly increasing even more β has no effect on the quality of
the solution found.
4.7. Conclusions
We have analyzed in depth the problem of cost minimization in the context of
sampled-time linear time-invariant (LTI) systems. First we have studied the classic
case of the periodic sampling. Then we investigated the amount cost reduction that
is possible to achieve by breaking the hypothesis of periodicity of the samples.
We computed the gradient of the cost that enables a search for the optimal
sequence. We implemented a gradient descent method to find a minimum (that is
not guaranteed to be the global minimum, however).
We investigated other strategies for sampling based on the well studied problem
of quantization. Unfortunately these approaches do not seem promising.
As the number N of samples approaches infinity, the quantization problem has
a limit density for the samples equal to
σ = c‖u˙‖ 23 .
It is still an open question, whether a similar result can be demonstrated for the
sampling sequences that minimize the cost of the control.
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