Abstract-In wideband cognitive radio (CR) networks, spectrum sensing is an essential task for enabling dynamic spectrum sharing, but entails several major technical challenges: very high sampling rates required for wideband processing, limited power and computing resources per CR, frequency-selective wireless fading, and interference due to signal leakage from other coexisting CRs. In this paper, a cooperative approach to wideband spectrum sensing is developed to overcome these challenges. To effectively reduce the data acquisition costs, a compressive sampling mechanism is utilized which exploits the signal sparsity induced by network spectrum under-utilization. To collect spatial diversity against wireless fading, multiple CRs collaborate during the sensing task by enforcing consensus among local spectral estimates; accordingly, a decentralized consensus optimization algorithm is derived to attain high sensing performance at a reasonable computational cost and power overhead. To identify spurious spectral estimates due to interfering CRs, the orthogonality between the spectrum of primary users and that of CRs is imposed as constraints for consensus optimization during distributed collaborative sensing. These decentralized techniques are developed for both cases of with and without channel knowledge. Simulations testify the effectiveness of the proposed cooperative sensing approach in multi-hop CR networks.
I. INTRODUCTION

S
PECTRUM sensing is a critical task for cognitive radio (CR) networks that adopt dynamic spectrum access under primary-secondary user hierarchy to improve network spectrum utilization [1] . The sensing goal is for secondary CRs to quickly identify the spectrum occupancy of both primary users (PUs) and other CRs as well, in order to facilitate the utilization of temporally idle spectral holes, while at the same time strictly protect PUs' transmission and avoid harmful interference among CRs. Individual CRs may choose from a range of well-developed spectral estimation and detection techniques, such as matched filter detection, energy detection, and feature detection [1] . However, sensing on a per-CR basis is quite susceptible to wireless channel fading [2] . To reduce the probability of interfering with PUs, collaborative sensing that exploits the built-in spatial diversity among multiple CRs stands out as an effective approach to alleviate the problem of corrupted detection as well as the hidden terminal problem. Further, as the number of cooperating CRs increases, the effective signal-to-noise ratio (SNR) may increase proportionally, which can alleviate the sensing burden and cost of individual CRs.
To enable cooperative sensing in a wideband CR network, several major challenges need to be overcome. First, spectrum sensing over a wide frequency band incurs high signal-acquisition costs due to the limitations of current analog-to-digital hardware technology. Very high sampling rates are required by conventional spectral estimation methods which have to operate at or above the Nyquist rate. Second, conventional cooperation schemes require a fusion center that collects measurements from all CRs and makes centralized sensing decisions [3] , which may incur high communication costs and render the entire network vulnerable to node failure. Third, spatially distant CRs might not be ideally synchronized to stay silent during the sensing stage. As a result, each CR perceives not only the common spectral components from primary users but also individualized spectral innovations arising from emissions of other CRs or interference in its local one-hop region. These CR-dependent spectral innovation components complicate the task of user cooperation for PU detection.
This paper develops a decentralized cooperative sensing approach to effectively address the above issues. At individual CRs, the compressive sampling technique is applied to estimate the spectrum of wideband signals at reduced signal sampling and acquisition costs [4] , [5] . This idea stems from the recognition that the signal spectrum in a CR network is inherently sparse-a fact motivating dynamic spectrum access at the outset due to the low spectrum utilization by active radios. For a sparse signal, recent advances in compressive sampling have demonstrated it can be accurately recovered from a linear sampler operating at a sub-Nyquist sampling rate, provided that the sampling matrix satisfies certain restricted isometry property (RIP) [6] , [7] . For example, an analog-to-information converter (AIC) utilizes uniform sampling at a reduced rate (with respect to the Nyquist rate) to recover sparse signals accurately [8] . In a distributed CR network, we let CRs perform compressive sampling individually to collect reduced-rate samples, and possibly make local estimation and decision on the spectrum occupancy of the network. Network-wide, the small number of compressed samples collected at individual CRs, or their local decisions, will be fused to reach global sensing decisions with enhanced accuracy.
When it comes to data fusion, there are two primary implementation options: centralized and decentralized fusion. In centralized implementation, all local samples or decisions are sent to a fusion center to make high-resolution sparse signal recovery and global decisions on the spectrum occupancy. Collaborative compressed sensing schemes using a fusion center are presented [9] , [10] . The performance can be globally optimal, but the power costs in transmitting local information to the fusion center and conveying global decisions back to the CRs can be high. Besides, the network is not robust to node failure. Alternatively, a decentralized implementation is quite attractive for its low communication overhead and robustness to node and link failure. Here, each CR only communicates with its neighboring CRs within a short one-hop range to reduce the transmission power consumed during sensing, and the exchanged information percolates over the network through multiple rounds to reach global convergence. Upon convergence, all CRs will have obtained the fused sensing results, in the absence of a fusion center. Using these basic operations, several decentralized spectrum sensing schemes have been developed in combination with consensus techniques [11] - [14] . Most of these decentralized algorithms adopt a simple consensus averaging technique [15] , where the average value of all the local spectrum decisions is computed in a decentralized manner and taken as the global decision [11] , [12] . For global optimization of a linear regression problem, the consensus optimization framework can be used to reach a fused global decision by jointly processing all local measurements, subject to a set of extra constraints enforcing consensus among the decisions of neighboring nodes [17] . The fusion results of consensus optimization typically outperform the consensus averaging of local decisions, at the expense of increased network overhead in computation and communication. This framework is adopted in [13] to develop cooperative spectrum sensing solutions for CR networks which are sparse in both the power spectral density (PSD) and the spatial locations of the primary transmitters. Different from all aforementioned works, our proposed cooperative sensing scheme compresses the signal in the time domain rather than the PSD domain to reduce the data acquisition cost, achieves global optimization iteratively in a decentralized manner, and effectively imposes a single consensus-enforcing constraint per CR to save computation and expedite convergence [14] . The convergence of the iterative scheme is proved analytically.
In addition to the aforementioned development, this paper is particularly concerned with multi-hop CR networks featuring CR-dependent spectral innovations, which have not been treated in the literature for cooperative spectrum sensing. Existing work assumes that all CRs stay silent such that only the PUs are emitting power during spectrum sensing [3] , [14] . This practice facilitates user cooperation, but renders low throughput and thus inefficient spectrum utilization, in addition to imposing stringent requirements on synchronization among all CRs. As shown in Fig. 1 , primary users typically transmit at high power and hence can be heard by all CRs, giving rise to the common sparse spectrum support perceived by each CR's sensing unit. Meanwhile, we allow CRs to possibly transmit data at low power, which form a multi-hop CR network. Due to the multi-hop nature, a CR during the sensing stage may be subject to distinct spectral emissions from sources within its local area, such as other coexisting CRs in the transmission mode, mistimed cooperative CRs in the sensing mode, or local interference. These individually received spectral components, termed as spectral innovations, are sparse, but complicate the cooperative task of detecting the common spectrum support of PUs. Similar signal models with sparse innovations are discussed in [18] and [19] for other signal processing applications, but truly decentralized fusion solutions are lacking. In this paper, we deal with this issue by letting each CR estimate the common spectrum of PUs and its own spectral innovation in an alternating manner, and exchange proper information with neighboring CRs to reach global fusion and consensus on the estimated PUs' spectrum. The spectral orthogonality between PUs and CRs is utilized to improve the spectral estimation accuracy.
The rest of the paper is organized as follows. The signal model and the spectrum sensing problem of interest are explained in Section II. In Section III, a compressive sampling approach is presented to enable high-resolution signal recovery at sub-Nyquist sampling rates. Section IV develops a decentralized consensus optimization solution to cooperative sensing, which is proven to converge globally via only one-hop local information exchange. Section IV incorporates the treatment of local spectral innovations in the decentralized cooperative sensing framework for primary user detection. Corroborating simulation results are presented in Section V to show the effectiveness of the proposed compressed sensing and distributed fusion techniques, followed by concluding remarks in Section VI.
II. SIGNAL MODELING AND PROBLEM STATEMENT
Consider a multi-hop CR network in which PUs and CRs can emit power simultaneously provided that CRs do not cause harmful interference to PUs. The occupied spectrum by the PUs are termed common spectrum, while those due to other CRs or local interference are termed spectral innovation components. A slotted frequency segmentation structure is adopted, in which the entire wideband spectrum is divided into non-overlapping narrowband subchannels (also known as slots) centered at . The locations of these slots are apparently known, but their PSD levels are unknown and dynamically varying, depending on whether they are occupied or not in a particular time and geographical area. Those temporarily idle subchannels are termed spectral holes and are available for opportunistic spectrum access by CR users.
Suppose that there are active primary users whose transmitted signals are denoted by , . The secondary network consists of CR users. The received signal at CR is given by (1) where is the signal component received from all primary users ( denotes convolution),
is the channel gain of the link from the th PU transmitter to the th CR receiver, is the received signal from other CRs and interference in the local one-hop region, and is additive white Gaussian noise. The overall channels over the entire wide band are highly frequency selective, but the channel gains on the slotted narrowband subchannels are flat and invariant during each sensing time window.
To reflect the discretized signal frequency response on the subchannels, -point discrete Fourier transform (DFT) are taken on . Collecting the frequency-domain samples into an vector, and writing every term in discrete version, we have (2) where is an diagonal channel matrix, and , , , and are the complex-valued frequency-domain discrete versions of , , , and , respectively. When the multiple-access scheme adopted in the primary network allows different PUs to overlap on the same channels, we let denote the signal vector for PUs' transmitted spectrum of interest, and denote the corresponding channel matrix at the th CR receiver, . When PUs occupy non-overlapping channels such as in frequency division multiple access (FDMA), there is at most one active PU transmitter on each channel, which means that the channel occupancy can be described by an signal vector and the corresponding channel matrices are of size , . In both cases, (2) can be concisely written as (3) Given (3), the spectrum sensing task boils down to estimating the common transmit-spectrum from the PUs and the CR-dependent spectral innovations , . Such spectrum estimation hinges on the channel state information (CSI) . Alternatively, the CRs might not be interested in the values of the signal spectrum itself, but simply want to know which of the subchannels is unoccupied. This becomes a spectrum detection problem, aiming at determining the binary spectrum occupancy states and of primary users and interference innovations, respectively. Without loss of generality, the ensuing paper assumes FDMA for the primary network, which means that is of length and shares the same nonzero support as . Specifically, or 0 depending on or , indicating whether is occupied by a PU or not. In essence,
indicates the nonzero support of . Similarly expresses the nonzero support of , , indicating whether CR experiences interference on the th subchannel or not, . The spectrum detection problem can be solved in the absence of CSI, because the transmitted spectrum shares the same nonzero support as the individually received spectrum , provided that the channel does not experience deep fades and hence does not have zero diagonals [14] .
III. DISTRIBUTED COMPRESSED SPECTRUM SENSING
This section develops decentralized fusion solutions to cooperative compressed sensing. The consensus optimization framework is adopted for global optimality, and the simple consensus averaging technique is incorporated to design consensus constraints for fast convergence.
For clear exposition, we start with the case that all CRs are silent and only PUs are active during the sensing stage. Hence, and the signal model in (3) reduces to , . Depending on whether has been acquired or not, we can use the same sampling and reconstruction method to recover either the transmitted spectrum for spectrum estimation and detection, or the received spectrum for detection of the spectrum support [14] . To accentuate on the design principles of decentralized sensing fusion, this paper first assumes known channel knowledge of in Sections III-A-III-C, which is an often adopted assumption in the CR literature on cooperative sensing [3] . Channel estimation can be done possibly through both data-aided and non-dataaided algorithms [20] , [21] , but this step is not the focus of this paper. Later in Section III-D, solutions to cooperative sensing in the absence of the channel knowledge will be presented.
A. Compressive Sampling
The first step in compressive spectrum sensing is to compress and collect time-domain samples at individual CR receivers. To this end, we utilize a compressive sampling matrix at each CR to collect a time-domain sample vector from , as follows: (4) where the vector is the discrete-time representation of at the Nyquist sampling rate . The average sampling rate is now , where is chosen to induce strong compression, but for accurate recovery, shall be larger than the spectrum sparsity order determined by the occupied channel bandwidth with respect to the total bandwidth [4] , [7] . The actual data acquisition is done via analog linear filtering implementing (4), without having to acquire the Nyquist samples . There are many options for , such as the random on-off sampler in [4] and the analog-information-converter (AIC) in [8] . The AIC effectively reduces the sampling rate by attractive uniform-rate sampling.
Note that , where is the -point discrete Fourier transform (DFT) matrix. Defining , the compressive sample vector is related to the high-resolution transmitted spectrum of interest as follows: (5) Because the spectrum utilization by PUs is low, the unknown vector is sparse, with only a small number of nonzero elements. Its sparsity can be measured by the -norm , for , where yields the exact sparsity order [7] . Equation (5) presents a linear regression problem whose unknown signal is sparse. Following the sparse signal recovery techniques in [6] , [7] , can be reconstructed by solving an -regularized least squares problem at CR as follows: (6) where the -norm minimization term enforces sparsity and is a positive scalar weighting coefficient balancing the bias-variance tradeoff [7] . This formulation is also known as the LASSO algorithm for solving a sparse linear regression problem [22] . In the presence of measurement noise, the recovery is approximate, and the estimation error level depends on the sampling matrix, the compression ratio and the signal sparsity order indicated by the -norm . Without delving into the details, it is helpful to know that a random sampling matrix, such as the AIC, can recover the unknown with high probability in both noise-free and noisy case, for adequate [6] .
The formulation in (6) is also applicable in the absence of CSI, in which case the received spectrum is sparse as well, and can be recovered locally at CR from the compressive samples similar to (6), as follows:
In the presence of multiple cooperating CRs, two options for data fusion arise: 1) Decision Fusion: each CR reconstructs or locally via (6) or (7) from compressed measurements , and the network fuses the local decisions into a global decision, either by averaging the local estimates of or by taking a majority vote from the local binary decisions on (decided from the nonzero support of the estimated or by thresholding [14] ); 2) Measurement Fusion: the sparse signal is not reconstructed at local CRs, but is jointly recovered from all CR measurements , in either a centralized or decentralized manner. This paper focuses on optimal measurement fusion, which offers larger cooperation gain than the simpler decision fusion [14] .
B. Consensus Optimization for Cooperative Sensing Fusion
The next step is to perform cooperative sensing by fusing to obtain a global estimate of the sparse common spectrum . When a fusion center is present to collect all compressed measurements, can be recovered from the following -regularized least squares (LS) formulation: (8) Compared with (6), the second term now consists of leastsquares terms based on measurements from all CRs, where the weights reflect the relative noise-resilience quality of corresponding compressive samples and reflects the tradeoff in noise resilience versus signal sparsity. It is typically to set , . This centralized fusion formula yields globally optimal solution by incorporating the linear measurement equations from all CRs, but is apparently costly to implement. The fusion center needs to not only collect all measurements, but also know the sampling matrices and channel matrices of all CRs. In addition, there are least-squares terms in the objective function, which causes high computational load when the number of cooperating CRs is large.
To overcome the implementation drawbacks of centralized fusion, we use only local communications among one-hop neighbors for cooperation, and accordingly develop a distributed sensing algorithm to estimate the spectrum. Let each CR keep a local copy of the common PU spectrum . Via user cooperation and fusion, these CRs seek to consent on their local copies via consensus optimization [17] . Let be an undirected connected graph depicting the connectivity of the multi-hop CR network, where CRs form the set of vertices , and each edge connects an unordered pair of distinct nodes within one-hop neighborhood. Let denote the set of one-hop neighbors of CR and define , . Different from (8), each CR locally performs the following consensus optimization [13] , [17]:
where is the (tentative) local estimate of CR , . In (9), only one least-squares term is imposed in the objective function for the local measurements only; in addition, linear constraints are imposed in (9b) to enforce consensus between CR and its one-hop neighbors. In solving (9), these equality constraints will be implemented by minimizing the Euclidean distances between and . The local estimate of each CR will be communicated to its neighbors, and multiple rounds of consensus optimization will be performed to update the local estimates and percolate them through the network until convergence [17] . Upon convergence, all CRs will have consented on the same global estimate of as that in (8) . A decentralized implementation of (9) can be slow in convergence, when the number of consensus-enforcing constraints in (9b) is relatively large. To expedite convergence and reduce computational load, we combine all the consensus constraints through linear weighting, and replace (9b) by a single constraint as follows [14] : (10) Here, is a weighting coefficient associated with the edge . Since edges are undirected, we have , . When , (10) essentially forces the local copy to consent with a weighted average of all neighboring decisions, a step reminiscent of the updating formula in the decentralized consensus averaging technique [15] . However, the goal therein [15] is to compute the average value of multiple measurements, whereas (10) is employed here to impose a consensus constraint for the optimization problem in (9) . Nevertheless, we can follow the guideline in consensus averaging to choose the weights . Let us set for any and form a weighting matrix whose th element is . We adopt the practice in [15] by adhering to , where is the all-one vector. An option suggested in [15] is the Metropolis-Hastings weight set, defined as
C. Decentralized Implementation via the Alternating Direction Method of Multipliers
We now present an iterative decentralized implementation of the optimization formulation expressed by (9a) and (10) . The augmented Lagrangian function of this formulation is [17] (12) where and are the Lagrangian and augmented Lagrangian multipliers of the consensus-averaging constraint in (10), respectively. The Lagrangian term is imposed to guarantee that (10) be satisfied via setting , and the augmented Lagrangian term associated with is added for numerical stability [16] , [17] . Let denote the tentative spectral estimate of CR at the iteration index . Applying the alternating direction method of multipliers (ADMoM) [16] , each CR updates by iteratively solving (13) where the multipliers are updated using a gradient-based iteration (14) The iterative steps in (13) and (14) constitute a decentralized compressed spectrum sensing scheme, which is summarized in Algorithm 1. At the beginning of the iteration, each CR has collected from its neighbors , and uses them to update the local multiplier vector via (14) . It proceeds to solve the quadratic optimization problem in (13) that yields the updated local estimate . All CRs update locally in the same manner, communicate the sparse estimates to their one-hop neighbors, and then move on to the next iteration, until convergence.
Algorithm 1 Decentralized Compressed Spectrum Sensing and Fusion
Initialization: Each CR samples locally at a sub-Nyquist rate to collect , sets and empirically, and initializes local spectrum estimate and local multiplier vector , . Set the maximum number of iterations allowed, and a small value as the tolerable deviation in convergence.
Iteration: repeat
All CRs update and via (14) and (13), ;
All CRs broadcast to their one-hop neighbors in , . Increase by 1. until or Decision: Upon convergence, each CR obtains the globally fused spectrum estimate , . It can also make binary spectrum occupancy decision on via thresholding: , , where is set to a small value corresponding to the tolerable false alarm rate.
The updating and broadcasting operations during iterations do not have to be synchronous among all CRs, as long as CRs actively participate in an "almost cyclic" pattern [16] . The convergence of Algorithm 1 is proved in the Appendix.
D. Spectrum Occupancy Estimation in the Absence of CSI
In the absence of the CSI , decentralized cooperation for sensing PUs' spectrum occupancy is challenging, because CRs cannot recover the common transmitted spectrum individually and then consent on their estimates. To bypass this difficulty, we seek to directly recover the spectrum occupancy vector of PUs, which is a binary version of with the same nonzero support; cf. Section II. Collaborative estimation of is possible, because it shares the same spare structure as the received spectrum at individual CRs, , as long as the channel gains are nonzero. Capitalizing on this key observation, next we develop a collaborative sensing solution that converges to the same sparse structure for the received spectrum estimates, rather than converging to the same estimate of the transmitted spectrum. Define , , which are channelindependent. The received signal model in (5) can be rewritten as (15) Apparently, at individual CRs, the received spectrum can be recovered from the local compressive samples as in (7). To enforce cooperation, we note that all share the same sparse structure as and , which means that the th element of all these vectors , corresponding to the th subchannel, are either all zeros or all nonzero as a group, even though the nonzero values can be different. Apparently, treating as a group, , the received spectrum vectors exhibit group sparsity due to low spectrum utilization of the primary network. A linear regression problem with group sparsity can be solved by the group LASSO technique [23] , which is specialized to our sensing problem as follows: (16) Here, the second least squares term reflects the measurement equations in (15) , while the first term is in fact an -norm term enforcing group sparsity [23] . Essentially, it groups the spectrum estimates on the same channels together through the -norm, and then minimizes the -norm over the groups such that the number of groups/channels taking on nonzero values is small.
To design a decentralized implementation of (16), we note that the second least-squares term in (16) is separable with respect to the individual CRs, but the first term couples all CRs. The consensus optimization framework cannot be directly adopted, because there are no common unknowns to consent on. To decouple the objective function, let us introduce vectors and whose th elements are defined as Essentially, collects the average received energy of all CRs on the th channel, and excludes the contribution from CR . Our idea is to update in a distributed manner using consensus averaging technique, and at the same time optimize locally through a decoupled version of the minimization problem in (16) .
Specifically, in an iterative manner, each CR maintains a local copy of the common term at the iteration index . Through one-hop communications, this CR has collected the quantities from its neighbors , and has available its own tentative estimate of the sparse spectrum . At , each CR first performs consensus averaging to tentatively update to become [15] , as follows: (17) where the weights are chosen according to (11) . Accordingly, the contributions from other CRs to the sum received energy per channel at , that is, , , can be calculated as (18) Now, each of the CRs can update its local decision by solving a localized formulation based on (16), as follows: (19) After the received spectrum is updated, the average energy term can be updated accordingly (20) Then, CR broadcasts its local to its one-hop neighboring CRs , so that the neighbors can use it to update their decisions on and at the next step. Each iteration goes through (17)- (20) for all CRs, during which percolates through the network until convergence. Upon convergence, each CR will have reached to the same average value , . Evidently, is the average received energy on the th channel, which can be used to detect spectrum occupancy via simple thresholding:
, where is chosen according to the desired false alarm rate. This decision is made locally at each CR based on the same converged . It is worth emphasizing the performance advantage of (19) over (7) in cooperative sparse signal recovery. In (19) , each CR imposes norm on the total energy of all users, and hence tends to select the same sparse structure of nonzero spectrum support as other CRs. In contrast, (7) results in sparse estimates of the received spectra that might have different nonzero supports among CRs. Because CRs jointly identify the common sparse structure and recover individual received spectra in (19) , it outperforms the separate approach of first recovering individual spectra and then estimating the common spectrum occupancy.
IV. DISTRIBUTED COOPERATIVE SENSING IN THE PRESENCE OF SPECTRAL INNOVATIONS
This section extends the decentralized cooperative sensing scheme in Section III to incorporate the treatment of sparse spectral innovations. As in (3), the received signal contains contributions from both the transmitted spectrum of primary users and the spectral innovation from interference, both of which are sparse vectors due to low network spectrum utilization.
Using the same compressive sampling strategy as in (4), each CR collects linear samples at a sub-Nyquist rate, yielding (21) Compared with (5), (21) has an extra CR-dependent innovation term contributed from . In order to estimate and detect the spectrum occupancy of primary users, the impact of needs to be removed from the compressive samples , which complicates the sensing task both at individual CRs and during user cooperation.
Our strategy for cooperative sensing is to recover and in an alternating manner. Users individually recover the sparse innovations via sparse signal recovery, remove them from the measurements, and then collaboratively fuse the adjusted measurements from all CRs to recover the sparse common spectrum via consensus optimization as in Section III. During the alternating procedure, it is important to separate the common spectrum support from CR-dependent innovations. In view of the primary-secondary hierarchical structure for spectrum access, we recognize that the subchannels occupied by primary users and interfering CRs are non-overlapping, suggesting orthogonality between and in the noise-free case, that is, (22) This prior knowledge, when being incorporated properly into the estimation problems, is helpful to improve the estimation accuracy and alleviate the false alarms in the detection of the primary transmitted spectrum . It helps to avoid misclassifying a local interference as a PU if it is tested to be not common to all CRs.
With (22), we now develop the consensus optimization formulation for fusion estimation on . Suppose that a tentative local innovation estimate is available at each CR. CR recovers its local copy from the following -regularized least squares formulation:
Here, (23b) removes the impact of spectral innovation, (23c) enforces consensus with one-hop neighbors, and (23d) mitigates spurious estimates of the common spectrum support due to innovations. Similar to (12) , the augmented Lagrangian function of (23) is given by (24) where is the additional augmented Lagrangian multiplier for the orthogonality constraint (23d). Let denote the tentative spectrum estimate of CR at the iteration index . Applying the ADMoM similar to (13) and (14), at the iteration index , each CR sets and , and updates the sparse common spectrum and the multiplier as follows:
After updating , the sparse spectral innovation can be recovered and updated in a similar manner after removing the impact of from the compressive sample vector , as follows:
Putting together, we reach a new iterative procedure for decentralized collaborative compressed sensing in the presence of sparse spectral innovations, as tabulated in Algorithm 2.
Algorithm 2 Decentralized Compressed Spectrum Sensing with Sparse Innovation Support
Initialization: Each CR samples locally at sub-Nyquist rates to collect , sets scalars , and , and initializes local common and innovation spectrum estimates and the local multiplier vector , . Set the maximum number of iterations allowed, and a small value for tolerable deviation in convergence. Iteration: Set iteration index . repeat All CRs update , and via (26), (25) and (28) respectively, ; All CRs broadcast the sparse common spectrum to their one-hop neighbors in , . Increase by 1. until or Decision: Upon convergence, each CR obtains the globally fused common spectrum estimate , for the primary users, as well as its own interference estimate . Accordingly, binary spectrum occupancy states and can be decided by thresholding.
The above decentralized algorithm can be extended to the no CSI case, since the spectral innovation term only concerns local sensing at each CR. To do so, we use the definition to rewrite the signal model in (21) as (29) Again, in an alternating manner, we first recover the spectrum occupancy of PUs through CR cooperation, following the development in Section III-D. Specifically, we first remove the spectral innovation term at each CR as in (23b), and then impose group sparsity on the received spectrum of all CRs similar to (16) . At each iteration, each CR follow the steps in (17)- (20) to update the local estimate and the local copy of the average received energy , except replacing the group LASSO formula in (19) by the following constrained formulation under spectral innovation:
Afterward, can be removed from the compressive sample vector , and the sparse spectral innovation can be recovered locally at CR similar to (28), as follows:
Replacing the iteration step in Algorithm 2 by the decentralized version of (30) and (31), it applies to decentralized cooperative sensing in the absence of channel knowledge.
V. SIMULATIONS
This section provides computer simulation results to testify the proposed spectrum sensing algorithms and evaluate the effects of key design parameters and network operating conditions. First, we describe the simulation setup and relevant performance metrics. Then, for scenarios without local innovations, we compare the steady-state performance of several cooperative algorithms, and investigate the convergence speed, the effects of CSI, as well as the impact of system parameters such as SNR, the number of cooperating CRs, and the compression ratio. Lastly, for scenarios with local innovations, we investigate the effects of innovation ratio and the importance of utilizing the spectral orthogonality property.
A. Simulation Setup and Performance Metrics
We consider a wide frequency band partitioned into subchannels of equal bandwidth. Each wideband channel, , , experiences frequency-selective fading, while the fading coefficient on each subchannel is time-invariant within each sensing period and is generated randomly according to Rayleigh fading distribution.
The SNR of a CR receiver is defined as the ratio of the average received signal to noise power over the entire wide band. All CRs are assumed to have the same received SNR. Adopting FDMA for the primary network, the spectrum occupancy ratio, hence the sparsity ratio, is given by , where is the number of active PUs. The compression ratio reflects the reduced number of samples collected at each CR, with reference to the number needed in full-rate Nyquist sampling. To evaluate the performance of spectrum estimation, we use the mean squared error (MSE) of the reconstructed common spectrum of the PUs, that is, ( denotes expectation), and normalize it by the spectrum energy . For the spectral hole detection problem, performance metrics of interest include the probability of detection and the probability of false alarm , which are evaluated by comparing the spectrum occupancy decision with the true state over all subchannels occupied by PUs, as follows:
For the weighting coefficients, such as and in (13), we set , , test a set of candidate values for and on a small trial data set, and then choose the ones yielding the best performances of interest. This practice is essentially the widely used cross-validation technique tailored to the problem at hand, while rigorous analytic study and design guidelines on selecting the weights are referred to the literature [7] , [24] .
B. Cooperative Sensing of Sparse Common Spectrum
In this scenario, all CRs stay in the silent sensing mode and cooperatively sense the common spectrum of PUs.
1) Performance Comparison of Three Sensing Schemes:
The proposed fusion consensus scheme in Algorithm 1 is Fig. 2 . MSE performance versus the number of cooperating CRs J, at a compression ratio of 50%. Fig. 3 . ROC performance at a compression ratio of 50%: J = 5. compared with two benchmark schemes: one is the centralized fusion scheme in (8) , and the other is a consensus averaging scheme for decision fusion [14] . In the latter [14] , the sparse signal is reconstructed locally from each compressive measurement vector via (6) without consensus constraints, and the average value of local sparse estimates is computed as the fused estimate, implemented distributively using the consensus averaging algorithm.
Figs. 2 and 3 depict the normalized MSE and the receiver operating characteristic (ROC) performances of the three schemes, for , , , and SNR dB. The centralized scheme performs the best, at the expense of highest computational complexity. The consensus averaging scheme is simple to implement, but exhibits the worst performance due to its separate treatment of sparse signal reconstruction and consensusbased cooperation. Our proposed fusion consensus scheme has near-optimal ROC performance at scalable complexity, in the absence of a fusion center. The small performance gap is due to convergence issue.
2) User Cooperation Gain Versus the Number of CRs: CR collaboration offers spatial diversity gain, which can alleviate the performance degradation caused by random channel fading , , , and SNR dB. Apparently, the probability of detection improves as increases, for the same false alarm rate.
3) Sparse Spectrum Recovery Performance Versus SNR and Compression Ratio: One of the important features of our spectrum sensing design is the use of compressive sampling to alleviate the sampling burden and energy consumption of CRs in the wideband regime. Compression, on the other hand, incurs performance degradation, especially in the presence of ambient noise. Figs. 5 and 6 depict the ROC for various compression ratios and SNR values, for , , and . It can be observed that a higher SNR can afford more compression during data acquisition. For SNR dB (cf. Fig. 5 ), a compression ratio of provides accurate spectrum recovery, and increased sampling rates and 70% only offer small performance enhancement. Hence, it is useful to identify the minimally affordable compression given a SNR value, under cooperative sensing.
4) With CSI Versus Without CSI:
To show the importance of the CSI, we compare the performance of centralized solutions with and without CSI, where the recovery algorithms are in (8) and (16), respectively. Fig. 7 depicts the ROC curves for the two scenarios, under the parameters: , , , , and dB. The performance gain offered by the CSI helps to identify the operating scenarios where the cost of CSI estimation is justified.
5) Convergence of Distributed Algorithm 1:
The main overhead of the distributed sensing algorithm is the time it takes to reach convergence. To investigate the overhead, we plot in Fig. 8 the spectrum estimation error of each CR with respect to the iteration time, for , , , , and dB. It can be observed that after seven iterations, all the CRs have already reached a close agreement on their estimates of the transmitted spectrum.
C. Cooperative Sensing Under Both Sparse Common Spectrum and Sparse Innovations
In this scenario, primary users randomly occupy four of the subchannels. Four CRs collaborate to sense the spectrum holes. Each CR is subject to up to one spectral innovation, whose frequency location is randomly picked from those subchannels unoccupied by any PU. Overall, a total of eight subchannels are occupied out of , representing a spectrum occupancy ratio of 40%. To assess the impact of CR-dependent interference during sensing, we define the innovation ratio as the ratio of the number of subchannels occupied by spectral innovation components to that occupied by PUs.
1) Convergence of Algorithm 2:
To show the convergence of algorithm 2, Fig. 9 depicts the normalized spectrum estimation errors of each CR versus the number of iterations, when the local innovation ratio is 0.25. Apparently, four CRs converge to the steady state after ten iterations, which is slower than the case of no local innovations, but is still quite tolerable. Analytic convergence proof is left for future work.
2) Effect of Local Innovation Ratio: During user cooperation, CRs can only fuse and consent on their estimates of the common spectrum, not on the CR-dependent spectral innovations. Hence, the innovation components have to be recovered from local measurements only, and they might be confused with the common spectrum from primary users in noisy channels. The influence of the undesired innovation is illustrate in Fig. 10 . As the innovation ratio increases, the interference from innovation becomes stronger, degrading the probability of detection for the PUs. Nevertheless, our Algorithm 2 is quite robust to innovations and can effectively mitigate the resulting interference. 
When the innovation ratio is moderate
, there is no noticeable performance degradation.
3) Use of Spectral Orthogonality: In Algorithm 2, spectral orthogonality among PUs and CRs is imposed as constraints in the alternating spectrum recovery procedure. To demonstrate the importance of utilizing spectral orthogonality, we test the implementations with and without use of such constraints. It is indicated from Fig. 11 that the use of spectral orthogonality does bring noticeable performance gain in decentralized spectrum sensing.
VI. SUMMARY
Recognizing the signal sparsity induced by low spectrum utilization in current wireless networks, this paper has developed a decentralized cooperative spectrum sensing approach that permeates the benefits of compressive sampling and consensus optimization. The use of compressive sampling effectively reduces the sampling rate requirements, making it possible to simultaneously monitor a very wide band of spectrum opportunities. The sparse common spectrum of primary users is recovered jointly by cooperative cognitive radio users, which utilize iterative consensus optimization to reach globally fused sensing outcomes via one-hop local communication only. In particular, we introduce a weighted consensus-averaging constraint to reduce the number of consensus-enforcing constraints, which lowers the computation load and expedites the convergence. Analytical proof of global convergence is provided. Further, the spectral innovation components in multi-hop cognitive networks are recognized and treated in the decentralized cooperative sensing approach, through an alternating implementation coupled with orthogonality constraints on the sparse common spectrum and spectral innovations. These results for the CSI case are also extended to the no CSI case, in which the goal to cooperatively decide the common spectrum occupancy support rather than to consent on the estimated spectrum itself. The alternating direction method of multipliers is adopted to derive iterative and decentralized implementations of these consensus optimization formulations. Simulations demonstrate that the proposed cooperative schemes can effectively sense the spectrum from compressive samples, and is robust to interference arising from local spectral innovations.
APPENDIX PROOF OF CONVERGENCE FOR ALGORITHM 1
This appendix proves the convergence of the iterative steps in (13) and (14) in estimating the PUs' transmitted spectrum . To this end, let us organize the local decision vectors of all CRs into , and available local estimates into . As shown in (13) , at the th iteration, the elements in can be set to of the previous iteration. The newly introduced consensus constraint in (10) results in , where , is the identity matrix, is the Kronecker product operator, and the entries of are described in (11) . Based on the consensus optimization formulation in (9a) and (10) for each CR, a joint formula for all CRs can be written as (32a) s.t.
Because both the objective function and constraints in (32) are separable with respect to the arguments , the optimal solutions to (32) are equivalent to those of the individual formulations in (9a) and (10) , for all . Define and . Then, (32) can be rewritten as (33) which has the same form as the general optimization problem in [16] . Accordingly, we assign a Lagrange multiplier vector of lengthto the equality constraint, and consider the augmented Lagrangian function (34) Thus, the steps of the alternating-direction method of multipliers (ADMoM) are given by (35) In [16] , it has been proved that the ADMoM iterations in (35) converge to the minimizer of the original problem in (33) for any positive constant . Substituting and into (35) yields the iteration steps (13) and (14) in Algorithm 1. As a result, Algorithm 1 converges globally.
