Abstract We analyze the data about works (papers, books) from the time period 1990-2010 that are collected in Zentralblatt MATH database. The data were converted into four 2-mode networks (works Â authors, works Â journals, works Â keywords and works Â mathematical subject classifications) and into a partition of works by publication year. The networks were analyzed using Pajek-a program for analysis and visualization of large networks. We explore the distributions of some properties of works and the collaborations among mathematicians. We also take a closer look at the characteristics of the field of graph theory as were realized with the publications.
Introduction
Bibliographic data allow us to explore the development of an area of research, which authors collaborated most, in which areas of research exist stronger collaboration groups, in which areas authors prefer to work alone or in smaller groups, and much more. Analysis of bibliographic data does not contribute to the areas of research directly, but helps us to understand how they are structured. Network analysis of bibliographic data has been already widely explored, started with E. Garfield (Garfield 1979) on. In the paper we intend to present an insight into the field of mathematics as recorded by the Zentralblatt MATH (ZB) database in the decades 1990-2010. The ZB database is maintained by the Berlin editorial office of FIZ Karlsruhe in cooperation with European academies and mathematical institutes.
In cooperation with prof. Bernd Wegner and his associates at FIZ Karlsruhe we obtained in January 2011 the basic data about works (papers, books) for the time period 1990-2010 that are collected in the ZB database. We chose to explore this bibliographic data using network analysis. For computations we used the program Pajek (Batagelj and Mrvar 2014; Nooy et al. 2012) , a tool for analysis and visualization of large networks. In this paper we present the results from basic network analyses (statistical information about the data) and identification of important elements (authors, keywords, and journals).
In the paper we first describe the data and discuss some problems encountered in transforming the data into networks. In the third section, different distributions are presented. The analysis of the collaboration network among mathematicians is presented in the fourth section. In the last section we take a closer look on the selected area of mathematics-the graph theory. Analysis of the collaborations among graph theorists, graph theory determining keywords, journals biased toward graph theory and areas of mathematics that overlap with graph theory are presented.
Data
The data obtained from the ZB database contain several information about each work. The collection of the information about a single work is called a record and is composed of different fields. Each field has its own 2-character identifier:
an-identification number of a work (set by ZB), ai-unified author's name, au-author's name, py-publication year, cc-classification (mathematical subject classification-MSC as presented on the web page Mathematical Subject Classification MSC2010, available at http://msc2010.org/), ti-title, ut-keywords, is-journal's International Standard Serial Number (ISSN), so-journal's title, pages, year, se-data about journal (identification number by ZB, whole and short title, ISSN).
An example of a record:
ti Syntax and first entropic approximation of $L(M_T)$. A language for ecological modelling. ut modelling process; text-model based language so Kybernetes 30, No.9-10, 1304 -1317 (2001 Problems with the data Data about works are entered in the ZB database by editors. The most common problem are the missing data. Some papers and books do not have all types of information entered. If the missing information is needed in any of analyses this leeds to additional problems.
The non ASCII characters in the text are represented by T E X commands. The problem is the nonuniform use of T E X. For example au Must\u{a}\c{t}a, Costic\u{a} au Must\u a\c ta, Costic\u a are two different writings of the name of the same author. To solve the problem we need to write a script that recognizes all the different writings of the same character.
Author's names are only partially unified in the ZB database. Some authors have unified names, but others do not, or even have several of them (synonymy). This problem is not easily solvable, because someone would need to look at the list of all authors and their unified names and make the necessary corrections. There exist authors with their names written in more than one variant. For example Mankoč Borštnik, Norma Susana is written as
The unification is also a problem for another reason. Some authors have very similar or even the same names (homonymy). They might also have the same unification of their name in ZB database, which results in the problem of distinguishing between these authors.
Not only the authors' names are the problem, but also the keywords. Because not all of the works have assigned keywords, we extracted also words from the title and considered them as keywords. (Real) keywords are actually phrases consisting of at least one word. We splitted phrases into words and removed the stop words. Related keywords were unified using lemmatization (MontyLingua package in Python). For example, keywords algebra and algebras were unified.
Journals in ZB have identification numbers. This, in principle, solves the unique identification problem. But we did find one journal with two identifiers during analyses: We treat them as a single journal. Journals are changing through time-a new journal is 'born', a journal 'dies', some journals are merged into journal, a journal is split into some journals, a journal changes the title, etc. Some journals had just changed the title. Because of such changes they appear as different journals in the database. We merged different appearances of a journal that changed the title into one journal.
Preparation of the data
With a special program written in Python we converted the data into the Pajek format (Batagelj and Mrvar 2014) . We obtained four compatible 2-mode networks and a partition of works by their publication year.
A network is a structure N ¼ ðV; L; wÞ, which consists of a set of nodes V, a set of links among nodes L and a weight function w : L ! R, that determines the weights of the links. A network is called a 2-mode network, if the set of nodes V is partitioned into two disjoint subsets and each link has its end nodes in different subsets.
In our data, the first subset of nodes in all four networks consists of identifiers of works and is denoted by W. Nodes in the second subset represent one of the following:
• A-a set of authors, • J-a set of journals, • K-a set of keywords, • M-a set of MSCs (mathematical subject classifications).
Information was extracted from the records of all works. The identifiers of works were extracted from the field an, journals from the field se and MSCs from the field cc. Keywords were extracted from the fields ut and ti as phrases and then decomposed into words and unified using lemmatization. Names of authors were extracted from the field ai. If the author's ZB-unified name does not exist, his/her name was extracted from the field au and unified into ZB-names-like form.
We expect that most of the important mathematicians have their unified name. For the rest, we decided to treat the synonymy/homonymy as a kind of noise and reconsider them in cases when they appear as 'duplicates' in the results.
Links in all produced networks are directed-arcs, and they link each work to some representatives in the second set. The co-authorship network of works Â authors WA ¼ ððW; AÞ; L; wÞ is a network in which each work is linked to all of its authors, ðp; iÞ 2 L , i is an author of work p. The other three networks are defined in a similar wayworks are linked to journals, keywords and MSCs in networks works Â journals WJ, works Â keywords WK, and works Â classifications WM, respectively. We will also use a simplified notation for a transposed network: the transposed network of the network WA is denoted with AW WA T and is obtained from WA by changing the directions of all its arcs. The sizes of all four networks are listed in Table 1 .
As mentioned before, we had problems with the notion of an author. Some of them appeared twice or even more times under different names in the network WA because of only the partial unification of their names. We made a partition of the set of authors by collecting different appearances of the same author. For example O'Regan, Donal is once written as oregan.donal and another time as o'regan.d. This author has a ZBunified name oregan.donal, but sometimes his unified name is not written and in such cases our program for the data conversion creates it from the full author's name O'Regan, Donal and gets unified-like name o'regan.d. Another author with similar problem is Pečarić, Josip E. His unified ZB-name is pecaric.josip-e, sometimes unified name is not written and we get pecaric.j and pecaric.j-e because of two different writings of his full name: Pečarić, J. and Pečarić, J. E. Yet another source of problems is the writing of Eastern European surnames: Krachkovskij, A. P., and Krachkovskii, A. P. are probably representing the same author.
The partition of author's names solved the unification problem only partially. We also used the AMS identification of authors (TePaske-King and Richert 2014) for help with the unification problem. All the following analyses were made after the additional unification of different appearances of the same author names.
We also solved the problem with journals. Different names of the same journal were replaced by a single name-from 3158 journal names we obtained 2665 unique journal names.
Distributions of properties of works
We examined degrees of nodes in the obtained networks to determine distributions of different data. With outdegrees of nodes in the subset of works in networks WA; WK; WM we obtained the distributions of works by number of authors, keywords and classifications. Each work is supposed to be published in at most one journal. None of the works in the database was published in more than one journal. There are 8165 works that have no journal determined.
The distribution of works published in the time period 1990-2010 that are indexed in Zentralblatt MATH by their publication year is shown in Fig. 1 . We see that the number of indexed works is growing-in 20 years it has almost doubled. The decrease in the years 2009 and 2010 is due to works that are still to be indexed.
For a work p 2 W its outdegðpÞ in the network WA is a number of authors of the work p. Distribution of works by a number of authors, FðdÞ ¼ jfp 2 W : outdegðpÞ ¼ dgj ¼ number of works each having exactly d authors, is shown in Fig. 2 in the top diagram. The curves in all diagrams in Fig. 2 28, No.4, 749-788 (1990) .
It turns out that all distributions in Fig. 2 can be very well approximated by the lognormal distribution, gamma distribution and also by the generalized reciprocal power exponential curve c Ã ðx þ dÞ a bþx . In all cases we get the best fit with gamma distribution. The results are given in Table 2 . For technical details see Section 2.5.2 Fitting distributions in .
In addition to examining the distributions of degrees of nodes in the first subset of the two-mode networks, we examined the distributions of degrees of nodes in the second subset as well. The distribution of authors by number of works they co-authored is shown in Fig. 3 in the top figure. For example a dot in the upper left corner represents 271013 authors that each co-authored only one work in the time-period of 1990-2010. Dots in the lower right corner are representing Ballico, Edoardo with 967 works co-authored in a given 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 (75873) and finite (75398). These words are actually the most common words in mathematics. The shape of the distribution of keywords by the number of works in the second figure in Fig. 3 is typical for empirical distributions of quantities following the power law f n ¼ cn Àa . Using the function power.law.fit in the R package igraph that implements M. Newman's procedure described in Clauset et al. (2009) we get a ¼ 1:85. To visually check the power law nature of the distribution we can use the property that, for a [ 1, if the sequence ðf n Þ obeys the power law then it is also obeyed by the sequence ðg n Þ defined as g n ¼ P 1 i¼n f i ' Cn 1Àa as is presented with Eq. 4.38 in Barabási, A-L.: Network Science, 2014, available at http:// barabasilab.com/networksciencebook. Therefore in the joint picture of both sequences in double logarithmic scale we should get two 'lines'. For the distribution of keywords by the number of works this is not the case as can be seen on Fig. 4 . The distribution doesn't obey the power law.
The distribution of MSCs by the number of works that were classified with a given MSC is displayed in Fig. 3 in the bottom figure. Every work is classified with one primary and maybe some secondary MSCs. The same primary and secondary MSC (for example 74S05 and H74S05) are represented with one dot. Each dot represents on the y-axis determined number of MSCs that were used for classification of on x-axis determined number of works. The dot in the upper left corner represents 1093 MSCs, that were included in the classification of only one work in the time-period of 1990-2010. MSCs in Table 3 are the most frequently used MSCs. These MSCs are represented with dots in the lower right corner of Fig. 3 . The most frequently used primary MSCs are listed in Table 4 .
The sequence of journals from the time-period of 1990-2010 is shown in Fig 
Collaboration Network
The collaboration among mathematicians can be explored through the collaboration network. The set of nodes in the collaboration network is the set of authors and two authors are linked if they co-authored at least one work. We determined the collaboration network as presented in Batagelj and Cerinšek (2013) :
The value of a link between two authors is equal to the number of works they have in common. The 20 authors with the highest numbers of co-authors are presented in Table 5 . Since a name can belong to different authors, we checked the authors' names in the MathSciNet Authors Search (TePaske-King and Richert 2014). The names in Table 5 are divided into two columns-the names in the first column represent a single author and the names in the second column can represent more authors. The third number is the number of known mathematicians with this name.
The subset of the most collaborative authors can be determined with p S -cores (Batagelj and Zaveršnik 2011) . In a network N ¼ ðV; L; wÞ the subset U V is a p S -core at level t 2 R þ iff
• for each v 2 U : p s ðv; UÞ ¼ P u2NðvÞ\U wðv; uÞ ! t, • U is maximal.
A p S -core at level t in a collaboration nework is such a subnetwork in which each author's contribution to joint works with some other authors in this subnetwork is at least t. A lot of Á WA. With this we neutralize works with many co-authors. Figure 6 shows a p S -core at level t ¼ 30 in a normalized collaboration network from the ZB data. In the lower half we see mostly pairs of authors that represent authors that collaborate in 'tandems'. Another interesting thing in this p S -core is the large group of authors on the left. In this group one can notice stronger links between some authorsdarker and thicker links represent larger contribution to the works in common. Ten strongest collaboration pairs in this p S -core are listed in Table 6 .
The productivity of an author can be defined in different ways. Let us say, that the author is more self-sufficient if he/she has the largest value of the self-contribution to the works he/she co-authored. This information can be obtained from network Cn ¼ AW Ã N (Batagelj and Cerinšek 2013). The link value cn ij in this collaboration network is equal to the contribution of the author i to the works he/she wrote together with the author j. The weight of a loop cn ii is equal to the self-contribution of the author i to all works that he/she co-authored and is equal to the fractional productivity defined in Solla Price et al. (1966) . We define the self-sufficiency index S i as the proportion of author's self-contribution and the total number of his/her works. The collaborativeness index K i is defined as complementary value to the self-sufficiency index, K i ¼ 1 À S i (Batagelj and Cerinšek 2013) , that is closely related to the collaborative coefficient of Ajiferuke et al. (1988) .
The 'best' mathematicians (the most productive) are listed in Table 7 with their selfcontributions denoted as cn ii in the second column. The total number of his/her published works is listed in the third column and the collaborativness index is listed in the fourth column. Only three names in this list can represent more than one author (as checked in the AMS Authors Search): Evans, D. J., Wang, Wei, and Zhou, Yong.
The mathematicians with the largest number of works are not necessarily on the top of the list of the 'best' mathematicians. The 'best' mathematicians have a lot of works written and also a large contribution to those works. If the self-contribution of an author is almost equal to his/her total number of works, he/she tends to work alone or in small groups. The first two authors with the largest number of works are also the 'best' authors-Edoardo Ballico and Donal O'Regan. But there is a large difference between them-Edoardo Ballico tends to work alone and Donald O'Regan tends to work in groups. Ballico's selfcontribution value is almost equal to his total number of works (90 %) and O'Regan's selfcontribution value is equal to a half of his total number of works (53 %). Next in the line by the total number of works are Josip E. Pečarić, Mohan Hari Srivastava, and Weigao Ge. The most collaborative among the authors in Table 7 are Guanrong Chen, Ravi P. Agarwal, Lansun Chen, Jaume Llibre, and Josip E. Pe cari c.
05Cxx Graph theory
Graph theory is a subdiscipline of combinatorics 05 and its three-char MSC is 05C: We can look at graph theory as pure or with its applications-MSCs from other mathematical disciplines which are by content connected to graph theory can be included. For further analysis we took the network WM 3 which is a shrinken version of the network WM: the set of 5-char MSCs is shrunken into a set of 3-char MSCs. A combination of this network with other networks allows us to analyze the field of graph theory as it can be seen through published works.
To see which journals published the largest amount of indexed works about graph theory, we need a network WJ and a network WM 3 . The values of links in the second network might be larger than one-a work can have more MSCs with the same first 3 chars determined. We changed these values of links to 1 and multiplied networks WJ and WM 3 to get the network JM 3 ¼ JW Ã bðWM 3 Þ, where bðNÞ is the binarized version of network N. The link value jm3 jc in this network is equal to the number of indexed works that were published in a journal j and were classified with a classification c. We normalized this network in a similar way as we normalized the WA network to get the normalized collaboration network: nðJM 3 Þ ¼ diag 1 weighteddegðjÞ JM 3 . The weighted degree of a node is equal to the sum of incident links values. The sum of incident links' values of each journal in the network nðJM 3 Þ is now equal to 1. We took a look at link values from journals to the graph theory classifications. The link values represent the percentages of indexed works in the ZB published in the selected journal that are classified with a graph theory MSC. In the left column of the Table 8 are listed the journals with the largest percentages of such works. In the right column of the Table 8 are listed the journals that have largest percentages of indexed works in the ZB about graph theory with its applications included. MSCs that represent graph theory's applications are 68R10, 81Q30, 81T15, 82B20, 82C20, 90C35, 92E10, 94C15, 05E30, 57M15, 57M25, 20F65, 90B10, 05B30, 05D10, 91A43, 91A46, 60B20, 91D30, 68R10, 68W05, 81Q30, 81T15, 82B20, 82C20, 90C35, 92E10, 94C15, and all that start with 90B.
The difference in both lists is easily seen. There is one journal (The European Physical Journal B. Condensed Matter) from which only works with at least one classification from graph theory or its applications were included in the ZB.
Another way of determining journals that published a lot of works about graph theory is using biases (Grcar 2010 This value basically tells us if some journal is favoring a selected branch or subject of mathematics (positive value) or if it is hindering it (negative value). If the value of bias is equal to zero, the journal published relatively as many works about the selected branch or subject of mathematics as all journals together did. In Table 9 the journals with the largest positive biases for the graph theory are listed, and in Table 10 are the journals with the largest negative biases for the graph theory. We include in the calculation of the bias value only the journals that published at least 50 works indexed in the ZB database. An author can use the bias value for his/her topic to determine the best journals for submitting his/her work. A positive bias of a journal for the selected topic means that this journal is more likely to publish a work about this topic; and a negative bias of a journal for a topic means that this journal is more likely to reject a work about this topic.
For further analysis we used the network WM ½05C ; which is a network WM with the second set of nodes restricted so that only MSCs from graph theory remain. In order to get the network WM ½05C , we first made a partition of classifications r in which all 05C classifications are in one class and the other classifications are in another class. With the partition r we extracted the subnetwork WM r from the network WM. The network WM r contains all works and only 05C classifications. Then we determined the outdegree partition of works s and removed from the network WM r all nodes (works) with outdegree 0. The works with outdegree [0 have at least one MSC from graph theory. The resulting network is WM ½05C : We used the partition of works s on networks WA, WJ, and WK to extract networks WA ½05C , WJ ½05C , and WK ½05C ; respectively, in which are included only works about graph theory and their authors, journals in which they were published, and used keywords. We examined degrees of nodes in the obtained networks to determine distributions of different data as we did for the whole subset of works in Sect. 3.
The distribution of works about graph theory by the number of authors is presented in Fig. 2 The distribution of works about graph theory by the number of keywords is shown in Fig. 2 in the middle. This distribution has a higher peak at a lower value (7) than the distribution of all analyzed works by the number of assigned keywords. Approximately 65 % of all works have the number of keywords between 5 and 10. The distribution of works about graph theory by the number of MSCs is shown in Fig. 2 at the bottom figure. This distribution is also almost the same as the distribution of all analyzed works by the number of MSCs. Approximately one third of all works (30:27 %) were classified with two MSCs and 47:38 % of all works were classified with one or three MSCs.
The distribution of authors by the number of works about graph theory they co-authored is displayed in Fig. 3 in Sect. 3 in the top figure together with the distribution of authors by the number of all works they co-authored. For example, the lighter dot in the upper left corner represents 13;801 authors that in the time-period 1990-2010 each co-authored only one work. Both distributions looks alike.
The distribution of keywords by the number of works about graph theory they describe is shown in Fig. 3 in the second figure together with the distribution of keywords by the number of all works they describe. The lighter dot in the upper left corner represents 6;231 keywords that each was used in description of only one work in the time-period of 1990-2010.
And finally, the distribution of MSCs by the number of works about graph theory that were classified with them is shown in Fig. 3 at the bottom figure together with the distribution of MSCs by the number of all analyzed works that were classified with given MSCs. The lighter dot in the upper left corner represents 1;336 MSCs, that each was included in the classification of only one work about graph theory in the time-period of 1990-2010. This distribution has a higher value at the beginning (at value 1) and drops faster than the distribution of MSCs according to all analyzed works.
The sequence of journals sorted in a decreasing order by the number of indexed works about graph theory in the time-period 1990-2010 is shown in Fig. 5 together with the sequence of journals in a decreasing order by the number of all indexed works in the time period 1990-2010. Journals on the left have published the largest numbers of works. The Bradford's graph form of the sequence of journals about graph theory coincide with the Bradford's graph form of the sequence of journals about all mathematics only in the endon the right side.
We used the partition of works s on the network WA to extract the network WA ½05C in which are included only the works about graph theory and their authors. With the input degree partition of the second subset of nodes in the network WA ½05C we got the list of authors that published largest amounts of works about graph theory. Another way to see which authors published largest amounts of works about graph theory is to look at the values on the loops in the normalized collaboration network (Table 11 ). We checked the Table 8 uniqueness of names in this list with the AMS Authors Search and only two names possibly represent more than one author: Liu, Guizhen (two authors) and Zhang, Ping (58 authors).
As we searched for the strongest collaboration ties in the collaboration network among all mathematicians, we did the same for graph theorists. We determined the normalized collaboration network Ct ½05C for graph theorists-using the normalized WA ½05C network. The p S -core at level t ¼ 3:5 is presented in Fig. 7 . There are only few pairs of collaborators and one big group. One can notice stronger collaborations (darker and thicker links) inside subgroups of this group and these subgroups are linked to each other with weaker collaborations (lighter links).
Another way of identifying strong collaboration groups among graph theorists is using link islands. A link island in a network N ¼ ðV; E; wÞ is a subnetwork M ¼ ðU; F; wÞ such that there exists a spanning tree T, such that the values of links with exactly one end node in U are smaller or equal to the smallest value of links of the tree T. The link islands determine the locally important subnetworks. In Figs. 8, 9 , 10 three link islands of the size Many works about graph theory have also some other classifications besides graph theory. Multiple classifications for a work are representing the interdisciplinarity of a work. We used the network WM ½05C to get the list of classification that coappeared within works about graph theory the most. To get this information, we used a partition of works s in the network WM to get a subnetwork of works about graph theory and all classifications W s M. We shrunk the set of works into a single node. Classifications with the largest weighted input degrees represent mathematical areas that work interdisciplinary with the graph theory the most. These classifications are listed in defined with the MSC code in the first column, its name in the third column and a 2-char classification name (mathematical discipline). Classifications are arranged according to the value in the last column-the number of works about the graph theory that were classified also with those classifications. Records for most of the works contain information about keywords. Some keywords are common in all areas of mathematics and some are used only in few areas. With a right weightening of keywords we can sort them by their importance for different areas of mathematics. We used the TF-IDF weightening (Robertson 2004) . Areas of mathematics can be determined by MSCs. We multiplied networks MW and WK in order to obtain the network MK. MSCs were shrunk according to 2-char MSC codes.
All keywords, used in all areas get the value zero in TF-IDF weightening. 
Conclusions
The bibliographic data can be analyzed in many ways. In this paper we present some network analysis approaches applied to the Zentralblatt MATH database that stores information about mathematical publications. Through the results of our analysis of the ZB data from a time period 1990-2010 we conclude that mathematicians tend to work alone or in small groups. They also work in a specific area of mathematics. This can be seen from the small number of MSCs that classified each work and the small number of keywords per work. Because the data entries in the database are only partially standardized there are some problems with the data. These problems can cause irregularities in the results. We solved some of the problems (for example the unification of journals) and partially solved some other problems (for example the unification of the names of authors).
We took a closer look at works about graph theory and determined journals that are 'friendly' to graph theory, the best graph theorists according to their contribution to the works they co-authored, other areas of mathematics that are closely connected to the graph theory through publications, and the keywords characteristic for the graph theory.
The network multiplication of compatible two-mode networks allows us to compute different derived networks. A network AJ ¼ AW Ã WJ stores the information of the number of indexed works that were written by some author and published in some journal. This network can be analyzed or used further to produce new networks. One possibility is to multiply it by its transpose and obtain the network JJ ¼ bðJA Ã AJÞ. Two journals in this network are linked if there exists an author that published at least one indexed work in both journals. Another possibility is to use binarized networks: JJ A ¼ bðJAÞ Ã bðAJÞ. In it, the weight of a link between two journals is equal to the number of authors that published in both journals. Using approaches presented in this paper, we could analyze similarities among indexed journals. 
