Context. Deriving the metallicity, [Fe/H], in low-resolution spectra of carbon-enhanced metal-poor (CEMP) stars is a tedious task that, owing to the large number of line blends, often leads to uncertainties on [Fe/H] exceeding 0.25 dex. The CEMP stars increase in number with decreasing [Fe/H] and some of these are known to be bona fide second generation halo stars. Hence, knowing their [Fe/H] is important for tracing the formation and chemical evolution of the Galaxy. Aims. Here, we aim to improve the [Fe/H] measurements in low-resolution spectra by avoiding issues related to blends. In turn, we improve our chemical tagging in such spectra at low metallicities. Methods. We developed an empirical way of deriving [Fe/H] in CEMP (and C-normal) stars that relates the equivalent width (EW) of strong lines, which remain detectable in lower-resolution, metal-poor spectra, such as X-Shooter spectra to [Fe/H].
Introduction
Population III stars are considered to be the first generation of stars. They mostly consist of hydrogen, helium, and negligible amounts of lithium that formed in the Big Bang. As these first generation stars were likely massive (∼100 M ; for discussions on mass see Hartwig et al. 2018; Clark et al. 2011) , their lifespans were short. As such, observational evidence of these first astronomical objects is very difficult to come across and extremely large telescopes are needed to look that far back in time. Knowledge of the first stars must then be indirectly inferred from a second generation of stars. Stellar nucleosynthesis, resulting from the first generation of stars that exploded as supernovae or supernova remnant (neutron star) mergers, contaminate the interstellar medium (ISM) with their produced elements. It is this material from which the second generation of stars emerges and to a great extent it also preserves these elements in their photospheres. Excellent study cases of such are the bona fide second generation carbon-enhanced metal-poor (CEMP) stars.
Based on observations obtained at ESO Paranal Observatory, programmes 084.D-0117(A), 085.D-0041(A), and 090.D-0321(A), see also acknowledgements.
The CEMP stars are enriched in carbon [C/Fe] ≥ 0.7 Aoki et al. 2007 ). The relatively high content of carbon in these CEMP stars indicates that carbon is produced early on in the history of the Universe. Hence, the CEMP stars provide us with important constraints on the formation and evolution of the early chemistry in galaxies.
There are four sub-groups of CEMP stars that commonly share two criteria, a carbon abundance of [C/Fe] ≥ 0.7 and a metallicity cut of [Fe/H] ≤ −2.0, which we adopt in this paper. A third criterion involves the abundance of neutron-capture elements, in particular Ba and Eu (or alternatively Sr; Hansen et al. 2019 ).
CEMP−s stars are enriched with slow neutron-capture elements and are classified by the abundance [Ba/Fe] > 1.0 Hansen et al. 2016a ). The observed abundance pattern is most likely the result of a binary system, where s−process rich material is transferred from the envelope of an asymptotic giant branch (AGB) star to a companion star (Lucatello et al. 2005; Lugaro et al. 2012; Hansen et al. 2016b; Abate et al. 2018) . In turn, the companion star becomes a CEMPs and the AGB star ends its life as an unseen white dwarf while still creating radial velocity variations.
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A&A proofs: manuscript no. CEMP CEMP−r stars are enhanced with rapid neutron-capture elements and are defined by [Eu/Fe] ≥ 1.0 Masseron et al. 2010) . As CEMP-r stars are typically single stars (Hansen et al. 2015a) , it is argued that their chemical composition must stem from the ISM from which it emerges. Furthermore, there must be neutron-rich sites where events, such as rare supernovae type-II explosions or neutron star-neutron star mergers, occur. CEMP−r/s (or CEMP−i) stars show increased abundances in both r-and s-process elements and therefore an interval is set to [Ba/Eu] = [0.0;0.5] . Hampel et al. (2016) were able to reproduce the observed abundance patterns of 20 CEMP−r/s stars with an intermediate neutroncapture process. They modelled the nucleosynthesis of the observed abundance pattern by using fixed neutron densities between 10 12 ∼10 15 cm −3 , which may be found during thermal pulses in low-metallicity AGB stars.
If a CEMP star does not exhibit any significant abundance enhancement of either s− or r−process elements, it is denoted as a CEMP-no star and must comply with [Ba/Fe] < 0.0. Possible formation sites are faint core-collapse fall-back supernovae (Spite et al. 2013; Yong et al. 2013; Bonifacio et al. 2015) or fastrotating massive stars (Meynet et al. 2010; Frischknecht et al. 2016; Choplin et al. 2016) . The CEMP-no are believed to be the true second generation stars.
Most CEMP stars are faint and located in the Milky Way halo (see Fig. 1 ). Hence, CEMP stars are typically observed when using large telescopes with efficient (possibly low-resolution) spectrographs. Further complications in analysing their spectra are introduced by the physics that is inherent to CEMP stars. The low abundances of metals directly correlates with weaker absorption lines. The low temperature that CEMP stars exhibit (see Table 1 ) allows for molecules to form in the photosphere. These molecules are clearly evident in the spectra as they produce absorption bands spanning broad wavelength ranges of up to ∼ 200 Å, thus effectively rendering parts of the spectra unusable for accurate atomic abundance analysis (see Fig. 2 ). The low metallicity, cool temperatures in combination with the low resolution make these spectra prone to the blending of their absorption lines and molecular features, which makes measuring the weak Fe lines, and in turn determining [Fe/H] in CEMP stars, extremely challenging. Previous studies have shown that low-resolution spectrum analyses may result in abundances that are 0.3−0.4 dex higher compared to the high-resolution studies of the same stars (e.g. Hansen et al. 2019; Aguado et al. 2016; Caffau et al. 2011) .
In order to understand CEMP stars and their origin, we must make use of chemical analysis. In doing so, we generally utilised 1D, local theormodynamical equilibrium (LTE) model atmospheres. These model atmospheres require the following four key parameters: effective temperature (T), surface gravity (logg), metallicity ([Fe/H]), and microturbulence (ξ). These parameters are interdependent and require that their values be determined through iterative processes. The temperatures can be determined from photometry, with the possible exception of CEMP stars, and the gravity from parallaxes, such as ω or isochrones. Whereas, metallicity typically relies on the spectra if we neglect the use of Strömgren photometry, for instance. The [Fe/H] is determined by measuring the equivalent widths (EWs) of Fe absorption lines in spectra. This step is increasingly difficult when the uncertainties it introduces propagate undesirably, thus affecting the other parameters and ultimately any abundance results that are derived. Finally, the microturbulence is typically set by balancing the trend of Fe-abundances with EW or by the use of empirical scaling relations (e.g. Mashonkina et al. 2017) .
In large samples, the classical methods, relying solely on spectra or a mixture of spectra and photometry, become much too slow and automated codes are needed to speed up the process. However, most of the currently existing codes fail when dealing with CEMP stars, owing to the excessive line blends from the molecular bands (e.g. Hanke et al. 2018 ). All such codes need large training samples with accurate stellar parameters. To improve the [Fe/H] estimates in CEMP stars, we have therefore developed an empirical method that yields [Fe/H] values more accurately than by determining the value from EWs of (blended) Fe lines. Moreover, to somewhat circumvent the dependence of metallicity on the remaining parameters, we used the Infrared Flux Method (IRFM) and selected the least [Fe/H] sensitive colour in order to obtain the effective temperature, isochrones that we then used to determine the surface gravities, and the microturbulence that was calculated using an empirical relation.
We follow the approach of Wallerstein et al. (2012) , who from the Gaia data, anticipated thousands of observations of RR Lyrae stars with a narrow wavelength range at a medium resolution of ∼11500. They developed a method that correlates the EW of the Ca II line at 8498 Å and the metallicity of RR Lyrae stars. Drawing from the same principles, we investigate the relation between a CEMP star's metallicity and another prominent elemental spectral feature, thereby significantly reducing the time required to determine metallicities. This will highly benefit future surveys in that training samples are better and larger, and one can simply rely on using the same spectral features as suggested here. We also show that the relations can be used for Cnormal stars. In both cases, the relations are valid in the span from −3.2 <[Fe/H]≤ −0.0 (where the exact range is trace element dependent).
The paper is structured as follows. Section 2 describes our sample stars in groups, detailing the observations and data treat-ment. Section 3 summarises the analysis, the determination of stellar parameters, and their uncertainties. Section 4 presents our new metallicity tracer for CEMP and C-normal stars and shows the results of our relations. Finally, Sect. 5 discusses and concludes on the validity and applications of the relations.
Observation
All stars in our samples were observed with the Very Large Telescope (VLT) at Paranal, Chile, using either the UVES or X-SHOOTER echelle spectrographs. A schematic overview of the sample is shown in Fig. 1 .
In Table 1 , our sub-sample consisting of 28 poorly studied, mainly C-rich stars is listed. We also include two well-studied dwarf stars as these have been suggested to be CEMP stars as well (Placco et al. 2016 ). The two well-studied metal-poor dwarfs are G64-12 and G64-37. They are extremely metal-poor and there is an ongoing debate as to whether or not these stars are carbon-enhanced stars (Placco et al. 2016; Amarsi et al. 2019; Norris & Yong 2019) . We include these stars in our sample as reference points in terms of stellar parameters and in order to settle the CEMP dispute. These stars were observed on 17 June 2006 and 15 April 2000, respectively, using VLT/UVES. A slit width of 1" in UVES yields a resolving power of ∼47000 in the ultraviolet (UV), and an exposure time of 2877 and 2700 s results in a signal-to-noise ratio (S/N) of ∼180 and ∼220 per pixel at 5000 Å, respectively. The raw echelle data of both EMP stars were reduced with the UVES pipeline. It automatically performs data reduction in terms of extracting a 1D spectrum and merging of orders, containing both a UV and visual part of the spectrum. Our data reduction then required wavelength shifting, co-adding multiple exposures, and normalising the continuum.
The 28 less studied giant stars can be categorised into two sub-groups. The first sub-group was observed between 24 March 2010 and 17 August 2010 and has lower signal to noise, and the second sub-group was observed between 14 October 2012 and 26 January 2013 (with higher S/N, Hansen et al. 2019 ). Both sub-groups were observed with the X-SHOOTER spectrograph with a slit width of 1", which results in a resolving power of ∼5400 in the UV. The signal to noise of the stars from these subgroups ranges from ∼6 to < 200 at 5000 Å. In terms of data reduction, we similarly shifted the wavelength to the rest frame and normalised the continuum. With the low signal to noise, low resolution, low temperatures, low metallicity, and molecular bands, we see in Fig. 2 that the wavelength ranges, in which we are able to measure Fe lines, are very sparse.
In addition we included a third group of stars, mostly Cnormal, consisting of 42 dwarfs and ten giants observed at high resolution. Sixteen of the dwarfs were observed in 2015 using UVES with a slit width of 0.8", providing a resolution of ∼50000 in the UV, with a signal to noise of ∼130 and 250 at 4000 Å and 6000 Å, respectively. All spectra were fully reduced (Reggiani et al. 2017) . We focused on a small wavelength range (4290 -4350 Å) to exclusively measure carbon and derive an abundance from the CH molecular band. The spectra of the last 26 dwarfs are taken from the ESO archive and reduced (Reggiani et al. in prep) .
For all 42 dwarfs, we adopted the stellar parameters from Reggiani et al. (2017) and Reggiani et al. in prep, see Table A. 2. Finally, we included ten well-studied giants for comparison and calibration purposes. The spectra are also taken from the reduced ESO archive and Hansen et al. (2012) and the stellar parameters are also adopted from the literature (Table A .1 and A.2). Hence, the total sample of 82 stars consists of well-known stars observed at high resolution and poorly-known stars observed at low and medium resolution, encompassing a broad range of C abundances. Fig. 1 shows the positions and distances of 64 sample stars. The distances were calculated from the inverse parallaxes retrieved from the Gaia Data Release 2 Gaia Collaboration et al. (2018) , stars with a relative parallax error (σ rel. error = ω error /ω) of more than 20% were removed.
Analysis

Data reduction software
The data reduction was completed using our own software in Python, which performs the following steps and functionalities:
First, reads in and plots both 1D and 2D spectra. Second, doppler shifts the spectrum using either the magnesium triplet at ∼ 5183 Å or the calcium triplet ∼ 8542 Å, depending on spectral coverage.
Third, normalises a part or the full range of a spectrum by fitting a pseudo continuum to the data points by using a chebyshev polynomial and then by dividing the spectra with this pseudo continuum. Options include weights of user specified wavelength intervals and forcing the fitting to only be done on continuum and feature-free regions (see Fig. 2 ), effectively fitting the continuum better and bypassing spectral absorption features. Notably, we use the following regions: 4450 -4550, ∼ 5220 − 5480, and 5650 -6200 Å (and 4750 -4800, 6200 -6900, and 7700 -7840 Å as they are more or less free of molecular bands, but thy may contain tellurics). Fourth, measures EWs by fitting a Gaussian profile to the spectral feature in question, and Fifth, the co-adding of spectra was done by calculating the mean of the added flux values.
We tailored specific features to automate several processes in order to analyse a large number of CEMP spectra in a time efficient manner. Identifying lines is done by using the NIST 1 database for visual recognition of specific elements plotted directly onto the spectra. The solar and Arcturus spectra are plotted against all other spectra for visual inspection. Finally, determining the continuum is vastly improved by selecting band free regions and is done in four different ways using 25, 50, 100, and 200 Å ranges.
Stellar parameters
The four governing parameters used in 1D LTE models are temperature, surface gravity, metallicity, and microturbulence. Temperatures were calculated by using the IRFM, adopting the photometric colour V − K s as this is fairly unaffected by [Fe/H] (Alonso et al. 1999) , and by employing the mean extinction by Schlafly & Finkbeiner (2011) from the Infrared Science Archive (IRSA 2 ). Since the mean extinction was given in E(B − V), we converted it to E(V − K s ) with the extinction law provided by Alonso et al. (1996) and Bessell (2005) . For the colourtemperature-metallicity relation, we investigated whether or not the relation from Casagrande et al. (2010) would be applicable. We found their relation to systematically be 100 K higher than the temperature from Alonso et al. (1999) (adopted) for the same colour, see Fig. 3 .
Surface gravities were obtained when fitting isochrones (D. Yong priv. comm.) . In order to derive the microturbulence, we used an empirical relation (M. Bergemann priv. comm.), which 1 https://www.nist.gov/pml/atomic-spectra-database 2 https://irsa.ipac.caltech.edu/applications/DUST/ relates the temperature, surface gravity, and metallicity to the microturbulence, where we used our initial guess for the metallicity to obtain an estimate for the temperature, surface gravity, and microturbulence. The metallicities are determined by measuring the EWs of selected (cleaner) Fe I lines (see Table 2 ) and thus this becomes an iterative process until the final values for the parameters are obtained. To quantify the accuracy of our derived metallicities from a conventional method (i.e. measuring EWs of Fe lines), we compare our metallicities to literature , 2019 ).
In Fig. 4 we find the residual standard deviation (RSD) to be 0.12 dex, which is reasonable given the difference in data reduction and spectrum analysis. From this reasoning, we also quantify how accurate our derived metallicities are. From the standard deviations (SD) of the metallicities calculated for each star, which are based on the number and abundances of the Fe lines, our mean of all the sample stars' standard deviations is 0.27 dex when using the EWs of Fe lines. It is, therefore, unlikely to determine metallicities of CEMP stars to a better degree than ± 0.27 dex (in low S/N spectra, see, e.g. Hansen et al. 2016a ). Table 1 , based on EWs of Fe lines compared to Hansen et al. (2016a Hansen et al. ( , 2019 . A clear 1:1 linear correlation is seen with a low scatter (< σ). A general uncertainty is plotted in the lower right corner.
Error propagation
We conduct a detailed analysis of the uncertainties on our derived stellar parameters and abundances for HE0253-6024. The uncertainty on temperature from IRFM methods are driven by uncertainties on the observed colours and de-reddening. These amount to 43 K. The method has an internal uncertainty and since we do not know the exact impact of strong bands on the IRFM method, we adopt a larger, conservative value of 100 K (see Table 3 ). We explore the impact the temperature uncertainty has on the surface gravity. A 100 K change corresponds to a change in logg of 0.22 dex. We use this as an uncertainty since the metallicity does not significantly add to this uncertainty. The uncertainty on the microturbulence is derived by changing the input values by these uncertainties. This amounts to ∼ ±0.1 km/s. We use the statistical errors on [Fe/H] from the averaged standard deviation of the line-to-line spread (±0.27 dex), which indirectly includes uncertainties in atomic data (e.g. excitation potential and the oscillator strength), continuum placement, and the EW fitting of the Fe lines. The impact of these uncertainties is listed in Table 3 .
We can also estimate the uncertainties on the measured EWs at all S/N of our sample stars (6 -200), using Cayrel's formula (Cayrel 1988; Cayrel et al. 2004 ) It becomes obvious that at the lowest S/N, the uncertainties in EW and in turn [Fe/H] are driven by noise; whereas above S/N∼ 25, the atomic data and continuum placement causing line-to-line scatter dominate the uncertainties.
Besides the four stellar parameters, the continuum placement has a considerable impact on the derived abundances. It can affect the derived abundances by as much as 0.1 dex. Since the stars in question are rich in carbon, we investigated whether the amount of carbon influences the derived Ba and Eu abundance. This is not the case since we used the red Ba and Eu lines at 5853Å and 6645Å, which are located in regions that are fairly free of molecular bands (see Table 3 ).
Reference and CEMP stars
Our sample includes a mixture of C-rich and C-normal stars so as to probe if these two, differently, chemically enriched groups of stars share the same metallicity tracer. We therefore included, amongst others, G64-12 ([Fe/H]=−3.3) and G64-37 ([Fe/H]=−3.1). These two stars are well-studied stars (and part of the Gaia-ESO benchmark stars), yet their chemical composition is still disputed to some extent. Placco et al. (2016) claim that these two stars are CEMP stars based on a 1D, LTE spectrum synthesis of the CH G-band, while Amarsi et al. (2019) counters with a 3D, non-LTE (NLTE) analysis of the red atomic lines (> 9000 Å), yielding a [C/Fe]< 0.2 for both stars.
We have re-analysed the high-resolution, high S/N spectra of Hansen et al. (2012) and the even higher quality spectra on which Placco et al. (2016) base their study. We find [C/Fe] = 0.50 for G64-12 from the CH G band, clearly showing that this star behaves like C-normal extremely metal-poor halo stars. We note that the CH features are so weak (almost around the noise level), that a change in flux of +0.1% results in +0.1 dex in C abundance. Hence, the continuum placement becomes extremely important. The lines are similarly weak for G64-37. Here, a very slight slope in the normalised continuum prevents fitting the band head. Features bluewards of the head yield very uncertain values of [C/Fe] ∼ 0.6, while features redwards seem to indicate 0.1 dex higher values. Despite the high quality UVES spectra, the spectrum fitting and results are not conclusive and we can at best set [C/Fe]< 0.7 for this star. Based on this, we would not classify G64-37 as a CEMP star, but we would abstain from a clear classification. We assign the C-enhancement derived in Placco et al. (2016) to noise and slight upturns (∼ 0.003 in normalised flux) in the spectra, which may be traces of the blaze function that could have left imprints in the spectrum that then affected the continuum placement (around 4280-4300 Å ), rendering it too high in their study. We do, however, note that when considering the large 3D, NLTE corrections (∼ 1 dex) versus the 1D, LTE abundances shown in Norris & Yong (2019) , the values are in agreement with the 3D NLTE abundances from Amarsi et al. (2019) and also with the 1D, LTE study by Placco et al. (2016) . If such corrections would be applied to our values, the two stars would end up having subsolar [C/Fe]. In any case, the enhanced C abundances are an outcome of the simplified 1D, LTE assumptions (see also Gallagher et al. 2016 , for 3D effects on the G-band).
In Fig 
An empirical metallicity tracer
In order to develop a metallicity tracer for CEMP stars, it is necessary to distinguish between dwarfs and giants. Spectral absorption lines exhibit different behaviour depending on the star's surface gravity. One method to distinguish between dwarfs and giants is by measuring the EWs of the Mg I b triplet since the wings are sensitive to surface gravity. The Mg I b triplet is useful as this spectral feature is relatively strong and clearly visible in almost all spectra regardless of S/N, resolution, and down to Article number, page 5 of 19 A&A proofs: manuscript no. CEMP extremely low metallicities. In CEMP stars, the two redder Mg I lines are available for this analysis as the bluest feature in the triplet is blended with a molecular C 2 band. By plotting the EWs of Mg I at 5173 Å and Mg I at 5184 Å against metallicity, we see in Fig. 6 that dwarfs and giants do indeed group separately, but there is considerable scatter around the line(s) from both dwarfs and giants. Any division formulated would either include a subset of stars from both dwarfs and giants or exclude stars from a particular group, ultimately disqualifying this method for distinguishing giants from dwarfs. The best solution is to develop two separate metallicity tracers for CEMP dwarfs and CEMP giants, respectively.
Another procedure is to use the apparent magnitudes and parallaxes of the stars to calculate their absolute magnitudes. This has become possible because of the Gaia Data Release 2 (April 2018), which contains parallaxes of about 1.7 billion stars (Gaia Collaboration et al. 2018) . By simply using the parallaxes and small angle approximation, we calculated the distances and thereby the stars' absolute magnitudes. As seen in Fig. 7 , the dwarfs are typically found nearby due to their fainter nature, while the giants are brighter and can be observed further away. We have loosely placed a division (yellow line) between dwarfs and giants in this figure. 
Results
To of large samples of CEMP and C-normal stars. We aim to find a correlation between the metallicity and the EW of another strong spectral feature that can be easily identified, even in metal-poor stars observed at low resolution. We want to use EWs as they do not rely on prior knowledge of the stellar parameters (as abundances do). Hence, the EWs are free from the 1D, LTE assumptions. Wallerstein et al. (2012) propose a relation between the metallicity and the equivalent width of Ca II at 8498 Å for RR Lyrae stars, see Fig. 8 . Their relation is given by
It has a maximum uncertainty of ±0.25 dex, which is obtained for a typical RR Lyrae star when varying the stated line's intercept and slope by 0.155 and 0.0002, respectively. As the data used in Wallerstein et al. (2012) is not publicly available, quantifying the statistical accuracy of the relation can only be done by varying α and β by their standard errors. However, if this relation is directly applied to our more metal-rich CEMP stars, the uncertainty would go up to ±0.4 dex. The total uncertainty from this relation is larger than what we would derive from EWs of individual (blended) Fe lines, and as seen from Fig. 8 , it yields a large scatter when applied to CEMP stars. Following Wallerstein et al. (2012) , we plot our sample star metallicities against the EWs of each of the Ca II triplet (CaT) lines at 8498 Å, 8542 Å, and 8662 Å. With a least-squares fit, we find that for Ca II at 8498 Å, the relation yields a residual standard deviation of 0.313 dex. We find similar values for the two other Ca II lines' relation and consider the CaT to be unsuitable as a metallicity tracer for CEMP stars. Another reason why the CaT might fail as a tracer is that the strong lines and wings need Voigt or Lorentzian profiles to be fit, therefore deeming Gaussian profiles insufficient.
Based on this, we sought out to find a similar relation that is suitable for CEMP stars. We first explored a linear relation to see if the most simple relation can provide a fit that yields [Fe/H] estimates, which have a residual standard deviation that is better than 0.25 dex when starting out with stars with [Fe/H]< −2.0. The uncertainties of the regression were derived from the sums of squares as follows: 
And from Eq. 5, the standard errors for the regression coefficients α and β (line intercept and slope, respectively) are given by
Using our procedure (see Sect. 3), we investigate a large number of different elements' absorption lines that we consider to be strong based on cuts in excitation potential (EP 3 eV) and oscillator strength (logg f −2.0). These cuts were made to ensure that the lines were strong and detectable in both metalpoor dwarfs and giants. The number of stars for which we were able to measure the EWs of elements amounts to Na I (27), Mg I (28), Ca I (9), Ca II (27), Sc II (22), Cr I (44), Ni I (39), and Mn I (12). All of the measured elements can be viewed in Table A .3. Using spectral synthesis, the number of stars for which we were able to determine elemental abundances are as follows: C (CH) (30), Mg I (30), Sr II (30), Ba II (29), and Eu II (8). We used these abundances to classify the CEMP stars (see Table 1 ).
The Mg I triplet is prominent in the spectra of most stars (at our metallicities and spectral resolution). Due to large molecular bands the Mg I line at 5167 Å is mostly blended and becomes unusable. Measurements of Mg I 5173 Å and 5184 Å provide relations with residual standard deviations of ± 0.413 dex and ± 0.353 dex, respectively (see Fig. 9 ). They are therefore deemed as inadequate metallicity tracers.
For the Cr I lines at 5844 Å and 7400 Å, Mg I at 6173 Å, Mn I at 4762 Å, and Sc II at 5239 Å and 6605 Å, we discover nearly flat relations with large scatter. Hence, their EWs are degenerate with [Fe/H] (see Fig. A.1) . Their residual standard deviations exceed ± 0.40 dex, which does not fulfil our targeted accuracy. The Na I lines at 5890 Å and 5896 Å, Mg I at 8806 Å, and Ca I at 6162 Å show a linear relation, on the contrary, but their scatter amounts to residual standard deviations exceeding ± 0.44 dex, which also excludes them as valid metallicity tracers. However, the relations we derived from the Cr I triplet located at ∼ 5204 Å contain less scatter, except for Cr I at 5206 Å as this line is blended with other lines (e.g. Y). For these relations, it was necessary to exclude the star HE0516-2515 as an extreme outlier. This is attributed to the poor S/N of 6 at 5000 Å and in turn the uncertain stellar parameters. We find that by adding the EWs of Cr I at 5204 Å and Cr I at 5208 Å, a least-squares fit gives us the the following Cr 5204+5208 relation for giants (see Fig. 10 ):
[Fe/H] Giants = −3.022(±0.066) + 0.002(±0.0002) EW Cr ,
where EW is the equivalent width given in mÅ. This Cr I (5204 Å + 5208 Å) relation yields a residual standard deviation of 0.254 dex. This marginally fulfils the requirement on RSD. We note that Eqs. 8-11 are valid for both CEMP and C-normal stars.
Similarly we find the following for dwarfs:
[Fe/H] Dwar f s = −2.565(±0.071) + 0.005(±0.0003) EW Cr . For dwarfs the relation has a residual standard deviation of 0.253 dex.
Another spectral feature of interest is Ni I at 5477 Å. We note that this line is blended with Fe. However, it does not degrade the use of the Ni line (see Sect. 5 for discussions). This element provides our best metallicity tracer. Again, a least-squares fit provides the following relation for giants ( Fig. 11 ):
[Fe/H] Giants = −2.965(±0.058) + 0.005(±0.0003) EW Ni . (10) The residual standard deviation for the Ni I relation amounts to 0.218 dex, which is better than conventional methods (see Sect. 3.2). Similarly, for dwarfs we find :
For dwarfs the residual standard deviation is 0.186 dex. The use of the various empirical formulae is illustrated by Table 4 and Table A .5. The use of the Ni tracer is cleaner and closer to the [Fe/H] derived from Fe lines, while the Cr tracers typically agree within ±0.2 dex. We also developed tracers for each sub-group of C-normal, CEMP, as well as CEMP and Cnormal stars (as listed above) for the dwarfs and giants individually (see Table A .5). If a relation is blindly used for any giant star, for example, with no prior knowledge of C-enhancement, the metallicity is typically accurate to within ±0.15 dex.
Cr and Ni as tracers
The choice of Cr and Ni was made for several reasons. In the C-free regions, Cr and Ni were among the lines that showed clear absorption features together with elements like Mg and Ca, which unfortunately turned out to be sub-optimal tracers for the C-rich and C-normal dwarfs as well as the giants we study. We wish to stress that we only used the EWs of these two elements, and no abundances are involved in our empirical relations. Thus, no radiative transfer equations or the biasing 1D, LTE assumptions affect this method.
Ni is an excellent tracer, which is also understandable when considering the chemical evolution of Ni (e.g. Kobayashi et al. 2019) . As is seen from observations, the [Ni/Fe] is flat with metallicity and has a scatter as low as 0.03 for very metal-poor stars (Reggiani et al. 2017) ; it only has a slight scatter (0.1-0.2 dex) around the solar-scaled ratio.
Cr, on the other hand, shows a decreasing [Cr/Fe] below [Fe/H]= −2.5 (Bonifacio et al. 2009 ), reaching down to -0.5 at the lowest metallicities. This sort of trend could propagate into the EWs; however, this does not seem to be the case. In the above-mentioned study, they show that for the less non-LTE biased Cr II abundances, the [Cr II/Fe] trend stays almost flat, and centred around zero with a spread of ∼ ±0. two outliers). This would indicate that the decreasing abundance trend is mainly due to deviations from LTE, which are most strongly present at low metallicities; a similar result is shown in Reggiani et al. (2017) . Hence, the trend in Cr abundance is more so due to the simplified abundances assumptions made when computing Cr abundances, while the EWs seem to follow the metallicity well. In order to settle this, full 3D, non-LTE abundances will need to be computed over a broad metallicity range in order to probe the true nature of the chemical evolution of Cr in the Galaxy. Hence, selecting two Fe-peak elements to trace the metallicity, seems logical from a nucleosynthetic point of view. Additionally, we do not expect to find large deviations from the Fe-scale as a function of (lower) metallicity.
Robustness of method
In order to quantify the robustness of our empirical scaling relations, we derived the stellar parameters and EWs in different ways. For the C-normal stars, the stellar parameters were derived with the automatic code ATHOS (Hanke et al. 2018 ) and these were in good agreement with the temperatures from the IRFM, to within 50-70 K, and the gravities based on Gaia DR2 values (where the agreement is ∼ ±0.05 dex). The metallicity obtained measuring EWs is agreeing within < ±0.1 dex, as shown in Reggiani et al. (submitted) . Thus, the impact on the metallicity is low, and the values are consistent.
Following, we re-measured (blindly) the EWs in several stars, which in C-normal stars resulted in ±3 mÅ for the Ni line, and ∼ 8 mÅ for the Cr lines. The uncertainties were larger for the CEMP stars where both cases resulted in ∼ 10 − 15 mÅ. The main reason for which was continuum placement, which is more difficult in CEMP than in C-normal stars. To increase the robustness, automated codes must be able to place the continuum better, which is notoriously hard in cool (CEMP) stars with many molecular bands.
In addition, we used an automated routine (iSpec, Blanco-Cuaresma et al. 2014) to measure the EWs of Ni and Cr automatically for all dwarf stars considered. The median offset for Ni is 3 mÅ , for Cr(5204Å) 5 mÅ , and for Cr(5206Å) 9 mÅ. Finally, Cr(5208Å) shows the largest uncertainty of 9 mÅ, which is partly due to blends at higher metallicities and partly due to saturation. These offsets are in overall good agreement with values obtained for CEMP stars.
We computed new empirical relations with the manually and automatically obtained EWs and found the best agreement for Ni. The difference in intercept is < 0.02, < 0.01 in slope, and the scatter is similarly low. For the Cr line at 5204 Å, the intercept changed slightly more (< 0.03); however, no change was seen in the slope. Hence, only slight effects on the second deci-mal were seen for these two lines. The two redder Cr lines were more affected. The intercept changed by 0.1-0.3, while the slopes suffered by only 0.01, which is similar to the blue Cr and the Ni lines. If we vary the EWs by the uncertainties that arise from either continuum placement or from measuring the EWs manually versus automatically, we find that the empirical relation for Ni and the blue Cr line (5204) is robust to within ∼ 0.05 dex typically. However, the redder Cr lines are only robust to within ∼ 0.1 dex. Hence, for all dwarfs, we recommend using Ni or Cr (5204), and our scaling relations are robust (±0.05 dex) and valid in the metallicity range −3.2 to 0.
Consistency tests
As a follow-up, we tested the application of the automatic codes SP_Ace (Boeche & Grebel 2016) 3 and ATHOS (Hanke et al. 2018) 4 for the giant stars of our sample, shown in Table 1 . While SP_Ace computes stellar parameters and abundances for stars with [Fe/H]> −2.4, ATHOS only yields stellar parameters, but for a broader parameter range. The average error on the metallicity for ATHOS is given by σ ATHOS = 0.39 dex. The given error of SP_Ace is smaller, which is caused by a different calculation since σ SP_Ace = 1 N Fe · σ = 0.1 dex. Both codes agree within σ [Fe/H] = 0.29 dex, σ T = 277 K, and σ logg = 1.16 dex for metallicity, temperature, and surface gravity, respectively. The large difference in gravity is driven by five strongly differing giants, where ATHOS operates outside the range of gravities on which it was trained. SP_Ace did not converge for three stars, even though the metallicity is in the range of validity, as shown in Table A.6. For five stars, SP_Ace was used to determine the metallicity, but it was unable to determine Cr and Ni abundances. This along with the disagreement within the stellar parameter demonstrates how challenging it is to derive elemental abundances from low-resolution spectra of CEMP stars with automatic codes.
By using Cr and Ni abundances as well as the metallicities determined by SP_Ace, we calculated the EW of the Cr and Ni lines investigated here. This was done with the EW driver of the spectral synthesis code MOOG (Sneden 1973 (Sneden , version of 2014 and atomic data, as given in Table A .4. Here, MOOG calculates the EW line by line as if it were an isolated feature. As seen in Fig. 12 , the Cr and Ni lines are heavily blended at the resolution of X-Shooter with either Y or Fe lines. In many cases, line blends can be well treated, especially if the blends are separated from core to core by more than 3/5*FWHM (full width at half maximum Hansen et al. 2015a ). However, if the blends are close and of similar strength, they cannot be treated separately; one line's opacity and continuum source function is affected by the other, and the radiative transfer equations need to be solved with this in mind (Lites 1974 ). This influence is, however, negligible if the second blending line is much weaker than the first line of interest. By inspecting Fig. 12 , the bluest Cr line poses a problem. In the X-Shooter spectra, the blending separation is ∼ 0.5 Å and the blending Fe line is closer than this separation and is of similar strength to the Cr line. Hence, treating these two lines completely independently when deriving abundances and EWs may lead to wrong results, and we do not consider the 5204 Å Cr line any further in this test.
The 5206 Å Cr line suffers from a Y blend. Even though Y is more than 0.5 Å from the Cr core, the fact that the slow neutron-capture element, Y, does not scale with [Fe/H] is obvious, and this causes large offsets when applying Cr and Y as an [Fe/H] tracer in the s-process rich CEMP−s stars (see Fig. 13 ). From Fig. 13 , Ni and Cr 5208 are seen to be the best tracers. We also note that the super-solar [Fe/H] values arise due to the issues automated codes have when dealing with heavily blended, metal-rich stars. To account for the strong blends and for what we would measure as EW of the blended feature, we added the EW of the blending Fe to the EW of the Cr line. We could only do this for the 5208 Cr and 5477 Ni lines, where the Fe lines are well separated and much weaker than the Cr or Ni lines. We tested the impact of this, and the recovered metallicity is better when we added the Fe EW to the tracer line EW. The Ni and Cr 5208 (and then 5208+5204) Å remain the best [Fe/H] tracers for giants at all metallicities for the sample from Table 1. Our scaling relations for giants are valid and robust in the metallicity range −3.2 to −0.5 dex for Cr and −3.2 to 0 dex for Ni.
Discussion
To pinpoint where the relations break down, we expanded our sample. We used a large sample of stars, typically Cnormal, which are located in dwarf spheroidal galaxies. The spectra were downloaded from the ESO and Keck reduced archive and analysed in a homogeneous manner (Reichert et al. 2019 submitted) . Due to the distance to these galaxies, only the brightest, cold giants were observed. These 300 giant and super-giant stars have similar stellar parameters to the CEMP stars with surface gravities 0.37 dex ≤ log g ≤ 2.4 dex, tempera- (2019) . The majority of this sample was observed within the HR10/13/14a set-up of FLAMES/GIRAFFE (230 stars), but it also contains UVES (59), X-SHOOTER (1), and HIRES (10) spectra.
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For the FLAMES/GIRAFFE spectra, lines around 5204 Å are not covered. We, therefore, measured the Cr line at 5409.77 Å and calculated the EW of the Cr lines that we investigate in this paper. This was done by computing the Cr abundance from the Cr EW at 5409.77 Å and generalising this to the Cr lines at 5204 -5208 Å as outlined above. We want to stress that calculating the EW in this way, requires knowledge of all stellar parameters. Since Cr is temperature sensitive, this introduces additional uncertainties compared to a direct measurement of the Cr lines at 5200 Å. As before, we mimicked the low-resolution spectra by adding EWs of nearby Fe lines, therefore the derived metallicity goes directly into our calculation and may reduce the uncertainty again. Despite the higher resolution of GIRAFFE, the Fe blend of the 5204 Å Cr line is only 0.07 Å from the Cr line centre, which is well within FWHM dictated separation that is 0.13 Å for GIRAFFE. For the redder Cr line, 5206 Å, we did not attempt to add up the EW of Y that is close the Cr 5206.04 because Y does not trace metallicities and it might introduce biases in s-rich CEMP-s stars. This relation, therefore, turns out to provide metallicities that are too low, as seen in Fig. 15 . We attribute the large upturn in Fig. 14 of the Cr 5208.51 line to saturation of the strong Cr lines (EW> 450 mÅ ) at the highest metallicities tested here. This occurs here since we were forced to use Cr abundances derived from other lines in the limited wavelength range, and we use the 5409.77Å Cr line abundance for the lines we study here (5204-5208Å ) to computate their EWs.
Finally, there is a smaller sample of 59 stars that were observed with UVES. Here, the high resolution allowed for a safe deblending down to ∼ 0.035 Å, thereby rendering all Cr lines useful tracers. We measured EWs directly and only added the Fe EW to the Ni line in order to mimic the situation in lower-resolution spectra. The outcome is shown in Fig. 15 . The Cr 5208.51 -relation is valid within the boundaries of 50 mÅ < EW < 450 mÅ. This translates to metallicities between −2.8 dex ≤ [Fe/H] ≤ −0.8 dex. The relation for Ni holds above EW > 30 mÅ, which translates to [Fe/H] > −3.2 dex. By applying these boundaries, we derived a residual standard deviation of σ 5204.51 = 0.53 dex, σ 5206.04 = 0.47 dex, σ 5204.51+5208.42 = 0.44 dex, σ 5208.42 = 0.39 dex, and σ 5476.87 = 0.32 dex, as shown in Fig. 15 and for the FLAMES/GIRAFFE sample (Fig. 14) σ 5208.42 = 0.29 and σ 5476.87 = 0.20. Again, the 5208 Cr, the combined 5204+5208 Cr, and the Ni line provide the best [Fe/H] traces, but only Ni fulfils our goal with it ±0.2 dex. There seems to be a slight offset between the trend developed for lowresolution EWs and [Fe/H] and the higher resolution GIRAFFE and UVES trends. We assign the majority of this offset to blending issues related to resolution. It has been shown in earlier studies that [Fe/H] derived from low-resolution studies might differ by ∼0.3 dex compared to a high-resolution spectroscopically derived [Fe/H] value of the same star (see, e.g. Hansen et al. 2019 ). Based on Fig. 14 and 15 , we note that our EW Ni -[Fe/H] relation might be able to circumvent issues regarding resolution.
We want to stress that calculating the EW this way, requires knowledge of all stellar parameters and we only appled this method for the GIRAFFE sample (230 stars). Since Cr is temperature sensitive, this introduces additional uncertainties, which for Cr 5208.42 are 0.23 dex on average (temperature: 0.23 dex, logg: 0.02 dex, [Fe/H]: 0.02 dex), as compared to a direct EW measurement of the Cr lines at 5200 Å. This abundances involvement may in turn also explain part of the offset seen between low and high resolution as mentioned above.
Conclusion
The CEMP stars are Galactic field stars that are often observed with low-resolution instruments; they are inherently metal poor, contain molecules in their atmosphere, and are valued chemical tracers. When identified, CEMP stars become a challenging and very time-consuming task to chemically analyse. The Fe lines can be minuscule due to low metallicity, or they can be blended with other spectral features as a result of low resolution and strong molecular bands.
Here, we set out to improve the spectroscopically derived metallicities by finding an empirical relation that predicts [Fe/H], to a more precise degree than by measuring, the very affected EWs of Fe lines. Hence the goal is to achieve a residual standard deviation from 'star to linear prediction' that is better than 0.25 dex.
In this study, we tested seven elements that show strong absorption features at low metallicities. Out of these, Cr and in particular Ni turn out to be the best tracers. From a Galactic chemical evolution standpoint, this is not surprising as these two elements show almost flat trends with [Fe/H] (Kobayashi et al. 2019; Bonifacio et al. 2009 ) if Cr II lines are used. However, we used the strong Cr I features at ∼5200 Å . From this region, it also becomes evident that spectral blends with Fe lines still pose as valid tracers while, for example, Y formed by the s-process (Bisterzo et al. 2014) induces biases in CEMP−s and CEMP−r/s stars.
The empirical relations from Cr (5208 Å) and Ni (5477 Å) hold for all CEMP sub-groups as well as C-normal stars, with the caveat that dwarfs and giants need to be separated due to the very different line strength and line behaviour in their atmospheres. However, this is not difficult thanks to the Gaia mission (see Fig. 7 ). The relations are valid in stars with [Fe/H]∼ −3 up to [Fe/H]∼ 0 with EWs from ∼ 5 to ∼ 800 mÅ, which we tested in a sample of ∼ 400 stars.
Having tested the relations on a broad variety of resolutions (from R ∼ 5000 − 40000), we see that resolution plays an important role in when and how we can use the EWs of blended lines. Moreover, it is known that when deriving [Fe/H] in a star observed at low and medium resolution versus high resolution, the resulting [Fe/H] may deviate by > 0.3 dex (e.g. Hansen et al. 2019) . By using the blended Ni-Fe feature at 5477 Å and by adding their EWs, we may be able to circumvent this resolution driven issue and derive consistent [Fe/H], regardless of resolving power. Finally, by using EWs rather than abundances, we reduce the biases from 1D, LTE assumptions. This is very promising.
Our formulae are valid in the metallicity range ∼ −3 < [Fe/H] < 0 and internally robust to within 0.05 − 0.1 dex. Overall, they accurately return metallicities ([Fe/H]) for CEMP stars to within 0.2(5) dex for Ni (Cr) and they perform even better for C-normal stars. The robustness and accuracy depend slightly on the trace element and line as well as the stellar evolutionary stage. These empirical formulae will tremendously ease the [Fe/H] determination in future, deep, low-and medium-resolution surveys that encompass numerous CEMP stars, as these grow in number as metallicity decreases. Having a straightforward way of dealing with and avoiding measuring blended Fe lines in these stars will in turn lower the uncertainty on [Fe/H]. These formulae are a step in that direction. References. Table A .3). We note the y-axis is larger than in Fig. 11 . A poor fit with a large scatter resulting in a residual standard deviation of 0.697 dex is seen.
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