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Abstract
Diffusion-weighted MR imaging (DWI) is the only method we currently have to
measure connections between different parts of the human brain in vivo. To eluci-
date the structure of these connections, algorithms for tracking bundles of axonal
fibers through the subcortical white matter rely on local estimates of the fiber ori-
entation distribution function (fODF) in different parts of the brain. These func-
tions describe the relative abundance of populations of axonal fibers crossing each
other in each location. Multiple models exist for estimating fODFs. The quality
of the resulting estimates can be quantified by means of a suitable measure of dis-
tance on the space of fODFs. However, there are multiple distance metrics that
can be applied for this purpose, including smoothed Lp distances and the Wasser-
stein metrics. Here, we give four reasons for the use of the Earth Mover’s Distance
(EMD) equipped with the arc-length, as a distance metric. First, the EMD is an
extension of the intuitive angular error metric, often used in the DWI literature.
Second, the EMD is equally applicable to continuous fODFs or fODFs containing
mixtures of Dirac deltas. Third, the EMD does not require specifying smoothing
parameters. Finally, the EMD is useful in practice, as well as in simulations. This
is because the error of an estimated fODF, as quantified by the EMD of this fODF
from the ground truth is correlated with the replicate error: the EMD between the
fODFs calculated on two repeated measurements. Though we cannot calculate the
error of the estimate directly in experimental data measured in vivo (in contrast to
simulation in which ground truth is known), we can use the replicate error, com-
puted using repeated measurements, as a surrogate for the error. We demonstrate
the application of computing the EMD-based replicate error in MRI data, creat-
ing anatomical contrast that is not observed with an estimate of model prediction
error.
1 Introduction
Diffusion-weighted magnetic resonance imaging (DWI) is a biomedical imaging technique that cre-
ates images that are sensitive to the direction and distance of water diffusion within millimeter-scale
voxels in the human brain in vivo. Repeated in several different directions, diffusion sensitization
can be used to make inferences about the microstructural properties of brain tissue in different loca-
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tions, about the trajectories of organized bundles of axons, or fascicles, and about the connectivity
structure of the brain. This is because water molecules freely diffuse along the length of nerve cell
axons, but are restricted by cell membranes and myelin along directions orthogonal to the axon’s
trajectory. This technique has therefore been used in many clinical and basic research applications
[1].
To make inferences about the directions and relative fractions of different fascicles within each
region of the brain, mixture models are employed. The signal within each volumetric pixel (or voxel)
of approximately 2x2x2 mm3 is deconvolved with a kernel function, fκ, assumed to represent the
signal from every individual fascicle [2]. A set of weights, wi provides an estimate of the fiber
orientation distribution function (fODF) in each voxel, a representation of the direction and volume
fraction of different fascicles in each voxel. However, many algorithms are proposed to perform
this deconvolution. In choosing a model and an algorithm, the main consideration is the accuracy
of the model with respect to the ground truth. Accuracy is defined as the average error of the
model fit to the ground truth; error can be assessed by comparing model fits with a known physical
structure, such as excised neural tissue that is placed in the MRI device in a particular configuration
[3]. However, direct assessment of error, and hence model accuracy, is not applicable in human
brain in vivo. Hence, a useful proxy for accuracy is the precision, or equivalently, the reliability of
the model–how much the model fit varies due to noise. Precision can be estimated by fitting the
model to several replicate datasets with independent noise; computing the difference between the
fitted models produces a quantity which we refer to as the replicate error. While precision does not
guarantee accuracy, the inverse statement holds–an imprecise model will also be inaccurate.
Both error and replicate error require the specification of a distance function or divergence on the
space of fODFs. In turn, we can quantify model inaccuracy as average error and model imprecision
as average replicate error.1 Previous DWI studies have used numerical simulations to assess the
fits of algorithms to the fODF [2, 4, 5], and the angular error (AE), quantified as the sum of the
minimal arc distances between the true directions and estimated directions, is commonly used as
a measure of inaccuracy in these studies. AE has an intuitive appeal, but its application to fODFs
with multiple non-zero weights is problematic, since angular error ignores the relative weights of
the directions, and also fails to penalize fODFs with an incorrect number of directions. However, the
fODF is naturally interpreted as a probability distribution of directions. Thus, any distance between
probability distributions could be used to measure distances between fODFs. In the present study,
we examine three commonly used distances or divergences: total variation (TV), Kullback-Leibler
divergence (KL), and earth mover’s distance (EMD). We demonstrate that the EMD has several
advantages over other measures of discrepancy between fODFs.
2 Methods and Theory
2.1 Models
We model the diffusion signal using a sparse fascicle model (SFM). Originating from work by [6]
and further developed by Behrens et al, Dell’Acqua et al and Tournier et al [2, 7, 8], these models
describe every voxel of the white matter as composed of k distinct populations of fibers, where k
is an integer greater or equal to 1. The directions of the fibers are unit vectors v1, . . . , vk, and we
do not distinguish between a vector v and its mirror image −v, because DWI measurements are
antipodally symmetric. The weights of the fibers are real positive numbers w1, . . . , wk and add to 1,
reflecting the fractional volume occupied by the fiber population. The signal measured in direction
xi is:
yi ∼ Rician(S˜0
k∑
j=1
wje
−κ(vTj xi), σ2)
1 Note that the definition of accuracy and precision resemble but subtly differ from the statistical concepts of
bias and variance. Bias refers to the difference between the average model fit and the ground truth. However, in
non-Euclidean spaces, there may not exist an operation for averaging multiple model fits, making the concept
of bias inapplicable. Meanwhile, variance is defined as half the average squared distance between two model
fits, in contrast to imprecision, which is the average distance between two model fits.
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where S˜0 is a scaling parameter, κ is a free parameter which is assumed constant given fixed exper-
imental parameters (gradient field strength, pulse duration, etc.), and the Rician distribution [9] is
defined by
√
(µ+ Z1)2 + Z22 ∼ Rician(µ, σ2) for Zi iid∼ N(0, σ2).
Under the general framework of the SFM, one arrives at more specific models by making particular
assumptions about the number of fibers and their properties. One might assume the assumption of
a particular lower bound for the angular separation between distinct fiber populations, a minimal
threshold on the proportion of a fiber in a voxel, or an upper limit on the number of distinct fibers in
a voxel. Furthermore, it is necessary to specify the parameter κ; one can estimate κ from the data, or
rely on a biophysical model. In the simulation studies, we will treat κ and σ2 as known parameters.
The SFM can be formulated as a Bayesian model, by specifying priors on the number of fibers, the
directions of the fibers, and the weights of the fibers. For reasons of computational tractability, we
assume k = 2 fibers and that each fiber has a weight of 0.5, with a direction which is independently
uniformly distributed. The posterior distribution for this model can be easily computed, by dis-
cretizing the projective plane. Supposing the data is also generated by the same priors, the Bayesian
posterior allows one to obtain optimal point estimates. However, one could consider the Bayesian
model as a useful approximation to the truth even when the priors are incorrect.
Inference of the SFM is simplified considerably if one is willing to model the signal as having a
Gaussian distribution rather than a Rician distribution. Under the assumption of Gaussianity, the
fODF fˆ is estimated through non-negative least squares (NNLS):
fˆ =
p∑
j=0
βj∑
i βi
δuj
β = argminβ>0
n∑
i=1
∣∣∣∣∣∣yi −
p∑
j=1
βje
−κ(uTj xi)
∣∣∣∣∣∣
2
(1)
where u1, . . . , up are points from an arbitrarily fine sampling of the projective plane.2 The NNLS
method does not constrain the number of directions with positive weights. However, one can
choose to use best-Kˆ-subset regression (BKˆS) 3 to constrain the number of directions to Kˆ:
β = argminβ>0,||β||0=Kˆ
∑n
i=1
∣∣∣yi −∑pj=1 βje−κ(uTj xi)∣∣∣2. Here || · ||0 is the L0 pseudonorm, which
counts the number of nonzero components in the vector.
Figure 1 illustrates example fODFs estimated by the Bayesian posterior mean, NNLS and best-2-
subset regression (B2S).
2.2 Distances for Probability Distributions
The total variation metric for distributions P andQ is defined as dTV (P,Q) = supA |P (A)−Q(A)|
where A is an arbitrary measurable set and is easy to compute: Given vectors p and q which are
histograms for P and Q respectively, TV is approximated by 12 |p − q|1, with | · |1 the L1 vector
norm. Another commonly used characterization of distance between distributions is the Kullback-
Leibler divergence: KL(P,Q) =
∫
log(dP/dQ)dP . We will use the symmetrized KL divergence,
defined by SKL(P,Q) = 12KL(P,Q) +
1
2KL(Q,P ). Note that while TV is a distance metric,
neither KL divergence nor symmetrized KL divergence are metric. Both TV and KL divergence are
unsuitable to compare distributions which are mixtures of Dirac delta function. If P and Q are two
distributions with disjoint support, the total variation distance dTV (P,Q) will be equal to 1, while
2 It is common to apply regularization, such as an L1 penalty [2], or elastic net penalty [12], to the objec-
tive function (1). However, NNLS yields useful estimates even without regularization; hence we neglect the
regularized variants of NNLS in this paper.
3Finding the best set of Kˆ directions is an NP-hard problem in general. However, two considerations make
it feasible in the application of DWI imaging. One, there are scientific reasons to assume that Kˆ is a small
number, e.g. from two five. Two, we are willing to tolerate a small angular error in the chosen directions.
These two factors mean that a brute force search is possible, though still computationally expensive. This is
in contrast to the general problem of best subset regression, which often requires the use of greedy search or
convex approximation.
3
Figure 1: fODFs estimated by the Bayesian posterior mean (left), NNLS (center), and Best-2-subset
regression (B2S; right) given the same data. Sticks indicate true directions entered into simulation.
Light edges on polygons indicate positive probability mass. At the one end, the Bayesian posterior
mean is continuous, while at the other, B2S produces a very sparse estimate, with NNLS having
intermediate sparsity.
the KL divergence KL(P,Q) will be infinite, regardless of how close or how far the atoms of P
and Q are from each other. Therefore, rather than applying total variation or KL divergence directly,
one can first apply kernel smoothing to the distributions, then compute the distance between the
smoothed fODFs [10]. Here, we use Gaussian smoothing, parameterized by λ > 0, and we write
the convolution of P with the gaussian kernel with mean zero and variance λ−1 by P ? φλ. Hence
we define the smoothed TV distance as dTV,λ(P,Q) = dTV (P ? φλ, Q ? φλ) and the smoothed
symmetrized KL divergence as SKLλ(P,Q) = SKL(P ? φλ, Q ? φλ). Figure 2 illustrates the
calculation of smoothed TV distance in a one-dimensional setting.
The earth mover’s distance (EMD), or 1-Wasserstein distance, can be interpreted as the minimal
amount of work needed to transform P1 into P2, by optimally transporting the mass from P1 to the
mass in P2. The work is measured by the total distance times mass transported; a general definition
can be found in [11]. Figure 2 illustrates the calculation of EMD in a one-dimensional setting. In
contrast to the TV distance or the KL divergence, the EMD depends on the notion of a distance or
cost between two points: in other words, it incorporates the geometry of the underlying space. The
EMD between two distributions P1 and P2 can be computed by linear programming in the special
case that P1 and P2 are mixtures of Dirac deltas; i.e., Pi =
∑ki
j=1 w
i
jδvij . Then
dEMD(P1, P2) = min
x
k1∑
i=1
k2∑
j=1
cijxij subject to xij ≥ 0,
k1∑
i=1
xij = w
2
j ,
k2∑
j=1
xij = w
1
i (2)
where cij = d(v1i , v
2
j ) for a suitable distance metric d. Here xij is understood as the amount of mass
moved from the point v1i in P1 to the point v
2
i in P2.
The 2-Wasserstein distance (2WD) has a similar definition to EMD, replacing dEMD with d2Was2
and replacing cij with c2ij in equation (2).
Because the EMD and 2-Wasserstein distance (2WD) are equipped with a notion of geometrical
distance, either can be used to quantify how two mixtures of Dirac delta functions are “close” even
though none of the delta functions overlap, and in contrast to the KL and TV metrics, does not
require the choice of an arbitrary smoothing parameter.
It is possible to state a number of additional properties of the aforementioned distance metrics when
they are applied in Euclidean space.
First is the concept of scale equivariance. Given a probability distribution P , one can define scaling
by a constant λ > 0 by defining the scaling measure λP
(λP )(A) = P (
1
λ
A)
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recalling that λA is defined as λA = {λx : x ∈ A}. Then the property of scale equivariance is
defined as
d(P,Q) =
1
λ
d(λP, λQ)
for all probability distributions P , Q. It is easy to prove that EMD and 2-Wasserstein distance
satisfy scale equivariance. Meanwhile, total variation satisfies scale invariance rather than scale
equivariance, which is the property that
d(P,Q) = d(λP, λQ).
But smoothed total variation satisfies neither scale equivariance nor scale invariance, due to the
smoothing parameter.
The second concept is that of robustness to outliers. Given a probability distribution P with mass
concentrated in a small ball (say, the unit ball), one can consider contamination of the distribution
with a point mass located at a distant point x. That is, consider transforming P to (1 − )P + δx
for x with ||x|| large. The robustness of the distance metric d is determined by the behavior of the
quantity
d(P, (1− )P + δx)
as → 0, ||x|| → ∞. We have for small  and large x that
dEMD(P, (1− )P + δx) ≈ ||x||
d2WD(P, (1− )P + δx) ≈
√
||x||
dTV,λ(P, (1− )P + δx) ≈ 
Both EMD and smoothed TV have a linear dependence on  while 2-Wasserstein has a square root
dependence on . This means that 2-Wasserstein is much less robust to contamination for small .
Meanwhile, only smoothed TV has an O(1) dependence on ||x||, meaning that smoothed TV is the
most robust to outliers.
While the two properties of scale equivariance and robustness to outliers are only defined for Eu-
clidean spaces, we will see that they are still useful for understanding the properties of the distance
metrics in non-Euclidean settings, such as the projective plane.
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Figure 2: Schematic illustrating the difference between EMD and kernel-smoothed TV dis-
tance. Left to right: (i) probability distribution P1, a mixture of Dirac deltas (solid spikes),
with kernel-smoothed form P1,gauss,100 superimposed (dottted lines); (ii) distribution P2 with
smoothed form P2,gauss,100 superimposed; (iii) computation of dEMD(P1, P2); (iv) computation
of dTV,gauss,100(P1, P2) = dTV (P1,gauss,100, P2,gauss,100)
2.3 Distances for fODFs
All of the aforementioned distance metrics can be adapted for the projective plane, and thus used to
measure distances between fODFs.
Furthermore, both the EMD and 2WD equipped with the arc-length distance can be viewed as an
extension of angular error (AE). If we take fODFs consisting of a single Dirac delta, both the angular
error and the EMD distance between the fODFs is equal to the arc length distance between their
directions: hence in figure 3, we see that EMD distance is linear with respect to AE; in contrast,
RMSE, TVgauss,1 and TVgauss,100 are concave with respect to AE.
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Figure 3: Distance between fODFs consisting of a single Dirac delta, f1 = δv , f2 = δw as a function
of darc′(v, w). Left to right: EMD, RMSE, TVgauss,10, TVgauss,100
2.4 Prediction error
Unlike other measures of accuracy, the prediction error of a model can be evaluated without know-
ing the ground truth, since it uses the observed data as a noisy version of the ground truth [12].
Furthermore, prediction error can be calculated using a single data set, via cross-validation.
Given data y1, . . . , yn corresponding to measurement directions x1, . . . , xn, one estimates the quan-
tity S˜0, e.g. by fitting the NNLS model and setting Sˆ0 = ||β||1. The set of measurement directions
x1, . . . , xn is partitioned into K disjoint sets A1, . . . , AK of roughly equal size, and resampled
fODFs f˜1, . . . , f˜K , where fˆ i are obtained by estimating the fODF based only on the directions not
in the set Ai. Each of the resampled fODFs f˜ j is used to make a prediction on the measurements in
the left-out set {yi : i ∈ Aj}. The cross-validated RMSE (CVRMSE) is computed as:
CV RMSE =
K∑
j=1
∑
i∈Aj
(
yi − Sˆ0
∫
v
exp(−κ(x′iv)2)df˜ j(v)
)
Alternatively, if two or more replicate measurements y1, y2 are available, one can also evaluate the
replicated RMSE (RRMSE), defined by RRMSE =
∑n
i=1
(
y2i − Sˆ0
∫
v
exp(−κ(x′iv)2)df˜1(v)
)
.
The CVRMSE and RRMSE differ only slightly in terms of mean; the RRMSE has smaller variance.
Supposing that the model is correctly specified, CVRMSE is an nearly unbiased estimate of the root
mean integrated squared error (RMISE) from the noise-free signal. The RMISE is defined as the
L2 distance between smoothed measures:dRMISE(f1, f2) =
√∫
w
(f1,ST,κ(v)− f2,ST,κ(v))2dv
where the smoothing kernel is computed from the Stejskal-Tanner equation [1] with a single shape
parameter κ: fST,κ(v) =
∫
w
exp(−κ(v′w)2)df(w).
2.5 Resampled Barycenters
If one had an accurate Bayesian model of the data, one could obtain an optimal estimate of the fODF
with respect to expected EMD inaccuracy by obtaining the Wasserstein barycenter of the posterior
distribution:
fˆ = min
fˆ
∫
f
dEMD(f, fˆ)dp(f |y) (3)
, where p(f |y) is the posterior distribution of the fODF with respect to the data y. The precise form of
the posterior distribution appearing in (3) depends on the particular prior used. Bayesian approaches
for DWI imaging [8] commonly use priors consisting of mixtures of K dirac deltas, where K also
possibly has a prior distribution. The numerical computation of the Bayesian barycenter can be
achieved by obtaining a large number of posterior samples f1, . . . , fN from the posterior, then
solving
fˆ = min
fˆ
1
N
N∑
i=1
dEMD(f
1, fˆ)dp(f |y) (4)
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A variety of approaches exist for solving the equation (4), including linear programming4, and a re-
cent approach by Cuturi [14]. However, obtaining the posterior draws f1, . . . , fN may be extremely
expensive.
One can bypass the computational cost of computing the posterior by exploiting the connec-
tion between Bayesian inference and resampling techniques. Efron [13] demonstrates a close
connection between the parametric bootstrap and Bayesian posteriors for uninformative priors.
The parametric bootstrap can be immediately applied to our setting: given an estimated fODF
fˆ0, and an estimate of the noise σˆ2, generate synthetic bootstrap data y1, . . . , yK by yji ∼
Rician
(∫
v
exp(−κ(v′xi)2)dfˆ0(v), σˆ2
)
. Fitting the model to each synthetic bootstrap replicate
y1, . . . , yK , obtain bootstrap estimates of the fODF fˆ1, . . . , fˆK . Treating these bootstrap estimates
as a sample from an approximate posterior, compute fˆ = minf
∑B
i=1 dEMD(f, fˆ
B). An alternate
approach, and one which appears to be more effective in simulations, is to use K-fold partioning
rather than parametric bootstrap: that is, to obtain fˆ1, . . . , fˆK using the approach described in 2.4.
2.6 K-fold replicate error
The definition of replicate error requires at least two replicate measurements of the same voxel, y(1)
and y(2): then given a distance function d, the replicate error is defined as RE = d(fˆ (1), fˆ (2)).
However, one can measure K-fold replicate error (K-RE) using a single set of measurements by
using K-fold partitioning. Given a single set of measurements y, obtain fˆ1, . . . , fˆK according to the
K-fold partitioning procedure described in 2.4. Then define the K-fold replicate error as follows:
K-REd =
K − 1√
K
 1
K(K − 1)/2
∑
1≤i<j≤K
d(fˆ i, fˆ j)

The correction factor,
√
K
K−1 , is used to reduce the dependence of the calculated replicate error on
the arbitrary choice of K. Supposing the correction were not employed, the K-fold replicate error
would be asymptotically proportional to
√
(K − 1)/K, which is the product of the square root of the
relative sample size
√
K/K − 1 and the inverse proportion of directions shared between different
folds, 1/(K − 1).
3 Results and Discussion
3.1 Comparison of models and accuracy measures
We compare measures of accuracy applied to simulated estimates of fiber orientation distribution
functions (fODF) obtained from different models. The measures we consider are angular error
4 In the case that fODFs fˆ1, . . . , fˆK are mixtures of Dirac deltas, it possible to compute the Wasserstein
barycenter using standard linear program solvers. Let vji be the ith direction in the fODF fˆ
j , and wji its
corresponding weight, and let ki denote the number of directions in fˆ j . Let u1, . . . , up be a dense sampling on
the projective plane. Then the Wasserstein barycenter is found by the following optimization problem:
minimize
p∑
`=1
K∑
i=1
ki∑
j=1
x`ijdarc(u`, v
j
i )
subject to
p∑
`=1
x`ij = w
j
i , w` ≥ 0 ,
K∑
i=1
ki∑
j=1
x`ij = w`
for ` = 1, . . . , p, i = 1, . . . ,K and j = 1, . . . , ki. The output of the optimization problem is the values of the
variables x`ij for ` = 1, . . . , p, i = 1, . . . ,K and j = 1, . . . , ki. The Wasserstein barycenter fˆbary can then
be computed as follows.
1. Compute w1, . . . , wp, by w`
∑K
i=1
∑ki
j=1 x`ij
2. Let fˆbar =
∑p
`=1 w`δu`
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(AE), root mean integrated squared error (RMISE), earth mover’s distance (EMD), total variation
(TV) with λ = {1, 10, 100} and symmetric Kullback-Liebler (SKL) with with λ = {1, 10, 100}5.
The ground truth fODF consists of two orthogonal directions with equal weights; the data was
generated using parameters κ = 1.5 and σ2 = 0.04. These parameters are typical for DWI simula-
tions [2,4,5]. The simulated measurements used measurement directions x1, . . . , x150 used in DWI
measurements. We then fit a Bayesian model, best-2-subset and NNLS. The Bayesian prior was
specified as described in 2.1, and the cross-validated barycenter was computed as described in 2.5
with K = 20 folds. Figure 1 displays sample model fits; Table 4 provides a table of the measures of
accuracy of each model as averaged over 1000 random trials.
Figure 4: Simulated comparison of distance metrics. Models: Bayesian posterior mean (bys),
Bayesian posterior Wasserstein barycenter (bry), best-2-subset (B2S), nonnegative least squares
(NNLS), K-fold barycenter (cv). For comparison, see also Figure 1.
RMISE most strongly favors continuous estimates, such as the Bayes posterior mean. AE is unde-
fined for continuous estimates and favors non-sparse estimates, such as NNLS and K-fold barycen-
ter. On the opposite side of the spectrum, EMD favors sparse estimates, such as best-2-subset and
the posterior barycenter. TV and SKL do not clearly favor sparse or non-sparse models. TV and
SKL rank the models similarly regardless of the smoothing parameter used, but the smoothing pa-
rameter does influence the contrast between different methods. In the case of oversmoothing, all
models have close to the minimum inaccuracy, as can be seen in the inaccuracies calculated using
TV1 and SKL1. In the case of undersmoothing, all models have close to the maximum inaccuracy,
as seen in the inaccuracies calcuated using TV100 and SKL100. In the case of TV , we see that the
ratio max err/min err is equal to 1.3 for TV1, 1.3 for TV10, and 1.2 for TV100. In comparison, the
ratio max err/min err is equal to 1.9 for EMD.
The K-fold barycenter outperforms NNLS in all measures considered here: a somewhat surprising
result, given that the K-fold barycenter was solely motivated by the goal of minimizing the inaccu-
racy as measured by EMD.
3.2 Correlation of error with replicate error
In a similar simulated experiment with k = 2 fiber directions, uniform random weight w1 and
w2 = 1−w1, σ2 = 0.04 and varying κ, we compare the correlations between errors err = d(f, fˆ1)
and replicate errors RE = d(fˆ1, fˆ2). We find that the correlation between the EMD-based error
and EMD-based replicate error, Corr(errEMD, REEMD) is above 0.4 for a range of parameter val-
ues κ from 0.1 to 2–higher than the minimum correlations for other distances. Figure 5 contains
correlations, as computed from 10000 simulations, for several values of κ.
5 The choice of smoothing parameters λ for TV and SKL are somewhat arbitrary; we are not aware of any
previous use of smoothed distances in the DWI literature.
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Figure 5: Correlation of error and replicate error for data generated from a simulation of a two-
direction fODF. For each metric, the values at different κ are presented, and ’min’ denotes the min-
imal correlation among the different values of κ for that metrix. The column for RRMSE contains
values for Corr(RRMSE,RERMISE). All other columns contain the correlation between err (er-
ror) andRE (replicate error) when both quantities are evaluated using the given distance/divergence.
Given the practical utility of RRMSE, it is surprising to see its low correlation with the true RMISE
regardless of κ. Although RRMSE is a close-to-unbiased estimated of the errRMISE , this may
come at a cost of greater variability. In contrast, RERMISE has a much higher correlation with
errRMSE . At first glance RERMISE appears to be a very similar procedure to RRMSE, but
while RRMSE compares the signal from replicate 1 with the raw data of replicate 2, RERMISE
compares the signal from replicate 1 with the signal from replicate 2. The distance measure with the
highest correlation between err and RE varies depending on κ. For κ = 0.1, EMD has the highest
correlation, 0.45 ± 0.01; for κ = 1, TV1 has the highest correlation: 0.55 ± 0.01, slightly higher
than EMD (0.52±0.01), while for κ = 2, TV10 has the highest correlation: 0.55±0.01. In both TV
and SKL we see that the choice of smoothing parameter which maximizes the correlation depends
on κ. Meanwhile, the 2-Wasserstein distance, which does not use smoothing, nevertheless has poor
correlation between err and RE at κ = 2, and is consistently dominated by EMD.
To summarize, the correlation of Corr(errEMD, REEMD) is consistently comparable to the highest
correlation of any other distance. Distances with fixed smoothing kernels suffer from degraded
correlation at one of the extremes of the parameter range, κ = 0.1 or κ = 2, while the 2-Wasserstein
distance also suffers from degraded correlation at high κ even though it does not employ smoothing;
in contrast, EMD is robust across κ.
These results can seemingly be explained by the fact that EMD has a combination of scale equiv-
ariance and robustness to outliers as defined in section 2.2. Even though the two properties were
only defined in the Euclidean setting, they can be extended in a ‘local’ sense to any manifold via
the fact that manifolds resemble Euclidean space in a small neighborhood of any point. In the par-
ticular application of DWI fiber deconvolution, the consequence of scale equivariance is that the
increased error due to increased noise level will be reflected both in the error and the replicate error.
Interestingly, though, we found correlations between error and replicate error in the simulation even
when holding the noise level fixed. This can be explained by the fact that even if the noise level is
held fixed, changes in the parameter κ or the fiber configuration can mimic the effect of increased
noise. Thus, the fact that smoothed TV and smoothed SKL are not scale equivariant explains their
inconsistent performance across κ. Meanwhile, the poor performance of 2-Wasserstein distance for
κ = 2 can be explained by the poor robustness of 2-Wasserstein distance to outliers. When κ is
low, relative to the sample size (number of measurement directions), the NNLS algorithm finds very
few ‘spurious’ directions. However, when κ is high relative to sample size, a noise spike in a single
measurement direction can cause NNLS to weight an essentially arbitrary direction in a direction
orthogonal to the direction of the noise spike. This leads to the production of ‘outliers’ for high
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κ, which inflate the variance of the relative error as measured by 2-Wasserstein distance. On the
other hand, these directional ‘artifacts’ can be removed by means of post-processing; hence it would
still be interesting to revisit the application of the 2-Wasserstein distance on post-processed NNLS
estimates.
3.3 Application to DWI data measured in vivo
DWI data was acquired in a healthy human participant in a 3T MRI instrument, at the Stanford
Center for Neurobiological and Cognitive Imaging. Data was acquired at 2x2x2mm3 with a b-value
of 2000 s/mm2. The data consists of two sets of replicate measurements6. We identified regions of
interest for analysis in the corpus callosum (CC), a region of the brain known to contain only one
major fascicle, connecting the two cerebral hemispheres, and in the centrum semiovale (CSO), a part
of the brain in which multiple fascicles cross. We compute K-fold replicate error (K = 10), and
replicate error of the fODF estimates. We also compute CVRMSE as a direct estimate of accuracy
(with regard to RMISE). A value of κ = 2.2 was estimated using cross-validation on a separate
subset of the data.
K-RE RE CVRMSE
Figure 6: Empirical measures of replicate error (EMD) and prediction error (CVRMSE) by brain
region. Top row: Sagittal view of the corpus callosum (CC), a part of the brain that contains fibers
connecting the two cerebral hemsipheres. Bottom row: Axial view of the centrum semiovale (CSO),
a part of the brain that contains multiple crossing fiber populations
CVRMSE appears to vary more smoothly across both regions of interest in the white matter. On the
other hand, measures of replicate error (both RE and K-RE) show more coherent spatial variation.
Both CVRMSE and replicate error are sensitive both to the configuration of the fibers in the mea-
surement voxel and to the noise in the measurement, but their sensitivities to these factors differ.
While CVRMSE is primarily sensitive to noise, EMD-based replicate error is more sensitive to the
configuration of the underlying tissue (i.e. single fiber population, or more populations of fibers).
The spatial variations in EMD across the corpus callosum ROI represent, therefore, variations in
the degree to which different parts of the measurement contain partial volumes of other neighboring
parts of the tissue. These other parts may contain either cerebrospinal fluid (the fluid the surrounds
and pervades the brain), or fibers oriented in other directions than the corpus callosum fibers. The
measurement noise, on the other hand, is dominated by physiological factors, and instrumental fac-
tors that vary very little across space. Hence, the relative smoothness of the variation of CVRMSE
across these regions.
6The data is available to download at: http://purl.stanford.edu/ng782rw8378
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4 Conclusions
In this paper we address the question of selecting an error metric for fODF estimation. Through
simulations, we illustrate the differences between EMD and alternative metrics, such as smoothed
total variation and RMISE. EMD favors sparse estimates of the fODF, and is an intuitive extension
of angular error, which is commonly used to characterize accuracy in the DWI literature. These
properties favor the use of EMD in theoretical work and simulations. In practice, one might only be
able to measure replicate error, or K-fold replicate error. Use of the EMD in practical applications,
on empirical data, is supported by the consistent correlation of approximately 0.4 between replicate
error and error as measured by EMD across a wide range of experimental conditions and biological
factors (embodied in the model parameterization by κ). Other error metrics, such as smoothed total
variation distance, may have higher correlation between replicate error and error, but this depends
on the smoothing parameter λ. EMD has a unique combination of scale equivariance and robustness
to outliers, which further supports the use of EMD-based replicate error as a proxy for EMD-based
error. The use of EMD as an error metric motivates the use of Wasserstein barycenters as estimates
of the fODF: while the K-fold barycenter is motivated as an approximation to the Bayesian posterior
barycenter, we find in simulations that the K-fold barycenter outperforms NNLS in all measures of
accuracy considered, hence meriting more detailed investigation of its properties.
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