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k is a ﬁeld of characteristic p > 0, and 1, . . . , n are linear forms
in k[x, y]. Intending applications to Hilbert–Kunz theory, to each
triple C = (F ,G, H) of nonzero homogeneous elements of k[x, y]
we associate a function δC that encodes the “syzygy gaps” of Fq ,
Gq , and Hqa11 · · ·ann , for all q = pe and ai  q. These are close
relatives of functions introduced in [P. Monsky, P. Teixeira, p-
Fractals and power series—I. Some 2 variable results, J. Algebra 280
(2004) 505–536]. Like their relatives, the δC exhibit surprising self-
similarity related to “magniﬁcation by p,” and knowledge of their
structure allows the explicit computation of various Hilbert–Kunz
functions.
We show that these “syzygy gap fractals” are determined by their
zeros and have a simple behavior near their local maxima, and
derive an upper bound for their local maxima which has long been
conjectured by Monsky. Our results will allow us, in a sequel to
this paper, to determine the structure of the δC by studying the
vanishing of certain determinants.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Hilbert–Kunz functions were introduced by Kunz in his characterization of regular local rings of
positive characteristic [5], and were reintroduced, named, and studied closely by Monsky [7]. Let R
be a Noetherian ring of characteristic p > 0 and I a zero-dimensional ideal of R . The Hilbert–Kunz
function of R with respect to I is the function n → lengthR(R/I [pn]), where I [pn] is the ideal generated
by all pnth powers of elements of I . Related are the notions of Hilbert–Kunz series (the power series∑∞
n=0 lengthR(R/I [p
n])zn) and Hilbert–Kunz multiplicity,
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n→∞
lengthR(R/I
[pn])
pndim R
.
Hilbert–Kunz functions, series, and multiplicities of ﬁnitely generated R-modules (with respect to a
zero-dimensional ideal I) are deﬁned analogously.
The Hilbert–Kunz multiplicity is related to tight closure like the Hilbert–Samuel multiplicity is
related to integral closure. Like the Hilbert–Samuel function and multiplicity, the Hilbert–Kunz func-
tion and multiplicity capture information about the singularities of the ring, but in subtle ways, not
yet completely understood. Hilbert–Kunz functions and multiplicities are more intricate than the
Hilbert–Samuel counterparts—they are typically hard to calculate, and even basic questions remain
unanswered (e.g., whether the Hilbert–Kunz multiplicity is always rational—now suspected not to be
the case [10]). The purpose of this paper is to develop tools for the study and explicit computation
of Hilbert–Kunz series and multiplicities of hypersurface rings deﬁned by polynomials of the type
zd + F (x, y) or, more generally, ∑i F i(xi, yi), where F and Fi are homogeneous.
Let k be a ﬁeld of characteristic p > 0 and A = k[x, y]. Let F , G , and H ∈ A be nonzero homo-
geneous polynomials with no common factor. The module of syzygies of F , G , and H is free on two
homogeneous generators; let α  β be their degrees. We deﬁne δ(F ,G, H) = α − β; this is the syzygy
gap of F , G , and H . Syzygy gaps were introduced by Han [3], were studied by the author in his
thesis [14], and have since made scattered appearances in the literature (see, for example, [2,4,9]).
This paper is concerned with a family of functions introduced in [14], deﬁned in terms of syzygy
gaps. Fix pairwise prime linear forms 1, . . . , n ∈ A, and let C = (F ,G, H) be a triple of nonzero
homogeneous elements of A such that F , G , and H1 · · ·n have no common factor. Let I = [0,1] ∩
Z[1/p]. We deﬁne δC :I n → Q as follows: for each q = pe and a= (a1, . . . ,an) ∈ Zn with 0 ai  q,
we set
δC
(
a
q
)
= 1
q
· δ(Fq,Gq, Hqa11 · · ·ann ).
A two-dimensional “slice” of one such function is shown in Fig. 1, as a relief plot—zeros are shown
in black, and other values are encoded by color (higher value ↔ lighter color). The white squares
highlight three smaller copies of the plot contained within itself. The δC often bear this kind of self-
similarity, and if k is ﬁnite they are p-fractals, in the sense of [11]. As such, they can be characterized
by a ﬁnite set of values and a ﬁnite set of functional equations—the “magniﬁcation rules”—that pre-
scribe how pieces patch together to form the function.
The “syzygy gap fractals” δC are closely related to functions ϕI : I n → Q introduced (in a more
general setting) by Monsky and the author in [11]. Restricting to the situation at hand we let I =
〈F ,G〉 : H and deﬁne, for a and q as above,
ϕI
(
a
q
)
= 1
q2
· deg〈I [q], a11 · · ·ann 〉,
where I [q] = 〈uq : u ∈ I〉 and deg denotes the degree or colength of an ideal.1 Then δ2C and 4ϕI differ
by a polynomial in the coordinate functions (see Eq. (5) in Section 3).
In [12] the ϕI are used in the proof of rationality and computation of the Hilbert–Kunz series and
multiplicities of hypersurface rings deﬁned by power series of the form f1(x1, y1) + · · · + fm(xm, ym)
with coeﬃcients in a ﬁnite ﬁeld. More speciﬁcally, the “p-fractalness” of the ϕI , established in [11],
gives us the rationality result, while knowledge of the magniﬁcation rules for those functions (when
available) allows us to explicitly compute related Hilbert–Kunz series and multiplicities. In the present
paper we focus on the homogeneous case and ﬁnd properties of the syzygy gap fractals δC that will
help in those explicit calculations.
1 We shall use the angle bracket notation 〈 〉 to denote ideals, to help distinguish pairs and triples of polynomials (which
appear often in the paper) from the ideals they generate.
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The main results of this paper concern the zeros and local maxima of the δC . We prove that these
functions (when nontrivial) are determined by their zeros:
Theorem I. Let Z = {z ∈I n | δC (z) = 0}.
• If Z is empty, then δC is linear; it takes on a minimum value at a corner u of I n and, at each t ∈I n,
δC (t) = δC (u) + d(t,u),
where d(t,u) is the taxicab distance between t and u.
• If Z is nonempty then δC (t) is the taxicab distance from t to the set Z , for all t ∈I n.
This result has some interesting consequences that will be explored in a sequel to this paper: since
the vanishing of the syzygy gap is tied to the vanishing of a certain determinant in the coeﬃcients of
the polynomials, we shall use those determinants in the investigation of the δC . We shall prove that
the nonlinear δC are completely determined by ﬁnitely many such determinants, and this will give us
a powerful tool for determining magniﬁcation rules, thus allowing the explicit (and even automatic)
calculation of various Hilbert–Kunz series and multiplicities.
Related to Theorem I is our next result, which shows that each local maximum of δC determines
the behavior of the function on a certain neighborhood:
Theorem II. Let q be a power of p, and let Xq be the set consisting of all points of I n with denominator q.
Suppose the restriction of δC to Xq attains a “local maximum” at u, in the sense that the values of δC at all
points of Xq adjacent to u (that is, points at a taxicab distance 1/q from u) are smaller than δC (u). Then
δC (t) = δC (u) − d(t,u),
P. Teixeira / Journal of Algebra 350 (2012) 132–162 135for all t ∈ I n with d(t,u) δC (u). In particular, δC is piecewise linear on that region, and has a local maxi-
mum at u in the usual sense.
Theorem II plays a major role in understanding the structure of the δC , and is fundamental in the
proof of the last of our results, which shows the existence of a certain upper bound for the δC at their
local maxima:
Theorem III. Suppose δC has a local maximum at a/q, where q > 1 and some ai is not divisible by p. Then
δC
(
a
q
)
 n − 2
q
.
This bound has long been conjectured by Monsky; in [9] he proved it holds when C = (x, y,1). The
approach used here follows closely an alternate, unpublished proof by Monsky of his result from [9],
where he gets information on the local maxima of δC by combining a theorem of Trivedi [15, Theorem
5.3] on the Hilbert–Kunz multiplicity of a certain projective plane curve and a formula expressing that
same multiplicity in terms of a continuous extension of δC . Here we combine results of Brenner [1,
Corollary 4.4] and Shepherd-Barron [13, Corollary 2p ] and follow essentially the same track, modulo
some technical obstacles.
This paper is structured as follows. In Section 2 we prove some properties of syzygy gaps indepen-
dent of the characteristic. Starting in Section 3 we restrict our attention to positive characteristic; we
introduce the functions δC and look at various examples, and in Section 4 we prove Theorems I and II.
In Section 5 we introduce operators on the “cells” C = (F ,G, H) that are mirrored by “magniﬁcations”
and “reﬂections” on the corresponding functions. While the “p-fractalness” of the δC when k is ﬁnite
is not directly relevant to this paper, it follows without much effort from the machinery introduced
in Section 5, so we present a proof in that section. Finally, in Section 6 we prove Theorem III.
Throughout this paper p denotes a prime number and (lower-case) q is used exclusively for powers
of p; k is a ﬁeld, assumed everywhere but in Section 2 to be of characteristic p; I is the set of
rational numbers in [0,1] whose denominators are powers of p.
2. Syzygy gaps
Throughout this section k is a ﬁeld of arbitrary characteristic, and F , G , and H are nonzero homo-
geneous elements of A = k[x, y]. By the Hilbert Syzygy Theorem, the module of syzygies of (F ,G, H),
denoted by Syz(F ,G, H), is free on two homogeneous generators.
Deﬁnition 2.1. The syzygy gap of F , G , and H is the nonnegative integer δ = n −m, where m  n are
the degrees of the generators of Syz(F ,G, H).
In this section we prove some general properties of syzygy gaps that are characteristic indepen-
dent. Some of these appeared in [9], but are included here, with proofs, for completeness. Our ﬁrst
result relates the syzygy gap to the degree of the ideal 〈F ,G, H〉 when this degree is ﬁnite.
Proposition 2.2. (See [9, Lemma 1(2)].) Let F , G, and H ∈ k[x, y] be nonzero homogeneous polynomials with
no common factor, of degrees d1 , d2 , and d3 , and let δ be their syzygy gap. Then
4deg〈F ,G, H〉 = Q (d1,d2,d3) + δ2,
where
Q (d1,d2,d3) = 2(d1d2 + d1d3 + d2d3) − d12 − d22 − d32.
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0→ A(−m) ⊕ A(−n) →
3⊕
i=1
A(−di) → A → A/〈F ,G, H〉 → 0,
so the Hilbert series of A/〈F ,G, H〉 is
h(t) = 1− t
d1 − td2 − td3 + tm + tn
(1− t)2 .
Since F , G , and H have no common factor, h(1) = deg〈F ,G, H〉 is ﬁnite. Differentiating (1 − t)2h(t)
and setting t = 1 we ﬁnd
m + n = d1 + d2 + d3. (1)
Differentiating (1− t)2h(t) twice and setting t = 1 we get
2h(1) = −d1(d1 − 1) − d2(d2 − 1) − d3(d3 − 1) +m(m − 1) + n(n − 1),
and the result follows easily. 
Eq. (1) shows that δ = d1 + d2 + d3 − 2m; this suggests the following deﬁnition:
Deﬁnition 2.3. Let m(F ,G, H) be the least degree of a nontrivial syzygy of (F ,G, H); then we deﬁne
δ(F ,G, H) = deg F + degG + deg H − 2m(F ,G, H).
Remark 2.4. Directly from Deﬁnition 2.3 follow two simple facts that will be used throughout the
paper:
(1) δ(F ,G, H) ≡ deg F + degG + deg H (mod 2);
(2) δ(F ,G, H) is symmetric in F , G , and H .
Remark 2.5. If F , G , and H have no common factor, δ(F ,G, H) is just the syzygy gap of F , G , and H ,
so in particular δ(F ,G, H) 0. In this case, Proposition 2.2 shows that δ(F ,G, H) remains unchanged
under any modiﬁcation in the polynomials F , G , and H that ﬁxes their degrees and the ideal 〈F ,G, H〉
or, more generally, that ﬁxes Q (deg F ,degG,deg H) and deg〈F ,G, H〉.
Remark 2.6. If d3  d1 + d2 and F and G have no common factor, then (G,−F ,0) is a syzygy of
minimal degree, and δ(F ,G, H) = d3 −d1 −d2. (This is Lemma 2(1) of [9]. Of course, analogous results
can be formulated by interchanging the roles of F , G , and H and using the symmetry of δ.)
Proposition 2.7. Let P ∈ k[x, y] be a nonzero homogeneous polynomial. Then
(1) δ(P F , PG, P H) = δ(F ,G, H) + deg P ;
(2) δ(P F , PG, H) = δ(F ,G, H), whenever P is prime to H. (This is Lemma 2(2) of [9]. Obvious variants also
hold due to the symmetry of δ.)
Proof. Let d = deg P ; then Syz(F ,G, H) and Syz(P F , PG, P H)(d) coincide, and that gives the ﬁrst
identity. For the second identity, note that there is an injective map Syz(F ,G, H) → Syz(P F , PG, H)(d)
that sends (α,β,γ ) to (α,β, Pγ ). If P is prime to H then this map is surjective as well; so
m(P F , PG, H) =m(F ,G, H) + d, and the identity follows easily. 
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Proposition 2.9. If P ∈ k[x, y] is a nonzero homogeneous polynomial, then
∣∣δ(F ,G, P H) − δ(F ,G, H)∣∣ deg P .
(Obvious variants also hold due to the symmetry of δ.)
Proof. Let d = deg P . There is a map Syz(F ,G, H) → Syz(F ,G, P H)(d), (α,β,γ ) → (αP , β P , γ ); so
m(F ,G, P H) m(F ,G, H) + d. There is also a degree-preserving map Syz(F ,G, P H) → Syz(F ,G, H),
(α,β,γ ) → (α,β,γ P ); so m(F ,G, H)m(F ,G, P H). The desired inequality follows at once. 
If  ∈ k[x, y] is a linear form, δ(F ,G, H) and δ(F ,G, H) cannot be equal, since they have different
parities, by Remark 2.4(1). So the previous proposition gives us Lemma 2(3) of [9]:
δ(F ,G, H) = δ(F ,G, H) ± 1. (2)
We can make this more precise:
Proposition 2.10. Suppose F , G, and H have no common factor, and let  ∈ k[x, y] be a linear form. If
δ(F ,G, H) > 0 and (α,β,γ ) is a syzygy of (F ,G, H) of minimal degree, then δ(F ,G, H) = δ(F ,G, H) + 1
if  divides γ , and δ(F ,G, H) = δ(F ,G, H) − 1 otherwise.
Proof. If  divides γ , then (α,β,γ /) is an element of Syz(F ,G, H) of minimal degree; so
m(F ,G, H) =m(F ,G, H), giving δ(F ,G, H) = δ(F ,G, H) + 1. If  does not divide γ , then we claim
that (α,β,γ ) is an element of Syz(F ,G, H) of minimal degree. In fact, suppose there exists
(α′, β ′, γ ′) ∈ Syz(F ,G, H) of degree m =m(F ,G, H). Then (α′, β ′, γ ′) ∈ Syz(F ,G, H) has degree m,
and since the syzygy gap of F , G , and H is nonzero, (α′, β ′, γ ′) must be a constant multiple of
(α,β,γ ), contradicting the assumption that  does not divide γ . So m(F ,G, H) = m(F ,G, H) + 1,
and δ(F ,G, H) = δ(F ,G, H) − 1. 
Proposition 2.11. Let  ∈ k[x, y] be a linear form, and suppose F , G, and H have no common factor. If
δ(F ,G, H) and δ(F ,G, 2H) are both greater than δ(F ,G, H), then δ(F ,G, H) = 0.
Proof. Multiplication by  gives us a surjective map
〈F ,G, H〉/〈F ,G, H〉 −→ 〈F ,G, H〉/〈F ,G, 2H 〉,
so deg〈F ,G, H〉 − deg〈F ,G, H〉 deg〈F ,G, 2H〉 − deg〈F ,G, H〉. Using Proposition 2.2 we obtain
δ(F ,G, H)2 + δ(F ,G, 2H)2  2 · δ(F ,G, H)2 + 2.
But δ(F ,G, H) = δ(F ,G, 2H) = δ(F ,G, H) + 1, so the inequality above implies that δ(F ,G, H) = 0.
Proposition 2.12. Let 1 and 2 be relatively prime linear forms, such that F , G and H12 have no
common factor. Suppose that δ(F ,G, H) = δ(F ,G, H12) and δ(F ,G, H1) = δ(F ,G, H2). Then either
δ(F ,G, H) = 0 or δ(F ,G, H1) = 0.
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We use Proposition 2.10 repeatedly. Since δ(F ,G, H1) = δ(F ,G, H2), either both 1 and 2 divide γ ,
or neither one does. If both linear forms divided γ , then (α,β,γ /(12)) would be a syzygy of
(F ,G, H12) of degree m and we would have δ(F ,G, H12) > δ, contradicting our hypothesis. So
neither 1 nor 2 divides γ , and δ(F ,G, H1) = δ(F ,G, H2) = δ − 1.
Now (1α,1β,γ ) is a syzygy of (F ,G, H1) of minimal degree, and since 2 does not divide γ
it must be the case that δ(F ,G, H1) = 0, since otherwise δ(F ,G, H12) = δ − 2, contradicting the
hypothesis. 
3. Syzygy gap fractals
The properties of syzygy gaps so far discussed hold over arbitrary ﬁelds. In this section, and in the
remainder of the paper, we assume that chark = p > 0 and introduce a family of functions deﬁned in
terms of syzygy gaps. Once again F , G , and H are nonzero homogeneous polynomials in A = k[x, y].
If (α,β,γ ) is a syzygy of (F ,G, H) of minimal degree, then (αp, β p, γ p) is a syzygy of (F p,Gp, Hp)
of minimal degree, by the ﬂatness of the Frobenius endomorphism over A. It follows that
δ
(
F p,Gp, Hp
)= p · δ(F ,G, H). (3)
In what follows, we ﬁx a positive integer n and pairwise prime linear forms 1, . . . , n ∈ k[x, y].
For ease of notation we introduce the following shorthands, which will be used throughout the paper:
 =∏ni=1 i , and for any nonnegative integer vector a= (a1, . . . ,an), a =∏ni=1 aii .
Deﬁnition 3.1. A cell (with respect to the linear forms 1, . . . , n) is a triple (F ,G, H) of nonzero
homogeneous polynomials in k[x, y] such that F , G , and H have no common factor.
Let C = (F ,G, H) be a cell, [q] = {0,1, . . . ,q}, and a ∈ [q]n; we wish to understand how
δ(Fq,Gq, Hqa) depends on q and a. Eq. (3) allows us to conveniently encode these syzygy gaps
in a single function I n → Q, where I = [0,1] ∩ Z[1/p]:
Deﬁnition 3.2. To each cell C = (F ,G, H) we attach a function δC :I n → Q where
δC
(
a
q
)
= 1
q
· δ(Fq,Gq, Hqa)
for any q and any a ∈ [q]n . (Eq. (3) ensures that δC is well deﬁned.) We shall nickname these functions
syzygy gap fractals, for reasons that will soon become apparent.
Remark 3.3. In [11] Monsky and the author studied a closely related family of functions ϕI associated
to zero-dimensional ideals I of k[[x, y]]. In what follows we shall explore this relation.
Let C = (F ,G, H) be a cell and I = 〈F ,G〉 : H . Since 〈F ,G, 〉 ⊆ 〈I, 〉 and F , G , and  have no
common factor, deg〈I, 〉 < ∞ and we can deﬁne the following function, as in [11]:
ϕI :I n → Q,
a
q
→ 1
q2
· deg〈I [q], a〉.
Here I [q] denotes the qth Frobenius power of I , i.e., the ideal generated by the qth powers of the
elements of I . Note that because A is regular, deg〈I [pq], pa〉 = p2 · deg〈I [q], a〉, so ϕI is well deﬁned.
To relate δC and ϕI we deﬁne a similar function
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a
q
→ 1
q2
· deg〈Fq,Gq, Hqa〉
and start by relating ϕC and δC . Setting d = deg〈F ,G, H〉 and δ = δ(F ,G, H), Proposition 2.2 gives
4ϕC (t) = δ2C (t) + 4d − δ2 + 2(deg F + degG − deg H)
n∑
i=1
ti −
(
n∑
i=1
ti
)2
, (4)
where t = (t1, . . . , tn) ∈ I n . To relate ϕI and ϕC , note that for any ideal J of A and f ∈ A
we have deg J = deg( J : f ) + deg〈 J , f 〉, and replacing J with 〈 J , f g〉, that becomes deg〈 J , f g〉 =
deg〈( J : f ), g〉 + deg〈 J , f 〉. Setting J = 〈Fq,Gq〉, f = Hq , g = a , dividing by q2, and noting that
〈Fq,Gq〉 : Hq = I [q] and deg〈Fq,Gq, Hq〉 = q2 · deg〈F ,G, H〉, by the ﬂatness of the Frobenius over A,
we ﬁnd that ϕC = ϕI + deg〈F ,G, H〉. Together with Eq. (4), this gives
4ϕI (t) = δ2C (t) − δ2 + 2(deg F + degG − deg H)
n∑
i=1
ti −
(
n∑
i=1
ti
)2
. (5)
This, in turn, gives us the following result:
Proposition 3.4. Let C = (F ,G, H) be a cell. Then the ideal 〈F ,G〉 : H is generated by two homogeneous
polynomials U and V such that δC = δ(U ,V ,1) .
Proof. Syz(F ,G, H) has two homogeneous generators, and their third components U and V generate
〈F ,G〉 : H . Since 〈F ,G〉 ⊆ 〈U , V 〉, the polynomials U , V , and  have no common factor, so (U , V ,1) is
a cell. The generators of Syz(F ,G, H) have degrees degU +deg H and deg V +deg H , so Eq. (1) shows
that degU +deg V = deg F +degG −deg H . Noting that δ(U , V ,1) = |degU −deg V | = δ(F ,G, H), the
result is obtained by replacing C = (F ,G, H) with (U , V ,1) in Eq. (5) and comparing with the same
equation in its original form, noting that I is the same ideal 〈U , V 〉 for both cells. 
Remark 3.5. If the image of the colon ideal I = 〈F ,G〉 : H in A¯ = A/〈〉 is not principal, then δC =
δ(U ,V ,1) for any pair of generators U and V of I . This is not the case otherwise. In fact, if the image of
〈U , V 〉 is principal in A¯, suppose the image of U is the generator. We can modify V by a multiple of
U , without affecting δ(U ,V ,1) , to assume that V = W  for some W . Then Proposition 2.7(2) shows that
δ(U ,V ,1)(a/q) = q−1 · δ(Uq,Wqq, a) = q−1 · δ(Uq,Wqq/a,1) = |deg V − degU −∑ni=1 ai/q|, which
depends on the degree of V .
Remark 3.6. In view of Proposition 3.4, as far as the study of the functions δC is concerned we can
always assume that the cells have the form (F ,G,1), which we shall often abbreviate by (F ,G).
Example 3.7. We use the above remark to explicitly describe the δC when n = 2. Suppose C = (F ,G) is
a cell, where deg F  degG . A change of variables allows us to assume that 1 = x and 2 = y. Several
cases must be considered, depending on whether or not each of x and y divides each of F and G .
Suppose for instance that x divides F , but y does not. Modifying G by a multiple of F , if necessary,
we can assume that y divides G , and for any a,b  q we have
δ
(
Fq,Gq, xa yb
)= δ(Fq/xa,Gq/yb,1)= |qdegG − qdeg F + a − b|,
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δC (t1, t2) =
∣∣δC (0) + t1 − t2∣∣.
In all other cases similar calculations show that δC is a piecewise linear function of the form
δC (t1, t2) =
∣∣δC (0) ± t1 ± t2∣∣.
The case n = 1 is, of course, just as simple—setting t2 = 0 in the above formula we see that δC is of
the form
δC (t) =
∣∣δC (0) ± t∣∣.
Example 3.8. In contrast, the case n = 3 already shows some surprises. Consider for example the
function δ(x,y) . A linear change of variables allows us to assume that 1 = x, 2 = y, and 3 = x + y,
while ﬁxing the ideal 〈x, y〉. Proposition 2.7(2) implies that δ(xq, yq, xa1 ya2 (x+ y)a3 ) = δ(xq−a1 , yq−a2 ,
(x+ y)a3 ), so we might as well study the function
a
q
→ 1
q
· δ(xa1 , ya2 , (x+ y)a3),
a “reﬂection” of δ(x,y) . This function was studied and completely described by Han in her thesis [3]. It
is a Lipschitz function—a consequence of Proposition 2.9—and therefore can be extended (uniquely) to
a continuous function δ∗ : [0,1]3 → R. If ti > t j + tk , where {i, j,k} = {1,2,3}, Remark 2.6 shows that
δ∗(t) = ti −t j −tk . If, on the other hand, the coordinates of t satisfy the triangle inequalities ti  t j +tk ,
the description of δ∗(t) is more subtle. Let Lodd denote the elements of Z3 whose coordinate sum
is odd, and let d : R3 × R3 → R be the “taxicab” metric, d(u,v) = ∑3i=1 |ui − vi |. Then δ∗ can be
described as follows:
Theorem 3.9. (See Han [3].) Suppose the coordinates of t ∈ [0,1]3 satisfy the triangle inequalities. If there is
a pair (s,u) ∈ Z × Lodd such that d(pst,u) < 1, then there is a unique such pair with s minimal. For this pair
we have
δ∗(t) = p−s(1− d(pst,u)).
If no pair (s,u) exists, then δ∗(t) = 0.
A proof of the above result can also be found in [9, Corollary 23]. Fig. 2 shows the two-dimensional
“slice” (t1, t2) → δ∗(t1, t2, t2), where chark = 3, in the form of a relief plot, where the color encodes
the value of the function at each point—the higher the value, the lighter the color.
We turn now to a couple of (related) examples with n = 4.
Example 3.10. Let k = F9, and  ∈ k with 2 + 2 + 2 = 0; let 1, . . . , 4 be x, y, x + y, and x +  y,
and C = (x, y). We examine the restriction of δC to the diagonal, namely the map 	1 : I → Q,
	1(t) = δC (t, t, t, t). The graph of 	1 is shown in Fig. 3.
The linear behavior on [1/2,1] is expected from Remark 2.6: if a/q  1/2 then
deg(xa ya(x+ y)a(x+  y)a) 2q, so
	1
(
a
q
)
= 1
q
· δ(xq, yq, xa ya(x+ y)a(x+  y)a)= 1
q
(4a − 2q) = 4 · a
q
− 2.
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Fig. 3. 	1(t) (0 t 1).
Fig. 4. 	1(t) (0 t 1/3).
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Note how the portion of the graph on the interval [1/3,2/3] seems to be a miniature of the entire
graph. A closer look at the portion over [0,1/3] (Fig. 4) shows small copies of the graph of 	1 and its
reﬂection about a vertical axis. These self-similarity properties will be investigated closely in a sequel
to this paper.
The following property can also be inferred from the graphs: at any t , 	1(t) seems to be simply
4 times the distance from t to the nearest zero of 	1—so apparently 	1 can be completely recon-
structed from its zeros. This is in fact the case; see Section 4.
Example 3.11. With k, 1, . . . , 4, and C as in the previous example, we now examine a two-
dimensional “slice” of δC , namely the map 	2 : I 2 → Q, 	2(t1, t2) = δC (t1, t1, t2, t2). A relief plot
of 	2 is shown in Fig. 5. We immediately observe a simple behavior on a large portion of the do-
main: 	2 is linear for t1 + t2  1, as expected from Remark 2.6. The grid dividing the plot into nine
squares of equal size makes some self-similarity properties of 	2 quite evident. (Fig. 1 shows a mag-
niﬁcation of one of those pieces—a two-dimensional “slice” of δ(x3,y3,xy) , as will become clear after
Section 5.3.) While in Section 5.3 we discuss a couple of these self-similarity properties, their thor-
ough study will be left for a sequel to this paper, where we shall develop the tools to verify them
rigorously.
Fig. 6 shows some numerical values of the function
(i, j) → 1
2
· δ(x81, y81, xi yi(x+ y) j(x+  y) j)= 81
2
· 	2
(
i
81
,
j
81
)
,
where zeros are replaced by dots and the linear portion of the function is omitted. From these nu-
merical values we infer a property similar to that noticed in Example 3.10: at any point t, 	2(t) is
simply twice the taxicab distance from t to the nearest zero of 	2.
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4. Syzygy gap fractals are determined by their zeros
Throughout this section we ﬁx a cell C with respect to pairwise prime linear forms 1, . . . , n .
We use results from Section 2 to prove that δC , if nonlinear, is completely determined by its zeros,
as suggested by the examples in the previous section. More precisely, the value of δC at a point is
determined by its distance to the nearest zero of δC , with respect to the taxicab metric.
Deﬁnition 4.1. The taxicab metric d : Rn ×Rn → R is deﬁned as follows: d(t,u) =∑ni=1 |ti − ui |, where
t= (t1, . . . , tn) and u= (u1, . . . ,un).
An important role is played by the Lipschitz property for δC , which follows directly from Proposi-
tion 2.9:
Proposition 4.2. |δC (t) − δC (u)| d(t,u), for each t and u in I n.
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Remark 4.3. A consequence of this is that we can extend (uniquely) δC to a continuous function
δ∗C : [0,1]n → R. The results of this section apply to δ∗C as well, by continuity. This extension will be
necessary in Section 6.
In what follows, Xq is the subset of I n consisting of points that can be written as (a1/q, . . . ,an/q),
with ai ∈ Z. In particular, X1 is simply {0,1}n , the set of corners of I n . Two points of Xq are adjacent
if the taxicab distance between them is 1/q (so all their coordinates are equal but one, which differs
by 1/q); two corners are adjacent if they are adjacent as points of X1.
Lemma 4.4. Suppose δC |X1 attains a “local minimum” at a corner u, in the sense that the values of δC at all
corners adjacent to u are greater than δC (u). Moreover, suppose δC (u) > 0. Then
δC (t) = δC (u) + d(t,u), (6)
for all t ∈I n. In particular δC is linear, everywhere positive, and has a minimum at u in the usual sense.
Proof. In view of our local minimum assumption, Proposition 2.10 shows that δC (v) = δC (u) + 1 for
any corner v adjacent to u. It follows from Proposition 4.2 that (6) holds for all points t along the
edges containing u.
Aiming at a contradiction, suppose that (6) fails for one or more points of Xq . Among all such
points, choose t whose distance to u is minimal. We know that t does not lie in any of the edges
connecting to u, so at least two coordinates of t and u must be different; say ui = ti and u j = t j .
Altering the ith or jth coordinates of t by 1/q we obtain points v, w, and z that are closer to u,
as illustrated in Fig. 7. Let s = δC (v); because of our choice of t, we can use (6) to conclude that
δC (w) = s and δC (z) = s − 1q . But, since δC (z) δC (u) > 0, Proposition 2.12 then says that δC (t) must
equal s + 1q , and (6) holds for t, contradicting our assumption. 
Theorem I. Let Z = {z ∈I n | δC (z) = 0}.
• If Z is empty, then we are in the situation of Lemma 4.4, and δC is linear; it takes on a minimum value at
a corner u of I n and, at each t ∈I n,
δC (t) = δC (u) + d(t,u).
• If Z is nonempty then δC (t) is the taxicab distance from t to the set Z , for all t ∈I n.
Proof. If Z is empty, then there must be a corner u satisfying the hypothesis of the previous lemma.
Suppose Z is nonempty. We shall show the result for t ∈ Xq , by induction on ψ(t) = q · δC (t). If
ψ(t) = 0, then t ∈ Z and there is nothing to show, so suppose ψ(t) > 0. We claim that there is a
u ∈ Xq adjacent to t with ψ(u) < ψ(t), so induction gives us the desired result.
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To prove this claim, aiming at a contradiction suppose that δC (u) > δC (t) > 0, for all u adjacent to
t in Xq . Then Proposition 2.11 shows that t must be a corner. If there were some adjacent corner v
with δC (v) < δC (t), then δC (t) − δC (v) = 1 = d(t,v), and Proposition 4.2 would show that δC is linear
on the edge linking t and v (hence decreasing as one goes from t to v); but that is not possible, as we
are assuming that t is a local minimum in Xq . This shows that t satisﬁes the hypothesis of Lemma 4.4.
So δC is everywhere positive—but this contradicts our assumption that Z is nonempty. 
Theorem II. Suppose δC |Xq attains a “local maximum” at u, in the sense that the values of δC at all points of
Xq adjacent to u are smaller than δC (u). Then
δC (t) = δC (u) − d(t,u), (7)
for all t ∈ I n with d(t,u) δC (u). In particular, δC is piecewise linear on that region, and has a local maxi-
mum at u in the usual sense.
Proof. We ﬁrst prove the theorem for points of Xq . If (7) is false for some t ∈ Xq with d(t,u) δC (u),
choose one such t whose distance to u is minimal. If two or more coordinates of t and u are different,
the argument used in Lemma 4.4 yields a contradiction; so suppose only the ith coordinates of t and
u differ. Proposition 2.10 and the “local maximum” assumption show that t cannot be adjacent to u
in Xq . Modifying the ith coordinate of t by 1/q and 2/q we obtain points v and w closer to u, as
illustrated in Fig. 8. Because of our choice of t, Eq. (7) holds for these points, so δC (w) > δC (v) > 0,
and Proposition 2.11 shows that δC (t) = δC (v) − 1/q = δC (u) − d(t,u), contradicting our assumption.
To complete the proof, note that since (7) holds for points adjacent to u in Xq , it also holds on the
edges connecting these adjacent points to u, by Proposition 4.2. This shows that δC restricted to any
Xq′ with q′  q also has a local maximum at u; thus (7) holds for all t ∈ Xq′ with d(t,u) δC (u). 
5. Operators on cell classes
In this section we introduce a notion of equivalence of cells, and present a minimum on reﬂection
and magniﬁcation operators on cell classes, to be used in Section 6. All cells here are with respect to
an arbitrary ﬁxed set of pairwise prime linear forms 1, . . . , n , unless otherwise stated.
5.1. Cell classes
Deﬁnition 5.1. Two cells C1 and C2 are δ-equivalent if δC1 = δC2 . The equivalence class of a cell C =
(F ,G, H) is denoted by C or [F ,G, H]. As with cells, [F ,G] is used as a shorthand for [F ,G,1].
Remark 5.2. Several properties follow immediately from the results from Sections 2 and 3:
(1) Proposition 2.2: an equivalent cell results from any change in (F ,G, H) that ﬁxes the degrees of
all the ideals 〈Fq,Gq, Hqa〉 and the quantities Q (deg Fq,degGq,deg Hqa). In particular:
• [F ,G, H] = [G, F , H];
• [F ,G, H] = [aF ,bG, cH], for nonzero a,b, c ∈ k;
• [F ,G, H] = [F + UG + V H,G, H] (and obvious variations), where U and V are homogeneous
polynomials of appropriate degrees, provided F + UG + V H = 0.
(2) Proposition 3.4: [F ,G, H] = [U , V ], for some U and V such that 〈U , V 〉 = 〈F ,G〉 : H .
(3) Proposition 2.7(2): [F ,G, H] = [P F , PG, H] (and obvious variations), for any nonzero homoge-
neous polynomial P prime to H.
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5.2. Reﬂections
Let R1 : I n → I n be the reﬂection in the ﬁrst coordinate, i.e., the map that takes (t1, t2, . . . , tn)
to (1 − t1, t2, . . . , tn). Given a cell class C = [F ,G], we shall construct another cell class R1C such
that δR1C = δC ◦ R1.
We may choose F and G of degree  n. Modifying one of these elements by a multiple of the
other, we may assume that F = 1F ∗ , for some F ∗ . Modifying F by a multiple of  we may assume
that 1 does not divide F ∗ . Since degG  n, G is congruent to some 1G∗ (mod 2 · · ·n), with G∗ = 0.
It is easy to see that F ∗ , 1G∗ , and  have no common factor. Now let R1C = [F ∗, 1G∗].
Proposition 5.4. δR1C = δC ◦ R1 .
Proof. By Proposition 2.7(2),
δC
(
a
q
)
= 1
q
· δ
(

q
1F
∗q,Gq,
n∏
i=1

ai
i
)
= 1
q
· δ
(

q−a1
1 F
∗q,Gq,
n∏
i=2

ai
i
)
.
Since Gq − q1G∗q is a multiple of
∏n
i=2 
ai
i , by design, G
q may be replaced with q1G
∗q , and a couple
more uses of Proposition 2.7(2) gives us
δC
(
a
q
)
= 1
q
· δ
(

q−a1
1 F
∗q, q1G
∗q,
n∏
i=2

ai
i
)
= 1
q
· δ
(
F ∗q, a11 G
∗q,
n∏
i=2

ai
i
)
= 1
q
· δ
(
F ∗q, q1G
∗q, q−a11
n∏
i=2

ai
i
)
= δR1C
(
R1
(
a
q
))
. 
In particular, Proposition 5.4 shows that δR1C only depends on the cell class C , and therefore the
class R1C is independent of the many choices made in its construction. So we have a well-deﬁned
operator R1 on the set of cell classes. Furthermore, since δR1R1C = δC ◦ R1 ◦ R1 = δC , it follows that
R1R1C = C , for any class C , so R1 is an involution on the set of cell classes. We may, of course,
construct other reﬂection operators.
Deﬁnition 5.5. Let C be a cell class and 1  i  n. Choose a representative (i F ∗,G) for C where
deg i F ∗,degG  n and i does not divide F ∗ . Choose G∗ = 0 such that G ≡ iG∗ (mod /i). Then
we deﬁne RiC = [F ∗, iG∗]. The Ri are well-deﬁned commuting involutions on the set of cell classes,
and
δRiC = δC ◦ Ri .
We call the Ri and their compositions reﬂection operators; if R is a reﬂection operator we call RC a
reﬂection of C .
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Deﬁnition 5.6. Suppose n  3. A cell class C is special if δC = n − 2 at some corner c of I n , δC =
n − 3 at all corners adjacent to c, and δC = 0 at the corner opposite to c.
The prototypical example of a special cell class is [x, y]. In fact, after a change of variables we may
assume that 1 = x and 2 = y, and it is then easy to see that δ[x,y](1) = n − 2, where 1 = (1, . . . ,1),
and δ[x,y] = n− 3 at any corner adjacent to 1, while δ[x,y](0) = deg x− deg y = 0.
Proposition 5.7. Special cell classes are reﬂections of one another. In particular, each special cell class is a
reﬂection of [x, y].
Proof. It suﬃces to show that there is only one special cell class C with δC (0) = n − 2; any other
special cell class will necessarily be a reﬂection of C . The cell class C may be represented by a cell
(F ,G) with deg F − degG = δC (0) = n− 2. The assumption that δC = n− 3 at all corners adjacent to
0 implies that G is prime to each i , by Proposition 2.10. The assumption that δC (1) = 0 implies that
F /∈ 〈G, 〉. (If F = UG + V , with U = 0, then [F ,G] = [UG,G] = [U ,1], and δC (1) = δ(U ,1, ) = 2; a
similar contradiction is obtained if U = 0.)
Since F /∈ 〈G, 〉, the polynomial G is not constant, so deg F  n − 1. Thus the k-vector space
of elements of degree deg F in k[x, y]/〈〉 is n-dimensional. A basis for that space consists of the
elements represented by
F , xn−2G, xn−3 yG, . . . , yn−2G, (8)
which are linearly independent because F /∈ 〈G, 〉 and G is prime to .
Now suppose [F1,G1] is another cell class with the same properties. Remark 5.2(3) allows us to
multiply (F ,G) and (F1,G1) by homogeneous polynomials prime to each i , so we may assume that
G1 = G and, a fortiori, deg F1 = deg F . So the image of F1 in k[x, y]/〈〉 can be written as a linear
combination of the images of the elements in (8), and the third property in Remark 5.2(1) ensures
that [F1,G] = [F ,G] =C . 
Example 5.8. For later use, let us ﬁnd a representative for the special cell class C = R2 · · · Rn[x, y].
Changing variables, if necessary, we may assume that 1 = x and 2 = y. Then
δC
(
a
q
)
= δ[x,y]
(
R2 · · · Rn
(
a
q
))
= 1
q
· δ(xq, yq, xa1 yq−a2q−a33 · · · q−ann ).
Through repeated uses of Proposition 2.7(2) we ﬁnd that
δ
(
xq, yq, xa1 yq−a2q−a33 · · · q−ann
)= δ(xq−a1 , ya2 , q−a33 · · · q−ann )
= δ(xq, xa1 ya2a33 · · ·ann , (3 · · · n)q),
so δC (a/q) = δ[x,3···n](a/q), whence C = [x, 3 · · ·n]. But 3 · · ·n ≡ cyn−2 (mod x), for some
nonzero constant c, so we conclude that
R2 · · · Rn[x, y] =
[
x, yn−2
]
.
Of course, in view of Proposition 5.7, the above identity could be just as easily veriﬁed by showing
that [x, yn−2] is the special cell class with maximum at (1,0, . . . ,0).
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Deﬁnition 5.9. Let q be a power of p and b ∈ [q − 1]n . Given f :I n → Q we deﬁne Tq|b f : I n → Q
as follows:
Tq|b f (t) = q · f
(
t+ b
q
)
.
Remark 5.10. This deﬁnition differs slightly from the one given in [11,12].
We introduce operators on cell classes that are “compatible” with the action of the operators Tq|b
on the functions δC .
Deﬁnition 5.11. Let C = [F ,G, H]. With notation as in Deﬁnition 5.9, we deﬁne
Tq|bC =
[
Fq,Gq, Hqb
]
.
Then
δTq|bC = Tq|bδC ,
so Tq|bC does not depend on the choice of representative for C . We call Tq|b a magniﬁcation operator
and Tq|bC a magniﬁcation of C .
Example 5.12. Suppose 1 = x and 2 = y. Since [xq, yq, x j yk] = [xq− j, yq−k], for j,k q, we conclude
that
Tq|( j,k,0,...,0)[x, y] =
[
xq− j, yq−k
]
. (9)
In particular, taking q n − 2 and setting j = q − 1 and k = q − n + 2 we ﬁnd
Tq|(q−1,q−n+2,0,...,0)[x, y] =
[
x, yn−2
]= R2 · · · Rn[x, y],
where the second equality comes from Example 5.8. This reveals an interesting self-similarity property
of the syzygy gap fractal δ[x,y]:
Tq|(q−1,q−n+2,0,...,0)δ[x,y] = δ[x,y] ◦ R2 · · · Rn. (10)
Going back to (9) and setting j = k = q − 1, we see that [x, y] is ﬁxed by the operator
Tq|(q−1,q−1,0,...,0) and, consequently, so is δ[x,y] . The same holds, of course, for any Tq|b where b is a
permutation of (q−1,q−1,0, . . . ,0). This self-similarity property can be observed in Example 3.11—it
explains why the NW and SE portions of the relief plot in Fig. 5 are miniatures of the whole plot. The
fact that the center portion is also a miniature of the whole plot is a consequence of the following
result.
Proposition 5.13. Suppose n 4 and let b= (q − j − 1,q − k − 1, j,k,0, . . . ,0), for some j,k < q. Let λ be
the cross ratio of the roots in P1(k) of 1 , 2 , 3 , and 4 , and suppose α =∑ki=0 ( jk−i)(ki)λi = 0. Then [x, y] is
ﬁxed by Tq|b (and consequently so is δ[x,y]). An analogous result holds for each permutation of b.
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Then α is the coeﬃcient of x j yk in (x+ y) j(x+ λy)k . By Proposition 2.7(2),
Tq|b[x, y] =
[
xq, yq, xq− j−1 yq−k−1(x+ y) j(x+ λy)k]
= [x j+1, yk+1, (x+ y) j(x+ λy)k].
All terms of (x + y) j(x + λy)k but αx j yk are multiples of x j+1 or yk+1, so Tq|b[x, y] = [x j+1, yk+1,
αx j yk] = [x, y,α] = [x, y]. 
When j = k = 0, the condition on α in the previous proposition is satisﬁed independently of λ,
since α = 1, and the proposition simply gives the result discussed in the paragraph preceding its
statement. When j = k = 1 the condition on α is equivalent to λ = −1. This is the case in Exam-
ple 3.11, and Proposition 5.13 explains why the center portion of the relief plot shown in Fig. 5 is a
miniature of the whole plot.
We end this section with a proof that the δC are p-fractals when the ﬁeld k is ﬁnite. We recall
the deﬁnition of p-fractal ﬁrst:
Deﬁnition 5.14. A function f : I n → Q is a p-fractal if the Q-vector space spanned by f and all the
magniﬁcations Tq|b f is ﬁnite dimensional.
Theorem 5.15. If the ﬁeld k is ﬁnite, then there are only ﬁnitely many nonlinear δC . In particular, the δC are
p-fractals.
Proof. We start by showing that every cell class has a representative (F ,G) with deg F  n. In fact,
suppose C = [F ,G], with deg F and degG greater than n. Take U of degree  2 and prime to ; it is
easy to see that 〈F ,G〉 ⊆ 〈x, y〉degU+n−1 ⊆ 〈U , 〉, so by modifying F and G by multiples of  we may
assume that both are multiples of U . Since U is prime to  we can also divide F and G by U without
affecting C , obtaining a new representative consisting of polynomials of smaller degrees.
Now note that if degG − deg F  n, Proposition 2.7(2) and Remark 2.6 show that δC is linear.
Together with the result from the previous paragraph, this shows that any cell class C with nonlinear
δC can be represented by a cell (F ,G) with deg F  n and degG − deg F < n. If k is ﬁnite, there are
only ﬁnitely many such cells.
The conclusion that the δC are p-fractals follows at once, since the Q-vector space spanned by
the ﬁnitely many nonlinear δC , the constant function 1, and the coordinate functions is stable under
the operators Tq|b . 
6. An upper bound
Throughout this section we ﬁx pairwise prime linear forms 1, . . . , n in k[x, y]. Cells and cell
classes are deﬁned with respect to these linear forms, unless otherwise stated.
In [9, Theorem 8] Monsky found an upper bound for the local maxima of the δC : if δC = δ[F ,G,H]
has a local maximum at a/q, where q > 1 and some ai is not divisible by p, then
δC
(
a
q
)
 n0 − 2
q
,
where n0 is the number of zeros of FGH in P1(k¯) (not counted with multiplicity).
Example 6.1. In Examples 3.10 and 3.11 we looked at “slices” of a syzygy gap fractal δC : I 4 → Q;
Fig. 6 shows some related numerical values. From the three points highlighted in that picture we
can gather (with the help of Theorem II) that δC has local maxima at the points (2,2,2,2)/9,
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Since here n0 = 4, Monsky’s bound is attained in each case.
In this section we sharpen Monsky’s result, proving the following:
Theorem III. Suppose δC has a local maximum at a/q, where q > 1 and some ai is not divisible by p. Then
δC
(
a
q
)
 n − 2
q
.
Remark 6.2. If C is a special cell class (see Deﬁnition 5.6), this is nothing but Monsky’s bound, since
in view of Proposition 5.7 we may assume that C = [x, y] = [1, 2], whence n0 = n.
Remark 6.3. Monsky’s bound is related to his study [8] of Hilbert–Kunz functions of polynomials of
the type zD −H(x, y), with H homogeneous, a problem that leads one to look at syzygy gaps between
powers of x, y, and H , encoded in the syzygy gap fractal δ[x,y] with respect to the linear factors i
of H . Other problems, however, require one to look at syzygy gaps encoded in more general δC ,
and for those the greater generality of Theorem III (and its corollaries) is desirable and may yield
interesting consequences. As an example of one such problem, let P (x, y, z) be an irreducible homo-
geneous polynomial deﬁning a rational curve parametrized by [u : v] → [F (u, v) : G(u, v) : H(u, v)];
then the Hilbert–Kunz theory of the hypersurface ring deﬁned by P (xm, ym, zm) leads one to look
at syzygy gaps between powers of F , G , and H ,2 which are encoded in more general syzygy gap
fractals (explicitly, in δ[F ,G] with respect to the linear factors of FGH , if F and G have no common
factor).
The approach used in our proof of Theorem III was suggested by Monsky, and follows closely an
alternate proof he provided of his result from [9] (private communication). But before we dive into
the proof, we look at a few consequences.
Corollary 6.4. Let q > 1, and ﬁx (a2, . . . ,an) ∈ [q]n−1 . Suppose the map
t → δC (t,a2/q, . . . ,an/q)
has a local maximum at a1/q, where a1 is not divisible by p, and let a= (a1,a2, . . . ,an). Then
δC
(
a
q
)
 n − 2
q
.
Proof. According to Theorem II, each local maximum u of δC |Xq determines a region on which δC is
piecewise linear, given by δC (t) = δC (u) − d(t,u). The point a/q is in one such region, and because
the map t → δC (t,a2/q, . . . ,an/q) has a local maximum at a1/q, it must be the case that u1 = a1/q.
So u satisﬁes the assumptions of Theorem III, and δC (a/q) δC (u) (n − 2)/q. 
The next corollary provides an answer to a question raised in [11, Section 7(4)] in a special case.
2 In the 1990s Buchweitz related the Hilbert–Kunz multiplicity of P (x, y, z) with respect to the ideal 〈xi , y j , zk〉 to syzygy
gaps between powers of F , G , and H (unpublished work). That was extended by Monsky to polynomials of the type
P (xm, ym, zm) (also unpublished).
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2deg
〈
Fq,Gq, Hqa
〉− deg〈Fq,Gq, Hqa1〉− deg〈Fq,Gq, Hqa/1〉 n − 2. (11)
Proof. Let δ, δ+ , and δ− denote the syzygy gaps correspondent to the degrees on the left-hand side
of (11), namely δ(Fq,Gq, Hqa), δ(Fq,Gq, Hqa1), and δ(Fq,Gq, Hqa/1). Proposition 2.2 transforms
(11) into
1
4
(
2+ 2δ2 − δ2+ − δ2−
)
 n − 2.
If δ− = δ − 1 and δ+ = δ + 1 (or vice versa), then 2 + 2δ2 − δ2+ − δ2− = 0. If δ± = δ + 1, then δ = 0,
by Proposition 2.11, so again 2 + 2δ2 − δ2+ − δ2− = 0. Finally, if δ± = δ − 1, then (2 + 2δ2 − δ2+ −
δ2−)/4 = δ. But in this situation the map t → δC (t,a2/q, . . . ,an/q) has a local maximum at a1/q, and
Corollary 6.4 shows that δ  n − 2. 
By Theorem II, if δC has a local maximum at a corner b of I n , δC is linear on the region
consisting of points t with d(t,b)  δC (b). Since δC (b) can be arbitrarily large, any attempt to get
an interesting “global” upper bound for δC must be restricted to points away from those corners. Let
B be the set of all corners of I n at which δC attains a local maximum, and deﬁne
G := {t ∈I n: d(t,b) δC (b), for each b ∈ B};
G is the “interesting region” of the syzygy gap fractal δC (which may very well be empty). The
following corollary generalizes Theorem 11 of [9]:
Corollary 6.6. δC (t) (n − 2)/p, for each t ∈ G .
Proof. Suppose δC (t) > 0. As in the proof of Corollary 6.4, there is a local maximum u of δC such
that d(t,u) < δC (u), and δC (t) = δC (u) − d(t,u). If t ∈ G , then u cannot be a corner, so δC (t) 
δC (u) (n − 2)/p, by Theorem III. 
In the remainder of this section we ﬁx a cell class C = [U , V ]. In view of Remark 5.2(3) we may
assume that U and V have no common factor. Since the values of our functions remain unchanged if
we extend k, we may also assume without loss of generality that k is algebraically closed.
6.1. Some reductions, a special case, and a proof outline
• (We may assume q = p.) In the situation of the statement of Theorem III, write a = p · b+ c, with
0 ci < p, and let q′ = q/p. Then
δC
(
a
q
)
= δC
(
c/p + b
q′
)
= 1
q′
· (Tq′|bδC )
(
c
p
)
= 1
q′
· δTq′ |bC
(
c
p
)
,
and δTq′ |bC has a local maximum at c/p. Moreover, since some ai is not divisible by p, the same is
true for the corresponding ci . The above equation also shows that δC (a/q) (n− 2)/q whenever
δTq′ |bC (c/p) (n − 2)/p. So it suﬃces to prove Theorem III for q = p.
• (The trivial cases n = 1,2.) Theorem III is vacuously true when n = 1 or 2, since in those cases
the δC , completely described in Example 3.7, only have local maxima at the endpoints of I or
corners of I 2.
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of a function δC ′ : I n−1 → Q. Indeed, for  = 0 or 1, δC (u1, . . . ,un−1, ) = δC ′ (u1, . . . ,un−1),
where C ′ = [U , V , n], a cell class deﬁned with respect to the linear forms 1, . . . , n−1. So in-
duction on n will allow us to restrict our attention to interior points of I n .
These simple remarks allow us to prove Theorem III for p = 2.
Proof of Theorem III (for p = 2). The theorem holds for n = 1 and 2, so we let n > 2 and argue by
induction on n. As shown above, it suﬃces to consider the case q = p = 2. Suppose δC has a local
maximum at t= a/2, where a ∈ [2]n , with some ai = 1. If t lies in a face of I n , the observation made
above and the induction hypothesis give us the desired bound. It remains to consider a = (1, . . . ,1).
Aiming at a contradiction, we suppose δC (t) > (n − 2)/2. Theorem II shows that (1/2, . . . ,1/2,0) is
a local maximum of the restriction of δC to that face of I n . The induction hypothesis then gives
δC (1/2, . . . ,1/2,0) (n − 3)/2, and it follows from Proposition 4.2 that δC (t) (n − 2)/2, a contra-
diction. 
In view of the above, from now on we assume that p = 2 and n > 2. Our proof will consist of four
steps.
Proof outline:
(1) In Section 6.2 we relate δ∗C (c/m), where m <
∑n
i=1 ci , to the Hilbert–Kunz multiplicity of a
certain projective plane curve with respect to the ideal 〈U , V , z〉, under the assumption that
degU = deg V (or, equivalently, δC (0) = 0).
(2) In Section 6.3 we use results of Brenner and Shepherd-Barron to ﬁnd another formula for that
Hilbert–Kunz multiplicity, thereby obtaining some information on δ∗C (c/m).
(3) In Section 6.4 we prove that if δC has a local maximum at a point a/q, where δC (0) = 0,
δC (a/q)  (n − 1)/q, and d(a/q,0) > 1, then ∑ni=1 ai ≡ 0 (mod p). That is done by choosing
a convenient point c/m, close enough to a/q to be “under the effect” of that local maximum, and
using the information on δ∗C (c/m) previously found. Reﬂections then show that each corner b
with δC (b) = 0 and d(a/q,b) > 1 yields a congruence of the form ∑ni=1(±ai) ≡ 0 (mod p).
(4) We conclude the proof in Section 6.5: assuming that δC has a local maximum at an interior
point a/p, where it takes on a value  (n − 1)/p, we shall show that there are enough corners
b as above, with δC (b) = 0 and d(a/p,b) > 1, to guarantee that the corresponding congruences
lead to a contradiction. Special cell classes are handled separately, through a simpler argument
that takes advantage of their self-similarities.
6.2. Hilbert–Kunz multiplicities and syzygy gaps
Recall that C = [U , V ], where U and V have no common factor; in this subsection we add the
extra assumption that degU = deg V = d. We denote by δ∗C the continuous extension of δC to [0,1]n ,
as in Remark 4.3.
Let c be a nonnegative integer vector, G = c , and r = degG . Fix m with 0 < m < r such that
c/m ∈ [0,1]n . Let H ∈ k[x, y] be a homogeneous polynomial of degree r − m, prime to G , and set
F = G − zmH ∈ k[x, y, z].
Deﬁnition 6.7. We denote by μ(F ) the Hilbert–Kunz multiplicity of the ring k[x, y, z]/〈F 〉 with respect
to the ideal generated by the images of U , V , and z.
We shall relate μ(F ) and δ∗C (c/m), proving:
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μ(F ) = dr − r
4
+ m
2
4r
· δ∗C
(
c
m
)2
.
Lemma 6.9. Let λ = λ(F ) be the greatest divisor of m for which G/H is a λth power in k(x, y). Then:
(1) If λ = 1, then F is irreducible in k[x, y, z].
(2) If Theorem 6.8 holds for λ = 1, then it holds in general.
Proof. Since G and H are relatively prime, any nontrivial factorization of F = G − zmH in k[x, y, z]
would have factors of degree <m in z, giving a nontrivial factorization of zm − G/H in k(x, y)[z]. But
zm − G/H is irreducible in k(x, y)[z] if λ = 1 (see, e.g., [6, Chapter VI, Theorem 9.1]); this gives us (1).
Suppose now λ > 1. Since G and H are relatively prime, both G and H are λth powers, and we
can write zλ − G/H =∏λi=1(z− c/λ/Hi), where the Hi are λth roots of H . Replacing z with zm/λ and
multiplying through by H we see that F = F1 · · · Fλ , where Fi = c/λ − zm/λHi . If Theorem 6.8 holds
for λ = 1, it gives formulas for the Hilbert–Kunz multiplicity μ(Fi) of k[x, y, z]/〈Fi〉 with respect to
〈U , V , z〉, for each i. But the additivity of the Hilbert–Kunz multiplicity shows that μ(F ) =∑λi=1 μ(Fi),
and adding up those formulas gives Theorem 6.8 for F . 
In the remainder of this section we assume that λ(F ) = 1, so F is irreducible in k[x, y, z]. Let z¯
and w be elements in an extension of k(x, y) such that z¯m = G and wm = H . Set x¯ = wx and y¯ = wy.
Then
F (x¯, y¯, z¯) = G(x¯, y¯) − z¯mH(x¯, y¯)
= wrG(x, y) − G(x, y) · wr−mH(x, y)
= wrG(x, y) − G(x, y) · wr−m · wm
= 0,
so k[x¯, y¯, z¯] is a homogeneous coordinate ring for F . We now consider the rings in the following
diagram.
A = k[x, y] B = k[x¯, y¯, z¯]
R = k[U (x¯, y¯)m, V (x¯, y¯)m, z¯m]
= k[HdUm, HdVm,G]
βα
Here α and β denote the ranks of A and B over R; these are ﬁnite, according to the next lemma.
Lemma 6.10. A and B are ﬁnite over R.
Proof. The ideal 〈HdUm, HdVm,G〉 of A is 〈x, y〉-primary, as its generators have no common factor;
so it contains xs and ys for some s. Let M be the R-submodule of A generated by xi y j , with i + j 
2s − 2. Writing xs and ys as A-linear combinations of HdUm , HdVm , and G , we see that they can be
expressed as R-linear combinations of monomials of degree < s. It follows easily that xM ⊆ M and
yM ⊆ M , so that any monomial in x and y is in M . Hence A = M , and A is ﬁnite over R .
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can show that B is generated over R by monomials x¯i y¯ j z¯k , with i + j  2s − 2 and k <m. 
Deﬁnition 6.11. For any nonnegative integer k, μ(k) is the Hilbert–Kunz multiplicity of B with respect
to the ideal J (k) = 〈U (x¯, y¯)k, V (x¯, y¯)k, z¯k〉.
Lemma 6.12. Let J be the ideal of A generated by HkdUkm, HkdV km, and Gk. Then μ(km) = (β/α) · deg J .
Proof. The generators of J are precisely the generators of J (km), and are elements of R; let I be
the ideal they generate in R . Then μ(km) coincides with the Hilbert–Kunz multiplicity eHK(I, B)
of B (seen as an R-module) with respect to I . Using Theorem 1.8 of [7] we see that eHK(I, B) =
(β/α) · eHK(I, A), and eHK(I, A) coincides with the Hilbert–Kunz multiplicity of A—seen as a ring—
with respect to J = I A. But this Hilbert–Kunz multiplicity is just deg J , since A = k[x, y]. 
Lemma 6.13. β/α =m2/r.
Proof. Let
K = k
(
U (x¯, y¯)m
V (x¯, y¯)m
,
V (x¯, y¯)m
z¯dm
)
= k
(
Um
Vm
,
HdVm
Gd
)
⊆ k
(
x
y
)
= k
(
x¯
y¯
)
.
The ﬁeld of fractions of R is K (G) = K (z¯m), and α and β are the degrees of k(x, y) and k(x¯, y¯, z¯)
over that ﬁeld. Because z¯ is a root of the degree m irreducible polynomial F (x¯, y¯, z) ∈ k(x¯, y¯)[z] (see
the proof of Lemma 6.9), we have
β = [k(x¯, y¯, z¯) : k(x¯, y¯)] · [k(x¯, y¯) : k(x¯/ y¯, y¯m)] · [k(x¯/ y¯, y¯m) : K (G)]
=m2 · [k(x¯/ y¯, y¯m) : K (G)].
But y¯m/G = wmym/G = Hym/G ∈ k(x/y) = k(x¯/ y¯), so k(x¯/ y¯, y¯m) = k(x/y,G), and
β =m2 · [k(x/y,G) : K (G)]. (12)
A similar calculation gives
α = [k(x, y) : k(x/y, yr)] · [k(x/y, yr) : K (G)]
= r · [k(x/y,G) : K (G)], (13)
and comparing (12) and (13) we get the desired result. 
Corollary 6.14.
μ(km) = k2m2dr − k
2m2r
4
+ m
2
4r
· δ(Ukm, V km,Gk)2.
Proof. Note that Q (kdr,kdr,kr) = 4dk2r2 −k2r2, where Q is the quadratic form of Proposition 2.2. So
Lemmas 6.12 and 6.13, together with Proposition 2.2, give us
μ(km) = m
2
4r
(
4dk2r2 − k2r2 + δ(HkdUkm, HkdV km,Gk)2).
But δ(HkdUkm, HkdV km,Gk) = δ(Ukm, V km,Gk), by Proposition 2.7(2). 
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for μ(F ) by replacing k with 1/m in that continuous version.
Deﬁnition 6.15. We deﬁne δ∗G : [0,1]3 → R as the continuous function such that
δ∗G
(
a
q
)
= 1
q
· δ(Ua1 , V a2 ,Ga3),
for any q and any a ∈ [q]3.
Directly from the deﬁnition of Hilbert–Kunz multiplicity it follows that μ(pk) = p2 · μ(k), so
we may deﬁne a function I → Q, k/q → q−2 · μ(k). This function is uniformly continuous (see
Appendix A for a proof in a more general setting), so we can extend it to a continuous function
on [0,1].
Deﬁnition 6.16. We deﬁne μ∗ : [0,1] → R as the continuous extension of the function k/q → q−2 ·
μ(k).
Corollary 6.17. For each t ∈ [0,1/m] we have
μ∗(tm) = t2m2dr − t
2m2r
4
+ m
2
4r
· δ∗G(tm, tm, t)2.
Proof. Corollary 6.14 gives the formula for t ∈ [0,1/m] ∩ Z[1/p], and the result follows by continu-
ity. 
We can now complete the proof of Theorem 6.8.
Proof of Theorem 6.8. Since, for any q and a ∈ [q],
δ∗G
(
1,1,
a
q
)
= 1
q
· δ(Uq, V q,Ga)
= 1
q
· δ(Uq, V q, ac)
= δ∗C
(
a
q
· c
)
,
the continuity of δ∗G and δ∗C implies that δ
∗
G(1,1, t) = δ∗C (tc), for any t ∈ [0,1]. Setting t = 1/m in the
identity of Corollary 6.17 we get the desired result:
μ(F ) = μ(1) = dr − r
4
+ m
2
4r
· δ∗G
(
1,1,
1
m
)2
= dr − r
4
+ m
2
4r
· δ∗C
(
c
m
)2
. 
6.3. An application of sheaf theory
Deﬁnition 6.18. Let F ∈ k[x, y, z] be an irreducible homogeneous polynomial, and Y be a desingular-
ization of the projective curve deﬁned by F . Then γ (F ) = 2genus(Y ) − 2.
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Theorem 6.19. Let q > 1 be a power of p. Let F ∈ k[x, y, z] be an irreducible degree r homogeneous polyno-
mial, and let μ(F ) be the Hilbert–Kunz multiplicity of k[x, y, z]/〈F 〉 with respect to a zero-dimensional ideal
I generated by three homogeneous elements of degrees d1 , d2 , and d3 . Then
μ(F ) = r
4
· Q (d1,d2,d3) + l
2
4r
, (14)
where l is a number in Z[1/p] such that ql ∈ pZ or 0 < ql  γ (F ), and Q is the quadratic form of Proposi-
tion 2.2,
Q (d1,d2,d3) = 2d1d2 + 2d1d3 + 2d2d3 − d12 − d22 − d32.
When d1 = d2 = d3 = 1 this is Theorem 5.3 of Trivedi [15]. The general case is treated similarly, but
now we need results from Brenner [1] and Shepherd-Barron [13]. Before we give the proof, we recall
some of the terminology used in those papers. For a rank r vector bundle S on a smooth projective
curve Y over an algebraically closed ﬁeld, deg(S) is the degree of the line bundle ∧r S; the degree
is additive in the category of vector bundles on Y . The slope of S is deﬁned as deg(S)/r. The vector
bundle S is semistable if slope(T ) slope(S), for every subbundle T of S , and strongly semistable if
its pull-back by each eth iterate of the absolute Frobenius F : Y → Y is semistable.
Proof. Let B = k[x, y, z]/〈F 〉, and let R be the integral closure of B . The Hilbert–Kunz multiplicities
of B and R with respect to I are equal, and Y = Proj R is the desingularization of the projective curve
deﬁned by F .
In [1, Corollary 4.4] Brenner considers a rank 2 vector bundle S on Y—the pull-back to Y
of the bundle of syzygies between the three homogeneous generators of I . The degree of S is
−(d1 + d2 + d3)r. He shows that if S is strongly semistable, then (14) holds with l = 0.3 If, on
the other hand, S is not strongly semistable, let e be the least number for which F e∗(S) is
not semistable. Then F e∗(S) has a subbundle L with slope(L) > slope(F e∗(S)). Because S has
rank 2, L and M = Fe∗(S)/L are line bundles, and the condition on the slopes is equivalent to
deg(L) > (deg(L) + deg(M))/2, or deg(L) > deg(M).
Brenner then sets
ν1 = −deg(L)
rq∗
and ν2 = −deg(M)
rq∗
,
where q∗ = pe , and shows that
μ(F ) = r
(
ν22 − ν2
3∑
i=1
di +
∑
i< j
did j
)
. (15)
Note that deg(L)+deg(M) = deg(F e∗(S)) = −(d1 +d2 +d3)rq∗ , so ν1 +ν2 = d1 +d2 +d3. Using this,
Eq. (15) gives us (14) with l = r(ν2 − ν1) = (deg(L) − deg(M))/q∗ .
If q > q∗ , then ql ∈ pZ, and we are done. If q  q∗ , Corollary 2p of Shepherd-Barron [13] comes
into play (see also [15, Lemma 5.2]). Since e was chosen to be the least number for which F e∗(S) is
not semistable, Shepherd-Barron’s result shows that deg(L)−deg(M) γ (F ). Since q q∗ , it follows
that ql = q(deg(L) − deg(M))/q∗  γ (F ). 
3 Brenner makes the assumption that R is generated by ﬁnitely many elements of degree 1, which is not necessarily the case
here, but that assumption can be weakened—that is the content of his footnote 1.
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Theorem 6.8 we shall obtain some information on δ∗C (c/m) which will play an important role in the
next section.
For ease of notation, for any vector a= (a1, . . . ,an) we write ‖a‖ =∑ni=1 |ai |; we shall refer to ‖a‖
as the norm of the vector a.
Lemma 6.20. Suppose that some k > 1 divides each ci ;write c= ka. Suppose further that m is prime to p and
to k, and divisible by ‖a‖. Let q > 1 be a power of p. Then one of the following holds:
(1) qm · δ∗C
(
c
m
)
∈ pZ;
(2) δ∗C
(
c
m
)
<
n − 1
q
− ‖a‖
qm
.
Proof. Let λ be the greatest common divisor of m and the ci . Since m is prime to k, so is λ, and λ
divides each ai . If we replace c, m, and a by their quotients by λ, then c/m and ‖a‖/m are unchanged.
So it suﬃces to show that (1) or (2) holds after this replacement, and we may assume that λ = 1.
Now set F = c − zmLr−m , where L ∈ k[x, y] is a linear form prime to each i . F is an irreducible
homogeneous polynomial of degree r (irreducibility follows from Lemma 6.9, since λ = 1).
We now apply Theorem 6.19 with I = 〈U , V , z〉, to ﬁnd that μ(F ) = dr − r/4 + l2/(4r), where
ql ∈ pZ or 0 < ql  γ (F ). Comparing with Theorem 6.8 we see that l = m · δ∗C (c/m). So either qm ·
δ∗C (c/m) ∈ pZ or δ∗C (c/m) γ (F )/(qm). It only remains to show that γ (F ) < (n − 1)m − ‖a‖.
The desingularization Y of the projective curve deﬁned by F is an m-sheeted branched covering
of P1, tamely ramiﬁed, since m is prime to p. According to the Hurwitz formula,
γ (F ) = −2m + (terms coming from ramiﬁcation).
Ramiﬁcation can only occur at zeros of the i and of L. Because of tameness, the contribution from
the zero of each i is at most m − 1. Now note that the greatest common divisor of m and r −m is
‖a‖, since r/‖a‖ = k, while m/‖a‖ is an integer prime to k. So over the zero of L there are ‖a‖ points
of Y , each of ramiﬁcation degree m/‖a‖, providing a contribution of m − ‖a‖ to γ (F ). So
γ (F )−2m + n(m − 1) +m − ‖a‖ < (n − 1)m − ‖a‖. 
6.4. A key lemma
The following lemma will play a crucial role in our proof of Theorem III.
Lemma 6.21. Suppose δC (0) = 0 and δC has a local maximum at a/q, where δC (a/q)  (n − 1)/q and
‖a‖ > q > 1. Then p divides ‖a‖.
Proof. Suppose not. As discussed in Section 6.1, an inductive argument allows us to assume that a/q
is an interior point of I n , i.e., 0 < ai < q, for all i. Note that degU = deg V , since δC (0) = 0, so we
are in the situation of Section 6.2. By looking at values of δ∗C at conveniently chosen points c/m that
are suﬃciently close to a/q to be “under the inﬂuence” of that local maximum (see Theorem II) and
using Lemma 6.20, we shall prove that 	(a) := q · δC (a/q) is congruent modulo p to both ‖a‖ and
−‖a‖. This will give us a contradiction, since we are assuming that p = 2.
Since p does not divide ‖a‖, we can ﬁnd a multiple m of ‖a‖ of the form m = kq + 1, with k > 1.
Note that our assumptions on a imply that kai <m < k‖a‖. Let c= ka; then
a − c = ma− kqa = a ,
q m qm qm
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d
(
a
q
,
c
m
)
= ‖a‖
qm
.
But since kai <m, it follows that k‖a‖ < nm, so ‖a‖/m < n/k n/2 n − 1. Thus
d
(
a
q
,
c
m
)
<
n − 1
q
 δ∗C
(
a
q
)
,
and Theorem II (and continuity) shows that
δ∗C
(
c
m
)
= δ∗C
(
a
q
)
− d
(
a
q
,
c
m
)
= δ∗C
(
a
q
)
− ‖a‖
qm
. (16)
Since δ∗C (a/q)  (n − 1)/q, situation (2) of Lemma 6.20 cannot hold, and so qm · δ∗C (c/m) ∈ pZ.
Multiplying (16) through by qm we ﬁnd that m	(a) − ‖a‖ ∈ pZ. Since m ≡ 1 (mod p), 	(a) ≡ ‖a‖
(mod p). By repeating the argument with an m that is divisible by ‖a‖ and of the form kq − 1 we
ﬁnd that 	(a) ≡ −‖a‖ (mod p). So p divides ‖a‖, contradicting our assumption. 
Using reﬂections, the following corollary is immediate from Lemma 6.21.
Corollary 6.22. Let c = (1, . . . , n) be a corner of I n. Suppose δC (c) = 0 and δC has a local maximum at
a/q, where q > 1, δC (a/q) (n − 1)/q, and d(a/q, c) > 1. Then p divides∑ni=1(−1)i ai .
Remark 6.23. In the case of a special cell class C , self-similarity properties allow us to drop the
assumption that ‖a‖ > q in Lemma 6.21. In fact, suppose δC (0) = 0 (so C = [x, y], by Proposi-
tion 5.7) and δC has a local maximum at a/q, where q > 1 and δC (a/q)  (n − 1)/q. Setting
b= (p − 1, p − 1,0, . . . ,0), calculations made in Example 5.12 show that C = T p|bC . So
δC (t) = (T p|bδC )(t) = p · δC
(
t+ b
p
)
,
for all t ∈I n . So δC also has a local maximum at (a+qb)/(pq), where it takes on a value  (n−1)/
(pq). Setting a∗ = a + qb, we see that a∗/(pq) satisﬁes the hypotheses of Lemma 6.21, so p divides
‖a∗‖; but ‖a‖ ≡ ‖a∗‖ (mod p).
6.5. Concluding the proof of Theorem III
We have now the machinery necessary to prove Theorem III, which we restate below:
Theorem III. Suppose δC has a local maximum at a/q, where q > 1 and some ai is not divisible by p. Then
δC
(
a
q
)
 n − 2
q
.
We start by considering the particular case of special cell classes. As observed in Remark 6.2, in
this case Theorem III is equivalent to Monsky’s result from [9]. However, with the machinery already
developed its proof is simple enough, so we include it here. (Remark 6.23 and further self-similarity
properties make this special case a lot less convoluted than the general case.)
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Suppose δC has a local maximum at a/q, with q > 1 and δC (a/q)  (n − 1)/q. Remark 6.23 allows
us to use Lemma 6.21 to conclude that
a1 + a2 + · · · + an = ‖a‖ ≡ 0 (mod p). (17)
Now choose q∗  n − 2 and set b = (q∗ − 1,q∗ − n + 2,0, . . . ,0); Eq. (10) of Example 5.12 shows
that δC = (Tq∗|bδC ) ◦ R2 · · · Rn, so
δC (t) = q∗ · δC
(
R2 · · · Rn(t) + b
q∗
)
,
for all t ∈ I n . In particular, δC also has a local maximum at (R2 · · · Rn(a/q) + b)/q∗ = (qR2 · · ·
Rn(a/q) + qb)/(qq∗), where it takes on a value  (n − 1)/(qq∗). Lemma 6.21 then shows that
a1 − a2 − · · · − an ≡
∥∥qR2 · · · Rn(a/q) + qb∥∥≡ 0 (mod p). (18)
Combining (17) and (18) we conclude that 2a1 ≡ 0 (mod p), and since we are assuming that p = 2
it follows that a1 ≡ 0 (mod p). Similarly, we show that p divides each of the other ai , contrary to the
assumptions of the theorem. 
We now turn to the proof of Theorem III for arbitrary cell classes. The following simple lemmas
will be helpful in our argument.
Lemma 6.24. Suppose δC vanishes at all corners of norm k, for some k. Then one of the following holds:
(1) δC also vanishes at some corner of norm k + 2 or k − 2;
(2) δC is piecewise linear, with local maxima only at the origin 0 and at its opposite corner, 1.
Proof. Since δC = 0 at all corners of norm k, Eq. (2) (and the fact that δC  0) implies that δC = 1
at all corners of norm k ± 1. If we are not in situation (1), then δC = 2 at all corners of norm k ± 2,
again by Eq. (2). Then Proposition 2.12 forces δC to be 3 at all corners of norm k± 3, 4 at all corners
of norm k ± 4, and so on. Thus δC |X1 has local maxima at 0 and 1, where it takes on the values k
and n − k. By Theorem II, the same is true for δC , and δC (t) =max{k − d(t,0),n − k − d(t,1)}. 
Lemma 6.25. Suppose δC has a local maximum at an interior point a/p of Xp , where δC (a/p) (n− 1)/p.
Furthermore, suppose δC vanishes at all corners of norm k, for some k with 2 k n − 2. Then all the ai are
congruent modulo p, and
(n − 2k)ai ≡ 0 (mod p).
The same conclusion holds if k = 1, provided the distance from each of the corners of norm 1 to a/p is > 1.
Proof. The local maximum a/p can be within distance 1 of at most one of the corners of norm k;
Corollary 6.22 gives a linear congruence modulo p for each of the
(n
k
)
or
(n
k
)− 1 corners of norm k
that are “far” from a/p. For each i = j there are two congruences that differ only by the signs of
ai and a j (more precisely, there are
(n−2
k−1
)
or
(n−2
k−1
)− 1 such pairs). Subtracting one such congruence
from the other we ﬁnd that 2(ai − a j) ≡ 0 (mod p), and since p = 2, ai ≡ a j (mod p). Substituting
that into any of the congruences we ﬁnd k(−ai) + (n − k)ai ≡ 0 (mod p), giving the result. If k = 1,
the same argument applies, but we need congruences associated to all corners of norm 1, hence the
need for the extra assumption. 
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Proof of Theorem III. As pointed out in Section 6.1, we may assume n 3 and q = p, and an inductive
argument allows us to restrict our attention to interior points. Aiming at a contradiction, suppose δC
has a local maximum at an interior point a/p, where it takes on a value  (n − 1)/p.
We would like to arrange a situation where we can use Lemma 6.25. By using a reﬂection, which
changes the ai (modulo p) only by a sign, we may assume that the restriction of δC to the corners
of I n attains its maximum value at the origin; let k = δC (0). Note that if k  n, then δC is linear
and its only local maximum is at the origin, while if k = n− 1 then δC is piecewise linear with local
maxima only at the origin and its opposite corner. In either case, the existence of the local maximum
at a/p is contradicted; so henceforth we assume k  n − 2. Theorem II then shows that δC vanishes
at all corners of norm k.
Diﬃculties may arise if k = 1, as Lemma 6.25 would then require the distance between a/p and
each corner of norm 1 to be > 1. But these diﬃculties may be dealt with by using further reﬂections.
Suppose, for instance, that d(a/p, (1,0, . . . ,0)) 1. Since the maximum value that δC takes on at the
corners is 1, δC vanishes at all corners with an odd norm. The distance between a/p and each such
corner other than (1,0, . . . ,0) is > 1. Replacing C with R2R3C we arrive at the desired situation:
δC now vanishes at all corners of norm 1, and the distance between a/p and each of these corners
is > 1. Lemma 6.25 can thus be used even if k = 1. (Note that what made it possible for us to get
around the diﬃculties was the existence of an extra “layer” of zeros of δC , namely the corners of
norm 3.)
Applying Lemma 6.25 we obtain
(n − 2k)ai ≡ 0 (mod p). (19)
Since situation (2) of Lemma 6.24 contradicts the existence of the local maximum at a/p, we may
assume that δC also vanishes at a corner of norm k + 2. If the distance from a/p to that corner
is > 1, Corollary 6.22 gives us another congruence (n − 2k − 4)ai ≡ 0 (mod p); together with (19),
this shows that p divides ai , a contradiction. If the distance between a/p and that corner is  1, then
p  n−1, since that distance is at least δC (a/p), and δC (a/p) (n−1)/p. So p cannot divide n−2k,
and (19) gives us a contradiction, unless k = n/2, in which case (19) is of no help.
It remains to deal with the case k = n/2. In this case, among all corners with norm  n/2 we
choose a corner c where δC is maximum; let k′ = δC (c). We may assume that k′ < n/2, as otherwise
we would be in situation (2) of Lemma 6.24. If k′ > 1, we use a reﬂection to bring c to the origin, and
conclude the proof by arguing exactly as above. If k′ = 1 we do the same, with some extra care—we
need to choose c with ‖c‖  n/2 + 3. This ensures that all corners at distance 1 or 3 from c have
norm  n/2, so that δC vanishes at all those corners, guaranteeing that extra “layer” of zeros needed
for the workaround in the third paragraph of the proof. Finding a c satisfying this extra requirement
is not a problem unless n = 4, in which case we run into fatal diﬃculties. But if n = 4, then in the
situation considered here δC has a maximum at the origin, where δC (0) = 2= n− 2, and δC (1) = 0,
so C is a special cell class, hence already handled in the beginning of this section. 
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Appendix A. A continuity property of Hilbert–Kunz multiplicities
Let (R,m) be a Noetherian local domain of characteristic p and dimension a  1, and let J =
〈x1, . . . , xs〉 be an m-primary ideal of R , where x1 · · · xs = 0.
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with respect to J (k).
It follows immediately from the deﬁnition of the Hilbert–Kunz multiplicity that μ(pk) = pa · μ(k),
so we can extend μ to a function μ :I → R, deﬁning
μ
(
k
q
)
= μ(k)
qa
.
We shall prove the following:
Theorem 2. μ is a Lipschitz function. In particular, μ extends uniquely to a continuous function
μ∗ : [0,1] → R.
We start with a couple of estimates.
Lemma 3. lengthR( J (k − 1)/ J (k)) = O (ka−1).
Proof. Since J (k − 1)/ J (k) is annihilated by x1 · · · xs , it is a module over S := R/〈x1 · · · xs〉. Let
I and I(k) be the extensions of J and J (k) in S . Then lengthR( J (k − 1)/ J (k)) = lengthS ( J (k −
1)/ J (k))  lengthS (S/I(k)), and it suﬃces to show that this last length is O (ka−1). But I sk ⊆ I(k),
so lengthS (S/I(k))  lengthS (S/I sk), and the latter is a polynomial in k of degree a − 1 for k  0,
since dim S = a − 1. 
Lemma 4. μ(k) − μ(k − 1) = O (ka−1).
Proof. This follows from Lemma 3 and Lemma 4.2 of [16], which says that μ(k) − μ(k − 1) 
(constant) · lengthR( J (k − 1)/ J (k)), where the constant is the Hilbert–Kunz multiplicity of R with
respect to its maximal ideal m. 
The Lipschitz property for μ follows easily from Lemma 4.
Proof of Theorem 2. By Lemma 4, there is a constant M such that μ(k) − μ(k − 1) Mka−1, for all
k > 0. Let j/q k/q be two elements of I . Then 0μ(k)−μ( j) Mka−1(k− j), and dividing by qa
we ﬁnd
0μ
(
k
q
)
− μ
(
j
q
)
 M ·
(
k
q
− j
q
)
. 
Remark 5. With minor modiﬁcations in this argument one could prove the following generalization.
Let J (k) = J (k1, . . . ,ks) = 〈xk11 , . . . , xkss 〉 and let μ(k) be the Hilbert–Kunz multiplicity of R with re-
spect to J (k). Then the function
μ :I s → R,
k
q
→ μ(k)
qa
is Lipschitz, and hence can be extended to a continuous function μ∗ : [0,1]s → R.
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