In this article we study an optimal control problem subject to the Fokker-Planck equation
Introduction
In this article we prove first and second order optimality conditions for a control problem subject to the Fokker-Planck equation Fokker-Planck equations arise in many situations in which a large number of agents is involved. In particular, these equations are present in models of mass opinion dynamics [1] , tumor growth [8, 22] , bird flocks movement [16] and various biological events [30, 13] , among others. The recent survey [19] describes several applications of the Fokker-Planck equation to different socio-economic phenomena. It is worth mentioning that some of these articles already analyze control problems associated to their models, as e.g. [22, 1] .
Another motivation for investigating optimal control problems governed by Fokker-Plack equations comes from Mean Field Games (MFG) theory [25, 21] . MFG' systems consist in a Hamilton-Jacobi equation coupled with a Fokker-Planck one. It has been observed [25, 10, 29] that the MFG' system is an optimality condition for the control of Fokker-Planck equations, but the rigorous proof of this fact remains an open problem, since the theory of optimal control of this equation is far from being complete.
Optimal control problems governed by (1.1) have been recently studied in a few articles. A problem with one-dimensional piecewise constant controls is treated in [3] , where the authors propose control strategies based on a receding horizon
The first author was supported by CAPES (Brazil) and by the Alexander von Humboldt Foundation (Germany). model predictive control framework. That work was extended later in [4] to the case of multidimensional constant control. A Fokker-Planck equation with a spacedependent time-independent control is investigated in [28] . There, the authors prove existence of an optimal control, derive a first-order optimality system, and propose a numerical scheme along with simulations. For a more general framework, with time-and space-dependent multidimensional control, an existence result and first order optimality conditions are given in [18] . See also [9] , where the authors provide results on stabilization of (1.1) through linearization (more details in Remark 2.1).
Optimization problems associated to (1.1) belong to the class of bilinear optimal control. This framework has been considered in e.g. [12] for elliptic equations. On the other hand, the work [5] dealt with infinite dimensional bilinear dynamical systems, but their results do not apply here.
In this paper we provide first and second order optimality conditions for an optimal control problem associated to (1.1), under quite mild regularity assumptions on the data functions and the spatial domain of the state equation. The cost functional is of tracking type and includes a Tikhonov regularizing term on the control. The control is only time-dependent. We obtain our second order necessary and sufficient conditions by application of results proved in [11] in an abstract framework.
Our paper is organized as follows. In Section 2, we present the equation, the basic assumptions, show well-posedness and some other properties of the state equation. The optimal control problem is introduced in Section 3, where existence of optimal solution is proved. In Section 4, we discuss properties of the control-tostate mapping, while Section 5 presents the adjoint system and first order optimality conditions. Finally, Section 6 is devoted to the second order analysis. Our main theorems are contained there.
Notation. Given a real interval [0, T ], a normed space X and p ∈ [1, ∞], we let L p (0, T ; X) denote the Lebesgue space of L p -functions and write C([0, T ]; X) for the space of continuous functions, both with domain [0, T ] and values in X. When X = R we just write L p (0, T ) and, for any m, we let · p denote the norm in L p (0, T ; R m ). Analogously, for a set Ω ⊆ R n , L p (Ω; R m ) is the Lebesgue space of L p -functions with domain Ω and values in R m . We omit R m when m = 1 and the values range in R, and we use the form · L p (Ω) m to denote the norm in L p (Ω; R n ).
Throughout the article, we consider the real Hilbert spaces L 2 (Ω), H 1 (Ω) and H 1 (Ω) * . We let (·, ·) denote the scalar product in L 2 (Ω) and ·, · the dual pairing between H 1 (Ω) * and H 1 (Ω). Other scalar products and pairings will be distinguished by specifying the spaces as subindexes. For two vectors u, v ∈ R n , the result of the componentwise multiplication u ⊗ v is defined by the vector w ∈ R n with components w i = u i v i , for i = 1, . . . , n.
The controlled Fokker-Planck equation
We consider the Fokker-Planck equation with initial and boundary conditions given by ∂ t ρ(x, t) − ν∆ρ(x, t) − div ρ(x, t)B[u(t)](x) = 0 in Q, (2.2) ρ(x, 0) = ρ 0 (x) in Ω, (2.3) ν∇ρ(x, t) + ρ(x, t)B[u(t)](x) · n(x) = 0 on Σ, (2.4) where ν > 0, ρ 0 ∈ L 2 (Ω) stands for an initial probability distribution; therefore, it is assumed to be nonnegative and to satisfy Ω ρ 0 (x)dx = 1; Ω ⊂ R n is a bounded domain with Lipschitz boundary Γ := ∂Ω, and we set Σ := Γ × (0, T ), Q := Ω × (0, T ). The control is u = (u 1 , . . . , u n ) ∈ L ∞ (0, T ; R n ), and the function B : R n × Ω → R n is given by
where c, b ∈ L ∞ (Ω; R n ) are fixed. In (2.2), the differential operators ∆ and div act only with respect to the spatial coordinate x. For definition and basic properties of the div-operator we refer to [20] . In (2.4), n denotes the outward normal unit vector on Γ.
Remark 2.1. Let us compare this equation with others considered in the literature. We mention that Breiten et al. [9] assume B to take the form ∇ x V for a potential V given by
for a scalar control u. They study the stabilization problem (in infinite horizon) rather than the associated optimal control problem.
Fleig and Guglielmi [18] considered a distributed multidimensional control and adopt a vanishing condition on Σ. In this case, the measure Ω ρ(t, x)dx is not preserved. For that problem, they showed first order optimality conditions. Equation (2.2), for a function u that depends both on time and space, appears in second order Mean Field Games: see e.g. Gomes 2.1. Existence and uniqueness of the solution of the Fokker-Planck equation. We next make a formal derivation of the weak formulation of (2.2)-(2.4). Consider ϕ sufficiently smooth. From (2.2) we get
Adding (2.6) and (2.7), in view of the boundary condition (2.4) we get
where, for each u ∈ R n , a[u](·, ·) is a bilinear mapping that to each pair ψ, ϕ ∈ H 1 (Ω) associates the value
We will work in the space
It is known that W (0, T ) is a Hilbert space with the scalar product
which induces the norm · W (0,T ) . We shall also recall the following continuous embedding (see e.g. Chipot [14, Theorem 11.4] 
that will be of use throughout this article.
The weak formulation of (2.2) can be rewritten as to find ρ ∈ W (0, T ) such that d dt (ρ(·), ϕ) + a[u(·)](ρ(·), ϕ) = 0 on D ′ (0, T ) for all ϕ ∈ H 1 (Ω), (2.10)
For convenience, let us consider a general right-hand side f ∈ L 2 (0, T ; H 1 (Ω) * ) in (2.10) and study the existence and uniqueness of the solution of the equation
with initial condition (2.11).
Remark 2.2. Note that (2.12) can also be expressed as 
there exists a unique weak solution ρ of (2.12)-(2.11) and it belongs to the space W (0, T ). 
From the latter estimate we also obtain, for any positive M, By Young's inequality, we also obtain
is positive, and we set λ :=
We conclude from ( Proof. This follows from (2.10) by choosing ϕ ≡ 1. Theorem 2.3 (Estimates). Given ρ 0 , u, f as in Theorem 2.1, the unique weak solution ρ of (2.2)-(2.4) obeys the following estimates:
, the constants C i for i = 0, 1, 2 depending continuously on u ∞ .
which implies
The latter inequality holds for any positive M and N. Let us set
Then, from (2.22), we get
By Gronwall's Lemma applied to the latter inequality, we deduce that
where
This yields (2.18). Now, going back to (2.22) , integrating both sides of it with respect to time, and
This implies (2.19) .
To get (2.20), let us take ϕ ∈ H 1 (Ω) with ϕ H 1 (Ω) = 1, and write
Hence
This yields the estimate (2.20).
Remark 2.4. The fact that the constants C i , for i = 0, 1, 2, depend on u ∞ is not written explicitly in the estimates (2.18)-(2.20) since it will not play a role in the forthcoming estimates, invoking that the set U ad of admissible controls (given in (3.3)) is bounded in L ∞ (0, T ; R n ).
Proposition 2.4 (Weak maximum principle). Fix u ∈ L ∞ (0, T ; R n ), ρ 1 0 , ρ 2 0 ∈ L 2 (Ω) and f 1 , f 2 ∈ L 2 (0, T ; H 1 (Ω) * ). Let ρ 1 , ρ 2 be the weak solutions of (2.2)-(2.4) with control u, associated to ρ 1 0 , f 1 and ρ 2 0 , f 2 , respectively. Suppose further that
where the second inequality means f 1 , ϕ ≤ f 2 , ϕ for every ϕ ∈ L 2 (0, T ; H 1 (Ω)) such that ϕ ≥ 0 a.e. in Q. Then we have that
Proof. This result follows straightforwardly from Chipot [14, Theorem 11.9, p. 202].
Corollary 2.5. The weak solutions ρ of (2.2)-(2.4) are nonnegative whenever the initial condition ρ 0 is nonnegative.
Proof. The claim follows from Proposition 2.4 by setting ρ 1 0 ≡ 0; see also Breiten et al. [9] .
The optimal control problem
In our optimal control problem, we minimize the cost functional
with ρ Q ∈ L 2 (Q), ρ Ω ∈ L 2 (Ω), and β i , γ i ≥ 0 for i = 1, . . . , n, subject to the control constraints
where the inequalities are defined componentwise, and the bounds u min , u max belong to L ∞ (0, T ; R n ). The set of admissible controls is
Definition 3.1. Let us define the control-to-state mapping
. When necessary, we may write G(u) to denote the state ρ corresponding to u.
Our optimal control problem can be rewritten as (P) min u∈U ad J(G(u), u).
We study two types of solutions, that we define next. We say thatū ∈ U ad is an L ∞ -local solution (resp., L 2 -local solution) of (P) if there exists ε > 0 such that
denotes the open ball in L ∞ (0, T ; R n ) (resp., in L 2 (0, T ; R n )) of radius ε centered atū.
3.1. Existence of optimal controls. Theorem 3.1 (Existence of an optimal control). There exists (at least) one optimal control for (P).
Proof. In view of the control constraints (3.2), the set of admissible controls U ad is bounded in L ∞ (0, T ; R n ). Hence, thanks to the estimates (2.19)-(2.20), the set of states associated to admissible controls is bounded in W (0, T ). Therefore, the cost functional J is bounded from below on the set of admissible state-control pairs. Thus, there exists a minimizing sequence
Since {u k } is bounded in L ∞ (0, T ; R n ), it contains a weakly * converging subsequence, thus, keeping the same index, we have
The corresponding sequence of states {ρ k } forms a bounded sequence in W (0, T ). Thus, there existsρ ∈ W (0, T ) such that (extracting if necessary a subsequence)
The main work of the proof is to show thatρ is the state associated toū, and then J(ρ,ū) = inf u∈U ad J(G(u), u). For this, we prove that we can pass to the limit in (2.14).
Using Aubin-Lions' Lemma [7] , we can deduce from (3.4) that {ρ k } has a subsequence converging toρ strongly in L 2 (Q). This is, keeping the same index for the subsequence,
Putting all together, we have that ρ k ⇀ρ weakly in L 2 (0, T ;
We next show thatρ = G(ū).
In the weak formulation of the state equation, it only remains to check the convergence of the part containing B[u k ]. To this aim, for i = 1, . . . , n, we consider the terms
Thus,ρ is the state associated toū. This concludes the proof.
Properties of the control-to-state mapping
In this section, we prove Lipschitz continuity and Fréchet differentiability of the control-to-state mapping G and the first order necessary optimality condition of Proposition 4.5 as a corollary.
4.1.
Lipschitz continuity of the control-to-state mapping. We start by proving that G is Lipschitz continuous. This result is then applied in Lemma 6.6 to obtain the analogous property for the associated adjoint state, and both properties are used later on in the discussion of the second order sufficient optimality condition of Theorem 6.12.
For the proof of the next proposition and for other occasions throughout the remainder of the article, we will use the following type of functional: for given
where C depends continuously on u 2 ∞ .
Proof. Let us consider two weak solutions ρ 1 , ρ 2 of (2.2)-(2.4), associated to u 1 , u 2 , respectively. Setting δρ := ρ 2 − ρ 1 , we have, for any ϕ ∈ H 1 (Ω),
Applying the estimates (2.18)-(2.20) of Theorem 2.3, we get
Thus,
Hence, in view of (4.2) and (4.3), we get the desired estimate (4.1) for C :=
This concludes the proof.
4.2.
Fréchet differentiability of the control-to-state mapping. Our next step is to prove the differentiability of G by application of the Implicit Function Theorem. To this aim, we define the mapping
The state equation can be viewed as the equation
Proof. The first component G 1 of G has the form
Its first two summands clearly define linear and continuous mappings from W (0, T ) to L 2 (0, T ; H 1 (Ω) * ), hence they are of class C ∞ . Therefore, it suffices to confirm that the operator
This is a second order Taylor expansion of the mapping (ρ, u) → ρB[u] with continuous linear and quadratic parts, and vanishing remainder term. Let us exemplarily confirm the continuity of the quadratic term. We have
hence the continuity of the quadratic form σb ⊗ v. Therefore G 1 is of class C ∞ . The second component of G is obviously of class C ∞ .
Proof. In view of Proposition 4.2, we have that G is of class C ∞ and that
is again a Fokker-Planck equation as the state equation and, therefore, it has a unique (weak) solution z[z 0 , f ] that belongs to W (0, T ), and depends continuously on z 0 ∈ L 2 (Ω) and on f ∈ L 2 (0, T ; H 1 (Ω) * ). Therefore, thanks to the existence and uniqueness Theorem 2.1, ∂ ρ G(ρ, u) is an isomorphism from W (0, T ) to L 2 (0, T ; H 1 (Ω) * ) × L 2 (Ω). Thus, the hypotheses of the Implicit Function Theorem are satisfied, and then G(ρ, u) = 0 implicitly defines the control-to-state operator
where z belongs to W (0, T ) and is the weak solution of the linearized state equation at (ρ, u) that is given by
Proof. The fact that z is in W (0, T ) follows from Theorem 2.1 as already observed in the proof of Corollary 4.3 above. The representation G ′ (u)v = z follows from a direct application of the Implicit Function Theorem by differentiating the state equation (2.2)-(2.4) with respect to the control.
The linearized state equation (4.7) at (ρ, u) in the direction of v, is to be understood as
or, in the strong form:
In fact, integration by parts in the last two terms in the l.h.s. and in the term in the r.h.s of (4.8) yields, respectively,
from which (4.9) follows.
Remark 4.1. Following Ladyzhenskaya et al. [24] , an equivalent variational formulation of the linearized state equation (4.8) is given as follows: z is a function in W 1,0 2 (Ω) such that
Let us define the reduced cost functional as
By the chain rule, the reduced cost functional F is continuously Fréchet differentiable, since J and G have this property.
Proposition 4.5 (First order necessary condition). Ifū is an L ∞ -local minimum for (P), then
Dividing by ε and passing to the limit yields the desired standard result.
The adjoint equation
5.1. Definition of the adjoint equation. By an adjoint state, the variational inequality (4.11) can be transformed to a more convenient form. To this aim, we introduce the following adjoint equation for the adjoint state p associated with (ρ, u):
The form of the adjoint equation can be found, e.g. by application of a formal Lagrangian technique, cf. [32] [chpt. 2.6]. In weak formulation, the adjoint equation at (ρ, u) is defined by
Its unique (weak) solution p is called the adjoint state associated with (ρ, u). Note that, with f := α Q (ρ − ρ Q ), (5.4) can be rewritten as
Proposition 5.1. Given any f ∈ L 2 (0, T ; H 1 (Ω) * ), equation (5.5) has a unique weak solution p, it belongs to W (0, T ) and the following estimate holds,
In particular, for the adjoint equation (5.4), one has
Proof. This follows from Theorem 2.1 by the transformation of time τ = T − t and p(τ ) = p(T − τ ). In particular, the terminal condition for p becomes an initial condition forp.
5.2.
First order necessary optimality conditions in terms of the adjoint state. In this subsection we rewrite the first order condition of Proposition 4.5 in terms of the adjoint state. For this, we show the following technical result.
Lemma 5.2. Assume that u ∈ L ∞ (0, T ; R n ) is given and let ρ = G(u) be its associated state. Let z be the weak solution of the linearized state equation (4.7) corresponding to v ∈ L ∞ (0, T ; R n ), and p the weak solution of the adjoint equation (5.1). Then
Proof. We write down the weak formulation of the linearized equation 
The left-hand side of latter equation is equal to the left-hand side of (5.9). Therefore, also the associated right-hand sides must be equal. This, however, confirms the claim of the lemma. Let us introduce the notation
Theorem 5.3. For any u, v ∈ L ∞ (0, T ; R n ), one has
where Φ is defined in (5.11), with ρ = G(u) and p being the associated adjoint state.
Proof. Let z be the solution of the state equation linearized at (ρ, u). Then one has
where we used (5.8) in the second equality. This proves the result.
By means of the expression (5.12), we can reformulate the first order optimality condition of Proposition 4.5 as follows:
whereΦ is the function given in (5.11) associated toū. Consequently, we have
a.e. on [0, T ] and for all i = 1, . . . , n.
Second order analysis
To establish second order optimality conditions, we will apply general results by Casas and Tröltzsch, [11, Theorems 2.2 and 3.3]. For this purpose, we have to verify that the conditions (C1)-(C3) below are satisfied for problem (P). More precisely, we will need (C1) in the second order necessary condition of Theorem 6.8 below, while (C1)-(C3) are used in the sufficient one of Theorem 6.12.
6.1. Second order conditions for an optimization problem in Banach spaces. We consider a Banach space U ∞ and a Hilbert space U 2 , endowed with the norms | · | ∞ and | · | 2 , respectively, and such that U ∞ is continuously embedded in U 2 . Let us introduce the abstract optimization problem
where K ⊆ U ∞ is a given nonempty convex set and J : A → R is the objective function, defined and twice continuously differentiable in an open subset A ⊂ U ∞ that covers K. We say thatū is an U ∞ -local solution of (P) if there exists ε > 0 such that J (ū) ≤ J (u) holds for all u ∈ K ∩ {u ∈ U ∞ : u −ū ∞ < ε}.
Ifū is an U ∞ -local solution of (P), then the following first order necessary condition is satisfied:
Let us fixū in K. We consider the following conditions for problem (P). All the notions of differentiability of J are to be understood in the sense of U ∞ . 
(C3) For any sequence defined as in (C2), the following two properties are satisfied for some Λ > 0 : it holds
For a fixed controlū ∈ K, let us define the following sets The set S(ū) is called cone of feasible directions, while C(ū) is the critical cone.
We first state Theorems 2.2 and 2.3 from [11] that we will apply to obtain the second order necessary and sufficient optimality conditions in Theorems 6.8 and 6.12 below. Theorem 6.1 (Casas-Tröltzsch [11] ). Letū be an U ∞ -local solution for (P). Assume that (C1) and the regularity condition C(ū) = cl U2 D(ū) hold. Then
Theorem 6.2 (Casas-Tröltzsch [11] ). Suppose that (C1)-(C3) are fulfilled. Let u ∈ K satisfy the first order necessary condition (6.1) along with
Then, there exist ε > 0 and δ > 0 such that
is the open ball in U 2 , of radius ε and centered in the origin.
In the remainder of this paper, we will confirm the three conditions (C1)-(C3) for our optimal control problem. For this purpose, we consider
Some continuity and extension properties of the second derivative of the reduced cost F will be crucial for our next arguments.
6.2.
Second derivative of the reduced cost functional. For a second order analysis of our optimal control problem, we have to extend the first-and (later) second-order derivatives with respect to the control to the Hilbert space L 2 (0, T ; R n ). To this aim, we first show that that the linearized equation (4.7) is well-posed when v ∈ L 2 (0, T ; R n ). Proposition 6.3. For every v ∈ L 2 (0, T ; R n ), the linearized equation (4.7) at u with state ρ = G(u) has a unique solution z in W (0, T ). The following estimate holds true,
where K depends continuously on u ∞ but does not depend on v.
Proof. Existence and uniqueness of a solution to (4.7) for v ∈ L 2 (0, T ; R n ) follow straightforwardly from Theorem 2. 
Thus, for a.e. t ∈ [0, T ], subject to associated initial and boundary conditions. Then, differentiating with respect to v 1 ∈ L ∞ (0, T ; R n ), we obtain Another differentiation with respect to v 2 ∈ L ∞ (0, T ; R n ) yields
Setting z i := G ′ (u)v i , for i = 1, 2, and w := G ′′ (u)[v 1 , v 2 ] for the unknown secondorder derivative, we get the following equation for w, written in strong form:
The boundary condition is also obtained by implicit differentiation. In weak formulation, the equation
Notice that v 1 and v 2 depend only on t. Moreover, we have b ∈ L ∞ (Ω; R n ) and z i ∈ W (0, T ), for i = 1, 2. In particular, z i belongs to C([0, T ]; L 2 (Ω)), for i = 1, 2. Therefore,
The homogeneous initial condition follows obviously by differentiating the equation G(u)(·, 0) = ρ 0 (·) twice with respect to u. The associated weak formulation is
on D ′ (0, T ) for all ϕ ∈ H 1 (Ω), (6.10) w(0) = 0 in L 2 (Ω). (6.11) Proposition 6.4. Let v 1 , v 2 ∈ L ∞ (0, T ; R n ) be control increments with associated linearized states z 1 , z 2 , respectively. Then the second order derivative of the reduced cost functional F at u in the direction pair (v 1 , v 2 ) is given by
where p is the adjoint state associated with u.
Proof. The second order derivative of F is computed by the chain rule. One has
Then, differentiating this expression w.r.t. v 2 ,
. Moreover, we invoked the terminal condition for p from the adjoint equation (5.1). This form of F ′′ includes the solution w that implicitly depends on the increments v 1 , v 2 via the partial differential equation (6.9). Now we proceed in the same way that we used to show equation (5.8) . We insert p as test function in equation (6.9) and w as test function in the adjoint equation (5.4) . After some integration by parts, we arrive at the relation
that yields (5.8) . Inserting this result in (6.13), we verify the claim.
We will state our second order optimality conditions in terms of the quadratic form (6.14)
that is obtained from the general form (6.12) of F ′′ by the choice v 1 = v 2 = v.
Critical directions.
For the sets defined in (6.5), the following characterization is easily obtained. Proposition 6.5 (Characterization of the critical cone).
a.e. on [0, T ] and for i = 1, . . . , n,
whereΦ was defined in (5.11).
Proof. We follow essentially the lines of the proof in [11, p. 273 ]. Let us use K(ū) to denote the set on the r.h.s. of (6.15).
Take v ∈ C(ū). Then, there exists {v k } ⊆ S(ū) such that v k → v in L 2 (0, T ; R n ). By definition of S(ū) one has, necessarily, that v k,i ≥ 0 ifū i = u min i and v k,i ≤ 0 ifū i = u max i , a.e. on [0, T ] and for every i = 1, . . . , n. Clearly, this property is preserved for the limit in L 2 (0, T ; R n ), so that it holds also for v. From this fact and the first order necessary condition of (5.15), we deduce that
which implies that v i = 0 ifΦ i = 0. This proves that C(ū) ⊆ K(ū). In order to prove the converse inequality, take v ∈ K(ū), and define, for each positive integer k and for each i = 1, . . . , n,
where P [−k,k] denotes the pointwise projection onto the interval [−k, k]. It easily follows that u k :=ū + λ k v k belongs to U ad for λ k := 1 k 2 . Hence v k ∈ S(ū). Thus K(ū) ⊆ cl L 2 (S(ū)) ⊆ C(ū), which concludes the proof. 6.4. Second order necessary optimality conditions. In this subsection we confirm the conditions (C1) and (C2) for (P) and apply the second order necessary condition of Theorem 6.1 to our optimal control problem.
We impose the following additional hypothesis, that is assumed to hold throughout the remainder of the article. (Ω; R n ). Moreover, it holds if b(x) · n(x) = 0 a.e. on Γ and the control is of the form u(t) = u(t) 1, . . . , 1 ∈ R n , with u being a scalar function.
Let us first prove the following technical result. Lemma 6.6. Given u 1 , u 2 ∈ L ∞ (0, T ; R n ) with associated adjoint states p 1 , p 2 , respectively, we have
Proof. Setting δp := p 2 − p 1 , we obtain We can write the first two equations as
We next obtain estimates that are analogous to (2.18)- (2.20) . For ϕ ∈ H 1 (Ω), we have
where we used Assumption 6.1 in the second equality, and where the functional F belongs to L 2 (0, T ; H 1 (Ω) * ). The term
·∇ϕ.
belongs to L 1 (Q), because we have p 1 ∈ C([0, T ]; L 2 (Ω)). It can be estimated by
Now the claim follows easily from Propositions 4.1 and 5.1 by estimating F . Proposition 6.7. The conditions (C1) and (C2) are fulfilled for problem (P).
Proof. Recall the expressions for F ′ and F ′′ given in (5.13) and (6.14) . Let us first verify (C1). In view of the representation (5.12), the continuous extension of F ′ is possible if Φ in (5.11) belongs to L 2 (0, T ; R n ). Obviously, this holds true if the functions ρ b i ∂ xi p belong to L 2 (0, T ; L 1 (Ω)), for each 1, . . . , n. This, however follows from ρ ∈ C([0, T ]; L 2 (Ω)), ∂ xi p ∈ L 2 (0, T ; L 2 (Ω)), and b i ∈ L ∞ (Ω).
Next, we confirm the associated extension property of F ′′ (u). First of all, we mention that the mapping v → z = G ′ (u)v is continuous from L 2 (0, T ; R n ) to W (0, T ), hence also to C([0, T ]; L 2 (Ω)) ∩ L 2 (0, T ; H 1 (Ω)). Therefore, the only nontrivial term in the expression (6.12) for F ′′ is the integral
In view of symmetry, it suffices to consider the term
and to show that the mapping
can be continuously extended to L 2 (0, T ; R n ) × L 2 (0, T ; R n ). This is true, since
where we used the estimate (6.8) for z 2 . This is the desired extension property. Now we are going to confirm (C2). Take a sequence {(u k , v k )} ⊂ U ad ×L 2 (0, T ; R n ) as it is required in (C2), this is, with u k →ū in L 2 (0, T ; R n ) and v k ⇀ v (weakly) in L 2 (0, T ; R n ). Let us prove that (6.2) holds.
We have
where ρ k := G(u k ) and p k is the solution of (5.4) associated to (ρ k , u k ). Definē ρ := G(ū), letp denote the corresponding adjoint state andΦ be the associated function defined in (5.11) . In view of the estimate (6.17) applied to p k −p, we have p k →p in C([0, T ]; L 2 (Ω)). From (4.1), we get ρ k →ρ in C([0, T ]; L 2 (Ω)), then we deduce that
for each i = 1, . . . , n. Therefore, Φ k given in (6.19) converges strongly in L 2 (0, T ; R n ) toΦ. Consequently, thanks to the convergence of a pairing of weakly-strongly convergent sequences, we can pass to the limit in (6.19) , and thus (6.2) follows.
By application of Theorem 6.1, we get the following result. Proof. In view of Theorem 6.1 and Proposition 6.7, it only remains to prove that C(ū) = cl L 2 D(ū). The inclusion C(ū) ⊇ cl L 2 D(ū) follows easily from the expression of F ′ given in (5.12) , sinceΦ belongs to L 2 (0, T ; R n ) as observed in the proof of Proposition 6.7.
Let us show the converse inclusion, C(ū) ⊆ cl L 2 D(ū). Take v ∈ C(ū), and define v k , for each positive integer k, as done in (6.16) . Hence, we have v k ∈ S(ū). By definition, we know that v k → v strongly in L 2 (0, T ; R n ). Moreover, since |v k,i (t)| ≤ |v i (t)| a.e. on [0, T ] for every i = 1, . . . , n, we have in addition that
Consequently, v k ∈ D(ū) holds for every k and, hence, v ∈ cl L 2 D(ū). This yields the desired inclusion.
Finally, the necessary condition (6.20) follows from Theorem 6.1. 6.5. Second order sufficient conditions. To apply the second order sufficient condition of the abstract Theorem 6.2, we need higher regularity of ρ. For the remainder of the article, we additionally impose the following hypotheses, along with Assumption 6.1 introduced above. (ii) the initial and the desired distributions ρ 0 and ρ Ω belong to H 1 (Ω), (iii) and min i=1,...,n γ i > 0.
The assumption (6.21) that c has a potential was imposed by Breiten et al. [9] to gain higher regularity of ρ.
Let us show that under the Assumptions 6.1 and 6.2 the state equation for ρ can be transformed to a linear heat equation with homogeneous Neumann condition and right-hand side in L 2 (Q). This is the key for higher regularity of ρ.
To see this, we first consider the case where Assumption 6.1 and condition (6.22) are fulfilled. Then, for any control function u ∈ L ∞ (0, Next, we confirm the reduction to an equation of the form (6.23), if c does not satisfy (6.22) but fulfils (6.21) . In this case, we follow an idea of [9, proof of Proposition 2.1], and apply the transformation w = exp (V /ν)ρ. Notice that w enjoys the same regularity as ρ, i.e. w ∈ W (0, T ). We find
Inserting this in the boundary condition of the state equation, we arrive at
that holds true if, and only if, ∇w · n = 0 on Γ. Therefore, w satisfies homogeneous Neumann boundary conditions. Moreover, inserting the transformation of ρ in the state equation, we obtain, after some computations by the product rule applied to div ∇ exp (−V /ν)w) that w satisfies the linear heat equation (6.23) with right-hand side
Since w ∈ W (0, T ) and ∇w · n = 0 on Γ, all summands above belong to L 2 (Q).
Next, we provide a regularity result for equation (6.23) that can be found, for homogeneous Dirichlet boundary conditions and a smooth boundary Γ, in Evans [17, Theorem 5, page 360] or Ladyzhenskaya et al. [24] . For the convenience of the reader, we will prove the part on C([0, T ]; H 1 (Ω))-regularity in Lipschitz domains. It is difficult to find an associated reference, although the result is known. The proof was communicated to us by Joachim Rehberg (WIAS Berlin). Lemma 6.9. If Ω is a bounded Lipschitz domain,f is an arbitrary function of L 2 (Q) and ρ 0 belongs to H 1 (Ω), then the unique weak solution ρ of the linear heat equation (6.23) enjoys the higher regularity ρ ∈ C([0, T ]; H 1 (Ω)). Moreover, the estimate
is satisfied with some C > 0 not depending onf neither on ρ 0 .
Proof. The Laplace operator ∆ is generated in L 2 (Ω) by the bilinear form It is known that the negative of any linear operator in a Hilbert space that generates an analytic semigroup has maximal parabolic regularity. In our setting, this means the following: if S is an arbitrary bounded or unbounded real interval, for every f ∈ L 2 (S; L 2 (Ω)) and each initial value y 0 from the real interpolation space L 2 (Ω), dom L 2 (Ω) ∆ 1 2 ,2 , there exists a unique y ∈ W 1,2 (S; L 2 (Ω)) ∩ L 2 (S; dom L 2 (Ω) ∆) such that ∂ t y − ∆y = f, y(0) = y 0 .
For this existence result, we refer to [6, chpt. 1.3] , in particular to chpt. 1.3.3. Moreover, one has (see e.g. [2, chpt. III.4.10]) (6.27) W 1,2 (S; L 2 (Ω)) ∩ L 2 (S, dom L 2 (Ω) ∆) ֒→ C S ; (L 2 (Ω), dom L 2 (Ω) ∆) 1 2 ,2 . The operator I − ∆ is positive and self-adjoint with lower spectral bound 1. Therefore, thanks to the spectral theory, its pure imaginary powers exist as bounded operators in L 2 (Ω). In view of this, one has (see [31, chpt. 1.18.10] )
Since ∆ is self-adjoint, the space dom L 2 (Ω) (−∆ + I) 1 2 is equal to its form-domain, i.e. H 1 (Ω), [23, chpt. VI 2.6] . Therefore, (6.27) implies (6.28) W 1,2 (S; L 2 (Ω)) ∩ L 2 (S, dom L 2 (Ω) ∆) ֒→ C(S; H 1 (Ω)).
Exactly the same arguments are true for ν∆ instead of ∆, except that the lower spectral bound is now estimated from below by ν. These statements are valid in arbitrary domains Ω.
The estimate (6.26) is shown as usual by considering a graph norm. Remark 6.3. In addition to the continuous embedding (6.28), also the embedding
is continuous. Therefore, by interpolation arguments, cf. Triebel [31] the same holds for the embedding
with 0 < α < 1 2 . In view of this, the embedding W 1,2 (S; L 2 (Ω)) ∩ L 2 (S; dom L 2 (Ω) ∆) ֒→ C(S; L 2 (Ω)), is compact. Therefore, for the heat equation (6.23), the mappingf → ρ is compact from L 2 (Q) to C([0, T ]; L 2 (Ω)).
The next result follows from Breiten, Kunisch and Pfeiffer [9, Proposition 6.1], who proved W (0, T ; H 2 (Ω), L 2 (Ω))-regularity in C 2 domains. We provide a different approach and obtain C([0, T ]; H 1 (Ω))-regularity for a Lipschitz domain Ω. Theorem 6.10. If Assumptions 6.1 and 6.2 are fulfilled, then, given any control u ∈ L ∞ (0, T ; R n ), the unique weak solution ρ of the Fokker-Planck equation (2.2),(2.11) belongs to C([0, T ]; H 1 (Ω)).
Proof. We have pointed out above that the state ρ ∈ W (0, T ) solves the linear heat equation (6.23) with a right-hand sidef ∈ L 2 (Q). Depending on the particular Assumption 6.2-(i) on c, the functionf is given by (6.24) or by (6.25) . Now the claimed regularity follows from Lemma 6.9. Proposition 6.11. Under Assumptions 6.1 and 6.2, problem (P) satisfies condition (C3).
Proof. Consider a sequence {(u k , v k )} ⊂ U ad ×L 2 (0, T ; R n ) with u k →ū in L 2 (0, T ; R n ) and v k ⇀ v weakly in L 2 (0, T ; R n ) as in (C3). We will proceed in several steps. 1) Proof of (6.3).
1a) Convergence of {z k }. First, we show that {z k } has a well-defined limit. To this aim, we write the linearized equation for z k in the following form:
for all ϕ ∈ W 1,1 2 (Q) with ϕ(·, T ) = 0. All controls u k belong to U ad and are therefore uniformly bounded in L ∞ (0, T ; R n ). Hence, thanks to Proposition 6.3, the functions z k vary in a bounded set of L ∞ (0, T ; L 2 (Ω)). In view of this and since u k →ū in L 2 (0, T ; R n ), the term z k b ⊗ (ū − u k ) under the first integral in the r.h.s. of (6.29) tends to zero in L 2 (Q) n . Moreover, it is easy to confirm that
since the ρ k are bounded in C([0, T ]; L 2 (Ω)). Therefore, the functional in the r.h.s. of (6.29) generated by these terms converges weakly in L 2 (0, T ; H 1 (Ω) * ). The solution operator associated with the differential operator of the l.h.s. is linear and continuous from L 2 (0, T ; H 1 (Ω) * ) to W (0, T ), hence it preserves weak convergence, so that {z k } is weakly convergent to some z in W (0, T ) that satisfies the equation
for all ϕ mentioned above. Hence z is the linearized state associated toρ in the direction v.
In order to show (C3), let us take a subsequence {(u kj , v kj )} such that
The corresponding subsequence {z kj } converges weakly to z in W (0, T ) and then, in view of Aubin-Lions' Lemma, it contains a subsequence {z kj ℓ } that converges strongly to z, i.e.
In order to simplify the notation, let us use the subindex k for this subsequence. One has (6.32)
for z k satisfying (6.29).
1b) Convergence of {p k }. Next we prove that ∇p k tends to ∇p in C([0, T ]; L 2 (Ω) n ). From the adjoint equation (5.1), we get, for a generic p associated to some statecontrol pair (ρ, u),
∂ n p = 0 on Σ.
The r.h.s. α Q (ρ−ρ Q )−B[u]·∇p belongs to L 2 (Q). Moreover, thanks to Assumption 6.2, (ii), α Ω (ρ(T ) − ρ Ω ) is in H 1 (Ω). We can apply Lemma 6.9 and get thatp and p k are in C([0, T ]; H 1 (Ω)). Set δp k := p k −p. Then, from (6.18), we obtain, 
For ĝ k L 2 (Q) , we have
From Lemma 6.6, we know ∇δp k → 0 in L 2 (Q) n since u k →ū in L 2 (0, T ; R n ) hence, the r.h.s. of latter display tends to 0 and ĝ k L 2 (Q) → 0. In this way, we have shown the desired convergence (6.37) ∇p k → ∇p in C([0, T ]; L 2 (Ω) n ). 
.
Since {ρ k } is bounded in C([0, T ]; H 1 (Ω)), u k →ū in L 2 (0, T ; R n ) and ρ k →ρ in W (0, T ), the r.h.s. of latter display tends to 0, and hence f k L 2 (Q) → 0. We then have that ρ k →ρ in C([0, T ]; H 1 (Ω)). From (6.35) and (6.36), we get that δp k → 0 in C([0, T ]; H 1 (Ω)) as desired.
Now we briefly discuss the other case, where c fulfils condition (6.21) of Assumption 6.2. Here, we invoke again the transformation w k = exp (V /ν)ρ k that we used to transform the Fokker-Planck equation to one with homogeneous boundary condition. Thanks to (6.25), the functions w k satisfy the linear heat equation (6.23) with r.h.s.f
It is obvious that w k converges tow = exp (V /ν)ρ in W (0, T ). This yieldsf k →f in L 2 (Q), wheref := −c · ∇w − 1 νw c · b ⊗ū + div(wb ⊗ū).
Setting nowf k :=f k −f , we havef k → 0 in L 2 (Q). In the same way as above, Lemma 6.9 yields that w k −w → 0 in C([0, T ]; H 1 (Ω)). This transfers to the sequence ρ k −ρ.
1d) Proof of (6.3). We are now ready to check that (6.3) is satisfied. Let us recall the expression of F ′′ (u k )v 2 k given in (6.32) . For the bilinear term ∇p k · (z k b ⊗ v k ), we deduce from (6.37) that ∇p k → ∇p (strongly) in L ∞ (0, T ; L 2 (Ω) n ), and from (6.31) that z k → z (strongly) in L 2 (Q). Moreover, we have v k ⇀ v in L 2 (0, T ; R n ). Therefore, the product z k b ⊗ v k converges weakly in L 1 (0, T ; L 2 (Ω) n ). Thus, we conclude that
It remains to pass to the limit in the other terms of F ′′ (u k )v 2 k . Notice that one has Since z → z(·, T ) is linear and continuous from W (0, T ) to L 2 (Ω), it is also weakly lower semicontinuous and, therefore,
This concludes the proof of (6.3).
2) Proof of (6.4). It remains to show (6.4) . So now we assume that v = 0, this is v k ⇀ 0 in L 2 (0, T ; R n ). Thus, the corresponding limit z of {z k } is also 0. We get lim inf This yields (6.4) for Λ := min i=1,...,n γ i > 0, and then the proof is concluded. Theorem 6.12 (Second order sufficient condition). Letū ∈ U ad be such that the first order condition (4.11) is satisfied, and F ′′ (ū)v 2 > 0, for all v ∈ C(ū)\{0}.
Under the assumptions 6.1 and 6.2, there exist ε > 0 and δ > 0 such that the quadratic growth condition
holds, henceū is locally optimal in the sense of L 2 (0, T ; R n ).
Proof. The result follows from the application of Theorem 6.2 to our optimal control problem. The associated assumptions are fulfilled in view of Propositions 6.7 and 6.11. Remark 6.4. We should mention that also [11, Corollary 2.6] on local uniqueness ofū and [11, Theorem 2.7] on using another critical cone can be directly transferred to our optimal control problem, because the general assumptions (C1)-(C3) are satisfied.
