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This paper presents the results of a contrast identiﬁcation study, where accuracy in identiﬁcation is quantiﬁed as mutual infor-
mation between stimulus contrast and observers response. The stimulus was a set of 2–8 gratings, spanning the range of visible con-
trasts. Gratings from the set were presented individually for 500 ms, and the observer had to respond by giving the number label
corresponding to the contrast of the grating presented. Mutual information increased with set size up to a maximum of around
2.35 bits, i.e., only 5 clearly identiﬁable contrasts. Set sizes greater than 5 showed a plateau or decline in performance. These data
were well ﬁt by Bayesian models of V1 contrast coding, with the parameters obtained by ﬁtting the contrast discrimination results of
Chirimuuta and Tolhurst [Chirimuuta, M., & Tolhurst, D. J. (2005). Does a Bayesian model of V1 contrast coding oﬀer a neuro-
physiological account of human contrast discrimination? Vision Research].
 2005 Elsevier Ltd. All rights reserved.
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The way in which human observers perceive diﬀerent
contrasts of sinusoidal gratings is conventionally investi-
gated by measuring the thresholds for detecting gratings
or for discriminating the contrasts of gratings (seminally:
Foley, 1994; Legge & Foley, 1980). A typical 2AFC con-
trast discrimination experiment requires the observer to
indicate which of two paired stimuli has the higher con-
trast. One result of such experiments is the demonstration
of the ‘‘dipper function’’ for contrast discrimination, with
Weber-like behaviour at clear suprathreshold contrasts
(Campbell & Kulikowski, 1966; Itti, Koch, & Braun,
2000; Legge, 1981; Nachmias & Sansbury, 1974; Tolhurst0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.06.021
* Corresponding author. Tel.: +44 1223 333889; fax: +44 1223
333840.
E-mail address: djt12@cam.ac.uk (D.J. Tolhurst).& Barﬁeld, 1978). The minimum contrast discrimination
threshold is around 40–50 dB (0.3–1.0%) depending, for
instance, on the size and spatial frequency of the stimulus
used. The dipper function is also found with natural-
scene stimuli (Chirimuuta & Tolhurst, 2004). Its form
has been variously explained as being due to a sigmoidal
response-contrast or transducer function (Boynton,
Demb, Glover, & Heeger, 1999; Legge & Foley, 1980;
Nachmias & Sansbury, 1974; Stromeyer & Klein, 1974),
to increasing response variance at high contrasts (Itti
et al., 2000), or to a combination of those two added to
the uneven distribution of the dynamic ranges of popula-
tions of V1 neurons each with limited dynamic range
(Chirimuuta & Tolhurst, 2005).
Discrimination experiments have been augmented by
contrast matching experiments where, for instance, grat-
ings of diﬀerent spatial frequency or diﬀerent mean
luminance are adjusted until they appear to the observer
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Ridely, 1973; Cannon & Fullenkamp, 1988, 1993, 1996;
Georgeson, 1991; Georgeson & Sullivan, 1975; McCourt
& Blakeslee, 1994; Peli, Yang, & Goldstein, 1991; Snow-
den & Hammett, 1998). Discrimination and matching
studies both rely upon explicit comparisons between
pairs of stimuli, and a detection task requires implicit
comparison with a ‘‘blank’’ display. An alternative psy-
chophysical approach is to present just a single stimulus
and to ask an observer to rate it on some ‘‘internal’’,
subjective but consistent scale. In such experiments,
the observer must indicate the absolute value of a stim-
ulus property rather than a comparative one. The prop-
erty may be a continuous one such as contrast. The
absolute identiﬁcation experimental paradigm and
method of analysis were ﬁrst employed by Garner and
Hake (1951) in an experiment in which observers had
to make absolute judgements of the loudness of sounds.
Since then, the paradigm has been used psychophysical-
ly in other sensory modalities, such as taste (e.g., judg-
ments of sweetness intensity, Schiﬀerstein & Frijters,
1992). It has been adapted to the study of contrast per-
ception by Gottesman, Rubin, and Legge (1981), Bran-
nan and Bodiswollner (1991) and Peli et al. (1991), and,
in a related form, by Kulikowski (1976).
A contrast identiﬁcation experiment requires the
observer to state the contrast level of a single stimulus
without explicit comparison with other stimuli. Results
might be tabulated as a ‘‘stimulus–response matrix’’
(Sagi, Wong, & Norwich, 2001) and one approach
would be to calculate the mutual information between
stimulus contrasts and the observers responses, as a
measure of the accuracy with which the observer can
identify and name the stimuli. A great attraction of such
an approach is that it is exactly analogous to one fa-
voured approach of neurophysiologists, who can easily
examine the relation between response amplitude in sin-
gle sensory neurons and stimulus intensity. For instance,
the approach has been used to measure the information
transmitted by monkey mechanoreceptive aﬀerent neu-
rons (Werner & Mountcastle, 1965), by cat muscle spin-
dle aﬀerents (Matthews & Stein, 1969), and by neurons
in cat visual cortex (Tolhurst, 1989). In general, any
one mammalian sensory neuron seems capable of trans-
mitting rather little information (0.5–2 bits) about sen-
sory intensity.
Indeed, it is the ease with which an information-the-
oretic approach can be applied to study both the inver-
tebrate (e.g., de Ruyter van Steveninck & Laughlin,
1996; Juusola & de Polavieja, 2003; Laughlin, 1981; Rie-
ke, Warland, de Ruyter van Steveninck, & Bialek, 1999)
and the mammalian visual system (Optican & Rich-
mond, 1987; Reich, Mechler, Purpura, & Victor, 2000;
Reinagel, Godwin, Sherman, & Koch, 1999; Tolhurst,
1989; Wiener, Oram, Liu, & Richmond, 2001) at the sin-
gle-neuron level that makes it attractive to try to applyan analogous approach in a psychophysical paradigm,
in order to compare neuronal and behavioural measures
directly.
In this paper, we present the results of psychophysical
contrast identiﬁcation experiments, to document how
much information a human observer receives about
grating contrast. We then present a computational sim-
ulation of how populations of primary visual cortex
(V1) neurons might behave in such an experiment, and
we compare the model predictions with the experimental
data. Neurophysiological (Geisler & Albrecht, 1997)
and functional imaging (Boynton et al., 1999; Haynes,
Roth, Stadler, & Heinze, 2003; Ress & Heeger, 2003)
evidence suggests that V1 is a brain area critical for con-
trast identiﬁcation. Our model of contrast identiﬁcation,
therefore, simulates the noisy contrast-response func-
tions of groups of monkey V1 neurons, and performs
a Bayesian analysis of the statistics of these responses
(Chirimuuta, Clatworthy, & Tolhurst, 2003; Chirimuuta
& Tolhurst, 2005; Clatworthy, Chirimuuta, Lauritzen, &
Tolhurst, 2003). This allows us to estimate the accuracy
with which populations of model neurons might identify
contrasts across the same range tested psychophysically.
The estimated mutual information between contrast
stimuli and neuronal responses will be compared with
the psychophysical results. In particular, we will exam-
ine whether the model is consistent with the psychophys-
ical accuracy results, when the parameters of the model
are set, as in the accompanying paper (Chirimuuta &
Tolhurst, 2005), to best explain the form of the contrast
discrimination dipper. Some of these results have been
reported brieﬂy (Tolhurst & Chirimuuta, 2004).2. Methods
2.1. Apparatus
Grey-level stimuli were presented on a SONY 19’’
colour monitor driven by a VSG 2/4 graphics card
(Cambridge Research Systems). Observers sat in a dimly
lit room at a distance of 2.28 m from the screen, which
was 9.25 deg (37 cm) wide · 7 deg (28 cm) high. Viewing
was binocular, with free ﬁxation. The screen had a
space-averaged mean luminance of 44 cd m2, bright en-
ough to be in the photopic range.
2.2. Stimuli
The stimuli were mostly vertical, 2.67 c deg1 sinusoi-
dal gratings and Gabor patches. These were all calculat-
ed as 256 · 256 pixels (where pixel size was 1.44 0),
represented to 256 grey levels, giving a maximal image
size of 24 cm · 24 cm (6 deg · 6 deg at the viewing dis-
tance). The VSG 2/4 had ‘‘pseudo-15-bit’’ control of
pixel luminance (Pelli & Zhang, 1991); this allowed
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display while still allowing even the lowest-contrast
stimuli to be displayed with 256 grey levels. The gratings
had a Gaussian-weighted edge so that there was no
sharp border which might cue identiﬁcation; this result-
ed in reduction in the size of the visible image by
approximately the width of 2 cycles of the sinusoid
(where the full-sized grating contains 16 cycles of the
sinusoid). The Gabor patches had a spread of 16 pixels
(0.38 deg), and the Gaussian envelope was calculated as
weightðx; yÞ ¼ exp  ðx
2 þ y2Þ
2  spread2
 
. ð1Þ
Michelson contrast of a grating is deﬁned
conventionally
c ¼ Lmax  Lmin
Lmax þ Lmin ; ð2Þ
where Lmax and Lmin are the brightest and darkest pixels
in a sinusoidal grating. In this paper, we prefer to refer
to contrast as ‘‘dB attenuation from the maximum con-
trast of 1.0’’
dB ¼ 20 log10ðcÞ. ð3Þ2.3. Protocol
Experiments were carried out in order to ﬁnd out
how accurately an observer can identify the contrast of
a sinusoidal stimulus. To this aim, 2–8 diﬀerent stimulus
contrasts were chosen and presented in random order
within blocks containing ﬁve presentations (trials) of
each diﬀerent contrast. The presentation time was
500 ms. The observer pressed a keyboard key to view
the next stimulus, and so the inter-stimulus interval
was controlled by the observer. Each contrast was as-
signed a number and at the start of the experiment the
observer was allowed to view the diﬀerent stimuli and
their number labels for as long as they liked. Also, at
any point during the experiment, the observer could
ask to view the contrasts and their labels again. The
number labels were sensibly sequential, so that the low-
est contrast was labelled ‘‘1’’, and successively higher
contrasts were labelled with successive digits. Thus,
when a large number of diﬀerent contrasts was present-
ed during the experiments, the observers task was not
necessarily to identify each discrete stimulus by number,
but to give a subjective rating of a sample from a contin-
uous contrast range on a remembered scale, ranging
from invisibility to ‘‘very high contrast’’.
Experiments on full-sized gratings were separate from
those on Gabor patches. The observer clearly knew how
many diﬀerent contrasts were to be presented within a
given experiment. On each trial, a grating or Gabor
patch would appear on the screen for 500 ms and the
observer would try to identify which of the contrastshad been presented; the observer then pressed the
appropriate numerical key on the computer keyboard
corresponding to this contrast. The observer was given
auditory feedback as to whether their choice was correct
or not (on an incorrect choice, they were not told the
correct answer). A complete experimental session would
consist of 25–50 presentations of each contrast (5 or 10
blocks). Each experiment was repeated several times,
and was preceded by as much practice as the observer
wanted.
In the ﬁrst sets of experiments, only 2 contrasts were
randomly interleaved in any session. The observers sim-
ply had to identify which was the ‘‘higher’’ (label ‘‘2’’)
and which was the ‘‘lower’’ contrast (label ‘‘1’’). The
magnitude of the higher contrast and the diﬀerence in
contrast between the pair were varied for diﬀerent exper-
imental sessions. It was found that a diﬀerence of 7 dB
generally ensured perfect identiﬁcation performance
(see Fig. 1). Then, experiments were performed where
the number of diﬀerent contrasts in a session could vary
from 2 to 8. Contrast sets were chosen to cover the vis-
ible range, but this could be achieved in diﬀerent ways.
For instance, in some experiments (evenly spaced), the
contrasts were always 7 dB apart so that the set of eight
contrasts was drawn from 3, 10, 17, 24, 31, 38, 45 and
52 dB. The two-contrast set included the ﬁrst two (3
and 10 dB); the three contrast set included the ﬁrst three
contrasts (3, 10 and 17 dB), etc. In another set of exper-
iments (‘‘optimally’’ spaced), contrasts were chosen to be
maximally separated, the extreme values being 1 dB (la-
bel ‘‘n’’) and the below-threshold value of 60 dB (label
‘‘1’’). So, the two-contrast set simply included these ex-
treme values, the three-contrast set included a middle
value, the four-contrast set included two evenly spaced
middle values, etc. The exact values of the middle con-
trasts were, in practice, adjusted by trial and error to
be maximally discriminable (generally, contrasts were
placed closer together at the high-contrast end of the
range, because these were found to be more easily dis-
criminable, as shown in Fig. 1).
The results of the experiment were tabulated to give,
for each stimulus contrast, the number of times that
each contrast-label number had been given as a response
to that stimulus. Perfect performance would result in the
response number always corresponding to the stimulus
number.
2.4. Observers
Observers were the authors: MC (a 25-year-old cor-
rected myope) and DJT (a 54-year-old emmetrope but
with some astigmatism). JB (a 21-year-old emmetrope)
participated in some experiments. DJT had participated
for over 30 years in psychophysical and neurophysi-
ological experiments in which contrast was an
experimental variable; he felt that he should have been
Fig. 1. Contrast identiﬁcation results for pairs of stimuli at diﬀerent
contrasts. Mutual information between stimulus and observer response
plotted against decibels attenuation from one of four base contrasts,
i.e., diﬀerence in contrast between the two stimuli of the pair.
(A) 6 deg · 6 deg grating; (B) stimulus is a 32-pixel spread Gabor
patch. Observer DJT.
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ments were performed by at least two of the observers.
2.5. Analysis
Identiﬁcation performance was quantiﬁed in terms of
the Mutual Information between the contrasts of the
stimuli and the observers responses (Tolhurst, 1989;
Werner & Mountcastle, 1965). The Stimulus Informa-
tion, H(S), is a measure of the uncertainty of the stimu-
lus set. In this experiment, the uncertainty was with
respect to stimulus contrast, and so information is de-
ﬁned as the base 2 logarithm of the number of diﬀerent
possible stimulus contrasts (Cover & Thomas, 1991).
(This simple deﬁnition holds here, because all stimuli
are presented equally often.) For example, if there are
two possible contrasts and, for each trial, the observerhas to say if the higher or lower contrast grating was
presented, then H(S) is 1 bit. In our experiments, the
maximum number of diﬀerent contrasts was 8, giving
a maximum H(S) of 3 bits.
Mutual information is deﬁned as H(S)  H(SjR),
where H(SjR) is the residual uncertainty: the stimulus
uncertainty which still remains after one has been giv-
en the observers responses. If the observer performed
perfectly, then the residual uncertainty would be
zero.
HðSjRÞ ¼ 
X
S
X
R
P ðs; rÞ  log2
Pðs; rÞ
P ðrÞ
 
; ð4Þ
where P(r) is the probability of any particular response
during a session, and P(s, r) is the joint probability of
any response/stimulus combination. If the observers
responses were uniquely related to stimulus contrast
(i.e., identiﬁcation performance was perfect), P(s, r)
would equal P(r), and H(SjR) would therefore be zero,
and the mutual information would be as high as the
stimulus uncertainty.
2.5.1. Conﬁdence intervals
We attempted to estimate the 95% conﬁdence range
for our measurements of the mutual information be-
tween response and stimulus, by computational simula-
tion of the experiments. The probabilities P(s, r) with
which the observer had actually responded during an
experiment were initially taken to be the true probabili-
ties of response. We could then simulate how an observ-
er would have responded over 1000s of repeats of an
experiment. The mutual information was calculated
for each simulated repeat, and the 95% conﬁdence was
taken as the diﬀerence between the 97.5 percentile and
the 2.5 percentile. However, these estimates are likely
to be too small: although P(s, r) may have been zero
for many combinations of s and r, this does not, of
course, mean that the underlying probability of choos-
ing those combinations was itself zero. Therefore, we
also simulated experiments where we replaced some of
the zero values of P(s, r) with a value of 0.02. The esti-
mated 95% conﬁdence intervals for conditions with the
maximum mutual information (2.35 bits) increased
from about 0.1 bits to about 0.13 bits.3. Results
3.1. Psychophysical identiﬁcation of pairs of stimuli
In the ﬁrst experiments, observers were presented in
random sequence with stimuli of one out of only two
contrasts, and the observer was obliged to identify each
500 ms presentation as being the ‘‘higher’’ (label ‘‘2’’)
contrast or the ‘‘lower’’ (label ‘‘1’’). Typical results are
shown for observer DJT in Fig. 1 for stimuli of
Fig. 2. Contrast identiﬁcation results for optimally spaced contrasts.
Mutual information between stimulus and observer response plotted
against stimulus information. (A) Stimulus is a 6 deg · 6 deg grating;
(B) stimulus is a 16-pixel spread Gabor patch. Observer MC.
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Very similar results were obtained for a second observer
(JB) with gratings at two spatial frequencies (2.67 and
7.93 c deg1). Each point represents the identiﬁcation
accuracy or mutual information (Eq. (4)) between the
observers response and the actual contrast for pairs of
stimuli that diﬀered in contrast by the number of dB
shown on the abscissa. Since there are two contrasts,
the mutual information would be 1 bit if identiﬁcation
were perfect. Observations were made for four diﬀerent
reference contrasts (0, 10, 20 and 30 dB – the ‘‘higher’’
contrast) paired with a series of diﬀerent ‘‘lower’’ con-
trasts. When two stimuli diﬀered by more than about
6–7 dB, the observer gave near-perfect identiﬁcation
performance. As the contrasts were made more similar,
so the observer made more errors and the mutual infor-
mation fell from the ideal of 1 bit.
With the highest reference contrast (nominally 0 dB,
or 100%), the observers was able to make more accurate
identiﬁcations (triangles in Fig. 1). The observers only
made errors when the stimuli diﬀered by less than
3 dB. They reported that the very highest contrast stim-
uli had a qualitatively diﬀerent appearance from other
stimuli, making the task of identiﬁcation seem rather
easy: the bright bars of the stimuli seemed to ‘‘glow’’
(see Section 4).
3.2. Psychophysical identiﬁcation of more than two
stimuli
If an observer can precisely identify pairs of gratings
that diﬀer by 6 dB, we might surmise that they should be
able to correctly identify up to, say, 8 or 9 stimuli, since
there are 8–9 stimuli at 6 dB intervals from the maxi-
mum contrast of 0 dB down to a detection threshold
of about 42–48 dB. The mutual information between re-
sponse and stimulus contrast should reach about 3 bits.
Figs. 2–4 show that this level of performance was not
achieved, but we will also show (using our V1-based
model of contrast encoding) that this poor identiﬁcation
performance is, in fact, compatible with ﬁne contrast
discrimination.
Figs. 2 (MC) and 3 (DJT) show experiments where
the observers were presented with 2–8 diﬀerent con-
trasts. The spacing of these contrasts was chosen in
the light of the results of the pairs experiment (see
Fig. 1), and by trial and error, to try to maximise con-
trast identiﬁcation (see Section 2). For instance, the con-
trast spacing was reduced at the high-contrast end of the
range in order to allow more space at moderate and low
contrasts. Two measures of performance are shown: the
best performance in any single set of 25 trials of each
contrast (squares) or the average performance over sev-
eral experiments at a set number of contrasts (triangles).
Experiments with a given number of contrasts might be
repeated with the same contrast set or with slightlydiﬀerent contrasts in an attempt to get better perfor-
mance. The two measures of performance are shown,
since one or two careless errors in pressing the keys of
the keyboard can much reduce the mutual information
metric. On the other hand, in a small set of trials (25),
it is possible that the observer may avoid mistakes of
identiﬁcation by good fortune.
The results are consistent for both observers, for grat-
ings and for Gabor patches. Identiﬁcation performance
is near-perfect for 2, 3 or 4 contrast stimuli. When there
were more than 4 contrasts, the mutual information did
not increase proportionately, since the observers made
increasing numbers of errors. The pattern is consistent
across observers and stimulus size. As the number of
contrasts to be identiﬁed increases, mutual information
declines with respect to stimulus information, so that
the data points fall below the dashed line of equality.
The maximum mutual information, that is the most
information about contrast identity in the observers
responses, is 2.37 bits and 2.32 bits for MC and DJT,
Fig. 3. Contrast identiﬁcation results for optimally spaced contrasts.
Mutual information between stimulus and observer response plotted
against stimulus information. (A) Stimulus is a 6 deg · 6 deg grating;
(B) stimulus is a 16-pixel spread Gabor patch. Observer DJT.
Fig. 4. Contrast identiﬁcation results for contrasts spaced at 7 dB.
Mutual information between stimulus and observer response plotted
against stimulus information. Stimulus is a 6 deg · 6 deg grating.
Observer MC.
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tained with gratings of other spatial frequencies near
the peak of the contrast sensitivity function; the most
information in JBs responses was 2.10 bits at
2.64 c deg1 and 2.19 bits at 7.93 c deg1. We estimated
95% conﬁdence intervals on these maximum mutual
information values by computational simulation of the
experiments (see Section 2). The estimates were similar
for diﬀerent experiments and were in the range 0.1–
0.13 bits (see Section 2).
Note that there is little diﬀerence in the results for the
Gabor patch (Figs. 2(B) and 3(B)) and the grating (Figs.
2(A) and 3(A)) – i.e., the accuracy of the judgements is
not aﬀected by the size of the stimulus (see Section 4).
It might have been expected that better performance
would occur with the large (6 deg · 6 deg) grating exper-
iment because this stimulus should stimulate more visual
neurons and give rise to a more reliable contrast cue.
The choice of contrast values in the stimulus set was
found to aﬀect performance. Fig. 4 shows the results
for MC for the even-spaced condition (see Section 2) in
which the contrasts to be identiﬁed were always 7 dB
apart, a step that should have been perfectly discrimina-
ble if performance in the pairs experiment were to predict
performance for the identiﬁcation of more than two stim-
uli (Fig. 1). However, in this case, performance never
climbs above 2 bits, the maximum mutual information
being only 1.92 bits for a 7-contrast set. This is less than
the maximum achieved by MC in the optimal spacing
experiment (Fig. 2(A)) because in that experiment the ex-
act contrast steps were adjusted to enhance performance,
giving steps of less than 7 dB for high contrasts which
were easy to distinguish, thereby allowing a wider spac-
ing over the more diﬃcult lower-contrast range.
For all 3 observers, performance fell well short of the
3 bits (7–8 steps of 6–7 dB) that might have been expect-
ed. One possible explanation is that observers are not
capable of retaining an accurate ‘‘memory’’ of more
than about 4–5 stimulus contrasts and that contrast
identiﬁcation is not limited simply by the capabilities
of the low-level sensory machinery (see Section 4). The
situation is certainly not straightforward. For instance,
DJT performed an experiment in which 4 contrasts of
grating were chosen that were close together whilst still
allowing near-perfect identiﬁcation performance over 50
trials of each: 1, 8, 18 and 27 dB. In the 50 trials of each
contrast, 1 error of identiﬁcation was made for each of
the 8 and 18 dB gratings. Then, two more contrasts were
added to the stimulus set at the lower end (40 and
50 dB); contrast 40 dB should have been easily discrim-
inable from 27 dB. In fact, addition of contrasts 40 and
50 dB resulted in an increase in the errors of identiﬁca-
tion of the original set of four contrasts over 50 trials
of each (8 dB – 2 errors; 18 dB – 9 errors; 27 dB – 6 er-
rors). We will consider possible explanations for the
observers poor performance in Section 4.
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In the accompanying paper (Chirimuuta & Tol-
hurst, 2005), we describe a Bayesian model of con-
trast encoding by populations of V1 neurons, each
having a diﬀerent but limited dynamic range. The
model was used to show how the ‘‘dipper’’ function
for contrast discrimination might arise from a combi-
nation of sigmoidal response functions, response noise
and the uneven distribution of V1 neurons dynamic
ranges. The model has also been used to investigate
the accuracy with which contrast in natural scenes
may be encoded (Chirimuuta et al., 2003; Clatworthy
et al., 2003), and we now apply it to the present
experimental protocol. In Chirimuuta and Tolhurst
(2005) we adjusted the parameters of several versions
of the model to best describe dipper functions for the
mean of the results of MC and another observer, GT,
for 2.67 c deg1 gratings and Gabor patches (the same
stimuli as in this paper). We now use the same model
parameters to compare with MCs identiﬁcation
performance.
The model supposes that the computation underly-
ing the psychophysical identiﬁcation performance takes
place in V1, with a set of neurons that each give a noisy
response to the contrast of the stimulus presented. Such
responses are simulated by the model. Knowing the sta-
tistical relationship between neuronal responses and
stimulus contrasts, the model (as an ‘‘ideal observer’’)
can infer contrast presented from these noisy responses.
The model has a three-stage structure. For detailed
modelling methods see Chirimuuta and Tolhurst
(2005):
1. Simulating noisy neuronal responses. This stage uses a
modiﬁed Naka–Rushton equation, with multiplica-
tive Poisson noise, to simulate each V1 neurons con-
trast response function.
2. Building the contingency table. By simulating the
noisy contrast-responses for a large number of trials,
one can estimate the a posteriori distribution P(cjr),
the probability of any particular contrast having been
presented, given the particular response of a neuron
or a group of neurons.
3. Simulating the identiﬁcation experiment. For a large
number of trials, the model uses this contingency
table to estimate contrast presented from the noisy
neuronal responses on each trial. The inferences are
recorded for all trials and all stimulus contrasts,
and the mutual information, I(c;cˆ), between inferred
contrast (cˆ) and actual contrast (c) is calculated in
the same way as for the psychophysical data (see
Eq. (4)).
As mentioned in point 1 above, Eq. (5) is the Naka–
Rushton equation (Naka & Rushton, 1966)R ¼ Rmax c
q
cq50 þ cq
; ð5Þ
where R is mean neuronal response in spikes per stimu-
lus trial, Rmax is the maximum mean response, c is stim-
ulus contrast (as deﬁned by Eq. (2)), q is an exponent
which determines the steepness of the curve and c50 is
the semi-saturation contrast the determines the position
of the response curve along the x-axis. When modelling
the dipper function, it was found to be necessary to
modify the Naka–Rushton with a hard response thresh-
old such that R is set to zero if it is less than 1 or 2% of
Rmax. n is a further parameter that describes the number
of model neurons in the population.
In the simulations of the identiﬁcation experiment, the
Naka–Rushton parameters take the values that were
found to best ﬁt the psychophysical dipper function in
the companion paper (Chirimuuta & Tolhurst, in press).
In that paper, three versions of the model were presented:
the ﬁrst took c50 from a distribution of monkey values
recorded by D.L. Ringach (personal communication)
and kept Rmax, q and the threshold parameter the same
for all neurons; the second also used the physiological
c50 distribution, and introduced a correlation between
c50, Rmax and q. These two simplistic models gave imper-
fect ﬁts to the psychophysically measured dipper func-
tions and so a third model used an arbitrary, best ﬁt c50
and Rmax distribution, with q ﬁxed at 2. This third model
gave the best ﬁt (lowest mean-squared-error) to the con-
trast discrimination data. It is the ﬁrst and third of these
models that we used to simulate the identiﬁcation
experiment.
Taking the ﬁrst of these models (the simple monkey
V1 model) for the dipper experiment in which both mask
and test were gratings, the best ﬁtting parameters were
n = 22, q = 2, threshold = 1%, and Rmax = 30. When
discriminating Gabor patches, the best ﬁtting parameters
were n = 12, q = 2, threshold = 2%, and Rmax = 8. The
parameters were used to build up the contingency table.
The simulation was then run by presenting each stimulus
contrast 1000 times and, on each trial, the responses of
all the model neurons (keeping the same Naka–Rushton
parameters) were corrupted with double Poisson noise
(see Chirimuuta & Tolhurst, in press; their Eqs. (6) and
(7)). The stimulus contrasts took the same values as used
in the experiments where contrasts were as widely spaced
as possible (Fig. 2). Given these noisy responses, the con-
tingency table was used to infer the identity of the stim-
ulus contrast, out of a choice of 301 response categories.
The inferences were recorded for all trials and all stimu-
lus contrasts, from which mutual information, I(c;cˆ), be-
tween inferred contrast (cˆ) and actual contrast (c) can be
calculated (by analogy with Eq. (4)).
The squares in Fig. 5 replot MCs best performance
identiﬁcation experiment results from Fig. 2 for gratings
(A) and for Gabor patches (B), while the circles show
Fig. 6. Squares: best performance of observer MC for optimally
spaced contrasts. Circles: non-physiological model (third model of
Chirimuuta and Tolhurst, in press) contrast identiﬁcation predictions
for the same contrast sets. (A) 2.67 c deg1 grating stimulus, (B) Gabor
patch (re-plotted from Fig. 2). Mutual information between stimulus
and observer response is plotted against stimulus information.
Fig. 5. Squares: best performance of observer MC for optimally
spaced contrasts. Circles: monkey V1 model contrast identiﬁcation
predictions for the same contrast sets. (A) 2.67 c deg1 grating
stimulus, (B) Gabor patch (re-plotted from Fig. 2). Mutual informa-
tion between stimulus and observer response is plotted against stimulus
information.
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eral, the model makes a good prediction of the experi-
mental results, with experimental and model points
falling close together, though the model simulations
have slightly higher mutual information for the largest
stimulus sets (especially for the grating experiment)
and would overshoot MCs average performance, not
plotted here. Moreover, the model correctly predicts
that mutual information will drop below stimulus infor-
mation for all stimulus sets in which there are more than
5 diﬀerent contrasts. However, the pattern of model re-
sults is slightly diﬀerent: the model shows a sharp decline
in performance when the stimulus set size is increased
from 5 to 6; mutual information then shows a slight in-
crease for the largest sets. The experimental data, on the
other hand, ﬂatten oﬀ smoothly. This diﬀerence may be
due to the speciﬁc choice of contrasts in the set of 6. This
spacing was found to be optimal for the humanobserver, but may be sub-optimal for the model,
whereas the set of 6 and 7 are equally good for both
model and human. Overall, the model predicts better
performance for, say, 8 stimulus contrasts than the hu-
man observer obtained in practice; this conﬁrms the sus-
picion that the observer was not performing as well as
might have been expected from the experiments with
pairs of gratings (Fig. 1).
The parameters of the third model used by Chirimu-
uta and Tolhurst (2005) to ﬁt the dipper function
were, for the gratings experiment, n = 5; c50 = {0.05,
0.07, 1, 3, 6}; Rmax = {60, 24, 30, 90, 90}; q = 2; thresh-
old = 2%; and for the Gabor patch experiment, n = 8;
c50 = {0.08, 0.09, 0.1, 0.5, 0.7, 1, 3, 6}; Rmax = {12, 6, 12,
6, 6, 12, 20, 90}; q = 2; threshold = 2%. Fig. 6 shows
this models predictions in the identiﬁcation experiment,
again with MCs data replotted.
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diction for MCs identiﬁcation of the contrast of the
grating, with the model curve (circles) overlying MCs
curve of average performance (triangles). However, the
model prediction for the Gabor experiment is now poor,
undershooting both MCs best and average performance
for stimulus set sizes greater than 3. This seems to be be-
cause this models c50 set for the Gabor experiment is
very heavily weighted towards high c50s (the two low
c50 model neurons have Rmaxs of 12 and 6, as opposed
to 60 and 24 of the grating experiment set), so that the
model will not respond well to the low contrast stimuli,
causing its poor performance. Again, the model curve is
less smooth than the experimental one.4. Discussion
We have attempted to characterise human contrast
encoding by measuring how well observers can identify
the contrast of brieﬂy presented gratings from their mem-
ory of contrasts. We have summarised performance as
the amount of information that the observer receives
about contrast. The overall form of the ﬁndings – a stea-
dy rise in information followed by a plateau – is the same
as has been observed when this paradigm has been ap-
plied in other sensory modalities (e.g., audition, Garner
&Hake, 1951) or in neurophysiology (Matthews & Stein,
1969; Werner & Mountcastle, 1965). Our experiments
used a small number of trials (no more than 50). It has
been shown theoretically (Wong & Norwich, 1997) that
most experimental procedures systematically overesti-
mate mutual information, and that bias can only be re-
duced by conducting as many as 10,000 trials. Since it
is impossible to ask this of a human observer, these
authors suggest using computer simulation to extrapo-
late ‘‘extra data’’ from the existing results. We performed
computer simulations of performance in some of the
experiments to show that the 95% conﬁdence intervals
were likely to be as small as 0.13 bits, when the maximum
mutual information we had measured was 2.37 bits.
The most information received was about 2.35 bits,
as if observers are able to categorise to only about 5 con-
trast levels. This seems surprising, at ﬁrst, when we com-
pare this with performance in discrimination
experiments where an observer can detect, on 75% of tri-
als, a contrast diﬀerence of less than 0.2% if contrast lev-
els are in the facilitatory range (e.g., Chirimuuta &
Tolhurst, 2005). Even at the higher masking contrast
ranges, diﬀerences of 1–30% are detectable. If one could
identify all of the contrasts that one could discriminate,
one would think that accurate identiﬁcation could be
performed with sets of hundreds of diﬀerent contrasts.
However, there is a crucial diﬀerence between the iden-
tiﬁcation experiment and the standard dipper experi-
ment: in the latter, threshold performance is obtainedat 75% (not 100%) correct, while in the former one mea-
sures information, which is essentially looking at per-
fect, 100% performance.
The identiﬁcation results revealed no noticeable dif-
ference in performance with stimulus size. DJTs best
performance was achieved when the stimulus was a Ga-
bor patch, whereas MCs maximum mutual information
was recorded in a grating experiment. It might have
been predicted that better performance would occur
with the large, 6 deg · 6 deg grating experiment because
this stimulus would stimulate more visual neurons and,
eﬀectively through noise reduction, give rise to a more
reliable contrast cue. However, the Gabor stimulus of-
fers an extra cue to its contrast because its apparent size
changes with its contrast (see below).
In fact, these surprising aspects of the psychophysical
ﬁndings were reﬂected in the results of neurophysiologi-
cally inspired modelling. The small number of identiﬁ-
able categories (about 5) is compatible with tiny
discrimination thresholds, and the full-grating and Ga-
bor-patch data are both reasonably ﬁt by models respec-
tively designed to explain the diﬀerent contrast-
discrimination dipper functions for the two kinds of
stimuli (accompanying paper). The models predict that
performance with the two kinds of stimuli should, in-
deed, have been similar, despite the fact that the two
models do diﬀer in their total ‘‘neural activity’’ – the
full-grating (discrimination) data are best ﬁtted by a
model which eﬀectively has 2.75 times the neural activi-
ty, as one would expect from a stimulus with larger area.
However, because information is a logarithmic and,
therefore, compressive measure, this almost threefold
diﬀerence in neural activity gives a diﬀerence in mutual
information of only about 0.2 bits.
This ‘‘insensitivity’’ of information as a performance
measure lessens its interest, except that psychophysical
performance on such a measure can be compared with
neurophysiological data. Indeed, our experimental
protocol and data analysis were intended to be analo-
gous to a straightforward neurophysiological design,
where response amplitude of a single visual neuron is
measured at a set of diﬀerent contrasts (e.g., Tolhurst,
1989). However, the psychophysical implementation
seemed subject to a variety of confounds. For example,
the observers were supposed to identify the contrast of
each stimulus presentation on its own merits or to rate
a stimulus along a more continuous intensive scale, from
some remembered ‘‘internal representation’’ of contrast,
but they were clearly inﬂuenced by the immediately pre-
ceding presentations. If by chance, two successive pre-
sentations were of the same contrast, the observer
would be unlikely to give the same wrong identiﬁcation,
having been informed of the error on the ﬁrst
trial! Thus, the order of stimulus presentation might
lead to spuriously increased accuracy. Conversely,
when a low-contrast stimulus immediately followed a
Fig. 7. Modelled contrast identiﬁcation results for pairs of stimuli at
diﬀerent contrasts, using model parameter settings that best described
the grating (not Gabor) results of Chirimuuta and Tolhurst (2005).
Mutual information between stimulus and observer response
plotted against decibels attenuation from one of four base contrasts.
(A) Monkey V1 model (the ﬁrst model of Chirimuuta and Tolhurst,
2005); (B) non-physiological model (the third model of Chirimuuta
and Tolhurst, 2005).
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the second stimulus seem to be of even lower contrast,
resulting in extra identiﬁcation errors. A further con-
found was that low-contrast Gabor patches seemed to
be distinguished not so much by diﬀerences in contrast
per se, but by diﬀerences in apparent areal extent (the
visible portion of the patch increased with contrast;
Fredericksen, Bex, & Verstraten, 1997).
Our initial experiments with pairs of stimuli had sug-
gested that observers could perform perfectly so long as
the contrasts diﬀered by 6–7 dB or more. We expected,
therefore, that observers should be able to perfectly
identify 8 or more diﬀerent contrasts drawn at 6 dB
intervals over the 50+ dB visible range of contrasts. In
fact, performance was substantially worse than this. It
could be that observers cannot remember more than
four contrast values in a set; or that diﬀerent contrast
stimuli are not diﬀerent enough phenomenologically for
an observer to apply a successful labelling strategy.
The labelling of a large set of contrasts puts a demand
on the observers memory, and it has been argued from
similar experiments (Miller, 2004) that the performance
limit of 7 items ±2 reﬂects a general constraint on hu-
man coding capacity, due to a limited short-term mem-
ory capacity. Cornelissen and Greenlee (2000) discuss
how the ‘‘memory for contrast’’ decays more rapidly
over time than for, say, spatial frequency, perhaps be-
cause of neuronal contrast adaptation (Ohzawa, Sclar,
& Freeman, 1985). However, despite these possible con-
founds, our neurophysiologically inspired models of
identiﬁcation performance are reasonably consistent
with this poor performance.
The pairs-experiment showed that identiﬁcation
would be perfect with a 6 dB contrast diﬀerence over
most of the contrast range, except at the highest con-
trasts where much smaller diﬀerences could be identiﬁed
(Fig. 1). However, Fig. 7(A) shows that the model based
on a realistic distribution of V1 neuronal parameters
predicts the best performance in the mid-contrast range
where most V1 neurons have their dynamic ranges (see
Clatworthy et al., 2003). According to the model, per-
formance should have been worse at low and high con-
trasts than we actually found. Our observers reported
that the very high-contrast stimuli had a qualitatively
diﬀerent appearance which made their identiﬁcation
seem particularly easy. The bright bars of the very
high-contrast gratings or the Gabor patches seemed to
‘‘glow’’. This may be related to the reports of Wilkins
et al. (1984) that high contrast gratings have ‘‘glare’’
and can cause discomfort or provoke migraine attacks.
It is interesting that we used a spatial frequency of grat-
ing similar to that which is most eﬀective at causing
unpleasant symptoms! However, the glare and discom-
fort are reported at contrasts above about 20 dB (10%)
whereas our high identiﬁcation performance occurred
only at much higher contrasts (3 dB, 70%).However, in the accompanying paper (Chirimuuta &
Tolhurst, in press), we were able to get a satisfactory ﬁt
to the discrimination dipper experiments only by model-
ling neurons which were not sampled from the V1 distri-
bution of c50 values. This apparently arbitrary model ﬁts
the present identiﬁcation data (Fig. 6) almost as well as
does the more physiologically accurate model (Fig. 5).
Signiﬁcantly (Fig. 7(B)), this arbitrary and pragmatic
choice of c50 values does predict that our identiﬁcation
performance should have been best at high contrasts,
although the pattern of predictions is still not the com-
pletely the same as the experimental results (Fig. 1).
Although, there may be a number of confounds in our
psychophysical experimental protocol, the consistency
between our V1-inspired modelling of contrast encoding
2970 M. Chirimuuta, D.J. Tolhurst / Vision Research 45 (2005) 2960–2971and the psychophysical performance in discrimination
as well as in identiﬁcation, suggests that the 2.35 bit limit
in human identiﬁcation performance must be close to a
limit in the coding capacity of populations of V1
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