Feature selection, which aims to select an optimal feature subset to avoid the "curse of dimensionality," is an important research topic in many real-world applications. To select informative features from a highdimensional dataset, we propose a novel unsupervised feature selection algorithm called Double Regularized Matrix Factorization Feature Selection (DRMFFS) in this paper. DRMFFS is based on the feature selection framework of matrix factorization, but extends this framework by introducing double regularizations (i.e., graph regularization and inner product regularization). There are three major contributions to our approach. First, for the sake of preserving the useful underlying geometric structure information of the feature space of the data, we introduce the graph regularization to guide the learning of the feature selection matrix, making it more effective. Second, in order to take into account the correlations among features, an inner product regularization term is imposed on the objective function of matrix factorization. Therefore, the selected features by DRMFFS cannot only represent the original high-dimensional data well but also contain low redundancy. Third, we design an efficient iteratively update algorithm to solve our approach and also prove its convergence. Experiments on six benchmark databases demonstrate that the proposed approach outperforms the state-of-the-art approaches in terms of both the classification and clustering performance.
Introduction
The dimensionality of the gathered data has been increasingly large due to the rapid development of modern sensing systems [1] . However, the high-dimensional data are hard to deal with since high computational complexity and memory requirements. Meanwhile, some irrelevant, redundant, and noisy features will be incorporated into high-dimensional data, which will adversely affect the performance. Hence, reducing the dimension of the data is an essential step for subsequent processing. Feature extraction [2, 3] and feature selection [4] can be regarded as two main techniques for dimensionality reduction. For feature extraction approaches, they obtain the features by mapping the original data into a new low-dimensional subspace using a transformation matrix or projection. Nevertheless, the obtained features have relatively poor interpretability [3] . In comparison, feature selection approaches aim at selecting several optimal features from the original data by a series of criteria [5] . Therefore, the obtained low-dimensional representation is interpretable [4] . More importantly, feature selection approaches just need to collect these optimal features during data acquisition, and they perform better than feature extraction approaches, which need to utilize all the features for dimensionality reduction. In this paper, we focus on feature selection.
Many feature selection approaches have been proposed in recent years. According to the availability of class label information, they can be categorized into three classes, including supervised feature selection [6] , semi-supervised feature selection [7] , and unsupervised feature selection [8, 9] . Supervised-based feature selection approaches search the optimal feature subset with the guidance of the class label information. However, in many real applications, there are small amount of labeled data or labeling all the data requires quite expensive human labor and computational costs. Therefore, supervised-based feature selection approaches are not feasible in the case of partially labeled data. Under this circumstance, a series of semi-supervised feature selection approaches have been designed, which take the information of the labeled and unlabeled data into account. Compared with the aforementioned feature selection techniques, unsupervised feature selection approaches determine an optimal feature subset, without any label information, and only depend on maintaining or revealing the intrinsic structures of the original data. Hence, how to incorporate the intrinsic structure information of the data into unsupervised feature selection is very critical.
A series of unsupervised feature selection approaches have been proposed. Among them, Variance Score (VS) might be the simplest unsupervised feature selection algorithm [10] , which selects features based on their variance. After that, He et al. took advantage of locality-preservation ability of features and proposed an unsupervised feature selection approach called Laplacian Score (LS) [11] . The features selected by LS can maintain the manifold structure of the original data. In the sequel, Zhao and Liu combined the spectral graph theory into feature selection and presented Spectral Feature Selection (SPEC) [12] . In essence, VS, LS, and SPEC estimate the quality of features independently, ignoring the correlation among features.
In order to address the aforementioned issue, a series of sparsity regularization-based approaches have been presented [8, 9, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] for unsupervised feature selection. For instance, Cai et al. presented Multi-Cluster Feature Selection (MCFS) [8] by combining spectral analysis (manifold learning) and sparse regression based on l 1 -norm regularization. In MCFS, spectral analysis and sparse regression are two independent processes, and thereby, the effectiveness is degraded. To address such limitation, a series of studies which simultaneously perform the spectral analysis and sparse regression have been presented for unsupervised feature selection [9, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Yang et al. proposed Unsupervised Discriminative Feature Selection (UDFS) [9] to select the most discriminative features for data representation. Similar to UDFS, Cong et al. proposed Unsupervised Deep Sparse Feature Selection (UDSFS) [13] , which integrates the group sparsity of feature dimensions and feature units based on an l 2, 1 -norm minimization into a unified framework to select the most discriminative features. Li et al. presented Nonnegative Discriminative Feature Selection (NDFS) [14] , which performs non-negative spectral analysis and feature selection together. Yang et al. suggested Unsupervised Maximum Margin Feature Selection (UMMFSSC) [15] . In UMMFSSC, the clustering process and feature selection process are combined into a coherent framework to adaptively select the most discriminative subspace. Since the data always contain noise or outliers, Qian et al. proposed Robust Unsupervised Feature Selection (RUFS) [16] to address it, where robust clustering and robust feature selection are simultaneously performed by joint l 2, 1 -norm minimization. Recently, self-representation property has been extensively utilized and many related approaches have been proposed [17] . In [18] , Zhu et al. assumed that each feature can be represented as a linear combination of other features and proposed Regularized Self-Representation (RSR). Although good performance can be achieved by RSR, the structure preserving ability of features is neglected in it. To remedy it, a variety of extensions based on RSR have been put forward, i.e., Graph Regularized Nonnegative Self-Representation (GRNSR) [19] and Structure Preserving Nonnegative Feature Self-Representation (SPNFSR) [20] . Besides, Zhu et al. combined manifold learning and sparse regression together and proposed Joint Graph Sparse Coding (JGSC) [21] . In JGSC, a dictionary is firstly learned from the training data; then, the feature weight matrix can be obtained automatically via the learned dictionary. Since real-world data always contain lots of noise samples and features, the learned dictionary may be unrealizable to subsequent feature selection process [22] . Different from most of the aforementioned approaches which only utilize the geometric information of the data space, Shang et al. employed the manifold information of both the data space and the feature space simultaneously and proposed Non-Negative Spectral Learning with Sparse Regression-Based Dual-graph regularized feature selection (NSSRD) [23] . Through the experimental results in [23] , it can be seen that the geometry information of the feature space plays a crucial role for further improving the quality of feature selection.
Apart from the above sparsity regularization-based unsupervised feature selection approaches, a series of matrix factorization-based approaches have been presented. Well-known examples of such methods include Principal Components Analysis (PCA) [24] , Non-negative Matrix Factorization (NMF) [25] , and Singular Value Decomposition (SVD) [26] . Nevertheless, these approaches are all designed for feature extraction rather than feature selection. Therefore, the low-dimensional features obtained by these approaches lack interpretability. To remedy this shortcoming, Wang et al. incorporated matrix factorization technique into the feature selection process and proposed a novel approach named Matrix Factorization based Feature Selection (MFFS) [27] . In MFFS, the feature selection can be regarded as the process of matrix factorization and the optimal feature subset is selected by introducing an orthogonality constraint into its objective function. Considering that MFFS conducts feature selection by integrating matrix factorization with an orthogonality constraint together, the orthogonality constraint is too strict to be satisfied in practice [23, 28, 29] .
As previously mentioned, there are mainly two issues to these approaches. On the one hand, most of the state-of-the-art unsupervised feature selection approaches (e.g., LS, SPEC, MCFS, UDFS, UDSFS, NDFS, UMMFSSC, RUFS, GRNSR, SPNFSR, JGSC) can only take the geometric and discrimination information of the data space into consideration, while neglecting the useful underlying geometric structure information of the feature space during the process of dimensionality reduction [23] . Hence, some potentially valuable information is not fully exploited, reducing the performance of the algorithm. On the other hand, the majority of the existing approaches (e.g., MCFS, UDFS, UDSFS, NDFS, UMMFSSC, RUFS, RSR, GRNSR, SPNFSR, JGSC, and NSSRD) impose the l 1 -norm regularization or l 2, 1 -norm regularization on the feature weight matrix aiming to perform feature selection in a batch manner. Nevertheless, the l 1 -norm or l 2, 1 -norm neglect the redundancy measurement, so methods using l 1 -norm regularization or l 2, 1 -norm regularization might get into trouble when dealing with some informative but redundant features [30] . In general, the use of the l 1 -norm or l 2, 1 -norm regularization cannot achieve both sparsity and low redundancy simultaneously.
To address the above issues, this paper presents a novel approach called Double Regularized Matrix Factorization Feature Selection (DRMFFS) for conducting classification and clustering on high-dimensional data. Compared with the existing feature selection approaches, our main contributions lie in the following three-fold. First, to preserve the manifold information of the feature space, graph regularization which is a feature map constructed on the feature space, is imposed on the feature selection framework of matrix factorization. With the use of it, the learning of the coefficient matrix in error reconstruction term and the feature selection matrix can be guided. Therefore, it cannot only select a feature subset that can approximately represent the features, but also preserve the local geometrical information of the feature space. Second, to ensure the sparsity and low redundancy simultaneously, we introduce an inner product regularization term that can be regarded as a combination of the l 1 -norm and l 2 -norm on the objective function of matrix factorization. Third, a simple yet effective iteration update algorithm is proposed to optimize our model and a detailed analysis of its convergence is also given. Experiments on six databases, including Extended YaleB [31] , CMU PIE [32] , AR [33] , JAFFE [34] , ORL [35] , and COIL20 [36] demonstrate that the proposed approach is effective.
The rest of this article is organized as follows: Section 2 presents the proposed method in detail. The experimental results and discussion are shown in Section 3. In the end, the conclusions are given in Section 4.
Methods
Firstly, the proposed DRMFFS model is given in detail. Secondly, we design an efficient iterative update algorithm to solve our model. Thirdly, we analyze its convergence. Finally, we compare the proposed approach with the related approaches to demonstrate its effectiveness. Table 1 gives some notation that is frequently used in this paper, which aims to facilitate the presentation.
The DRMFFS model
be the high-dimensional unlabeled input data matrix, where n and d, respectively, represent the number and dimension of samples. The proposed approach aims to select a handful of optimal features that can approximately represent the entire set of features. Therefore, the distance between the spaces spanned by the original high-dimensional data samples and the selected features can be evaluated. According to [27] , this problem can be converted into the following matrix factorization problem: arg min
is the coefficient matrix used to project the original features into a new feature subspace spanned by the selected features, I u × u is the u × u identity matrix,
denotes the feature weight matrix, and u denotes the 
The feature weight matrix
The ith row of P
A ij
The (i, j)th entry of matrix A
The coefficient matrix
A ji
The (j, i)th entry of matrix A I u × u The u-by-u identity matrix count of the selected features. The constraint P T P = I u × u is used to ensure that the elements in P are ones or zeros. Here, we regard the matrix P as an indicator matrix of the selected features.
Although Eq. (1) can accomplish the feature selection task, there remain two drawbacks. First, the underlying geometric information of the feature space is neglected, which weakens the quality of feature selection. Second, the orthogonality constraint in Eq.
(1) is too strict [23] , which ignores the correlations among features.
Actually, local structure information plays an important role in feature selection. Therefore, many feature selection algorithms using local structure information have been proposed and achieve good performance. For example, Laplacian Score (LS) [11] , Spectral Feature Selection (SPEC) [12] , and Multi-Cluster Feature Selection (MCFS) [8] are three well-known algorithms. Meanwhile, some researchers have shown that the manifold information of the data is distributed not only in the data space but also in the feature space [37] [38] [39] [40] . Therefore, the feature manifold also contains the underlying geometric structure information, which is beneficial for feature selection. Inspired by [37] [38] [39] [40] , we incorporate the local structure information of the feature space of the data into our algorithm to address the first shortcoming of Eq. (1). First, we build a k-nearest neighbor graph G = (V, E) based on the given sample matrix X. Here, each row vector of X corresponds to a feature, i.e., f j is the jth feature of X. Then, we can rewrite
For a graph G, we denote the set of feature points and the weights of the edges between the vertices, as
respectively. Specifically, we can regard the weight of the edge as the similarity between the two features, namely, the higher the weight, the more similar the features.
To ensure that the selected features retain the geometry information of the features in the original high-dimensional feature space, we can minimize the following equation:
where a i is the low-dimensional representation of f i , and S ij represents the similarity between features f i and f j , (i, j = 1, 2,…, d).
Since Gaussian heat kernel function is a simple and effective approach to discover the intrinsic geometrical structure of the data [3, 41, 42] , this paper utilizes it to measure the closeness between features, which is defined as:
where N(f i ) is the k-nearest neighbor set of feature f i and σis a kernel parameter. If features f i and f j are close in the original high-dimensional feature space, the corresponding S ij will be large, and vice versa.
By simple algebraic manipulation, Eq. (2) can be rewritten to:
where D is a diagonal matrix and D ii = ∑ j S ij . The matrix L = D-S is the graph Laplacian matrix of feature space. According to Eq. (3), it is easy to see that if two features, e.g., f i and f j , are close to each other, then the similarity measurement S ij is large. Actually, by minimizing Eq. (4), we tend to find such a matrix A that ensures that if the nearby features, e.g., f i and f j , are related to each other, and their corresponding low-dimensional representations, i.e., a i and a j , should still have the same and similar relations.
The second shortcoming of Eq. (1) is the strict orthogonality constraint. A straightforward way to address it is to introduce the existing regularization terms, such as the l 1 -norm or l 2, 1 -norm with respect to P in Eq. (1). Nevertheless, the characteristics of sparsity and low redundancy could not be achieved simultaneously [37] by these regularization terms. Recently, Han et al. designed a regularization term that can directly characterize the independence and saliency of variables [37] . Inspired by [37] , in this paper, we utilize the absolute values of the inner product between feature weight vectors as the regularization term to relax the strict orthogonality constraint of Eq. (1)
is the jth row vector of P. Therefore, we can rewrite the regularization in our DRMFFS as:
Then, we rewrite the Eq. (5) as:
Finally, we expect the metric in Eq. (6) to be as small as possible [37] , and the weights that correspond to the redundant and uninformative features will be reduced to very small values or even zeros, which makes the feature selection more discriminative.
Next, through combining Eqs. (4) and (6) with the matrix factorization, the objective function of our DRMFFS algorithm can be obtained as:
where α ≥ 0 and β ≥ 0 are two balance parameters. The first term measures the ability of the selected features; the second term aims at ensuring that the selected features can maintain the geometry structure information of the features in the original high-dimensional feature space; the third term is used to make the feature weight matrix sparse and of low redundancy.
By optimizing the proposed objective function, the feature weight matrix P = [p 1 ; p 2 ; …; p d ] can be learned. Then, we can rank all the features in terms of ‖p i ‖ 2 in descending order and select the first u features to form the optimal feature subset.
Iterative updating algorithm
In Eq. (7), it contains two variables, i.e., P and A. Considering that Eq. (7) is not convex, we give an iterative update algorithm to optimize Eq. (7).
Let F(P, A) be the value of the objective function of Eq. (7), that is,
After some algebraic manipulations, we can rewrite Eq. (8) as
matrix with all the elements equal to 1.
Next, we introduce two Lagrange multipliers λ ∈ R d × u and ϑ ∈ R u × d to constrain P ≥ 0andA ≥ 0, respectively. So Eq. (9) can be rewritten as Lagrange's function:
By taking the derivatives of Eq. (10) with respect to P and A, and setting them equal to zero, we get:
Using the Karush-Kuhn-Tucker (KKT) [43] conditions λ ij P ij = 0 and ϑ ji A ji = 0, we obtain:
The whole procedure of our algorithm is summarized in Algorithm 1. First, we need to calculate the similarity matrix among features, whose computation complexity is Ο(d 2 n). Then, the time complexity of each iteration in Algorithm 1 is equal to Ο(u 2 d + nd 2 + ud 2 ). Note that the number of the selected features u is smaller than the number of original features d. So, the total time complexity of our algorithm equals to Ο(Tnd 2 ), in which T is the number of iterations.
Convergence analysis
The convergence of the update criteria in Eqs. (13) and (14) are given as follows:
2.3.0.1 Theorem 1. ForP ≥ 0, A ≥ 0, the value of the objective function in Eq. (8) is non-increasing and has a lower boundary under the update rules in Eq. (13) and Eq. (14) .
Here, we incorporate an auxiliary function to prove Theorem 1, which is defined as follows:
The auxiliary function is very useful because of the following lemma:
2.3.0.3 Lemma 1. Suppose that ϕ is an auxiliary function of ψ; then, ψis non-increasing under the following update rule:
where t indicates the tth iteration.
).□ First, it is necessary to prove that the update criterion for P in Eq. (13) is consistent with Eq. (15) when an auxiliary function is properly designed. We defineψ ij (P ij )as the part of Eq. (8) that is only related toP ij . Therefore, we have:
where ∇ψ ij (P ij ) and ∇ 2 ψ ij (P ij ) represent the first-order and second-order derivatives, respectively, of the objective function ψ ij with respect toP ij .
Lemma 2.
The function in Eq. (19) is a reasonable auxiliary function of ψ ij (P ij ).
Proof Through the Taylor series expansion of ψ ij (P ij ), we obtain:
Through integrating Eq. (19) with Eq. (20), we can learn that ϕðP ij ; P ðtÞ ij Þ ≥ ψ ij ðP ij Þ is equivalent to:
In according with linear algebra, we can obtain:
From Eqs. (22) and (23), we observe that Eq. (21) holds and ϕðP ij ; P ðtÞ ij Þ ≥ ψ ij ðP ij Þ . In addition, ϕðP ij ; P ðtÞ ij Þ ¼ ψ ij ðP ij Þ is obvious. Thus, Lemma 2 is proved. □ Next, we employ the similar method as that described above to analyze the variable A. We use ψ ji (A ji ) to denote the part of Eq. (8) and obtain:
where ∇ψ ji (A ji ) and ∇ 2 ψ ji (A ji ) represent the first-order and second-order derivatives of ψ ji with respect to A ji .
Lemma 3.
The following function in Eq. (27) is a reasonable auxiliary function of ψ ji (A ji ).
Proof Through the Taylor series expansion of ψ ji (A ji ), we obtain:
Through comparing Eq. (27) with Eq. (28), it is easy to see that ϕ(A ji , A ji (t) ) ≥ ψ ji (A ji )equals to:
In according with the linear algebra, we obtain:
From Eqs. (30) and (31), we know that Eq. (29) holds and ϕ(A ji , A ji (t) ) ≥ ψ ji (A ji ). Considering that we can check ϕ(A ji , A ji (t) ) = ψ ji (A ji ) easily, Lemma 3 is proved. □. Finally, we will give a proof of the convergence of Theorem 1.
Proof (15) and obtain:
Likewise, we utilize the auxiliary function in Eq. (27) to replace ϕ(v, v (t) ) in Eq. (15) and obtain:
Since Eqs. (19) and (27) are the auxiliary functions of ψ ij , ψ ij is non-increasing under the update criteria in Eqs. (13) and (14) . Lastly, considering that all of the terms in Eq. (8) are non-negative, the objective function of the proposed DRMFFS approach has a lower bound. Hence, in accordance with Cauchy's convergence rule [44] , the proposed model is convergent. □
Comparison with other approaches
In this subsection, we will highlight the effectiveness of our DRMFFS from the following two aspects:
(1) We compare our DRMFFS with the related unsupervised feature selection approaches including LS, SPEC, MCFS, UDSFS, RUFS, RSR, SPNFSR, JGSC, NSSRD, and MFFS. Firstly, different from most of the existing unsupervised feature selection approaches, such as LS, SEPC, MCFS, UDSFS, RUFS, SPNFSR, and JGSC that consider the manifold information of the data space, our DRMFFS utilizes the graph regularization to directly preserve the local structure information of the feature space, which can provide more accurate discrimination information for feature selection. Secondly, for sparsity regularization-based unsupervised feature selection approaches, such as MCFS, UDSFS, RUFS, RSR, SPNFSR, JGSC, and NSSRD, they select a subset of features based on the l 1 -norm or l 2, 1 -norm. However, these approaches except UDSFS ignore the correlation among features, and thereby, the features selected by them may contain some redundancy, which makes the feature subset far from optimal. In contrast, our approach employs the absolute values of the inner product of the feature weight matrix vectors as a regularization term to ensure that the feature subset contains sparsity and low redundancy simultaneously. Finally, in comparison with Matrix Factorization-Based Feature Selection approach, i.e., MFFS, our DRMFFS uses the inner product constraint term in place of the strict orthogonality constraint term making our approach more flexible and effective. (2) We utilize the visualization of the features selected by different approaches to further demonstrate the effectiveness of our DRMFFS. First, we randomly select three sample images with the size of 32 × 32 pixels from three different face databases, i.e., ORL, AR, and CMU PIE. Then, all the approaches are applied to them and the selected features are labeled on this image. Here, the number of the selected features is fixed as 100 for all of the approaches. Figure 1 illustrates the corresponding experimental results, in which red color is used to represent the selected features and the features which are not selected retain the original gray. As seen from Fig. 1 , all of the approaches except our DRMFFS select the features from uninformative parts of the face, such as the forehead and cheek or evenly distributed on the face. On the contrary, our DRMFFS can select the most representative face features, such as the eyes, eyebrows, nose, and mouth. Actually, observing Fig. 1 , we can find two interesting phenomena as follows. On the one hand, the features selected by DRMFFS mostly focus on the recognizable parts of the face (i.e., eyes, eyebrows, nose, and mouth). The main reason is that our DRMFFS uses the graph regularization to preserve the geometric structure information on the feature manifold, making the selected features more holistic and structural. On the other hand, the selected features which are used to represent the eyes, mouth, and nose are mainly from the one side of the face. This phenomenon is due to the fact that DRMFFS takes the correlations among features into consideration, and thereby, the selected features are mainly from one side of the nearly symmetrical face components, accomplishing the low-redundancy.
Besides, we randomly select a sample image from Extended YaleB database as the experimental sample and apply our DRMFFS to this sample. Figure 2 shows the visualization result of our approach under different number of selected features. In Fig. 2 , the red color is used to represent the selected features and the features which are not selected retain the original gray. Here, the number of selected features is tuned from {20, 50, 100, 150, 200, 250, 300}. Seen from Fig. 2 , when the number of selected features is relatively small, the outline of the human face is not clear since the selected features rarely locate on the recognizable parts of the face. However, with the increase in number of selected features (from left to right), the extracted face information is also increased. In other words, our DRMFFS fails to select the most representative features such as the mouth and nose when the number of selected features is relatively small. The reason for the degraded performance of our DRMFFS under less number of features is that our approach utilizes the distance between the spaces spanned by the original high-dimensional data samples and the selected features as the evaluation criterion (see Eq. (1)). Therefore, when considering smallest features to be selected, the space spanned by our approach cannot well approximate the space spanned by original input samples, which leads to the information of high-dimensional data cannot be sufficiently maintained.
Results and discussion
In this section, we will carry out classification and clustering experiments to verify the effectiveness of the proposed approach in comparison with other state-of-the-art approaches.
Database
In our experiment, we use six benchmark image databases, including Extended YaleB [31] , CMU PIE [32] , AR [33] , JAFFE [34] , ORL [35] , and COIL20 [36] , to compare the performance of our approach with those of the state-of-the-art unsupervised feature selection approaches. Detailed descriptions of the six databases are given in Table 2 , and some image examples from these databases are shown in Fig. 3 .
(1) Extended YaleB [31] : it consists of 2414 facial images from 38 persons. Each person has 64 images, and each image is cropped to the size of 32 × 32 pixels with 256 Gy levels per pixel. Some face images from the Extended YaleB database are depicted in Fig. 3a .
(2) CMU PIE [32] : it includes 41,368 face images of 68 persons. In our experiment, we choose a subset (C29) that contains 210 face images of 10 persons from this dataset. Example images are shown in Fig. 3b . (3) AR face [33] : it consists of 4000 facial images that depict 126 distinct subjects (70 male and 56 female faces). The images of each subject were taken in varying conditions. The example images are shown in Fig. 3c . (4) (5) ORL [35] : there are ten different images of each of 40 distinct subjects. For each subject, the images were taken at different times, varying the lighting conditions. The example images from ORL are depicted in Fig. 3e . (6) COIL20 [36] : it is a database of gray-scale images of 20 objects. Each of subjects has 72 images, which were taken at pose intervals of 5°to vary object pose with respect to a xed camera. The example images from this database are illustrated in Fig. 3f .
Experimental settings
In our experiments, we choose ten representative unsupervised feature selection algorithms as the comparison approaches. The ten comparison approaches include LS [11] , MCFS [8] , SPEC [12] , UDSFS [13] , RUFS [16] , RSR [18] , SPNFSR [20] , JGSC [21] , NSSRD [23] , and MFFS [27] . Meanwhile 4 , 10 5 } on all the databases. We will report the best results obtained from the optimal parameters for all the approaches.
Classification results and analysis
In this subsection, we perform six different experiments on three databases including the Extended YaleB, CMU PIE, and AR to verify the effectiveness of our approach.
In the first experiment, we choose randomly l (l = 20, 12, 7) images per class for training from each of the three databases and reserve the remaining images for testing. The process is repeated 10 times, and the average classification accuracies and standard deviations of different approaches are reported in Table 3 . Since the experiment environment and setting are the same with our previous paper [19] . Hence, a part of experimental results of the comparison approaches are directly from our previous work [19] . The number in parentheses is the number of the selected features that corresponds to the best result. Analyzing Table 3 , it is obvious that all the feature selection approaches except LS outperform the baseline approach, which indicates that feature selection is an important and indispensable measure to remove the noise and redundant features of the data and to improve the classification performance. Besides, LS and SPEC conduct feature selection in a one-by-one manner. In contrast to LS and SPEC, the approaches MCFS, RUFS, MFFS, RSR, SPNFSR, UDSFS, JGSC, NSSRD, and our approach select the features jointly and achieve good performances. Specially, our DRMFFS achieves the best performance on all the three databases, compared with all the compared approaches. Moreover, the superiority of our DRMFFS over the newest approaches, i.e., JGSC, UDSFS, and NSSRD, also demonstrates that the combination of graph regularization and inner product regularization is crucial to select the most informative features from high-dimensional data.
In the second experiment, the impact of different numbers of the selected features on the performance of our DRMFFS is tested. In this experiment, the number of the selected features is tuned by a grid-search strategy from{10, 20, 30, 40, …, 480, 490, 500}. Figure 3 illustrates the classification results of all the compared approaches on the Extended YaleB, CMU PIE, and AR databases with different numbers of the selected features. Seen from Fig. 4 , the recognition rates of all the algorithms are improved at the beginning with an increase in the number of the selected features. However, this trend changes after they achieve their best performances. Besides, we can find that the performances of matrix factorization-based approaches including MFFS and our DRMFFS are inferior to some other methods when the number of selected features is relatively small. The main reason may lie in that the space spanned by only a small number of features cannot approximate the space spanned by original input samples. Thus, the information of high-dimensional data is not sufficiently maintained.
In the third experiment, the influence of two regularization parameters (i.e., α and β) on the performance of our DRMFFS is evaluated. We first set the same initialization for different parameters and then test the impact of varying the values of parameters α and β on the performance of the proposed approach. Figure 5 depicts the classification results on three databases under different values of α and β. As shown in Fig. 5 , the classification results of the proposed approach change little under different values of α and β on all the databases, which indicates that our approach is insensitive to the choice of parameters α and β. The average recognition rates obtained by our DRMFFS are 0.7277 ± 0.0086 (290), 0.9233 ± 0.0105 (250), and 0.7040 ± 0.0115 (300) for the Extended YaleB, CMU PIE, and AR databases, respectively, which are higher than the results obtained by the newest approaches, i.e., NSSRD, JGSC, and JGSC, which are listed in Table 3 . These results indicate that incorporating both the geometric structure information of the feature space and the correlation among features together are of great importance for feature selection, which can improve the classification performance. Meanwhile, when the value of β is set to zero and α is set to a non-zero value, the recognition rates obtained by DRMFFS are relatively higher than those obtained when setting α to zero. Specially, when the value of α is set to zero, our approach is inferior to those obtained under other non-zero settings since the local structure information of the feature space of the data is totally neglected. Therefore, the preserving of the local structure information of the feature space of the data is important for feature selection. In addition, a relatively large α value or a relatively small β value will cause the second term of the objective function in (7) to dominate and overlook the other two terms. A relatively large β value or a relatively small α value will cause the third term of the objective function in (7) to dominate, and both the matrix factorization and the local structure information of the feature space of the data will be neglected. All in all, the proposed approach can achieve its best performance when the values of α and β are neither too large nor too small. Moreover, we also can see that the varied performances are not caused by different initializations, but the constraints that the initial settings are the same for varied parameters.
In the fourth experiment, we test the influence of initialization for our approach by randomly selecting a set of training samples and testing samples from the AR, Extended YaleB, and CMU PIE databases. Meanwhile, we set the parameters of the algorithm as the optimal parameters. In this test experiment, we randomly generate the matrices A and P, then calculate the recognition rate of the algorithm. Here, the random generation process is repeated 30 times and the corresponding result is shown in Fig. 6 . As seen from Fig. 6 , the recognition rate of our approach is relatively stable at different initializations. Also, it demonstrates that our approach is insensitive to different initializations. The main reason is that our approach eventually converges under different initializations.
In the fifth experiment, we utilize the one-tailed t test to further verify whether DRMFFS performs significantly better than other approaches. In this test, the null hypothesis is that our DRMFFS makes no difference when compared to the existing unsupervised feature selection approaches in classification task and the alternative hypothesis is that our DRMFFS makes an improvement when compared to the other approaches. 
(c) Fig. 7 a-c Convergence curves of DRMFFS on three different databases databases in Section 3.3. In our experiment, the significance level is set to 0.05. As seen from the test results depicted in Table 4 , the p values obtained by all the pairwise t tests are much less than 0.05, which means that the null hypotheses are disapproved in all the pair-wise t tests. Therefore, the proposed approach significantly outperforms other approaches. Finally, the convergence curves of the proposed approach on three different databases are shown in Fig. 7 . As seen from these figures, the proposed approach converges very fast on all the databases, which demonstrates the efficiency and effectiveness of the proposed optimal approach.
Clustering results and analysis
In the clustering experiments, two widely used criteria, i.e., clustering accuracy (ACC) and normalized mutual information (NMI) are adopted to compare the clustering performances of different unsupervised feature selection approaches. The larger ACC or NMI is, the better the performance of the algorithm, and vice versa. Given an input sample x i , let c i and g i be its clustering label and ground-truth label. The ACC can be formulated as
where γ(g i , c i ) denotes an indicator function that equals 1 if c i = g i and equals 0 if c i ≠ g i . Here,map(⋅) is the optimal mapping function that maps each clustering label to an equivalent true label by the Kuhn-Munkres algorithm [45] .
NMI is defined as:
where I(Q, R) represents the mutual information of Q and R; the entropies of Q and R are, respectively, denoted as H(Q) and H(R). In this study, Q and R are the clustering label and the ground-truth, respectively. According to the selected features, we utilize the k-means algorithm to cluster all the samples, by different feature selection algorithms. Considering that the performance of the k-means clustering approach relies on the initialization, we repeat the process of clustering 50 times with different random initializations and the average clustering results with standard deviations are given for this experiment. In this subsection, we use JAFFE, ORL, and COIL20 databases to evaluate the effectiveness of the proposed approach in terms of ACC and NMI.
First, we tune the number of the selected features from 10 to 500 with an interval of 10 to test the clustering performance of different approaches. Tables 5 and 6 (a) (b) (c) report the best ACC and NMI from the optimal fixed parameters obtained by different approaches. In Tables 5  and 6 , the number in parentheses is the number of the selected features that corresponds to the best clustering result. Since we use the same clustering experiment parameter setting with our previous work [21] , the clustering results of some compared approaches are the same with [21] . Several interesting points can be observed from Tables 5 and 6 . First, all the feature selection approaches outperform than the baseline algorithm, indicating that feature selection plays an important role for clustering. Second, both LS and SPEC independently select features without considering the correlations among features. Therefore, their clustering performances are inferior to those of the sparsity regularized-based approaches (i.e., MCFS, RUFS, RSR, SPNFSR, UDSFS, JGSC, NSSRD) and matrix factorization theory-based approaches (i.e., MFFS and our DRMFFS) on all the databases. This indicates that they select the features in a batch manner which is more effective than individually. Although these approaches jointly select features and achieve better performance than LS and SPEC, they either ignore the geometric structure information of the feature space (i.e., MCFS, RUFS, SPNFSR, RSR, UDSFS, JGSC, MFFS), or the correlations among features (i.e., MCFS, RUFS, SPNFSR, RSR, JGSC, MFFS, NSSRD), which will greatly reduce the effectiveness of feature selection. Finally, it can be seen that our DRMFFS outperforms the competing approaches. That is because the DRMFFS takes the geometric structure information of the feature space into the process of feature selection, making the selected feature subset more accurate. Furthermore, the DRMFFS has more advantages than the sparsity regularized-based approaches by replacing the l 1 -norm or l 2 -norm with the inner product regularization term that can be regarded as a combination of the l 1 -norm and l 2 -norm, such as considering the correlations among features, achieving sparsity, and low redundancy simultaneously. All in all, our approach can achieve the best performance on all the databases, which demonstrates that the proposed approach is effective. Second, the impact of various numbers of the selected features on the clustering performance (i.e., ACC and NMI) of different approaches is tested and the results . From the two figures, we can also observe that the clustering performances of our approach are inferior to those of some other approaches when the number of the selected features is small. The reason is the same as the classification experiments. However, with an increase of selected features, the proposed approach performs excellent and is finally superior to all the compared approaches at higher dimensions.
Next, similar to the classification experiment, we test the clustering performances of our approach under various values of parameters α and β. Figures 10 and 11 depict the clustering ACC and NMI, respectively, on the three databases under different values of α and β. From the results depicted in Figs. 10 and 11 , we can easily conclude the optimal values of parameters α and β from the clustering experiments. When the parameters α and β are set to 0, the correlations among features and the local structure information of the feature space of the data are totally neglected. Under this circumstance, the average clustering ACC and NMI performances obtained by DRMFFS are inferior to those obtained under other parameter settings, which is consistent with the observations in the classification experiments. Specially, when the parameter α is set to 0, the performance of our approach is inferior to those obtained under other non-zero settings, indicating that the local structure information of the feature space of the data is effective for improving the performance of feature selection. In addition, we can also see that our approach achieves its best performance when the parameters α and β are set to suitable values.
Furthermore, we also employ the one-tailed t test to verify whether the clustering performance of DRMFFS is significantly better than the existing approaches. Here, we use the average of the clustering results (i.e., ACC and NMI) on all the databases for performance comparison. We set the statistical significant level as 0.05 in this experiment. The p values of the pairwise one-tailed t tests on ACC and NMI are shown in Tables 7 and 8 , respectively. From these results, we can see that the p values obtained by the pairwise one-tailed t tests are less than 0.05, which indicates that our approach significantly outperforms other approaches.
At last, the convergence curves of our DRMFFS on three different databases are shown in Fig. 12 . From these curves, it is easy to observe that the values of the objective function converge very fast, within approximately 20 iterations, on all the three databases.
Conclusions
In this paper, we present a novel unsupervised feature selection approach called Double Regularized Matrix Factorization Feature Selection (DRMFFS) for image classification and clustering. Since the feature manifold is important for dimensionality reduction, we utilize the graph regularization to preserve the manifold information of the feature space aiming to make the learning of feature selection matrix more accurate. Meanwhile, the absolute values of the inner product of the feature weight matrix vectors are employed as a regularization term to ensure high correlation and low redundancy among features simultaneously. Furthermore, we design the corresponding update algorithm to optimize our approach and its convergence is also proved. In our experiments, the proposed approach is evaluated on six benchmark databases in terms of classification and clustering performances. The experimental results show that the proposed approach is effective.
