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This paper deals with the problem of estimating the mean matrix in an elliptically
contoured distribution with unknown scale matrix. The Laplace and inverse Laplace
transforms of the density allow us not only to evaluate the risk function with respect to
a quadratic loss but also to simplify expressions of Bayes estimators. Consequently, it is
shown that generalized Bayes estimators against shrinkage priors dominate the unbiased
estimator.
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1. Introduction
Bayesian procedure is of great use for finding a good estimator in the decision-theoretic sense, and various priors for
estimating location parameters have been studied in the literature. In the case of the normal mean vector, Zheng [1] gave
conditions on modified Stein [2]’s harmonic priors for minimaxity and admissibility of the resultant Bayes estimators, and
Strawderman [3] and Lin and Tsai [4] employed hierarchical priors to yield minimax Bayes estimators. Strawderman [3],
Maruyama [5] and Fourdrinier and Strawderman [6] treated the problem of estimating a location vector in spherically
symmetric distribution based on harmonic priors. Bayesian hierarchical models for estimation of the normal mean matrix
were recently investigated by Berger et al. [7] and Tsukuma [8,9].
The above-mentioned priors yield shrinkage estimators, and often referred to as shrinkage priors. In this paper we
consider Bayesian estimation via shrinkage priors for the mean matrix in elliptically contoured distribution model. A
canonical form of the model and the estimation problem are described as follows: Denote the determinant, the trace and
the transpose of a square matrix A by |A|, trA and AT , respectively. Let X and Z be, respectively, m × p and n × pmatrices
of random variables andΘ andΣ be, respectively,m× p and p× pmatrices of unknown parameters. Suppose n ≥ p andΣ
are positive-definite. Define the joint density function of (X, Z) as
|Σ|−(n+m)/2g{(1/2)trΣ−1[(X −Θ)T (X −Θ)+ ZTZ]}, (1.1)
where g(s) is a nonnegative function of s and hereafter called density generator. The density (1.1) is similar to that of
Kubokawa and Srivastava [10] and includes a canonical form of multivariate linear model with elliptical error. If mean of
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X exists then it is equal to Θ. Consider here the problem of estimating the mean matrix Θ relative to the quadratic loss
function
L(Θ̂,Θ;Σ) = tr (Θ̂ −Θ)Σ−1(Θ̂ −Θ)T , (1.2)
where Θ̂ is an estimator of Θ based on X and S = ZTZ . The risk under the loss function (1.2) is given as R(Θ̂,Θ;Σ) =
E[L(Θ̂,Θ;Σ)].
The unbiased estimator of the mean matrix Θ is given by Θ̂
UB = X , which is a minimax estimator relative to the loss
(1.2) if the density generator g(s) is a decreasing function of s (see [11]). However, Kubokawa and Srivastava [10] showed
that Θ̂
UB
is inadmissible and dominated by Konno [12]’s class of shrinkage estimators.
Several improved versions of shrinkage estimators uniformly dominating Θ̂
UB
have been proposed in literature, while it
is not yet known whether there exist shrinkage priors such that the resulting Bayes estimators are superior to Θ̂
UB
. Our aim
of this paper is to find such shrinkage priors.
In general, mathematical treatment of elliptically contoured distributions involves technical difficulty. For overcoming
the difficulty, this paper takes Chu [13]’s method of directly replacing the density (1.1) by a scale mixture of multivariate
normal distributions on the basis of the Laplace and inverse Laplace transforms of the density function. This method is
of importance and, indeed, it allows us not only to handle the risk function but also to simplify explicit expressions of
generalized Bayes estimators. These facts will lead to our aim.
The rest of this paper is organized as follows. In Section 2, we introduce Konno [12]’s class of shrinkage estimators and
give its risk expression based on [13] but not on [10]. Section 3 treats Bayesian estimation with the following two types of
shrinkage priors:
pi1(Θ,Σ
−1) ∝ |Σ−1|(a+m−1)/2(trΘΣ−1ΘT )−b/2,
pi2(Θ,Σ
−1) ∝
{|Σ−1|(a+m−1)/2|ΘΣ−1ΘT |−(p−m−1)/2 ifm < p,
|Σ−1|(a+m−1)/2|Σ−1ΘTΘ|−(m−p−1)/2 ifm ≥ p,
where a and b are certain constants. These priors are natural extensions of [5]. It is shown that the resulting generalized
Bayes estimators with respect to the quadratic loss (1.2) belong to Konno [12]’s class, and this fact yields conditions on
pi1(Θ,Σ
−1) and pi2(Θ,Σ−1) for which the resulting generalized Bayes estimators dominate Θ̂
UB
. In Section 4 we state
concluding remarks on this paper and some open problems in this research area.
2. Risk functions of shrinkage estimators
First, let us define Konno [12]’s class of shrinkage estimators. Let m ∨ p = max(m, p) and m ∧ p = min(m, p). Denote
by F = diag(f1, f2, . . . , fm∧p) a diagonal matrix based on the eigenvalues f1 ≥ f2 ≥ · · · ≥ fm∧p ≥ 0 such that, for m < p,
XS−1X T = RFRT with an orthogonal matrix R and, form ≥ p, Q T SQ = Ip and Q TX TXQ = F with a nonsingular matrix Q .
Define Konno [12]’s class of shrinkage estimators as
Θ̂
SH
(Φ) =
{(
Im − RF−1Φ(F)RT
)
X ifm < p,
X
(
Ip − QF−1Φ(F)Q−1
)
ifm ≥ p, (2.1)
whereΦ(F) = diag(φ1(F), φ2(F), . . . , φm∧p(F)) is (m∧p)×(m∧p) diagonal matrix whose elements, φi(F)’s, are functions
of F . As pointed out by Konno [12], the class (2.1) is invariant under a group of transformations.
In the normal case, Konno [12] made good use of the normal and the Wishart identities [14,15] to give an unbiased
estimator of the risk of Θ̂
SH
(Φ). Note that for Φ = Φ(F) = diag(φ1, φ2, . . . , φm∧p), the unbiased estimator of the risk can
be written as
R̂(Φ) = mp+
m∧p∑
i=1
{
−2(m ∨ p−m ∧ p− 1)φi
fi
− 4∂φi
∂ fi
− 4
∑
j>i
φi − φj
fi − fj
+ (n+ (2m− p) ∧ p+ 1)φ
2
i
fi
− 4φi ∂φi
∂ fi
− 2
∑
j>i
φ2i − φ2j
fi − fj
}
, (2.2)
provided regularity conditions of Theorem 2.3.1 in [12] hold. See also Konno [16], who gives the method of obtaining the
unbiased estimator of the risk in detail whenm < p.
Kubokawa and Srivastava [10] gave an expression for the risk of Θ̂
SH
(Φ) with respect to an elliptically contoured
distribution model similar to (1.1), but we here derive the expression in a different way. Chu [13] stated a useful method to
obtain the density function of an elliptically contoured distribution from densities of multivariate normal distributions. This
method is the key tool for evaluating the risk of shrinkage estimator and also simplifying generalized Bayes estimators.
Denote byL the Laplace transform operator and byL−1 the inverse Laplace transform operator. Define
wg(t) = (2pi)(n+m)p/2t−(n+m)p/2L−1[g(s)],
provided it exists for a density generator g .
H. Tsukuma / Journal of Multivariate Analysis 101 (2010) 1483–1492 1485
Table 1
Some density generators and their weighting functions (N = (n+m)p).
Distribution g(s) wg (t)
(a) Normal (2pi)−N/2e−s δ(t − 1)
(b) Student’s t
 ν
ν/20((ν + N)/2)
piN/20(ν/2)(ν + 2s)(ν+N)/2
ν > 0
(ν/2)ν/2 tν/2−1e−νt/2
0(ν/2)
(c) Modulated normal

q0(q+ N/2, s)
(2pi)N/2sq+N/2
q > 0
qtq−1, 0 < t < 1
(d) ε-contaminated normal
 (1− ε)e
−s
(2pi)N/2
+ εe
−s/σ 2
(2piσ 2)N/2
0 ≤ ε ≤ 1, σ 2 > 0, σ 2 6= 1
(1−ε)δ(t−1)+εδ(t−1/σ 2)
Lemma 2.1 ([13]). Let V = Σ−1[(X −Θ)T (X −Θ)+ ZTZ]. We then obtain
|Σ|−(n+m)/2g{(1/2)trV } =
∫ ∞
0
wg(t)(2pi)−(n+m)p/2t(n+m)p/2|Σ|−(n+m)/2e−(t/2)trVdt.
Proof. It follows from the same way as in [13] that
g(s) = L[(2pi)−(n+m)p/2t(n+m)p/2wg(t)] =
∫ ∞
0
(2pi)−(n+m)p/2t(n+m)p/2wg(t)e−tsdt.
Replacing s by (1/2)trV and multiplying both sides by |Σ|−(n+m)/2, we obtain the required result. 
Remark 2.1. It is important to note that, by Lemma 2.1,
1 =
∫∫
Rmp×Rnp
|Σ|−(n+m)/2g{(1/2)trV }(dX)(dZ)
=
∫ ∞
0
wg(t)
[∫∫
Rmp×Rnp
(2pi)−(n+m)p/2t(n+m)p/2|Σ|−(n+m)/2e−(t/2)trV (dX)(dZ)
]
dt
=
∫ ∞
0
wg(t)dt,
where (dX) = ∧mi=1∧pj=1 dxij for X = (xij) and (dZ) = ∧ni=1∧pj=1 dzij for Z = (zij). This implies that an elliptically
contoured distribution (1.1) can be represented by a scale mixture of multivariate normal distributions with a weighting
functionwg(t) ifwg(t) ≥ 0 for any nonnegative t . 
Remark 2.2. Table 1 gives specific examples of weighting function wg(t) corresponding to a density generator g(s). In the
table, δ(t) stands for Dirac’s delta function, 0(a) denotes the gamma function and 0(a, s) = ∫ s0 ya−1e−ydy, namely, 0(a, s)
is the lower incomplete gamma function. Note that δ(t) has the following properties∫ ∞
0
δ(t − a)dt = 1,
∫ ∞
0
h(t)δ(t − a)dt = h(a)
for a positive real a. See [17] for more details of Dirac’s delta function and also the (inverse) Laplace transformation.
Other examples of weighting functions are described in [13,18–20]. 
For the density (1.1), let us consider the change of variables from ZTZ to S . The Jacobian is given by J[Z → S] =
|S|(n−p−1)/2pinp/2/0p(n/2), where0p(n/2) indicates themultivariate gamma function. See [21] for derivation of the Jacobian
and definition of the multivariate gamma function. Then the joint density of (X, S) becomes
pinp/2
0p(n/2)
|Σ|−(n+m)/2|S|(n−p−1)/2g{(1/2)tr[Σ−1(X −Θ)T (X −Θ)+ S]}.
Denote by Pk the set of k× k positive-definite matrices. Write (dS) =∧pi≥j dsij for S = (sij). Applying Lemma 2.1 to the
risk of Θ̂
SH
(Φ) yields
R(Θ̂
SH
(Φ),Θ;Σ) = E[L(Θ̂SH(Φ),Θ;Σ)]
=
∫ ∞
0
wg(t)
∫∫
Rmp×Pp
L(Θ̂
SH
(Φ),Θ;Σ)e
−(t/2)trΣ−1(X−Θ)T (X−Θ)
(2pi)mp/2|t−1Σ|m/2
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× |S|
(n−p−1)/2e−(t/2)trΣ−1S
2np/20p(n/2)|t−1Σ|n/2 (dX)(dS)dt
=
∫ ∞
0
wg(t)
t
Et [L(Θ̂SH(Φ),Θ; t−1Σ)]dt,
where X and S are conditionally distributed as Nm×p(Θ, t−1Im ⊗ Σ) and Wp(n, t−1Σ), respectively, and Et denotes the
expectation with respect to their distributions. Hence the normal and the Wishart identities are available for evaluating
Et [L(Θ̂SH(Φ),Θ; t−1Σ)]. Combining the identities and the very same arguments as in Chapter 2 of [12], we can write the
risk of Θ̂
SH
(Φ) as follows.
Theorem 2.1. Under the model (1.1), assume that Θ̂SH(Φ) has finite risk and that regularity conditions such as Theorem 2.3.1 of
Konno [12] hold. Then we have
R(Θ̂
SH
(Φ),Θ;Σ) =
∫ ∞
0
wg(t)
t
Et [̂R(Φ)]dt,
where R̂(Φ) is the same as (2.2).
Note here that R̂(Φ) is not unbiased estimator of the risk of Θ̂
SH
(Φ) in the case of the elliptically contoured distribution
model (1.1).
The risk of Θ̂
UB
is given by
R(Θ̂
UB
,Θ;Σ) = mp
∫ ∞
0
wg(t)
t
dt, (2.3)
provided the integral is finite. If R̂(Φ) ≤ mp, then the risk of Θ̂SH(Φ) is less than or equal to that of Θ̂UB. Therefore we obtain
the following corollary of Theorem 2.1.
Corollary 2.1. Supposewg(t) ≥ 0 for any nonnegative t and
∫∞
0 t
−1wg(t)dt <∞. Under the same assumptions in Theorem 2.1,
Θ̂
SH
(Φ) dominates Θ̂
UB
relative to the loss (1.2) if
(i) for i = 1, . . . ,m ∧ p, φi(F) is nondecreasing in fi,
(ii) 0 ≤ φm∧p(F) ≤ φm∧p−1(F) ≤ · · · ≤ φ1(F) ≤ 2(m∨p−m∧p−1)n+(2m−p)∧p+1 .
Proof. Combining (2.2), (2.3) and Theorem 2.1, we can express the difference in the risks between Θ̂SH(Φ) and Θ̂UB as
R(Θ̂
SH
(Φ),Θ;Σ)− R(Θ̂UB,Θ;Σ) =
∫ ∞
0
wg(t)
t
Et
[
m∧p∑
i=1
{
−2(m ∨ p−m ∧ p− 1)φi
fi
− 4∂φi
∂ fi
− 4
∑
j>i
φi − φj
fi − fj
+ (n+ (2m− p) ∧ p+ 1)φ
2
i
fi
− 4φi ∂φi
∂ fi
− 2
∑
j>i
φ2i − φ2j
fi − fj
}]
dt.
If φi(F) is nondecreasing in fi for i = 1, . . . ,m ∧ p and φ1 ≥ · · · ≥ φm∧p ≥ 0, then it follows that forwg(t) ≥ 0
R(Θ̂
SH
(Φ),Θ;Σ)− R(Θ̂UB,Θ;Σ)
≤
∫ ∞
0
wg(t)
t
Et
[
m∧p∑
i=1
{
−2(m ∨ p−m ∧ p− 1)φi
fi
+ (n+ (2m− p) ∧ p+ 1)φ
2
i
fi
}]
dt
=
∫ ∞
0
wg(t)
t
Et
[
m∧p∑
i=1
φi
fi
{(n+ (2m− p) ∧ p+ 1)φi − 2(m ∨ p−m ∧ p− 1)}
]
dt,
which is less than or equal to zero if (n+ (2m−p)∧p+1)φ1−2(m∨p−m∧p−1) ≤ 0. Hence the proof is complete. 
Remark 2.3. For the distributions (b) and (c) of Table 1, the inequality that for a real number ξ∫ ∞
0
wg(t)t−ξdt <∞
requires, respectively, (b) ν − 2ξ > 0 and (c) q − ξ > 0. Thus, the conditions for finiteness of the risk of the unbiased
estimator Θ̂
UB
are given by (b) ν > 2 and (c) q > 1, respectively. 
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3. Generalized Bayes estimators against shrinkage priors
Let pi(Θ,Σ−1) be a generalized density of prior distribution with respect to (Θ,Σ−1) and let pi(Θ,Σ−1|X, S) be the
density of posterior distribution of (Θ,Σ−1) given the data (X, S). Then, denote the generalized Bayes estimator with
respect to the quadratic loss (1.2) by
Θ̂
GB = Epi(Θ,Σ−1|X,S)[ΘΣ−1]{Epi(Θ,Σ−1|X,S)[Σ−1]}−1
=
∫∫
Rmp×Pp
ΘΣ−1pi(Θ,Σ−1|X, S)(dΘ)(dΣ−1)
{∫∫
Rmp×Pp
Σ−1pi(Θ,Σ−1|X, S)(dΘ)(dΣ−1)
}−1
,
where (dΘ) =∧mi=1∧pj=1 dθij forΘ = (θij) and (dΣ−1) =∧pi≥j dσ ij forΣ−1 = (σ ij).
For Bayesian estimation of the mean matrixΘ, we consider the following shrinkage priors, which are simple extensions
of [5].
Case I. The density of (Θ,Σ−1) is proportional to
pi1(Θ,Σ
−1) ∝ |Σ−1|(a+m−1)/2(trΘΣ−1ΘT )−b/2, (3.1)
where a and b are certain constants.
Case II. The density of (Θ,Σ−1) is proportional to
pi2(Θ,Σ
−1) ∝
{|Σ−1|(a+m−1)/2|ΘΣ−1ΘT |−(p−m−1)/2 ifm < p,
|Σ−1|(a+m−1)/2|Σ−1ΘTΘ|−(m−p−1)/2 ifm ≥ p, (3.2)
where a is a constant.
The shrinkage prior (3.1) is essentially the same as [5] when p = 1 in our model, and (3.2) is a special case of the
hierarchical prior considered by Tsukuma [9] in the normal case.
The following subsections will provide conditions on the shrinkage priors (3.1) and (3.2) for which the resulting
generalized Bayes estimators dominate the unbiased estimator Θ̂
UB
relative to the quadratic loss (1.2).
3.1. Shrinkage prior in case I
Theorem 3.1. Supposewg(t) ≥ 0 for any nonnegative t. If
(i)
∫∞
0 wg(t)t
b/2−(a+m+p)p/2−1dt <∞,
(ii) 0 < b ≤ mp− 2,
(iii) 0 < bn+m+p+a−b ≤ 2(m∨p−m∧p−1)n+(2m−p)∧p+1 ,
then the generalized Bayes estimator against shrinkage prior (3.1) dominates the unbiased estimator Θ̂
UB
relative to the loss (1.2).
For the proof, we need the following two lemmas.
Lemma 3.1. Let h(x) be an integrable function and suppose h(x) > 0. Then for any constant a,
∫ x
a λh(λ)dλ/
∫ x
a h(λ)dλ is
nondecreasing in x.
Lemma 3.2. Let X be a random variable. For integrable functions h1(x) and h2(x), suppose that h2(x) > 0, E[h2(X)] <∞ and
0 < E[Xh2(X)] <∞. If h1(x)/h2(x) is nondecreasing in x, then we obtain
E[Xh1(X)]
E[Xh2(X)] ≥
E[h1(X)]
E[h2(X)] .
Proof of Theorem 3.1. Denote by Θ̂GB1 the generalized Bayes estimator against shrinkage prior (3.1). First, it will be shown
that there exists a diagonal matrix ΦGB = ΦGB(F) such that Θ̂GB1 = Θ̂SH(ΦGB), namely, Θ̂GB1 is a member of the class (2.1),
and secondly we will construct conditions on ΦGB satisfying Corollary 2.1.
For b > 0, the density pi1(Θ,Σ−1) is rewritten as
pi1(Θ,Σ
−1) ∝ |Σ−1|(a+m−1)/2
∫ ∞
0
η−(b+2)/2e−{1/(2η)}trΘΣ
−1ΘT dη,
so that the resulting Bayes estimator is given by
Θ̂
GB
1 = Epi(Θ,Λ,η|X,S)[ΘΛ]{Epi(Θ,Λ,η|X,S)[Λ]}−1,
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where
pi(Θ,Λ, η|X, S) ∝ |Λ|c1g{(1/2)trΛA}η−(b+2)/2e−{1/(2η)}trΘΛΘT
withΛ = Σ−1, c1 = (n+ 2m+ a− 1)/2 and A = (X −Θ)T (X −Θ)+ S . Using Lemma 2.1 and making the transformation
η→ t−1η, we obtain
Θ̂
GB
1 = Epi(Θ,Λ,η,t|X,S)[ΘΛ]{Epi(Θ,Λ,η,t|X,S)[Λ]}−1,
pi(Θ,Λ, η, t|X, S) ∝ |Λ|c1wg(t)tc2η−(b+2)/2e−(t/2)trΛB,
where c2 = (n+m)p/2+ b/2 and B = (X −Θ)T (X −Θ)+ S + η−1ΘTΘ. Making the transformationΛ→ t−1Λwith the
Jacobian J[Λ→ t−1Λ] = t−(p+1)p/2 gives that
Θ̂
GB
1 = C × Epi∗(Θ,Λ,η|X,S)[ΘΛ]{C × Epi∗(Θ,Λ,η|X,S)[Λ]}−1
= Epi∗(Θ,Λ,η|X,S)[ΘΛ]{Epi∗(Θ,Λ,η|X,S)[Λ]}−1, (3.3)
where pi∗(Θ,Λ, η|X, S) = |Λ|c1η−(b+2)/2e−(1/2)trΛB, if
C =
∫ ∞
0
wg(t)tb/2−(a+m+p)p/2−1dt <∞.
It is worth pointing out that the expression (3.3) does not depend on the density generator g , namely, the posterior
distribution of (Θ,Λ, η) given the data (X, S) is independent of g . Since
trΛB = η−1(1+ η)tr[Θ − {1− (1+ η)−1}X]Λ[Θ − {1− (1+ η)−1}X]T + trΛ{(1+ η)−1X TX + S},
integrating out with respect toΘ yields
Θ̂
GB
1 = X − Epi(Λ,η|X,S)[(1+ η)−1XΛ]{Epi(Λ,η|X,S)[Λ]}−1,
with
pi(Λ, η|X, S) ∝ η(mp−b)/2−1(1+ η)−mp/2|Λ|(n+m+a−1)/2e−(1/2)trΛ{(1+η)−1XTX+S}.
Making the change of variables λ = (1+ η)−1 and integrating out with respect toΛ, we obtain
Θ̂
GB
1 = X − G(X, S),
where
G(X, S) = Epi(λ|X,S)[λX(λX TX + S)−1]{Epi(λ|X,S)[(λX TX + S)−1]}−1,
pi(λ|X, S) ∝ λb/2−1(1− λ)(mp−b)/2−1|λX TX + S|−(n+m+p+a)/2, 0 < λ < 1.
Recall that XS−1X T = RFRT form < p and that S = (Q T )−1Q−1 and X TX = (Q T )−1FQ−1 form ≥ p. Note here that
|λX TX + S| =

|S| × |λXS−1X T + Im| = |S|
m∏
j=1
(1+ fjλ) ifm < p,
|λ(Q T )−1FQ−1 + (Q T )−1Q−1| = |S|
p∏
j=1
(1+ fjλ) ifm ≥ p.
Whenm ≥ p, it is seen that
G(X, S) = XQ Epi(λ|X,S)[λ(λF + Ip)−1]{Epi(λ|X,S)[(λF + Ip)−1]}−1Q−1
= XQF−1ΦGB(F)Q−1,
where ΦGB(F) is a diagonal matrix of order pwith the ith diagonal element
φGBi (F) = fi
∫ 1
0 λ(1+ fiλ)−1λb/2−1(1− λ)(mp−b)/2−1
p∏
j=1
(1+ fjλ)−(n+m+p+a)/2dλ
∫ 1
0 (1+ fiλ)−1λb/2−1(1− λ)(mp−b)/2−1
p∏
j=1
(1+ fjλ)−(n+m+p+a)/2dλ
. (3.4)
In the case ofm < p, the fact that X(λX TX + S)−1 = (Im + λXS−1X T )−1XS−1 gives that
G(X, S) = Epi(λ|X,S)[λ(Im + λXS−1X T )−1]XS−1{Epi(λ|X,S)[(λX TX + S)−1]}−1.
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Now, let Γ be an orthogonal matrix such that Γ S−1/2X T = [(XS−1X T )1/2, 0m×(p−m)]T , where C1/2 stands for the symmetric
square root of a positive-definite matrix C and C−1/2 indicates the inverse matrix of C1/2. It is observed that
XS−1{Epi(λ|X,S)[(λX TX + S)−1]}−1 = XS−1/2{Epi(λ|X,S)[(λS−1/2X TXS−1/2 + Ip)−1]}−1S1/2
= XS−1/2Γ TΓ {Epi(λ|X,S)[(λS−1/2X TXS−1/2 + Ip)−1]}−1Γ TΓ S1/2
= (XS−1X T )1/2{Epi(λ|X,S)[(λXS−1X T + Im)−1]}−1(XS−1X T )−1/2X
= {Epi(λ|X,S)[(λXS−1X T + Im)−1]}−1X,
which yields
G(X, S) = Epi(λ|X,S)[λ(Im + λXS−1X T )−1]{Epi(λ|X,S)[(λXS−1X T + Im)−1]}−1X
= REpi(λ|X,S)[λ(Im + λF)−1]{Epi(λ|X,S)[(λF + Im)−1]}−1RTX
= RF−1ΦGB(F)RTX,
whereΦGB(F) is a diagonal matrix of orderm and the ith diagonal element is given from (3.4) by replacing
∏p
j=1 with
∏m
j=1.
This implies that Θ̂
GB
1 lies in the class (2.1). Thus, the rest of this proof is devoted to construction of conditions onΦ
GB for
improving Θ̂
UB
by means of Corollary 2.1.
Applying the transformation λ→ λ/fi to φGBi (F) gives that
φGBi (F) =
∫ fi
0 λ
α+1(1+ λ)−1(fi − λ)β
m∧p∏
j=1
(fi + fjλ)−γ dλ
∫ fi
0 λ
α(1+ λ)−1(fi − λ)β
m∧p∏
j=1
(fi + fjλ)−γ dλ
,
where α = b/2 − 1, β = (mp − b)/2 − 1 and γ = (n + m + p + a)/2. We first prove that φGBi (F) is nondecreasing in fi
for i = 1, 2, . . . ,m ∧ p. Without loss of generality, it suffices to prove the case of i = 1. Let h1(λ|y) = λα(1 + λ)−γ−1(y −
λ)β
∏m∧p
j=2 (y+ fjλ)−γ . Lemma 3.1 immediately yields, for x ≥ f1,
φGB1 (F) =
∫ f1
0 λh1(λ|f1)dλ∫ f1
0 h1(λ|f1)dλ
≤
∫ x
0 λh1(λ|f1)dλ∫ x
0 h1(λ|f1)dλ
. (3.5)
Moreover, it is observed that
h1(λ|x)
h1(λ|f1) =
(
x− λ
f1 − λ
)β
×
m∧p∏
j=2
(
x+ fjλ
f1 + fjλ
)−γ
is nondecreasing in λ, provided β = (mp − 2 − b)/2 ≥ 0 and γ = (n + m + p + a)/2 ≥ 0. Denote by Eλ the expectation
with respect to the uniform distribution on 0 < λ < x. Applying Lemma 3.2 to (3.5) gives that for x ≥ f1
φGB1 (F) ≤
Eλ[λh1(λ|f1)]
Eλ[h1(λ|f1)] ≤
Eλ[λh1(λ|x)]
Eλ[h1(λ|x)] =
∫ x
0 λh1(λ|x)dλ∫ x
0 h1(λ|x)dλ
,
which implies that φGB1 (F) is nondecreasing in f1.
In the similar way as above, we can verify the ordering property of φGBi (F)’s. It will be shown only that φ
GB
1 (F) ≥ φGB2 (F).
Let h2(λ|y) = λα(1+ λ)−1(y− λ)β∏m∧pj=1 (y+ fjλ)−γ and note that
h2(λ|f1)
h2(λ|f2) =
(
f1 − λ
f2 − λ
)β
×
m∧p∏
j=1
(
f1 + fjλ
f2 + fjλ
)−γ
is nondecreasing in λwhen β ≥ 0 and γ ≥ 0. Using Lemmas 3.1 and 3.2 instantly yields
φGB1 (F) =
∫ f1
0 λh2(λ|f1)dλ∫ f1
0 h2(λ|f1)dλ
≥
∫ f2
0 λh2(λ|f1)dλ∫ f2
0 h2(λ|f1)dλ
≥
∫ f2
0 λh2(λ|f2)dλ∫ f2
0 h2(λ|f2)dλ
= φGB2 (F).
Hence it holds that φGB1 (F) ≥ φGB2 (F) ≥ · · · ≥ φGBm∧p(F).
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Finally utilizing the dominated convergence theorem, we obtain
φGB1 (F) =
∫ f1
0 λ
α+1(1+ λ)−γ−1(1− λ/f1)β
m∧p∏
j=2
(1+ fjλ/f1)−γ dλ
∫ f1
0 λ
α(1+ λ)−γ−1(1− λ/f1)β
m∧p∏
j=2
(1+ fjλ/f1)−γ dλ
≤
∫∞
0 λ
α+1(1+ λ)−γ−1dλ∫∞
0 λ
α(1+ λ)−γ−1dλ
= α + 1
γ − α − 1 =
b
n+m+ p+ a− b
for n+m+ p+ a− b > 0. Combining this upper bound and Corollary 2.1 completes the proof. 
Remark 3.1. For the condition (i) of Theorem 3.1, the distributions (b) and (c) given in Table 1 require, respectively, (b)
ν + b− (a+m+ p)p− 2 > 0 and (c) 2q+ b− (a+m+ p)p− 2 > 0. 
3.2. Shrinkage prior in case II
Theorem 3.2. Supposewg(t) ≥ 0 for any nonnegative t. If
(i)
∫∞
0 wg(t)t
−(a+p)p/2−(m∧p)(m∧p+1)/2−1dt <∞,
(ii) m ∨ p− 2(m ∧ p) > 0,
(iii) n− p+ 3 > 0,
(iv) a ≥ −{n+ (2m+ p) ∧ (3p)+ 1}/2,
then the generalized Bayes estimator against shrinkage prior (3.2) dominates the unbiased estimator Θ̂
UB
relative to the loss (1.2).
Proof. Let Θ̂GB2 be the resulting generalized Bayes estimator. We first show that Θ̂
GB
2 is identical to δ
GB of Tsukuma [9] with
(a, b) = (−2(m ∧ p), a), namely,
δGB =
{
Epi(Θ,Σ−1,Ω|X,S)[ΘΣ−1]
{
Epi(Θ,Σ−1,Ω|X,S)[Σ−1]
}−1
ifm < p,
Epi(Θ,Σ−1,Ξ|X,S)[ΘΣ−1]
{
Epi(Θ,Σ−1,Ξ|X,S)[Σ−1]
}−1
ifm ≥ p, (3.6)
where forΩ ∈ Pm and Ξ ∈ Pp
pi(Θ,Σ−1,Ω|X, S) ∝ |Σ−1|(n+2m+a−1)/2|Ω|−p/2e−(1/2)trΣ−1[(X−Θ)T (X−Θ)+S+ΘTΩ−1Θ],
pi(Θ,Σ−1,Ξ|X, S) ∝ |Σ−1|(n+m+a+p)/2|Ξ|−m/2e−(1/2)tr{Σ−1[(X−Θ)T (X−Θ)+S]+Ξ−1ΘTΘ}.
To specify an expression of Θ̂
GB
2 , denote Λ = Σ−1 and A = (X −Θ)T (X −Θ)+ S . In the case ofm < p, it follows from
Lemma 2.1 that
Θ̂
GB
2 = Epi(Θ,Λ,t|X,S)[ΘΛ]{Epi(Θ,Λ,t|X,S)[Λ]}−1,
where
pi(Θ,Λ, t|X, S) ∝ |Λ|c1 |ΘΛΘT |c2wg(t)tc3e−(t/2)trΛA
for c1 = (n+ 2m+ a− 1)/2, c2 = −(p−m− 1)/2 and c3 = (n+m)p/2. Making the transformationΛ→ t−1Λwith the
Jacobian J[Λ→ t−1Λ] = t−p(p+1)/2 gives that
Θ̂
GB
2 = C × Epi(Θ,Λ|X,S)[ΘΛ]{C × Epi(Θ,Λ|X,S)[Λ]}−1
= Epi(Θ,Λ|X,S)[ΘΛ]{Epi(Θ,Λ|X,S)[Λ]}−1 (3.7)
with pi(Θ,Λ|X, S) ∝ |Λ|c1 |ΘΛΘT |c2e−(1/2)trΛA for
C =
∫ ∞
0
wg(t)tc
∗
3 dt <∞, c∗3 = −(a+ p)p/2−m(m+ 1)/2− 1,
which yields the condition (i) of this theorem. Combining (3.7) and the fact that
|ΘΛΘT |−(p−m−1)/2 ∝
∫
Pm
|Ω|−p/2e−(1/2)trΩ−1ΘΛΘT (dΩ),
we can see that Θ̂
GB
2 is equivalent to the case wherem < p in (3.6).
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Whenm ≥ p, applying Lemma 2.1 to the generalized Bayes estimator Θ̂GB2 yields
Θ̂
GB
2 = Epi(Θ,Λ,t|X,S)[ΘΛ]{Epi(Θ,Λ,t|X,S)[Λ]}−1,
where
pi(Θ,Λ, t|X, S) ∝ |Λ|c1 |ΘTΘ|c2wg(t)tc3e−(t/2)trΛA
for c1 = (n+m+ a+ p)/2, c2 = −(m− p− 1)/2 and c3 = (n+m)p/2. Making the transformationΛ→ t−1Λ, we readily
obtain
Θ̂
GB
2 = Epi(Θ,Λ|X,S)[ΘΛ]{Epi(Θ,Λ|X,S)[Λ]}−1,
pi(Θ,Λ|X, S) ∝ |Λ|c1 |ΘTΘ|c2e−(1/2)trΛA,
provided∫ ∞
0
wg(t)tc
∗
3 dt <∞, c∗3 = −(a+ p)p/2− p(p+ 1)/2− 1,
which is the condition (i) of this theorem. From the fact that
|ΘTΘ|−(m−p−1)/2 ∝
∫
Pp
|Ξ|−m/2e−(1/2)trΞ−1ΘTΘ(dΞ),
Θ̂
GB
2 can be rewritten as the expression (3.6) form ≥ p.
As shown above, Θ̂
GB
2 is the same as (3.6). In the normal case, it follows from Proposition 3.1 of [9] that the estimator
(3.6) dominates the unbiased estimator relative to the loss (1.2) if (1)m∨ p− 2(m∧ p) > 0, (2) a > −(n+m∧ p+ 2) and
(3) (p + m − 2(m ∧ p) − 1)/(n + a + 2(m ∧ p) + 1) ≤ 2(m ∨ p − m ∧ p − 1)/(n + (2m − p) ∧ p + 1). Note that (3) is
equivalent to a ≥ −{n+ (2m+ p) ∧ (3p)+ 1}/2 and that
−{n+ (2m+ p) ∧ (3p)+ 1}/2 > −(n+m ∧ p+ 2),
provided n − p + 3 > 0. Hence (2) and (3) can be replaced by the conditions (iii) and (iv) of this theorem. Since (1) is just
the condition (ii) of this theorem, the proof is completed by Corollary 2.1. 
4. Concluding remarks
This paper has addressed the problem of estimating the mean matrix of an elliptically contoured distribution under a
quadratic loss. The Laplace and inverse Laplace transforms of the density were applied to replace the elliptically contoured
distribution by amixture of multivariate normal distributions. It has been demonstrated that the mixture not only provided
a useful expression for the risk of a shrinkage estimator but also made it possible to give conditions on generalized Bayes
estimators against shrinkage priors for dominating the unbiased estimator.
Finally, some important notes and open problems relevant to this paper are listed in the following.
(i) Recall that the unbiased estimator Θ̂
UB
is minimax relative to the loss (1.2) when the density generator g is decreasing.
Then we establish minimaxity of our generalized Bayes estimators based on Theorems 3.1 and 3.2.
(ii) As simple Bayesian procedure, posterior means against the shrinkage priors (3.1) and (3.2) are available. It is easy to
check that the posterior means belong to the class (2.1), and the conditions on the posterior means for improvement
on Θ̂
UB
can be derived by the similar arguments as in Section 3.
(iii) A slightly broader class than shrinkage prior (3.2) is given by
pi(Θ,Σ−1) ∝
{|Σ−1|(a+m−1)/2|ΘΣ−1ΘT |−b/2 ifm < p,
|Σ−1|(a+m−1)/2|Σ−1ΘTΘ|−b/2 ifm ≥ p, (4.1)
where a and b are suitable constants. However, no clue has yet been found to construct conditions on (a, b) that the
resulting generalized Bayes estimators are superior to Θ̂
UB
except where b = p−m− 1 form < p and b = m− p− 1
form ≥ p.
(iv) Maruyama [5] considered a class of shrinkage priors in the problem of estimating a location vector of spherically
symmetric distribution and he gave conditions on the shrinkage priors for which the resulting generalized Bayes
estimators dominate the James–Stein [22] estimator. This result may suggest that the generalized Bayes estimators
against priors (3.1) or (4.1) with suitable a and b are better than the James–Stein type estimator
Θ̂
JS =
(
1− mp− 2
(n− p+ 3)trXS−1X T
)
X
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or the Efron–Morris [23] type estimator
Θ̂
EM =

(
Im − p−m− 1n+ 2m− p+ 1
(
XS−1X T
)−1)X if p ≥ m+ 2,
X
(
Ip − m− p− 1n+ p+ 1
(
X TX
)−1 S) ifm ≥ p+ 2.
The query still remains unresolved.
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