Abstract-Solving dynamic combinatorial problems poses a particular challenge to optimisation algorithms. Optimising a dynamic problem that does not notify the solver when a change has been made is very difficult for most well-known algorithms. Extremal Optimisation is a recent addition to the group of biologically inspired optimisation algorithms, while Ant Colony System has been used to solve a large variety of problem types in static and dynamic contexts. Both algorithms seem well suited to solving problems with hidden dynamics. We present a performance comparison of the two algorithms and endeavour to highlight particular strengths and weaknesses observed with different types of dynamic problem changes.
within a small number of iterations. Hence it was considered suitable for an experiment with hidden dynamics. Other attempts to use either EO or ACS for solving problems with changes that occur without notice are currently unknown.
In essence ACS's functionality is based on encoded experience, whereas EO keeps no record of previous results. In a dynamic context with no recurrence of a previous problem instance, searching on the basis of historic values is often detrimental, as changes can render experience invalid. ACS handles history in a very flexible way, and our research interest lies in establishing whether, and in what circumstances, the flexible use of historic values may be beneficial to solving dynamic problems.
II. EXTREMAL OPTIMISATION
Unlike Genetic Algorithms, which work on a population of solutions, EO improves a single solution using mutation. A solution consists of multiple components which are assigned individual fitness values. The initial implementation proposed in [6] only accepted the component with the worst fitness to be mutated and replaced by a random component. This method proved inefficient in that it produced suboptimal solutions that would not improve further.
Boettcher and Percus [5] introduce a probabilistic choice of component for mutation. The solution components are ranked according to their fitness values, using a rank of 1 for the worst-quality component and n for the best. A candidate component is chosen for mutation and confirmed with a probability of τ − r where r is the fitness rank and τ is a small value between 1 and 10. The behaviour of the algorithm depends entirely on the choice of the τ value, which has been discussed in [3] and other works by the same authors. For the current problems, preliminary experiments have yielded a typical ideal value for τ of ~ 3.
III. ANT COLONY SYSTEM
The basic principle of ant-based algorithms lies in augmenting the probability of re-using components which have led to good results in the past. The probability values are encoded in variables that express the paradigm of pheromone. A component's pheromone value is increased when using the component has led to a successful result. It is decreased -or "evaporated" -over time, so that more recent experience has more influence on current decisions.
In ACS, this pheromone update -evaporation and feedback -is effected after a "cycle", i.e. when a predefined
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(1) where t τ = pheromone value at time t, α = decay factor and ∆ = positive feedback for being part of best solution. This process is known as the global pheromone update. Updating only the pheromone of the global-best solution is a specific feature of ACS, as are the pseudorandom proportional transition rule and the local pheromone update. The pseudorandom proportional transition rule guides the choice of next component during the construction process. It depends on a random value q, which is compared to a predefined threshold value 0≤q 0 ≤1. Depending on the outcome, the next component is chosen by: (2) or according to the probability: The local pheromone update effectively maintains diversity among the solutions built by the ants within one cycle.
IV. EXPERIMENTS
As Branke [7] points out, the implementation of a benchmark for a dynamic solver requires a problem which facilitates the variation of as many environmental variables as possible. Often, the designer is faced with a tradeoff between a natural unpredictability of variations and their measurability. In our experiments, we oscillate between two configurations; a base problem that is being examined and a variation which is being solved during a "disruptive" phase. Note that the recurrence of a problem instance is not a feature of the experiment, but solely a means to enable measurability.
After a change, a solver which makes use of historic information will be hampered by obsolete information from a previous environment. Solvers that do not can be expected to integrate changes more easily, but are often less directed in their search. Whether this simple assumption actually holds for different types of changes is the basic question we are investigating. We chose EO and ACS as representatives of the two types of solvers because we believe that their particular functionality may lead to interesting results.
A. Problem
The choice of problem was inspired by the desire to design illustrative experiments with a broad variety of dynamics. Based on the standard knapsack problem, the composition problem used has components with a type attribute in addition to a cost and value. The number of components in the solution is restricted by a cost limit (the equivalent of knapsack capacity). Introducing typed components provides the possibility of implementing type constraints such as proportions or mutual exclusion.
Consider a problem with a set C of {c 1 (t 1 )...c x (t k )} typed components. The objective is to build a solution S of {c 1 ...c n } components, maximising either of the alternative objective functions (Eq. 5 or 6).
maximise n,
where v = value w(c i ) = cost of component c i l = limit Eq. 7 is the cost limit constraint all problems have in common. The type-related constraints of Equations 8 and 9 are alternatives and describe the rules for adding types of components proportionally (Eq. 8) or under the constraint of mutually exclusive types (Eq. 9) where only one of the types may be present for the solution to be valid.
where x = complexity (number of items in problem) n = number of items in solution
The proportional constraint in (Eq. 4) is an approximation as the smallest possible addition is unity.
B. Problem Dynamics
As has been observed by Randall [13] , the possible types of changes an optimisation problem can undergo are, on a general level, variations of constraints and components as well as changes of the objective function.
In our experiments, we chose two base problems which have the following values in common: x = 500, l = 3000 and k = 5. This allows for approximately 30 to 100 components to be part of a solution, as the components' costs and values are set to random values between 1 and 400. Each of the component types is equally represented in the x components. One of the problems imposes constraints on the relative proportions of each type of component (10:20:30:10:30). Experiments 2-10 (Table II) use this problem as a basis. Experiment 1 (Table II) is based on a problem with a different pair e={t a , t b } of mutually exclusive types.
In the experiments, the base problems and their variations are being solved during alternating phases. A problem is solved for one phase at a time, then swapped for the variation for a disruptive phase before being reintroduced for a third phase to record the performance of the algorithm when solving the problem after the interruption.
The experiments have been designed to juxtapose the behaviour of the algorithms when faced with major change, with their performance in a situation where minor variations can be expected to leave a previously found solution in the vicinity of the new optimum.
C. EO Adaptation
The representation of the problem components, and their fitnesses in the solution, are crucial to the quality of the search outcome. In the model of the component problem used for our experiments, the presence of a component in the solution is a Boolean value and the fitness of a component is a solution-independent static value, obtained in two different ways according to the following objective functions: − optimise value: fitness = (component value / component cost) − optimise item count: fitness = (component cost) -1 The algorithm obtains the correct fitness value for each component from the problem that is being solved, as the problem is aware of the current conditions. This EO adaptation to the current composition problem was applied to the dynamic environment without changes. Some implementations (as in [5] ) reduced the algorithm complexity by rebuilding only the affected parts of the fitness table. When solving dynamic problems, this entails the risk of invalid fitness tables. In the current implementation the complete fitness table is recalculated after each mutation to guarantee its validity.
D. ACS Adaptation
Unlike EO, ACS is a construction algorithm that builds each solution adding one component after the other. Accordingly, the equivalent of EO's fitness value is used for the heuristic value η in ACS, which complements the history value τ when the next component is chosen for inclusion. Therefore, we set η to (component value / component cost) or (component cost) -1 depending on the objective function used by the problem. Reduced cost limit to l = 2500 4
Reduced cost limit to l = 1000 5
Changed type proportions to P = {10:30:20:10:30} 6
Changed type proportions to P = {20:10:10:40:20} 7
Changed attributes (cost, gain) in 10% of the components 8
Changed attributes (cost, gain) in 80% of the components 9
Added an additional 10% to the base problem's components (x = 550) 10 Added an additional 80% to the base problem's components (x = 900) Other parameters that must be set, according to the requirements of the problem at hand, are the initial pheromone value 0 τ , the pheromone update factor ∆, the pheromone evaporation factor α and the heuristic weight β .
The original parameter settings for TSP (Traveling Salesperson Problem) mentioned in [9] lead to a ratio of 0.4 between the pheromone value before and after global update. Since this is one of the crucial factors balancing diversity within the same cycle in combination with the number of ants, we ran several trials to match values around 0.4 with different numbers of ants m. In combination with m = 10, the ratio of 0.4 leads to the best performance observed.
This observation simplifies the global update rule to:
Thus in our model the pheromone update does not depend on the solution quality. Preliminary trials have shown that this does not have a negative effect on the outcome. For the initial pheromone value 0 τ , comparisons were made with the TSP implemented according to the original findings of [9] , which are upheld in [10] . Extensive trials were run to ensure that the best possible combinations are used, an approach mentioned in [2] as a "brute force" option.
E. Trials and Comparability
In all experiments, one of the two problems is being used for observations and the other is used to disturb the solver during an intermediate phase. Each problem is solved for one phase, then swapped for one of the variations listed in Table  II . However, the recurrence of the same problem is not an intentional feature of the problem, it only facilitates measurability. Therefore, we assume that the use of memory as explained in [11] , with an EA-based implementation in [8] , is not a feasible option. Moreover, the use of historic values in ACS was designed for a static problem space. Its goal is to achieve the appropriate level of convergence to narrow the search space and achieve better results. This convergence can be expected to be misleading after a change has occurred.
The monitored problem in each trial is always run for a phase of 10000 mutations (EO) and 1000 cycles (ACS). This means that given m = 10, both algorithms build an equal number of solutions per phase. The shorter disruptive phase is run for 100 (ACS: 10) cycles, the longer disruptive phase for 2000 (ACS: 200) cycles. As the run times per cycle/mutation are very different between the two algorithms, the point of reference for the comparison is the quality achieved on the problem in the disruptive phase. The algorithms -one constructive, the other iterative -are fundamentally different, and no useful comparison could be obtained adjusting the run time of one algorithm match to that of the other.
Most of the changes in Table II lead to a situation where the solution is invalid after the problem has been swapped. According to the rules of hidden dynamics, the EO algorithm cannot know the solution it is currently working on is invalid. It detects violations as it picks components randomly for mutation. Violating components are identified through a check with the problem and mutated with a probability of 1. In some cases, 100 cycles are not enough to produce a valid solution in the given environment.
ACS builds every solution component by component, and no invalid components can be added. We assume, for simplicity, that context changes can only occur between the cycles. When the phases change and the problems are swapped, the global best solution may be invalid. It will be discarded, but the components belonging to it will still have elevated pheromone values that facilitate the reconstruction of solutions that are similar.
V. RESULTS

A. Static Environment
Before we ran our experiments using the dynamic environment, we let both algorithms solve each single problem independently. Equal numbers of solutions were built by both algorithms: 100000 mutations (EO) and 10000 cycles (ACS with 10 ants) respectively. Over 1000 trials, ACS always found the best result for the problems with proportional constraints which is between 0.1% and 0.6% better than EO's performance. The average outcome over the trials is also in favour of ACS. However, ACS' standard deviation is 3 times EO's and ACS takes almost 8 times the run time of EO. The problems imposing a mutual exclusion of component types were solved equally well or better by EO.
This phenomenon can be explained by the number of components the algorithms choose from in each step. Solving problems with mutual exclusion constraints, the algorithms can choose between slightly less than 4/5 (as k=5 in all cases) of the x components as opposed to just below 1/5 with proportional constraints. This would suggest that the directedness of the ACS search loses its advantage over EO at a choice of complexity between 200 and 400 components. Setting x = 1000 leads to a choice between 200 when proportional constraints are applied. However, ACS still outperforms EO in this configuration. As we would have expected, the advantage in favour of EO is more discernible when solving this larger problem with a constraint of mutually exclusive types and the complexity of choice grows to 800 components.
ACS's standard deviation over the runs is over 3 times as high as EO's, while ACS takes approximately 11 times longer to run. In our dynamic experiments, however, we used fewer cycles during phases 1 and 3. Allowing fewer mutations/cycles, the best results are found more often by EO.
B. Dynamic Environment
Here we compared the two algorithms as they solved two problems that were swapped after a given number of cycles. We chose one of the problems to be the base problem and measured how well the algorithm solved it during phase 1, then distracted the solver by swapping it for the alternate problem for the duration of phase 2 and then returned to the base problem in phase 3 and measured the performance of the algorithm. The example problem was monitored for a phase with 10000 mutations (EO) and 1000 cycles (ACS) respectively to allow both algorithms to build an equivalent number of solutions.
The choice of ACS for this kind of task may seem counter-intuitive due to the pheromone-based learning which is intrinsic to ant-based algorithms. However, various authors (e.g. [9] and [13] ) have observed that due to the local pheromone update, ACS handles pheromone-based history flexibly. In [9] , the authors categorise components by pheromone level into three different categories and observe that the transition from one category to the next can be effected in as little as one cycle. To check this, we ran some experiments with just one disruptive cycle and observed, that although the algorithm found the previous solution again after the disruptive phase in all trials, it sometimes took up to 400 cycles to do so.
One disruptive cycle is not a representative setting as a reasonable result on the intermediate problem cannot hope to be achieved. In our experiments, we used the settings shown in Table III .
The results are shown in Table IV . The performance of EO in this kind of experiment has been discussed in detail in [12] . In the work presented here, we concentrate on ACS and a comparison with EO.
The first observation is that although the static results discussed in Section A clearly indicate that ACS outperforms EO in a static context with 100000 mutations, the results obtained solving phase 1 indicate a superior performance of EO at 10000 mutations. EO seems to reach comparable solution quality earlier, while ACS finds better results in the long term. Even after three weeks, EO was not able to solve the problems with proportional constraints to the same quality as ACS.
Over all the experiments, EO outperforms ACS at refinding 99% of its phase 1 results. However, ACS scores better at re-finding 100%: Less EO than ACS trials find the same or a better result in half the experiments. This may be an indication for a narrower search space: in some trials ACS searches in a useful area of the search space; in some it does not. Over several restarts, it is therefore likely to produce a better outcome than EO, but this seems to hold true only above a certain limit of cycles.
As was expected, ACS will find it more difficult to adapt to more severe changes due to the history values recorded in the pheromone. If the best solution of the previous phase is valid, it will uphold a situation of misinformation, reinforcing the pheromone environment cycle after cycle according to the outcome of the previous phase until possibly superseded by a better solution. This is the case in experiments 1, 7 and 8: the change of the objective function and the changes of component cost/value attributes do not render the current global best solution invalid at the phase border. These experiments are also the ones where ACS performs worst in all but the initial (static) phase. Using a heuristic for the transition rule is not an intrinsic feature of ACS, although the use of a heuristic is common because it speeds up the discovery of good solutions. As it seems this may be detrimental to the outcome when components change their worth, we solved experiment 8 using pheromone alone in the transition rule. During the 1000 cycles of phase 1, the algorithm finds only 94.6% of the quality of the best known solution (compared to the 97.3% mentioned in Table IV ). However, it finds 99% of the previous quality in 85% of the cases (Fig. 2) , whereas using the heuristic, it did so in only 38% of the cases (see Table  IV ). The poorer quality of the referenced solution (found in phase 1) can hardly account for the difference on its own. As ACS outperforms EO after an unknown threshold of cycles between 1000 and 10000, we ran experiments 7 and 8 using a phase with 10000 cycles for ACS and a phase with 100000 mutations for EO. As could be expected, ACS scores an average result of 99.1% of the best known outcome for phase 1, surpassing EO by approx. 2%. In phase 3 both algorithms rarely find 100% of these phase 1 results again, but the scores for achieving 99% of the phase 1 result show that ACS will recover from a severe change over time, proving that the directedness of its search is not a serious obstacle for solving dynamic problems of the current complexity (500 components). ACS also seems to have difficulty solving the dynamics of experiment 1, even though the comparison with EO is slightly biased due to EO's poor phase 1 result (which has been discussed in detail in [12] ). As the problem is swapped for the alternative, one of the component types is now admissible, whereas one of the other types has become taboo. The components of the taboo type will not be chosen as members of a solution, hence no local pheromone update takes place and the components retain their pheromone values from before the phase change. 1 The solver will then find a new best solution, adjusting the content of components of all types to the now admissible type. After phase 2 the taboo type suddenly becomes admissible, while the admissible components become unavailable and the pheromone values among the different types are incoherent and lead to a poor solution.
Experiments with changes of the component type proportions were solved more easily by ACS. The change in proportions made in Experiment 5 is minute and the algorithms show surprisingly similar results. The major proportional change of experiment 6, however, is clearly solved better by ACS. For reasons we cannot explain, EO seems to find these proportions hard to solve even in a static context. In a dynamic context, it is obvious that EO would take time achieving validity before evolving the quality of the current solution. It would not profit from greedy removal (see [12] ), because the components to remove will be chosen for being invalid in the current proportions rather than for their poor fitness . Both algorithms perform similarly when accommodating additional components in experiments 9 and 10. Although the experiments have quite different proportions of change -10% versus 80% -there is surprisingly little difference between the outcomes of experiment 9 and 10 in phase 3. Both algorithms still find 100% of the phase 1 result in more than half the instances. EO has difficulty finding a good result in phase 2, as many invalid components need to be flushed from an invalid solution before optimising the result. As the additional components of phase 3, though identical with the ones from phase 1, are introduced as new components, the pheromone values for ACS are reset to the initial value after the phase change.
After these results, we ran the same experiments with double the number of components, leaving all other settings in place, to answer the question whether added complexity would tilt the balance clearly in favour of one or the other algorithm. The basic trends for the different change types observed with the smaller complexity did hold with increased numbers. It became clear that EO finds good results faster: All phase 2 results, produced with limited cycle/mutation counts, were solved to better quality by EO.
VI. DISCUSSION
Algorithms that keep a history are not automatically a poor choice when solving problems with dynamics or even hidden dynamics. The problems that ACS has encountered in these experiments are mostly caused by the implementation details rather than the principle of keeping historic values as a guidance system. Even the greediness of the algorithm may partly be to blame for the narrow paths it takes through the search space.
However, if the solver runs continuously on a randomly changing environment, implying that re-trials are out of the question, EO in its current implementation will be a safer and quicker choice for most of the change types. It will be less likely to find the global best solution, but it can smoothly adapt to most change types producing useful solutions after a relatively short period of reorientation, profiting from the simplicity of the transition from one solution to the next, which results in very competitive run times.
In the current implementation, the component to insert during mutation is chosen randomly. We briefly experimented with a random-proportional choice of insertion (analogous to the random-proportional method ACS uses), but the results were disappointing. Although fairly good solutions are found within very few mutations, the average outcomes over 10000 mutations are below EO's.
Coping with hidden dynamics is a special challenge to a solver and few of the known algorithms lend themselves for the task. The performance of ACS in this context was positively surprising. Some of its shortcomings could be remedied by adding a mechanism that detects stale global best solutions to reduce stagnation after a change.
VII. FURTHER WORK
One of the intrinsic features of a knapsack problem are its "static" fitness or heuristic values, i.e. component quality measures that do not depend on the current problem. This guarantees a relatively linear relationship between component and solution qualities, influenced only by the cost limit. It is also likely to create a search space with similar local optima in close vicinity. We will use our approach on a problem with more solution-dependent heuristic values, e.g. timetabling, in a dynamic situation.
