The high insolation during the Southern Hemisphere summer leads to the development of a heat low over north-west Australia, which is a significant feature of the monsoon circulation. It is therefore important that General Circulation Models (GCMs) are able to represent this feature well in order to adequately represent the Australian Monsoon. Given that there are many different configurations of GCMs used globally (such as those used as part of the Coupled Model Intercomparison Project), it is difficult to assess the underlying causes of the differences in circulation between such GCMs. In order to address this problem, the work presented here makes use of three different configurations of the Australian Community Climate and Earth System Simulator (ACCESS). The configurations incorporate changes to the surface parameterization, cloud parameterization, and both together (surface and cloud) while keeping all other parameterized processes unchanged. The work finds that the surface scheme has a larger impact on the heat low than the cloud scheme, which is caused by differences in the soil thermal inertia. This study also finds that the differences in the circulation caused by changing the cloud and surface schemes together are the linear sum of the individual perturbations (i.e., no nonlinear interaction).
Introduction
The high insolation and surface heating of the Australian land surface in summer (December, January, and February (DJF)) create a strong diurnal cycle in temperature and circulation [1] [2] [3] [4] . During the daytime, solar heating of the land surface acts to warm the air in the low-level atmosphere, which then rises, lowering the surface pressure. This area of low pressure is known as a heat low. Conversely, as the surface cools at night, a stable nocturnal boundary layer forms, allowing the development of a low-level jet and convergence over the heat low [5] . The boundary layer becomes unstable in the morning (following surface heating), which initiates convection and a reduction in surface pressure as described above. Heat lows also occur in other semiarid areas of the world, for example, the Iberian Peninsula [6] [7] [8] [9] and West Africa [10] [11] [12] [13] .
The heat low circulation is an important feature of the Australian monsoon [14] , which resides in the north-west of the continent (see Figure 1 (a), the circulation is centred at approximately 120 ∘ E and 22 ∘ S). It is therefore important to represent the heat low accurately in general circulation models (GCMs) in order to correctly simulate the Australian monsoon system. Previous work by Ackerley et al. [15] shows that the diurnal change in the low-level circulation across the north-west Australian heat low is represented well in the Australian Community Climate and Earth System Simulator version 1.3 (ACCESS1.3). Moreover, Ackerley et al. [16] also show that other GCMs (available as part of the Coupled Model Intercomparison Project phase 5 (CMIP5) including ACCESS1.3 and ACCESS1.0) are also capable of simulating the correct diurnal variation in the low-level circulation. Nevertheless, the magnitudes of the simulated mean wind velocities around the heat low are different for each model by approximately 2-4 m s −1 (approximately 50%; see Figure 6 in [16] ). Given the different configurations of the CMIP5 models, Ackerley et al. [16] do not attribute the differences in the heat low circulation to any specific parameterization scheme. Experiments in which changes are applied individually and in combination with the model physics would therefore be useful in order to help identify the important processes that cause the GCMs assessed by Ackerley et al. [16] to differ.
This study builds on the work by Ackerley et al. [15, 16] by evaluating the simulated north-west Australian heat low in three versions of ACCESS with different parameterizations (see Section 2) . Therefore, by comparing each of the simulations against each other, this paper shows which of the physics changes has the largest impact on the north-west Australian heat low.
The aims of this paper are twofold:
(1) To identify and discuss the differences in the simulated summertime circulation over north-west Australia between three different configurations of ACCESS.
(2) To identify the physical processes within each of the model configurations that causes the differences in the circulation.
A description of the model configurations used in this study is given in Section 2 along with the experimental design and boundary conditions. The main results for the differences in the flow and temperature fields are given in Section 3 and a discussion of why those differences occur is given in Section 4. The main conclusions and suggested further work are given in Section 5.
Methods
The Australian Community Climate and Earth System Simulator (ACCESS) is a series of coupled climate models developed in a partnership between the Commonwealth Scientific and Industrial Research Organisation (CSIRO) and the Bureau of Meteorology [17, 18] . This model (ACCESS) is used extensively in climate research and is Australia's most comprehensive climate model. The three configurations of ACCESS used in this study are ACCESS1.0 (from now A1.0), ACCESS1.1 (A1.1), and ACCESS1.3 (A1.3). A1.0 is considered as the base version of the model in this study. It utilises the Met Office Surface Exchange Scheme version 2 (MOSES2) land surface model [19] and atmospheric physics from the Hadley Centre Global Environment Model 2 (HadGEM2(r1.1), [20, 21] ). A1.1 has the same atmospheric module as A1.0 but uses the Community Atmosphere Biosphere Land Exchange model version 1.8 (CABLE1.8, [19, 22, 23] ) instead of MOSES. The main differences between MOSES and CABLE1.8 (which are described in more detail in [23] ) applicable to this study are as follows: (ii) MOSES represents nine surface types (five vegetated and four nonvegetated) with each grid box split into nine tiles that can be set to any combination of the nine surface types.
(iii) CABLE1.8 represents thirteen surface types (of which 10 are vegetated) with each grid box split into five tiles that can be set to any combination of the thirteen surface types.
A1.3 also uses the CABLE1.8 surface scheme but differs from ACCESS1.1 in the representation of clouds. The main differences between the A1.1 (and A1.0) and the A1.3 cloud schemes are as follows:
(i) Cloud inhomogeneities are represented in A1.3 using the "Tripleclouds" scheme [24, 25] but are not represented in A1.0 or A1.1.
(ii) A1.0 and A1.1 use a diagnostic cloud scheme for both liquid and ice cloud fractions [26, 27] .
(iii) A1.3 uses the Prognostic Cloud Prognostic Condensate scheme (PC2, [28] [29] [30] ), which treats cloud liquid water and ice content, liquid and ice cloud fraction, and total cloud fraction as prognostic variables.
The different configurations of ACCESS will allow us to identify the impact of (1) changing the land surface scheme (A1.1 relative to A1.0), (2) changing the cloud scheme (A1.3 relative to A1.1), (3) changing both the land surface and cloud schemes (A1.3 relative to A1.0), on the summertime circulation over north-west Australia. Given that the CMIP5 models assessed in Ackerley et al. [16] use many different combinations of parameterizations, this study presents an opportunity to identify whether the surface scheme, cloud scheme, or both together play the dominant role in governing the Australian heat low structure. Each configuration of ACCESS (A1.0, A1.1, and A1.3) has been run using Atmospheric Model Intercomparison Project (AMIP, [31, 32] ) prescribed monthly sea-surface temperatures and sea ice conditions from January 1978 to February 2001. The model was initiated with conditions on January 1, 1978, but the months from January 1978 to November 1979 were not used in this study to allow the models sufficient time to spin up. Model data are then used from December 1979 to February 2001 in the analysis below. Temperature and wind speed are taken from all DJFs and used to produce a climatological mean diurnal cycle for 0200, 0800, 1400, and 2000 Australian Western Standard Time (AWST, UTC+8 hr).
The DJF climatological mean 925 hPa wind field from ERA-Interim reanalyses (1979-2008, [33] ) is plotted in Figure 1 (a). The centre of the heat low circulation can be seen at approximately 120 ∘ E and 22 ∘ S with easterly flow over most of the Australian continent. The differences between the wind field in A1.0, A1.1, and A1.3 and ERA-Interim are 1-2 m s −1 over most of the Australian continent ( Figures  1(b)-1(d) , resp.), which are comparable with the differences (i.e., 1-2 m s −1 ) already presented for the CMIP5 models (including A1.0 and A1.3) by Ackerley et al. [16] . Despite the differences in the simulated circulations relative to the reanalyses, the differences in the wind fields between each model configuration are also comparable with the differences relative to the observations (Figures 1(e) and 1(f)). Therefore, this study will focus only on the differences between the model configurations and not the models and observations, which have already been shown in more detail by Ackerley et al. [15, 16] , Bi et al. [19] , and Kowalczyk et al. [22, 23] .
Results

Diurnal Cycle in A1
.0. The main climatological features of the A1.0 simulation are described in this section in order to provide a benchmark from which to look at the changes in circulation that are caused by the different model physics. The mean diurnal cycle of the temperature and horizontal wind at 925 hPa is illustrated in Figure 2 for A1.0. The largest temperature change at 925 hPa (approximately 6 K) occurs between 120-130 ∘ E and 20-25 ∘ S between 0800 and 1400 AWST (Figures 2(a) and 2(b) ). There is also a cyclonic circulation centred on 125 ∘ E and 20 ∘ S at 0800 AWST (Figure 2(a) ), which weakens and turns towards the centre of the heat low as the low-level air heats up (Figure 2(b) ). The change in circulation between 0800 and 1400 AWST is caused by increased low level drag from the presence of dry convection (as discussed in [15, 16] [16] .
In order to evaluate the vertical structure of the heat low, a vertical cross section of potential temperature and the wind field along 125 ∘ E is plotted in Figure 3 . The surface heating and the subsequent convective mixing (just above the surface) disrupt the stable nocturnal boundary layer between 0800 and 1400 AWST and cause the isentropes to intersect with the surface (Figures 3(a) and 3(b) ). This warm, lowlevel air rises parallel to the isentropes, causing cool inflow from the north and south (Figure 3 Dai et al. [35] have shown that the diurnal temperature range in summer (taken from station observations) is reduced when there is increased cloud cover, precipitation, and soil moisture. Therefore, the reduced diurnal temperature range may be caused by higher cloud cover fractions or precipitation in A1.1 relative to A1.0. The climatological mean precipitation and cloud cover for A1.0 and A1.1 are plotted in Figures 8(a) and 8(b) with the difference in precipitation and cloud cover in A1.1 relative to A1.0 in Figures 8(d) and 8(g), respectively. A1.1 is drier and less cloudy than A1.0 over the whole of west Australia, which suggests there will be more solar radiation absorbed at the surface during the day, reduced latent heating, and more terrestrial radiation lost to space at night. A1.1 should therefore have a larger diurnal temperature range than A1.0 (to first order) given the differences in cloud cover and precipitation between the two simulations. It is therefore unlikely that precipitation or cloud cover is playing the dominant role in causing the differences in the diurnal temperature range in A1.1 relative to A1.0. The differences in air temperature below 850 hPa may therefore be caused by the thermal properties of the land surface in each model. To illustrate this, the differences in the diurnal cycle of the downward surface net radiation ( NETdn ) budget between A1.1 and A1.0 are plotted in Figure 9 , first column (3-hour means centred on 0930, 1230, 1530, 1830, 2130, 0030, 0330, and 0630 AWST). Between 0500 and 1400 AWST (Figure 9 : 0630, 0930, and 1230) there is a higher net radiative flux into the land surface in A1.1 relative to A1.0. Conversely, in the afternoon and overnight, the radiative flux from the surface to the atmosphere is higher in A1.1 than A1.0 ( Figure 9, 1530 to 0330 ). The differences in the downward net short-wave radiative flux ( SWdn , column 2), net long-wave radiative flux ( LWdn , column 3), sensible heat flux ( Hdn , column 4), and latent heat flux ( LEdn , column 5) for A1.1 relative to A1.0 are also plotted in Figure 9 to investigate this further. The SWdn is larger in A1.1 than A1.0 over Western Australia by 5-25 W m −2 around 0930, 1230, and 1530 ( Figure 9 , column 2), which is consistent with the lower cloud cover fraction in A1.1 (Figure 8(g) ). The negative anomaly centred on 140 ∘ E is consistent with a small area of higher surface albedo in A1.1 relative to A1.0; however, over most of the continent there is more absorbed solar radiation in A1.1 relative to A1.0, which should act to warm the low-level atmosphere in A1.1.
The values of LWdn are consistently lower in A1.1 relative to A1.0, which suggests that the upwards long-wave radiation is higher in A1.1 ( Figure 9, column 3) . Increased longwave emission from the surface should warm the low-level atmosphere more in A1.1 compared to A1.0. Despite the larger upward long-wave radiative flux in A1.1 relative to A1.0, the upward surface sensible and latent heat fluxes are weaker in A1.1 relative to A1.0 at 0930, 1230, and 1530 ( Figure 9 , columns 4 and 5: positive downward anomalies are indicative of weaker upward values during the day). The large positive Hdn and LEdn cause the positive NETdn around 0930 and 1230 and are indicative of the soil in A1.1 retaining more of this energy than A1.0. Therefore there is less energy available to heat the lower atmosphere, which causes A1.1 to be cooler at low levels during the day (Figure 4(b) ).
At night both the contributions from SWdn and LEdn diminish to almost zero whereas Hdn reverses from positive to negative by 1830 (Figure 9 ). The negative Hdn and LWdn values in A1.1 relative to A1.0 overnight are indicative of the surface acting to warm the lower atmosphere and are consistent with the higher nocturnal temperatures in A1.1 (Figure 4(d) ).
The differences in the radiative fluxes throughout the diurnal cycle suggest that the land surface in A1.1 has a higher thermal inertia than A1.0, which results in lower surface temperatures during the day (despite more radiation being absorbed by the surface) and higher temperatures overnight (the land surface takes longer to cool). A study by Aït-Mesbah et al. [36] showed that soil thermal inertia is likely to be the dominant factor that drives the differences in the diurnal temperature range (DTR) in climate models with higher thermal inertia causing a smaller DTR and vice versa. Moreover, they indicate that the thermal inertia is dependent on the soil water content with higher soil water contents corresponding to increased thermal inertia. The differences in the total soil water content over Australia for A1.1 relative to A1.0 are plotted in Figure 10 . Despite A1.1 simulating drier conditions at the surface over Australia than A1.0, A1.1 has higher soil moisture contents throughout the depth of the soil (Figure 10 ), which would result in a higher thermal inertia and a smaller DTR. This is consistent with the lower daytime and higher nocturnal surface air temperatures.
The differences in the diurnal temperature range subsequently affect the low-level circulation. The reduced surface and low-level air temperatures in A1.1 relative to A1.0 at 1400 AWST act to reduce the amount of dry convection, and therefore convergence, within the heat low. This reduced convergence can be seen in Figure 4 (f) at 925-850 hPa. At night, surface cooling causes the nocturnal boundary layer to form, which reduces the low-level drag and causes the increased convergence within the heat low. This is observed at 2000 AWST in A1.0 (see Figures 2(c) and 3(c) , described in more detail in [2, 15, 16, 34] ); however, the convective mixing will continue for longer in A1.1 as the surface cools slower than in A1.0 between 1400 AWST and 2000 AWST ( Figures  7(c) and 7(g) ). This causes the low-level drag to be larger in A1.1 than A1.0, which reduces the strength of the flow directed towards the centre of the heat low and causes the weakened convergence (see Figure 4 (g)).
A1.3
Relative to A1.1. Across the whole of Australia, except the far south and west, the atmosphere below 800 hPa is cooler throughout the whole day in A1.3 relative to A1.1 (Figures 5(a)-5(d) ). The largest temperature differences (approximately −1.5 K) occur over north Australia at 1400 and 2000 AWST (Figures 5(b) and 5(c) ). Nonetheless, the atmosphere above 700 hPa is consistently ∼2 K warmer in A1.3 than in A1.1 (Figures 5(e)-5(h) ).
The differences in the DJF-mean precipitation and cloud cover are plotted in Figures 8(e) and 8(h). The change to the PC2 plus "Tripleclouds" cloud scheme (from now PC2T) causes a systematic increase in cloud cover and precipitation over Australia in A1.3 relative to A1.1 and is consistent with the change in the vertical temperature profiles in Figures  5(e)-5(h) . The presence of increased cloud acts to reduce the amount of solar radiation reaching the surface, which causes the air temperature to be lower in A1.3 than A1.1 below 800 hPa. Conversely, the increase in latent heating from the presence of the increased cloud cover would act to increase the air temperatures above 700 hPa. Moreover, the largest negative differences in 925 hPa temperatures in A1.3 relative to A1.1 occur where the monsoon precipitation is highest (cf. Figures 5(b) and 5(c) with Figures 8(b) and 8(c) ). Therefore, it appears that the inclusion of PC2T has a stronger impact on the local monsoon circulation (and convection) than the heat low.
Overall, the differences between A1.3 and A1.1 are not as strong as the differences between A1.1 and A1.0 at low-levels (below 800 hPa). Above 700 hPa, due to the significant change in cloud physics in A1.3, the opposite is true.
A1.3 Relative to A1
.0. The differences in the circulation and temperature between A1.3 and A1.0 ( Figure 6 ) are a linear combination of the differences between A1.3 relative to A1.1 and A1.1 relative to A1.0 (not shown as the sums of those differences are <10 −8 ). Therefore there is no nonlinear interaction between CABLE1.8 and PC2T physics when they are used together in A1.3.
The reduced 925 hPa temperatures in A1.3 relative to A1.0 are primarily caused by CABLE1.8 but reduced further by PC2T (Figure 6(b) ). The A1.3 simulation is also warmer over north-west Australia than A1.0 (as with A1.1), which is caused by using CABLE1.8 instead of MOSES; however, the difference in 925 hPa temperature is lower between A1.3 and A1.0 than A1.1 and A1.0 due the low-level cooling caused by PC2T and the presence of increased precipitation and cloud Advances in Meteorology cover (see Figures 8(f) and 8(i) ). The increased cloud cover also causes the air temperatures above 650 hPa to be warmer in A1.3 relative to A1.0, which resembles the differences between A1.3 and A1.1 and suggests that the differences are driven by using PC2T. Despite the changes in air temperature caused by the different cloud physics in A1.3 relative to A1.1, the changes in circulation around the heat low are much weaker than those caused by changing the surface scheme from MOSES (A1.0) to CABLE1.8 (A1.1). Therefore, in terms of modelling the north-west Australian heat low system, the differences between A1.1 and A1.0 are more significant.
Conclusions and Further Work
The aims of this work were to document and discuss the representation of the summertime heat low circulation over north-west Australia in three different configurations of the same GCM (ACCESS). Moreover, this study also aimed at identifying the processes that caused the simulated heat low structure to differ in each simulation.
The main results of this work are as follows:
(i) The differences in the 925 hPa circulation between each configuration of the model are comparable to the differences between each model and the reanalyses ( Figure 1 ).
(ii) The nocturnal convergence into the heat low is stronger in the A1.0 (MOSES) simulation than in A1.1 (CABLE1.8) (Figure 4 ).
(iii) The low-level atmosphere in A1.0 heats up faster during the day and cools down faster at night than in A1.1 ( Figure 7 ).
(iv) The difference in surface heating and cooling rates between A1.0 and A1.1 appear to be driven by differences in the thermal inertia of the soil used by MOSES and CABLE1.8 ( Figures 9 and 10 ). A1.1 (non-PC2T) but there is little impact on the heat low circulation ( Figure 5 ).
(vi) The changes in cloud cover and precipitation in A1.3 relative to A1.1 cause lower air temperatures below 800 hPa and higher air temperatures above 700 hPa ( Figure 5 ).
(vii) The heat low is more sensitive to changes in the surface parameterization (MOSES versus CABLE1.8) than the cloud cover and convection (diagnostic clouds versus PC2T).
This work has shown the impact of changing the parameterized processes in ACCESS on the simulated circulation over north-west Australia. Moreover, the study shows that the differences in circulation associated with these perturbations are comparable with the errors relative to the reanalyses. Attributing circulation errors to specific parameterized processes is difficult to do when evaluating GCM simulations (such as those used in CMIP5) as the parameterizations are likely to be configured differently in each model. In this study, however, since the parameterized processes were changed individually (and in combination), the impact of changing the surface and cloud schemes on the circulation could be quantified. The next logical step for this work is to test the hypothesis discussed in Section 4.1 to see whether the larger soil water contents in the A1.1 simulation are responsible for the smaller DTR relative to A1.0. If reducing the soil water content in A1.1 results in an increase in the DTR such that it becomes almost identical to that of A1.0, then the result would imply that the amount of water stored in the soil is more important in determining the interaction between the land surface and the lower atmosphere than the configuration of the surface scheme employed. This would allow model developers to target the representation of subsurface soil moisture properties as a priority in arid and semiarid land areas such as north-west Australia.
