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1 Introduction and goals
Energy pathways in the ocean encompass the full range of scales from planetary, O(107 m)
down to microscales, O(10−2 m). Energy is introduced in the ocean mostly at seasonal,
planetary scales by the time-mean atmospheric forcing; at diurnal, planetary scales by the
most energetic modes of the barotropic tide; and in the weather band (days to weeks) by
the synoptic weather systems. This energy must either leave the ocean or be converted into
internal energy at the Kolmogorov scale, O(1 cm) [3].
The routes mechanical energy takes from injection to dissipation in the ocean are cur-
rently an open problem. A group of candidates that has been gaining attention over the
past decade includes processes involving the interaction of near-inertial waves (NIWs) with
the mesoscale balanced flow, e.g., [14, 13, 7]. Two broad classes of such processes can be
identified: The first is generation of NIWs by mesoscale and submesoscale instabilities, of-
tentimes called spontaneous loss of balance. The second is the interaction of the balanced
flow with existing NIWs by processes such as refraction, advection and dispersion, a mech-
anism that has been more studied in recent years and has been called stimulated loss of
balance, e.g., [7].
The goals of this project are to: 1) Study the energy exchanges between NIWs and the
balanced flow using idealized simulations and 2) To derive a new asymptotic model to help
develop an understanding of such interactions.
2 Non-asymptotic reduced models
2.1 The modified Thomas & Yamada (2019) model
We develop a new reduced model consisting of the barotropic mode and a high baroclinic
mode, which we denote as T-W model hereafter (Section 2.2 below). This model is a further
reduction of the models implemented by [11] and [9]. We begin by generally following [11]’s
derivation of the parent model to the T-W model. The starting point is the hydrostatic
Boussinesq equations, with the assumption of constant buoyancy frequency N :
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ut + u · ∇u+ wuz + f × u+∇p = 0, (1)
pz = b, (2)
bt + u · ∇b+ wN2 = 0, (3)
∇ · u+ wz = 0, (4)
where (u, v, w) are the velocity components of u in the (xˆ, yˆ, zˆ) directions, respectively, p is
pressure (normalized by a reference density ρ0), b ≡ −gρ′/ρ0 is the buoyancy (where ρ′ is the
perturbation pressure), ∇ ≡ xˆ∂x + yˆ∂y is the horizontal gradient operator, f ≡ zˆf (where
f is the inertial frequency) and N is the buoyancy frequency. We expand all variables in
the following form:
u(x, z, t) = u0(x, t) +
∞∑
n=1
u(x, t)φ′n(z) (5)
w(x, z, t) =
∞∑
n=1
w(x, t)φn(z) (6)
p(x, z, t) = p0(x, t) +
∞∑
n=1
λ−2n pn(x, t)φ
′
n(z) (7)
b(x, z, t) = −
∞∑
n=1
pn(x, t)N
2φn(z) (8)
where φn=0(z) = 1, φn>0 = sin(npiz) is the solution of the Sturm-Liouville problem with
constant stratification N(z) = 1 and rigid lid boundary conditions, i.e.,
φ′′n + λ
2
nN
2φn = 0, with φn(0) = φn(1) = 0 (9)
where the eigenvalues are λn=0 = 0 and λn>0 = npi.
Restricting 5-8 to the barotropic mode (subscript T ) and the n-th baroclinic mode
(subscript C) gives
u(x, t), p(x, t) = [uT (x, t), pT (x, t)] + [uC(x, t), pC(x, t)]×
√
2 cos
(
npiz
H
)
(10)
w(x, t), b(x, t) = [wC(x, t), bC(x, t)]×
√
2 sin
(
npiz
H
)
, (11)
Substituting 10-11 into 1-4 and using the orthogonality property of the modes results in
equations similar to the linear shallow water equations for the n-th baroclinic mode (n ≥ 1):
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∂tuT + f × uT +∇pT + Ro
[
uT · ∇uT + uC · ∇uC +
(∇ · uC)uC] = 0, (12)
∇ · uT = 0, (13)
∂tuC + f × uC +∇pC + Ro
(
uT · ∇uC + uC · ∇uT
)
= 0, (14)
∂tpC +
(
NH
npi
)2
∇ · uC + Ro
(
uT · ∇pC
)
= 0, (15)
where the Rossby number is (with characteristic velocity and horizontal length scales U and
L, respectively)
Ro ≡ U
fL
. (16)
Taking curl of the T-mode’s momentum equation 12 to eliminate pT ,
∂tζT + Ro∇×
[
uT · ∇uT + uC · ∇uC + (∇ · uC)uC
]
= 0, (17)
where ζT ≡ ∂xvT − ∂yuT . Rescaling the baroclinic pressure as pC → BunpC gives the final
set of equations:
∂tζT + Ro∇×
[
uT ·∇uT + uC ·∇uC + (∇ · uC)uC
]
= 0, (18)
∂tuC + zˆ× uC + Bun∇pC + Ro
(
uT · ∇uC + uC · ∇uT
)
= 0, (19)
∂tpC +∇ · uC + Ro
(
uT · ∇pC
)
= 0, (20)
where the modal Burger number is (with a characteristic vertical length scale H)
Bun ≡
(
NH
λnfL
)2
(21)
where the baroclinic mode is a high mode, rather than the first baroclinic mode considered
by [11].
Two-dimensional models obtained from truncating three-dimensional equations to few
modes have been used elsewhere in the literature, e.g., [4, 2]. We call this the modified
Thomas & Yamada (2019) model because [11] treated only the particular case where Bu = 1,
relevant to the first mode of the internal tide rather than near-inertial waves. This difference
can be seen by considering the nondimensional dispersion relation for inertia-gravity waves:
ω2 = f2(1 + Buw), (22)
where ω is the wave frequency, Buw ≡ [Nkh/(fkz)]2 is the wave Burger number, kh ≡√
k2x + k
2
y is the magnitude of the horizontal wavenumber vector and kz is the vertical
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Figure 1: Schematic showing the three components of the modified Thomas & Yamada
(2019) model: The barotropic mode (T -mode) consists only of purely geostrophically-
balanced flow, while the baroclinic mode consists of geostrophically-balanced flow (G-mode)
and unbalanced (near-inertial) wave motions (W -mode).
component of the wavenumber vector. Since near-inertial waves have more energy content
in high baroclinic modes, ω ≈ f , due to which Buw  1. This is the limit considered in
this project. The dynamical components of the system described by 18-20 are represented
schematically in Figure 1. The barotropic mode (T−mode) contains only geostrophically-
balanced energy, while the baroclinic mode contains both balanced energy (G−mode) and
unbalanced inertia-gravity wave energy.
In order to further specialize the model to study the interactions between near-inertial
waves and balanced flows, we supress the G-mode at every time step by inverting the linear
baroclinic potential vorticity q ≡ ζC − pC = ζG − pG and subtracting out the balanced
velocity from the total baroclinic velocity vector uC . This is possible because only the
balanced flow projects on q, since near-inertial waves have no linear potential vorticity.
2.2 The coupled T-W model
A more elegant and less artificial approach to isolate interactions between near-inertial
waves and a balanced barotropic flow is to seek a simpler, two-component model (Figure
2) where the prognostic variables are pure wave quantities. We start from the equations of
motion (with the C subscript dropped):
∂tuT + zˆ× uT +∇pT = FuT , (23)
∂tu+ zˆ× u+ Bu∇p = Fu, (24)
∂tp+∇ · u = F p, (25)
where u and uT are respectively the baroclinic wavy and barotropic geostrophically bal-
anced velocities and
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FuT ≡ −Ro
[
uT · ∇uT + u · ∇u+ (∇ · u)u
]
, (26)
Fu ≡ −Ro(uT · ∇u+ u · ∇uT ), (27)
F p ≡ −Ro(uT · ∇p) (28)
We can define a velocity potential φ and a streamfunction χ such that
u = φx − χy, (29)
v = φy + χx, (30)
u+ iv = (∂x + i∂y︸ ︷︷ ︸
≡∂s
)(φ+ iχ︸ ︷︷ ︸
≡A
), (31)
and
φ = φW , (32)
χ = χG + χW , (33)
p = pG + pW , (34)
(35)
where the subscripts G and W indicate baroclinic balanced (G-mode in Figure 1) and wave
(W-mode in Figure 1) quantities, respectively. The G-mode satisfies
zˆ× uG + Bu∇pG = 0, (36)
∇ · uG = 0, (37)
while the W-mode satisfies
∂tuW + zˆ× uW + Bu∇pW = 0, (38)
∂tpW +∇ · uW = 0. (39)
Defining the Laplacian operator 4 ≡ ∂2x + ∂2y and taking ∇·36, we have
−ζG + Bu4pG = 0⇒ Bu4pG −4χG = 0⇒ χG = BupG. (40)
We form a conservation statement for the linear potential vorticity by setting Ro = 0 in 23,
24 and 25 and taking ∇×24 - 25, defining ζ =∇× u:
∂t(ζ − p) = 0⇒ ∂t(ζG − pG) + ∂t(ζW − pW ) = 0. (41)
5
at this point we note that in the present model, inertia-gravity waves have no linear potential
vorticity, and therefore the combination ζW − pW is identically zero. This implies
pW = ζW ⇒ pW = 4χW . (42)
Back to 41, we have
∂t(ζG − pG︸ ︷︷ ︸
≡qG
) = 0. (43)
If we now make the choice qG = 0 at t = 0, it follows that
pG = ζG ⇒ pG = 4χG. (44)
Using 40 in 44, it follows that
pG = Bu4pG. (45)
The only way that 45 can be satisfied is if pG = 0 for all t, from which it follows that
χG = 0, p = pW and χ = χW . The choice of zero baroclinic potential vorticity qG thus
eliminates the G-mode, resulting in the two-component system represented in Figure 2.
The next step is to obtain evolution equations for φ and χ. Taking ∇·24, ∇×24 and
425 yields, respectively,
∂t(
4φ︷ ︸︸ ︷
∇ · u)−4χ+ Bu4p =∇ · Fu, (46)
∂t(∇× u︸ ︷︷ ︸
4χ
) +4φ =∇× Fu, (47)
∂t(4p) +42φ = 4F p. (48)
Taking 47 - Bu×48,
∂t4
(
χ− Bup) = −4(1− Bu4)φ+∇× Fu − Bu4F p. (49)
We then note that
χ− Bup = χG − BupG︸ ︷︷ ︸
=0
+χW − BupW = χW − BupW , (50)
where the last equality in 50 follows from 40. Using 42 in 49:
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∂t4
(
χ− Bu4χ) = −4(1− Bu4)φ+∇× Fu − Bu4F p. (51)
or
∂tχ = 4−1
(
1− Bu4)−1∇× Fu − Bu(1− Bu4)−1F p − φ. (52)
By using 42 in 46, we obtain
∂t(4φ) = 4(1− Bu4)χ+∇ · Fu, (53)
or
∂tφ = (1− Bu4)χ+4−1(∇ · Fu). (54)
Taking ∇×23 and noting that ∇ · uT = 0 gives the evolution equation for the T-mode’s
vorticity ζT = 4Ψ, where Ψ is the T-mode’s streamfunction:
∂tζT =∇× FuT . (55)
We now seek an evolution equation for the purely inertial wave mode (the zeroth wavenum-
ber wave). This mode’s velocity is spatially uniform across the domain, and therefore can
be isolated by taking the spatial average (denoted by 〈•〉) of the momentum equation 24:
〈ut〉+ zˆ× 〈u〉+ 〈Bu∇p〉 = 〈Fu〉 (56)
Defining A0 ≡ 〈u〉+ i〈v〉 = u0 + iv0, the xˆ and yˆ components of 56 are, respectively,
∂tu0 − v0 = <〈Fu〉, (57)
∂tv0 + u0 = =〈Fu〉 (58)
Taking 57 + i×58 yields
∂tA0 = −iA0 + <〈Fu〉+ i=〈Fu〉. (59)
Equations 52, 54, 55 and 59 form a set of evolution equations for the barotropic vorticity
ζT (T-mode), the near-inertial wave amplitude A ≡ φ+ iχ (W-mode) and the pure inertial
oscillation’s amplitude A0.
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Figure 2: Schematic showing the two components of the T−W model: The barotropic mode
(T -mode) consists only of purely geostrophically-balanced flow, while the high baroclinic
mode consists only of unbalanced (near-inertial) wave motions.
2.2.1 Energetics of the coupled T-W model
We may obtain equations for the kinetic energy of the divergent and rotational parts of the
wave velocity by taking φ×53 and χ×452, respectively, and integrating over the domain.
The result is (recalling from 42 that p = 4χ),
∂
∂t
1
2
〈|∇φ|2〉 = 〈∇φ ·∇χ〉 − Bu〈∇φ ·∇(4χ)〉+ 〈Fu ·∇φ〉, (60)
and
∂
∂t
1
2
〈|∇χ|2〉 = −〈∇φ ·∇χ〉 − 〈χ(1− Bu4)−1(∇× Fu − Bu4F p)〉. (61)
The first term on the right-hand sides of 60 and 61 appears with opposite signs in both
equations and can therefore be interpreted as a conversion term that represents the kinetic
energy transfers between the rotational and divergent parts of the wave field.
Recalling again that p = 4χ, we can also form a potential energy equation by taking
4χ×452 and integrating over the domain to obtain
∂
∂t
1
2
〈(4χ)2〉 = −〈4χ4φ〉+ 〈4χ(1− Bu4)−1(∇× Fu − Bu4F p)〉. (62)
The pure inertial mode’s energy equation can be obtained by taking A?0×59, adding the
entire expression’s complex conjugate and dividing the result by two (where the star super-
script indicates the complex conjugate):
∂
∂t
1
2
|A0|2 = <〈Fu〉<A0 + =〈Fu〉=A0. (63)
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Finally, the T-mode’s energy equation can be obtained by taking −Ψ×55 and integrating
over the domain.
∂t
1
2
〈ΨζT 〉 = 〈Ψ∇× FuT 〉. (64)
It can be verified numerically that the system conserves total energy, that is, (60) + (61)
+ Bu×(62) + (63) + (64) = 0:
∂
∂t
1
2
∫∫
|∇φ|2 + |∇χ|2 + Bu(4χ)2 + |A0|2 −ΨζT dA = 0. (65)
3 Parameter sweep with the linearized modified Thomas &
Yamada (2019) model
Next, we explore the sensitivity of the energy changes to different barotropic flows in the
linearized version of 18-20 (linearized about a steady barotropic balanced flow U = xˆU +
yˆV ). We solve 18-20 using a standard pseudo-spectral code based on [10]. Figure 3 compares
the evolution of wave kinetic, potential and total energies for simulations with barotropic
balanced flows with randomized phase and increasing number of initial wavenumbers Ki.
The wave amplitude can be further approximately decomposed into clockwise and
counter-clockwise motions as follows:
U = A−e−it +A+eit (66)
So that the kinetic energy is
1
2
∫∫
UU dx dy = 1
2
∫∫
|A−|2 + |A+|2 +A−A+e+2it +A+A−e−2it dx dy (67)
and the potential energy is (using the fact that p+ = p−)
1
2
∫∫
pp dx dy =
1
2
∫∫
2|p−|2 + p− p−e+2it + p−p−e−2it dx dy (68)
Figure 4 compares the evolution of the wave energy terms associated with positive
(proportional to A+) negative (proportional to A−) and mixed (proportional to A+A− +
c.c.) amplitudes. It can be seen that the cross component has magnitude comparable to
the + and − components, indicating that this decomposition is non-orthogonal, contrary
to the orthogonal decompositions used in e.g., [5, 11].
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Figure 3: Wave energy changes for 6 (top left) 12 (top right) and 24 (bottom) initial
wavenumbers in the system evolving according to Equations 18-20. Note that the wave
potential energy gain is offset by the wave kinetic energy loss, causing the total wave energy
to decrease.
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Figure 4: Kinetic (top left), potential (top right) and total (bottom) wave energy changes
in the system evolving according to Equations 18-20 for the approximate decomposition in
+, − and x (cross) terms. Note that the cross terms are not negligible, indicating that this
simplified decomposition is non-orthogonal.
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4 Helmholtz decomposition of reduced model solutions
In this section we briefly compare the energy partitioning into rotational (balanced, non-
divergent) and divergent (unbalanced, irrotational) motions in the linearized version of 18-20
with the partitioning in the simpler Young and Ben Jelloul (YBJ, [14]) model. The total ve-
locity field can be decomposed into a velocity potential φ (irrotational) and a streamfunction
ψ (non-divergent) according to
ψ = 4−1(vx − uy), (69)
φ = 4−1(ux + vy), (70)
u+ iv = (∂x + i∂y)(φ+ iψ). (71)
Figure 5 shows the spatial distribution of the wave kinetic energy density in a simulation
of the linearized 18-20 system. Figure 6 shows the energy evolution in different reservoirs,
which is similar in both systems: The purely inertial mode (inertial oscillations evolving
according to 59, dashed black lines) loses kinetic energy while the near-inertial modes gain
kinetic energy. This energy gain is approximately equipartitioned between rotational and
divergent motions. It can also be seen that the wave kinetic energy decreases in the linearized
18-20 solution, while it stays constant in the YBJ solution, as predicted by one of its
conservation laws [14]. The fact that the YBJ system conserves wave kinetic energy is one
of its limitations.
5 Wave-balanced flow interaction: Case studies
In this section we aim to gain some physical intuition on the wave-balanced flow interac-
tion by analyzing a set of initial value problems with different barotropic flows as initial
conditions. Specifically, we seek answers to the following questions:
1. How do different balanced flows couple with the near-inertial wave field?
2. what is the direction of the energy transfers, i.e., from balanced flow to waves or from
waves to balanced flow?
The system simulated is 18-20, where the barotropic flow evolves according to Equation
18 and therefore has a two-way coupling with the near-inertial waves. The balanced part
of the baroclinic mode is removed by inverting the potential vorticity. Although the two-
component T -W model has not been numerically implemented yet, it is expected to give
similar results.
We begin with an initial barotropic flow of a simple Gaussian anticyclone (Figure 7) in
the presence of a spatially uniform inertial oscillation. As is well known in the literature
(e.g., [7]), wave kinetic energy density gets trapped inside anticyclonic vortices, as observed
in this experiment (top-right panels in Figure 7). The total balanced energy increases at
the expense of the total wave energy, and the skewness of the barotropic vorticity changes
from negative to slightly positive by t = 200 (bottom panel of Figure 7), indicating a change
in the predominance of anticyclones (negative vorticity) to cyclones (positive vorticity).
12
Figure 5: Kinetic energy density snapshots of a linearized 18-20 solution decomposed into
rotational (ψ) and divergent (φ) parts.
Figure 6: Energy changes for the linearized 18-20 system (left) and the YBJ system (right).
The kinetic energy is decomposed into rotational (ψ, green) and divergent (φ, yellow) parts.
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When the initial barotropic flow is a cyclone superimposed on a spatially uniform inertial
oscillation, wave kinetic energy density is repelled from the core of the vortex (top-right
panels of Figure 8), contrary to the anticyclonic case described in the previous paragraph.
The skewness changes from positive to negative, also in contrast with the anticyclonic case.
However, the energy changes of the cyclonic case are qualitatively similar to the anticyclonic
case (bottom panel of Figure 8).
Does this energy pathway change direction as Ro → 1? Figure 9 shows results of a
simulation identical to that in Figure 7, except for the Rossby number, which is set to 1.
Numerical instability sets in very early on in the simulation, and total energy is no longer
conserved after t ≈ 2.5. However, if not an initial transient or a numerical artifact, the
behavior seen at t < 2.5 could suggest that the energy exchange changes direction, with
waves now extracting energy from the balanced flow. This would imply that it is possible to
reproduce the behavior of fully three-dimensional, non-hydrostatic Boussinesq simulations
at Ro ∼ 1 (e.g., [1]) with this simple two-dimensional model.
When the initial conditions have both anticyclones and cyclones randomly distributed
across a few low wavenumbers, the behavior is qualitatively similar to when only one sign of
vorticity is initially present, in the sense that anticyclones trap wave energy while cyclones
repel it (upper-right panels of Figures 10 and 11). The energy changes are also similar,
with the waves losing total energy while the balanced flow gains total energy. The wave
energy is initially contained entirely in the purely inertial, spatially uniform mode (k = 0),
but it decreases rapidly mirroring the increase in wave energy in the higher modes (k 6=
0). Importantly, the energy changes appear to be relatively insensitive to the relationship
between Ro and Bu and the initial balanced/wave energy ratio, Et0/Ew0 (compare Figure
10, where Bu = Ro = 0.01 and Et0/Ew0 = 1, with Figure 11, where Bu = Ro
2 = 0.01 and
Et0/Ew0 = 0.01). The vortices in the simulation where Et0/Ew0 = 0.01 are more deformed,
with a less smooth vorticity distribution (compare upper-right panels of Figures 10 and 11),
indicating that the balanced flow can be appreciably impacted by the near-inertial waves
in this strong wave regime.
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Figure 7: Coupled T-W wave energy changes (lower panel) and snapshots of the barotropic
vorticity ζT and the wave amplitude |A| (upper panels), initialized with a barotropic anti-
cyclone. ∆ET , ∆Etot, ∆PEW , ∆KEW,k=0 and ∆EW are the balanced barotropic energy,
the total (wave + balanced) energy, the wave potential energy, the wave kinetic energy in
the purely inertial mode (k = 0) and the total wave energy, respectively. The purple line
in the lower panel is the instantaneous skewness of the barotropic vorticity. Et0/Ew0 is the
initial balanced-to-wave energy ratio, and N and dt are respectively the number of Fourier
modes and the time step in the simulation. 15
Figure 8: Same as Figure 7 but initialized with a barotropic cyclone.
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Figure 9: Same as Figure 7, but initialized with a barotropic anticyclone with Ro = 1.
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Figure 10: Same as Figure 7, but initialized with 6 wavenumbers with randomized phase and
the same initial energy in the balanced and wave modes, i.e., Et0/Ew0 = 1. Ro = Bu = 0.01.
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Figure 11: Same as Figure 7, but initialized with 6 wavenumbers with randomized phase,
and a hundred times more initial energy in the wave modes, i.e., Et0/Ew0 = 0.01. Ro = 0.1
and Bu = Ro2 = 0.01).
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6 Asymptotic model for NIWs-balanced flow interaction
In this section we derive a new asymptotic model that represents both clockwise and coun-
terclockwise wave modes. We begin with the truncated equations derived by [10], linearized
about a steady balanced barotropic flow, written in complex representation:
Ut + iU + 2Bups∗ + RoF u = 0, (72)
pt + Us + Us∗ + RoF p = 0, (73)
where
Fu ≡ UT + UUs + UUs∗ + i
2
(Uζ + Uσ), (74)
Fp ≡ pT + Ups + Ups∗ , (75)
ζ ≡ 4Ψ, σ ≡ 4⊥Ψ (76)
Following [10]’s Appendix B, the governing equations can be rewritten only in terms of
velocity in complex representation as
∂t
(
∂2tt + 1− 4Bu∂2ss∗
)U + RoRu = 0 (77)
∂t
(
∂2tt + 1− 4Bu∂2ss∗
)
p+ RoRp = 0, (78)
where
Ru ≡ iF ut − F utt + iBu
(
F uss∗ − F uss
)
+ iBu
(
F uss∗ − F us∗s∗
)
+ 2Bu
(
F ps∗t − iF ps∗
)
(79)
Rp ≡ F ust + F us∗t + i
(
F us∗ − F us
)− F ptt − F p. (80)
We write the solutions as
U = A−e−iωt +A+e+iωt, (81)
p = − i
ω
(
A−s +A+s∗
)
e−iωt +
i
ω
(
A+s +A
−
s∗
)
e+iωt (82)
Expanding U and p in powers of Ro:
U = U (0) + RoU (1) + Ro2U (2) + · · · (83)
and substituting in the momentum equation,
iω(∓ω2 ± 1∓ 4Bu∂2ss∗)A∓0 = 0 (84)
iω(∓ω2 ± 1∓ 4Bu∂2ss∗)︸ ︷︷ ︸
≡M∓
A∓1 +R
∓
0 = 0 (85)
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To obtain a single pair of equations for A∓ ≡ A∓0 + RoA∓1 , we follow the reconstitution
technique as used by e.g., [6, 12, 8]. The first step is to add a small correction to the RHS
of the O(1) equations:
M∓A∓0 = RoΦ∓ (86)
M∓A∓1 +R∓0 = 0 (87)
Take (86) + Ro× (87):
RoΦ∓ = −Ro[M∓A∓1 −R∓0 ] (88)
Substitute back in 86:
M∓A∓ + RoR∓0 = 0 (89)
After some manipulations, the coupled equations for A− and A+ become:
[L∓ − 2Bu(1 + i)∂2ss∗]A∓T = 2Bu(1 + i)(A±Ts∗s∗ + β∓)− L∓α∓ · · · (90)
· · · ∓ iω
Ro
(− ω2 + 1− 4Bu∂2ss∗)A∓ +DA∓, (91)
where the hyperviscosity operator D ≡ ν42r has been added and
L∓ ≡ {ω(ω ± 1) + iBu[∂2ss∗ − ∂2ss + ∂2ss∗(•)− ∂2s∗s∗(•)]}, (92)
α∓ ≡ UA∓s + UA∓s∗ +
i
2
(
A∓ζ +A±σ
)
, (93)
β∓ ≡ [U(A∓ss +A±ss∗) + U(A∓ss∗ +A±s∗s∗)]s∗ . (94)
in Cartesian coordinates, Equation 90 reads
[
L∓ − 1
2
Bu(1 + i)4
]
A∓T = 2Bu(1 + i)
(
1
4
4⊥A±T + β∓
)
− L∓α∓ · · · (95)
· · · ∓ iω
Ro
(− ω2 + 1− Bu4)A∓ +DA∓,
and
L∓ ≡ ω(ω ± 1) + i
2
Bu
(
∂2yy + i∂
2
xy
)
+
i
2
Bu
(
∂2yy − i∂2xy
)
(•). (96)
If ω = 1 and Bu, A+ → 0, the YBJ [14] amplitude equation is recovered for A−:
A−T +U · ∇A− +
i
2
(
A−ζ − Bu
Ro
4A−
)
= 0. (97)
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6.1 Numerical implementation
Our next goal is to solve 95 numerically. Equation 95 can be rewritten as
[
(ω ± 1)− Bu
2
4˜
]
A∓T −
Bu
2
(1 + i)4⊥A±T ± iω(−ω2 + 1− Bu4)A∓ −DA∓ = · · ·
· · · − L∓α∓ + 2Bu(1 + i)β∓, (98)
and semi-discretized with a forward-in-time scheme as
[
ω(ω ± 1)− Bu
2
4˜
]
A∓(n+1) −A∓(n)
Roδt
− Bu
2
(1 + i)4⊥A
±(n+1) −A±(n)
Roδt
· · ·
· · · ± iω(−ω2 + 1− Bu4)A∓(n+1) −DA∓(n+1) = −L∓α∓(n) + 2Bu(1 + i)β∓ (99)
Multiplying through by Roδt and rearranging yields:
[
ω(ω ± 1)− Bu
2
4˜ ± iωRoδt(−ω2 + 1− Bu4)− RoδtD
]
A∓(n+1) − Bu
2
(1 + i)4⊥A±(n+1) = · · ·
· · ·
[
ω(ω ± 1)− Bu
2
4˜︸ ︷︷ ︸
≡L˜∓
]
A∓(n) − Bu
2
(1 + i)4⊥A±(n) + Roδt(2Bu(1 + i)β∓(n) − L∓α∓(n)),(100)
where
4˜ ≡ ∂2xx + ∂2yy + ∂2xy + i∂2xx (101)
and the (n) and (n+ 1) superscripts indicate the time step at which the term is evaluated.
Writing A∓ in terms of their real and imaginary parts, i.e., A∓ = A∓R + iA
∓
I , we have
[
L˜∓ ± iωRoδt(−ω2 + 1− Bu4)− RoδtD
](
A∓R + iA
∓
I
)(n+1) − Bu
2
(1 + i)4⊥(A±R − iA±I )(n+1) = · · ·
· · · L˜∓(A∓R + iA∓I )(n) − Bu2 (1 + i)4⊥(A±R − iA±I )(n) + Roδt(2Bu(1 + i)β∓(n) − L∓α∓(n)),(102)
Equation 102 and its complex conjugate can be written respectively as
H∓1 A∓(n+1)R + iH∓1 A∓(n+1)I +H2A±(n+1)R − iH2A±(n+1)I = R∓(n) (103)
and
H∓1 A∓(n+1)R − iH∓1 A∓(n+1)I +H2A±(n+1)R + iH2A±(n+1)I = R∓(n). (104)
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In matrix form, 
H−1 iH−1 H2 −iH2
H2 −iH2 H+1 iH+1
H−1 −iH−1 H2 iH2
H2 iH2 H+1 −iH+1


A
−(n+1)
R
A
−(n+1)
I
A
+(n+1)
R
A
+(n+1)
I
 =

R−(n)
R+(n)
R−(n)
R+(n)
 (105)
The next step is to implement and time-step this system numerically.
7 Conclusions
The main results of this project are as follows:
• A new two-component 2D model seems to reproduce the energetics of more complex
3D models, i.e., energy transfer from NIWs to the balanced flow at low Ro;
• This might be the simplest non-asymptotic two-component model that also captures
balanced energy dissipation at high Ro;
• Idealized models such as the ones developed in this study can be used as testbeds
for parameterizations for global 3D models in regions of high NIW energy (instead
of artificially enhanced viscosity) and
• A new asymptotic model was derived for NIW-balanced flow interactions.
8 Next steps
The next steps in this project are to
• Verify if the direction of the energy exchange (NIWs→balanced) changes as Ro
= O(1) is approached (computationally demanding) and
• Test the new asymptotic model against the parent T-W model.
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