Abstract. The supervisory control problem of discrete event systems with temporal logic specifications is studied. The full branching time logic of CTL* is used for expressing specifications of discrete event systems. The control problem of CTL* is reduced to the decision problem of CTL*. A small model theorem for the control of CTL* is obtained. It is shown that the control problem of CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time. A sound and complete supervisor synthesis algorithm for the control of CTL* is provided. Special cases of the control of computation tree logic (CTL) and linear-time temporal logic are also studied.
1. Introduction. Discrete event systems (DESs) involve discrete-valued quantities that evolve in response to certain discrete qualitative changes, called events. Examples of events include arrival of a customer in a queue, termination of an algorithm in a computer program, loss of a message packet in a communication network, and breakdown of a machine in a manufacturing system. The theory of supervisory control of DESs was introduced by Ramadge and Wonham [28] for designing controllers so that the controlled system satisfies certain desired qualitative constraints, such as a buffer in a manufacturing system should never overflow, or a message sequence in a communication network must be received in the same order as it was transmitted. Many extensions of the basic supervisory control problem such as control with partial observations, decentralized control, modular control, control of nondeterministic systems, and control of infinite behaviors represented by ω-languages, have been studied [16] .
In the supervisory control framework for discrete-event systems, an uncontrolled discrete event system, called plant, is modeled as a state machine, the event set of which is finite and is partitioned into the set of controllable and uncontrollable events. The language generated by such a state machine is used to describe the behavior of the plant at the logical level. The control task is formulated as that of the synthesis of a controller, called a supervisor, which exercises control over the plant by dynamically disabling some of the controllable events so that the plant achieves a certain desired behavior, called a specification, which is typically expressed as a formal language. module checking, the state set is partitioned into the system states and the environment states, and any subset of the feasible events can occur when the system is in one of its environment states. This, in our setting of supervisory control, translates to having 1. states where either all events are controllable (the environment states of module checking) or all events are uncontrollable (the system states of module checking), and 2. the supervisor (the environment in the setting of module checking) is a deterministic system. Our setting is more general: all states can have some events that are controllable and others that are uncontrollable, and the supervisor we design can be a nondeterministic system. (See Example 1.)
The setting of "control of reactive systems" [18] has a more ambitious goal: synthesize a controller (which disables events in system states) so that the controlled system satisfies the given CTL* specification for all possible environments (which disables events in environment states). Since it is again possible to disable a set of feasible events in a system state (through a controller), this, in the supervisory control setting, translates to having the following:
1. all events are controllable in all states, and 2. the supervisor is a deterministic system. As explained above, such restrictions are not present in the setting of supervisory control. It should be noted that in the setting of "control of reactive systems," there are two types of "players," a controller/supervisor and the environment. The supervisory control setting allows only one type of player, namely, a controller/supervisor, whereas the environment is always the "maximal" one (that never disables any event). Thus there are also some differences between the settings.
The work on "robust satisfaction" [19] does consider nondeterministic environments (i.e., supervisors). But the composition mechanism, through which the system and the environment interact, brings about additional restrictions, namely, 1. all events in all states are controllable, 2. exactly one controllable event is enabled in each state, and 3. the environment only "observes" the current state of the system (and not the particular event executed by the system), The existence of the first two restrictions can be argued as follows: in the setting of "robust satisfaction," the environment, based on its present state, generates a unique output (which is an input for the system) that enables that particular event (and nothing else) in the system. Note that by outputting a certain event, the environment can enable that particular event in the system (equivalently, disable others), thereby making all events controllable in all states of the system. A justification for the third restriction is that the environment updates its state based on only the output generated by the system, which is a function of only the system's state. It should be noted that the setting of "robust satisfaction" allows a type of partial observation since the interacting systems only observe each others' outputs, whereas the supervisory control setting we consider assumes a complete observation of events. Thus there are also some differences between the two settings.
In this paper we study the supervisory control problem for plants possessing uncontrollable events with specifications expressed in the full branching time logic of CTL* and allowing supervisors to be nondeterministic. The reason for allowing nondeterminism is that the class of nondeterministic supervisors is more powerful than that of deterministic ones, as is illustrated by Example 1, which makes it possible for a supervisor to exist for a larger class of CTL* specifications. Our approach to supervisor synthesis is based on reduction to satisfiability: We show that a supervisor exists if and only if a certain CTL* specification is satisfiable, and whenever this holds a corresponding satisfying model serves as a supervisor. A corollary of this result is that a deterministic supervisor exists if and only if a deterministic satisfying model exists. Thus the approach developed here can be used to determine the existence of a general nondeterministic as well as a deterministic supervisor, and furthermore following our approach a supervisor (nondeterministic or deterministic) can be obtained when one exists.
Note that randomized nondeterministic control is commonly used in the setting of stochastic systems (see, for example, [15] ), whereas the use of nondeterministic supervisors in context of discrete-event systems was first explored in [13] . A formal definition of a nondeterministic control policy, its representation as a nondeterministic state machine, and a means to implement it (also see Remark 2) were first introduced in [17] . The nondeterminism in a supervisor state machine is represented by nondeterministic choices and epsilon-transitions. A nondeterministic choice corresponds to randomly choosing one of the control decisions (from among a set of choices determined off-line) on an observation, whereas an epslion-transition corresponds to randomly changing the control decision (again in accordance with choices determined off-line) without any observation. As explained in [17] , a nondeterministic choice can be implemented by a "coin-toss," whereas an epsilon-transition can be implemented using a "random-timer." The results in [17] indicate that when the desired specification is language based, there is no gain to having nondeterministic control (over deterministic control) under complete observation of events. However, the situation is different when there is partial observation-a weaker notion of observability is needed for the existence of the supervisor. Further, this weaker property is algebraically better behaved than observability (such as it is closed under union). The present paper demonstrates that even under complete observation of events there is a gain to having nondeterministic supervisors if the desired specifications are expressed in CTL* (which is more expressive than the language-based specifications).
The paper is organized as follows. First a brief introduction to CTL* is given. Next, the control problem of CTL* is reduced to the decision problem of CTL* and a small model theorem for the control of CTL* is derived. It is further shown that the control problem of CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time, where a decision problem is said to be complete for a certain computation complexity if both the lower and upper complexity bounds of the problem are the same. A sound and complete supervisor synthesis algorithm for the control of CTL* is provided. Special cases of the control of computation tree logic (CTL) and linear-time temporal logic (LTL) are also studied. For these special cases we are able to provide more efficient algorithms. Finally, an illustrative example is given.
2. Introduction to CTL* and tree automaton. CTL* is also called full branching time logic because of its branching time structure, i.e., at each moment, there may exist alternate courses representing different possible futures. It was proposed in [7] as an unifying framework, subsuming both CTL and LTL, as well as a number of other logic systems. Here we give a brief introduction to CTL*. For a complete introduction to temporal logic, see [6] .
Let M = (Q, AP, R, L) be a state transition graph (also called the Kripke structure [6] ), where Q is the set of states (finite or infinite), AP is a finite set of atomic proposition symbols, R ⊆ Q × Q is a total transition relation, i.e., for every s ∈ Q there is a s ∈ Q such that R(s, s ), and L : Q → 2 AP is a function that labels each state with a set of atomic propositions that are true at that state. A path in M is defined as an infinite sequence of states, π = (s 0 (π), s 1 (π), . . .) such that for every
Using the atomic propositions and boolean connectives such as conjunction, disjunction, and negation, we can construct more complex expressions describing properties of states. However, we are also interested in describing the properties of sequences (and more generally of tree structures) of states that the system can visit. Temporal logic is a formalism for describing properties of sequences of states as well as of tree structures of states. Such properties are expressed using temporal operators and path quantifiers of the temporal logic. These operators and quantifiers can be nested with boolean connectives to generate more complex temporal logic specifications.
The following temporal operators are used for describing the properties along a specific path:
• X ("next time"): requires that a property hold in the next state of the path.
• U ("until"): used to combine two properties. The combined property holds if there is a state on the path where the second property holds, and at every preceding state on the path, the first property holds.
• F ("eventually" or "in the future"): used to assert that a property will hold at some future state on the path. • G ("always" or "globally"): specifies that a property holds at every state on the path. • B ("before"): also combines two properties. It requires that if there is a state on the path where the second property holds, then there exists a preceding state on the path where the first property holds. We have following relations among the above operators, where f denotes a temporal logic specification:
. Thus one can use X and U to express the other temporal operators.
To describe the branching time structure starting at a particular state, two path quantifiers are used:
• A : for all paths and • E : for some paths. These two quantifiers are used in a particular state to specify that all the paths or some of the paths starting at that state have some property. The two quantifiers are related by
• A ≡ ¬E¬. There are two types of formulas in CTL*: state formulas (which are true in a specific state) and path formulas (which are true along a specific path). Now we give the definition of CTL* formulas. In the following we assume that p is an atomic proposition, f 1 and f 2 are state formulas, and g 1 and g 2 are path formulas.
Syntax. We inductively define a class of state formulas using rules S1-S3 below and a class of path formulas using rules P1-P3 below: Then CTL formulas are the state formulas generated by rules S1-S3 and P0. The logic LTL is obtained by removing rules S2-S3, i.e., LTL formulas are state formulas in the form of Ag where g is any path generated by rules S1 and P1-P3. Note instead of defining LTL as path formulas (g) as in [6] , we define LTL as state formulas (Ag) as in [3] . This is because for the LTL control problem studied in this paper, we want all paths starting from the initial state of the plant to satisfy some required property which can be expressed by a LTL formula of the form Ag.
Note that the only restriction in CTL is that every temporal operator in the formula is immediately preceded by a path quantifier, whereas the only restriction in LTL is that except for the path quantifier A appearing at the beginning of the formula no other path quantifiers exist in the formula. CTL and LTL have different expressive power. For example, the CTL formula AGEF p cannot be expressed by any LTL formula, and the LTL formula AF Gp cannot be expressed by any CTL formula, but AGp can be viewed as either a CTL formula or an LTL formula.
Semantics. We define the semantics of CTL* with respect to a state transition graph M = (Q, AP, R, L). For a state formula f , the notation < M, s >|= f (resp., < M, s > |= f ) means that f holds (resp., does not hold) at state s in M . For a path formula g, the notation < M, π >|= g (resp., < M, π > |= g) means that g holds (resp., does not hold) along the path π in M . The relation |= is defined inductively as follows: The decision problem of a temporal logic formula is to test whether the given formula is satisfiable. We have following results for the decision problems of CTL* and CTL.
Theorem 1 (see [9, 5] ).
Given a CTL* formula f , f is satisfiable if and only if it is satisfiable in a finite state transition graph with number of nodes at most double exponential in the length of the formula f .
Theorem 2 (see [6] ). The decision problem of CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time.
Theorem 1 is called the small model theorem for the decision of CTL*. It states that a CTL* formula is satisfiable if and only if it is satisfiable in a small finite model, where small means that the size of the model is bounded by some function of the length of the given formula. Theorem 2 states that the lower as well as the upper bound of the complexity of the decision problem for CTL* (resp., CTL) is deterministic double (resp., single) exponential in the length of the given formula. (By double (resp., single) exponential we mean exp(exp(n)) (resp., exp(n)), where exp(n) is a function c n for some c > 1.) To test the satisfiability of a CTL* formula f , we have the following sound and complete decision procedure [6, 9, 8] , the complexity of which is double exponential in the length of the specification CTL* formula.
1. Derive a Rabin tree automaton for the CTL* formula f [9] . The number of states (resp., acceptance condition pairs) of the Rabin tree automaton is double (resp., single) exponential in the length of the formula f . 2. Test the emptiness of the Rabin tree automaton [8] . If the Rabin tree automaton is empty, then the CTL* formula f is not satisfiable; otherwise the formula f is satisfiable, and a model for f can be extracted from the Rabin tree automaton. The complexity of this step is polynomial in the number of states of the Rabin tree automaton and exponential in the number of acceptance condition pairs of the Rabin tree automaton. The notion of Rabin tree automaton is described below. For simplicity, we consider only the finite automaton on infinite binary trees. The infinite binary tree is the set T = pr({0, 1} ω ). The elements of T are called nodes, and the empty word is the root of T . For all x ∈ T , x · 0 and x · 1 are the left and right successors of x, respectively. A path π of the tree T is a subset of T such that the root is in π, and ∀x ∈ π, one and only one of x · 0 and x · 1 is in π. Note that a path of T corresponds a unique word in {0, 1}
ω . Given an alphabet Σ, a Σ-labeled tree (called Σ-tree) is a function V : T → Σ that maps each node of T to a letter in Σ.
A Rabin tree automaton (on infinite binary Σ-tree) is A = (Q, Σ, δ A , q 0 , F ), where Q is a finite state set, Σ is a finite alphabet set,
Q×Q is the transition function, q 0 ∈ Q is the initial state, and
We say that A accepts an input Σ-tree V if and only if there exists a run r of A on V such that for each path π of r, there exists a pair (G i , R i ) in F such that π visits G i infinitely often and R i finitely often.
To test the satisfiability of a CTL (a special case of CTL*) formula f , the following more efficient sound and complete decision procedure exists [6] , the complexity of which is single exponential in the length of the specification CTL formula:
1. Construct a tableau for the CTL formula f , where a tableau is a state transition structure derived for the given temporal logic formula from which a model of the given formula can be extracted as a subtransition structure whenever that formula is satisfiable. The number of states of the tableau for the CTL formula f is exponential in the length of f . 2. Test the tableau for the existence of a model for f . If there does not exist a model for f in the tableau, then the CTL formula f is not satisfiable; otherwise the formula f is satisfiable, and a model for f can be extracted from the tableau. The complexity of this step is polynomial in the number of states of the tableau.
3. Supervisory control for CTL* specification. In this section, we study the supervisory control problem for systems with CTL* temporal logic specifications. From now on, we assume that the uncontrolled discrete event plant P is modeled by a six tuple: P = (X, Σ, δ P , x 0 , AP, L P ), where X is a finite set of states; Σ is a finite set of event labels that is the disjoint union of Σ c , the set of controllable events, and Σ u , the set of uncontrollable events; δ P : X × Σ → X is a partial function defined at each state in X for a subset of Σ; x 0 ∈ X is the initial state of P ; AP is the finite set of atomic proposition symbols with AP ∩ X = ∅; and
Here for a state x, p ∈ L P (x) means that p holds at x, ¬p ∈ L P (x) means that p does not hold at x, and if for some atomic proposition p such that neither p nor ¬p is in L P (x), then it means that p may or may not hold at x. Note from the definition of the transition function δ P that we are assuming P to be deterministic.
A supervisor S is modeled by a six tuple:
where Y is a set of states (finite or infinite); Σ and AP are the same sets as given in P ;
Y is a total function defined at each state in Y for each event in Σ; y 0 ∈ Y is the initial state of S; and L S : Y → 2 AP ∪{¬p|p∈AP } is a labeling function similar to that in P such that ∀y ∈ Y , ∀p ∈ AP , p ∈ L P (y) ⇒ ¬p ∈ L P (y). Note from the definition of the transition function δ S that S is allowed to be nondeterministic. The class of nondeterministic supervisors is more powerful than that of deterministic supervisors, as illustrated by Example 1.
The controlled plant is obtained by the strict synchronous composition of P and S, denoted by P ||S, which is defined as P ||S = (Z, Σ, δ P ||S , z 0 , AP, L P ||S ), where Z = X×Y is the state set; Σ and AP are the same sets as given in P ; and δ P ||S : Z×Σ → 2 Z is the state transition function for P ||S. Let σ ∈ Σ and (x, y) ∈ X × Y = Z; then we define δ P ||S as
We use M P ||S = (Z, R, AP, L) to denote the state transition graph of P ||S, where Z and AP are the same sets as given in P ||S; R ⊆ Z × Z is the transition relation
We require that all the supervisors derived should be control-compatible and propositionally consistent with respect to the plant. The control-compatibility of a supervisor requires that when controlling the plant P , the supervisor should never disable an uncontrollable transition in P , where a transition is called an uncontrollable transition if it is labeled by an uncontrollable event. Next, since the propositional labeling of a state
, it is possible that the label of z contains p ∈ AP as well as its negation (for example, when p ∈ L P (x) and ¬p ∈ L S (y)). We exclude such state machines from being a supervisor by requiring the propositional consistency property defined below.
Definition 2. A supervisor S is said to be control-compatible with respect to a given plant P if for any
s ∈ Σ * , σ ∈ Σ u , and z = (x, y) ∈ δ P ||S (z 0 , s) such that σ is defined at state x of P ,
it holds that σ is also defined at state y of S. A supervisor S is said to be propositionally consistent with respect to a given plant P if it holds in
The supervisory control problem for systems with temporal logic specifications is formulated as follows:
Let P be a deterministic nonterminating plant with Σ = Σ c ∪Σ u . For a given CTL* formula f , find a control-compatible and propositionally consistent supervisor S for P such that P ||S is nonterminating and < M P ||S , z 0 >|= f , where M P ||S is the state transition graph of P ||S and z 0 is the initial state of P ||S. Before solving the above control problem, we give the definition of the controllability of CTL* formulas.
Definition 3. Given a nonterminating plant P , a CTL* formula f is said to be controllable with respect to P , also called P -controllable, if there exists a controlcompatible and propositionally consistent supervisor S such that P ||S is nonterminating and < M P ||S , z 0 >|= f .
In Definition 3, the supervisor S need not be finite. Through the small model theorem derived below, we demonstrate that if a CTL* formula f is controllable, then f can be enforced by a finite supervisor. In other words, we don't impose the finiteness of a supervisor a priori in the definition of controllability. Also, the supervisor is allowed to be nondeterministic since in some situations only a nondeterministic supervisor can achieve a given CTL* specification. This is illustrated by the following example.
Example 1. The plant P is shown in Figure 1(a) , where Figure 1(b) .
Also note that the * -language as well as ω-language of the controlled plant is the same as that of the uncontrolled plant, i.e.,
. This implies that the above CTL specification can not be expressed by a regular * -language or a regular ω-language.
Remark 2. A formal treatment of nondeterministic control policy, its representation as a state machine, and its implementation are given in [17] . The essential idea is that the control action selection of a nondeterministic supervisor is done on-line nondeterministically from among a set of choices determined off-line. Also, the control action can be changed on-line nondeterministically (before any new observation) in accordance with choices determined off-line. (This feature of nondeterministic control is not being used in the present paper.) The on-line choices, once made, can be used to affect the set of control action choices in future. A nondeterministic control map with above features may be implemented as a control and observation compatible nondeterministic state machine introduced in [17] . (In the context of the present paper, we are assuming a complete observation of events and so only control compatibility is required; observation compatibility is automatically guaranteed.) It is further argued in [17] that to implement a nondeterministic supervisor a mechanism is needed for the on-line nondeterministic selection of the control action (from the set of choices computed off-line), and another mechanism is needed to determine when to nondeterministically change the control action. For the first purpose, a "coin toss" (with as many possible outcomes as the number of control action choices) can be used. For the second purpose, a "random timer" can be used. In the lack of any new observation, the control action is changed if and when the timer goes off.
In the following, we reduce the problem of the control of CTL* to that of the decision of CTL*, then use the results for the decision of CTL* to solve the control problem of CTL*. We first encode all the controllable sub-trees embedded in the "plant-tree" P by a CTL formula f P defined as follows.
Add new fresh atomic propositions. Extend AP to AP := AP ∪ X. Each state of the plant is viewed as a new atomic proposition. For each x ∈ X, the proposition x holds at state x and at no other state of P .
Encode the initial state of P using formula f 0 defined as
This says that in a model for f 0 , the atomic proposition x 0 holds at the initial state of the model. Encode the state set of P using formula f 1 := f 11 ∧ f 12 defined as
and AP = {¬p | p ∈ AP }. In the above, f 11 states that if M is a model for f 11 , then every state in M should be labeled with one and only one atomic proposition x ∈ X; f 12 states that if M is a model for f 12 , then any atomic proposition which holds (resp., does not hold) at the state x of P should also hold (resp., should not hold) at states in M which are labeled by the proposition x. Encode the transitions of P using formula f 2 defined as
where I x = {x | ∃σ ∈ Σ such that x = δ P (x, σ)}. The formula f 2 states that if M is a model for f 2 , s is a state in M labeled with the atomic proposition x, and s is a successor of s in M labeled with the atomic proposition x , then there must exist a transition from x to x in P . Encode the uncontrollable transitions of P using formula f 3 defined as
where
The formula f 3 states that if M is a model for f 3 , s is a state in M labeled with the atomic proposition x, and there exists an uncontrollable transition from state x to another state x in P , then there must exist a successor s of s in M such that x is labeled at s .
Encode all uncontrollable sub-trees of P using the formula f P defined as
Remark 3. From the above definition it follows that f P encodes some information of the plant P . It should be noted that f P does not contain all the information of P since from a model M of f P we cannot reconstruct the plant state machine P . This is because when we encode the transitions (resp., uncontrollable transitions) of P by f 2 (resp., f 3 ), we require only that the state x is one step reachable from x, and we ignore all other information such as how many transitions exist between x and x in P and what are the event labels of these transitions. But the information encoded by f P is enough for the control of P which is shown in Theorem 3 below.
The following lemma shows that f P is satisfied by the plant P . Proposition 1. Let P be a nonterminating plant and M P = (X, R P , AP , L P ) be the state transition graph of P with AP = AP ∪ X,
Combining the above implications, we obtain < M P , x 0 >|= f P .
The following theorem reduces the control problem of CTL* to the decision problem of CTL*.
Theorem 3. Given a CTL* formula f and a deterministic nonterminating plant P encoded by the CTL formula f P , f is P -controllable if and only if the CTL* formula
Proof. For the necessity, suppose there exists a control-compatible and proposi-
is obvious that M is also a model for f , i.e., < M , z 0 >|= f . For the formula f P = f 0 ∧f 11 ∧f 12 ∧f 2 ∧f 3 , we have the following. Since z 0 = (x 0 , y 0 ), x 0 ∈ L (z 0 ), this implies < M , z 0 >|= f 0 . Since M P ||S can be viewed a subgraph embedded in P , M is also a subgraph embedded in P . This implies that < M , z 0 >|= f 11 ∧f 2 . From the definition of L P ||S and the propositional consistency of S, we know that < M , z 0 >|= f 12 . Further, from the control-compatibility of S, we have < M , z 0 >|= f 3 . Combining these, we get < M , z 0 >|= f ∧ f P , i.e., f ∧ f P is satisfiable.
For the sufficiency, let M = (Q, R, AP , L) be a model of f ∧ f P , i.e., ∃q 0 ∈ Q, < M, q 0 >|= f ∧ f P . We can get a supervisor S = (Y, Σ, δ S , y 0 , AP, L S ) from M as follows: Y ⊆ Q is the set of states which are reachable from q 0 in M ; ∀y ∈ Y, ∀σ ∈ Σ,
Since M is a model of f P , it ensures that S is control-compatible with respect to P , and further because P is deterministic, S is propositionally consistent with respect to P . Also because P is deterministic, P ||S has the same graph as S, and hence it is nonterminating and < M P ||S , z 0 >|= f . So f is P -controllable.
Now from the small model theorem for the decision of CTL* (Theorem 1), we have the following small model theorem for the control of CTL*.
Theorem 4. Given a CTL* formula f and a deterministic nonterminating plant P , f is P -controllable if and only if there exists a finite state control-compatible and propositionally consistent supervisor S such that P ||S is nonterminating and
Proof. The sufficiency is obvious. For necessity, from Theorem 3 we know that if f is P -controllable, then f ∧ f P is satisfiable. Further, from Theorem 1, we have that if f ∧ f P is satisfiable, then there exists a finite state transition graph M = (Q, R, AP , L) such that ∃q 0 ∈ Q, < M, q 0 >|= f ∧ f P . Using the same method as that in the proof of Theorem 3, we can obtain a finite state control-compatible and propositionally consistent supervisor S from M such that P ||S is nonterminating and < M P ||S , z 0 >|= f . So the theorem holds.
From Theorem 2, we have the following result for the complexity of control problem for CTL* (resp., CTL).
Theorem 5. The control problem for CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time in the length of the specification formula.
Proof. From Theorem 3 and the definition of f P , whose length is polynomial in the number of states of P , we know that the control problem for CTL* (resp., CTL) is polynomial-time reducible to the decision problem for CTL* (resp., CTL). From Theorem 2 we have that the complexity of testing the satisfiability for CTL* (resp., CTL) has an upper bound of deterministic double (resp., single) exponential time in the length of the specification formula. So the control problem for CTL* (resp., CTL) is upper bounded by deterministic double (resp., single) exponential time in the length of the specification formula. This establishes the desired upper bound of the complexity of the control problem.
To establish the desired lower bound of the complexity of the control problem, in view of Theorem 2 it suffices to show that the decision problem can be polynomially reduced to a control problem. For the decision problem of CTL* (resp., CTL), we can view it as a control problem for the plant P = (X, Σ, δ P , x 0 , AP, L P ) with X = {x 0 }; Σ = Σ c = {σ}; x 0 = δ P (x 0 , σ); L P (x 0 ) = ∅, where the goal of the control is to find a supervisor that the controlled plant satisfies the given CTL* (resp., CTL) formula. If a supervisor S exists for the above control problem, we can directly use M P ||S as the model of the given CTL* (resp., CTL) formula. Since the decision problem for CTL* (resp., CTL) has a lower bound complexity of deterministic double (resp., single) exponential time in the length of the specification formula, we must have that the complexity of the control problem for CTL* (resp., CTL) is lower bounded by deterministic double (resp., single) exponential time in the length of the specification formula.
From Theorem 3, we know that an algorithm for the supervisor synthesis for CTL* control can be obtained from the decision procedure of CTL*. Let f be a CTL* specification formula and P be a deterministic nonterminating plant; then a supervisor synthesis algorithm is as follows. Algorithm 1. Supervisor Synthesis Algorithm for CTL* Control. 1. Test the satisfiability of the CTL* formula f ∧ f P . This step is done by using the decision procedure for CTL* as follows: (a) Construct a Rabin tree automaton for the CTL* formula f using the method given in [9] . (b) Construct a tree-automaton for f P directly from the plant P ; this tree automaton has the same state set as P and has no acceptance conditions. (c) Construct the Rabin tree automaton for f ∧ f P from the synchronous composition of the above two tree automata.
(d) Test the emptiness of the set of trees accepted by the Rabin tree automaton for f ∧ f P [8] . The set of trees accepted by the tree automaton is empty if and only if f ∧ f P is not satisfiable. If f ∧ f P is satisfiable, then go to next step; otherwise stop the algorithm and output that "no supervisor exist." 2. If f ∧ f P is satisfiable, extract a model for the formula f ∧ f P from its nonempty Rabin tree automaton using the result given in [8] . 3. Derive a supervisor from the model for the formula f ∧f P by using the method in the proof of Theorem 3. Remark 4. From Theorem 3, and using an argument similar to the soundness and completeness of the decision procedure for CTL* [9, 8] , we can conclude that Algorithm 1 for control synthesis for CTL* is sound and complete. Algorithm 1 has a worst case complexity of double exponential in the length of the CTL* formula f and polynomial in the size of the plant P . This is because the Rabin tree automaton for the specification formula f has a number of states that is double exponential in the length of f and has a number of acceptance condition pairs which is single exponential in the length of f , and the tree automaton for f P has the same state set as P and has no acceptance condition, so the final Rabin tree automaton for f ∧ f P has a number of states which is double exponential in the length of f and linear in the number of states of the plant, and it has a number of acceptance condition pairs which is single exponential in the length of the specification formula f only.
For an easy synchronous composition of tree automata for f and f P , it is required that the two tree automata have the same branching degree. To compute the branching degree of a CTL* formula f , we first express it in its positive normal form by pushing negations as far inward as possible using De Morgan's law 1 Bf 2 ], etc.). Then the branching degree of f , denoted by d f , can be chosen to be the total number of the existential path quantifier "E" in its positive normal form. Similarly, we can get the branching degree of f P , denoted by d f P . Then we can choose d = d f + d f P as the branching degree of the tree automata models for f and f P . Next we give an example to illustrate how to compute the branching degree of a CTL* formula and how to derive a tree automaton with a required branching degree for the encoding f P of P that has the same state set as P .
Example 2. Consider the encoding f P for the plant P of Example 1 and suppose now that Σ u = {b}. Suppose the specification is given by f = EXAGp 1 . Then there is one E in the formula f P because of the uncontrollable transition from x 1 to x 2 in P , and there is one E in f . So the required branching degree of the tree automata for f and f P can be chosen to be 1 + 1 = 2.
A tree automaton for f P with the required branching degree of 2 (i.e., the automaton on binary trees) can be obtained as follows:
, where X, AP , and x 0 are the same as in P ,
Note that the uncontrollable transition from x 1 to x 2 in P is captured in A by requiring that x 2 be included in every state pair in δ A (x 1 , (p 1 , p 2 , x 1 ) ). It can be verified that any infinite binary tree that is accepted by A satisfies the formula f P . Remark 5. The supervisory control problem for language-based specifications is typically of two types: (i) the target control problem (where a supervisor is designed so that the controlled language equals the specification language) and (ii) the range a b c p1 p2 p2 Fig. 2 . A counter example to [1] .
control problem (where a supervisor is designed so that the controlled language is bounded by a lower bound and an upper bound specification languages). Obviously the range control problem is more general since the two bounds can be the same, in which case it is the same as the target control problem. For the range control problem, any supervisor is acceptable as long as the controlled language lies in the specified range. If none exists, then one can consider minimal relaxations of the two bounds so that a supervisor will exist. The situation is even more general for a CTL* specification: a pair of LTL formulae f and g may be chosen to serve as lower and upper bounds for the ω-language of the controlled plant. Then the single LTL formula ¬f ∧ g specifies a range for the controlled ω-language. Of course, more general specifications can be specified in CTL* than just the simple range for ω-language. Similar to the approach taken for the language range control, here we are seeking any supervisor that enforces the given CTL* specification. (Algorithm 1 finds one such supervisor.) Now if none exists, then one would like to consider a minimal relaxation of the given CTL* specification for which a supervisor will exist. This topic is not within the scope of the present paper but may be addressed by introducing an order relation over the class of all CTL* formulas defined over a fixed set of atomic propositions using the simulation preorder. We say f 1 ≤ f 2 if and only if a model M 1 of f 1 is simulated by a model M 2 of f 2 . (A simulation relation is a preorder over the set of all models since it is reflexive and transitive but not antisymmetric.) Minimal relaxations of a specification formula can be defined with respect to this order relation.
Supervisory control for CTL specification.
If the specification is given as a CTL formula, we may view it as a CTL* formula and use Algorithm 1 for a supervisor synthesis for CTL control. But this method has a double exponential complexity in the length of the specification formula. From Theorem 3, we know that the control problem for a CTL formula f can be reduced to the decision problem for the formula f ∧ f P . Since f P by its definition is also a CTL formula, f ∧ f P is a CTL formula, and so we can get a supervisor synthesis algorithm for the control of the CTL formula f from the decision procedure for the CTL formula f ∧ f P with a worst-case complexity of single exponential in the length of the CTL specification formula (as opposed to double exponential for the more general case of a CTL* specification). In the appendix, we present a detailed supervisor synthesis algorithm for CTL control.
Remark 6. In [1] , the CTL control problem was also studied. But the author restricted the problem by only considering the state-based supervisors and a special class of CTL formulas. Also note that the method in [1] gives wrong results even for some CTL formulas which do belong to the special class of formulas considered in [1] . To see this, consider the example shown in Figure 2, where a, events. Then the control action of enabling all a, b, c will let EXp 1 hold at the initial state, and the control action of enabling only b and c will let AXp 2 hold at the initial state. In [1] , it was claimed that in order to let EXp 1 ∧ AXp 2 hold at the initial state, we may take the conjunction of the control actions for EXp 1 and AXp 2 , i.e., enabling b and c would ensure that EXp 1 ∧ AXp 2 will hold at the initial state. It is obvious that under this control action, EXp 1 does not hold at the initial state. So the method in [1] gives a wrong result for the above example.
Supervisory control for LTL specification.
Let us next consider the special case of LTL. Recall that LTL is obtained by restricting CTL* in that except for the path quantifier A appearing at the beginning of the formula no other path quantifiers exist in the formula. If the specification f is given as a LTL formula, then we have two different ways to solve the control problem:
1. View the LTL formula as a CTL* formula and directly use Algorithm 1 for the supervisor synthesis of LTL control. 2. First use a tableau construction method such as the one given in [10] to convert the LTL formula into a nondeterministic Buchi automaton; next use the method in [29] to change the nondeterministic Buchi automaton into a deterministic Rabin automaton; next derive a new Rabin automaton from the synchronous composition of the plant automaton and the specification Rabin automaton; and finally use the approach in [33] to solve the control problem on this final Rabin automaton. These two methods have a same worst-case complexity which is polynomial in the size of the plant and double exponential in the length of the specification LTL formula.
We next propose a supervisor synthesis algorithm for the control of LTL which has a smaller complexity (single exponential in the length of the LTL formula as opposed to double exponential) but it is only sound (and not complete). We first change the LTL formula into a CTL formula by inserting the path quantifier A before every temporal operator in the formula and removing any repeated A; then we apply Algorithm 2 (given in the appendix) for the supervisor synthesis for this CTL formula. From the semantics of CTL and LTL, we know that the supervisor derived does work for the original LTL formula. The worst-case complexity of this method is the same as that for Algorithm 2 which is polynomial in the size of the plant and single exponential in the length of the specification LTL formula.
This method, however, is not complete, i.e., when it answers "no" for the existence of a supervisor, there may still exist a supervisor that can enforce the given LTL specification. Consider, for example, the system shown in Figure 3 disables c at the initial state. But if we transfer the specification into a CTL formula A(p 1 Up 3 ) ∨ A(p 2 Up 4 ) using the method described above, then it is easy to verify that no supervisor exists. Remark 7. The algorithm given in [2] for the control of MTL (LTL together with real-time constraints) is sound but not complete, which was not clarified there. Since an LTL formula is also an MTL formula, we can apply the algorithm given in [2] to the example of Figure 3 . The algorithm in [2] will answer "no" for the existence of a supervisor for the above example. But we know that a supervisor does exist, thereby demonstrating the incompleteness of the algorithm given in [2] .
Illustrative example.
In this section, we give a simple example to illustrate our result. This is a traffic control problem of a mouse in a maze. The maze, shown in Figure 4 , consists of five rooms connected by various one-way passages, where some of them can be closed through control. There is also a cat which alway stays in room 1. The mouse is initially in room 0, but it can visit other rooms by using one-way passages. Our task is to design a supervisor to control the passages in order to guarantee that Spec 1 The mouse never visits room 1 where the cat stays (this is a safety property).
Spec 2 The mouse can go to room 0 for play at any time it wants to (this is a nonblocking property).
Spec 3 The mouse shall visit room 2 for food infinitely often (this is a liveness property).
Spec 4
The mouse shall never be locked in a room (this is a nonterminating property).
The above problem can be formulated as a supervisory control problem of a discrete event system with a CTL specification as follows. The system is modeled as a plant P = (X, Σ, δ P , x 0 , AP, L P ), which is shown in Figure 5 
The specification is given by the CTL formula f = AG¬p 1 ∧ AGEF p 0 ∧ AGAF p 2 ∧ AGEXtrue, where the ith conjunct corresponds to the Spec i. Now we can use Algorithm 2 for the supervisor synthesis of the above control problem. We first obtain the tableau T for the formula f ∧ f P , where f P is the CTL formula encoding the plant P (for brevity f P is omitted here). The tableau T = (S T , AP , R T , L T ) is shown in Figure 6 Next a model M = (Q, R, AP , L) for f ∧ f P is derived and this is shown in Figure 6 (b), where Q = {s 0 , s 1 , s 4 
Finally a supervisor S is obtained from M and is shown in Figure 7 . It follows that the mouse moves between rooms 0 and 2 only, and hence obviously the controlled system P ||S satisfies the given specification.
Conclusion.
We studied the supervisory control problem for systems with temporal logic specifications. The full branching time logic of CTL* is used for expressing the control specifications. The main contributions of the paper are summarized as follows:
1. CTL* temporal logic allows the control constraints on the sequences of states which can be also captured by a regular * -language or ω-language, as well as on the more general branching structures of states which cannot be captured by a regular * -language or ω-language as shown in Example 1. 2. For the first time a sound and complete supervisory synthesis algorithm for CTL* specifications has been obtained. (Supervisors are allowed to be nondeterministic as this allows for the existence of a supervisor for a larger class of CTL* specifications.) 3. By reducing the control problem to the decision problem, a small model theorem for the CTL* control is derived. 4. The computational complexity of the control algorithms have been derived: the control problem for CTL* (resp., CTL) is complete for deterministic double (resp., single) exponential time in the length of the specification formula. Further, it is polynomial in the number of plant states. 5. Usage of temporal logic specifications does not increase the computational complexity of supervisor synthesis (compared to that of formal language/ automata-based specifications). The last point above requires further clarification. In some cases, a property may be expressed by either a CTL* formula or by a * -language or a ω-language. So for these cases we can compare our method with that based on finite state automaton. If we use a finite state automaton accepting a * -language to give the specification, then the supervisor synthesis is polynomial in the product of the number of plant states and the number of the states of the specification automaton. From the known tableau construction methods, we know that the number of states in an automaton model of a temporal logic formula is exponential in the length of the formula (whenever the formula can be represented by an automaton). So if we start with a temporal logic specification (that can be also expressed as an automaton) and convert it to an automaton, and apply the existing supervisory control theory results, then the resulting computational complexity will be polynomial in the number of plant states and single exponential in the length of the temporal logic specification formula. This matches the complexity of our algorithm, and so there is no loss of computational complexity from the approach developed above, yet there is a gain in expressibility since a temporal logic formula is more compact. The use of temporal logic shifts the burden from the user (who gives the specification) to the supervisor designer (who computes the supervisor)-computation of supervisor for a temporal logic specification although more involved, has the same complexity.
A. Supervisor synthesis for CTL specification. We assume that the given CTL formula f is in positive normal form. We use ∼ f 1 to denote the formula in positive normal form equivalent to ¬f 1 . We begin with a few definitions taken from [6] . The closure of f , cl(f ), is the smallest set of formulas containing f and satisfying
• each subformula of f that is a state formula is in cl(f );
, where |f | denotes the length of f .
We say that a formula is elementary provided that it is a proposition, is the negation of a proposition, or is in the form of AXf 1 or EXf 1 . Any other formula is nonelementary. Each nonelementary formula may be viewed as either a conjunctive α-formula, α = α 1 ∧ α 2 , or a disjunctive β-formula, β = β 1 ∨ β 2 . Clearly, f 1 ∧ f 2 is an α formula and f 1 ∨ f 2 is a β formula. A formula such as AGf 1 
etc., may be classified as an α or β formula based on its fix-point characterization; e.g., AGf 1 = f 1 ∧AXAGf 1 is an α formula and EF f 1 = f 1 ∨EXEF f 1 is a β formula. The classification for all nonelementary formulas is given as α − f ormula α = α 1 ∧ α 2 ,
A state transition graph M = (Q, R, AP, L) is called a structure if the relation R is required to be total; otherwise M is called a prestructure. An interior node of a prestructure is one with at least one successor. A frontier node is one with no successors. A prestructure M 1 = (Q 1 , R 1 , AP, L 1 ) is said to be contained in a structure M 2 = (Q 2 , R 2 , AP, L 2 ) whenever Q 1 ⊆ Q 2 , R 1 ⊆ R 2 , and L 1 = L 2 |Q 1 , the restriction of L 2 to Q 1 ; M 1 is said to be cleanly embedded in M 2 provided M 1 is contained in M 2 , and also every interior node of M 1 has the same set of successors as its corresponding node in M 2 .
The following consistency requirements are associated with the labeling function L of a (pre)structure. Since we consider the control of CTL, the definition of L is extended as L : Q → 2 ecl(f ) , where f is the specification formula. ∀q ∈ Q, we have zero-step consistency rules,
A fragment is a prestructure whose graph is a directed acyclic graph (DAG) such that all its nodes satisfy rules ZS0-ZS2 and OS0 and all its interior nodes satisfy rule OS1.
A 
and L P (x) are propositionally consistent}, where "L f (t) and L P (x) are propositionally consistent" means that
• R T ⊆ S T ×S T is the transition relation, R T = {((t, x), (t , x )) ∈ S T × S T | (t, t ) ∈ R f , and ∃σ ∈ Σ s.t. δ P (x, σ) = x }; • L T is the labeling function defined as ∀(t,
∪ {x} ∪ {EXy| y ∈ X, ∃σ u ∈ Σ u , y = δ P (x, σ u )}. (b) Test the tableau T for the existence of a model for f ∧ f P . This is done by first pruning (see below) the tableau T to ensure that the consistency and pseudofulfillment of eventualities are satisfied in T , then checking in the pruned tableau T whether there exists a state s 0 such that {f, x 0 } ⊆ L T (s 0 ). If there exists such a state, then and only then f ∧f P is satisfiable. If f ∧f P is satisfiable, then go to next step; otherwise stop the algorithm and output that "no supervisor exists." The pruning of T is achieved by repeatedly applying the following deletion rules until no more nodes can be deleted from T :
• Delete any state which has no successors.
• Delete any state which violates rule OS1.
• Delete any state s such that ∃r ∈ L T (s), r is an eventuality formula, and r is not pseudofulfilled at s. To test the pseudofulfillment of an eventuality formula at each state in T , the following ranking procedure can be used. For an A[pU q] eventuality, initially assign rank 1 to all nodes labeled with q and rank ∞ to all other nodes. Then for each node s and each formula r such that EXr ∈ L T (s), define SU CC r (s) = {s | (s, s ) ∈ R, r ∈ L T (s )} and compute rank(SU CC r (s)) = min s {rank(s ) | s ∈ SU CC r (s)}. Now for each node s of rank ∞ such that p ∈ L T (s), let rank(s) = 1 + max r {rank(SU CC r (s))| EXr ∈ L T (s)}. Since AGEXtrue is contained in f , the formula EXtrue is labeled at every node in T . So the above procedure is well defined. Repeatedly apply the above ranking procedure until stabilization. A node s has a finite rank if and only if A[pU q] is pseudofulfilled at s in T . Testing for the pseudofulfillment of AF q follows from above since it is a special case of
