INTRODUCTION
EXACT DISTRIBUTION THEORY for the classical structural equation model in econometrics is notoriously complex, and results for even the simplest cases have seemed too complicated to yield interesting analytical conclusions about the relative merits of different estimators. Thus, Anderson and Sawa (1973) and Anderson, Kunimoto, and Sawa (1982) , for instance, have resorted to extensive numerical tabulations of the exact densities to extract such information. For the case of an equation with just two endogenous variables these tabulations suggest that, in several respects, the limited information maximum likelihood (LIML) estimator is superior to the ordinary least squares (OLS) and two-stage least squares (TSLS) estimators, among others, and these conclusions are supported by the higher-order asymptotic results in Anderson, Kunimoto, and Morimune (1986) and other work referenced there.
The basis for inference in this model is the joint distribution of the included endogenous variables (represented by the reduced form), together with the maintained hypothesis that a submatrix of the reduced form coefficient matrix has rank one less than its column dimension. This condition determines the direction of a vector in Rn + '-where n + 1 is the total number of endogenous variables in the equation-but not its length. Thus, some normalization rule is needed to determine the coefficient vector uniquely, and the distribution theory referred to above has focused on results for the n coefficients remaining when the other is assumed to be unity.
In this paper we focus on the estimation of the direction of the (n + 1)-dimensional coefficient vector in an unnormalized equation. Existing distribution results for the coefficients in a normalized equation are easily translated 1An earlier version of this paper bore the title "On the interpretation of exact results for structural equation estimators." My thanks to the referees and the Co-Editor for comments on earlier versions of the paper that helped to both clarify the message and broaden the scope of the paper. 1181
into results for the corresponding direction estimators, and, as we shall see, this at once makes these complex formulae more intelligible. In fact, at least in the case n = 1, the results clearly demonstrate the superiority of the LIML estimator and hence explain analytically the results of the numerical studies referred to earlier. In the case n > 1 the results are less decisive, but they do, nevertheless, provide considerably greater insight into the properties of these estimators than their counterparts for the normalized case. The results we obtain suggest that the normalization rule embodied in the OLS and TSLS estimators distorts their properties. This prompts the question of whether or not analogues of OLS and TSLS based on the same normalization rule as the LIML estimator would correct this distortion, and we show below that this is indeed the case.2 Thus, our results show that the relatively poor performance of the OLS/TSLS estimators evident in the numerical studies referred to above can be attributed to their dependence on a particular normalization rule. This is not to deny that the coefficients of the right-hand-side endogenous variables may be of primary interest, but does imply that the estimator for those coefficients should be based on a procedure that initially ignores the normalization rule suggested by that interest.
MODEL AND ASSUMPTIONS
We consider a single structural equation, written without an explicit normalization rule, where y is TX 1, Y is TXn, Z1 is TXK1, Z2 is TXK2, K2>n, and Z = (Z1, Z2) is fixed and of full column rank K = K1 ? K2. To simplify the notation, but without loss of generality, we shall assume that the model is already in canonical form-see Phillips (1983) for details of the reduction to canonical form. Thus, we assume that the rows of (v,V) are independent normal vectors with mean zero and covariance matrix In+ S and also that Z Z = IK.
As is well known, (1) is compatible with (2) if and only if the relations
(7r2, H2)A = 0, and u = (v, V),fA, hold for some PA 0 0. Equation (3) implies rank( r2, H2) < n, and we shall assume that the identification condition rank (r2, H2) = n also holds. Under this condition equation (3) uniquely determines the "direction" of P8A' but not its length.
In practice equation (1) This normalization rule implies the compatibility of (1) with (2) (hence that rank (7r2, 12) <n), and uniqueness here requires rank (H2)=n. Equation (5) and the condition rank(H2) = n together imply rank (2, 9H2) = n, but the converse is clearly not true. The traditional normalization rule therefore seems a stronger assertion about the model (i.e., the joint density of (y, Y)) than the condition rank (r2, H2) = n. However, equation (3) and the condition rank0r2, H2) = n uniquely determine the "direction" of P,A and the normalization (4) is available for PA in any direction except those in which its first element is zero. Since the exceptional set here is of measure zero, equation ( , respectively, with respect to P8A, subject to the normalization rule (4).The LIML procedure leads to the minimization of A(,P) = Q2/Q1, and, since this ratio is invariant to the length of PA' determines only an estimator for its direction. To define the direction of PA we normalize it so that PAPAl3 = 1, and refer to the resulting estimator as the "symmetrically normalized" estimator.
In Section 4 below we consider, in addition to the estimators for the direction of P,a that are induced by the OLS and TSLS estimators for 8, analogues of these two estimators defined by minimizing Q0 and Q2, respectively, subject to ,8P,8 = 1. These, of course, are simply the unit-length characteristic vectors corresponding to the smallest characteristic roots of So and S2 respectively. 3The vector r E Rn is simply one of several alternative sets of (local) coordinates for the point h E Sn+1, albeit the most interesting set (another set of coordinates is described in equation (17) below). Viewed this way, the properties of r are inherited from those of h, so that pdf(h) becomes the main object of concern and not merely a more convenient way of summarizing the properties of r. A similar point can be made in other models where the normalization rule is arbitrary, e.g., time-series models.
DENSITIES AND PROPERTIES: n = 1
The exact density functions of the OLS and TSLS estimators for f8 in the normalized equation were first derived for the case n = 1 by Richardson (1961) and Sawa (1968) . The corresponding result for the LIML estimator for p8 was first given by Mariano and Sawa (1972) , but the results below for LIML are based on Hillier (1987) and thus differ slightly from those in Mariano and Sawa (1972) .
Defining h as in (6) and a as in (8), and using (7), we have, for the OLS and TSLS estimators (cf. Phillips ( The key difference between the results (9) for the OLS/TSLS estimators, and (10) for the LIML estimator, is that the latter depends upon h only through 6, the angle between h and a, while the former depends, in general, upon both 6 and 01 the angle between h and the first coordinate axis. Only when f8 = 0, so that a e1, or v = 1 (the exactly identified case for the TSLS estimator), does (9) depend on 6 alone. Notice too that (9) also involves 01, the angle between a and e1. Evidently the normalization rule (4), which gives special emphasis to the first coordinate axis, plays an important role in determining the properties of the estimators that embody it.
In the totally unidentified case d2= 0 and (9) and (10) reduce to respectively, the latter being, of course, the uniform distribution on the unit circle. We now summarize the properties of the direction estimators that follow from (9) and (10).
Properties of the LIML direction estimator:
(i) The density is symmetric about the true points +a, having modes at +a and antimodes at ?_, where c is orthogonal to a. These properties follow simply from the fact that (10) depends on h only through cos2 6, and is an increasing function of cos2 6.
(ii) The concentration of the density near +a depends only upon d2, T -K1, and K2 (the last two through the coefficients a1(j, k) ). For the normalized case d2 = 1121I2(1 + 32), so that 1p31 and the "concentration parameter" 112112 play essentially the same role.
(iii) In the unidentified case h is uniformly distributed on S2, i.e., the LIML estimator is completely uninformative about the direction of pa. This result persists asymptotically because (12) holds for all sample sizes (cf. Phillips (1987)).
These properties-in particular, the position of the modes, and the symmetry of the distribution about them-are clearly desirable properties of the LIML estimator. Indeed, for a distribution defined on the circle such symmetry is the natural analogue of unbiasedness for a distribution on R2, and we shall thus say that, in the case n = 1, the LIML direction estimator is spherically unbiased. As we shall now see, the traditional OLS and TSLS estimators do not, in general, have this property.
Properties of the OLS/TSLS direction estimators:
The density in (9) may be written in the form (ii) The density depends upon 1131 through the characteristic root d2 and, independently, through the term sin2 1= 3 2/(1 +/ 2). Thus, d2 and 1131 have separate influences on the properties of the estimator.
(iii) In the unidentified case the density is symmetric about modes at ? el, and has antimodes at ? e2. For the TSLS estimator this is also true asymptotically since (11) holds for all sample sizes. Both the lack of symmetry about the true points + a, and the fact that the modes do not occur at these points, are clearly undesirable properties of these estimators. As noted above, these properties reflect the dependence of the estimators on an explicit normalization rule.
The effect of the normalization rule is most dramatically brought out in the unidentified case, when the model clearly contains no information about the direction of A., This circumstance is accurately reflected by the properties of the LIML estimator, whatever the sample size. The properties of the OLS and TSLS estimators, on the other hand, are in this case determined entirely by the normalization rule, the densities being concentrated around the direction (that of the first coordinate axis) chosen by the normalization rule. For the TSLS estimator this effect is independent of the sample size but is exacerbated by the degree of overidentification (K2-1). For the OLS estimator the effect is exacerbated by increasing sample size.
The general shapes of these densities, supported on the circumference of the unit circle, are depicted in Figure 1 Not surprisingly, the distorted properties of the traditional OLS and TSLS estimators flow from the normalization rule used to define them, not from the statistics (the matrices So and S2) upon which they are based.
THE GENERAL CASE
Earlier results for the case n = 1 have, in recent years, been generalized to the case n > 1. Results for the OLS and TSLS estimators may be found in Phillips (1980) and Hillier (1985) , while those for the LIML estimator may be found in Phillips (1984 Phillips ( , 1985 and Hillier (1987) . Using the decomposition Evidently, the properties of the LIML and symmetrically normalized OLS/TSLS estimators depend on both the magnitude of the characteristic roots of (r2, II2)'(Y2, H2), and on the dispersion of those roots.
CONCLUDING REMARKS
An interesting aspect of the results in Section 4 is that the traditional normalization rule is innocuous when /8 =0, i.e., when the right-hand-side endogenous variables are actually weakly exogenous. This result is consistent with both other evidence (see, e.g., Hillier (1985) and Phillips (1983) ) and with the intuition that procedures analogous to ordinary regression methods should work well when the right-hand-side variables are not genuinely endogenous. In general, however, our results also confirm other evidence (Anderson et al. (1986 (Anderson et al. ( , 1982 (Anderson et al. ( , 1973 ) that this analogy cannot be relied upon when the model really involves endogenous variables, and help to explain why this is so.
Since pdf (h) and pdf (r) are merely different ways of summarizing the properties of either h or r, the properties of (say) r can be deduced from pdf(h). For instance, it is easy to show, using pdf(h), that for n = 1 and all five of the estimators considered here, the median of r lies between /3 and the origin, a result consistent with the numerical results in Anderson et al. (1982 Anderson et al. ( , 1973 . The densities (10) and (16) seem to be the most promising objects for further study in this model. For arbitrary n the coefficients a2(a, K; 4) are much more complicated and we omit the details.
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