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Concrete is a widely used construction material for critical infrastructure systems such as 
bridges and nuclear power plants. During its service life, concrete and concrete-steel composite 
structures are subject to various deterioration mechanisms including freezing/thawing cycles, 
alkali-silica reaction (ASR) and sulfate attack. Prolonged and repeated exposure to the mechanisms 
can lead to the initiation of surface and internal damage that grows during the remaining service 
life of structure unless appropriately repaired. To repair and retrofit damaged structures effectively, 
damage needs to be detected and characterized early on in the process. Although existing 
nondestructive evaluation (NDE) approaches have shown potential for detecting and 
characterizing some type and extents of damage in concrete and concrete-steel composites, the 
wide range and size of damage types and natural heterogeneity and material variability of the 
concrete itself limit the effectiveness of existing NDE methods. 
In this dissertation, new NDE techniques are developed based on contactless ultrasonic 
scanning measurements and are applied to detect and characterize specific types of damage in 
concrete and concrete-steel composite structures that are not well addressed with existing NDE 
technology. For the case of distributed cracking damage in concrete, contactless ultrasonic 
wavefield imaging hardware and data processing method is studied. The developed wavefield 
imaging hardware consists of a multi-channel MEMS ultrasonic microphone array with a signal 
conditioning circuit and an automated mechanical scanner that enables rapid ultrasonic wavefield 
data acquisition with high signal-to-noise ratio (SNR). To further accelerate the wavefield data 
acquisition, a compressed sensing approach is also proposed. Then, a series of analyses, numerical 
simulations and laboratory-scale experiments are carried out to understand the interaction between 
incident ultrasonic waves and distributed sub-wavelength cracks. A wavefield data processing 
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technique is developed to extract non-propagating oscillatory fields that are sensitive to sub-
wavelength cracks. The developed NDE technique is evaluated through application to large-scale 
concrete block samples under realistic ASR environments. The experimental results demonstrate 
that the developed contactless wavefield imaging hardware enables rapid acquisition of high-
quality ultrasonic wavefield data and that the proposed wavefield data processing technique 
successfully detects and characterizes distributed cracking damage in concrete. 
 In a separate effort to develop an NDE technique to characterize interface bonding 
conditions of concrete-steel composite structures, a contactless ultrasonic scanning approach using 
the attenuation characteristics of guided waves is developed. Based on an understanding of guided 
wave propagation in multi-layered media through analytical modeling and numerical simulations, 
a signal processing technique is proposed to extract an attenuation-related wave feature that is 
sensitive to steel-concrete interface bonding conditions. The feasibility of the developed NDE 
approach is then established by experiments on steel-clad concrete specimens with varying 
interface bond quality. The results demonstrate that steel-concrete interface bonding conditions 
are quantitatively evaluated using the proposed approach while the technique remains unaffected 
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CHAPTER 1. INTRODUCTION 
1.1. Problem statement 
Concrete is the most widely used material system for critical large infrastructure such as 
dams, bridges and nuclear power plants. The concrete is usually reinforced by other materials, 
such as steel or polymers, to improve structural and other functional performances. These concrete 
and concrete composite (e.g. steel reinforced concrete) structures are normally subjected to various 
degradation mechanisms including corrosion, freezing-thawing (F/T) cycles and alkali-silica 
reaction (ASR) during their service life (Johnson, 2015; Mehta et al., 2006). Prolonged and 
repeated exposure to these mechanisms results in possible damage to and reduction in performance 
of the concrete and concrete composite structures. 
Regardless of the cause, the damage initiated in the concrete structures most likely 
manifests as distributed cracking (Hobbs, 1988; Li et al., 2012). The distributed cracks typically 
initiate within the near-surface region of the concrete structures, considering that the cause of the 
damage stems from moisture ingress. Furthermore, the damage will likely worsen during the 
remaining service life of the concrete structures unless properly repaired. To properly repair and 
retrofit damaged concrete, distributed cracks need to be detected and characterized at the early 
stage of development. However, detection and characterization of distributed cracking in concrete 
has been recognized as a challenging task, mainly because of natural heterogeneity and material 
variability of concrete itself (Aggelis and Shiotani, 2007, 2008; Chekroun et al., 2009). At their 
early development stage, the size of cracks is smaller than the size of aggregate (natural 
heterogeneity), and hence conventional NDE inspection methods, such as ultrasonic pulse velocity 
and impact-echo, can rarely detect the cracks. More recently, diffuse ultrasound and nonlinear 
acoustic technologies have shown the potential to detect small changes in testing materials, such 
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as those caused by distributed cracks in concrete (Anugonda et al., 2001; Chen et al., 2010; Planès 
and Larose, 2013; Ramamoorthy et al., 2004). Despite the potential, these technologies lack the 
capability of locating cracked regions and visualizing the extent of the detected cracks.  
In concrete composite structures a special type of damage, disbond between concrete and 
the reinforcing element, can occur at the interface between the two materials. In this doctoral 
research, I focus on a special type of concrete composite: steel-clad concrete structures where a 
steel plate is directly attached to a concrete substrate. Steel-clad concrete structures are 
increasingly being incorporated into the civil infrastructure because of favorable structural 
performance and construction efficiency (Hu et al., 2011; Li et al., 2003, 2006; Schneider, 1998; 
Yue and Shuguang, 2001). Interface bond conditions play a key role in structural performance of 
steel-clad concrete structures. In particular, interfacial damage such as disbond can significantly 
reduce load-carrying capacity and ductility of the structures (Liu et al., 2011; Shiming and 
Huifeng, 2012).  
The governing mechanism of the interface disbond of steel-clad concrete is corrosion of 
the steel at the interface (Dunn et al., 2011; Johnson, 2015; Petti et al., 2011). At the early stage of 
this interfacial damage, the corrosion process can weaken the interface bonding stiffness between 
the steel and concrete. After corrosion initiates, interface bonding can significantly be 
compromised until complete disbond occurs, unless properly assessed and repaired. The progress 
of the interface bond degradation and the disbond damage are difficult to detect and characterize 
with existing inspection methods, mainly because of the difficulty to access to the interfacial 
region. Moreover, the significant mechanical impedance mismatch between the steel and 
underlying concrete makes it difficult to characterize interface bonding conditions with traditional 
NDE methods (Helmerich et al., 2013; Wiggenhauser and Naus, 2014). To date, a few studies 
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incorporating ultrasonic wave transmission, vibration monitoring and infrared thermography have 
shown potential to detect disbonding damage (Renshaw et al., 2015; Rucka, 2018; Shengshan et 
al., 2015; Xu et al., 2013). However, quantitative characterization of interface bond conditions is 
not achievable with these technologies. 
1.2. Research objectives 
The objective of this doctoral research is to develop nondestructive evaluation (NDE) systems 
that can detect and characterize damage in concrete and concrete composite structures in an 
efficient and sensitive manner. The systems are based on contactless scanned ultrasound 
measurements. To achieve this objective, the following tasks were proposed: 
(1) Understand the interaction between the ultrasound and specific damage types in concrete 
(distributed cracks) and concrete composite (steel-concrete disbond) structures; 
(2) Develop a fully contactless ultrasonic generation/measurement system to acquire high 
quality ultrasonic wave signals that is deployable across a large inspection area; and 
(3) Develop signal processing techniques to detect, characterize and visualize the damage in 
concrete and concrete-steel composite structures. 
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CHAPTER 2. BACKGROUND INFORMATION 
2.1. Deterioration mechanisms of concrete and concrete composites 
2.1.1. Freezing and thawing cycles 
Distributed cracking can occur within concrete when the saturated water in concrete pores 
undergoes repeated cycles of freezing and thawing action (ACI Committee 201, 2001; Li et al., 
2012; Mehta et al., 2006). A combination of the following three mechanisms are thought to cause 
excessive internal stresses within concrete: (1) ice crystallization pressure (Scherer, 1999); (2) 
hydraulic pressure from outgoing freezing water (Powers and Helmuth, 1953); (3) osmotic 
pressures from incoming super-cooled water (Litvan, 1980). Concrete can eventually crack (a 
network of distributed cracks) unless the excessive stresses are alleviated through the water flow 
in the surrounding concrete pore network to enable ice crystallization in large empty void space. 
The key factors causing freezing and thawing damage are the degree of saturation, the rate of 
freezing and the permeability and tensile strength of the concrete. 
2.1.2. Alkali-silica reactions 
Alkali-silica reaction (ASR) is a detrimental chemical reaction that leads to concrete 
degradation over time. The mechanism of ASR is as follows: highly alkaline concrete pore 
solutions react with amorphous silica in aggregate to form an expansive gel product (ASR gel) in 
the presence of moisture (Bouzabata et al., 2012; Hobbs, 1988; Snyder and Lew, 2013); the volume 
of the ASR gel expands once it absorbs water, and this expansion causes excessive stresses in 
concrete and eventually results in distributed cracking in concrete. The key factors leading to ASR 
damage are cement alkali contents, the pH of concrete pore solution, the reactivity of aggregates 
and moisture contents. 
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2.1.3. Sulfate attack 
The ingress of sulfate ions through concrete can cause deleterious effects. The sources of 
sulfate ions can be either external (e.g. ground water and soil) or internal (sulfates in original 
cement) (Glasser et al., 2008). The mechanism of the sulfate attack is as follows: sulfate ions react 
with calcium hydroxides and calcium aluminate hydration products in hardened cement paste to 
form ettringite and gypsum (ACI Committee 201, 2001; Glasser et al., 2008; Johnson, 2015); the 
formation of ettringite accompanies volume expansion, and this expansion causes excessive 
stresses and distributed cracking in concrete. The formation of gypsum is also detrimental to 
concrete, causing loss of concrete strength. Some key factors causing damage by sulfate attack are 
the permeability of concrete, sulfate exposure, the and the calcium aluminate content in the cement.  
2.1.4. Corrosion of steel 
Interface bonding between steel and concrete can be compromised by corrosion of the steel. 
The corrosion of steel in concrete can be caused by two mechanisms: carbonation of concrete and 
chloride ingress (ACI Committee 201, 2001; Mehta et al., 2006). Steel is unlikely to corrode in 
high pH environments such as that provided by concrete. However, the carbonation of concrete 
reduces the pH of concrete pore solutions, and hence steel can eventually corrode during its service 
life. Chloride ingress can also cause corrosion by destroying the protective passive layers of steel. 
Some of the key factors governing the corrosion reaction are average temperature, relative 
humidity, and the ion concentrations and oxygen content in concrete pore solutions.  
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2.2. Nondestructive evaluation (NDE) techniques for concrete and concrete composites 
2.2.1. NDE techniques to characterize distributed cracks in concrete 
Characterizing the location an extent of distributed cracks in concrete is a challenging task.  
Because the size of these cracks is small, conventional NDE inspection methods, such as ultrasonic 
pulse velocity and impact-echo, can rarely detect the cracks. More recent studies have shown that 
diffuse ultrasound and nonlinear acoustic technologies have the potential to detect small changes 
in testing materials, such as those caused by distributed cracks (Anugonda et al., 2001; Chen et al., 
2010; Planès and Larose, 2013; Ramamoorthy et al., 2004). The diffuse wave approach is based 
on the use of high frequency ultrasonic waves that undergo multiple scattering by heterogeneities 
including cracks. Ramamoorthy et al. (2004) estimated the depth of a surface-breaking crack in a 
concrete slab using the arrival time lag of the peak diffuse wave energy. Quiviger et al. (2012) 
showed the potential of the diffuse wave parameters such as the diffusivity and arrival time of 
maximum energy to detect and size cracks in concrete. Nonlinear acoustic technologies use 
nonlinear wave phenomena such as higher order harmonics, frequency modulation and amplitude-
dependent resonant frequency shift. Kim et al. (2014) showed the potential of the nonlinear 
parameter associated with the second order harmonic to detect microcracking in concrete. Chen et 
al. (2010) showed that nonlinear frequency shift can be used to monitor the microcracking progress 
in concrete caused by ASR. Although these approaches have showed possibilities to detect 
distributed cracks in concrete, they lack the capability of locating and visualizing the extent and 
position of cracked regions.  
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2.2.2. NDE techniques to characterize steel-concrete interface bonding conditions 
The development of reliable NDE techniques for steel-concrete composite structures 
remains challenging (Helmerich et al., 2013; Wiggenhauser and Naus, 2014). To date, few studies 
have shown potential of NDE methods to detect disbonding damage in steel-concrete composites. 
Xu et al. (2013) used the wave energy transmitted from lead zirconate titanate (PZT) actuators 
embedded in the concrete and detected by PZT sensors mounted on the steel-clad surface. 
Although they showed the good capability to detect the interfacial disbond, permanently 
embedding PZT actuators in early-age (fresh state) concrete is not often practical. Also, it is 
impossible to apply this technique to existing steel-clad concrete structures because PZT 
embedment is impossible for hardened concrete. Shengshan et al. (2015) showed the potential of 
low-frequency vibration features such as peak amplitudes and damping factors to detect the steel-
concrete disbond. However, this resonance-based technique is usually not applicable to in-situ 
large-scale structures. Renshaw et al. (2015) used an active infrared (IR) thermography technique 
to detect and visualize the interfacial damage and internal voids for steel-clad concrete structures. 
They showed the potential of the technique, but the significant thermal impedance mismatch 
between the steel and concrete hinders the heat conduction between the two materials. Hence, it is 
difficult to capture the insignificant change of thermal response associated with interfacial 
degradation. Note that the abovementioned methods are sometimes able to distinguish between the 
well bonded and completely disbonded interfaces, but they lack the capability to quantitatively 
characterize various intermediate steel-concrete bonding conditions. 
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2.3. Elastic waves in solid media 
2.3.1. Longitudinal and transverse waves in unbounded media 
In unbounded homogeneous, isotropic, and linearly elastic media, longitudinal (a.k.a. 
primary or P-) and transverse (a.k.a. secondary or S-) mechanical waves can propagate. The 
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where μ and λ are Lame’s elastic constants, and ρ is the mass density. By solving the eigenvalue 
problem associated with Eq. (2.1), the following eigenvalues (P- and S-wave velocities) are 
obtained: 
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= = = = . (2.2) 
The P-waves propagate with the velocity 
Pc , and the direction of the particle motion is parallel to 
the wave propagation direction. The S-waves propagate with the velocity 
Sc , and the particle 
motion direction is perpendicular to the direction of wave propagation. The S-waves can be further 
classified as shear vertical (SV-) and shear horizontal (SH-) waves, depending on the polarization 
of particle motion. Hence, the general solution (u) of the elastic waves in unbounded media are 
represented by the superposition of the three wave components: P-, SV- and SH-waves.  
2.3.2. Rayleigh (surface) waves in a half-space 
In a semi-infinite half-space of homogeneous, isotropic, and linearly elastic material, 
Rayleigh waves (also called surface waves) can propagate. By Helmholtz decomposition, the 
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displacement vector u can be divided into purely dilatational and rotational components. Assuming 
plane strain condition and substituting the two decomposed components into Eq. (2.1), Navier’s 
equation can be separated into two simple wave equations in terms of P- and S-waves. Seeking a 
general solution in the form of harmonic plane waves traveling along the top surface and imposing 
traction-free boundary conditions at the top surface, the characteristic equation for the Rayleigh 
surface wave velocity can be obtained (Rose, 1999):  
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The real-valued root c of Eq. (2.3) is the Rayleigh wave velocity (
Rc ) that depends on Poisson’s 
ratio (ν) but not on frequency. In typical cases of ν ranging from 0.1 to 0.4, 𝑐𝑅 is 83 to 93% of 𝑐𝑆. 
Once 𝑐𝑅  is obtained, the corresponding Rayleigh wave mode shape (wave structure) can be 
computed. The particle motion of the Rayleigh wave is elliptic, and its amplitude exponentially 
decays with depth. The penetration depth of the wavefields is limited within approximately one 
wavelength. 
2.3.3. Lamb waves in a plate 
In a homogeneous, isotropic, and linearly elastic plate, Lamb waves (also called guided 
plate waves) can propagate. Consider the two governing wave equations in terms of P- and S-
waves for the plane strain condition. Imposing the boundary conditions, traction-free at the top 
and the bottom of the plate, and assuming plane harmonic waves traveling along the plate, the 



















where the superscript +1 represents the symmetric modes and -1 the anti-symmetric modes, k is 
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where ω is an angular frequency. Once the multiple solutions for k are numerically obtained, the 
Lamb wave mode shapes (wave structures) for the symmetric and anti-symmetric modes can be 
computed at each frequency. Note that Lamb waves are multi-modal and dispersive: each wave 
mode has different wave velocity, wavelength and mode shape, and these features depend on 
frequency-thickness (fd) product. 
2.3.4. Guided waves in multi-layered media 
The modal solutions for guided waves propagating in multi-layered media can be obtained 
using matrix-based techniques (Knopoff, 1964; Lowe, 1995; Thomson, 1950). Among them, the 
global matrix technique is of particular interest of this study, considering its high stability at large 
fd product (Lowe, 1995). In the global matrix technique, each layer of a n-layered medium can be 
represented by two 4 x 4 layer matrices representing the top (Dit) and the bottom (Dib) interfaces, 
where i = 1,…,n. These two matrices are functions of elastic material properties, thickness of each 
finite layer, frequency (ω) and complex-valued wavenumber (kx). The layer matrices are then 
assembled into the 4(n-1) x 4(n-1) global matrix S by satisfying the interlayer boundary conditions: 
stresses and displacements are continuous across each interface. For the multi-layered model to 




 ( , ) det 0xf k S = = . (2.6) 
Once the modal solutions are obtained, the unique characteristics of the guided wave modes such 
as phase velocity and attenuation can be identified. The wave characteristics can vary depending 
on the compositions and material properties of the layers. In the special case where the top layer 
is acoustically much stiffer than the underlying layers, the dispersion properties, i.e. phase and 
group velocities, well match those of pure Lamb waves (Ryden and Park, 2004). However, unlike 
pure Lamb waves, these guided waves show attenuation because of wave energy leakage to the 
underlying layers. 
2.3.5. Elastic waves in heterogeneous (discrete random) media 
A discrete random medium is defined as a composite material containing randomly 
distributed and mechanically distinct elements (scatterers) within a homogeneous background 
medium. When an elastic wave propagates through a low-absorption discrete random medium, the 
wave propagation regime depends on the ratio between the medium thickness L (or the distance 
between a source and receiver) and scattering mean free path lS (Planès and Larose, 2013; Tourin 
et al., 2000). The scattering mean free path lS is the characteristic distance travelled by a typical 








= , (2.7) 
where 𝛼𝑆 is the attenuation of a coherent wave ray due to elastic scattering. Here, the coherent 
wave is defined as the wave packet that propagates along its original direction not much affected 
by scatterers. When L is within a few mean free paths, the elastic wave propagation is in the single-
scattering regime. Here, the interaction between the wave and scatterers is weak, and no significant 
12 
 
multiple scattering occurs; the coherent wave dominates the response. In this regime, the random 
medium can be considered as a quasi-homogeneous medium where the wave speed is 
renormalized. When L is greater than several mean free paths, the multiple-scattering regime is 
most appropriate to describe the wave propagation in the random medium. In this regime, 
significant multiple scattering occurs and received wave responses include incoherent wave 
components, which eventually evolve into coda waves, bouncing randomly off several scatterers 
before reaching the receiver, in addition to coherent components. Because of its random nature, 
the wave trajectory of the incoherent wave is extremely difficult to track. The incoherent wave 
energy is diffusively transferred. As L further increases, the wave energy transferred by the 
coherent wave approaches to zero, and almost all energy is diffusively transferred. Here, the 
transfer of an ensemble-averaged wave intensity can be approximated as the diffusion process 
(Anugonda et al., 2001; Ramamoorthy et al., 2004).  
2.4. Contactless ultrasound approaches 
2.4.1. Air-coupled ultrasound 
In recent years, air-coupled ultrasonic approaches have demonstrated potential in various 
NDE applications including material characterization and damage detection (Castaings, 1996; 
Chimenti, 2014; Choi et al., 2016). In these approaches, ultrasonic wave energy is transmitted to 
test materials through air, so the physical contact between ultrasonic transducers and test materials 
is unnecessary. Owing to the contactless nature of this technology, rapid inspection over a large 
area is achievable. However, high signal-to-noise ratio (SNR) is difficult to achieve because of 
low energy transmission efficiency associated with the significant acoustic impedance mismatch 
between air and most of engineering materials. Hence, a high-power amplifier or a sophisticated 
signal conditioning electronics is necessary to improve SNR. 
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2.4.2. Laser ultrasound 
Contactless laser ultrasound approaches use lasers to generate and measure ultrasonic 
waves in test materials (Scruby, 1990; Mallet et al., 2004; An et al., 2013). Localized heating of 
the test material induced by a pulse laser creates ultrasound by thermo-elastic or ablation effects. 
The corresponding ultrasonic wave responses are then measured by a laser vibrometry based on 
the Doppler effect(Scruby, 1990). Because of its contactless nature, laser ultrasound technology 
enables rapid inspection over a large area. Remote excitation and sensing with high spatial 
resolution are also achievable. However, highly reflective specimen surfaces are required to 
achieve a high SNR, and hence the range of applicable materials is limited. This requirement 
hinders laser ultrasound applications to concrete unless the concrete surface is specially treated 
(e.g. retro-reflective tapes on a smoothed surface). 
2.4.3. Electro-magnetic acoustics 
Electro-magnetic acoustic transducers (EMAT) can generate and measure ultrasonic waves 
in conductive and ferromagnetic materials in a contactless manner based on electro-magnetism 
(Dixon et al., 1999; Mirkhani et al., 2004; Wilcox et al., 2005). The major advantage of the EMAT 
is the capability to selectively generate certain ultrasonic wave modes such as horizontally 
polarized shear (SH) waves (Hirao and Ogi, 1999). Despite the advantages of the EMAT, this 
technology has a critical drawback in limited applicability only to conductive and ferromagnetic 
metals and thus cannot be applied to concrete. 
2.5. Ultrasound-based imaging techniques 
Recent advances in contactless ultrasonic technology make it possible to rapidly collect a 
large number of ultrasonic data set through scanning measurements. The scanned data set, called 
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wavefields, can be effectively analyzed using an imaging algorithm. Several example ultrasonic 
imaging algorithms are introduced below.   
2.5.1. Tomographic reconstruction 
Ultrasonic tomography is a sectional image reconstruction technique using data from 
multiple cross-cutting transmitted ultrasonic wave paths through a body. Velocity- and 
attenuation-based tomographic reconstruction techniques are widely applied to image a cross-
section of a test material (Choi and Popovics, 2015; Holliger et al., 2001; Tronicke, 2004). To 
obtain the object feature corresponding to each pixel in the cross-sectional image (e.g. velocity or 
attenuation), an iterative algebraic reconstruction algorithm is commonly applied. Considering 
velocity tomography, the slowness js  (the inverse of velocity) value at each pixel within a cross-







=    (i = 1,2,…,N), (2.8) 
where it , ijd  and js  are the arrival time of the i
th wave ray, the distance traveled by the ith ray 
through the jth pixel, and the slowness at the jth pixel, respectively. N and M are the total numbers 
of wave rays and pixels, respectively. Equation (2.8) can be expressed in matrix form as 
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Here, the direct inverse of [d] is not solvable in most cases because of insufficient data and noise 
from falsely interpreted data (Choi and Popovics, 2015). Hence, iterative algorithms are necessary 
to solve this problem.  
Considering attenuation tomography, the attenuation coefficient at the jth pixel j  can be 


















    (i = 1,2,…,N), (2.10) 
where iA , 
0
iA  and ir  are the measured amplitude, the initial amplitude and the total travel  distance 
(source-receiver) of the ith wave ray, respectively, and n seen in Eq. (2.10) is the geometric 
spreading factor. Although attenuation tomography can provide higher sensitivity to small-sized 
damage than  velocity tomography (Chai et al., 2011), it is difficult to apply attenuation 
tomography in actual testing because of the difficulty in measuring 0iA  and the uncertainty in 
determining n.   
2.5.2. Synthetic aperture focusing technique (SAFT) 
SAFT is a sectional imaging technique that uses multiple cross-cutting wave data to isolate 
reflected ultrasonic wave components within a body from the total wave field. This technique 
directly originates from radar technology, synthetic aperture radar (SAR), which detects the 
motion information of moving objects using radio waves. The general procedure of  SAFT is 
summarized below (Choi et al., 2016; Hoegh and Khazanovich, 2015; Shokouhi et al., 2014): 
(1) Identify and remove the surface-skimming, that are not sensitive to the internal defects, 
from the obtained signal set. 
(2) Define a region of interest to visualize and compute the distances from the transducers to 
every pixel in the region. 
(3) Obtain the reflection intensity map from each ultrasonic signal based on the single 
scattering assumption. 
(4) Adjust the beam spread of the transducer array by multiplying an apodization factor mask 
to each reflection intensity map. 
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(5) Sum up all the adjusted reflection intensity maps and apply the Hilbert transform to the 
summed intensity image. 
One advantage of SAFT over the tomographic technique is that it can be used with data collected 
using a single-sided scanning method; hence it is applicable when access to the opposite side is 
not available. However, SAFT tends to be insensitive to small sized reflectors and reflectors 
located behind other strong reflectors. 
2.5.3. Wavefield imaging with frequency-wavenumber (f-k) domain filtering 
Ultrasonic wavefield imaging brings enhanced understanding of the interaction between an 
incident ultrasonic wave and wave scatterers within a testing medium. In this technology, a large 
set of ultrasonic data is collected across a pre-defined measurement grid and used to build up 
images from which incident and scattered wavefields are visualized. To enhance the identification 
of discrete scatterers (i.e. a defect) within a scanned area, f-k domain (or k domain) wavefield 
filtering techniques are usually incorporated. The general procedure of the f-k filtering technique 
is summarized below (Flynn et al., 2013; Michaels et al., 2011; Ruzzene, 2007): 
(1) Convert raw wavefield data from the time-space (t-x) domain to the f-k domain using the 
2-D or 3-D Fourier transform (FT). Here, the 2-D FT is applied in the case of the 1-D line 
scanning measurements, and the 3-D FT to 2-D area scanning measurements. 
(2) Determine a filtering mask (or window) in the f-k domain to isolate the damage-induced 
ultrasonic wavefield content. 
(3) Apply the filtering mask to the converted f-k domain signal set. 
(4) Reconvert the filtered signal set from the f-k domain back to the t-x domain using the 
inverse 2-D or 3-D FT. 
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(5) Compute the energy of the f-k filtered wavefields (scattered wave energy) to locate, 
characterize and visualize the damage in space. 
The key process here is the determination of the filtering mask, and this varies for each application 
case. One significant advantage of using the f-k domain signal analysis is that all the mixed wave 
components from the complete wavefield, which are difficult to identify in the t-x domain, can be 
well separated and easily identified in the f-k domain.
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CHAPTER 3. SCATTERING OF ELASTIC WAVES IN INHOMOGENEOUS MEDIA 
In this chapter, work to understand scattering of elastic waves in inhomogeneous (discrete 
random) media is presented. The theoretical basis of the work is first presented through a one-
dimensional point-scatterer model that considers the wavefield set up by multiple distinct 
scatterers. More complex scattering scenarios are then investigated using numerical simulation and 
experiments. The numerical models and experimental specimens consider two types of multiple 
scatterers: large-scale particles distributed throughout a medium and small-dimension cracks 
(localized for numerical models and distributed for specimens). The analyses show that incident 
forward propagating waves undergo distinct scattering within the crack damaged zone. As a result, 
a non-propagating oscillatory field is set up within the cracked zone that is distinct from the scatter 
caused by the large-scale particles. 
3.1. Analytical modeling of scattering in 1-D 
3.1.1. 1-D multiple point-scatterer model 
To investigate the wavefields set up by multiple scatterers interacting with a incident 
forward propagating wave, an analytical solution for a one-dimensional (1-D) multiple point 
scatterer model is created using Born series expansion. The model structure is similar to Foldy’s 
work in that multiple scatterers are treated as isolated point scatterers (Foldy, 1945). However, we 
use higher-order Born series expansion to obtain the analytical solution instead of Foldy’s 
approximation.  
The 1-D model is illustrated in Figure 3.1. The general 1-D equation of motion for a linear 
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where u(x, t) and f(x, t) are the displacement field and the forcing function in terms of space (
( , )x −  ) and time ( (0, )t  ), respectively, and ρ(x) and E(x) are the space-varying mass 
density and elastic modulus, respectively. Here, E is assumed to be constant throughout the entire 
spatial domain. The point-scatterers are modeled by locally reducing mass density with respect to 
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where ε ( 0 1  ) is the density reduction factor, δ(.) the Dirac delta function, xj the position of 
the jth point-scatterer and N the total number of point-scatterers. Assuming a time-harmonic 
concentrated force acting at x = 0, ( , ) ( )
i tf x t x e  −= , the displacement field can be expressed as 
( , ) ( ) i tu x t G x e −= , where ( )G x  is the Green’s function of the inhomogeneous medium under 
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Here, the time-harmonic oscillation term with angular frequency ω, i te − , is cancelled out and the 
original partial differential equation reduces to an ordinary differential equation shown in Eq. (3.3). 
The first term on the right-hand side in Eq. (3.3), δ(x), represents the concentrated force acting at 
x = 0 that sets up the incident wavefield G0(x). The second term on the right-hand side describes 
contributions to G(x) from the point-scatterers, and can be considered as a secondary forcing 
function that sets up the scattered wavefield Gsc(x). The full wavefield G(x) can be expressed as 




Figure 3.1. Illustration of the 1-D multiple scatterer model. 
 
G0(x) can be obtained by solving Eq. (3.3) when the secondary forcing term is not 
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where k0 and c0 are the wavenumber and wave speed, respectively, for the base medium without 
scatterers;  k0 and c0 are expressed as ω/c0 and /E  , respectively. G(x) is then obtained by taking 
the convolution integral of the force terms with respect to G0(x): 
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Finally, the implicit solution is obtained by integrating the terms in Eq. (3.5) to give 
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Because of the implicit nature of Eq. (3.6), considering that the G term is on both sides of the 
equation, the exact solution for G(x) cannot be expressed in explicit form. For a weak scatterer 
case, where the relative distances between scatterers and wavelength are much greater than unity 
(d/λ0 >> 1) and the degree of acoustic impedance mismatch between the base medium and 
scatterers is not significant, G(xj) on the right-hand side of Eq. (3.6) can be approximated as G0(xj). 
This first-order approximate solution G1(x), known as the (first) Born approximation, is given by 
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Equation (3.7) reveals that the approximate solution represents Gsc(x) as the summation of wave 
components that are scattered only once from each point scatterer. This implies that the first-order 
Born approximation neglects multiple scattering effects because it does not consider interaction 
among scatterers. Hence, the first-order Born approximate solution is not valid for a densely 
packed strong scatterer case, where d/λ0 < 1, or when the acoustic impedance mismatch between 
the base medium and scatterers is significant. 
In this study, higher order Born series expansions are sought to consider multiple scattering 
effects from a strong scattering case. Higher order approximate solutions are obtained in a similar 
manner, where the Mth order Born series expansion solution is given by  
( ) ( )20 1 0
1
( ) ( )
N
M M j j
j
G x G x G x G x x  −
=
= − − , (3.8) 
where GM-1(x) is the (M-1)
th order Born series expansion solution. Here, GM(x) represents Gsc(x) 
as the summation of wave components that are scattered M times from each point scatterer. 
Equation (8) is solved iteratively until a convergent solution is obtained where the least square 
error, 
2
1( ) ( )M MG x G x dx+ − , becomes vanishingly small. Finally, the approximate time-harmonic 
wavefield solution to Eq. (3.1) is obtained by multiplying the harmonic oscillator to the convergent 
solution: 
( , ) ( ) ( )i t i tMu x t G x e G x e
 − −=  . (3.9) 
3.1.2. Higher-order Born series expansion solutions 
The obtained analytical solution seen in Eq. (3.9) was numerically evaluated using an 
example 1-D model. For generality, normalized position (x/λ0), time (tc0/λ0) and displacement 
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(u/u0,max) are considered, where u0,max is the maximum displacement amplitude in the incident 
wavefield. The 1-D model is illustrated using three point-scatterers located at x/λ0 = 3, 3.6 and 4.5.  
The model parameters used for the numerical computation were ω = 2π, c0 = 1, ρ = 1, λ0 = 1 and ε 
= 0.08. Figure 3.2(a) shows the time-harmonic wave response, u(x, t), for the total time-space 
wavefield obtained by the model with the 10th order (M = 10) Born series expansion solution. The 
decomposed wavefields, that is the incident and scattered wavefields, are seen in Figures 3.2(b) 
and (c), respectively. The locations of the source and scatterers are indicated in the figures. In the 
normalized plot, red color represents high positive amplitude and blue color high negative 
amplitude. The wave rays with a positive-valued slope indicate forward propagating waves, and 
those with a negative-valued slope backward propagating waves. The scattered wavefield seen in 
Figure 3.2(c) reveals that the three scatterers generate both forward- and back-scattered waves. 
Disruption to the forward and backward propagating wavefronts, set up by non-propagating 




Figure 3.2. Time-harmonic wavefield responses for a three-scatterer case: normalized 
responses for (a) total wavefield, and decomposed components (b) incident and (c) scattered 
wavefields. Their corresponding wavenumber spectra are shown in (d) to (f), respectively. 
Three scatterers are located at x/λ0 = 3, x/λ0 = 3.6 and x/λ0 = 4.5. 
 
The corresponding wavenumber spectra for all three wavefields are shown in Figures 
3.2(d) to (f). The spectra were obtained by taking a space to wavenumber Fourier transform (FT) 
of Eq. (3.8) to give 
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where ( )MG k  is the FT of the convergent Green’s function of the total wave field, and 0( )G k  and 












The dominant wave components seen in Figures 3.2(d) to (f) are the forward- and back-
propagating wave components, which are respectively indicated as two peaks at k = ± k0 = ± 2π in 
the figure.  The wavefields set up by the scatterers disturb the entire wavenumber spectrum, 
resulting in the fluctuation of the spectrum shown in Figure 3.2(d).  
To locate the scatterers in space, the forward- and back-propagating components, located 
nearby k = ± k0, should be suppressed within the wavenumber spectrum, which would emphasize 
the non-propagating oscillatory fields set up by the scatterers. To achieve this, certain wavenumber 
components within the total wavefield were selectively filtered using a low-pass filtering mask 
seen in Figure 3.3(a) and a high-pass filtering mask in Figure 3.3(b). The filtered responses with 
respect to the two masks are shown in Figures 3.3(c) and (d). The locations of the scatterers and 
the source, which cannot be identified in the total wavefield seen in Figure 3.2(a), are clearly 
indicated after wavenumber filtering. Furthermore, high-wavenumber filtering provides good 
spatial resolution, making it possible to pinpoint the location of the source and scatterers with 
accuracy. This analytical demonstration indicates the potential of wavenumber filtering to locate 





Figure 3.3. Wavenumber filtering results: filtering masks for (a) low-wavenumber and (b) 
high-wavenumber components, and their corresponding filtered wavefield responses shown 
in (c) and (d), respectively. 
 
3.2. Numerical modeling of scattering in 2-D 
3.2.1. 2-D multiple-scatterer model 
Two-dimensional (2-D) linear elastic plane strain dynamic finite element (FE) simulations 
were carried out using the Abaqus/Standard (Dassault Systems) platform to understand the effects 
of distributed cracking in a discrete random media on elastic wave propagation. In the simulation, 
a crack is defined as a single row of elements (sharp notch-like inclusions) having reduced 
mechanical properties. Hence, there is no crack-face contact during dynamics. In order to 
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understand the experiments that are carried out later in this effort, the model simulates concrete as 
the material that supports propagating ultrasonic surface waves (Rayleigh waves). The following 
simulation model cases were considered: uniform material (without any scatterers), sound 
(uncracked but containing large scale scatterers) concrete, damaged concrete with different 
distributed crack volumes and damaged concrete with a single surface-breaking crack. 
The overall structure of the numerical models is seen in Figure 3.4(a), and the parameters 
used for the numerical simulations are summarized in Table 3.1. A semi-infinite half-space was 
simulated using absorbing layers with increased damping (ALID). More details on the ALID 
technique can be found elsewhere (Drozdz, 2008; Rajagopal et al., 2012). 2-D square (1 mm x 
1mm) plane strain elements (CPE4R) were used throughout the entire region. The excitation force 
was applied at the left edge (x = 0) of the region of interest.  To selectively generate ultrasonic 
surface waves, the spatial distribution of the excitation force amplitude was designed to follow the 
wave structure of the surface wave, with characteristics shown in Figure 3.4(a). A 5-cycle tone 
burst signal with a center frequency of 50 kHz was used as the input signal. An example mass 
density distribution of the region of interest is shown in Figure 3.4(b). The simulated concrete is 
composed of a homogeneous background medium (mortar) with randomly distributed aggregates 
that have mostly higher acoustic impedance than the background mortar medium. The mass 
density and Young’s modulus of the mortar were set to 2050 kg/m3 and 26.16 GPa, respectively. 
The aggregate particles were modeled as random ellipses with various aspect ratios. The lengths 
of major and minor axes of the elliptic aggregates vary following a normal distribution. The mean 
and standard deviation were, respectively, 10 mm and 3mm for major axis and 7.5 mm and 3 mm 
for minor axis. To more realistically simulate concrete, the mass density of each aggregate particle 
statistically varies following a normal distribution with the mean mass density of 2600 kg/m3 and 
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a standard deviation of 390 kg/m3. Young’s modulus distribution was also similarly defined: the 
mean Young’s modulus was 40.04 GPa with a standard deviation of 6 GPa. Although the aggregate 
particles have different material properties, specifically Young’s modulus and mass density values, 
each particle is homogeneous in its material properties within a single defined aggregate piece. 
Poisson’s ratio was set to be 0.26 throughout the region of interest. For the cracked concrete 
models, a 50 mm x 50 mm cracked region is defined, as seen in Figure 3.4(b), where linear cracks 
were randomly distributed. To simulate air-filled cracks, the assigned cracks had vanishingly small 
mass density and Young’s modulus values. Crack lengths statistically vary following a normal 
distribution, with a mean of 5 mm and standard deviation of 0.75 mm. Example localized cracked 
region for the damaged concrete models are illustrated in Figure 3.4(c). Three different distributed 
crack cases, each with different crack volume ratio (CVR), and a single 50 mm-deep surface-






=   (3.12) 
where Ncrack and Ntotal are the number of the crack elements and that of the total elements within 
the localized cracked region, respectively. To simulate the linear scanning measurement that was 
carried out as part of the experimental study in this work, surface wave responses were obtained 
across 350 spatial points at 1 mm spacing along the top surface, from x = 150 to 499 mm, using a 
sampling time interval (time step) of 0.8 µs. The implicit dynamic FE solver (Abaqus/Standard) 




 Figure 3.4. Configuration of numerical model for surface wave propagation in 2-D discrete 
random inhomogeneous medium (simulated concrete): (a) overall structure of the numerical 
model, (b) an example mass density distribution of simulated concrete within the region of 
interest and (c) localized cracked regions for the damaged concrete models where the 





Table 3.1. Summary of the parameters used for numerical simulations. Parameters with 
varying value that follow the normal distribution are represented in the form of “mean ± 
standard deviation.”   
Material properties 
 
Young’s modulus E 
[GPa] 
Mass density ρ 
[kg/m3] 
Poisson’s ratio ν 
 
Aggregate 40.04 ± 6 2600 ± 390 0.26 
Base mortar 26.16 2050 0.26 
Crack 10-18 0.001 0.26 
Aggregate and crack size distribution 
Major axis length of an elliptic aggregate 
particle [mm] 
10 ± 3 
Minor axis length of an elliptic aggregate 
particle [mm] 
7.5 ± 3 
Crack length 
[mm] 
5 ± 0.75 
Simulation parameters 
Element type 
2-D quadrilateral plane strain element 
(CPE4R implemented in Abaqus 6.13) 
Element size 1 mm x 1 mm 
Mesh type Regular quad mesh 
Integrator 
Hilber-Hughes-Taylor (HHT) integrator 
(The dynamic implicit solver implemented in 
Abaqus 6.13) 
Numerical damping control parameter (α) 
for HHT integrator 
-0.05 
Integration scheme Reduced integration 




3.2.2. Numerical simulation results 
Figure 3.5 shows the time-space (t-x) domain wavefields obtained for all the model cases. 
The received surface wave signals are represented by vertical displacement where data were 
collected from all 350 spatial points on the surface.  The time signals were stacked in even 
increments of sensed position to visualize the wavefields. The sound concrete wavefield, shown 
in Figure 3.5(b), shows both forward propagating (indicated by “FP” in the figure) and back-
scattered (indicated by “BS”) surface wave pulses, while only forward propagating wave pulses 
are seen in the homogeneous material case shown in Figure 3.5(a). The back-scattered surface 
waves observed in the sound concrete case are set up by scatter from the aggregate network. 
Figures 3.5(c) to (e) show wavefields from damaged concrete with distributed crack zones at 1 %, 
4 % and 8 % CVR levels, respectively. The cracked region is located at x = 250 mm to 350 mm, 
as indicated in the wavefields. In addition to the forward propagating and back-scattered wave 
pulses, non-propagating oscillatory fields (indicated by “NPO” in the figure) are seen within the 
cracked region, which increase in amplitude as the CVR level increases. The 8 % CVR case seen 
in Figure 3.5(e) shows particularly strong indications of non-propagating oscillation in the cracked 
region. For the case of the single surface-breaking crack shown in Figure 3.5(f), local scattering 
(indicated by “LS” in the figure) is observed at the crack location in addition to the forward 




Figure 3.5. Time-space (t-x) domain displacement signals obtained from the top surface of 
the simulated concrete models: cases for (a) homogeneous material, (b) sound concrete, (c) 
damaged concrete (1 % CVR), (d) damaged concrete (4 % CVR), (e) damaged concrete (8 
% CVR), and (f) damaged concrete (single crack). The color bar shows units of m.   
 
To better understand the non-propagating oscillatory fields set up by cracks, frequency-
wavenumber (f-k) analyses were carried out. Tukey windows were applied to the original t-x 
domain wavefields with respect to space to isolate the cracked region, and then 2-D FTs were 
computed as 




=    (3.13) 
where ( ),s t x  is the Tukey windowed wavefield data in t-x domain and ( ),S f k  the converted f-
k domain wavefield. The f-k domain magnitude spectrum for each simulation case was normalized 
with respect to its maximum spectral magnitude. Figures 3.6(a) to (f) show the f-k domain 
magnitude spectra for all the simulation cases. In the homogeneous material case shown in Figure 
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3.6(a), only the forward propagating surface wave component is seen. Back-scattered surface wave 
components are observed in all other cases, including the sound concrete case shown in Figure 3.6 
(b). For the damaged concrete with distributed cracks, the wavenumber spectra become broader as 
the crack volume increases, as seen in Figures 3.6(c) to (e). This wavenumber broadening 
phenomenon appears to be set up by non-propagating oscillatory fields from the distributed crack 
network. For the single crack concrete case, the f-k magnitude spectrum is only slightly broader 
than that of the sound concrete case, which appears to be set up by local scattering near the crack 
location. The simulation results shown in Figure 3.5 and Figure 3.6 demonstrate that non-
propagating oscillatory fields and local scatter are unique features that are caused by the presence 
of cracking. 
 
Figure 3.6. Normalized frequency-wavenumber (f-k) domain magnitude spectra for all the 
simulated concrete models: (a) homogeneous material, (b) sound concrete, (c) damaged 
concrete (1 % CVR), (d) damaged concrete (4 % CVR), (e) damaged concrete (8 % CVR), 
and (f) damaged concrete (single crack). The f-k domain magnitude spectrum for each 




3.3. Experimental study on laboratory-scale concrete specimens 
3.3.1. Experimental setup 
An experimental investigation was performed to understand the effects of distributed 
cracks in concrete on surface wave propagation. Figure 3.7(a) shows the experimental setup for 
fully contactless ultrasonic tests. An air-coupled ultrasonic transmitter (Series 600, SensComp 
Inc.) having a center frequency of 50 kHz generated surface waves in concrete specimens. The 
lift-off distance (H1) and incidence angle (θinc) for the transmitter were set to 35 mm and 10°, 
respectively. The corresponding wave responses were measured by an air-coupled MEMS 
ultrasonic receiver (SPM0404UD5, Knowles Electronics Corp.) at a lift-off distance (H2) of 10 
mm. Surface wave data were collected with increasing source to receiver distance along 121 spatial 
points at a spacing of 2.5 mm. The measured surface wave signals were digitized using an analog-
to-digital (A/D) converter (NI USB-6366, National Instrument Inc.) at a sampling rate of 2 MS/s. 
To improve signal-to-noise ratio, the time signals were measured 100 times at each measurement 
position and then time averaged. The obtained ultrasonic signal data were stored in a laptop 
computer so that further data analysis could be carried out later. Figure 3.7(b) shows three tested 
concrete specimens having different extents of simulated cracking content by volume: (1) sound 
concrete (0% plastic fiber content by volume), (2) damaged concrete with low crack volume 
(0.3%) and (3) damaged concrete with high crack volume (0.6%). The randomly distributed plastic 
fibers that have very low acoustic impedance and appropriate geometry simulate distributed air-
filled cracks in concrete. The use of polymer fibers and sheet inclusions to simulate distributed 





Figure 3.7. Experimental setup: (a) contactless ultrasonic surface wave measurement setup 
and (b) concrete samples with simulated cracking damage. 
 
3.3.2. Experimental results 
The t-x domain wavefields obtained from the three concrete specimens are shown in 
Figures 3.8(a) to (c). In the sound concrete case, seen in Figure 3.8(a), the majority of wave energy 
is in the form of forward propagating surface waves (presumably coherent). As the amount of 
simulated damage in the concrete increases, the forward propagating wave front is disrupted. 
Beyond this, the high volume (0.6 %) simulated crack case shown in Figure 3.8(c) shows non-
propagating oscillatory patterns and disrupted wave rays across the measurement space. 
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Figure 3.9 shows the f-k domain magnitude spectra for all the tested sample cases. The f-k 
domain magnitude spectrum for each sample case was normalized with respect to its maximum 
spectral magnitude. Similar to the numerical simulation results seen in Figure 3.6, forward 
propagating (FP) and back-scattered (BS) surface wave components are observed in the sound 
concrete case shown in Figure 3.9(a). For the damaged concrete with simulated cracking damage 
(fibers) shown in Figures 3.9(b) and (c), non-propagating oscillatory (NPO) wave components are 
additionally observed outside FP and BS regions. Furthermore, the wavenumber spectra become 
broader as the fiber volume increases, similar to the numerical simulation results seen in Figure 
3.6. 
 
Figure 3.8. Time-space (t-x) domain signals obtained from the top surface of the concrete 
samples: signals for (a) sound concrete (0 % fiber by volume), (b) concrete with fibers (0.3 
%) and (c) concrete with fibers (0.6 %). 
 
 
Figure 3.9. Normalized frequency-wavenumber (f-k) domain magnitude spectra for all the 
tested concrete samples: (a) sound concrete (0 % fiber by volume), (b) concrete with fibers 
(0.3 %) and (c) concrete with fibers (0.6 %). The f-k domain magnitude spectrum for each 
sample case was normalized with respect to its maximum spectral magnitude.  
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CHAPTER 4. DEVELOPMENT OF A SIGNAL PROCESSING APPROACH TO 
DETECT DISTRIBUTED SCATTERERS 
 
In this chapter, the development of a signal processing approach to detect and locate 
distributed scatterers is described. I employ frequency-wavenumber (f-k) domain analysis to 
extract the non-propagating oscillatory fields and to detect and locate zones of distributed cracking. 
The proposed approach is evaluated using numerical simulation and experimental data collected 
from concrete specimens that contain simulated distributed cracks. The results demonstrate that 
the location of distributed crack zones in discrete random media can be successfully detected. 
4.1. Extracting non-propagating oscillatory fields for distributed damage detection 
An overview of the signal processing procedure of the proposed approach is illustrated in 
Figure 4.1. Time domain ultrasonic surface wave signals are collected regularly along a pre-
defined 1-D scan line. The collected signals are then stacked to form a wavefield s(t, x) as a 
function of time (t) and space (x).  Once s(t, x) is formed, the  signal processing approach is applied 
following the five steps shown in Figure 4.1.  
In Step 1, a 2-D Fourier transform (FT) is applied to convert the signal set from t-x to f-k 
domains using 




=    (4.1) 
where ( ),S f k  is the converted f-k domain wavefield. In Step 2, ( ),S f k  is decomposed into non-
propagating oscillatory fields ( ),NPOS f k  and forward propagating ( ),FPS f k  wave fields by 
multiplying the filtering masks ( ),NPOM f k   and ( ),FPM f k , respectively, through 




( ) ( ) ( ), , , .FP FPS f k S f k M f k=  (4.3) 
In Step 2 in Figure 4.1, the two filtering masks are shown as gray-scale images, where the white 
color represents one (complete pass) and the black color zero (complete block). The filtering mask 
( ),NPOM f k  is defined to suppress the low-wavenumber components and forward propagating and 
back-scattered wave components, while ( ),FPM f k  to extract the forward propagating wave 
component. In Step 3, the two decomposed wavefields are then converted back into t-x domain 
using an inverse 2-D FT through 
( ) ( ) ( )2, , i ft kxNPO NPOs t x S f k e dkdf
  +
− −
=    (4.4) 
and 
( ) ( ) ( )2, , .i ft kxFP FPs t x S f k e dkdf
  +
− −
=    (4.5) 
In Step 4, the time-cumulative energies computed up to time T for both filtered wavefields, 











( ) , .
T
FP FPE x s t x dt=     (4.7) 
Here, T is defined such that the wavefield data include sufficient length of time to adequately 
capture and represent full scattering content. The total signal time duration is used for T when 
processing the numerical simulation data; for experimental data, T is taken as the time duration up 
until the arrival time of direct acoustic waves. T is taken as 350 μs for the numerical simulation 
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data and 450 μs for experimental data in this study. Finally, the normalized non-propagating wave 












In the following sections, the proposed signal processing approach is evaluated using numerical 
simulation and experimental data. 
 
Figure 4.1. Overview of the signal processing procedure to extract non-propagating 




4.2. Numerical evaluation and experimental validation of the signal processing approach 
The proposed signal processing approach described in Figure 4.1 was applied to numerical 
simulation data. The f-k domain filtering masks used to extract non-propagating oscillating fields 
and forward propagating wave components are shown in Figures 4.2(a) and (b), respectively. In 
the figure, white color indicates pass, and black reject, of the mask function. Expected f-k regions 
of forward propagating and back-scattered wave components are also indicated as red dashed lines 
with positive and negative slopes, respectively. The filtering mask seen in Figure 4.2(a) extracts 
high-wavenumber components while suppressing forward propagating and back-scattered wave 
components and low-wavenumber components, while the filtering mask shown in Figure 4.2(b) 
extracts forward propagating wave components as indicated by the fact that the expected forward 
propagating wave component is always within the pass region of the mask function. The non-
propagating oscillatory fields ( ),NPOs t x  extracted using the filtering mask seen in Figure 4.2(a) 
are shown in Figure 4.3 for all simulation cases. The homogeneous material (mortar) and sound 
concrete cases, shown in Figures 4.3(a) and (b) respectively, indicate negligible non-propagating 
oscillatory wave energy. The cases for damaged concrete with distributed cracks seen in Figures 
4.3(c) to (e) exhibit remnant non-propagating wave component energy within the cracked region 
that increase in amplitude as the crack volume ratio (CVR) increases. Figure 4.3(f) shows 
( ),NPOs t x  for the single crack case, where remnant local scattering energy is clearly seen nearby 
the crack location. 
Figure 4.4(a) shows normalized non-propagating wave energy N
NPOE  computed for all the 
six simulation cases shown in Figure 4.3. The damaged concrete cases with distributed cracks 
show high N
NPOE  values within the cracked region, and the case with a single crack a single peak at 
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the crack location. To check the sensitivity of the proposed technique to distinguish low levels of 
damage, N
NPOE  values for the cases of homogeneous material (mortar), sound concrete and the 
lowest damaged concrete (1 % of CVR) are compared in Figure 4.4(b). The mortar case shows 
N
NPOE  values that are essentially zero over the inspection region. Although the sound concrete case 
shows N
NPOE  values slightly larger than those values of the mortar case, the 
N
NPOE  values from the 
sound concrete case are still very low. However, the 1 % CVR case exhibits much higher N
NPOE  
values within the cracked region, clearly distinguishable from the sound concrete case. The results 
demonstrate the potential of the proposed approach to locate and characterize cracking damage in 
concrete. 
 
Figure 4.2. F-k domain filtering masks to extract (a) non-propagating oscillating field and 
(b) forward propagating wave components. Expected f-k regions of forward propagating and 
back-scattered wave components are indicated as red dashed lines with positive and negative 
slopes, respectively. In the gray-scale images, the white color represents one (complete pass) 





Figure 4.3. Extracted non-propagating oscillating  wave components in t-x domain: cases for 
(a) homogeneous material, (b) sound concrete, (c) damaged concrete (1 % CVR), (d) 
damaged concrete (4 % CVR), (e) damaged concrete (8 % CVR), and (f) damaged concrete 





Figure 4.4. Spatial distribution of normalized non-propagating wave energy: (a) all the 
simulation cases and (b) the cases for homogeneous material (mortar), sound concrete and 
damaged concrete with 1 % CVR. 
 
 
Figure 4.5. Filtered time-space (t-x) domain signals using the proposed signal processing 
approach: filtered signals for (a) sound concrete (0 % fiber by volume), (b) concrete with 




For experimental validation, the proposed signal processing approach was applied to the 
experimental data, seen in Figure 3.8, collected from the laboratory-scale concrete samples with 
simulated cracking damage shown in Figure 3.7(b). Figures 4.5(a) to (c) show the extracted non-
propagating oscillating wave components ( ),NPOs t x  for the sound concrete and the damaged 
concrete with low and high volumes of simulated cracks, respectively. Similar to the observations 
from the numerical simulation results, the sound concrete case showed negligible extent of 
remnant non-propagating wavefield as seen in Figure 4.5(a). The amplitude and number of 
occurrences of non-propagating wavefield indications increase as the volume of simulated 
cracking increases, as seen in Figures 4.5(b) to (c). Figure 4.6(a) shows the spatial distribution of 
the normalized non-propagating wave energy ( N
NPOE ) for all the specimens, and a zoom-in plot is 
shown in Figure 4.6(b). Similar to the simulation results shown in Figure 4.4, higher N
NPOE  values 
are seen for the concrete specimens with simulated crack damage, while the sound concrete case 
(0% fiber) exhibits N
NPOE  values that are very low throughout the scanned area. These experimental 
results demonstrate the feasibility of the proposed f-k domain signal filtering approach to locate 




Figure 4.6. (a) Spatial distribution of normalized non-propagating wave energy ( )NNPOE x  for 
all the concrete samples. The zoom-in plot of (a) is shown in (b). 
 
4.3. Comparison of non-propagating oscillatory fields with back-scattered surface wavefields 
Traditionally, back-scattered wave components have been used for various NDE purposes. 
In this section, back-scattered wavefields are extracted from the numerical simulation and 
experimental data previously shown in Section 4.1 and compared with non-propagating oscillatory 
fields to evaluate their relative performances in characterizing distributed cracks. To extract back-
scattered surface waves and compute back-scattered surface wave energy, the f-k domain signal 
processing approach described in Section 4.2 was used with a back-scatter filter mask MBS (f, k) 
instead of MNPO (f, k). Considering that the f-k regions for the forward propagating and back-
scattered wave components are symmetric with respect to the axis of zero-wavenumber, MBS is 
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obtained by flipping the forward wave filter mask MFP (Figure 4.2b) with respect to the axis of 
zero-wavenumber. 
 The back-scattered wavefields extracted from the simulation data presented in Figure 3.5 
are shown in Figure 4.7. The homogeneous material (mortar) case shown in Figure 4.7(a) indicates 
an absence of back-scattered surface wave energy, while the sound concrete case shown in Figure 
4.7(b) shows a small amount of back-scattered surface wave energy caused by the natural 
heterogeneity (the aggregate network) of concrete. The cases for damaged concrete with 
distributed cracks shown in Figures 4.7(c) to (e) illustrate crack-induced back-scattered surface 
waves emitted from the cracked region that increases in amplitude as the CVR increases. For the 
single crack case seen in Figure 4.7(f), back-scattered surface waves emitted from the crack 
location are also observed. Figure 4.7 demonstrates that a back-scattered surface wave component 
is a reasonable indicator of cracking damage in concrete. However, in terms of locating cracked 
regions, the non-propagating oscillatory fields, seen in Figure 4.3, shows better capability of 
locating the cracked regions than the back-scattered surface wave components, owing to their 
highly localized nature oscillating within the cracked region. 
 Figure 4.8 shows the back-scattered wavefields extracted from the experimental data seen 
in Figure 3.8. Similar to the numerical simulation results, the sound concrete case seen in Figure 
4.8(a) shows small extent of back-scattered surface waves. The back-scattering amplitude 




Figure 4.7.  Extracted t-x domain back-scattered surface waves from the simulation data: 
cases for (a) homogeneous material (mortar), (b) sound concrete, (c) damaged concrete (1 % 
CVR), (d) damaged concrete (4 % CVR), (e) damaged concrete (8 % CVR), and (f) damaged 
concrete (single crack). The color bar is expressed in units of m. 
 
 
Figure 4.8. Extracted t-x domain back-scattered surface waves from the experimental data: 
cases for (a) sound concrete (0 % fiber by volume), (b) concrete with fibers (0.3 %) and (c) 
concrete with fibers (0.6 %). 
 
 To compare with the normalized non-propagating wave energy 𝐸𝑁𝑃𝑂
𝑁 , the normalized back-
scattered surface wave energy 𝐸𝐵𝑆


















( ) , ,
T
BS BSE x s t x dt=     (4.10) 
where 𝑠𝐵𝑆 is the extracted back-scattered surface wavefield. Figure 4.9(a) shows 𝐸𝐵𝑆
𝑁  computed 
for all the numerical simulation cases seen in Figure 4.7. The damaged concrete cases with 
distributed cracks, especially 4% and 8% CVR cases, and a single crack show high 𝐸𝐵𝑆
𝑁  values 
throughout the inspection region. However, 𝐸𝐵𝑆
𝑁  values are not well localized within the cracked 
region, compared with 𝐸𝑁𝑃𝑂
𝑁 .  Also, it is difficult to differentiate 4% and 8% CVR cases using the 
𝐸𝐵𝑆
𝑁  values, inferring that quantitative characterization of the extent of distributed cracking is not 
straightforward using the back-scattering energy.  𝐸𝐵𝑆
𝑁  values for the lowest damaged concrete case 
(1% CVR) are compared with those for the mortar and sound concrete cases in Figure 4.9(b). 
Although the 𝐸𝐵𝑆
𝑁  values for the 1% CVR case are higher than those for the mortar case, the 1% 
CVR case is not clearly distinguished from the sound concrete case in 𝐸𝐵𝑆
𝑁  values.  The comparison 
between the normalized back-scattering and non-propagating wave energies (𝐸𝐵𝑆
𝑁  and 𝐸𝑁𝑃𝑂
𝑁 , 
respectively) demonstrates higher localization capability and higher sensitivity of non-propagating 




Figure 4.9. Normalized back-scattered surface wave energy 𝑬𝑩𝑺
𝑵  computed from (a) all the 
simulation data, (b) the simulation data for the homogeneous material (mortar), sound 
concrete and damaged (1 % CVR) concrete cases and (c) the experimental data. 
 
 Average values of 𝐸𝑁𝑃𝑂
𝑁  and 𝐸𝐵𝑆
𝑁  for each cracking case are computed from the numerical 
simulation and experimental results to compare the capability of characterization of the overall 
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extent of distributed cracks in concrete. For each cracking case (either in simulation or 
experiments), the average value of 𝐸𝑁𝑃𝑂










=   (4.11) 
where XL is the total length of the linear scanning measurement grid. The average value of 𝐸𝐵𝑆
𝑁  is 
similarly computed. The average values of 𝐸𝑁𝑃𝑂
𝑁  and 𝐸𝐵𝑆
𝑁  for the numerical simulation cases of 
distributed cracking are seen in Figure 4.10(a). The figure shows that average 𝐸𝑁𝑃𝑂
𝑁  monotonically 
and exponentially increases as CVR increases, demonstrating the potential of the non-propagating 
wave energy to characterize the extent of distributed cracking. The average amount of increase is 
greater for𝐸𝑁𝑃𝑂
𝑁  than that for 𝐸𝐵𝑆
𝑁  from 0% to 8% CVR, indicating a higher sensitivity of the non-
propagating wave energy than the back-scattered surface wave energy. Similar results are observed 
in the experimental data shown in Figure 4.10(b). 
 
Figure 4.10. Average of normalized non-propagating and back-scattered surface wave 
energies computed from (a) the numerical simulation data and (b) experimental data. The 




CHAPTER 5. DEVELOPMENT OF AN AUTOMATED CONTACTLESS SCANNING 
ULTRASOUND MEASUREMENT SYSTEM 
 
One-dimensional ultrasonic wavefield imaging, addressed in Chapter 4, can be expanded 
to two dimensions of scanning. In this chapter, the development of contactless ultrasonic wavefield 
imaging hardware that uses a multi-channel MEMS microphone array is described. The multi-
channel MEMS ultrasonic microphone array consists of eight ultrasonic microphones and a signal 
conditioning circuit. Laboratory-scale experiments are carried out to verify the performance of the 
developed MEMS microphone array system. The experimental results demonstrate that the MEMS 
microphone array system provides high signal-to-noise ratio (SNR) and good spatial resolution in 
the obtained ultrasonic wavefield data. Furthermore 8 times faster data acquisition speed is 
achieved compared to conventional wavefield imaging systems with a single receiver. 
5.1. Development of a multi-channel MEMS ultrasonic microphone array system 
An overview of the design architecture of the MEMS ultrasonic microphone array 
(hereafter, MEMS array) system is shown in Figure 5.1. The MEMS system consists of an 8-
channel MEMS microphone array and a signal conditioning circuit containing 8-channel analog 
high-pass filters at its input and output ends, signal amplifying circuits between the high-pass 
filters, and a power supplying unit. The purpose of the signal conditioning circuit is to provide 
electric power to operate the MEMS microphones and amplify the ultrasonic wave signals 
measured by the MEMS array. 
Detail about the developed MEMS ultrasonic microphone array is shown in Figure 5.2. For 
this study I chose the SPM0404UD5 individual MEMS ultrasonic microphone element, (see Figure 
5.2a) manufactured by Knowles Acoustics, as it has a battery operated power supply and provides 
appropriate frequency range needed for concrete ultrasonic measurements. The SPM0404UD5 
51 
 
requires flexible input voltage range of DC 1.5 V to 3.6 V and it can be battery powered. The 
frequency band preferred for ultrasonic inspection of concrete is typically from 35 kHz to 55 kHz, 
and the selected MEMS microphone exhibits the highest sensitivity in this frequency band of 
interest (see Figure 5.2b) (Knowles Acoustics, 2009). A printed circuit board (PCB) was designed 
to house the MEMS microphone array,  as shown in the Figure 5.2(d); A total of eight MEMS 
microphones were mounted on the front-side of the PCB with a 7 mm center-to-center spacing for 
high spatial-resolution imaging. Note that each microphone has 0.1 µF by-pass capacitors (Cb) 
connected to the power-in and signal-out terminals seen in Figure 5.2(c) to remove high-frequency 
electrical noise and hence obtain high-quality input signals. The designed PCB for the MEMS 
array also has 20-pin connectors on the left and right side of the board to align with the signal 
conditioning circuit for signal amplification. 
 






Figure 5.2. The MEMS ultrasonic microphone array: (a) an individual MEMS ultrasonic 
microphone, (b) the sensitivity of an individual MEMS microphone in the frequency range 
between 1 kHz and 100 kHz (Knowles Acoustics, 2009), (c) a schematic diagram for each 
channel of the MEMS microphone array, and (d) a printed circuit board (PCB) of the 8-
element MEMS ultrasonic microphone array. 
 
Figure 5.3(a) shows a schematic of an individual channel of the signal conditioning circuit 
designed in the study. The circuit is composed of a power supply and signal amplifier. The power 
supply regulates the 3.7 V from a Li-Po battery to 3.3V using the DC voltage regulator (Microchip 
Technology Inc., MCP1725) seen in Figure 5.3(a). The signal amplifier consists of two high-pass 
filters at the input and output ends and inverting and noninverting amplifiers between the high-
pass filters. The two first-order high-pass filters are designed to remove DC offsets of the input 






 , (5.1) 
where R and C are resistance in Ω and capacitance in F, respectively. Considering the frequency 
response of the first-order high-pass filter, fcut-off is set to 500 Hz such that the gain value of the 
filter can be preserved at 1 without phase delay in the frequency band of interest (35 kHz to 50 
kHz).  
In the first stage of signal amplification, the DC-removed input signal is amplified using 
an inverting differential amplifier. This amplifier adds a small DC offset voltage, VDC, to the input 
signal amplified with a designed voltage gain, G1 such that resulting output signal exists within 
the range between zero and the supplied DC voltage (VCC) to avoid signal clipping. VDC and G1 are 
determined by 











 , (5.3) 
respectively where R2 through R5 represent resistor values as indicated in Figure 5.3(a). VDC and 
G1 are set to 36.3 mV and -10 (linear gain), respectively. The negative sign of G1 represents 180  ̊
phase change set up by the inverting amplifier. The second stage of signal amplification is achieved 
by the noninverting amplifier which takes the single-sided DC power supplying voltage VCC, and 
amplifies the signal with a designed voltage gain (G2). G2 is computed as 
𝐺2 = (1 +
𝑅7
𝑅6
) , (5.4) 
and the total linear voltage amplifying gain (G) achieved by each channel of the signal conditioning 
circuit is given by 
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) , (5.5) 
where all the resistor values are indicated in Figure 5.3(a). In the final stage of signal conditioning, 
the high-pass filter at the output end of each signal conditioning circuit channel eliminates the DC 
voltage generated during the two stages of signal amplification.  The predicted frequency response 
of each channel of the signal conditioning circuit is seen in Figure 5.3(b), where the magnitude 
gain and phase angle across a broad range of frequency are shown in the left and right figures, 
respectively. The frequency response was computed by a circuit simulation software, CircuitLab 
(CircuitLab, Inc.), considering the characteristics of the operational amplifiers (Texas Instruments 
Inc., OPA4354) used in this study as well as VCC and all the resistance capacitance values given 
by Figure 5.3(a). Both magnitude gain and phase angle of the predicted response show flat 
responses across the frequency range of interest (i.e., 35 kHz to 55 kHz) with the designed gain of 
110 (i.e., 40.8 dB) and phase angle of 180 ̊. Figure 5.3(c) shows the completed PCB of the signal 
conditioning circuit (left) and the PCB assembled with the MEMS array (right). A 25 mm spacing 
is introduced between the MEMS array and the signal conditioning circuit boards to minimize the 




Figure 5.3. The signal conditioning circuit: (a) a schematic diagram of an individual channel 
of the signal conditioning circuit, (b) the predicted frequency response of each channel (left: 





5.2. Automated mechanical scanning frame 
An automated two-dimensional mechanical scanner was configured for rapid collection of 
a large number of ultrasonic data. The scanning system is powered by stepper motors that are 
controlled electrically using GRBL firmware. The scanning speed and spatial sampling interval 
are adjustable, and various scanning patterns can be achieved. To achieve a certain scanning 
pattern, a text-based code is generated first and sent to the controller using a Universal G-code 
sender installed in a controlling computer. The developed MEMS ultrasonic microphone array 
system was integrated into the automated scanner. 
5.3. Validation of the automated contactless scanning ultrasound measurement system 
The performance of the developed MEMS array system for ultrasonic wavefield data 
acquisition was validated on a laboratory-scale concrete sample; Figure 5.4(a) shows the 
experimental setup. An air-coupled ultrasonic transmitter (NCG50-D50, Ultran Group) having a 
center frequency of 45 kHz generated ultrasonic waves in the concrete sample at a fixed position 
shown in Figure 5.4(a). The lift-off distance and incidence angle for the transmitter were set to 35 
mm and 10°, respectively. The corresponding ultrasonic wave signals were measured by the 
developed MEMS array that is integrated on the mechanical scanning frame. Ultrasonic data were 
collected across predefined 101 × 8 spatial points over a 2-D scan area on the top of the concrete 
sample. The lift-off distance and receiving angle of the MEMS array were set to 50 mm and 10°, 
respectively. A multifunction input/output device (NI USB-6366, National Instrument Inc.) having 
a function generator and an analog-to-digital (A/D) converter was used to generate an input signal 
and digitize the ultrasound signals measured by the MEMS array. A power amplifier (1000S04, 
E&I, Ltd.) with a 60 dB amplification gain was used to achieve high-voltage excitation. The signal 
sampling rate and number of time averaging were 2 MS/s and 25 times, respectively. 
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The tested concrete sample is a mature concrete beam with dimensions of 533 mm × 152 
mm × 152 mm. Three impact damage points were introduced using Windsor probe system (James 
Instruments, Inc.) on top of the tested concrete sample within the scanned area indicated by the 
red box in Figure 5.4(a). The 2-D scanning grid within the scanned area is shown in Figure 5.4(b) 
where sensed positions are indicated as red dots. Ultrasound signals at eight positions were 
simultaneously measured using the MEMS array, and scanning measurements were carried out by 
moving the MEMS array consecutively along the horizontal axis at a 2.5 mm spacing. To evaluate 
the measurement performance of the MEMS array, a commercial air-coupled transducer (BAT-1, 
Microacoustic Instruments Inc.) and its interfacial circuit (Q-Amp) were used to sense ultrasonic 




Figure 5.4. Experimental setup for laboratory-scale testing: (a) the contactless scanning 
ultrasound measurement system and the tested concrete sample and (b) the 2-D scanning 




Example time domain signals collected from the laboratory concrete sample using one of 
the eight channels of the developed MEMS array and the reference air-coupled transducer are 
shown in Figures 5.5(a) and (b), respectively. The two ultrasound signals were measured at the 
nominally same sensing point within the 2-D scanned area shown in Figure 5.4. Signal and noise 
components of each signal are indicated in the figures. Figure 5.5(a) shows that a high signal-to-
noise level is achieved using the developed MEMS array system and the signal-to-noise level is 
similar to that achieved using the reference sensor seen in Figure 5.5(b). SNR is computed by 
𝑆𝑁𝑅 [𝑑𝐵] = 20 log10 (
𝜎𝑠𝑖𝑔𝑛𝑎𝑙
𝜎𝑛𝑜𝑖𝑠𝑒
), (5.6)  
where 𝜎𝑠𝑖𝑔𝑛𝑎𝑙  and 𝜎𝑛𝑜𝑖𝑠𝑒  are the standard deviation of signal and noise parts, respectively, 
determined from segments of time domain signal. The SNR values for the time domain signals 
obtained using the proposed MEMS array system and reference air-couple sensor were 20.8 dB 
and 22.1 dB, respectively. 
Figures 5.5(c) and (d) show full wavefield data sets collected using the MEMS array system 
and the reference sensor, respectively. Wavefield snapshots at three time instances are shown for 
each wavefield data set. The locations of the three impact damage points are indicated as markers 
(‘x’) in the figures. In Figure 5.5(c), propagation of incident ultrasonic waves and scattered waves 
radiated from the impact damages are visualized in the wavefield images collected using the 
MEMS array system. The wavefield images obtained from the MEMS array system are generally 
similar to those from the reference sensor seen in Figure 5.5(d). However, higher spatial resolution 
is achieved in the wavefield images from the MEMS array system, as they successfully capture 
disrupted wavefronts caused by the impact damage located at the left corner of the scanned area. 
In Figure 5.5(d), the wavefield images from the reference sensor show that disrupted wavefronts 
caused by the impact damage are not well captured,  and rather smoothed wavefronts are observed 
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because of the larger active sensing area of the reference sensor that spatially averages local 
wavefield responses. The total time duration required for wavefield data acquisition was 5.6 
minutes for the developed MEMS array to obtain the wavefield data seen in Figure 5.5(c) and 45 
minutes for the reference sensor to obtain that seen in Figure 5.5(d) with the given data acquisition 
parameters (25 of the number of time averaging and 80 ms of pulse repetition interval).  
To further compare the wavefield data collected using the developed MEMS microphone 
array (Figure 5.5c) with respect to the reference air-coupled sensor (Figure 5.5d) in the f-k domain, 
3-D FTs were computed. The normalized magnitude spectra with respect to maximum spectral 
magnitude for the MEMS array and reference sensor cases are shown in Figures 5.6(a) and (b), 
respectively. For visualization purposes, spectra at the center frequency of excitation (f = 43 kHz) 
are shown. The same magnitude spectra with a reduced color bar range were also shown in Figures 
5.6(c) and (d) respectively, to better visualize wave components with small magnitudes. In a global 
sense, the two magnitude spectra shown in Figures 5.6(a) and (b) are similar, exhibiting dominant 
forward propagating wave components. However, in the magnitude spectra with a reduced color 
bar range, the magnitude spectrum for the MEMS array case (Figure 5.6c) reveals slightly higher 
magnitude in high wavenumber regions than that for the reference sensor case (Figure 5.6d). This 
observation infers that the developed MEMS microphone array is sensitive to high-wavenumber 
components, which is a benefit that is provided by the high spatial resolution of the MEMS 
microphone. The results shown in this chapter demonstrate that the developed MEMS array system 
provides rapid wavefield data acquisition and high SNR and spatial resolution in the measured 





Figure 5.5. Measured ultrasonic wavefield data obtained from the laboratory concrete 
sample: example time-domain signals collected using (a) the developed MEMS microphone 
array system and (b) the reference air-coupled sensor, and full wavefield data collected using 
(c) the developed MEMS microphone array system and (d) the reference air-coupled sensor. 
The wavefield images each represent a 20 cm x 5 cm scan area. “X” indicates the impact 
damage locations shown in Figure 5.4(a). 
 
 
Figure 5.6.  Normalized f-k domain magnitude spectra for the wavefield data shown in Figure 
5.5(c) and (d): f-kx-ky spectra at the center frequency of excitation (f = 43 kHz) for the case 
of (a) the developed MEMS microphone array system and (b) the reference air-coupled 
sensor. The same magnitude spectra with a reduced color bar range are plotted in (c) and 




CHAPTER 6. COMPRESSED SENSING FOR SPARSE RECONSTRUCTION OF 
ULTRASONIC WAVEFIELDS 
 
In this chapter, a compressed sensing (CS) approach is proposed to provide an optimal 
scanning measurement strategy for rapid ultrasonic wavefield imaging of large concrete elements. 
A CS problem formulation and the experimental validation of the prosed CS approach is presented. 
The experimental results demonstrate that the proposed CS approach reconstructs full wavefields 
successfully from sparsely measured wavefield data. 
6.1. Overview of compressed sensing problems 
6.1.1. Compressed sensing considering a single measurement vector (SMV) 
General compressed sensing theory states that if a signal 𝒙 ∈ ℝ𝑀×1 is sparse in a certain 
basis, i.e. only few basis coefficients are non-zero, the signal can be accurately reconstructed from 
few linear measurements that are randomly sampled (Candès et al., 2006; Donoho, 2006). In linear 
algebra, a basis for a vector space (V) is defined as a set of linearly independent vectors that span 
the whole V. An N-element sparse measurement vector 𝒚 ∈ ℝ𝑁×1 that is randomly down-sampled 
can be expressed as  
𝒚 = 𝚽𝒙 , (6.1) 
where 𝚽 ∈ ℝ𝑁×𝑀 is the down-sampling matrix and 𝒙 ∈ ℝ𝑀×1 is the unknown dense measurement 
vector that represents the M-element complete data set. M must be greater than N. Assuming that 
x can be sparsely represented in a certain basis, Eq. (6.1) can be expressed as 
𝒚 = 𝚽𝑩𝜶 = 𝚿𝜶 , (6.2)  
where 𝑩 ∈ ℝ𝑀×𝑃 is the basis matrix and 𝜶 ∈ ℝ𝑃×1 is the P-element basis coefficient vector that 
is the sparse representation of x. The matrix multiplication of Φ and B is usually denoted as the 
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sensing matrix 𝚿 ∈ ℝ𝑁×𝑃. Eq. (6.2) is graphically illustrated in Figure 6.1(a). An example 5 × 25 
down-sampling matrix Φ that represents 80% compression is graphically shown in Figure 6.1(c) 
(left) that maps down sampling points onto a full sampling (reconstruction) grid. The equivalent 
down-sampling mask on a 2-D scanning grid is also seen (right). In the figure, white and black 
pixels indicate sampled and not-sampled points, respectively. The equivalent down-sampling mask 
illustrates that down-sampling is carried out at only five spatial points (white pixels) out of 25 (5 
x 5) predefined grid points; the number of full-sampling points is 25. The numbering of both the 
down- and full-sampling points is designated downward from the upper left to lower right 
positions. The numbered down- and full-sampling points are indicated as red-colored and light 
blue-colored numbers, respectively, in the figure. For example, the first down-sampling point 
represents the fifth full-sampling point. The down-sampling mask is re-arranged into the down-
sampling matrix Φ to be implemented in the CS problem. Note that Φ provides the same 
information that the equivalent down-sampling mask does. The row and column numbers of Φ 




 Figure 6.1. Schematic illustration of general compressed sensing (CS) problems : (a) a single-
measurement-vector (SMV) CS problem, (b) a multiple-measurement-vector (MMV) CS 
problem, and (c) an example down-sampling mask representing 80% compression (left) and 




The objective of compressed sensing is to obtain the best estimation of α to reconstruct the 
unknown dense measurement vector x through 
𝒙 = 𝑩𝜶 . (6.3) 
Solving Eq. (6.2) for α is an ill-posed inverse problem; the least squares solution obtained by 
pseudoinversion of Ψ typically does not provide a satisfactory solution for α. Among various 
approaches to solve ill-posed inverse problems, the basis pursuit (BP) that makes effective use of 
the signal sparsity is the specific interest of the author because of its advantages in computational 
efficiency and insusceptibility to noisy data (Chen et al., 2001). The BP approach that minimizes 
the l1 norm is given by 
min 
𝜶
‖𝜶‖1     subject to     𝚿𝜶 = 𝒚. (6.4) 








where 𝑣𝑖  is the i
th element of v. The equality constraint shown in Eq. (6.4) can be relaxed to 
consider measurement noise level and obtain the basis pursuit denoise (BPDN) problem given by 
min 
𝜶
‖𝜶‖1     subject to     ‖𝜳𝜶 − 𝒚‖𝟐 ≤ 𝐿,  (6.6) 
where  L (𝐿 ≥ 0) is an estimated noise level in the data. When 𝐿 = 0, the BPDN solution becomes 
the BP solution. The application of l1 minimization in BP and BPDN requires that Ψ satisfies the 
restricted isometry property (RIP) with a RIP constant smaller than unity (Candes and Tao, 2005; 




6.1.2. Compressed sensing for multiple measurement vectors (MMV) 
In case of multiple measurement vectors 𝒚(𝑘), 𝑘 = 1,… , 𝑅 , instead of a single 
measurement vector y, the single measurement vector (SMV) problem described earlier in Eq. 
(6.2) can be extended to the multiple measurement vector (MMV) problem given by (Van Den 
Berg and Friedlander, 2010; Mishali and Eldar, 2008): 
𝒚(𝑘) = 𝚽𝑩𝜶(𝒌) = 𝚿𝜶(𝒌) ,       𝑘 = 1, … . . , 𝑅. (6.7) 
Here, 𝜶(𝒌) is assumed to be jointly sparse: non-zero entries are at common locations. Eq. (6.7) can 
be rearranged as 
𝒀 = 𝚽𝑩𝑨 = 𝚿𝑨 , (6.8) 
where 𝒀 = [𝒚(1), … , 𝒚(𝑅)] is the N × R sparse measurement matrix and  𝑨 = [𝜶(1), … , 𝜶(𝑅)] the  P 
× R  basis coefficient matrix that is row sparse. Note that row sparsity indicates that only a few 
number of rows have non-zero entries. This MMV problem is visually illustrated in Figure 6.1(b). 
Similar to the SMV problem, the MMV problem can also be solved using the BP approach that 
minimizes a mixed l1,2 norm (Van Den Berg and Friedlander, 2010) given by 
min 
𝑨
‖𝑨‖1,2     subject to     𝚿𝑨 = 𝒀, (6.9) 







where 𝑨𝑗→ is the jth row vector of A. 
6.2. Compressed sensing approach to reconstruct ultrasonic surface wavefields in concrete 
I propose a sparse wavefield reconstruction approach based on the MMV compressed 
sensing problem described in Section 6.1.2. The proposed approach is schematically illustrated in 
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Figure 6.2. It is assumed that sparse random sampling is only performed spatially, and 
conventional dense sampling is done in time with a temporal sampling rate beyond the Nyquist 
frequency. First, the sparse measurement matrix Y is transformed into the frequency domain using 
discrete cosine transform (DCT) given by 
?̅?(𝑥𝑗












(2𝑡𝑛 − 1)(𝑓𝑛 − 1)),  
   𝑓𝑛 = 1,… ,𝑁𝑡,   
(6.11) 
where Nt is the total number of temporal sampling points and 𝛿𝑓1 is the Kronecker delta giving the 
value of one only when fn is one and zero otherwise. The j
th row vector of Y is the measured time-
domain signal at the jth sparse measurement point 𝑥𝑗
𝑠, and the jth row vector of the transformed 
sparse measurement vector ?̅? is the corresponding frequency spectrum of the signal. Assuming a 
narrow-band excitation frequency, most of DCT coefficients of ?̅? are zeros, especially at the high-
frequency range beyond the excitation frequency: thus most of column vectors of ?̅? are zeros. The 
few non-zero columns of ?̅? are used as the sparse measurement matrix input to seek a BP solution. 
By doing so, the dimension of the sparse measurement matrix input can be significantly reduced, 
and hence the total computation time for the BP solver is also significantly reduced. 
 
Figure 6.2. Schematic illustration of the proposed full wavefield reconstruction process based 




 To define a down-sampling matrix Φ, a random down-sampling mask is used where 
scanning measurement points sparsely sampled on a two-dimensional (2-D) scanning grid are 
randomly selected. Example random down-sampling masks used in this study are shown in Section 
6.3. Among various basis candidates, 2-D discrete cosine matrices are used in this study because 
of the following two reasons: (1) wave physics indicate that an incident ultrasonic wave generated 
by the experimental setup used in this study is similar in shape to sinusoidal waves; and (2) the 
discrete cosine basis is a simple and universal basis that can be easily implemented. Once a 
dimension-reduced ?̅?,  a down-sampling matrix Φ and a 2-D discrete cosine basis matrix B are 
defined, an MMV-based BP problem is formulated using Eq. (6.9). In this study, a BP solution (a 
basis coefficient matrix A) is obtained using a well-known spectral projected gradient-based BP 
solver SPGL1 developed by van den Berg and Friedlander (van Den Berg and Friedlander, 2008). 
Using the obtained BP solution A, a frequency domain wavefield ?̅? is reconstructed on a full 
reconstruction grid given by 
?̅?(𝑥𝑘, 𝑓𝑛) = 𝑩𝑨 . (6.12)  
Here, the kth raw vector of  ?̅? is the frequency spectrum of the reconstructed signal at the kth spatial 
point 𝑥𝑘 on the 2-D reconstruction grid. Finally, the time domain reconstructed wavefield X is 
obtained by taking an inverse DCT (IDCT) of ?̅? given by 











(2𝑓𝑛 − 1)(𝑡𝑛 − 1)), 
   𝑡𝑛 = 1,… ,𝑁𝑡,   
(6.13) 
where 𝛿𝑡𝑛1 is the Kronecker delta giving the value of one only when tn is one and zero otherwise. 
Here, the kth raw vector of X is the reconstructed time-domain signal at 𝑥𝑘  on the 2-D 
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reconstruction grid. Note that zero-padding is applied to ?̅? before computing the IDCT to make 
the signal length of each the reconstructed time domain signal identical to Nt. 
6.3. Experimental validation of the compressed sensing approach 
The proposed compressed sensing approach was validated using the experimental 
ultrasonic wavefield data collected from large-scale concrete block samples housed at the testbed 
at the National Institute of Standards and Technology (NIST). Figure 6.3 shows the large-scale 
concrete block samples housed at the NIST testbed under alkali-silica reaction (ASR)-promoting 
environments; the experimental setup applied to the samples is also shown. Among four concrete 
samples, the ultrasonic wavefield data collected from the two samples (the control and reactive 
samples) indicated in Figure 6.3(a) were used to validate the proposed compressed sensing 
approach. The control and reactive samples seen in Figure 6.3(a) contain non-reactive and reactive 
aggregate, respectively. These different levels of aggregate reactivity provide evidence that the 
control sample has no damage while the reactive sample ASR-induced damage. The mechanical 
scanning system with the MEMS array was applied to the top surface of the two samples as seen 
in Figure 6.3(b). Scanning measurements were performed across 120 × 8 spatial points on a 2-D 




Figure 6.3. Experimental setup for large-scale testing: (a) the tested concrete samples 
comprising sound and damaged (reactive) concrete blocks and (b) the contactless scanning 





Figure 6.4. Measured full wavefield data obtained at different measurement times from the 
large-scale concrete block samples: wavefield data from (a) the control sample and (b) the 
damaged reactive sample. The wavefield images each represent a 30 x 5 cm scan area. 
 
Figures 6.4(a) and (b) show the measured full wavefield data obtained from the control and 
damaged reactive samples seen in Figure 6.3(a), respectively. Wavefield snapshots at three time 
instances are shown for each wavefield data set. The wavefield images for the control sample seen 
in Figure 6.4(a) show forward propagation of a plane wave that does not exhibit much wave scatter 
because of the absence of damage within the scanned area. However, in Figure 6.4(b), disrupted 
wavefronts caused by the presence of ASR-induced distributed cracks is clearly observed.  
To simulate sparse spatial sampling within a 2-D scan area, down-sampling masks shown 
in Figure 6.5 were applied to the full wavefield data shown in Figure 6.4. Note that white-colored 
pixels indicate sampled points while black not-sampled in the down-sampling masks. In the study, 
two types of down-sampling masks were simulated:  
 Mask1 with random sparse down-sampling along horizontal axis only (see Figure 6.5a)  
 Mask2 with random sparse down-sampling along both horizontal and vertical axes (see 
Figure 6.5b).  
Both down-sampling masks simulate a compression ratio (CR) of 70 %. CR is defined as  
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𝐶𝑅 [%] = (1 −
𝑁
𝑀
) × 100, (6.14) 
where N is the number of sparse sampling points and M the number of full sampling points on the 
2-D reconstruction grid. Note that the sparse measurements simulated by Mask 1 can be easily 
implemented using the proposed MEMS array configuration. Those simulated by Mask 2 cannot 
be effectively implemented using the current MEMS array configuration, but they provide an ideal 
random sampling scenario for an accurate wavefield reconstruction. Hereafter, we evaluate the 
wavefield reconstruction performance of the proposed compressed sensing approach with the 
implementable random sampling scenario and compare with the performance of an ideal random 
sampling scenario. 
 
Figure 6.5. Down-sampling masks for sparse random sampling applied to the 2-D 
measurement grid shown in Figure 6.3(b); mask for random down-sampling (a) along the 
horizontal axis only (Mask 1) and (b) along both axes (Mask 2). In the mask image, white 
color indicates a sampled point. 
 
 The reconstructed wavefield images for the control sample with 70% CR using the two 
down-sampling scenarios given by Mask 1 and Mask 2 are shown in Figures 6.6(a) and (b), 
respectively. The reconstructed wavefield images using Mask 1 show good recovery of the original 
full wavefield images shown in Figure 6.4(a): both forward propagating wavefront and small 
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disrupted tails are accurately recovered. Also, the reconstructed wavefield images using Mask 1 
are very similar to those obtained using Mask 2 for an ideal random sampling scenario. Figures 
6.7(a) and (b) show the reconstructed wavefield images for the damaged reactive sample with 70% 
CR using Mask 1 and Mask 2, respectively. Similar to the reconstructed wavefield images for the 
control sample, good recovery of the original full wavefield images, which are shown in Figure 
6.4(b), is achieved for both Masks. Disrupted wavefront seen in Figure 6.4(b) is accurately 
reconstructed in the figures. 
 
Figure 6.6. Reconstructed wavefields at different time instances for the control sample 




Figure 6.7. Reconstructed wavefields at different time instances for the damaged reactive 
sample applying 70% compression ratio using the two down-sampling masks: (a) Mask 1 




 To more deeply evaluate the quality of wavefield reconstruction, the fully measured and 
reconstructed wavefields are compared in wavenumber domain. The wavefields shown in Figures 
6.4, 6.6 and 6.7 are converted into the f-k (f-kx-ky) domain. The normalized f-k magnitude spectra 
at the center frequency of excitation (43 kHz) for the sound and damaged concrete cases  are shown 
in Figures 6.8(a) and (b), respectively. Overall, the magnitude spectra of the reconstructed 
wavefields (for both Masks 1 and 2) show good agreement with that of the fully measured 
wavefields for both sound and damaged concrete cases. For the sound concrete case seen in Figure 
6.8(a), the fully measured and reconstructed wavefields do not show a noticeable discrepancy in 
the magnitude spectra. The damaged concrete case, seen in Figure 6.8(b), shows some discrepancy 
between the fully measured and reconstructed wavefields (for both Masks 1 and 2), especially in 




Figure 6.8. Normalized f-k (f-kx-ky) domain magnitude spectra of the fully measured and 
reconstructed wavefields at the center frequency of excitation (f = 43 kHz): (a) the sound 
concrete case and (b) the damaged concrete case. The fully measured and reconstructed 
wavefields in the original t-x-y domain are shown in Figures 6.4, 6.6 and 6.7.  
 
To quantitatively evaluate the wavefield reconstruction quality of the proposed compressed 
sensing approach, a peak signal-to-noise ratio (PSNR) comparison is employed. The PSNR is 
computed by 









 , (6.15) 
where 𝑿𝑓𝑢𝑙𝑙 is the original full wavefield measurement data and X the reconstructed wavefield 
data using the proposed compressed sensing approach. Note that a high PSNR value beyond 25 
dB indicates a successful reconstruction of a full wavefield from sparse measurements with high 
accuracy. The PSNR of the reconstructed wavefield with Mask 1 for the control sample seen in 
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Figure 6.6(a) is 30.4 dB and that with Mask 2 seen in Figure 6.6(b) is 33.7 dB. The PSNR values 
of the reconstructed wavefields for the damaged reactive sample seen in Figure 6.7 with Masks 1 
and 2 are 28.9 dB and 29.7 dB, respectively. Figures 6.9(a) and (b) show PSNR of the reconstructed 
wavefields for the control and the damaged samples, respectively, with increasing compression 
ratio. To consider the performance variability regarding random-down sampling mask realizations, 
100 realizations of randomly selected down-sampling masks were considered at each compression 
ratio and random down-sampling strategy (either along horizontal axis only or both axes described 
earlier). For example, Mask 1 shown in Figure 6.5(a) represents one realization of a down-
sampling mask with 70 % of compression ratio and random sampling along horizontal axis only. 
Figure 6.9 shows that PSNR gradually decreases as compression ratio increases, indicating that 
the accuracy of wavefield reconstruction is sacrificed by the reduction in data acquisition time. 
Figure 6.9 also shows that the random down-sampling strategy along horizontal axis only, that is 
easily implementable using the developed MEMS array configuration, provides slightly lower 
PSNR than the PSNR achieved by the random down-sampling strategy along both axes, which 
represents an ideal random sampling scenario. Based on empirical observations, PSNR higher than 
25 dB is desirable to achieve good wavefield reconstruction results. Based on this empirical 
criterion, Figure 6.9 indicates that the proposed compressed sensing approach can achieve up to 
80 % of compression ratio with a good wavefield reconstruction performance. Assuming 80 % of 
achievable compression ratio, it is inferred that the total wavefield data acquisition time can be 
reduced up to by 97.5 % when using the MEMS array system and the compressed sensing 
approach, compared to a conventional wavefield imaging system with a single receiver without 
implementing compressed sensing: 87.5 % reduction by simultaneous sensing through the 8-




Figure 6.9. Peak signal-to-noise ratio (PSNR) with increasing compression ratio to 
quantitatively evaluate the wavefield reconstruction quality of the proposed approach: 




CHAPTER 7. APPLICATION TO LARGE-SCALE CONCRETE SAMPLES 
SUBJECTED TO ASR-PROMOTING ENVIRONMENTS 
 
In this Chapter, the developed hardware (Chapter 5) and signal processing technique 
(Chapter 4) are applied to large-scale concrete samples subjected to ASR-promoting environments 
that are housed at the testbed of the National Institute of Standards and Technology (NIST). 
Experimental results demonstrate that the proposed approach can characterize, in a global sense, 
the extent of damage, which are assumed to be distributed cracks in concrete that are caused by 
ASR. Comparing the experimental ultrasonic results and the strain gauge data provided by NIST, 
the feasibility and accuracy of the proposed approach is established. 
7.1. Tested concrete samples and experimental plan 
Four large-scale concrete samples with different levels of ASR-reactivity were prepared at 
the NIST testbed. The mixture design proportion for each concrete sample is seen in Table 7.1. 
The control sample (Mixture 4) includes low-alkali cement (<0.60 % Na2Oeq) and non-reactive 
aggregate, while Reactive samples 1 to 3 (Mixtures 1 to 3) contain high-alkali cement (0.80 % 
Na2Oeq) and reactive aggregate with different levels of alkali-silica reactivity. Note that laboratory 
tests conducted at NIST showed that the reactive coarse (Placitas) and fine (Jobe) aggregates used 
for Mixtures 1 to 3 exhibited linear expansions of 0.870% and 0.768% respectively, measured 16 
days after casting, from the ASTM C1260 accelerated mortar-bar expansion test to determine 
potential alkali reactivity of aggregates. The nonreactive coarse (Millville) and fine (Chaney) 
aggregates exhibited negligibly small expansions less than 0.10% measured 16 days after casting. 
ASTM C1260 defines an aggregate exhibiting expansion more than 0.20% at 16 days after casting 
is one that may cause deleterious expansion, while that less than 0.10% can be considered 
innocuous. Based on these criteria, the control sample is expected to remain unaffected by ASR 
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action, while the active samples are expected to be affected, with respective increasing damage 
extents from Reactive sample 1 to 3. 
The four tested concrete samples are seen in Figure 7.1. All the samples have the same 
dimensions (4.88 m × 1.83 m × 1.07 m) and steel reinforcement placement scheme shown in Figure 
7.2. Each concrete sample is sub-divided into three regions, where Region 1 is moderately 
reinforced, and Regions 2 and 3 unreinforced and heavily reinforced, respectively as illustrated in 
Figure 7.2. The wavefield imaging hardware system described in Chapter 5 was applied to each 
sample. Ultrasonic scanning measurements were performed across 120 × 8 spatial points on a 2-
D scan area (297.5 mm × 49 mm) on the top surface of Region 1 of each sample. Before the 
samples were cast, strain gauges were installed on all reinforcing bars by researchers of NIST to 
monitor expansions caused by ASR. In this study, strain data collected from the three reinforcing 
bars, LU2, S3 and S4 all located in Region 1, indicated in Figure 7.2,  are used to indicate the 
presence of internal damage and to validate the results of the proposed contactless ultrasonic 
scanning approach. 
 
Figure 7.1. The tested concrete samples subjected to ASR-promoting environments. 
 
The specimen exposure and testing timeline is shown in Figure 7.3. The concrete samples 
were cast in March 2017 and maintained under ambient laboratory conditions until September 
2017. After that, water vapor and steam generators in the testbed were turned on, and the 
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temperature and relative humidity increased by 38 ̊C and 95 %, respectively, to accelerate the ASR 
process. Three visits were made to collect ultrasonic scanning measurement data and evaluate the 
ASR damage level for each sample. The first and second visits were made in July and September 
2017, respectively, and occurred within the period when the samples were subject to ambient 
conditions; the last visit occurred in March 2018 within the period of elevated temperature and 
relative humidity. 
 
Table 7.1 Mixture design proportions of the NIST large concrete block samples. Courtesy of 
S. Feldman (NIST). 
 
Contents Mixture 1 Mixture 2 Mixture 3 
Mixture 4 
(Control) 


















Water (kg/m3) 174 174 174 174 
Coarse aggregate 
(kg/m3) 
1050 1050 1050 1118 
Type Placitas Placitas Placitas Millville 
Fine aggregate 
(kg/m3) 
713 423 285 705 767 
Type Chaney Jobe Chaney Jobe Chaney 
*A water reducing admixture was added to all four mixtures with varying dosage as needed 





Figure 7.2. The design of internal steel reinforcement for all concrete samples. The region of 
interest of each sample is the top surface of Region 1. Locations of the strain gauges used in 





Figure 7.3. Specimen exposure and testing timeline 
 
7.2. Signal processing to extract non-propagating oscillatory fields 
Once ultrasonic wavefield data were collected from each concrete sample, the proposed 
data processing technique described in Chapter 4 was applied to extract non-propagating 
oscillatory wave energy and detect and characterize ASR damage present in the tested concrete 
samples. The overall signal processing procedure applied to process the wavefield data collected 
from the concrete samples was generally the same as that described in Chapter 4.1 (Figure 4.1). 
However, the dimension of the forward and inverse Fourier transforms (FT) carried out in the 
process is increased by one to consider a 3-D data structure of the collected wavefield data (one 
dimension in time t and two more dimensions in space x, y). The signal processing procedure is 
described below. 
 In Step 1 of the process, a 3-D FT is applied to convert the wavefield data from time-space 
(t-x-y) to frequency-wavenumber (f-kx-ky) domains using 
( ) ( ) ( )
2
, , , , ,x y
i ft k x k y
x yS f k k s t x y e dydxdt
   − + +
− − −
=     (7.1) 
where ( ), ,s t x y and ( ), ,x yS f k k  are the original time-space domain and the converted frequency-
wavenumber domain wavefields, respectively. In Step 2, ( ), ,x yS f k k  is decomposed into non-
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propagating oscillation ( ), ,NPO x yS f k k  and forward propagating ( ), ,FP x yS f k k  wave field 
components by multiplying the filtering masks ( ), ,NPO x yM f k k  and ( ),,FP x yM f k k , respectively, 
through 
( ) ( ) ( ), , , , , ,NPO x y x y NPO x yS f k k S f k k M f k k=  (7.2) 
and 
( ) ( ) ( ), , , , , , .FP x y x y FP x yS f k k S f k k M f k k=  (7.3) 
In Step 3, the two decomposed wavefield components are then converted back into time-space 
domain using an inverse 3-D FT through 
( ) ( ) ( )
2
, , , , x y
i ft k x k y
NPO NPO x y y xs t x y S f k k e dk dk df
   + +
− − −
=     (7.4) 
and 
( ) ( ) ( )
2
, , , , .x y
i ft k x k y
FP FP x y y xs t x y S f k k e dk dk df
   + +
− − −
=     (7.5) 
In Step 4, the time-cumulative signal energies are computed up to time T for both wavefield 




( , ) , ,
T





( , ) , , .
T
FP FPE x y s t x y dt=     (7.7)  
Here, T is defined such that the wavefield data is long enough such that sufficient scattering content 
is included, but short enough such that direct acoustic waves are not. The same T, 450 μs, is used 
to process all the wavefields collected from the concrete block samples. Finally, the normalized 














7.3. Experimental results for ASR damage detection and characterization 
7.3.1. Ultrasonic results  
Measured full wavefield data obtained from the large-scale concrete block samples seen in 
Figure 7.1 are shown in Figure 7.4. The amplitude of each wavefield signal is normalized with 
respect to the maximum amplitude in the wavefield. In the control sample case seen in Figure 
7.4(a), the dominant wave components comprise forward propagating surface waves, which is 
similar to the wavefield data for the sound concrete case seen in Figure 3.8(a). The cases of 
Reactive samples 1 to 3 seen in Figures 7.4(b) to (d) show disrupted wavefields (non-propagating 
oscillatory fields) that are likely caused by distributed cracks set up by ASR (ASR damage). 
To better understand the non-propagating oscillatory fields set up by ASR damage, f-k 
domain signal analyses were carried out. 3-D and 2-D FTs were computed using Eqs. (7.1) and  
(4.1), respectively. For visualization purposes, the f-k domain magnitude spectrum for each sample 
case was normalized with respect to its maximum spectral magnitude. Figure 7.5(a) shows f-kx-ky 
magnitude spectra (3-D FT) for the wavefield data seen Figure 7.4, where kx and ky are 
wavenumbers in horizontal and vertical directions, respectively. For visualization purposes, 
spectra at the center frequency of excitation (f = 43kHz) are shown. Similarly, f-kx magnitude 
spectra obtained using the 2-D FT are shown in Figure 7.5(b). To compute the 2-D FT, 1-D line 
scan data (t-x domain wavefields) from only one (sensor 3) of the MEMS microphones in the array 
was used. In the figures, C represents the control and R1, R2 and R3 Reactive samples 1 to 3, 
respectively. Similar to the numerical simulation and laboratory-scale experimental results seen in 
Figure 3.6 and Figure 3.9 respectively, the control sample case shows forward propagation and 
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backscattering while reactive samples, especially Reactive samples 1 and 3, exhibit wavenumber 
broadening; this is observed in both kx-ky (Figure 7.5a) and f-kx (Figure 7.5b) domains. The non-
propagating oscillatory fields seen in the measured full wavefield data (Figure 7.4) and the 
corresponding wavenumber broadening seen in the f-k magnitude spectra (Figure 7.5) suggest the 
possibility of  the presence of ASR damage in the reactive samples; the lack of such observations 
in the control sample suggest that it remains pristine without ASR damage. 
 
Figure 7.4. Measured full wavefield data 𝒔(𝒕, 𝒙, 𝒚) obtained from the large-scale concrete 
block samples: (a) the control sample (Mixture 4), (b) Reactive sample 1 (Mixture 1), (c) 
Reactive sample 2 (Mixture 2) and (d) Reactive sample 3 (Mixture 3). The wavefield images 
each represent a 30 cm (horizontal) x 5 cm (vertical) scan area. Each wavefield response is 
normalized by its maximum amplitude, where red and blue colors indicate higher positive 





Figure 7.5. Normalized f-k magnitude spectra of the wavefield data shown in Figure 7.4: (a) 
f-kx-ky spectra at the center frequency of excitation (f = 43 kHz) and (b) f-kx spectra data from 
the third MEMS microphone only. In the figures, C represents the control and R1, R2 and 




Next, the proposed non-propagating wave filtering approach is applied to the full wavefield 
data shown in Figure 7.4. The filtering masks used to extract forward propagating and non-
propagating oscillatory wave components are shown in Figures 7.6(a) and (b), respectively. Each 
mask is defined in f-kx-ky (3-D), but in the figure the mask function is shown in kx-ky (2-D) at f = 
43 kHz for visualization purposes. In the figures, white color represents complete pass and black 
color complete reject of the masking function. Assuming that the control sample is pristine and 
contains very few microcracks, the majority of the wave components propagating in the control 
sample will take the form of forward propagating surface waves. Based on this assumption, the 
filtering mask to extract forward propagating wave components, shown in Figure 7.6(a), is defined 
using 
( )
( ) ( )1 if , , 0.05max
, ,
0 otherwise,
control x y control
FP x y
S f k k S







where controlS  is the magnitude spectrum (3-D) of the wavefield from the control sample. Here, 
the f-k region having magnitude greater than 5% of ( )max controlS  is reasonably assumed to 
capture most of the forward propagating wave energy. Conversely, the filtering mask for non-
propagating oscillatory fields seen in Figure 7.6(b) is defined to suppress forward propagating 
wave components using 
( )
( ) ( )0 if , , 0.05max
, ,
1 otherwise.
control x y control
NPO x y
S f k k S







Here, MNPO is defined assuming that all other f-k regions outside of the forward propagation f-k 
region defined in Eq. (7.9) are associated with non-propagating oscillatory fields. The extracted 
non-propagating oscillatory fields for the tested concrete sample cases are shown in Figure 7.7. 
The control sample case shown in Figure 7.7(a) indicates negligible non-propagating wave energy 
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throughout the scanning region. The reactive sample cases shown in Figures 7.7(b) to (d) exhibit 
remnant non-propagating wave components at certain locations where ASR damage is likely 
present. 
 
Figure 7.6. Filtering masks to extract (a) forward propagating wave components and (b) non-
propagating oscillatory fields. In the images, the white color represents one (complete pass) 
and the black color zero (complete reject) of the masking function. Each mask is defined in 
f-kx-ky (3-D), but it is shown in kx-ky (2-D) at f = 43 kHz for visualization purposes. 
 
 
Figure 7.7. Extracted non-propagating oscillatory fields: (a) the control sample (Mixture 4), 
(b) Reactive sample 1 (Mixture 1), (c) Reactive sample 2 (Mixture 2) and (d) Reactive sample 
3 (Mixture 3). The wavefield images each represent a 30 cm (horizontal) x 5 cm (vertical) 
scan area.  
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Figure 7.8 shows normalized non-propagating wave energy maps, 𝐸𝑁𝑃𝑂
𝑁 (𝑥, 𝑦), for the 
tested sample cases. Similar to the observations from the numerical simulation and laboratory-
scale experimental results reported in Section 4, the reactive samples show higher 𝐸𝑁𝑃𝑂
𝑁  values 
while the control sample exhibits negligible 𝐸𝑁𝑃𝑂
𝑁  values throughout the scan area. These 
experimental results demonstrate the potential of the proposed wavefield imaging hardware and 
the wavefield data processing approach to detect and locate ASR damage. However, the obtained 
results must be compared to other more direct measurements of ASR activity in the blocks to 
confirm the validity of the results. 
 
Figure 7.8. Normalized non-propagating wave energy maps, 𝑬𝑵𝑷𝑶
𝑵 (𝒙, 𝒚). In the figure, C, 
represents the control and R1, R2 and R3 Reactive samples 1 to 3, respectively. Each scan 
area represents a 30 cm (horizontal) x 5 cm (vertical) scan area. 
 
7.3.2. Other test results  
The extent of the ASR damage in the concrete block samples was evaluated using other 
more direct measurements. First, ASR damage-susceptibility of the concrete mixtures in the block 
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samples was characterized using the linear expansion measurement data measured from 
companion samples following the ASTM C1293 standard procedure. Figures 7.9(a) and (b) show 
the measured linear expansion data from 3×3 prisms (76 mm × 76 mm × 254 mm) and 4x4 prisms 
(102 mm × 102 mm × 254 mm) composed of the four concrete mixtures. The companion samples 
were subject to the same ambient environments as that provided to the large concrete block 
samples. In the figures, Mixtures 1 to 3 (indicated as R1 to R3) show significant expansion levels, 
but Mixture 4 (indicated as C) does not. Note that ASTM C1293 suggests that a concrete mixture 
with an aggregate exhibiting expansion at one year equal to or greater than 0.04% can be 
considered potentially deleterious, while that below 0.04% to be non-reactive. The ASTM criteria 
applied to the linear expansion measurement data indicate that Mixtures 1 to 3 are potentially 
susceptible to ASR damage while Mixture 4 is not.  
 
Figure 7.9. Measured linear expansions from companion samples: measurements from (a) 
3×3 prisms (76 mm × 76 mm × 254 mm) and (b) 4x4 prisms (102 mm × 102 mm × 254 mm). 
In the figures, C represents the control (Mixture 4) and R1, R2 and R3 the Reactive samples 
1 to 3 (Mixtures 1 to 3), respectively. Data provided by S. Feldman (NIST). 
 
 Scanning electron microscope (SEM) images taken from the cored samples of the reactive 
concrete block samples are shown in Figure 7.10. The cores were extracted 365 days after sample 
casting.  All the cores were extracted from Region 1 of each block sample (see Figure 7.2), but the 
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core locations were not necessarily close to the top surface of Region 1 where the contactless 
ultrasonic scanning approach was applied. In the SEM images seen in Figure 7.10, cracks are 
observed for all the reactive samples, but with different extents. Matrix (paste) cracking is observed 
in the case of Reactive sample 1 (indicated as R1). In the case of Reactive sample 2 (R2), both 
aggregate and matrix cracking are observed. In the case of Reactive sample 3 (R3), extensive 
cracking is observed from both aggregate and cement paste. The presented SEM images provide 
evidence that ASR-induced distributed cracking damage does occur in the tested concrete block 
samples, keeping in mind that each SEM image only represents a specific, tiny region of each 
sample.  
 
Figure 7.10. SEM images collected from cored samples of the reactive samples 365 days after 
sample casting. In the figure, R1 to R3 represent Reactive samples 1 to 3, respectively. 
Images provided by S. Feldman (NIST). 
 
 A global damage index, the total scattering cross-section, is introduced here to quantify 
evaluation of the ASR damage level using the collected ultrasonic data. The total scattering cross-
section, 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙, is computed by integrating  𝐸𝑁𝑃𝑂





ISC NPOA E x y dxdy=   , (7-11)  
where X and Y are the horizontal and vertical lengths of the scan area. 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values for all the 
tested concrete block samples for the three test visit dates are compared with the reinforcing bar 
strain data measured from a strain gauge on LU2 of Region 1. The locations of the strain gauge 
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(E1) and the scanned area for each concrete sample are shown in Figure 7.11(a). The location of 
the ultrasonic scanned area on the top surface of Region 1 for each sample is nearby E1, although 
not precisely aligned to LU2. As shown in Figure 7.11(b), 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values gradually increase over 
test time periods for the reactive sample cases, but do not meaningfully increase from a small value 
for the control sample case. Along with the expansion measurement data from the companion 
samples (Figure 7.9), the observed 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values infer that ASR damage extent has increased over 
time for the reactive samples while the control sample has remained pristine. Over the test period, 
no visual distress was observed in the control sample. No visual distress was observed in the 
reactive samples for the first two visits. The increasing trend of 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 over the testing period seen 
in Figure 7.11(b) shows good agreement, in terms of trend and scale, with that of the measured 
strain data seen in Figure 7.11(c). For example, the ascending order of 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙  for the reactive 
samples on September 2017 is Reactive samples 2, 3 and 1, and this order matches that of the 
measured strain data. The ascending order for 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙  values is also similar to that of linear 
expansion data from companion samples in global sense, especially for the 3x3 prisms, seen in 




Figure 7.11. Comparison between the damage index (the total scattering cross-section) 
proposed in this study and the reinforcing bar strain data measured from a strain gauge (E1) 
on LU2 of Region 1: (a) the locations of E1 and the scanned area for each concrete sample, 
(b) total scattering cross-section for all the tested concrete block samples and (c) strain 
measured from E1 from each of the reactive samples.    
 
 Figures 7.12(b) and (c) compare 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values obtained from three ultrasonic scan areas 
and measured strain data from three different strain gauges for each concrete sample. The locations 
of the three strain gauges (E1 to E3) and the three scanned areas for each concrete sample are 
shown in Figure 7.12(a). In Figures 7.12(b) and (c), the bar height represents an average value and 
the error bar standard deviation. In Figure 7.12(c), error bars are missing for the Reactive sample 
3 because strain data from gauges E2 and E3 were not available. Similar to the comparison results 
shown in Figure 7.11, a gradual increase of 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values over the testing period is observed for 
the reactive sample cases, while consistently low 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙 values are seen for the control sample case 
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in Figure 7.12(b). The increasing trend of 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙  values for the reactive sample cases and the 
ascending order within a test date show good agreement with those of the measured average strain 
data. The presented comparison results demonstrate that the damage index, 𝐴𝐼𝑆𝐶
𝑡𝑜𝑡𝑎𝑙, proposed in this 
study successfully characterizes the extent of distributed cracks caused by ASR (ASR damage). 
 
Figure 7.12. Comparison between the total scattering cross-section and the reinforcing bar 
strain data measured from three strain gauges (E1 to E3) on S3, S4 and LU2 of Region 1: (a) 
the locations of E1 to E3 and the scanned areas for each concrete sample, (b) total scattering 
cross-section for all the tested concrete block samples and (c) strain measured from E1 to E3 
from the reactive samples.
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CHAPTER 8. ANALYTICAL MODELING AND NUMERICAL SIMULATION TO 
CHARACTERIZE STEEL-CONCRETE INTERFACE BONDING CONDITIONS 
 
In this chapter, a contactless ultrasonic NDE approach based on the attenuation 
characteristics of guided waves is presented to characterize steel-concrete interface bonding 
conditions. Analytical guided wave modal solutions for various interface bonding conditions are 
obtained using the global matrix technique. The analytical results indicate that attenuation behavior 
of the fundamental symmetric (S0) guided wave mode is sensitive to interface bonding condition. 
A signal processing scheme is proposed to extract a dimensionless damage index, the normalized 
S0 mode magnitude, which reflects the attenuation behavior of the S0 mode. A series of numerical 
simulations are performed to verify the utility of the parameter to characterize interface bond 
condition. The numerical simulation results demonstrate that the proposed signal processing 
approach has the potential to quantitatively evaluate interface bonding conditions of steel-clad 
concrete structures. A portion of the work described in this chapter was published in a journal 
paper titled “Characterization of steel-concrete interface bonding conditions using attenuation 
characteristics of guided waves” published in Cement and Concrete Composites (Song and 
Popovics, 2017). 
8.1. Analytical modeling using the global matrix technique 
The modal solutions for guided waves propagating in multi-layered media can be obtained 
using matrix-based techniques (Haskell, 1953; Knopoff, 1964; Lowe, 1995; Ryden and Lowe, 
2004; Thomson, 1950). In this study, the global matrix technique (Knopoff, 1964; Lowe, 1995; 
Ryden and Lowe, 2004) was used to model guided wave propagation in steel-clad concrete 
structures with well bonded, weakly bonded and completely disbonded interfaces.  
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8.1.1. Global matrix technique 
In the global matrix technique, the displacements (ux and uy) and stresses (σyy and σxy) at a 
single surface (top or bottom) of a layer within a multi-layered medium can be expressed through 
superposition of four partial wave components: longitudinal (P-) and shear (S-) waves travelling 
downward (+) and P- and S-waves travelling upward (-). This relationship is generally expressed 
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   
   
, (8.1) 
where the vector in the right hand side is the amplitude vector for the four partial waves, and  D  
is the 4 x 4 coefficient matrix for a layer, which is called the layer matrix. Considering a n-layered 
medium that consists of (n-2) finite layers embedded between the top and bottom semi-infinite 
half-spaces, the jth layer can be represented by two 4 x 4 layer matrices for the top ( jtD   ) and the 
bottom ( jbD   ) of each layer (j=1,…,n). These two matrices are functions of elastic material 
properties and thickness of each finite layer, frequency (ω) and complex-valued wavenumber (kx). 
The influence of thickness of each finite layer on jtD    and jbD    are indicated by ‘y’ in Eq. 
(8.5). Here, kx represents the wavenumber of guided waves propagating in x direction as defined 
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= , (8.5) 
and 
2 2 22 S xB V k= − , (8.6) 
where ρ is the density, VP and VS are P- and S-wave velocities at the layer, and i is 1− . jtD    
and jbD   for each layer are then assembled into a global matrix S by satisfying all boundary 
conditions, specifically that stresses and displacements are continuous across each interface. For 
example, the continuity of stresses and displacements across the first interface gives the following 
matrix equation 
   
( ) ( )
( ) ( )
1 2
( ) ( )
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. (8.7) 
Here,  1bD  and  2tD  are not identical, but displacements and stresses are identical at the 
interface between the two layers. This matrix equation can be expressed as: 
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. (8.8) 
Matrix equations that are similar to Eq. (8.8) can be formulated for the remaining interfaces by 
satisfying the continuity of stresses and displacements at interfaces. Then, all the matrix equations 
are assembled into a global matrix equation. In the case of the three-layer model shown in Figure 
8.1(a), the global matrix equation is given by 
   
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, (8.9) 
where {A1}, {A2} and {A3} are abbreviated wave amplitude vectors for the first, second and third 
layers, respectively and the remaining components of the global matrix are zero. Here, incoming 
waves in the upper (+ waves) and lower (- waves) half-spaces can be considered as knowns, and 
the associated wave amplitude vector components and layer matrix components are moved to the 
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, (8.10) 
where the superscripts + and – represent + and – waves, respectively. For the upper and lower half-
spaces, the reduced wave amplitude vectors {A+} and {A–} are given by 
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 (8.11) 
1bD
−    is a reduced layer matrix (4 x 2) for the upper half-space excluding the first and the third 
columns in Eq. (8.3), while 1bD
+    excludes the second and the fourth columns in Eq. (8.3). 3tD
+    
and 3tD
−    are the reduced layer matrices for the lower half-space. The matrix partitioning is 
shown as 
11 13 12 14
21 23 22 24
31 33 32 34
41 43 42 44
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+ −
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 (8.12) 
Based on the abovementioned matrix assembly procedure, S for the three-layer model shown in 
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, (8.13) 
and S for the four-layer model shown in Figure 8.1(b) is given by 
 
 
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. (8.14) 
Each column in Eqs. (8.13) and (8.14) represents a layer including the concrete half-space, and 
each row represents an interface in the multi-layered model. 
For the multi-layered model to have modal solutions, S should be singular. Hence, the 
characteristic equation for the modal solutions is given by 
 ( , ) det 0.F k S = =  (8.15) 
100 
 
Once the modal solutions are obtained, unique characteristics, such as phase velocities and 
attenuation of the guided waves in multi-layered media, can be identified. In the following section, 
complex-valued wavenumber solutions for Eq. (8.15) under varying interface bond condition are 
sought. In the case that the upper half-space is vacuum, the tractions at the upper interface must be 
zero, which is achieved by setting ρ of the upper half-space to zero and VP and VS to arbitrary 
nonzero values (Lowe, 1995; Ryden and Park, 2004). This is a mathematical procedure that 
ensures that traction-free boundary conditions at the interface are satisfied while the solution 
procedures remain completely general. Without this procedure the matrix equation must be 
reformulated to satisfy the traction-free boundary conditions, which introduces additional 
computational effort. The complete derivation of all equations and more detail about mathematics 
for the global matrix technique can be found elsewhere (Knopoff, 1964; Lowe, 1995). 
8.1.2. Guided wave modal solutions 
Figure 8.1 shows configurations of analytical models for guided waves in the steel cladding 
layer with well bonded, weakly bonded and completely disbonded interfaces respectively. The 
guided waves propagating in the steel-cladding that is well bonded to the underlying concrete 
shown in Figure 8.1(a) were assumed to behave as guided waves in a single-layered half-space, 
where the acoustic impedance (Z) of the top layer (steel-cladding) is greater than that of the 
underlying half-space (concrete). Here, Z of each layer is defined as 
.PZ V=  (8.16) 
The case of weakly bonded steel-cladding is modeled as a double-layered half-space, where a thin 
interfacial layer is placed between the steel cladding and the underlying concrete half-space. This 
interfacial layer represents the bond between steel and concrete, where the Z value of this 
interfacial layer is lower in value than those of the steel layer and underlying concrete. A decrease 
101 
 
in steel-concrete interface bond condition is simulated by a decrease in Z value of the interfacial 
layer. The guided waves propagating in the completely disbonded steel-cladding layer shown in 
Figure 8.1(c) are assumed to behave as Lamb waves (plate waves) in a traction-free steel plate. 
The global matrix equations can be solved to derive real and complex-valued wavenumbers 
across a range of frequencies for a given set of layer thicknesses and elastic properties. The phase 









=  (8.17) 
and the attenuation (α) in dB/m by 
 -Im
1020log ,
xke = −  (8.18) 
where Re[kx] and Im[kx] represent the real and imaginary components of kx, respectively. Note that 
the physical mechanism of the attenuation is the leakage of the given guided wave mode into the 
adjacent half-spaces (Ryden and Lowe, 2004). This is visually explained in Chapter 8.2. The 
contributions to attenuation from material damping and grain scattering are not considered in this 
analysis because these effects are negligible for steel at the ultrasonic frequencies employed in the 
work. However, geometric spreading does have an influence on amplitude decay of guided waves. 
Nevertheless, this effect is compensated within the signal processing approach employed, which 
is described in Chapters 8.3 and 8.4. The material properties for all the layers assumed in the 
calculations are shown in Table 8.1. The thicknesses of the steel cladding and the interfacial layers 
are 19 mm and 2 mm, respectively.
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Steel 5800 3100 7850 
Concrete 4066 2490 2400 
Interfacial 
layer 
Case 1 4066 2490 2400 
Case 2 3659.4 2241 2400 
Case 3 3252.8 1992 2400 
Case 4 2846.2 1743 2400 
Case 5 2439.6 1494 2400 
Case 6 2033 1245 2400 
Case 7 1626.4 996 2400 
Case 8 1219.8 747 2400 
Case 9 813.2 498 2400 
Case 10 406.6 249 2400 
Case 11 40.66 24.9 2400 




Figure 8.1. Configurations of analytical models for guided waves in a steel cladding layer: 
(a) well bonded, (b) weakly bonded and (c) completely disbonded interface cases. 
 
Figure 8.2 shows the modal solutions obtained by the global matrix technique for the well 
bonded, weakly bonded and disbonded steel-cladding cases shown in Figure 8.1. Here, only the 
fundamental symmetric (S0) and the anti-symmetric (A0) guided wave modes are displayed for 
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simplicity. In the figure, ‘Good’ and ‘Free’ represent well bonded and completely disbonded cases 
respectively. ‘0.6Z’, ‘0.4Z’ and ‘0.2Z’ represent weakly bonded cases, where Z of the interfacial 
layers is 60, 40 and 20 percent of Z of the underlying concrete respectively. As seen in Figure 8.2 
(a), little distinction between the well bonded, weakly bonded and disbonded cases can be made 
from the real wavenumber data. This result suggests that conventional ultrasonic wave approaches 
based on wave phase or group velocity analysis would not be effective for characterizing steel-
concrete interface bonding conditions. 
 
Figure 8.2. Theoretical modal solutions under various interface bonding conditions obtained 






Figure 8.3. Analytical prediction of S0 mode attenuation at 125 kHz as a function of gradual 
reduction in acoustic impedance (Z) of the interfacial layer. 
 
However, much greater distinction is observed in the imaginary wavenumber responses, as 
shown in Figure 8.2(b). No attenuation was observed for both the S0 and A0 modes in the 
completely disbonded case, while nontrivial attenuation is observed for both modes in the well 
bonded and weakly bonded steel cladding cases. Furthermore, the S0 mode shows greater 
attenuation than the A0 mode in the well bonded and the weakly bonded cases. The attenuation of 
the S0 mode drastically increases as the frequency increases beyond 100 kHz. It can be seen that 
S0 mode attenuation consistently and monotonically decreases within the frequency region 
indicated in the box shown in Figure 8.2(b), as Z of the interfacial layer decreases. To illustrate 
this behavior more closely, the S0 mode attenuation at 125 kHz under varying Z of the interfacial 
layer is shown in Figure 8.3. The reduction of interfacial layer Z value represents weakening of 
steel-concrete interface bond where 100% reduction in Z represents the completely disbonded case. 
These analytical results indicate that the attenuation behavior of the S0 mode has potential to 
quantitatively characterize interface bonding conditions of steel-clad concrete structures. A 























frequency of 125 kHz was selected because it exhibits the highest sensitivity to bond condition 
changes, as indicated by the attenuation behaviors shown in Figure 8.2. The excitation frequencies 
in numerical simulations and experiments are also set to be 125 kHz in order to study interface 
bond characterization. In case that an inappropriate frequency is selected, for example 25 kHz, the 
attenuation behavior of the S0 mode cannot sensitively distinguish the interface bond condition as 
indicated by the attenuation behaviors shown in Figure 8.2. 
8.2. Numerical simulation of guided waves in steel-clad concrete with varying interface 
bonding conditions 
 
Dynamic finite element (FE) simulation was carried out to investigate the effects of the 
steel-concrete interface bond condition on the guided wave propagation characteristics in the steel 
cladding layer. Hypermesh 13.0 (Altair Engineering Inc.) was used as a pre-processor to construct 
the structure of the simulation model and generate a mesh. The dynamic explicit solver in 
Abaqus/CAE 6.13 (Dassault Systems Inc.) was then used to run the input file written by 
Hypermesh 13.0. A computer that has 8 CPUs with 4.0 GHz of the clock speed and 16 GB RAM 
was used for the FE simulation. 
8.2.1. Model description 
The structure of the FE simulation model is shown in Figure 8.4. Four layers are modeled: 
(1) an air half-space (indicated by blue color), (2) a 19 mm-thick steel cladding layer (green), (3) 
a 2 mm-thick interfacial layer (yellow) and (4) a concrete half-space (gray). Although the full 
model was used in the simulations, only data from the region of interest shown in the magnified 
view in Figure 8.4 was considered in the analysis. Each layer was configured to be perfectly 
bonded to the neighboring layers. All the layers are assumed to be composed of linearly elastic, 
isotropic and homogeneous materials. The material properties used in the analysis are shown in 
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Table 8.1. Two-dimensional (2-D) four-node plane strain elements (CPE4R) were used throughout 
this model. The element size was 0.5 mm throughout the steel cladding and interfacial layers. For 
the air layer, 0.5 mm elements were used for the region within a vertical distance of 20 mm from 
the top surface of the steel cladding layer. The element size was then gradually increased from 0.5 
mm to 2 mm in a size-graded configuration as a function of distance within the region of 20 mm 
to 70 mm vertical distance from the top surface of the steel cladding. Two-mm elements were used 
for the remaining region of the air layer. A similar graded element size distribution was employed 
for the concrete layer as a function of vertical distance from the bottom of the interfacial layer. 
Specifically, 0.5 mm elements were used throughout the region within a vertical distance of 20 
mm from the bottom surface of the interfacial layer. Then, element size gradually increased from 
0.5 mm to 2 mm within the region defined by 20 mm to 70 mm vertical distance from the bottom 
of the interfacial layer. Two-mm elements were used for the remaining region of the concrete layer. 
Incremental interface deterioration was modeled by controlling the value of Z of the interface layer. 
A distributed pressure was applied to the air layer near the steel cladding surface using 20-cycle 
tone burst input with a center frequency of 125 kHz. The incident angle from air to the steel surface 
was set 4.9 °, which is the critical angle of the S0 Lamb wave mode at 125 kHz in a free steel plate 
in air. The resulting guided wave responses were obtained on the surface of the steel cladding at 
48 locations with 5 mm spacing between sensed points, indicated by yellow dots in Figure 8.4. 




Figure 8.4. Overall structure of numerical finite element simulation model (top), and detail 
of region of interest (bottom). 
 
8.2.2. Numerical simulation results 
Guided wave propagation in steel cladding layers can be visualized using wave field 
snapshots at certain times. The guided wave fields represented by vertical displacement (uy), 
corresponding to three different interface bonding conditions - well bonded, weakly bonded and 
disbanded - are compared in Figure 8.5. In this figure the color indicates the vertical displacement 
value across the structure cross-section where red color represents maximum positive displacement 
and blue maximum negative displacement values. Actual displacement values are not indicated as 
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the purpose of the image is to visualize the wave propagation fronts rather than interpret 
displacement values.  In the weakly bonded case, Z of the interface layer is 20 percent of that of 
the underlying concrete. In these simulation data, the direction of guided wave propagation within 
the steel cladding is assigned from right (excitation position) to left. This image format enables the 
distinction between A0 and S0 mode behavior within the steel cladding layer:  the A0 mode is 
known to show symmetric distribution of uy with respect to the neutral axis along the thickness 
direction, while the S0 mode shows antisymmetric distribution of uy. More detail about the 
symmetry of the S0 and A0 modes within the thickness of a plate can be found elsewhere (Rose, 
1999). Using this difference in symmetry of uy, the positions of A0 and S0 mode dominance within 
the structure at different times can be clearly identified in Figure 8.5. In well-bonded interface case 
shown in Figure 8.5(a), a great amount of the S0 mode energy leaks into the concrete layer early 
on in the propagation event and hence S0 mode is hardly seen within the steel cladding later on at 
t = 250 µs. This behavior is interpreted as the S0 mode exhibiting high attenuation within the 
cladding layer. In the case of the weakly bonded interface shown in Figure 8.5(b), less S0 mode 
energy leaks into the concrete layer, and as a result both the S0 and A0 modes are distinguished 
within the steel cladding layer at t = 250 µs. In the case of the fully disbonded interface shown in 
Figure 8.5(c), no energy leakage into the concrete occurs, so the S0 mode can be clearly 




Figure 8.5. Guided wave vertical displacement field snapshots from finite element simulation 
data at three different times (t) after excitation: (a) well-bonded, (b) weakly bonded (80% 





Figure 8.6. F-k domain spectra from finite element simulation data for (a) well-bonded, (b) 
weekly bonded (80% reduction in Z) and (c) fully disbonded interfaces. Expected Lamb 
mode behavior in steel plate indicated by dotted lines. 
 
The sensitivity of the S0 and A0 modes to steel-concrete interface bonding conditions were 
evaluated in the f-k domain. Figure 8.6 shows the f-k domain magnitude spectra for the three cases 
shown in Figure 8.5. The f-k domain magnitude spectra were normalized by the maximum spectral 
magnitude of the well bonded interface case. Within each spectrum, red color represents high 
spectral magnitude and blue color low magnitude. Theoretical Lamb wave mode solutions, which 
assume only real-valued wavenumbers, are overlaid on the f-k domain spectra to aid in 
identification of individual guided wave modes. In the well bonded interface case shown in Figure 
8.6(a), only the A0 mode is seen in the f-k domain magnitude spectrum, while the S0 mode is 
negligible because of its high attenuation owing to leakage into the concrete. The weak bond case 
shown in Figure 8.6(b) shows higher S0 mode magnitude than the well bonded interface case, 
while the A0 mode magnitudes are similar between the two cases. In the disbonded case shown in 
Figure 8.6(c), the greatest S0 mode magnitude is seen, while the A0 mode magnitude is still similar 
to other cases. These results show good agreement with the analytical results, demonstrating that 
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the behavior of the S0 mode is sensitive to steel-concrete interface bonding conditions while the 
A0 mode is largely unaffected. 
To obtain successful interface bonding characterization results, the ultrasonic excitation 
frequency needs to be carefully selected. The frequency must be in the frequency range where S0 
mode attenuation is high for well bonded interface conditions, but monotonically decreases as the 
interface bonding weakens. This means that not all frequencies can be used for testing using the 
proposed approach; in order to obtain optimal and complete results for a given case structure, 
analytical guided wave propagation studies should be carried out before performing experiments. 
Based on the analytical and numerical studies however, general guidelines to select an appropriate 
excitation frequency range are offered here: the frequency range where the S0 mode exhibits highly 
dispersive characteristics, as exhibited in the guided wave dispersion curve represented by real 
wavenumber or phase velocity, is generally an appropriate excitation frequency region. In terms 
of frequency-thickness (fd) product, this region generally spans 1.9 to 2.5 MHz-mm for steel 
plates. 
8.3. Signal processing to extract attenuation characteristics of guided wave modes 
Although S0 mode attenuation shows potential to characterize steel-concrete interface 
bonding conditions, it is difficult in practice to extract this characteristic from the full guided wave 
signal. This difficulty arises from the fact that guided waves in the steel cladding layer show multi-
modal and dispersive characteristics (Graff, 1975; Lowe, 1995), and furthermore attenuation is an 
amplitude-related property that is very sensitive to experimental parameters such as receiver-
specimen coupling condition. To address these issues, we propose a signal processing scheme to 
extract a dimensionless damage index, normalized S0 mode magnitude, that reflects the 
attenuation characteristics of the S0 mode but at the same time is not meaningfully influenced by 
113 
 
variations in experimental parameters. The signal processing scheme is based on frequency-
wavenumber (f-k) domain signal analysis (An et al., 2014; Michaels et al., 2011; Ruzzene, 2007). 
Figure 8.7 shows an overview of the signal processing scheme to extract the normalized 
S0 mode magnitude 0
N
SA  from the obtained guided wave signal set. First, raw guided wave field 
( ),s t x  time-space (t-x) domain data are obtained from a series of ultrasonic scan measurements. 
Next, Hanning windowing and zero-padding in the x-domain are applied to ( ),s t x  to improve k-
domain resolution. A two-dimensional (2-D) Fourier transform (FT) is then applied to the 
windowed and zero-padded wave field ( ),Ws t x  to convert the signal set from the t-x domain to 
the f-k domain though 
( ) ( ) ( )2, , .i ft kxWS f k s t x e dxdt
  − +
− −
=    (8.19) 
Note that individual guided wave modes that are poorly separated in t-, t-x and f-domains are 
clearly distinguished in the f-k domain, and thus the S0 mode can readily be identified. Next, the 
wavenumber spectrum at the center frequency (fC) of excitation ( ),CS f k  is extracted from the 
magnitude spectrum in the f-k domain. 0
N









=  (8.20) 
where 0SA  and 0AA  are the maximum magnitudes of the S0 and the A0 modes respectively in 
( ),CS f k . The normalization expressed in Eq. (8.20) enables muting of the effects of signal 
variation caused by other experimental parameters, under the following assumptions: (1) variations 
in other experimental parameters influence both the S0 and A0 mode amplitudes to the same 
degree; (2) the A0 mode amplitude is insensitive to the interface bonding conditions; and (3) 
amplitude attenuation caused by geometric spreading can be compensated by the amplitude 
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normalization process used in the signal processing scheme. With this approach, high 0
N
SA  value 
represents low S0 mode attenuation associated with weak steel-concrete bond, while low 0
N
SA  
value represents the high S0 mode attenuation associated with strong bond. Note that 0
N
SA  has 
absolute meaning, where values close to 0 represent well bonded condition, while those close to 
2.3 represent poor condition. 
 
Figure 8.7. Overview of the procedure to compute normalized S0 mode magnitude. 
 
8.4. Numerical evaluation of the signal processing approach 
To quantitatively characterize the interface condition, the proposed signal processing 
technique described in Chapter 8.3 was applied to the guided wave signal sets obtained by the 
numerical simulation. The normalized S0 mode magnitude 0
N
SA  at 125 kHz presented as a function 
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of percent decrease in Z of the interfacial layer is shown in Figure 8.8. 0
N
SA  monotonically increases 
as Z of the interfacial layer gradually decreases. Note that a strong correlation between the 
numerical simulation results 0
N
SA  and the analytical results of the S0 mode attenuation shown in 
Figure 8.3 is seen: the S0 mode attenuation gradually decreases as Z of the interface layer 
decreases, while 0
N
SA  gradually increases as the interface Z decreases. These results demonstrate 
that 0
N
SA  represents the attenuation behavior of the S0 mode owing to changes in the interface bond 
condition in a quantitative fashion.  
 




CHAPTER 9. EXPERIMENTS TO CHARACTERIZE STEEL-CONCRETE 
INTERFACE BONDING CONDITIONS 
 
A series of experiments were carried out on steel-clad concrete specimens with different 
interface bonding conditions to investigate the feasibility of the proposed approach described in 
Chapter 8. The experimental results demonstrate that interface bonding conditions of steel-clad 
concrete structures can be quantitatively evaluated using the proposed approach. A portion of the 
work described in this chapter was published in a journal paper titled “Characterization of steel-
concrete interface bonding conditions using attenuation characteristics of guided waves” published 
in Cement and Concrete Composites (Song and Popovics, 2017). 
9.1. Experimental setup 
The air-coupled ultrasonic test setup is shown in Figure 9.1(a). A scanning air-coupled 
ultrasonic transmitter (AT120, Airmar Technology Corp.) generated guided waves at 48 different 
positions along a line with a 5 mm spacing between excitation points; the test configuration is 
shown in the magnified view in Figure 9.1(a). The center frequency of the excitation was 125 kHz. 
The corresponding guided wave responses were measured by a contact-type accelerometer 
receiver (352B10, PCB Piezotronics Inc.). Through the concept of linear reciprocity, this test 
configuration with moving excitation locations and fixed sensing location is equivalent to the one 
of fixed excitation and moving sensing positions that is represented in the numerical simulation 
(Figure 8.4). An excitation circuit (T1, Airmar Technology Corp.) was used to derive the air-
coupled transmitter, and a signal conditioner (PCB 442c04, PCB Piezotronics Inc.) to amplify 
analog signals measured by the receiver. The measured guided wave signals were digitized using 
an analog-to-digital (A/D) converter (NI USB-6366, National Instrument Inc.) at a sampling rate 
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of 2 MS/s. To improve signal-to-noise ratio, time signals were measured 50 times at each scanning 
position and then time averaged.  
 The tested steel-clad concrete specimens that represent different interface conditions are 
shown in Figure 9.1(b). Specimen A was prepared without any foreign materials at the interface 
to simulate a well bonded steel-concrete interface. Furthermore, half of the surface of Specimen A 
has a roughened surface, while the other half remains smooth as shown in Figure 9.1(b). Specimens 
B and C have thin Styrofoam pieces attached on the interface with low and high spatial densities 
respectively to simulate lower and higher degrees of weakened interface. Specimen D has oil and 
dirt at the interface so that the entire interface should be be weak. Specimen E is a traction-free 
steel plate that represents a fully disbonded interface. All the five steel plates in the prepared 
specimens have the same dimensions (533 mm x 152 mm x 19 mm) and nominal material 
properties. In preparation of underlying concrete layers for Specimens A to D, fresh concrete was 
directly poured onto the steel plates placed on the bottom of concrete prism molds. Note that all 
the four underlying concrete layers for Specimens A to D were prepared in a same day with the 
same mixture batch using material component proportions shown in Table 9.1. 
Table 9.1. Mix design proportion for underlying concrete layers. 
Contents Unit weight [kg/m3] 
Water 192.7 
Cement 406.5 
Fly ash 71.7 
Coarse aggregate* 953.5 
Fine aggregate 663.5 




Figure 9.1. Experimental setup: (a) a schematic illustration of the air-coupled ultrasonic 




9.2. Experimental validation results 
For each specimen, guided wave signals obtained across 48 positions were stacked to 
visually represent the raw guided wave field ( ),s x t  in the steel cladding layer. Figure 9.2 shows 
the 48 stacked time domain signals (t-x domain signals) obtained from the all specimens using the 
scanning measurement configuration. The signal amplitudes (in volts) are represented by the color 
scale in the images, where red and blue colors represent high positive and negative signal 
amplitudes, respectively. In this signal domain, it is difficult to isolate and identify individual 
guided wave modes because all possible wave modes are mixed. Furthermore, the distinction 
between interface bonding condition across the specimens is not clear, making it difficult to 
characterize interface bonding condition.  
 
Figure 9.2. Stacked time domain signals (t-x domain signals) obtained from specimens (a) 




To better identify the individual guided wave modes and validate the sensitivity of the S0 
mode to interface bonding condition, the raw guided wave field data were converted into f-k 
domain. The f-k domain magnitude spectra for all specimens are shown in Figure 9.3. The 
magnitude spectra were normalized by the maximum spectral value in the case of Specimen A. 
Individual guided wave modes, not clearly identified in t-x domain, are clearly isolated and 
identified in f-k domain. Similar to the numerical simulation results shown in Figure 8.6, the 
nominally well bonded interface case (Specimen A) shown in Figure 9.3(a) shows the lowest S0 
mode magnitude, while the weakly bonded cases (Specimens B to D) and the disbonded case 
(Specimen E) show higher S0 mode magnitudes. The A0 mode magnitudes do not vary much for 
different interface bonding conditions. These results show a good agreement with the numerical 
simulation results in that the S0 mode behavior shows high sensitivity to steel-concrete interface 




Figure 9.3. F-k domain magnitude spectra for specimens (a) A, (b) B, (c) C, (d) D and (e) E. 
 
The normalized S0 mode magnitude 
0
N
SA for three repeated tests at 125 kHz for all the 
specimens, is shown in Figure 9.4(a). To investigate the experimental repeatability,
0
N
SA  values 
obtained from three repeated tests with completely reset test setups (transmitter and receiver re-
installed) for each measurement are displayed. As shown in Figure 9.4(a), 
0
N
SA  values obtained 










SA  for the well bonded (zero percent reduction in Z) and fully disbonded cases (100 
percent reduction in Z) shown in Figure 8.8. The 
0
N
SA  value for the disbonded case obtained from 
experiment (Specimen E) shows good agreement with the numerical prediction. Specimen A, 
which represents a nominally well bonded interface, shows the lowest 
0
N
SA  value on average, and 
Specimen E, the fully disbonded interface, the highest value. Specimens B to D, which represent 




values similar to the numerical simulation results shown in Figure 8.8. These results demonstrate 
that the dimensionless damage index 
0
N
SA  obtained by the proposed signal processing scheme 
enables quantitative characterization of steel-concrete interface bonding conditions.  
Although the experimental results showed good agreement with the analytical and 
numerical predictions for attenuation behavior of the S0 guided wave mode, unexpected 
experimental results were also observed. For example, experimentally obtained values of 
0
N
SA  for 
the well bonded interface case are higher than that predicted by numerical simulation results shown 
in Figure 8.8. I assert that this discrepancy between experimental and numerical simulation results 
are caused by a non-perfect, weakened interface bond in Specimen A, especially in the region 
where the steel plate surface is smooth. The smooth steel surface provides little physical interlock 
between steel and cement paste at the interface. As a result stresses caused by drying shrinkage of 
early age concrete could weaken the interface bond at the smooth surface. It is feasible that the 
well bonded condition in the numerical simulation is an idealized condition that may not be 
observed in the real world. In the FE model, the elastic properties of the interfacial layer were 
assumed identical to those of the concrete layer to simulate the well-bonded condition. However, 
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the interfacial layer may actually always be weaker than the inner concrete layer, even for the well 
bonded case (Mehta et al., 2006; Mindess et al., 2003). 
 
Figure 9.4. Normalized S0 mode magnitude 𝑨𝑺𝟎
𝑵   for the five specimens (a) and average 
experimental data (b) where numerical predictions for the well bonded (A) and fully 




CHAPTER 10. CONCLUSIONS 
 
This dissertation presents the development of effective NDE techniques based on 
contactless ultrasonic scanning measurements to detect and characterize possible damage in 
concrete and concrete-steel composite structures. In this chapter, work summaries are presented, 
and conclusions are drawn based on the work presented in this dissertation. 
10.1.  Extracting non-propagating oscillatory fields from concrete  
This work describes an effort to extract non-propagating oscillatory fields from a total 
measured ultrasonic wavefield, with the objective of locating and characterizing distributed cracks 
in concrete. The proposed approach is developed and implemented using analytical modeling, 
numerical simulation and experimental data obtained from concrete samples with simulated 
distributed cracking damage. Based on the work presented, the following conclusions are drawn: 
(1) Distributed small-scale objects (i.e. subwavelength cracks) scatter incident waves and set 
up distinct non-propagating oscillatory fields that exhibit a broad range of wavenumbers; 
(2) The proposed frequency-wavenumber (f-k) domain wavefield data processing approach 
can extract non-propagating oscillatory wave content associated with distributed small-
width cracks while at the same time suppressing back-scattering associated with a large-
scale inhomogeneous base medium (i.e. aggregate networks); and 
(3) Extracted non-propagating wave energies indicate the location and extent of 




10.2. Development of a rapid contactless ultrasonic wavefield imaging hardware 
This work describes the development of an automated contactless ultrasonic scanning 
measurement hardware configuration based on a multi-channel MEMS microphone array that 
enables rapid ultrasonic wavefield data acquisition with high SNR. The proposed multi-channel 
MEMS ultrasonic microphone array system consists of eight ultrasonic microphones and a signal 
conditioning circuit. Experiments were carried out to verify the performance of the developed 
MEMS microphone array system. Based on the experimental results, the following conclusions 
are drawn: 
(1) The developed MEMS microphone array system provides high SNR and spatial resolution 
in the obtained ultrasonic wavefield data; and 
(2) Eight times faster wavefield data acquisition (i.e. data acquisition time reduced by 87.5 %) 
is achieved compared to a conventional single-channel wavefield imaging system, owing 
to the eight sensor elements that simultaneously collect ultrasonic data.  
10.3. Compressed sensing to accelerate ultrasonic wavefield data acquisition 
A compressed sensing (CS) approach is proposed to provide optimal scanning 
measurement strategies for accelerated ultrasonic wavefield data acquisition from concrete 
elements. The proposed approach reconstructs full high-resolution wavefields from sparsely 
sampled ultrasonic scanning data. Laboratory-scale experiments were carried out to verify the 
performance of the developed MEMS microphone array system, and experiments on large-scale 
concrete samples under realistic deterioration mechanisms to establish the feasibility of the 
proposed CS approach. Based on the work presented, the following conclusions are drawn: 
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(1) The proposed compressed sensing approach can successfully reconstruct high-
resolution ultrasonic wavefields from sparse measurement data, where compression 
ratios up to 80 % can be achieved with reasonable PSNR; and 
(2) By combining the developed MEMS array system and compressed sensing approach, 
the total time duration required for ultrasonic wavefield data acquisition can be reduced 
up to 97.5 %. 
10.4. Application of the contactless ultrasonic wavefield imaging approach to large-scale 
concrete samples subjected to ASR-promoting environments 
 
This work describes the deployment of the developed wavefield imaging hardware and 
data processing technique to large-scale concrete block samples subjected to realistic ASR-
promoting environments and housed at the testbed of NIST. Based on the experimental results, the 
following conclusions are drawn: 
(1) Non-propagating oscillatory fields showing broad wavenumber content are set up by ASR 
damage in concrete; 
(2) The wavefield data processing technique successfully extracts non-propagating oscillatory 
fields presumably set up by microcracking, enabling the detection and location of ASR 
damage. 
(3) The extent of ASR damage can be further characterized using the damage index, the total 
ultrasonic scattering cross-section. 
(4) The extent of ASR damage characterized by the proposed approach shows good agreement 
with that characterized by strain data and SEM images. 
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10.5. Characterization of steel-concrete interface bonding conditions 
This work describes a contactless ultrasonic NDE approach based on guided wave 
attenuation to characterize steel-concrete interface bonding condition. The proposed signal 
processing scheme extracts a dimensionless index, which is related to the attenuation behavior of 
guided waves in the steel cladding, from a measured guided wave signal set. Based on the results 
of analytical modeling, numerical simulations and experiments, the following conclusions are 
drawn: 
(1) Analytical modeling results showed that attenuation characteristics of guided waves (the 
S0 Lamb mode) in steel cladding are sensitive to degradation of steel-concrete interface 
bonding conditions; 
(2) Numerical simulation and experimental results demonstrated that the normalized S0 mode 
magnitude can be extracted from the full guided wave signal set; 
(3) The extracted normalized S0 mode magnitude provides quantitative characterization of 
steel-concrete interface bond condition; and 
(4) The extracted normalized S0 mode magnitude is not meaningfully influenced by variations 
of other measurement parameters. 
10.6. Future work 
In this dissertation, novel NDE techniques based on contactless ultrasonic scanning 
measurements were developed to inspect concrete and concrete-steel composite structures. 
Numerical evaluation and experimental validation work demonstrate that the developed 
contactless ultrasonic scanning approaches successfully detect and characterize possible damage 
conditions in concrete and steel-clad concrete structures. To better understand the wave physics 
associated with the considered damage types and to achieve robust implementation of the 
128 
 
developed techniques in real-world applications, however, further improvements are needed. Some 
improvements are suggested below. 
10.6.1. Parametric study on interactions between cracks 
The analytical and numerical simulation results shown in Chapters 3 and 4 demonstrate 
that interactions between incident waves and distributed cracks cause non-propagating oscillatory 
fields to be set up. However, the results reveal that not all the cracks present in the localized region 
set up strong non-propagating fields.  As an example, consider the numerical simulation case of 8 
% CVR shown in Figure 4.3, where cracks are densely distributed within the cracked region. This 
case shows high amplitude non-propagating oscillating events at certain locations but not at others, 
even though cracks appear to be located there. I presume that multiple scatter between nearby 
cracks set up complicated local wavefields, perhaps even setting up local resonance-type events. 
Physical parameters that likely influence the occurrence of these events are: (1) the relative spacing 
between cracks (d/λ), where d is the spacing between two possible cracks and λ the wavelength of 
the forward propagating (or incident) wave; (2) the relative length of the cracks (l/λ), where l is 
the length of a crack; and (3) the angular position of the cracks with respect to external boundaries. 
A detailed parametric study is needed to further investigate the effects of these crack physical 
parameters on the non-propagating oscillatory fields. 
10.6.2. Resolution improvement for non-propagating wave energy maps 
Numerical evaluation and experimental validation results shown in Chapters 4 and 7 
demonstrate that imaging the extracted non-propagating wave energy, using the proposed 
wavefield data processing approach, enables identification of the position of cracked areas. 
Although locating possible cracked areas is achievable, imaging structural details of the detected 
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cracks is not available through the proposed approach. This is mainly because of physical limits 
posed by the relatively large wavelength of interrogating waves. Traditionally, it is difficult to 
resolve structural details of subwavelength scatterers. Recent advances in super-resolution 
imaging technology, however, demonstrates potential to resolve subwavelength (sub-diffraction) 
structural details (Errico et al., 2015; Weigert et al., 2018). Among variety of super-resolution 
imaging approaches, deep learning-based techniques can be good candidates to achieve super-
resolved crack imaging. Supervised learning that takes non-propagating wave maps as input 
images and outputs super-resolution crack images can be performed. Super-resolution training data 
can be obtained from experiments (e.g. SEM images) or numerical simulation models. Among 
several deep learning approaches, convolutional neural network-based approaches are good 
candidates to achieve super-resolution crack imaging (Dong et al., 2016; Weigert et al., 2018). 
10.6.3. Improving the compressed sensing performance 
The experimental results shown in Chapter 6 demonstrate that the proposed compressed 
sensing approach successfully reconstructs ultrasonic wavefields from sparse measurement data 
with compression ratios up to 80 %. This compression ratio is a good achievement; however, the 
compressed sensing performance can be even further improved once a better basis matrix is used. 
In this study, a 2-D discrete cosine basis was employed considering its ease of implementation and 
the wave physics relevant to experiments. However, it is possible to implement a basis that enables 
sparser representation of ultrasonic wavefields than the discrete cosine basis does. A time-limited 
(or space-limited) basis, such as a wavelet basis, can be a good candidate. Sparser representation 
of wavefield data enables achieving a higher compression ratio. One possible approach to obtain 
an improved basis is to perform dictionary learning (Aharon et al., 2006; Kreutz-Delgado et al., 
2003). The dictionary learning is a type of unsupervised machine learning to find a sparsity-
130 
 
promoting basis through optimization-based training. Numerous numerical algorithms are widely 
used including orthogonal matching pursuit (OMP) and K-SVD for dictionary learning tasks 
(Aharon et al., 2006; Tropp and Gilbert, 2007). 
10.6.4. Imaging of steel-concrete interface disbond 
In Chapters 8 and 9, the proposed method based on guided wave attenuation shows good 
performance in quantitatively characterizing steel-concrete interface bonding conditions. 
However, locating disbond regions in space from the measured guided wave signals is not possible 
using the proposed approach. Further investigation is needed to locate and image interface disbond 
extent for field applications. A suggested way to locate and image steel-concrete interface disbond 
regions is by using the attenuation characteristics of a higher order symmetric guided wave mode 
(e.g. the S1 mode). Within a certain frequency band, the S1 guided wave mode has a unique 
characteristic in that its wave energy does not propagate but rather is stationary near the source 
region causing excitation of the S1-zero group velocity (ZGV) mode. Although not presented in 
this dissertation, my preliminary numerical simulation studies showed that the S1-ZGV mode 
exhibits high attenuation under the well-bonded interface while no attenuation under the fully 
disbonded interface. Incorporating this unique characteristic of the S1-ZGV mode with an air-
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APPENDIX A: A MATLAB CODE FOR F-K DOMAIN SIGNAL PROCESSING 
 
The Matlab code for f-k filtering of the forward and back-scattered wavefields is given below. 
 
function [tx_filt, En, M_fk] = fk_filt_forback(tx_in, fs_t, 
fs_x, cp_up, cp_low, fb, smth) 
% tx_in: time-space domain signal for input 
% fs_t & fs_x: temporal and spatial sampling frequencies 
% cp_up & cp_low: Upper and lower phase velocity limits [km/s] 
% fb: forward or back scattering ('f': forward, 'b', backward) 
% smth: smooth window (any values except 0) or sharp edge window 








% 2-D FFT 
fk_out= fft2(tx_in, NFFT_tf, 
NFFT_xk)/(length(tx_in(:,1))*length(tx_in(1,:))); 
  
% FFT shift 
fk_sft=fftshift(fk_out); 
  
%%%%%%%%%%%% F-k domain filtering  %%%%%%%%%% 
kR_low_p = f/cp_low;           %(+) wavenumber limit for low-
velocity contents 




    [val,k_ind(1,i)] = min(abs(k-kR_low_p(i)));  %(+) wavenumber 
indices for low-velocity contents    
    [val,k_ind(2,i)] = min(abs(k-kR_high_p(i))); %(+) wavenumber 





%%% Sharp filtering mask for high and low wavenumber filtering 
if smth == 0 
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    for i=1:length(f)       % Conherent forward scattering         
        lngth= max(k_ind(1,i),k_ind(2,i)) - 
min(k_ind(1,i),k_ind(2,i)) + 1; 
        
M_fk(i,min(k_ind(1,i),k_ind(2,i)):max(k_ind(1,i),k_ind(2,i))) = 
ones(lngth,1); 
    end 
     
%%% Smooth filtering mask for high wavenumber filtering 
else 
    for i=1:length(f)       % Conherent forward scattering         
        lngth= max(k_ind(1,i),k_ind(2,i)) - 
min(k_ind(1,i),k_ind(2,i)) + 1; 
        
M_fk(i,min(k_ind(1,i),k_ind(2,i)):max(k_ind(1,i),k_ind(2,i))) = 
tukeywin(lngth,0.5); 
    end   
end 
     
%%% Applying the mask 
if fb == 'f' 
    fk_filt_out = fk_sft.*flip(M_fk,2); 
elseif fb == 'b' 
    fk_filt_out = fk_sft.*M_fk; 
else 
    print('Select between forward and backward.') 
end 
  
fk_filt_shft = ifftshift(fk_filt_out); 
  





% Computing energy 
offset = 50; 
En = 1/fs_t*trapz(tx_filt(offset+1:length(f)-
offset,:).^2,1)';    % in unit of Amp^2*s 
     
% Plotting the filtering mask 
if fb == 'f' 
    figure(101); 
    imagesc(k,f,M_fk); set(gca,'YDir','normal'); 
    xlabel('Wavenumber (1/m)'); ylabel('Frequency (kHz)'); 
    h=colorbar; set(h, 'fontsize', 15); colormap('gray'); 
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    axis([-0.5*fs_x 0.5*fs_x 0 120  0 1 0 1]); title('Filtering 
mask'); set(gca, 'fontsize', 15);; 
     
elseif fb == 'b' 
    figure(101); 
    imagesc(k,f,flip(M_fk,2)); set(gca,'YDir','normal'); 
    xlabel('Wavenumber (1/m)'); ylabel('Frequency (kHz)'); 
    h=colorbar; set(h, 'fontsize', 15); colormap('gray'); 
    axis([-0.5*fs_x 0.5*fs_x 0 120  0 1 0 1]); title('Filtering 
mask'); set(gca, 'fontsize', 15); 
end 
  
     
end 
 
The Matlab code for f-k filtering of the scattered wavefields (high wavenumber) is given below. 
 
function [tx_filt, En, M_fk] = fk_filt_high(tx_in, fs_t, fs_x, 
cp_lim, smth) 
% tx_in: time-space domain signal for input 
% fs_t & fs_x: temporal and spatial sampling frequencies 
% cp_lim: Phase velocity limit [km/s] 
% smth: smooth window (any values except 0) or sharp edge window 





f= 0.5*fs_t*linspace(-1,1,NFFT_tf)/1e3;     % in kHz 
k= 0.5*fs_x*linspace(-1,1,NFFT_xk);         % in 1/m 
  
kR_high = f/cp_lim;          %Upper wavenumber limit of incident 
R-wave 
kR_low = -kR_high;           %Lower wavenumber limit of incident 
R-wave 
  
% 2-D FFT 
fk_out= fft2(tx_in, NFFT_tf, 
NFFT_xk)/(length(tx_in(:,1))*length(tx_in(1,:))); 
  
% FFT shift 
fk_sft=fftshift(fk_out); 
  
% F-k domain filtering 
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for i=1:length(f) 
    [val,k_ind(1,i)] = min(abs(k-kR_low(i))); 




% Sharp filtering mask for high wavenumber filtering 
if smth == 0 
    for i=1:length(f)         
        lngth= max(k_ind(1,i),k_ind(2,i)) - 
min(k_ind(1,i),k_ind(2,i)) + 1; 
        
M_fk(i,min(k_ind(1,i),k_ind(2,i)):max(k_ind(1,i),k_ind(2,i))) = 
zeros(lngth,1); 
    end 
     
% Smooth filtering mask for high wavenumber filtering 
else 
    for i=1:length(f)         
        lngth= max(k_ind(1,i),k_ind(2,i)) - 
min(k_ind(1,i),k_ind(2,i)) + 1; 
        
M_fk(i,min(k_ind(1,i),k_ind(2,i)):max(k_ind(1,i),k_ind(2,i))) = 
1-tukeywin(lngth,0.5); 
    end 
end 
     
% Applying the mask 
fk_filt_out = fk_sft.*M_fk;  
fk_filt_shft = ifftshift(fk_filt_out); 
  





% Computing energy 
offset = 50; 
En = 1/fs_t*trapz(tx_filt(offset+1:length(f)-
offset,:).^2,1)';      % in unit of Amp^2*s 
     
% Plotting the filtering mask 
figure(100);  
imagesc(k,f,M_fk); set(gca,'YDir','normal'); 
xlabel('Wavenumber (1/m)'); ylabel('Frequency (kHz)'); 
h=colorbar; set(h, 'fontsize', 15); colormap('gray'); 
145 
 
axis([-0.5*fs_x 0.5*fs_x 0 120  0 1 0 1]); set(gca, 'fontsize', 
15); title('Filtering mask') 





APPENDIX B: A MATLAB CODE FOR COMPRESSED SENSING 
 
The presented compressed sensing code is based on the SPGL1 solver package that can be 
downloaded through the web page (https://www.cs.ubc.ca/~mpf/spgl1/index.html). 
 
%% Solving MMV problem using SPG-MMV 
% Turn off the SPGL1 log output 
opts = spgSetParms('verbosity',0);          
 
% Reconstructed basis coefficient matrix A 
A = spg_mmv(Psi, Yf, 0, opts);          
% Psi: the sensing matrix 
% Yf: sparse measurement matrix in frequency domain (DCT)     
 
% Reconstruction in frequency domain 
Xf = B*A;                                   
  
% Converting into time domain 
Xt = idct(Xf, dim3, 2);  
  
% Reshaping the reconstructed wavefield 
Xt = reshape(Xt, [dim1, dim2, dim3]); 
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APPENDIX C: A MATLAB CODE FOR CONCRETE MODELING (NUMERICAL 
SIMULATIONS) 
 
This code generates and distributes elliptic aggregate particles within a background medium. 
 
% Aggregate distribution model 
clc; close all; clear; 
  
% Declare output image 
out1 = zeros(200,500);          %output for density distribution 
out2 = zeros(200,500);          %output for Young's modulus 
distribution 
  
% Element numbers 
% elset= [48901:73900]'; 
elset= [195401:295400]'; 
  
% Declare mean a and b 
a = 10; 
b = 7.5; 
  
% Declare reference coordinates 
[X,Y] = meshgrid(1:size(out1,2), 1:size(out1,1)); 
  
% Proportion of ellipse 
prop = 0.45; 
  




    % Generate random a, b and center 
%     x_axis = a*rand; 
%     y_axis = b*rand; 
    x_axis = normrnd(a,3); 
    y_axis = normrnd(b,3); 
    center = [size(out1,2)*rand size(out1,1)*rand]; 
  
    % Define local coordinates with respect to this center and a 
random angle 
    theta = 180*rand; 




    Yloc = (X-center(1))*sind(theta) + (Y-
center(2))*cosd(theta); 
     
     
    % Check ellipse equation and define those locations 
%     ind = (((Xloc.^2) / x_axis^2) + ((Yloc.^2) / y_axis^2)) <= 
1; 
    n= 2; 
    ind = (abs(Xloc/x_axis)).^n +(abs(Yloc/y_axis)).^n <= 1; 
     
    % Set these locations in the output image to a random 
intensity 
%     intensity = floor(normrnd(150,30));         
    density = normrnd(2.6e-9, 0.15*2.6e-9);         
    modulus = normrnd(40041.88, 0.15*40041.88);         
    if out1(ind) == 0 
        out1(ind) = density; 
        out2(ind) = modulus; 
    end 
  
    % Check proportion and fill background 
    if sum((out1(:) > 0) / numel(out1)) >= prop && sum((out2(:) 
> 0) / numel(out1)) >= prop 
%         out1(out1 == 0) = 2.05e-9; 
%         out2(out2 == 0) = 26159.2; 
        break; 
    end 
end 
  
% Reshaping the density and modulus distribution matrices as 
vectors 
den_vec= reshape(out1, [size(out1,1)*size(out1,2),1]); 





    den_vec1(i,1)=elset(nz(i),1); 
    den_vec1(i,2)=den_vec(nz(i),1); 
     
    ela_vec1(i,1)=elset(nz(i),1); 









x=[1:1:500]'; y=[1:1:200]';  




colormap(gray); %colorbar('FontSize',15); %title('\rho 
[kg/m^3]'); 
axis([0 500 0 200 0 max(out1(:))*1e12 0 3600]) 
xlabel('x (mm)'); ylabel('y(mm)'); set(gca,'fontsize',15); 
  
figure(2); set(gcf,'units','points','position',[10,30,825,300]); 
imagesc(x,y,out2); title('E [MPa]'); colormap(gray); 
colorbar('FontSize',15); 







imagesc(x,y,Cp); title('Cp [m/s]'); colormap(gray); 
colorbar('FontSize',15); 




imagesc(x,y,Cs); title('Cs [m/s]'); colormap(gray); 
colorbar('FontSize',15); 
xlabel('x (mm)'); ylabel('y(mm)'); set(gca,'fontsize',15); 
 
 
