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Nanoscale confinement can drastically impact atmospheric ice nucleation. A notable example is
contact freezing in which a collision between a dry ice nucleating particle (INP) and a water droplet
results in considerably faster heterogeneous nucleation. The molecular mechanism of such enhance-
ment is, however, still a mystery. While earlier studies had attributed it to collision-induced transient
perturbations, recent experiments point to the pivotal role of nanoscale proximity of the INP and
the free interface. By simulating heterogeneous nucleation of ice within INP-supported nanofilms of
two model water-like tetrahedral liquids, we demonstrate that such nanoscale proximity is sufficient
for inducing rate increases commensurate with those observed in contact freezing experiments, but
only if the free interface has a tendency to enhance homogeneous nucleation. Water is suspected
of possessing this latter property, known as surface freezing propensity. Our findings therefore es-
tablish a connection between surface freezing propensity and kinetic enhancement during contact
nucleation. We also observe that faster nucleation proceeds through a mechanism markedly distinct
from classical heterogeneous nucleation, involving the formation of hourglass-shaped crystalline nu-
clei that conceive at either interface, and that have a lower free energy of formation due to a synergy
between the interfaces and the modulation of the free interfacial structure by the INP. In addition to
providing valuable insights into the physics of contact nucleation, our findings can assist in improv-
ing the accuracy of heterogeneous nucleation rate measurements in experiments, and in advancing
our understanding of ice nucleation on nonuniform surfaces such as organic, polymeric and biological
materials.
I. INTRODUCTION
Crystallization of liquids under nanoscale confinement
has received considerable attention in recent decades,1
as drastic changes in the thermodynamics of freezing,2–6
the kinetics and mechanism of nucleation,7–14 and the
identity of the nucleated crystals2,5,15 have been re-
ported in numerous experimental4,6,12,14 and computa-
tional2,3,5,7–11,13,15 studies of freezing in nanopores,6,12,14
nanotubes,2,4,15 slit pores,3 wedges,13 nanodroplets8 and
freestanding nanofilms.7,9–11 What has received less at-
tention is the freezing of liquids under mixed-interface
confinement, i.e., when a liquid is sandwiched between
a solid-liquid and a free interface. Mixed-interface con-
finement can emerge in many different environments, and
can dramatically impact the spatial heterogeneity and ki-
netic stability of the corresponding system.16,17 A process
that can be strongly affected by mixed-interface confine-
ment is atmospheric ice nucleation, which plays a pivotal
role in cloud microphysics.18 The dominant mode of ice
formation in clouds is immersion freezing (Fig. 1A) in
which ice nucleates heterogeneously on an ice nucleat-
ing particle (INP) fully immersed within an atmospheric
microdroplet.19 INPs can, however, come into close prox-
imity of free interfaces, which can, in turn, alter the ki-
netics and mechanism of nucleation in nontrivial ways.
Considering the highly stochastic nature of immersion
freezing,20 such changes can, for instance, introduce large
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uncertainties into experimental estimates of immersion
nucleation rates.
A more intriguing example is contact freezing
(Figs. 1B-C) in which nucleation is triggered by a col-
lision between a dry INP and a supercooled water
droplet.21 Contact freezing is usually orders of magni-
tude faster than immersion freezing as demonstrated for a
wide variety of INPs.22–26 Pinpointing the molecular ori-
gin of this enhancement is, however, extremely difficult
due to the transient nature of contact freezing. While
earlier works had mostly attributed it to transient fac-
tors such as the etching of partially soluble INPs during
immersion,27 pre-contact vapor deposition of pre-critical
ice on dry INPs,28 and collision-induced mechanical dis-
turbances29 and pressure waves,30 more recent studies
point to the pivotal role of mixed-interface confinement.
For instance, Shaw and Durant22,23 observed that the
kinetic freezing temperature in droplets that undergo re-
peated cycles of freezing and melting only depends on
the proximity of the INP and the free interface, and is
independent of whether the INP approaches the inter-
face from outside (Fig. 1C) or from within (Fig. 1B).
These two modes of contact freezing are referred to as
”inside-out“ and ”outside-in“ freezing, respectively. Ini-
tially, it was argued that these observations might be
explained by the supposed tendency of the water-vapor-
INP contact line to facilitate nucleation.31,32 Later ex-
periments by the same group, however, found no such
tendency33,34 except for INPs with nanoscale texture,35
suggesting that nanoscale proximity might result in faster
nucleation even in the absence of a contact line.
Despite these remarkable findings, there is a consid-
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FIG. 1. Free Interfaces and Heterogeneous Nucleation
Rates (A-C) A schematic representation of (A) immersion
freezing, and (B) inside-out and (C) conventional contact
freezing, the three modes of heterogeneous ice nucleation dis-
cussed in this work. The INPs and water droplets are depicted
in dark red and light blue, respectively. (D) A schematic
representation of a graphene-supported thin film, with water
molecules and carbon atoms depicted in dark blue and light
green, respectively. (E-F) The dependence of heterogenous
nucleation rate on film thickness in (E) mW and (F) SW21
films. Error bars correspond to 95% confidence intervals and
are smaller than the symbols.
erable gap in our understanding of how a vapor-liquid
interface can enhance heterogeneous nucleation on a
proximal INP. It has been argued22,23,32 that this ten-
dency might be linked to the suspected ability of a
free interface to facilitate homogeneous ice nucleation.
Here, ”homogeneous nucleation“ refers to nucleation in
the absence of an extrinsic INP, whether it occurs in
the bulk or is facilitated at the vapor-liquid interface.
Surface-dominated homogeneous nucleation– typically
referred to as surface freezing– was originally proposed by
Tabazadeh et al.36 and has since been extensively stud-
ied experimentally37–39 and computationally.7–11 Exper-
imental evidence for surface freezing, however, is incon-
clusive mostly due to the difficulty of generating mono-
dispersed droplets in the sub-µm size regime where this
effect is predicted to become dominant.40 Computational
studies of surface freezing have also been equally in-
conclusive,41 as the enhancement of nucleation is only
observed7,10,11 for some force-fields, such as the atom-
istic TIP4P/Ice42 model, and not others,8–10 such as
the coarse-grained monoatomic water (mW)43 potential.
This force-field dependence of surface freezing propensity
provides an opening for testing the hypothesized con-
nection between free surface-induced homogeneous and
heterogeneous nucleation. If such a relationship exists,
the rate of heterogeneous nucleation in supported liquid
nanofilms of a model prone to surface freezing will de-
crease drastically with film thickness, while no (or the
opposite) dependence on thickness will be observed for
the force-field(s) with no surface freezing propensity.
Here, we use molecular dynamics simulations and our
recently developed jumpy forward flux sampling (jFFS)
algorithm44 to test this hypothesis by computing the
rates and characterizing the mechanism of heterogeneous
nucleation in supported nanofilms of two model water-
like tetrahedral liquids with opposing surface freezing
propensities. Our focus on supported nanofilms not only
allows us to test this hypothesized connection, but also
enables us to probe the exclusive effect of interface prox-
imity on heterogeneous nucleation, in the absence of
other competing factors such as contact lines, interfacial
curvature and collision-induced perturbations. In other
words, supported films constitute ideal model systems
for determining whether nanoscale proximity is sufficient
for inducing faster heterogeneous nucleation in contact
freezing. As such, we will refer to strong sensitivity of
rate to film thickness as ”contact freezing propensity“ for
brevity, even though contact freezing is a complex phe-
nomenon whose precise kinetics and mechanism is likely
impacted by a plethora of other factors. Our calcula-
tions reveal that nanoscale proximity is indeed a suffi-
cient condition for inducing kinetic enhancements of the
types observed in contact freezing experiments, but only
for the liquid that is prone to surface freezing. More pre-
cisely, heterogeneous nucleation becomes orders of mag-
nitude faster in ultrathin films of the surface-freezing
liquid wherein critical nuclei adopt a hourglass-shaped
structure due to a synergy between the two proximal
interfaces, while no dependence of rate on thickness is
observed for the other liquid. Our analysis using classi-
cal nucleation theory (CNT)45 reveals that the formation
of such nuclei can result in a decrease in the nucleation
barrier, but not by enough to quantitatively explain the
observed increase in rate. We explain this discrepancy
by noting that the presence of an INP modulates the free
interfacial structure of the films exhibiting faster nucle-
ation, which results in a decrease in the effective contact
angle and the nucleation barrier.
II. METHODS
A. System Description and Molecular Dynamics
Simulations
We consider supported films of two water-like tetrahe-
dral liquids. Both liquids belong to the Stillinger-Weber
(SW)46 family of potentials in which the tetrahedral ar-
rangement of nearest neighbors around a central site
is enforced by including in the interatomic potential a
three-body term that penalizes deviations from the tetra-
hedral angle. The magnitude of the energetic penalty is
tuned using a parameter called tetrahedrality, λ. The
first model liquid is mW,43 a widely used coarse-grained
model of water with λ = 23.15, which has been shown8,9
3to not undergo surface freezing, while the second liquid
is a re-parameterized variant of mW with λ = 21 that
undergoes10 surface freezing. We call this second liquid
SW21, which is different from real water and mW in sev-
eral aspects such as its melting point (206 K for SW21
vs. 274 K for mW) and its hydration structure.10 The
precise phase diagrams of these two models can be found
elsewhere.43,47 We choose SW21 over atomistic models
with surface freezing propensity– such as TIP4P/Ice42–
not only due to the prohibitively large computational cost
of the latter, but also because comparing SW21 and mW
allows us to explore the effect of surface freezing propen-
sity on heterogeneous nucleation in two models that are
otherwise similar. The temperatures at which rates are
computed also correspond to similar relative supercool-
ings, T/Tm’s, that all lie between 0.8 and 0.87. We put
liquid films of mW and SW21 (Fig. 1D) in contact with
two types of model INPs: (i) a graphene wall that in-
teracts with liquid molecules via the two-body part of
the SW potential, with gmW = 0.52 kcal · mol−1 and
gSW21 = 0.13 kcal·mol−1 for mW and SW21, respectively.
gmW is adopted from Bi et al.,
48 while gSW21 is chosen
because no heterogeneous nucleation is observed for gmW
in the SW21 system. We use a value of σg = 0.32 nm
for both liquids. (ii) a structureless attractive wall inter-
acting via the Lennard-Jones (LJ) 9-3 potential49 with
LJmW = 1.2 kcal · mol−1 and σLJmW = 0.32 nm, and
LJSW21 = 0.48 kcal · mol−1 and σLJSW21 = 0.3 nm for
mW and SW21, respectively. These values represent
the smallest ’s for which heterogeneous nucleation is
observed in conventional 50-ns long MD simulations at
215 K and 155 K in the mW and SW21 systems, respec-
tively. All LJ 9-3 interactions are truncated at 2.5σ.
All MD simulations are performed in the canonical
(NVT) ensemble using the large-scale atomic/molecular
massively-parallel simulator (LAMMPS)50 package.
Equations of motion are integrated using the velocity-
Verlet algorithm with a time step of 5 fs, while tempera-
ture is controlled using the Nose´-Hoover51,52 thermostat
with a time constant of 0.5 ps. Supercooled liquid con-
figurations are prepared by melting a properly-sized film
of cubic ice at 350 K and 250 K for mW and SW21 sys-
tems, respectively. We collect a minimum of 100 melted
configurations once every 0.05 ns, and gradually quench
them to the respective target temperature at a cooling
rate of 6.25 ps·K−1. The ensuing films are therefore sand-
wiched between the INP and the vapor phase, which, due
to the low vapor pressure of mW-like models under super-
cooled conditions,53 is technically indistinguishable from
vacuum. This implies simulating nucleation at zero pres-
sure, which accurately represents atmospherically rele-
vant conditions. All system characteristics (including
system sizes) are given in the SI Appendix Table S1.
B. Rate Calculations
Nucleation rates are computed using our recently devel-
oped jFFS algorithm44 with the number of molecules
within the largest crystalline nucleus as the order pa-
rameter, ξ(·). Individual molecules are classified as solid-
like or liquid-like based on the q6 Steinhart bond order
parameter,54 and the solid-like molecules within a dis-
tance cutoff rc are clustered to form crystalline nuclei.
In order to be consistent with our earlier work on the
SW21 model,10 we use rc = 0.32 nm and 0.345 nm for
mW and SW21, respectively, and apply the chain ex-
clusion algorithm of Reinhardt et al..55 Further details
about the particular definition of q6 and the clustering
algorithm can be found in our earlier publications.9,10
Forward flux sampling (FFS)56 has been extensively uti-
lized for studying rare events,57 and jFFS is a general-
ized variant of FFS particularly suited for use with order
parameters– such the one utilized in this work– that un-
dergo high-frequency high-amplitude temporal fluctua-
tions. The rate of transition from the supercooled liq-
uid basin, A := {x : ξ(x) < ξA} to the crystalline
basin B := {x : ξ(x) ≥ ξB} is estimated by partition-
ing the intermediate [ξA, ξB) region using N milestones
ξA < ξ0 < · · · < ξN = ξB , which are level sets of ξ(·),
and by recursively computing the flux of trajectories leav-
ing A and reaching each milestone. This is achieved by
computing the flux of trajectories crossing ξ0 (computed
from long conventional MD trajectories within A) and es-
timating transition probabilities between successive mile-
stones (by initiating trial trajectories from configurations
arising from earlier crossings). The mechanism of nucle-
ation is characterized using the pedigree analysis method
described in Ref. 58. Further details about jFFS calcu-
lations can be found in the SI Appendix Section C.
III. RESULTS AND DISCUSSION
A. Kinetics and Mechanism of Nucleation
We first explore the dependence of heterogeneous nucle-
ation rate on the thickness of the supported film, which
is a measure of the proximity of the INP and the free
interface. As depicted in Fig. 1E, the rate is virtually in-
sensitive to film thickness in the mW system, which does
not undergo surface freezing. Note that such lack of sen-
sitivity is not an artifact of the relatively large nucleation
rates at 235 K, and is also observed at 240 K, where nucle-
ation rates are four orders of magnitude smaller. In the
SW21 system, which undergoes surface freezing, however,
the rate is very sensitive to film thickness as can be seen
in Fig. 1F, and is almost six orders of magnitude larger
in the ultrathin 1.2-nm thick film than in thicker films.
These findings confirm our core hypothesis that there
is a relationship between the ability of a free interface
to enhance homogeneous and heterogeneous nucleation,
as the contact freezing propensities of these two liquids
4match their respective surface freezing tendencies. The
increase in rate in ultrathin SW21 films is also compara-
ble to those reported in contact freezing experiments23,24
suggesting that nanoscale proximity is likely sufficient for
inducing kinetic enhancement in contact nucleation. We
use the heuristics developed in our earlier publication59
to show that these findings are not impacted by finite size
effects, with the results of such analysis presented in the
SI Appendix Fig. S1 and Table S2. Also, these rates are
tens of orders of magnitude larger than the homogeneous
nucleation rates at identical temperatures (SI Appendix
Table S3).
In order to understand the origin of this contrasting
behavior, we inspect the nucleation mechanism by ana-
lyzing the spatial spread of the largest crystalline nuclei
in ’surviving‘ configurations. A configuration stored at
an FFS milestone is called ’surviving‘ if it bears progeny
at the target crystalline basin, i.e., if at least one con-
figuration at ξN can be traced back to it via a collec-
tion of trial trajectories. As can be seen in Fig. 2, a
major qualitative difference is observed between the ul-
trathin SW21 film and the remaining films. While the
crystalline nuclei only form at the graphene surface in
mW films of all thicknesses (Figs. 2C-D and SI Appendix
Figs. S2C-D) and in thicker SW21 films (Fig. 2B and SI
Appendix Figs. SS2A-B), they tend to emerge at either
of the two interfaces in the ultrathin SW21 film (as can
be seen from the representative surviving configurations
and pathways depicted in SI Appendix Fig. S3) and grow
to form hourglass-shaped nuclei. Representative critical
nuclei depicted in the insets are also hourglass-shaped
in the ultra-thin SW21 film (Fig. 2A and SI Appendix
Fig. SS3) as opposed to spherical cap-like nuclei remi-
niscent of classical heterogeneous nucleation in thicker
films (Fig. 2B). In mW films, however, all such nuclei
are spherical cap-like irrespective of film thickness, as
depicted in Figs. 2C-D. In particular, nucleation exclu-
sively starts at the graphene wall in ultrathin mW films
(Fig. 2C), as demonstrated in the pathway depicted in SI
Appendix Fig. S4. Clearly, the dependence of mechanism
on film thickness follows the same trend as that of the
nucleation rate. Most notably, the dramatic enhance-
ment in nucleation kinetics in ultrathin SW21 films is
accompanied by an abrupt change in the shape and spa-
tial spread of the crystalline nuclei. This change demon-
strates a synergy between the two interfaces in the ultra-
thin film, which is likely responsible for faster nucleation
presumably due to a decrease in the nucleation barrier.
B. CNT-Based Theoretical Model
In order to determine whether the formation of hourglass-
shaped nuclei can result in a decrease in the nucleation
barrier, we employ the formalism of classical nucleation
theory,45 which has been extensively utilized to interpret
the findings of experimental and computational studies
of nucleation.60 In the standard form of CNT for hetero-
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FIG. 2. Geometric Spread of Crystalline Nuclei in
Different Films. Histograms of the z coordinates of the
molecules belonging to the largest crystalline nuclei in sur-
viving configurations of SW21 (A-B) and mW (C-D) films at
170 K and 235 K, respectively. The area under each histogram
is normalized to unity. Legends correspond to surviving nu-
clei at different jFFS milestones. Insets depict representative
critical nuclei in each system, with solid-like molecules within
the nuclei, liquid-like molecules and carbon atoms depicted in
red, dark blue and light green, respectively. Nuclei in (A) are
hourglass-shaped with their typical geometry depicted in the
inset. Shaded regions correspond to the geometric spreads of
the supported films.
geneous nucleation, crystalline nuclei are assumed to be
spherical caps that form at the surface that harbors nu-
cleation and grow at a fixed three-phase contact angle.
This results in a nucleation barrier given by
∆G∗het =
16piγ3slfc(θ)
3ρ2s|∆µ|2
, (1)
wherein ∆µ is the chemical potential difference between
the supercooled liquid (l) and the crystal (s), γsl is the
solid-liquid surface tension, ρs is the number density of
the crystal and θ is the three-phase contact angle. fc(θ)–
given by SI Appendix Eq. (A7)– is a measure of the effi-
ciency of heterogeneous nucleation and is called the po-
tency factor61– or the compatibility factor.62 We general-
ize this standard form of CNT to the case of two parallel
interfaces separated by distance l by assuming that crys-
talline nuclei can comprise of two– intersecting or non-
intersecting– spherical caps of radii rw and rf forming at
the INP wall (w) and the free interface (f), respectively,
and can be further connected via a cylindrical bridge of
radius rc. Within this framework, nucleation can start at
both interfaces, commensurate with our observations in
ultrathin SW21 films. Moreover, model nuclei can only
touch each interface at a fixed contact angle (θw for the
INP and θf for the free interface). This further limits
the set of permissible values of rw, rf and rc, as each cap
can intersect the opposing interface only within the base
of the opposing cap, and the cylindrical bridge will also
have to be contained within those bases or not touch the
interfaces at all. (See SI Appendix Section A 2 for a de-
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FIG. 3. CNT-Based Theoretical Description of Nucleation: (A) Schematic representation of an hourglass-shaped
crystalline nucleus. θw and θf are the corresponding contact angles at the INP and the free-interface, respectively, while l is
the thickness of the film. (B) ∆Ghg(N) for SW21 films of different thicknesses. (C) ∆Gdiff vs. θf for the γsl given in Ref. 10
(blue). The orange and green curves are computed at the boundaries of γsl’s 95% confidence interval, while each dotted curve
is computed at θw ± δθw with δθw the error bar in θw. The shade around each curve is therefore a measure of uncertainty in
∆Gdiff at a fixed γsl due to uncertainties in θw. The insets depict representative nucleus shapes predicted from the theory.
tailed discussion.) The free energy of formation of such
a composite nucleus (Fig. 3A) will thus be given by
∆Glhg(rw, rf , rc) =
∑
i∈{w,f}
pir2i (γis − γil) sin2 θi
−Vhgρs|∆µ|+ γslShg, (2)
with Vhg and Shg the volume and the liquid-exposed sur-
face area of the hourglass-shaped nucleus and γαβ the
surface tension between phases α and β ∈ {w, f, l, s}.
The free energy of formation of a nucleus of size N will
thus be given by,
∆Glhg(N) = min
ρsVhg(rw,rf ,rc)=N
∆Glhg(rw, rf , rc), (3)
The nucleation barrier ∆Gl,∗hg can be estimated by maxi-
mizing ∆Glhg(N). If the corresponding critical nucleus is
comprised of a single spherical cap only, i.e., with rw 6= 0
and rf = rc = 0, ∆G
l,∗
hg will be identical to ∆G
∗
het given
by Eq. (1) and the proximity of two interfaces will not
result in smaller barriers and faster nucleation. One can
therefore use ∆Gdiff = ∆G
∗
het−∆Gl,∗hg as a measure of the
efficacy of the second interface in enhancing nucleation.
Before discussing the predicted ∆Gdiff’s, we first
overview how we estimate the necessary thermodynamic
parameters. Unlike quantities such as ∆µ and ρs that
can be accurately estimated via thermodynamic integra-
tion and NpT MD simulations, surface tensions and con-
tact angles are extremely difficult to estimate directly in
the supercooled regime. For mW-like liquids, indirect
estimates based on CNT reveal that γsl is not very sen-
sitive to temperature63 or tetrahedrality.10 We therefore
use the value of γsl = 28.14±2.95 mN·m−1 reported in
Ref. 10, which satisfactorily describes nucleation in mW-
like liquids over a wide range of tetrahedralities. In or-
der to estimate contact angles, we invoke a CNT predic-
tion that has been previously validated in computational
studies of heterogeneous ice nucleation on graphene61 and
stipulates that the potency factor is equal to the ratio
of the sizes of critical nuclei in heterogeneous and ho-
mogeneous nucleation. We consider nucleation in free-
standing films and supported 3.6-nm films as references
for determining θf and θw, respectively, with further de-
tails given in the SI Appendix Section B 1. Fig. 3B de-
picts ∆Glhg(N) for films of different thicknesses computed
using the numerical approach described in the SI Ap-
pendix Section A 4D. While ∆Gl,∗hg is identical to ∆G
∗
het
in thicker films, it is ≈ 6kBT smaller in the ultrathin
1.2-nm film, and the corresponding critical nucleus– (i)
in the inset of Fig. 3C– is comprised of two intersecting
spherical caps. Note that no cylindrical bridge is geo-
metrically possible due to the sizes of the spherical caps.
These predictions are qualitatively consistent with the
rates and mechanisms obtained from jFFS, and demon-
strate that the synergy between the two proximal inter-
faces can result in faster nucleation. In mW films, how-
ever, ∆Gl,∗hg = ∆G
∗
het for film of all thicknesses due to
lack of surface freezing propensity at the free interface.
C. Structural Characterization of the Free
Interface in the Supercooled Liquid
Our theoretical description provides a qualitative expla-
nation for faster nucleation in ultrathin SW21 films. Its
quantitative accuracy, however, is limited as it under-
estimates the extent by which nucleation is enhanced.
More precisely, the observed enhancement in rate (by al-
most six orders of magnitude) would require a ∆Gldiff of≈ 14.5kBT , which is considerably larger than the value
of ≈ 6kBT estimated from CNT. As can be seen from SI
Appendix Table S4, such discrepancies cannot be fully
explained by uncertainties in model parameters such as
surface tensions and contact angles, so they are either
caused by limitations of CNT, or peculiarities specific to
SW21 ultrathin films. In order to identify– or rule out the
existence of– such peculiarities, we analyze the molecu-
lar structure of the free interfaces in supported and free-
standing liquid films of SW21 and mW. Here, “free in-
6terface“ corresponds to parts of the film within the last
major peak of ρ(z), the density profile as a function of
z, the distance from the wall and the film center for sup-
ported and freestanding films, respectively. (ρ(z)”s for all
the films considered in this work are depicted in SI Ap-
pendix Fig. S5.) We also compute each structural feature
within the ’bulk‘ region, i.e., the parts of the films where
density is constant and is equal to the bulk value, e.g., at
the center of freestanding films. We first compute g(r, z),
the planar radial distribution function (RDF),64 which
provides a radially-averaged picture of a molecule’s hy-
dration shells. As can be noted in Fig. 4A, there is a
statistically significant difference between free interfacial
RDFs of supported and freestanding ultrathin films of
SW21, with the supported film RDF possessing a shal-
lower first valley and a weaker second peak, correspond-
ing to more intermixing of the first and second hydration
shells in the free interface. Moreover, the free interfacial
RDF in the supported ultrathin film lies in between those
in the bulk and the freestanding film. This suggests that
the free interface becomes more bulk-like due to its prox-
imity to the graphene wall. The distinction between the
free interfacial RDFs of supported and freestanding films
disappears in thicker SW21 films (Fig. 4B and SI Ap-
pendix Figs. S2E-F) and in mW films of all thicknesses
(Figs. 4C-D and SI Appendix Fig. S2G-H).
In order to further probe the structure of the free in-
terface, we compute the q3 distribution for the molecules
within the free interface. q3 is a local Steinhardt bond or-
der parameter54 usually used for distinguishing ice poly-
morphs,65 but is, in general, a measure of how neighbors
of a central molecule are oriented within its first hydra-
tion shell. Similar to RDFs, free interfacial q3 distri-
butions differ considerably between supported and free-
standing ultrathin SW21 films as depicted in Fig. 4E,
while no such difference is observed in thicker SW21
films (Fig. 4F and SI Appendix Figs. S2I-J) and in mW
films of all thicknesses (Figs. 4G-H and SI Appendix
Figs. S2K-L). The rightward shift in q3 makes free in-
terfaces in supported ultrathin films more bulk-like, a
trend also observed for RDFs (Fig. 4A). Interestingly,
this dramatic change in the q3 distribution can be fully
attributed to a change in the number of molecules within
the first hydration shell, as depicted in Fig. 4I. Indeed,
the q3 distribution undergoes a rightward shift when the
number of molecules within the first hydration shell in-
creases (SI Appendix Fig. S6). Again, no change in the
nearest neighbor count distribution is observed in thicker
SW21 films (Fig. 4J and SI Appendix Figs. S2M-N) and
mW films of all thicknesses (Figs. 4K-L and SI Appendix
Figs. S2O-P). One might expect the synergy between the
two interfaces to also result in a change in the structure of
the graphene-adjacent interfacial region, i.e., the region
corresponding to the first density peak in SI Appendix
Fig. S5A. Our analysis, however, reveals no such struc-
tural modulation, as evident from planar RDFs, and q3
and nearest neighbor count distributions depicted in SI
Appendix Fig. S7.
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FIG. 4. Structural Characterization of the Free Inter-
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terfacial regions of supported and freestanding thin films of
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All these structural features point to the same picture,
a free interface that becomes increasingly bulk-like in the
presence of a proximal INP. Such changes in structure will
inevitably alter interfacial properties such as γlv and θf .
In particular, we expect γlv to only increase upon an INP-
induced structural modulation, since the unperturbed
free interface adopts the structure that minimizes the free
energetic penalty associated with forming a two-phase in-
terface. Any deviation from such ’optimal‘ structure will
only increase such penalty. According to the Young equa-
tion, θf is related to γlv by cos θf = (γlv − γsv)/γsl, and
will therefore decrease upon an increase in γlv. This is
based on the reasonable assumption that γsv remains un-
changed. Unfortunately, we cannot accurately estimate
the perturbed γlv using standard methods such as inte-
grating the difference between normal and lateral stress
and the capillary wave method66 due to the absence of
a well-defined bulk region, nor can we compute it using
the test area method,67 which will require straining the
crystalline graphene wall. We therefore only examine the
sensitivity of ∆Gdiff to θf . As depicted in Fig. 3C, ∆Gdiff
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increases upon decreasing θf from its unperturbed value
of ≈ 136◦. Indeed, decreasing θf by ≈ 24◦ brings ∆Gdiff
up to ≈ 14.5 kBT , which would be consistent with the ob-
served enhancement in rate. Moreover, the ”perturbed“
value of θf ≈ 112◦ results in critical nucleus shapes and
sizes more commensurate with those obtained from jFFS.
For instance, unlike the original nucleus (predicted for
the original θf ≈ 136◦) that is only comprised of two
spherical caps, all critical nuclei for θf ≤ 120.6◦ also
comprise a cylindrical bridge, and therefore more resem-
ble the hourglass-shaped nuclei observed in simulations.
Furthermore, with the ”corrected“ θf ≈ 112◦, the critical
nucleus size is predicted to be N∗corr ≈ 132+127−68 , which is
considerably smaller than N∗ ≈ 216+113−79 (predicted for
θf ≈ 136◦), and is closer to the average critical nucleus
size of N∗jFFS ≈ 31± 2 obtained from jFFS. Note that the
difference between N∗corr and N
∗
jFFS might be inflated as
the apparent nucleus size determined from classical MD
or jFFS is usually very sensitive to the employed cluster-
ing and classification algorithm.68 Indeed, analyzing our
critical configurations using a second order parameter in
which the first hydration shells of solid-like molecules are
included in the nucleus yields an average nucleus size
of 92±1, which is considerably closer to N∗corr and falls
within its confidence interval. Finally, as can be seen
in Fig. 3C, our analysis is robust to uncertainties in the
model parameters such as γsl even though the ’corrected‘
θf that would yield the expected ∆Gdiff will be slightly
different. The confidence intervals for the ’corrected‘ θf
and its associated N∗ is given in SI Appendix Table S4.
It must be noted that the quantitative accuracy of our
CNT-based model is still limited even with an adjusted
θf . Most importantly, the predicted nucleation barriers
(for both thick and thin films) are considerably larger
than what would be expected based on the computed
rates. This discrepancy can arise from, among other
things, the strong sensitivity of the nucleation barrier
to quantities such as surface tensions and contact angles.
For instance, a 10% error in γsl and θw can result in
as much as 33% and 25% error in ∆G∗het, respectively.
It is indeed plausible that we might be overestimating
θw, as the typical critical nuclei on a 3.6-nm SW21 film
(e.g., the one depicted in Fig. 2B) are too flat to be ap-
proximated as spherical caps. Another factor that can
impact our contact angle estimates is the classification
and clustering criteria utilized for detecting the largest
crystalline nucleus, which can result in large changes in
the apparent size of the critical nucleus.68 Despite these
limitations, our analysis is still useful as it demonstrates
that the synergy between interfaces and structural mod-
ulation of the free interface by an INP can collectively
explain the observed acceleration of nucleation in ultra-
8thin SW21 films.
Our structural analysis of the free interface also sheds
further light into the unresolved conundrum of why dif-
ferent water models have such distinct surface freezing
propensities. For all the structural features highlighted in
Fig. 4, the interfacial regions in freestanding SW21 films
are distinct from the bulk, while for mW films, no differ-
ence is observed between the bulk and the free interface.
This significant difference between these two otherwise
similar models can qualitatively explain their differing
surface freezing propensities. In other words, in order for
the free interface to harbor nucleation at a faster rate,
its structure must be sufficiently different from the bulk.
This insight can also open new avenues to determining
whether real water undergoes surface freezing, i.e., via
careful examination of the molecular structure of the free
interface using scattering and spectroscopic techniques.
D. Structureless Walls
In order to assure that the observed behavior is not
an artifact of the molecular structure of the underly-
ing graphene wall and is truly caused by a synergy be-
tween a free interface and a ”generic“ INP, we explore
the kinetics and mechanism of nucleation in thin sup-
ported SW21 and mW films in the vicinity of LJ 9-3
structureless walls.49 A structureless wall exerts no lat-
eral force on the molecules and is therefore incapable of
inducing any lateral order within the film. Table I sum-
marizes the computed nucleation rates in 1.2-nm and
3.6-nm thick supported mW and SW21 films. In or-
der to keep the corresponding calculations computation-
ally tractable and devoid of finite size effects, we con-
duct them at slightly lower temperatures. Similar to
graphene-supported films, the nucleation rate is virtually
insensitive to film thickness in the mW system. In the
SW21 system, however, nucleation is 16 orders of magni-
tude faster in the ultrathin film. These findings confirm
that even though the extent by which nucleation becomes
faster can depend on the structure and chemistry of the
INP, the mere enhancement in heterogeneous nucleation
kinetics only depends on the surface freezing propensity
of the corresponding liquid.
We also explore the mechanism of nucleation by quan-
tifying the spatial spread of crystalline nuclei in surviv-
ing configurations. In ultrathin SW21 films, crystalline
nuclei form at both interfaces and are hourglass-shaped
(Fig. 5A), a behavior also observed in their graphene-
supported counterpart (Fig. 2A). Similarly, nucleation
proceeds through conventional heterogeneous nucleation
in thicker SW21 films (Fig. 5B) and in mW films of all
thicknesses (Figs. 5C-D). Moreover, structureless walls
modulate the structure of the free interface in ultrathin
SW21 films (Figs. 5E,I,M) while no such modulation is
observed in thicker SW21 films (Figs. 5F,J,N) and mW
films of all thickness (Figs. 5G-H,K-L,O-P).
Applying our CNT-based theory to nucleation near
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TABLE I. Summary of heterogenous nucleation rate, R, in
supported SW21 and mW films in the vicinity of an LJ 9-3
structureless wall. Error bars are reported as 95% confidence
intervals.
Model T (K)
log10R [m
−2 · s−1]
1.2-nm fim 3.6-nm film
SW21 165 22.96±0.13 6.82±0.45
mW 220 20.07±0.08 20.86±0.07
structureless walls is particularly instructive. Since both
θw and θf are obtuse in the case of the structureless wall,
a geometric upper bound exists for the sizes of nuclei of
the type depicted in Fig. 3A. (A rigorous proof is pro-
vided in SI Appendix Section A 3.) For the unperturbed
θf , ∆G
l
hg(N) is a strictly increasing function of N , and
therefore no nucleation is feasible according to the theory.
The structural modulation of the free interface, however,
implies that θf is smaller in supported ultrathin SW21
films. Decreasing θf not only makes nucleation possible,
but also results in a larger ∆Gdiff (Fig. 6). Using a per-
turbed contact angle of ≈ 92◦ yields ∆Gdiff ≈ 37kBT ,
which would be consistent with a 16 orders of magnitude
enhancement in nucleation rate. Similar to graphene
walls, this analysis is robust to uncertainties in model
parameters such as γsl and θw as can be seen in the SI
Appendix Table S4.
E. Polymorphism and Cubicity of Crystalline
Nuclei
Fig. 7 depicts the percentage of molecules within the
largest crystalline nuclei with local structure of cubic ice,
determined using the q3 order parameter.
65 It is abun-
dantly clear that both INPs favor the formation of hexag-
onal ice at their immediate vicinity. Consequently, cubic-
ity is very small in the case of graphene-supported SW21
9films (Fig. 7A) since the crystalline nuclei are predom-
inantly comprised of two layers in thicker SW21 films
(Fig. 2B and SI Appendix Figs. S2A-B). In the 3.6-nm
SW21 film supported by the structureless INP, cubic-
ity is higher as the crystalline nuclei are comprised of
more layers than their graphene-supported counterparts
(Fig. 5B). As for the ultrathin SW21 films, cubicity is
very small since both interfaces tend to favor the for-
mation of hexagonal ice. It has indeed been previously
shown that free interfaces tend to favor the formation of
hexagonal ice motifs in a wide variety of water models,
including mW.11,69 Unlike SW21 films, supported mW
films are generally more cubic (Fig. 7C-D). While this
can be partly attributed to the existence of more lay-
ers within the crystalline nuclei (Figs. 2C-D and 5C-D,
and SI Appendix Fisg. SS2C-D), it can also be due to the
higher propensity of mW towards stacking disorder. Fur-
ther studies are needed to assess the sensitivity of poly-
morphism to the tetrahedrality parameter in the mW-like
systems.
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films in the vicinity of (A,C) the graphene and (B,D) the
structureless INP.
IV. CONCLUSION
In this work, we explore how free interfaces impact het-
erogeneous ice nucleation by computing heterogeneous
nucleation rates in supported supercooled nanofilms of
two model water-like tetrahedral liquids. We observe
that the kinetics of nucleation is enhanced by several or-
ders of magnitude in ultrathin films of the liquid that
undergoes surface freezing, i.e., that has a free interface
amenable to homogeneous nucleation. No such enhance-
ment is observed for the liquid with no surface freezing
propensity. We use classical nucleation theory to con-
clude that the formation of hourglass-shaped crystalline
nuclei (observed in our jFFS simulations of the films that
undergo faster nucleation) can result in a considerable
decrease in the nucleation barrier, but not by enough to
explain the extent of increase in rate. By analyzing the
structure of the supercooled liquid, we observe that the
INP alters the structure of the free interface in the ultra-
thin films that undergo faster heterogeneous nucleation,
and makes it more bulk-like. This results in a decrease in
the three-phase contact angle at the free interface, which
in turn leads to smaller nucleation barriers and faster
nucleation. We confirm these findings for both graphene
and model structureless LJ 9-3 walls.
Both model INPs considered in this work induce signif-
icant structural perturbations within the free interfacial
region of the ultrathin SW21 film, while the INP-adjacent
interface is mostly unaffected by the free interface. Note
that either of these assertions might be violated for INPs
with differing topographies and chemistries. As demon-
strated in the case of graphene, faster nucleation can
still be possible in the absence of INP-induced struc-
tural modulations, but the extent of enhancement will
be attenuated considerably. Further studies with a wide
variety of INPs are needed to probe whether and when
any of these key observations are violated.
Our work provides ample evidence that nanoscale
proximity of an INP and a vapor-liquid interface can lead
to rate increases commensurate with those observed in
contact nucleation. There are, however, reasons to sus-
pect that these findings might have limited direct rele-
vance to atmospheric contact freezing, which occurs un-
der conditions far from equilibrium, and is likely im-
pacted by a plethora of other factors. Therefore, even
though we demonstrate that nanoscale proximity is a suf-
ficient condition for kinetic enhancement in contact nu-
cleation, it is plausible that the inclusion of those other
effects might result in comparable (or even larger) in-
creases in the nucleation rate. Further studies are needed
to assess the relative importance of factors such as etch-
ing, vapor deposition and mechanical waves. Moreover,
the validity of the physical picture presented here is pred-
icated on the assumption that real water undergoes sur-
face freezing, which, while supported by a large body of
indirect evidence, is yet to be proven unequivocally.41
Recently, pressure perturbations have been proposed70
as a plausible cause of kinetic enhancement during con-
tact nucleation. According to this theory, a collision be-
tween an INP and a water droplet could result in the
formation of a distorted contact line, and thus lead to
the emergence of regions with local negative curvature.
The ensuing negative Laplace pressure will then result in
faster nucleation due to water’s negatively sloped melting
curve.71 While this theory cannot be fully confirmed ex-
perimentally due to the difficulties of probing nanoscale
local curvature, it tends to perform reasonably well in ex-
plaining experimental observations of contact nucleation
efficacy. While regions with local negative curvature can
arise in our simulations, e.g., due to capillary waves at
the free interface, the flat geometry of the supported film
makes it extremely unlikely for such regions to extend
over sufficiently large swaths of the liquid. Therefore,
our work reveals that the emergence of negative pressure
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is not a necessary condition for faster contact nucleation.
Further studies are, however, necessary to probe the com-
bined effect of interfacial curvature and nanoscale prox-
imity on the kinetics and mechanism of heterogeneous
nucleation.
Due to the coarse-grained nature of the utilized force-
fields, our explanation for the relationship between sur-
face and contact freezing is minimal in nature. In partic-
ular, we are not able to capture electrostatic and polar-
izability effects that play an important role in heteroge-
neous ice nucleation, as demonstrated in several earlier
studies.72–75 Due to the long-range nature of electrostatic
interactions, the synergy between an INP with charged or
polar groups and the free interface might be stronger and
might extend over longer distances. It is therefore likely
that the enhancement in nucleation kinetics will occur
for films that are considerably thicker than a nanometer.
The nature of INP-induced structural modulations might
also be different as the free interface in real water has dis-
tinct dielectric signatures due to the presence of dangling
hydrogen bonds.76 Exploring these questions can be the
topic of future studies.
Despite the success of our CNT-based theory in pre-
dicting faster nucleation in ultrathin SW21 films, its
predictive power at a quantitative level is limited due
to a confluence of factors, such as the difficulty in ac-
curately estimating interfacial properties such as sur-
face tensions and contact angles and the exponential
sensitivity of rate to subtle changes in such quantities.
The more important– and consequential– shortcoming of
CNT, however, arises from the important role of INP-
induced structural modulation that effectively alters the
relevant interfacial properties. Therefore, even if all in-
terfacial properties are estimated accurately, and even if
CNT accurately describes both homogeneous and het-
erogeneous nucleation, it will still fall short of accurately
predicting the extent by which contact freezing will be
faster. This partly explains the quantitative inadequacy
of CNT-based models in describing contact freezing in
experiments.
Due to the interfacial nature of heterogeneous nucle-
ation, we report all rates in nucleation events per unit
area per unit time. This is in contrast to experiments
where an average volumetric nucleation rate is reported.
It is, however, possible to convert areal rates to volumet-
ric rates by constructing a simple kinetic model. More
specifically, Ja(s,Φ), the areal rate of heterogeneous nu-
cleation on an INP will depend on s, its distance from
the free interface, and Φ, its orientation relative to the
free interface. The average volumetric nucleation rate for
a droplet of radius r0 with n dispersed INPs will thus be
given by,
Jv[r0; p(·)] = 3an
r30
∫ r0
0
∫
Φ
r2p(r,Φ)Ja(r0 − r,Φ)drdΦ,
(4)
where a is the surface area of an INP and
4pir2p(r,Φ)drdΦ is the probability of observing it at a
distance r from the center and with a relative orienta-
tion Φ. Both Ja(·) and p(·) can be constructed using
a combination of thermodynamic analysis and extensive
molecular simulations. Note that Eq. (4) is only valid
if the INPs do not interact with one another, i.e., that
their nanoscale proximity and/or aggregation does not
result in faster nucleation. The simple physical picture
emerging from this work suggests that Ja can take two
distinct values J (s)a and J (i)a for s ≤ s0 and s > s0,
respectively, where s0 is the threshold for transitioning
from hourglass-shaped to regular nuclei and J (s)a  J (i)a .
Here, J (s)a is an orientation-averaged areal rate, which
might differ from the rate obtained for a flat nano-film
but its order of magnitude is not expected to deviate sig-
nificantly from the latter. If the INPs are also uniformly
distributed within the droplet, the apparent volumetric
rate will be given by:
J (u)v = anJ (i)a (3ας + 1), (5)
with α = s0/r0  1 and ς = J (s)a /J (i)a  1. (The
derivation of Eq. (5) is included in the SI Appendix Sec-
tion S4.) Note that 3ας is the factor by which apparent
volumetric rate is enhanced due to ”inside-out” freezing.
According to the calculations conducted here, s0 is in
the order of a few nanometers, while ς varies between
106 to 1016. This will correspond to 3ας ∼ 103−1013 for
a microdroplet, which is in line with the enhancements
observed in earlier experimental studies.23,24
We wish to conclude with a few broader implications
of this work beyond contact nucleation. First of all, our
findings call for a more cautious approach in interpreting
immersion nucleation experiments in which a large num-
ber of water microdroplets are generated from a mixture
of water and INP particles. The fraction of the micro-
droplets that freeze upon supercooling is then monitored
as a function of time, and an average nucleation rate is
extracted accordingly.41 It is totally plausible that the
INPs within such droplets might approach the free in-
terfacial region and harbor nucleation at considerably
larger rates in accordance with the mechanism discov-
ered in this work. The emergence of such ”nucleation
hotspots“ can, in turn, result in an overestimation of the
true immersion nucleation rate, as suggested by Eqs. (4)
and (5). Such nanoscale proximity will be more likely
to emerge if the INPs have an intrinsic affinity towards
the free interface (e.g., if they are hydrophobic or am-
phiphilic) or if a droplet has a sufficiently large number
of INPs. Indeed, variations in INP concentration among
different droplets have already been shown to result in
large uncertainties in rate estimates.20 Our findings sug-
gest that INP-free surface proximity can result in even
larger uncertainties, and quantifying its likelihood is crit-
ical to obtaining more reliable heterogeneous nucleation
rate estimates. The same can be said about nucleation in
other liquids suspected of surface freezing.77 Finally, the
theoretical approach proposed in this work can be ap-
plied to other scenarios in which crystalline nuclei might
11
simultaneously form on multiple interfaces– or interfa-
cial patches– with different chemistries or topographies.
Sometimes such patches might resemble a free interface,
such as hydrophobic patches on a protein,78 henceforth
making the interfacial proximity of the type discussed
here even more relevant. Studying the kinetics and mech-
anism of nucleation on such nonuniform surfaces can, for
instance, help us better understand nucleation on com-
plex organic aerosols,19 polymers,79 and biological mate-
rials such as ice nucleating80 and antifreeze81 proteins.
Supporting Information (SI)
Further computational details, including the derivation
of geometric features of the utilized CNT-based theory,
the approach for estimating model parameters and un-
certainty analysis, implementation details of jFFS, and
further information about system setup are all included
in the Supplementary Information.
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SUPPLEMENTARY INFORMATION
Appendix A: CNT-Based Theoretical Description of
Nucleation in Thin Films
1. Estimating Volumes and Liquid-Exposed
Surface Areas
Here, we present a detailed geometric analysis of how
to calculate the volume, Vhg, and liquid-exposed surface
area, Shg, of hourglass-shaped nuclei of Fig. 3A. In doing
so, we need to separately consider two distinct scenar-
ios depending on the geometrical feasibility of an explicit
liquid-exposed cylindrical bridge. In principle, such a
bridge will be possible only if the two spherical caps do
not intersect at all (Fig. S8A) or that their plane of in-
tersection lies in between the centers of the two spheres
(Fig. S8B). Therefore, no such bridge will be feasible for
a nucleus like the one depicted in Fig. S8C. For nuclei
of the type depicted in Figs. S8A-B, Vhg and Shg can be
expressed as follows,
V
θw,θf
hg (rw, rf , rc, l) =
∑
i∈{w,f}
[
V θicap(ri)− Vsubcap(ri, rc)
]
+pir2cL
θi,θf (rw, rf , rc, l) (A1)
S
θw,θf
hg (rw, rf , rc, l) =
∑
i∈{w,f}
[
Sθicap(ri)− Ssubcap(ri, rc)
]
+2pircL
θi,θf (rw, rf , rc, l) (A2)
Here, V θicap(ri) and S
θi
cap(ri) are the volume and surface
area of the spherical cap forming at interface i ∈ {w, f}.
Vsubcap(ri, rc) and Ssubcap(ri, rc), however, correspond to
the volume and surface area of the “subcap“ region at
the intersection of the spherical cap with the cylinder.
These quantities can be estimated from,
V θicap(ri) =
4
3
pir3i fc(θi) (A3)
Sθicap(ri) = 2pir
2
i (1− cos θi) (A4)
Vsubcap(ri, rc) =
pi
3
H2(ri, rc) [3ri −H(ri, rc)] (A5)
Ssubcap(ri, rc) = 2piriH(ri, rc) (A6)
with fc(θi), the potency factor, and H(ri, rc), the height
of the subcap region given by,
fc(θi) =
1
4 (1− cos θi)2(2 + cos θi) (A7)
H(ri, rc) = ri −
√
r2i − r2c (A8)
Finally Lθw,θf (rw, rf , rc, l) is the height of the cylindrical
bridge and can be estimated from,
Lθw,θf (rw, rf , rc, l) =
{
l +
∑
i∈{w,f} [H(ri, rc)− ri(1− cos θi)] Qθw,θf (rw, rf , l) ≥ 0
dθw,θf (rw, rf , l)−
∑
i∈{w,f} dcyl,i Qθw,θf (rw, rf , l) < 0
(A9)
with Qθw,θf (rw, rf , l) given by,
Qθw,θf (rw, rf , l) = l −
∑
i∈{w,f}
ri(1− cos θi), (A10)
Note that Qθw,θf (rw, rf , l) has different geometrical in-
terpretations for non-intersecting and intersecting caps.
In the case of non-intersecting caps, Qθw,θf (rw, rf , l)(>
0) corresponds to the minimum distance between the
caps. For intersecting caps, however, Qθw,θf (rw, rf , l)(<
0) is a measure of the extent of penetration of the caps.
dθw,θf (rw, rf , l) is the relative elevation of the center of
the free interfacial cap with respect to that of the wall-
based cap and is given by,
dθw,θf (rw, rf , l) = l +
∑
i∈{w,f}
ri cos θi, (A11)
and dcyl,i =
√
r2i − r2c is the distance between the center
of sphere i and the closer base of the cylinder.
Note that the validity of Eqs. (A1), (A2), (A5), (A6),
(A8) and (A9) is predicated upon the geometrical feasi-
bility of a liquid-exposed cylinder. This further depends
on the relative elevation of plane of intersection of two
caps with respect to center of the first sphere, which is
given by,
z
θw,θf
int (rw, rf , l) =
[
dθw,θf (rw, rf , l)
]2 − r2f + r2w
2dθw,θf (rw, rf , l)
(A12)
Note that a cylinder will only be feasible if Q ≥ 0 or
|zint| < |d|. Otherwise, Vhg and Shg can be estimated
from,
V
θw,θf
hg (rw, rf , l) =
∑
i∈{w,f}
V θicap(ri)− V θw,θflens (rw, rf , l)
(A13)
S
θw,θf
hg (rw, rf , l) =
∑
i∈{w,f}
[
Sθicap(ri)− 2pirihθw,θfi (rw, rf , l)
]
(A14)
Here, V
θw,θf
lens (rw, rf , l) is the volume of the intersection
of the two caps, and is given by,
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V
θw,θf
lens (rw, rf , l) =
pi
[∑
i∈{w,f} ri − dθw,θf (rw, rf , l)
]2
12dθw,θf (rw, rf , l)
×
{ [
dθw,θf (rw, rf , l)
]2 − 3 (rw − rf )2 + 2dθw,θf (rw, rf , l)(rw + rf )} (A15)
h
θw,θf
i (rw, rf , l)
′s, however, are the heights of the smaller
spherical caps that constitute the lens, and are given by,
h
θw,θf
w (rw, rf , l) =
rf − rw + dθw,θf (rw, rf , l)
2dθw,θf (rw, rf , l)
× [rw + rf − dθw,θf (rw, rf , l)]
(A16)
h
θw,θf
f (rw, rf , l) =
rw − rf + dθw,θf (rw, rf , l)
2dθw,θf (rw, rf , l)
× [rw + rf − dθw,θf (rw, rf , l)]
(A17)
2. Constraints on rw, rf and rc
As mentioned in the main text, a spherical cap can only
intersect with the opposing surface within the base of in-
tersection of the other cap. Likewise, a cylindrical bridge
cannot touch the two surfaces outside the bases of inter-
sections of the two spherical caps. These requirements,
which assure a constant contact angle at each interface,
further limit the permissible values of rw, rf and rc. More
particularly, ρθi(ri, l), the radius of the circle forming at
an opposite interface, is given by,
ρθi(ri, l) =
{ √
r2i − (ri cos θi + l)2 ri(1− cos θi) ≥ l
0 ri(1− cos θi) < l
(A18)
It can be easily shown that rw, rf and rc need to satisfy
the following inequalities:
ρθw(rw, l) < rf sin θf (A19a)
ρθf (rf , l) < rw sin θw (A19b)
rc ≤

min{rw, rf} θw, θf > pi2
min{rw sin θw, rf sin θf} θw, θf ≤ pi2
min{rw, rf sin θf} θw > pi2 , θf ≤ pi2
min{rw sin θw, rf} θw ≤ pi2 , θf > pi2
(A19c)
Note that a ’virtual‘ cylinder (i.e., a cylinder with L = 0)
might exist in accordance with Eq. (A19c).
3. Constraints on Maximum Volume for Obtuse
Contact Angles
In this section, we prove the assertion that we mentioned
in the main text, that if both contact angles are obtuse,
Vhg is bounded from above. We start with rewriting
(A19a) and (A19b) as,
sin2 θw − 2αω cos θw − α2ω2 < α2 sin2 θf (A20)
α2 sin2 θf − 2α2ω cos θf − α2ω2 < sin2 θw (A21)
whereby α := rf/rw and ω := l/rf . Eliminating sin
2 θw
from [A20] and [A21] yields:
−2α2ω cos θf − α2ω2 < 2αω cos θw + α2ω2
=⇒ −α cos θf − cos θw < αω
=⇒ −rf cos θf − rw cos θw < l (A22)
Note that if θf and θw are obtuse, the lefthand side
of (A22) will be positive, and a strictly increasing func-
tion of rf and rw. This will imply that for sufficiently
large rf ’s and rw’s, this inequality will be violated, and
thus the size of the nucleus will be bounded from above.
4. Numerical Estimation of ∆Glhg(N) and ∆G
*
In order to estimate the nucleation barrier ∆G∗, we first
solve the optimization problem given in Eq. (3) by cal-
culating ∆Glhg(rw, rf , rc) on a three-dimensional grid in
the (rw, rf , rc) space with a uniform grid resolution of
0.0025 nm in each dimension. For the 1.2 nm- and 1.8
nm-thick films, the grid is comprised of 10003 points,
while a slightly larger grid is used for thicker films (12003
and 16003 for 2.4-nm and 3.6-nm films, respectively).
These grid sizes are chosen so that the nuclei correspond-
ing to ∆G∗ fall within the grid for each film. At each grid
point, N , the number of molecules within the nucleus
is estimated as N(rw, rf , rc) := nint[ρsV
l
hg(rw, rf , rc)]
where nint[x] is the closest integer to x ∈ R≥0. ∆Glhg(N)
is estimated by minimizing ∆Glhg(rw, rf , rc) over all the
grid points with the same N . ∆G∗ is then estimated
as the local maximum in ∆Glhg(N). In our calculations,
we use l values that are determined by identifying the
largest z values in the density profiles of Fig. S5 at which
the local density drops to 50% of the bulk density. These
’exact‘ thicknesses do not deviate from the approximate
values referred in the paper by more than 10%. The
results presented in Figs. 3C and 6, in particular, are ob-
tained with l = 1.24 nm and 1.29 nm, respectively. We,
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however, prefer to refer to the approximate values in the
text in order to make comparisons between different INPs
and system types more straightforward. Conducting our
CNT-based theoretical calculation using the approximate
l’s does not change the model predictions significantly.
Appendix B: Parameter Estimation and Uncertainty
Analysis
1. Contact Angles
As mentioned in the main text, classical nucleation the-
ory assumes that crystalline nuclei maintain a fixed con-
tact angle at the nucleating surface. Assuming that crys-
talline nuclei are spheres in the case of homogeneous nu-
cleation and spherical caps in the case of heterogeneous
nucleation, the size of the respective critical nuclei will
be given by:
N∗hom =
32piγ3sl
3ρ3s|∆µ|3
(B1)
N∗het = N
∗
homfc(θc) (B2)
Here, γsl, ρs and |∆µ| are the liquid-solid surface ten-
sion, solid number density and the chemical potential
difference between the solid and the liquid, respectively,
and fc(θc) is the potency factor. In order to estimate
the contact angles, we first compute critical nucleus sizes
for homogeneous and heterogeneous nucleation, and then
use Eq. (B2) to estimate the potency factor and the
contact angle. This approach assumes the validity of
CNT for heterogeneous nucleation, which has been val-
idated in earlier studies of heterogeneous ice nucleation
on graphene surfaces.61 We compute critical nucleus sizes
from committor probabilities, which can be estimated
from FFS transition probabilities as follows,
pc(ξj) =
N−1∏
i=j
P (ξi+1|ξi). (B3)
The critical nucleus size N∗ is determined from the fol-
lowing fit,
pc(ξ) =
1
2
{
1 + erf [a(ξ −N∗)]
}
, (B4)
which assures that pc(N
∗) = 0.5. This analysis is predi-
cated upon the assumption that the FFS order parame-
ter is a good reaction coordinate for nucleation. As dis-
cussed elsewhere,68 any reasonable measure of the size of
the largest crystalline nucleus (including the one utilized
here) is indeed a good reaction coordinate for nucleation.
Therefore, our proposed approach will provide a reason-
able estimate of N∗. All the reported error bars in N∗
correspond to the 95% confidence intervals of the param-
eter N∗ estimated from the fit given in Eq. (B4).
For homogeneous nucleation in the bulk SW21 system,
we use the rate calculation at T0 = 174 K, reported
in Ref. 10. Using Eq. (B4), we estimate N∗hom(174 K)
to be 631.4 ± 0.3. We assume within our theory that
nucleation at the free interface is heterogeneous in na-
ture, even though in reality it is more likely pseudo-
heterogeneous.11,83 We therefore determine the potency
factor from fc(θf ) = N
∗
film/N
∗
bulk wherein N
∗
film is the
critical nucleus size for nucleation in a 5-nm-thick free-
standing thin film of the SW21 liquid. Using the rate
calculations at Ref. 10 and Eq. (B3), we estimate N∗film =
598.1± 0.8 at 174 K, which yields a contact angle of
θf = 136.2
◦ ± 0.3◦.
In order to compute θw, we use our rate calculations
in 3.6-nm thick films as a reference for unperturbed het-
erogeneous nucleation. This choice is warranted since
a well-developed bulk-like region separates the free in-
terface and the INP in 3.6-nm films, and the observed
nucleation mechanism does not deviate from what is ex-
pected for classical heterogeneous nucleation. Since all
our heterogeneous nucleation rate calculations are con-
ducted at temperatures other than T0 = 174 K, Eq. (B2)
cannot be utilized without estimating N∗hom at the re-
spective temperature. Assuming that γsl and ρs are not
strong functions of temperature, N∗hom(T ) can be esti-
mated from Eq. (B1),
N∗hom(T ) = N
∗
hom(T0)
|∆µ(T0)|3
|∆µ(T )|3 . (B5)
Note that ∆µ(T ) can be accurately computed using ther-
modynamic integration,
∆µ(T ) = T
∫ Tm
T
hl(T )− hs(T )
T
2 dT , (B6)
where hs and hl are molar enthalpies of the (hexagonal)
crystal and the supercooled liquid computed from NpT
MD simulations at 1 atm, and Tm = 206 K is the melting
temperature for the SW21 model. Fig. S9 depicts ∆µ(T )
for the SW21. Using the corrective scheme outlined
above, we estimate N∗hom to be 448.1±0.2 and 308.2±0.2
at 170 K and 165 K, respectively. Similarly, we estimate
N∗het to be 216.2± 1.8 and 251.7± 1.2 for graphene wall
(at 170 K) and structureless LJ 9-3 wall (at 165 K), re-
spectively. This corresponds to θw = 88.6
◦ ± 0.3◦ for
graphene and θw = 117.0
◦ ± 0.4◦ for the structureless LJ
9-3 wall.
2. Predictions of the CNT-based Theory
The analysis provided here is based on the assumption
that the main source of uncertainty in the predictions of
our CNT-based model is the uncertainty in the underly-
ing model parameters. In principle, the input parameters
that are most prone to uncertainty are γsl, θw and θf .
For γsl, we use the 95% confidence interval reported in
Ref. 10, while the error bars in θw and θf are estimated
in Section BB 1 using CNT. All these error bars are,
however, estimated assuming the validity of CNT, and
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the high quality of the classification criterion employed
for detecting solid-like molecules. This analysis there-
fore does not take into account such difficult-to-quantify
uncertainties.
With these error bars at hand, we use sensitivity anal-
ysis to determine how such uncertainties translate into
uncertainties in model predictions. More precisely, we
compute the respective quantity of interest at the center
and the vertices of a hyper-cube that spans the confi-
dence intervals for the relevant input parameters. We
employ this approach due to lack of analytical solutions
for the optimization problems posed in the main text,
including in Eq. (3). We are, in particular, interested
in determining the uncertainties in the following model
predictions:
1. ∆Gdiff at the original– unperturbed– θf and the
associated N∗ value.
2. The perturbed θf needed for reproducing the ob-
served enhancement in nucleation.
3. N∗ estimated at the corrected θf .
We compute ∆Gdiff at the original– unperturbed– θf
at (γsl ± δγsl, θw ± δθw, θf ± δθf ). In order to esti-
mate the error bars in the perturbed θf and the as-
sociated N∗, we compute ∆Gdiff for a large number of
θf ’s but at (γsl, θw), (γsl, θw ± δθw), (γsl ± δγsl, θw) and
(γsl ± δγsl, θw ± δθw). This gives us nine functions that
are depicted in Figs. 3C and 6 in the main text. The
bounds of the confidence intervals in the corrected θf ’s
and N∗’s are thus determined as the minimum and max-
imum values obtained from crossing these nine functions
with the target ∆Gdiff. The findings of this analysis are
presented in Table S4.
3. Planar RDFs, and q3 and Nearest Neighbor
Count Distributions
The uncertainties in planar RDFs, and q3 and nearest
neighbor count distributions are estimated as follows.
First, at each state point, Nt independent MD simula-
tions of the supercooled liquid are conducted, with each
simulation initiated from a configuration that has been
quenched from a different high-temperature configura-
tion and conducted for 0.5 ns. A per-trajectory profile
fi(η) is computed for each trajectory 1 ≤ i ≤ Nt where η
is the coordinate of interest, i.e., r, q3 and Nngb for pla-
nar RDFs, and q3 and nearest neighbor count distribu-
tions, respectively. fi(η)’s are computed by binning the
liquid along the z direction, and averaging the profiles
obtained for the bins that are within the target density
peak, i.e., those whose local densities deviate from the
peak density by less than 10%. The average profile f(η)
is then computed as,
f(η) =
1
Nt
Nt∑
i=1
fi(η), (B7)
The error bar in f(η) is then estimated as,
δf
2
(η) =
1
Nt − 1
Nt∑
i=1
[
fi(η)− f(η)
]2
, (B8)
The error bars reported in Figs. 4, 5 and S2 are all 95%
confidence intervals, i.e., 2
√
δf
2
(η), and are obtained
from a minimum of 100 independent trajectories. For the
ultrathin SW21 films wherein nucleation is fast enough
to occur frequently during unbiased MD trajectories, the
order parameter ξ(·) is computed at the end of each tra-
jectory, and the trajectories with a ξfinal > 25 are not
included in Eqs. (B7) and (B8).
Appendix C: Technical Details of jFFS Calculations
The values of ξA and ξ0 are determined using the ap-
proach described in Ref. 9. The successive interfaces in
jFFS are determined according to the scheme of Ref. 44,
wherein each target FFS-interface is chosen to lie beyond
the maximum ξ value reached in the previous iteration.
For each rate calculation, we explore the supercooled liq-
uid basin for a minimum of 0.4 µs. We terminate each
FFS iteration after a minimum of 2,000 crossings, while
we require more crossings for earlier iterations (a mini-
mum of 4,000 and 3,000 at the first and the second in-
terface, respectively). Error bars are computed using the
approach described in Ref. 56. Due to the interfacial na-
ture of heterogeneous nucleation, we report all rates in
m−2 · s−1, unlike several earlier works that have reported
them in m−3 · s−1. All system sizes and computed rates
are summarized in Table S1.
Appendix D: Derivation of Eq. (5) in the Main Text
Assuming that INPs are uniformly distributed with a
droplet of radius r0 and Ja is independent of Φ and is
given by,
Ja =
{
J (s)a s ≤ s0
J (i)a s > s0
(D1)
Eq. (4) can be expressed as,
Jv(r) = 3an
r30
{
1
3
(r0 − s0)3J (i)a +
1
3
[
r30 − (r0 − s0)3
]J (s)a }
= an
{(
1− s0
r0
)3
J (i)a +
[
1−
(
1− s0
r0
)3]
J (s)a
}
(a)≈ anJ (i)a
[
1 + 3
s0
r0
J (s)a
J (i)a
]
= anJ (i)a (1 + 3ας)
Note that (a) follows from using the Taylor expansion
(1 − x)n = 1 − nx + O(x2) for |x|  1 and neglecting
higher order terms.
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TABLE S1. Summary of system sizes and nucleation rates for the supported films considered in this work. S and l refer to
the surface area of the INP, and the thickness of the supported film, respectively. Np and Ng, however, are the number of
mW/SW21 molecules and graphene atoms, respectively. Note that structureless INPs, by definition, have no explicit atoms.
System INP S (nm2) l (nm) T (K) Np Ng log10R (m
−2 · s−1)
mW Graphene 40.8623 1.2 235 1,600 1,560 +20.5397±0.2224
mW Graphene 40.8623 1.8 235 2,400 1,560 +20.1649±0.4596
mW Graphene 40.8623 2.4 235 3,200 1,560 +21.7089±0.3647
mW Graphene 40.8623 3.6 235 4,800 1,560 +21.3811±0.3664
mW Graphene 40.8623 1.2 240 1,600 1,560 +17.3360±0.1593
mW Graphene 40.8623 1.8 240 2,400 1,560 +17.3122±0.1709
mW Graphene 40.8623 2.4 240 3,600 1,560 +17.1180±0.1376
mW Graphene 40.8623 3.6 240 4,800 1,560 +18.4664±0.2055
SW21 Graphene 40.8623 1.2 170 1,600 1,560 +24.9746±0.0507
SW21 Graphene 162.5100 1.8 170 9,600 6,240 +19.6079±0.0604
SW21 Graphene 162.5100 2.4 170 12,800 6,240 +19.4014±0.0393
SW21 Graphene 163.4498 3.6 170 19,200 6,240 +18.6513±0.1304
mW LJ 9-3 40.3339 1.2 220 1,600 N/A +20.0712±0.0402
mW LJ 9-3 40.3339 3.6 220 4,800 N/A +20.8655±0.0374
SW21 LJ 9-3 40.3339 1.2 165 1,600 N/A +22.9647±0.1304
SW21 LJ 9-3 162.5089 3.6 165 19,200 N/A +6.8265±0.2242
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FIG. S1. The inter-image liquid density as a function of the distance from the critical nuclei for all rate calculations conducted
in this work. Consistent with Ref. 59, u, the shortest vector that connects the molecules within a critical nucleus to those in
its closest periodic image is identified, and the average density along u is computed by enumerating the number of molecules
located within the intersection of a cylinder along u and the INP. The cylinder has a radius of 0.32 nm and 0.345 nm for
mW and SW21, respectively. The first three peaks correspond to the diffusely structured liquid around the nuclei, while the
existence of the central plateau region corresponds to lack of appreciable finite size effects. The inter-image plateau densities
given in Table S2 are computed for the plateau regions in this figure.
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TABLE S2. Inter-image plateau densities computed using the approach described in Ref. 59. Each reported plateau density ρnp
is computed for the critical configurations in each respective system with inter-image connections completely located within the
nth liquid layer. ρnl , the average supercooled liquid density within the nth layer, is computed using the density profiles depicted
in Fig. S5. All error bars correspond to 95% confidence intervals with the number of independent samples equal to the number
of distinct ancestors at ξ0. The N/A entries correspond to situations in which either no inter-image connection exists within
a particular layer, or if all configurations with such connections share the same ancestor at ξ0 resulting in an undetermined
confidence interval. Note that the differences between plateau densities and liquid densities are very small, corresponding to
the existence of weak finite size effects.
System T [K] l [nm] ρ1p [g · cm-3] ρ1l [g · cm-3] ρ2p [g · cm-3] ρ2l [g · cm-3] ρ3p [g · cm-3] ρ3l [g · cm-3]
SW21/Graphene 170 1.2 1.0716±0.0026 1.0624±0.0007 1.0715±0.0481 1.0998±0.0007 1.0659±0.0088 1.0538±0.0014
SW21/Graphene 170 1.8 1.0665±0.0015 1.0632±0.0001 N/A 1.2326±0.0002 N/A 1.0114±0.0001
SW21/Graphene 170 2.4 1.0656±0.0014 1.0638±0.0002 N/A 1.2482±0.0002 N/A 1.0129±0.0001
SW21/Graphene 170 3.6 1.0664±0.0017 1.0635±0.0002 N/A 1.2471±0.0002 N/A 1.0099±0.0001
mW/Graphene 235 1.2 1.3549±0.0017 1.3522±0.0002 1.0155±0.0073 1.0154±0.0002 1.0393±0.0112 1.0109±0.0027
mW/Graphene 235 1.8 1.3788±0.0021 1.3754±0.0002 1.0077±0.0023 1.0020±0.0001 N/A 1.0302±0.0002
mW/Graphene 235 2.4 1.3516±0.0066 1.3521±0.0002 1.0157±0.0051 1.0154±0.0002 1.0315±0.0702 1.0240±0.0003
mW/Graphene 235 3.6 1.3562±0.0018 1.3521±0.0002 1.0279±0.0017 1.0154±0.0002 N/A 1.0242±0.0004
mW/Graphene 240 1.2 1.4097±0.0063 1.4082±0.0015 1.0157±0.0103 1.0106±0.0020 1.0226±0.0627 1.0256±0.0057
mW/Graphene 240 1.8 1.3840±0.0028 1.3817±0.0012 1.0186±0.0059 1.0204±0.0009 1.0129±0.0410 1.0280±0.0029
mW/Graphene 240 2.4 1.4353±0.0027 1.4312±0.0011 1.0153±0.0060 1.0054±0.0010 N/A 1.0285±0.0023
mW/Graphene 240 3.6 1.4033±0.0009 1.3972±0.0023 1.0203±0.0013 1.0146±0.0012 N/A 1.0200±0.0017
SW21/LJ 9-3 165 1.2 1.0589±0.0166 1.0489±0.0003 N/A 1.1017±0.0003 1.0932±0.0320 1.0617±0.0023
SW21/LJ 9-3 165 3.6 1.0476±0.0008 1.0444±0.0001 N/A 1.1027±0.0001 N/A 1.0572±0.0001
mW/LJ 9-3 220 1.2 1.1413±0.0043 1.1222±0.0002 1.0585±0.0175 1.0404±0.0002 1.0216±0.0323 1.0063±0.0004
mW/LJ 9-3 220 3.6 1.1422±0.0044 1.1256±0.0003 1.0501±0.0163 1.0384±0.0003 1.0002±0.0230 0.9950±0.0003
TABLE S3. Comparison of heterogeneous nucleation rates computed in this work to the respective homogeneous nucleation
rates at the same temperature. In order to make such a comparison possible, we divide the areal heterogeneous rates by the
film thickness to convert them to volumetric rates. For the mW system, the homogeneous rates are based on those computed
in Ref. 44 or their CNT extrapolations. In the SW21 system, however, all the estimates are based on the CNT extrapolation
given in Eq. (16) and Fig. 5 of Ref. 10.
System/INP Type T [K] Film Thickness [nm] log10Rhet,s [m
−2 · s−1] log10Rhet,v [m−3 · s−1] log10Rhom [m−3 · s−1]
mW/Graphene 235 1.2 20.5397±0.2224 29.4605±0.2224
5.6294±3.5901mW/Graphene 235 1.8 20.1649±0.4596 28.9096±0.4596
mW/Graphene 235 2.4 21.7089±0.3647 30.3287±0.3647
mW/Graphene 235 3.6 21.3811±0.3664 29.8248±0.3664
mW/Graphene 240 1.2 17.3360±0.1593 26.2568±0.1593
-7.1521±5.8757mW/Graphene 240 1.8 17.3122±0.1709 26.0569±0.1709
mW/Graphene 240 2.4 17.1180±0.1376 25.7378±0.1376
mW/Graphene 240 3.6 18.4664±0.2055 26.9101±0.2055
SW21/Graphene 170 1.2 24.9746±0.0507 33.8954±0.0507
-18.1079±6.2371SW21/Graphene 170 1.8 19.6079±0.0604 28.3526±0.0604
SW21/Graphene 170 2.4 19.4014±0.0393 28.0212±0.0393
SW21/Graphene 170 3.6 18.6513±0.1304 27.0950±0.1304
mW/LJ 9-3 220 1.2 20.0712±0.0402 28.9920±0.0402
24.8672±0.2454
mW/LJ 9-3 220 3.6 20.8655±0.0374 29.3092±0.0374
SW21/LJ 9-3 165 1.2 22.9647±0.1304 31.8855±0.1304
-6.9572±4.8333
SW21/LJ 9-3 165 3.6 6.8265±0.2242 15.2701±0.2242
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FIG. S2. Nucleation mechanism and the characterization of free interfacial regions for intermediate-thickness graphene-
supported SW21 and mW films at 170 K and 235 K, respectively. (A-D) Histograms of the z coordinates of the molecules
belonging to the largest crystalline nucleus in surviving configurations of (A-B) SW21 and (C-D) mW films, all pointing to
a mechanism consistent with classical heterogeneous nucleation observed in 3.6-nm films. Shaded regions correspond to the
geometric spreads of the supported films. (E-H ) Planar RDF’s, and (I-L) q3 and (M-P) nearest neighbor count distributions for
free interfaces of supported SW21 (E-F, I-J, M-N) and mW (G-H, K-L, O-P) films. Note that there is no distinction between
free interfacial properties of supported and freestanding films. Error bars in (E-H) and (M-P) are thinner than the curves and
smaller than the symbols, respectively. The areas under the curves in (I-L) are normalized to unity, and the shades correspond
to error bars.
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FIG. S3. Geometric spread of the largest crystalline nucleus for the most prolific surviving configurations at ξ0=12 in the
1.2-nm thick SW21 graphene-supported film. Each label corresponds to the number of progeny of the configuration at the last
milestone. While several of these configurations have nuclei that span the entire film. many of them emerge at either interface
and subsequently grow to form hourglass-shaped nuclei. Three representative pathways are depicted on the right for nuclei
that start (i) at both interface, (ii) at the free interface, and (iii) at the INP.
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FIG. S4. A typical nucleation pathway in an ultrathin mW film at 235 K. Each configuration is a progeny of a the configuration
to its left.
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FIG. S5. Density profiles for (A-B) graphene-supported films, (C-D) supported films in the vicinity of an LJ 9-3 structureless
wall, and (E-F) freestanding films. (A,C,E) correspond to films of SW21 while (B,D,F) are for mW films. For graphene-
supported and freestanding films, density profiles are computed for four film thicknesses, 1.2, 1.8, 2.4 and 3.6 nm. For
supported films next to an LJ 9-3 structureless wall, only two films of thicknesses 1.2 and 3.6 nm are considered.
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FIG. S6. q3 distributions computed for molecules with a fixed
number of nearest neighbors within a 2.4-nm thick SW21 film
at T=170 K.
TABLE S4. The confidence intervals for predictions of the
CNT-based theory obtained via sensitivity analysis. Note
that nucleation is not feasible for the unperturbed θf in the
vicinity of a structureless INP, so no estimates for ∆Gdiff,orig
are available.
System Property Best Estimate Confidence Interval
SW21/Graphene ∆Gdiff,orig 5.98 [2.39, 9.37]
SW21/Graphene N∗orig 216 [137, 329]
SW21/Graphene θf,corr 112.3
◦ [90.0◦, 128.4◦]
SW21/Graphene N∗corr 132 [64, 259]
SW21/LJ 9-3 ∆Gdiff,orig N/A N/A
SW21/LJ 9-3 N∗orig N/A N/A
SW21/LJ 9-3 θf,corr 92.6
◦ [74.3◦, 108.4◦]
SW21/LJ 9-3 N∗corr 117 [84, 273]
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FIG. S7. Structural properties of the INP-adjacent interfacial region of supported SW21 films in the vicinity of (A,C,E)
graphene and (B,D,F) LJ 9-3 structureless wall. (A-B) Planar RDF’s; (C-D) q3 distributions, and (E-F) nearest neighbor count
distributions. Structural features close to the wall do not vary between the ultrathin and thicker films, suggesting that the
free interface does not modulate the structure of the INP-adjacent interface. Error bars in (A,B) and (E,F) are thinner than
the curves and smaller than the symbols, respectively. The areas under the curves in (C,D) are normalized to unity, and the
shades correspond to error bars.
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FIG. S8. Different scenarios for the relative arrangements of the two spherical caps within an hourglass-shaped nucleus. The
two caps do not intersect in (A) while they intersect in (B) and (C). (B) and (C) differ in terms of the relative position of the
intersecting plane, which is in between the centers of the two spheres in (B), but not in (C). A liquid-exposed cylindrical bridge
is only possible in (A) and (B).
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FIG. S9. ∆µ as a function of T in the SW21 system.
