Abstract. Grid computing offers a promising approach to solving challenging computational problems in an environment consisting of a large number of easily accessible resources. In this paper we develop strategies for solving collections of hard instances of the propositional satisfiability problem (SAT) with a randomized SAT solver run in a Grid. We study alternative strategies by using a simulation framework which is composed of (i) a grid model capturing the communication and management delays, and (ii) run-time distributions of a randomized solver, obtained by running a state-of-the-art SAT solver on a collection of hard instances. The results are experimentally validated in a production level Grid. When solving a single hard SAT instance, the results show that in practice only a relatively small amount of parallelism can be efficiently used; the speedup obtained by increasing parallelism thereafter is negligible. This observation leads to a novel strategy of using grid to solve collections of hard instances. Instead of solving instances one-by-one, the strategy aims at decreasing the overall solution time by applying an alternating distribution schedule.
Introduction
This paper considers techniques for solving challenging instances of the propositional satisfiability (SAT) problem with the aid of computational Grids. Such techniques are of particular interest firstly due to the increasing use of SAT based technologies in computer aided verification and other application areas, and secondly since Grids are nowadays offering large quantities of affordable computing power. The first phenomenon is a consequence of recent developments in SAT solvers which have dramatically improved the computational power of the solvers, whereas the second seems to be a major trend in high-performance computing.
Our goal in this paper is to develop techniques for exploiting the parallel computing resources provided by a Grid in a way that allows us to use state-of-the-art SAT solvers with no or only minor modifications. To do this, we use the Simple Distributed SAT (SDSAT) framework, whose basic version consists of simply running N randomized SAT solvers in parallel until one of them finds the solution. We consider extensions of the basic version obtained by incorporating different restart strategies and study their effects in a specifically built simulation environment. The simulation environment comprises of (i) a Grid model taking into account the inherent communication and management delays, and (ii) run time distributions of a state-of-the-art randomized SAT solver when applied on several hard SAT instances. We also validate some of the results and parameters of our Grid model by using a production level Grid called NorduGrid (see http://www.nordugrid.org/),
The key idea we exploit is that a complete SAT solver can be turned into a randomized search procedure (RSP) in a natural way by slightly modifying the heuristic function used in the solver. For example, MiniSAT [1] 1.14 makes by default 2% of its heuristic choices pseudo-randomly; thus a natural modification to turn MiniSAT into a RSP is to seed its pseudo-random number generator differently for each run. Such a randomized search procedure, when provided with an input x, is guaranteed to give a correct result RSP(x) when the computation of the procedure finishes. However, due to the randomization, the time required for computing RSP(x) is not known in advance but is described by a random variable T RSP(x) . The random variable T RSP(x) , and thus the run time of RSP(x), is completely characterized by its cumulative run time distribution function, q RSP(x) (t), giving the probability that the computation will terminate before or at time t. This randomization of a SAT solver may sound counter-intuitive as one usually tries to remove all non-determinism in order to make runs reproducible to ease benchmarking and debugging. However, in the SDSAT framework as well as when employing restart strategies to a RSP (discussed below), the goal is to exploit the short runs (if any) in the distribution to decrease the expected run time of the overall system.
The expected run time of a randomized search procedure can often be substantially reduced by periodically restarting the procedure [2] . For example, assume that T RSP(x) = 1s with probability 0.3 and T RSP(x) = 10s with probability 0.7. Then the expected run time E(T RSP(x) ) is 0.3 · 1s + 0.7 · 10s = 7.3s. If the RSP is modified so that it restarts itself immediately after time t = 1s, the expected run time becomes
. Such a modification, where the procedure is forced to start from the beginning after running t 1 seconds, then after t 2 seconds and so forth, is called a restart strategy S = (t 1 , t 2 , . . .) and the time t i the i:th restart limit. When a restart strategy is employed to an RSP, the result is a randomized algorithm that also has a run time distribution and an expected run time. The restart strategy employed in the previous example is a special case of a fixed restart strategy S t = (t, t, . . .) and the algorithm corresponding to the fixed restart strategy S t employed on RSP is denoted by FIXED t,RSP (or simply FIXED t when RSP is implicitly known). Fixed restart strategies are important in our analysis, since if q RSP(x) (t) is known, then t can be chosen so that the expected run time of FIXED t (x) is the minimal among all the algorithms obtainable from RSP(x) by employing any restart strategy [3] . However, in practice q RSP(x) (t) is not known: obtaining information about q RSP(x) (t) in general requires solving RSP(x), which is the overall goal in many applications. To circumvent this problem, several universal restart strategies have been suggested [3, 4] : they do not depend on the instance x and let the restart limits grow arbitrary large in order to preserve the completeness of the algorithm.
We first study the effect of applying several restart strategies on our benchmark set of hard SAT instances in the sequential setting. The results show that there are instances on which the optimal fixed restart strategy provides a substantial reduction in the expected run time. The two universal strategies considered can also reduce the expected run time on some instances but result in a bad performance on some others.
The reason is that the universal strategies can spend too much time in trying to find a short run; when an instance has none, all that time is wasted.
Based on results in the sequential case, we consider ways to parallelize restart strategies in the SDSAT framework and use our simulation model to benchmark them. The results give rise to two major observations. First, parallelism seems to be an effective "luck enhancer"; when randomized solvers are run in parallel, the probability that one of them finds a short run grows quite quickly. This seems to render elaborate restart strategies practically useless in the parallel setting as the simple approach with no restarts tends to provide quite good results consistently. The second observation is that only a relatively small amount of parallelism seems to be effectively exploitable; after a certain amount, adding more parallel solvers does not seem to give any significant performance gain. There seems to be two reasons for this: (i) the probability that a short run is found is already quite high with a smallish number of parallel solvers, and (ii) the delays in the Grid environment reduce the effect of restart strategies.
The above results suggest that when solving a set of instances, a good speedup is not obtained by solving them one-by-one in a Grid. Instead, the instances should be solved in parallel by reserving a smallish amount of computing resources for each instance. We validate this idea in Sect. 6 both with the simulation model and by using a production level Grid. Related Work. Techniques for learning or adapting restart strategies to improve the aggregate performance on a given collection of instances are studied, e.g., in [5, 6, 7, 8, 9] . A closely related topic is the use of algorithm portfolios [10, 11] . The idea is combined with clause learning in [12] . Parallel restart strategies are studied in [13] , without considering the practical limitations of a Grid. Guiding path [14, 15] is a technique for distributed SAT solving based on dynamic partitioning of the problem with new assumptions. Such methods combine also with clause learning [16] . The techniques in grid-like environments have been investigated, for example, in [17, 18, 19, 20] . The guiding path method is further developed in [21] . A different algorithm is presented in [22] .
In this paper we extend previous work in three crucial respects: (i) We take into account the limitations of practical Grid environments which involve strict resource bounds and significant latencies due to communication and job management. (ii) We require minimal changes to the SAT solvers, and the changes are almost totally independent of the underlying solver technology. (iii) We use realistic run time distributions of the randomized search procedure obtained experimentally by running a state-of-theart SAT solver on a representative collection of SAT instances from the application domain.
Grid Environment
The paper develops techniques for using loosely coupled, widely distributed Grid environments for solving challenging SAT problems. From an abstract point of view a Grid environment can be seen as consisting of a collection of computing resources called primitive computing elements (PCEs). A PCE can execute a sequential program given its input, hence, in practice corresponding to a CPU. A user can submit a job (a sequential program together with its input) to the Grid which executes it on one of its PCEs and gives results back to the user.
Next we briefly described three key characteristics which play an important role when developing Grid applications and the algorithms in this paper: (i) jobs in Grids experience significant delays but (ii) the run time of a job typically affects the effect of delays and (iii) communication between jobs is very limited when compared to traditional multi-processor environments such as clusters.
(i) The entry point of a Grid environment is a set of queues accepting jobs. Each queue is associated with a set of computing elements (CEs) corresponding to a set of CPUs. A job starts executing when the queue system assigns the job to a CE. Several causes of delays can be identified. Firstly, the time required for the job to reach a CE after submission to the corresponding queue depends on the amount and types of previously submitted jobs still in the queue, and the remaining run times of the jobs currently executing in the CEs. Secondly, if the submission of a job involves transmitting a large amount of data, the amount of network bandwidth may greatly affect the delays [23] . Thirdly, the run time of a job in a CE depends on the load potentially placed by other jobs on the neighboring CPUs, as well as the types of the CPUs in the CE. Finally, it is possible that jobs disappear due to maintenance breaks or various random faults. Efficient job management in Grids is a non-trivial task and is typically handled by special tools. In those experiments of this paper that are run in NorduGrid, we use a fault-tolerant and efficient job management system called the Grid Job Manager (GridJM) [24] .
(ii) Note that the different delays above seem to suggest that a job with limited run time could experience shorter delays. For instance, most queue systems support a mechanism called reservation, where a complicated task requesting a CE of several CPUs will force the queue system to start to reserve CPUs. In this case, no new jobs requesting a CE will be assigned from the queue, unless the run time of the job is short enough to finish before the time expected for the requested CE of several CPUs to become available. On the other hand, since the delays are experienced by each job, it would be preferable to submit sufficiently long running jobs so that the delays do not dominate the total run time. As a reasonable compromise, in the experiments in NorduGrid we use jobs where the run time is limited to one hour.
(iii) Since a Grid can be formed by several independent but collaborating organizations which decide to share the computing resources, it is common that two jobs submitted to the Grid are not guaranteed to be able to communicate with each other at all. For example, such limitations are typically posed by the networks of the organizations in NorduGrid used in the experiments and, therefore, in the algorithms developed in the paper we assume that jobs cannot communicate directly with each other. can be modeled as a random variable depending on the number of PCEs employed. The delay is experienced by the job and does not form a bottleneck for submission. (4) A maximum resource limit T c describing the amount of time a PCE is allowed to execute before terminating a job and becoming ready to accept a new job.
We believe that this system provides a realistic model for distributed computing in Grids. (1) A central process managing jobs provides a natural synchronization mechanism. (2&3) Most such systems have a delay associated with the synchronization, and specifically shared distributed environments require certain communication in selecting the PCE to be employed. (4) Batch systems such as Grids usually limit the resources available to a single job, for example, to provide fairness in scheduling. The model does not directly consider the effect of various CPU models and the load on the CPUs on the run time. Such effects can be obtained by adjusting the queue delay and the resource limit accordingly. We may study an application submitting jobs to the Grid through a central process M as a time line, illustrated in Fig. 1 . The time advances to the right in the figure and the abstract PCEs can be seen as N bands placed on top of each other. The filled rectangles represent jobs, and the dark areas inside the jobs represents the CPU time, as opposed to the queuing delay. The time in the figure starts when the first job (the long rectangle at the bottom of the figure) is placed into a queue of a PCE. The second job is submitted immediately after this, and after the submission delay d(N ), reaches the queue. Meanwhile, the first job has reached the PCE, is executed in it, and finally the result is reported back to the central process after some queue delay.
When performing the actual simulations, we make the following simplifying assumptions on the model: -submit delay d(N ) = d is constant for every PCE and does not depend on N , and -queue delay d q (N ) = d q is constant for every PCE and does not depend on N .
If the effect of the number of PCEs is taken into account, the delays will increase since in practice the jobs will interfere with each other. This means that using the simplifying assumptions the resulting run time is underestimated and this error increases with the number of PCEs employed. Hence, the model with the simplifying assumptions gives overly optimistic results on speedups for larger numbers of PCEs which needs to be taken into consideration when evaluating the results. Nevertheless, these assumptions allow us to study the effect of delays in a simple yet reasonably realistic environment.
Run time distributions.
As a representative collection of SAT instances we use a set of benchmarks from the SAT 2007 Competition (see http://www.satcompetition. org/2007/). The instances, with the full name, abbreviated name, and satisfiability, are listed below.
-mod2-rand3bip-sat-250-3.shuffled-as.sat05-2220, mod2-250, satisfiable.
-mod2-rand3bip-sat-280-1.sat05-2263.reshuffled-07, mod2-280, satisfiable.
-999999000001nc.shuffled-as.sat05-446, 99999900, unsatisfiable.
-clqcolor-10-07-09.shuffled-as.sat05-1258, clqcolor, unsatisfiable.
-cube-11-h14, cube, satisfiable.
-dated-10-13-s, dated, satisfiable.
-mizh-md5-48-5, mizh-md5, satisfiable. -vmpc_28.shuffled-as.sat05-1957, vmpc_28, satisfiable. -AProVE07-16, AProVE07, unsatisfiable.
The set covers both industrial and hand-crafted instances, having typical run time of thousands of seconds for a state-of-the-art SAT solver.
The SAT solver run time distributions are approximated by using a collection of samples for each instance. The samples are obtained by 100 separate randomized runs of a state-of-the-art SAT solver (MiniSAT version 1.14 with its pseudo-random number generator initialized differently for each run). Based on the randomized runs, we construct a distribution of run times with linear interpolation between the sample points, assuming probability 0 for runs shorter than the minimum sample and for runs longer than the maximum sample. We also studied the case with discrete distribution, but this did not significantly affect our results. Table 1documents for each instance the abbreviated names and the SAT solver run times for minimum, fifth percentile, median, 95th percentile and maximum of the samples. We also provide the average of the samples, i.e., an approximation of the expected run time of the solver on the instance, in the RSP column. The columns OPTIMUM, t * , LUBY and WALSH will be explained in Sections 4 and 5. At this point, of particular interest are the large dynamics in certain distributions, such as vmpc_28 with over 19000-fold difference between minimum and maximum run time. We also provide the cumulative run time distributions for two of the test instances in Fig. 2 . The distribution is the increasing graph q(t). The horizontal lines in Figures 2(b) and 2(d) indicate the maximum and minimum run times of the instance and the vertical line indicates the maximum run time on the x-axis, i.e., the value of t where q(t) = 1. The remaining graphs will be explained in Sections 4 and 5. It can be argued that 100 samples is not enough to give us a realistic view of the run time distribution of an instance. In order to estimate the magnitude of the error introduced to the finite distribution, we compare the distributions of cube with 100 samples and 1000 samples. The results are reported in the first two rows of Table 2 . Even though the minimum run time decreases and the maximum run time increases, the distribution seems to remain relatively stable when increasing the number of samples. To have an impression on how, for example, a short run would affect the results, we inserted an artificial short sample and constructed the corresponding distribution. The resulting distribution has the same dynamics as the distribution of vmpc_28.
Restart Strategies in a Sequential Setting
Given a randomized search procedure RSP and a problem instance x, it is possible to associate a run time distribution q RSP(x) (t) with the run time of RSP(x). Employing a restart strategy S on RSP results in a new algorithm with a potentially different run time distribution. In this section we discuss the effect of using several such algorithms on our collection of SAT instances by comparing the run time distributions q RSP(x) (t) with the run time distributions of the new algorithms. We use the following restart strategies and corresponding algorithms: -OPTIMUM. The fixed restart strategy S t and the corresponding algorithm FIXED t mentioned in Sect. 1 have the property that there is a restart limit t * which is optimal for a given RSP and instance x [3] . If the cumulative distribution function q(t) of the instance is known, the optimal restart limit t * may be determined by minimizing the expected run time E(T FIXED t(x) ) as a function of the restart limit t,
i.e., t * = argmin(E(T FIXED t(x) )). Determining t * can be done in our simulation environment but not usually in practice as the distribution q(t) is typically not known. -LUBY. Luby et al. [3] define the universal strategy S L = (l(1), l(2), . . .) where
When the strategy S L is employed on a RSP, the corresponding algorithm is called LUBY. In [3] it is further shown that the expected run time of LUBY(x) is within a logarithmic factor from the expected run time of OPTIMUM(x) independently of x. -WALSH. Another universal strategy is the strategy S W = (w(1), w(2), . . .), where w(i) = 2
1.2i , presented in [4] . The strategy differs from S L , for example, in the rate of growth. Clearly, the restart limits in S W grow exponentially, whereas S L grows only linearly with respect to i. The corresponding algorithm will be referred to as WALSH. Table 1 compares the three algorithms against the run time of RSP. Column RSP reports the expected run time of RSP(x) for different instances x. Using the run time distribution q RSP(x) (t), we computed the optimum restart limit t * for each instance minimizing Eq. (1). The resulting expected run time is reported on column OPTIMUM and the corresponding restart limit in column t * . The value ∞ is used to mark the cases when run times for OPTIMUM(x) and RSP(x) are equal. In this collection of instances, in five cases out of nine the expected run time of OPTIMUM(x) is equal to that of RSP(x). Some of the satisfiable instances, though not all, seem to profit from employing a fixed restart strategy with small restart limit. As an example, the expected run time for the algorithm FIXED t with input vmpc_28, is shown in Fig. 2(d) as a function of the restart limit t (graph labeled E (T FIXED t ) ). In other cases, the expected run times of algorithms with larger restart limits compare favorably to those with smaller restart limits. An example is shown in Fig. 2(b) .
The results for the two universal strategies are shown in columns LUBY and WALSH of Table 1 . Based on the results, it seems that in most cases the instances having E(T OPTIMUM (x) ) = E(T RSP(x) ) also profit of more complex strategies. We also note that LUBY performs very badly on many instances with a high minimum run time. This is a consequence of the slow growth of the restart limit in the strategy S L . In general, the algorithm WALSH seems to offer a relatively robust approach, resulting in good speedup where such speedup would be obtainable with FIXED t * given that t * is known, and still performing usually well in cases where E(T OPTIMUM (x) ) = E(T RSP(x) ). This is a slightly surprising result, since to our knowledge no optimality result exists for the strategy S W .
Parallel Solving of a Single Instance
In the previous section we discussed several restart strategies and resulting sequential algorithms when the strategies are employed to a RSP. In this section we develop a number of parallel algorithms for Grid environments based on the restart strategies.
Here we consider a Grid environment as an efficient distributed system for running jobs. Hence, the algorithmic design boils down to approaches to constructing a sequence of jobs j 1 , j 2 , . . . to be submitted to the Grid for execution based on a RSP and a restart strategy. Since each job has a resource limit T c limiting the execution time, we employ a finite restart strategy (discussed below) on the RSP which guarantees that the run time of the resulting algorithm is not more than T c . Hence, each job j i consists of the RSP, the input x to be solved and a finite restart strategy. A finite restart strategy S = (t 1 , t 2 , . . . , t n ) is a finite sequence of restart limits which, when employed on a RSP, will terminate the resulting algorithm unless a solution is found by the end of the restart limit t n . The length of the finite restart strategy S, denoted by |S|, is n. Given a restart strategy S = (t 1 , t 2 , . . .) and a resource limit T c , we define an operator finite(S) for constructing finite restart strategies from S as
For any restart strategy S, the run time of the algorithm obtained by employing finite(S) on a RSP is less than or equal to T c .
The most intuitive way of constructing jobs from a restart strategy S = (t 1 , t 2 , . . .) is to assign the job j i the restart strategy (t i ) for i = 1, 2, . . .. In practice this approach performs very badly due to the high delays in actual Grid environments. Therefore, the parallel algorithms we propose are based on two general schemes for constructing a sequence of jobs, given a restart strategy S.
-Straightforward scheme. Given a restart strategy S for constructing jobs we define a sequence of restart strategies S 1 , S 2 , . . . in the following way: let S 1 = S and given a strategy S i , the restart strategy S i+1 is constructed from S i by removing the first |finite(S i )| restart limits from S i . Given an environment with N PCEs, in the straightforward scheme jobs are constructed from the sequence S 1 , S 2 , . . . by assigning the restart strategy finite(S 1 ) for the jobs j 1 , . . . , j N , then finite(S 2 ) for the jobs j N +1 , . . . , j 2N and so forth. This strategy is discussed in [13] . -Faithful scheme. In this scheme given a restart strategy S we construct the sequence S 1 , S 2 , . . . as above and then assign the job j 1 the restart strategy finite(S 1 ), the job j 2 the restart strategy finite(S 2 ), and so forth.
Parallel Algorithms. Given the randomized search procedure and the distributed environment, the parallel algorithm is uniquely determined by the used scheme (introduced above) and the restart strategy. Furthermore, for a fixed restart strategy, the straightforward and faithful schemes result in the same parallel restart strategy, and thus the same algorithm. We will discuss six parallel algorithms:
Tc is formed from the fixed restart strategy S Tc and either straightforward or faithful scheme. -The optimal parallel algorithm FIXED p t * is formed by finding a value t * which minimizes the parallel run time distribution
for RSP(x) with the run time distribution q(t). Equation (2) is obtained from Eq.
(1) by substituting q(t) with the corresponding parallel distribution 1 − (1 − q(t)) N . However, as shown in [13] , there are run time distributions for which FIXED p t * does not result in minimum expected run time over all parallel algorithms. -The faithful parallel Luby and Walsh algorithms LUBY-F p and WALSH-F p are constructed by using the faithful scheme on the strategies S L and S W , respectively. -The straightforward parallel Luby and Walsh algorithms LUBY-S p and WALSH-S p are constructed by using the straightforward scheme on the strategies S L and S W , respectively.
Zero-Delay Parallel Environment. In this subsection we consider an idealized Grid environment captured by the Grid model, where we set the delays d = d q = 0 and the resource limit T c = 3600s. This provides us with a lower bound on the run times achievable in more realistic Grid environments. has the benefit that small restart limits are attempted often. However, especially S L suffers from the repeating of the short runs in cases where the smallest run time is high. The results corresponding to the faithful scheme are reported in columns LUBY-F p and WALSH-F p . In most cases the faithful scheme performs significantly better than the straightforward scheme, and when this is not the case, the difference is relatively small.
To further enhance the strategies S L and S W , we studied the effect of multiplying the restart limits of the strategies by a constant factor f in Table 4 for 64 PCEs. Based on these results, the factor does not seem to have a significant effect on the run times. The runs in Table 3 (as in Table 5) are measured with f = 15.0.
We study the effect of a larger sample base similar to the case in Table 2 in the zerodelay environment. The results are reported in Table 5 . For this particular instance, the strategy FIXED p t * is equal to the maximum strategy both when the amount of samples is 100 and 1000. In this case, when the number of samples is increased, the expected solving time decreases for most algorithms. There is no significant difference between WALSH-F p and FIXED p Tc whereas LUBY-F p suffers from a larger number of short unsuccessful runs (even though not visible in Table 2 , the distributions are significantly different when t ≤ T c ; e.g. q(3600s) ≈ 0.24 in the 100 samples distribution but only approximately 0.14 in the 1000 samples case). Since cube is a satisfiable instance, it is possible that there is a short run time for the randomized SAT solver. Since the 1000 samples did not reveal a short run time, it might be that the run is extremely improbable. To study the effect of such a short successful run we modify the distribution of cube to include a single short run. The resulting run times are given in the row la- Non-Zero Delay Parallel Environment. The simulation results from the parallel environment with zero submission delay and zero queuing delay provide some insight to how the parallelization method based on randomizing algorithms can perform on the benchmark set. However, realistic parallel environments in general, and Grid environments in particular, always include some overhead related to initializing the computations. As described in Sect. 3, we divide the delays into two categories: submit delay d and queue delay d q . Typical values in NorduGrid are d = 12s and d q = 125s. However, the two values seem to vary strongly. The simulated experiments are presented in Table 6 under the title "large delay". All results are obtained by computing the mean run time over 100 samples using T c = 3600s for the jobs.
The results show that almost always the maximum parallel algorithm FIXED p Tc outperforms those based on universal restart strategies on these instances. It is worth noting that increasing the number of PCEs four-fold brings next to nothing in speedup, a consequence of the long queuing delays.
It is possible that the submission and queue delays are significantly shorter in, say, some other Grid environments. We simulate the effect of smaller delays by using submission delay d = 5s and queue delay d q = 30s. The results are reported under the caption "small delay". Even though the strategies S L and S W are now more competitive, their effectiveness still suffers from the high delays and it can be argued that the maximum timeout is a sufficient approximation of the optimum. The super-linear speedup observed in zero-delay environment cannot be observed in either of the delayed environments. For certain instances, such as 99999900 and cube, already a smallish number of parallel runs suffices to find a short run from the samples. As a result, obtainable speedup is small.
We confirm these results by repeating them for two instances in the NorduGrid Grid environment. We select two instances which according to the simulated results are illustrative examples on the techniques used in parallel solving. The instance vmpc_28 shows super-linear speedup in simulations in zero-delay environments, but only a moderate speedup in delayed environments using the techniques we have studied. The instance AProVE07, on the other hand, has a less dynamic distribution in the simulations and yields no significant speedup at the transition from 16 to 64 PCEs even in the zerodelay environment. The results are presented in Table 7 . The submission delays seem to be below the average delay of 12 seconds, but the results correspond approximately to the simulated results. No speedup seems to be achieved when the number of PCEs is increased.
Parallel Solving of a Set of Instances
In this section we propose an algorithm for solving a collection of SAT problems efficiently in a Grid environment based on the results on solving a single instance. The results indicate that (i) an increase in the number of PCEs does not result in a corresponding speedup when solving a single instance and (ii) for a large number of prob-
