Abstract-Packet and optical networks are managed independently in both current carrier networks and datacenter interconnection networks, which results in a lack of service agility and is a significant source of capital expenditure and operating expense overhead for the network operator. In our previous works, we have proposed and experimentally demonstrated a software-defined networking-based architecture (service-aware architecture) for converged control of packet and optical networks. In this paper, we first propose a concept called virtual transport link (VTL) to support dynamic link aggregation in software-defined IP over optical networks. Then, the VTL-based dynamic bandwidth adjustment (VTL-DBA) method is proposed for improving the resource utilization and for simplifying service provisioning. The feasibility of our proposals is experimentally verified on our software-defined IP over optical networks testbed. The performance of the VTL-DBA method is also evaluated based on our simulation platform in terms of resource usage, resource utilization, and blocking probability. For carrying quality guaranteed services, VTL-DBA saves 25% of transport resources on average compared with static bandwidth allocation methods, and it shows an increase of 15% in the average resource utilization. For carrying both quality guaranteed services and quality tolerant services, VTL-DBA reduces the service blocking probability to only 10% on average with higher resource utilization than static bandwidth allocation methods.
I. INTRODUCTION
D riven by the growing cloud service applications such as ultrahigh-definition video and enterprise web services, along with content delivery services, global IP traffic continues to grow at 25% compound annual growth rate [1] . Furthermore, service requirements and traffic flows become less deterministic and time-varying. This places network service providers under tremendous pressure to improve their service provisioning capacity, efficiency, and flexibility. Today, service provider networks consist of isolated packet networks and optical networks, most of which are managed and operated independently. The separated network operations result in a long period (several days or even months) of coordination between departments for a cross-layer end-to-end service provisioning or bandwidth adjustment. As a result, it is difficult for service providers to support agile and dynamic resource allocation and adjustment. Service providers have to over-provision resources in both the packet and optical network to deal with traffic fluctuation, which leads to low resource utilization and limits the service provisioning capacity. Service providers expect to improve the above conditions by implementing the dynamic multilayer resource allocations/adjustments according to how much bandwidth users actually use in real time, such as a pay-as-you-go service.
Software-defined networking (SDN), as a concept of network architecture, brings carriers a potentially desirable solution to implement the converged control across multilayer networks. An SDN architecture allows users to run dynamic, service-aware, and service-optimized converged packet-optical networks, where network operators can improve the efficiency of service provisioning and the network resource utilization by enabling the following: 1) centralized control and global view of multilayer networks, 2) monitoring the bandwidth value an end-to-end (E2E) service actual uses, 3) knowing which transport links the E2E service is carried across, and 4) monitoring how much bandwidth of a transport channel is actually used by E2E services. With these characteristics, SDN strongly facilitates the implementation of dynamic network resource allocation and adjustment. Based on SDN, dynamic bandwidth adjustment can be efficiently implemented for improving the flexibility of resource allocation and resource utilization, which will reduce costs for the service provider.
In this paper, we first propose a concept called virtual transport link (VTL) based on the following considerations: 1) there are many low-rate but semipermanent traffic/ services in service provider networks, which means that service aggregation is needed to guarantee high resource utilization, and 2) as the traffic flows are timevarying and less deterministic, the bandwidth of the aggregated services may be beyond the limits of hardware ports; hence, dynamic link aggregation needs to be implemented to avoid bandwidth congestion in the same aggregated service group. VTL is a virtual connector to bind E2E services and transport resources together, which can achieve software-defined and dynamic link aggregation. VTL can technically support all kinds of transport resources such as an optical transport network (OTN), WDM, and elastic optical network (EON). A VTL usually consists of a set of transport channels (with the same source, destination, and/or path) and can be dynamically adjusted to fit the bandwidth usage of a group of aggregated services. VTL is implemented by configuring the action groups in OpenFlow-enabled switches through OpenFlow protocol and mapping the switching ports on the transport channels.
Based on VTL and the SDN architecture, we further propose a method for dynamic bandwidth allocation and adjustment in real-time, according to the network state and the user bandwidth demands, which is called the VTL-based dynamic bandwidth adjustment (VTL-DBA) method. VTL-DBA not only improves the resource utilization in real-time but also avoids frequent transport resource re-allocations and adjustments by supporting differentiated services. The feasibility of our proposed VTL concept is experimentally demonstrated in our software-defined IP over optical networks (SDION) testbed, which includes OpenFlowenabled switches and OTN equipments controlled by a controller extended from an open network operating system (ONOS). Effectiveness of our proposed VTL-DBA method is verified by simulation in terms of transport resource usage, network resource utilization, and blocking probability using different topologies.
The rest of this paper is organized as follows: Section II presents the background and related work. Both the VTL concept and the VTL-DBA method are presented in detail in Section III. In Section IV, we present the feasibility of the VTL with our SDION testbed, and we also verify and analyze the VTL-DBA method using simulation results. Section V draws conclusions on this work and discusses our future work.
II. BACKGROUND AND RELATED WORK
In this section, we first describe related work, including SDN-based multilayer control, dynamic link aggregation, and dynamic bandwidth adjustment. Then, we briefly present our previous work on service-aware architecture.
A. SDN-Based Multilayer Control
For service providers, the independent control and management of isolated packet and optical networks results in high capital expenditures and operational expense. A promising solution is to implement the combined control and management of multilayer networks [2, 3] . Das et al. [4, 5] first used the SDN framework to implement and demonstrate the centralized control of packet-circuit networks (IP and time division multiplexing [TDM]). Then, some feasible SDN architectures were also proposed by others for multilayer and multidomain scenarios (IP, WDM, EON and optical packet switching [OPS]) [6] [7] [8] [9] [10] . The multidomain resource broker (MDRB) was proposed to dynamically establish multidomain virtual optical networks across heterogeneous control domains and transport technologies, which are based on hierarchical path computation element architecture and SDN [6] . In [7] , the authors proposed and experimentally demonstrated a feasible SDN approach for multivendor IP and optical networks (Juniper routers and ADVA optical cross connects), called application-based network operations architecture. In [8] , the authors demonstrated a full implementation of a centrally orchestrated multilayer restoration method over commercial optical and IP gear. Liu et al. [9] presented an OpenFlow-based control plane for spectrum-sliced elastic optical path networks, called OpenSlice, for dynamic end-to-end path provisioning and IP traffic offloading. The multistratum resource integration architecture was proposed in [10] for OpenFlow-based data center interconnection using IP and optical transport networks, by exchanging information among multiple controllers. Recently, ONOS [11] was proposed by an open networking foundation as an SDN-based commercial controller. ONOS is an open project contributed to by several service providers and vendors, and supports basic control and management of multilayer networks. In our previous work [12] , we presented the service-aware architecture for service provisioning based on ONOS, described in Subsection II.D.
B. Dynamic Link Aggregation
Dynamic link aggregation can be utilized to bring the bandwidth-on-demand capability to data clients. For example, the link capacity adjustment scheme (LCAS) is a method to dynamically increase or decrease the bandwidth of virtual-concatenated containers and is deployed based on generalized multiprotocol label switching [13] . This technique applies to networks containing TDM containers, such as OTN, synchronous optical network, synchronous digital hierarchy, and plesiochronous digital hierarchy signals. However, LCAS does not support signals with different types, which are mixed in a virtual concatenation group. Yong et al. [14] proposed a concept to IETF called composite link framework in multiprotocol label switching, which consists of a group of homogeneous or heterogeneous links that have the same forwarding adjacency and can be considered as a single traffic engineering link or an IP link in routing. However, dynamically adjusting the bandwidth of a composited link by varying the underlying physical links in a multilayer network remains a challenging problem.
OpenFlow supports multipath packet transaction with an OpenFlow group table [15] . The group table consists of group entries. Each group entry contains a group identifier, group type, counters, and action buckets. Each action bucket contains a set of actions to execute and associated parameters, including weight. The action could be dropping the packet, forwarding the packet to an assigned output port (output action), and so on. In particular, the output action can point to a packet queue bound to a port for limiting the bandwidth of a port, which is how a port can be shared with different buckets or entries. Different types of group entries are provided to represent different abstractions such as multicasting (type: all) or multipath (type: select). With a select group entry, the switch will select a bucket in the group for each arrived packet based on a switch-computed selection algorithm (e.g., hash on some user-configured tuple or simple round-robin). The selection algorithm can be customized according to different forwarding strategies. In this paper, we use the OpenFlow group table with select group entries to support the multipath function of our proposed VTL to achieve a dynamic bandwidth adjustment.
C. Dynamic Bandwidth Adjustment
DBA has been studied for many years especially in the fields of passive optical networks and MPLS networks [16] [17] [18] . Recently, both researchers and carriers have focused on the dynamic bandwidth adjustment of cross-layer services. Several research works have investigated dynamic bandwidth adjustment in the transport layer based on client demands. In [19] , an online slot width adjustment mechanism was proposed for mapping time-varying IP traffic to flexible optical paths in flexgrid optical networks, based on the optical-orthogonal frequency division multiplexing technique. In [20, 21] , researchers proposed the globally reconfigurable intelligent photonic network (GRIPhoN), which would offer bandwidth on demand services in the core network for efficient interdata center communication. GRIPhoN provides bandwidth on demand services by rerouting services across different network layers in multilayer SDN-based cloud service mode. The above DBA methods are based on the demands of clients instead of based on the bandwidth clients actually use. Felix et al. [22] have shown the experimental application of a hierarchical SDN architecture for packet-optical networks, which aims to dynamically allocate only the minimum transport capacity required for a packet service. The B4 project of Google developed custom switches and used a centralized traffic engineering service model to dynamically allocate and adjust bandwidth across its own software-defined wide area network [23] . As most Google services on its network can be scheduled and adjusted, its network resource utilization is almost 100%.
In this paper, we propose the VTL-DBA method from the perspective of service providers. Benefiting from the flexibility of VTL, our proposed VTL-DBA method is not restricted by specific transport techniques and supports more flexible and dynamic bandwidth adjustment.
D. Service-Aware Architecture for Service Provisioning
The carrier network usually consists of an optical transport network and several packet networks. The infrastructure of the transport layer can be OTN, WDM, EON, or a combination of these. In this paper, we assume that the network infrastructure is based on IP over OTN [24] , which supports finer granularity traffic access and switching, resulting in potentially more agile service provisioning [25] . The optical layer uses the dense wavelength division multiplexing (DWDM) technique with a colorless, directionless, contentionless-reconfigurable optical add/drop multiplexer to provide circuit-switched connections. However, the architecture is also applicable to other transport infrastructures such as IP over WDM and IP over EON.
1) Service-Aware Architecture for Service Provisioning:
The overall architecture for service provisioning, essentially based on IP over OTN, is shown in Fig. 1 . IP switches are deployed at the edge point of each packet network for service access and aggregation, while OTN switches are used for grooming lower-speed Ethernet traffic into DWDM channels. Optical transport unit x interfaces are used to connect the OTN switches to the edges of the DWDM network, and Ethernet interfaces are used to attach IP switches to the OTN switches. In particular, Ethernet interfaces on the IP switch can also be directly connected to a ROADM. To support the control and management of heterogeneous networks, optical transport devices with OFP (OpenFlow protocol) adapter and OpenFlow-enabled switches are communicated to the controller through extended OFP, which has been demonstrated in [26] . To achieve the service-aware architecture, ONOS has been extended into an SDION controller in order to support more complicated multilayer network control [27] . Parts of the functional building blocks for processing service requests are extracted from the controller and implemented as an application called smart service-aware application (SS-AA), in which our VTL-DBA method can be executed.
2) Functional Models of Service-Aware Architecture:
The functional building blocks of the controller, the smart service-aware application, and relevant interfaces are shown in Fig. 2 . Through extended OpenFlow protocol, the SDION controller can periodically obtain the state of devices and networks; it also takes charge of delivering configurations to the underlying devices. The network resources are handled by the resource manager. The state of devices such as the information of flow entries in packet switches is handled by the state manager. With the resource manager and the state manager, transport path computation element is implemented to handle a multilayer endto-end path request and reply with the information about the provisioned light path, abstracted optical resources, and electronic cross configurations. Customer service requests can be received by the controller through representational state transfer interfaces and given to the SS-AA for processing.
III. VIRTUAL-TRANSPORT-LINK-BASED DYNAMIC BANDWIDTH ADJUSTMENT
With the service-aware architecture, the controller can be aware of the actual bandwidth being used by the services in real time, which means that the resource allocation can be optimized and adjusted according to the state of networks and services. In this section, we propose the VTL-DBA method based on the above architecture for efficient and flexible service provisioning, which comprehensively takes resource utilization and service provisioning efficiency into account.
Service flows are transmitted across optical networks and carried using optical/transport channels. Figure 3 shows the bandwidth allocated for the same group of service requests, with three different service provisioning methods, respectively. With the first method (called static and separated bandwidth allocation method, SSBA), services are separately carried and allocated with overprovisioned and static bandwidth according to their initial requirement instead of the actual bandwidth they use. The second method (called static and aggregated bandwidth allocation method, SABA) introduces service-aware and service aggregation functions. With the SABA method, statistics of service traffic (the maximum bandwidth used in several periods) are used to guide the bandwidth allocation. With this method, about 20% of the bandwidth resources can be saved with historic statistics of service traffic. However, as the peak bandwidth value of the traffic lasts only for a tiny portion of the time, the bandwidth of a transport channel cannot be fully utilized when the IP traffic rate is lower than its peak rate. In other words, the above two static bandwidth provisioning methods result in the transport resources being underutilized for most of the time. Hence, dynamic bandwidth allocation and adjustment, according to the actually used bandwidth value, is an important approach to improve the resource utilization. With this method, on average, more than 40% of resources would be saved than with the SSBA method in this case. In this paper, we propose the VTL-DBA method to implement the dynamic bandwidth allocation and adjustment with the service-aware function.
A. Virtual Transport Link
First, we propose a concept called VTL, which has a service aggregation function and simplifies the operations of DBA. As shown in Fig. 4 , a VTL is composed of two parts: physical transport channels and software configurations. The physical part is a group of transport channels (TCs) that have the same source and destination. The paths of transport channels for a VTL should be the same unless the VTL is used to carry quality (delay or/and bandwidth) tolerant services. The transport channels can be a single kind of OTN circuit, mixed of different kinds of OTN circuits, or even mixed with DWDM wavelengths. The software part is a pair of group entries deployed in the group tables belonging to the OpenFlow-enabled packet switches in source and destination sites. For building a VTL, we first establish the desired transport channels; then, we generate a pair of group entries and deploy them into the packet switches.
The out ports described in the buckets of a group entry are already physically connected to the established transport channels. In this way, selecting a bucket is equivalent to selecting the transport channel on which a packet is to be sent. The type of group entry for VTL is "select," as we mentioned in the second paragraph in Subsection II.B. In this paper, we use a simple weighted random algorithm to balance the traffic flows. In the algorithm, the transport channel capacity/bandwidth associated with each bucket in a VTL is used as the weight of each bucket, according to which the switch randomly selects one bucket to execute its set of actions. To achieve good performance of the packet layer, a more complicated algorithm should be applied, which is left as our future work.
VTL is used to carry a limited number of services that have the same source, destination, and other parameters such as service priority, as used in this paper. The services carried by the same VTL will share the transport resources belonging to the VTL. Once a new E2E service request arrives, the controller tries to find an existing VTL to carry it. If there is no such existing VTL, it will attempt to establish a new VTL. If the controller can find an existing VTL, it maps the service on the VTL and then generates a pair of OpenFlow Flow_Mod messages, in which actions are set to point to the group entries of the VTL. By using a VTL, we only need to adjust the transport resources for the overall bandwidth usage of a group of services, instead of doing so for every service request. When more transport resources are needed for carrying the customer's services in a VTL, we only need to modify the group entries instead of modifying every forwarding rule of the services in the same VTL. More importantly, the bandwidth conflict among services, which use the same transport channel, can be avoided by using a VTL. In particular, a service can also be carried by several VTLs together, which is achieved by using a group entries chain. The group entries chain means that one or more buckets of a group entry point to another group entry.
B. VTL-DBA Method
Based on the VTL concept, we further propose a dynamic bandwidth allocation and adjustment method for service provisioning called VTL-DBA. First, for describing the VTL-DBA method, we define several notations and variables, as shown in Table I . In this paper, we assume that the carrier network supports three kinds of priorities of The bandwidth a VTL v i can offer equals to the combined bandwidth of all the circuits included in C i .
The actual used bandwidth in a VTL v i equals to the sum bandwidth of each r in R i actually uses
The sum bandwidth used by all services in R i whose priority equals
The maximum amount of bandwidth a service with low priority can use.
The number of service requests in a VTL v i . th n
The maximum of service requests a VTL v i can carry. th u;p v i
The upper threshold value of b R i ;p v i ∕b v i for the VTL (v i ) with specific priority p. Because th u;p v i is associated with the priority, the set of values that th u;p v i can have is th u;h (high), th u;m (medium), and th u;l (low). th l
The lower threshold value of b R i ;p v i ∕b v i ; it's a uniform value set by service provider. th ua The upper threshold value of b R i ∕b v i ; it's a uniform value set by service provider. th time The threshold value of the duration of a specific state. τ
The size of the window, which is used to measure the percentage of bandwidth change.
services: high, medium, and low, and we mark a VTL with the highest priority of the services it carries. Customers are asked to choose what the priorities of their services are, according to which we will offer them differentiated service quality (bandwidth guarantee, delay, packet loss rate, etc.) with differentiated pricing. The services with high and medium priority are called quality guaranteed (QG) services in this paper. QG services are used for the traffic, which needs QoS (quality of services) guarantee, such as online trading, video-chat, online gaming, and so on. The carrier should always provide enough bandwidth as the services need. The services with low priority are called quality tolerant (QT) services, which are used for delay/bandwidth insensitive traffic such as data backup among data centers. The carrier does not need to provide as much bandwidth as the services can use. Instead, the carrier can adjust and bound the allocated bandwidth according to the network states.
The VTL-DBA method is illustrated in Fig. 5 , and it can be summarized using the following rules: 1) in a VTL (v i ), once the sum bandwidth of the services, which have the same priority as the VTL, exceeds the upper threshold (th u;p v i b v i ) and this state lasts longer than the preset time threshold (th time ), the controller will try to provision the VTL with more transport resources; 2) in a VTL, once the sum bandwidth of the services, which have the same priority with the VTL, falls below the lower threshold and this state lasts longer than the preset time threshold, the controller will remove parts of transport resources from the VTL; 3) parts of abundant transport resources in the VTL with high or medium priority can be temporarily used for carrying the services/subservices with low priority; and finally 4) in a VTL, once the sum bandwidth of all the services exceeds the upper threshold (th ua b v i ) and this state lasts longer than the preset time threshold, the controller will reduce the bandwidth being used for carrying QT services in the VTL. The above four rules ensure that the services with higher priority can always have enough bandwidth to use and will be less affected when the transport resources are dynamically adjusted. Meanwhile, the resource utilization can be also improved. The upper threshold of a VTL with higher priority will be lower than a VTL with lower priority, which means that there are wider bandwidth buffers for services with higher priority when the bandwidth fluctuates. The details of the VTL-DBA method can be described as two procedures, as shown in Fig. 6 and Algorithm 1.
In Fig. 6 , we show the procedure for responding to the new service request with the VTL-DBA method. A new service request will be treated differently. For a service request with high or medium priority (QG service), we will pick out the VTLs that have the same source, destination, and priority with the request and can still carry more services (n v i < th n ) and then put them into list_0. If we cannot find any VTLs, we will try to establish a new VTL to fit the service request. Otherwise, we will further filter the VTLs in list_0 according to different criteria and put them into different lists: 1) list_1, the VTLs, which can fit the service request without bandwidth adjustment; 2) list_2, the VTLs, which can fit the service request by adjusting the bandwidth allocated to services with lower priority; 3) list_3, the VTLs, which can fit the service bandwidth request after being expanded. If list_1 is not empty, we will pick out the VTL with the shortest path and most available bandwidth from list_1 (shortest path has higher priority). If list_1 is empty but list_2 is not, we will pick out the VTL with shortest path and most available bandwidth from list_2. After that, we will shrink the bandwidth shared to the services with lower priority in this VTL to fit the service bandwidth request. If both list_1 and list_2 are empty, we will first sort the VTLs in list_3 by the path length (shortest first). Then we will use the first one, which can be expanded to fit the service request. Furthermore, the new redundant bandwidth could also be shared to BT services. If we could not expand any VTL in list_3 (mostly because there are no more transport resources on the paths of the VTLs in list_3), we will try to establish a new VTL. For a service request with low priority (QT service), we will first pick out the VTLs, which have the same source and destination with the request and can still carry more services (n v i < th n ) and then put them into list_t. If list_t is empty, we will establish a new VTL to fit the service request. If list_t is not empty, we will first calculate the sum of available bandwidth of the VTLs in list_t as b available . If b available > , the maximum amount of bandwidth a service with low priority can use (B max ), we will use these VTLs to carry the service together. Otherwise, we will randomly select a VTL with low priority from list_t and try to expand it with B max . If the VTL is expanded successfully, it will be used to carry the service. Otherwise, we will calculate how much bandwidth could be increased by expanding the VTL (b expandable ). If we do not want to perform any further adjustment for other existing services, the sum of b available and b expandable should be bigger than the minimum bandwidth requirement of the service request (d total ∕t max ). Otherwise, we have to try to shrink the bandwidth allocated to existing services with low priority. The bandwidth of an existing service with low priority could be shrunk to equal the current allocated bandwidth minus the ratio of the remaining data amount and rest time.
In Algorithm 1, the principle of bandwidth adjustment for the service with low priority can be summarized in four points, which are also partially shown in Fig. 5: 1) When more bandwidth is requested to carry a QG service, we reduce the bandwidth allocated to QT services. 2) When some bandwidth is unused in a VTL, we expand the bandwidth allocated to QT services. 3) When we need to reduce the bandwidth allocated to the QT services in a VTL, we prefer to reduce the bandwidth of the QT services, which have a longer remaining transmission time. 4) When we need to expand the bandwidth allocated to the QT services in a VTL, we prefer to expand the bandwidth of the QT services, which have shorter remaining transmission time. 
IV. EXPERIMENTAL VALIDATION AND SIMULATION RESULTS

A. Testbed and Results
We first test the feasibility of our proposed VTL concept in our testbed. As shown in Fig. 7(a) , the testbed consists of an SDION controller (extended from ONOS), two OTN switches with ROADM (Huawei OptiX OSN 6800), two OpenFlow switches (OFSes, Pica8 P-3297), two OpenFlow adapters for OTN switches, and eight experimental hosts (controller, OF adapters, and hosts, which are running in some virtual machines deployed on several servers, such as IBM system X3650 M3/4). Figure 7(b) shows the typical inter-working procedure of dynamic adjustment of VTL. The controller sends flow and port statistic query requests to each border packet switch (OpenFlow switch) periodically through the OFP, and it updates the network statistics according to the replies from the switches. The network statistics are used to reply to the periodic statistic query from the SS-AA. According to these statistics, the SS-AA can compute the actually used bandwidth of every service and their hosting VTLs. Once the bandwidth of a VTL is beyond the preset upper threshold value (th u;p v i ) and lasts a while, SS-AA will generate a VTL expansion request with constraint routing and send it to the controller. Based on the information, the controller sends a set of Flow_Mod messages to the optical layer to establish a new transport channel. Once the controller receives a Setup Success message, it informs SS-AA with the result. SS-AA adds the new optical channel into the VTL and instructs the controller to recompose the port configurations of border switches by sending a recompose event to the controller. The controller then sends a pair of group modify messages to the relevant switches. Once the controller receives all of the replies, it informs the SS-AA that the event has been processed successfully.
The experimental testbed results are shown in Fig. 8 . A group of services between two domains is carried in the same VTL between two OF switches. Figure 8 shows the bandwidth usages of the VTL and two ports of OFS_0 [output port 1 and output port 2, as shown in Fig. 7(a) ] in our experiment. At first, the VTL only used the transport channel, which was connected to the output port 1 for transmitting the traffic. At 13:13:00 the bandwidth of the VTL was beyond the pre-defined threshold (th u;m , 85% of occupied transport resources), and the state lasted 1 min. Then, the VTL-DBA method was triggered. First, the SS-AA calculated an available transport channel based on the network resource state and then generated a VTL expansion request and sent it to the controller. The system spent a few seconds to configure the devices. After that, a portion of the traffic flows in the VTL were immediately diverted into the new transport channel, which was connected to output port 2. In the process of executing VTL-DBA, we only modify a pair of group entries instead of modifying a large number of flow rules of the relevant services.
B. Simulation and Results
We also conducted simulation experiments to verify the performances of the VTL-DBA method compared with the SSBA and SABA methods for different topologies. The granularities of the transport channels for both of the two simulation experiments are 1 Gb/s (ODU0) and 10 Gb/s (OUD2). The bandwidth of a single wavelength is 10 Gb/s. As we mentioned earlier (see Subsection III.B), VTL-DBA method supports two kinds of services: QG service and QT service. In the simulation, QG services are semipermanent, but the bandwidth they actually require is still time-varying. In contrast, a QT service needs to transfer a certain amount of data within a given time. First, we only deploy QG services into the networks using different service-provisioning methods, as we mentioned in Section III (SSBA and SABA). The peak bandwidth used by the high-priority QG services is less than 1 Gb/s. The peak bandwidth used by the midpriority QG service is less than 2.5 Gb/s. For a majority of QG services, the peak of the bandwidth usage will occur around 8:00 p.m. At the beginning, we deployed an 1800 QG service request in both NSFNet (14 nodes with 19 links) and COST239 (11 nodes with 22 links) topologies, which are shown in Figs. 9(a) and 9(d). We use SSBA, SABA, and VTL-DBA methods to allocate the transport resource, respectively. The values of some variables are shown in Table II . We collect the statistics of the services and the networks over three days. Both SSBA and SABA methods allocate the bandwidth according to the peak bandwidth value of a service within a period (a day). In contrast, by using the VTL-DBA method, the controller will adjust the bandwidth allocation according to the state of the services and the network. Figures 9(b) and 9(e) show the bandwidth usage of all the transport resources for carrying the services with different methods. With both SSBA and SABA methods, the bandwidth usage does not change with the time. With the VTL-DBA method, the bandwidth usage of all occupied transport resources will hover in a narrow range after the first period, which means it is less likely that the adjustment will be triggered. Obviously, with the VTL-DBA method, the network can carry the services using less transport resource.
Figures 9(c) and 9(f) show the resource utilization of the network. With the VTL-DBA method, the utilization is improved, as it uses less transport resources. On the other hand, the utilization is still time-varying along with the bandwidth actually used because the VTL-DBA method is designed for not only improving the resource utilization but also for avoiding unduly adjusting the transport resource allocation. For example, the b v of a VTL v with high priority is 4 Gb/s, and ODU0 is the smallest granularity of the transport channel. Thus, the b R i ;v can be fluctuating in the range from 1.6 Gb/s to 3.2 Gb/s without triggering the transport resource re-allocation. However, with the VTL-DBA method, the vacant bandwidth can be further used by BT services instead of being wasted. This will be shown in the next part of the simulation.
The second part of the simulation is to dynamically deploy QT services into the networks, which are already carrying QG services (1200 QG service requests for NSFNet, and 1800 QG service requests for COST239). For each QT service request, the value of d total ∕t max is no less than 3 Gb/s. At this part of the simulation, both SSBA and SABA will establish and tear down transport channels (ODU2 10 Gbps) for carrying QT services, which are marked as SSBA-D and SABA-D methods. As shown in Figs. 10(a) and 10(d), with the VTL-DBA method, the blocking probabilities of QT services are much lower than those using the other two static bandwidth allocation methods. This is because not only do the QG services occupy less transport resources, but the resource utilization of transport channels is also improved. Figure 10(b) shows that the VTL-DBA method uses less transport resources even when the traffic load is high. But, in Fig. 10(e) , VTL-DBA uses slightly greater transport resources than the SABA-D method because the network carries more QT services by using the VTL-DBA method.
Figures 10(c) and 10(f) show the resource utilization of each network by using different methods. The resource utilization is higher by using the VTL-DBA method, which is because the VTL-DBA method uses the transport channels, which are for carrying the QG services to carry parts of the QT services. We further obtain the instantaneous resource utilization of each transport channel for QG services, which are shown in Figs. 11 and 12. As the vacant bandwidth in the transport channels for QG services will not be used by QT service when using static bandwidth allocation method, the resource utilization has no change compared with the one when the network only carries the QG services [Figs. 9(c) and 9(f)]. But, with the VTL-DBA method, the QT services are allowed to use the vacant bandwidth in the transport channels which are used for carrying the QG services. However, the resource utilization of most transport channels only for carrying the QT services is nearly 95% because we always prefer to maximize services. However, the resource utilization of most transport channels only for carrying the QT services is nearly 95% because we always prefer to maximize the use of the transport resources, which are already allocated for the QT services, as we can control the flow rate of QT services. As a result, the whole resource utilization is improved. In Fig. 11 , the resource utilization of some transport channels has not been improved by using the VTL-DBA method because VTL-DBA prefers not using the transport channels, which are carrying QG services unless the traffic load between a specific pair of nodes is high. By comparison, as COST239 has more balanced resource distribution, the resource utilization of the most transport channels in COST239 is nearly 95%, as shown in Fig. 12 .
V. CONCLUSIONS AND FUTURE WORK
SDN will usher in virtualization and intelligence as the new features of future networks. As the implementation of converged control and management of multilayer networks (packet network and transport network) progresses, more efficient and flexible network optimized strategies can be achieved and deployed in the networks. In this paper, we first describe the need for dynamic bandwidth allocation and adjustment in service provider networks. Then we propose a new concept called VTL to support efficient and dynamic link aggregation, which is based on the SDN framework and OpenFlow protocol. Based on VTL, we further propose the VTL-DBA method for dynamic service provisioning. We experimentally present a proof-ofconcept demonstration of VTL in software-defined IP over optical networks. We validate that the VTL-DBA method efficiently improves the resource utilization of the service provider network and reduces the blocking probability. By using the VTL-DBA method, carriers can achieve high resource utilization and provide "pay-as-you-go" services to customers.
In the future, we will investigate the performance of a large-scale multilayer multidomain network and measure the network performance such as the response time of VTL adjustment, packet loss rate, etc. We expect that the VTL-DBA method can be generalized and deployed into commercial networks. We will also explore a strategy to further improve resource utilization when the network has a high but unbalanced load. 
