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ABSTRACT 
If there exists a small perturbation such that the equality sign holds in the 
Bauer-Fike inequality using p norms, then the unperturbed matrix is either diagonal 
or normal. This converse result can not be extended to all axis-oriented norms. 
1. INTRODUCTION 
The Bauer-Fike inequality describes how sensitive the eigenvalues are to 
a perturbation of the matrix, and introduces in a natural way a condition 
number for the algebraic eigenvalue problem. In this note we will investigate 
under which circumstances the Bauer-Fike inequality is strict. 
Let A be a matrix which can be transformed to diagonal form by a 
nonsingular matrix T, i.e., T-‘AT=R, and let B be a permutation of A. The 
Bauer-Fike theorem states that if p is an eigenvalue of A + B, then there 
exists an eigenvalue X of A such that 
IX(A)-P(A+B)I (KIIBII, (I) 
where K is equal to the minimum of 11 T/I * II T -llj over all matrices T which 
transform A to diagonal form, see [l] and [9, p. 871. Here 11 TII is the matrix 
norm induced by the Euclidian vector norm. The inequality (1) has been 
used earlier by Schwartz in a more general setting, see [7, p. 419 and 4231. 
The relationship between these two formulations is discussed in Osborne [6]. 
The Bauer-Fike inequality generalizes the older Wielandt-Hoffman theorem, 
which requires that A and B are normal matrices, see [5] and [9, p. 104-1091. 
Henrici has extended the inequality (1) to the case where A cannot be 
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diagonalized (see [4]). Inequalities for estimating K, which may be regarded 
as a condition number for the algebraic eigenvalue problem, can be found in 
the paper by Smith [8], which in turn contains further references. 
2. A CONVERSE RESULT USING THE EUCLIDIAN NORM 
Throughout this paper A and B are complex matrices. We note that if A 
is a normal matrix and B = SZ, then (1) is an equality for 16 1 sufficiently small. 
The following theorem shows that if the eigenvalue h of A which has the 
minimum distance to p is uniquely determined, and we have equality in (l), 
then A must be normal. 
THEOREM 1. Let T-‘AT be a diagonal matrix and let (A + B)r= p 
where. B #O. Assume that only one eigenvalue of A, which may be multiple, 
is closest to p and denote it by X. Zf 
~~-IL~=II~II~II~-~~~~II~II~ (2) 
then A is a norm& matrix and Ax =hx. Moreover, B is completely reduced 
by x and Bx=e”IjB)Ix. 
Proof. Since A can be diagonalized by T, we see that 
T(A+ T-‘BT-p)T-‘x=0, 
where A = diag(h,, . . . ,AJ consists of the eigenvalues 4 of A. By a proper 
normalization of x, we can assume that v = T-lx has norm one, and a 
multiplication with T-’ leads to the equation 
(A-p)v= - T-‘BTU. (3) 
Since the norm of v is one, we obtain from (3) the following inequalities 
miniI+ - 4 C II@- k+ll 
G IlWIITII~IlT-‘II. (4 
This establishes the Bauer-Fike inequality (1). From the definition of h and 
our initial assumption (2) it follows that the right side of (4) is equal to the 
left side. This implies that 
IA- PI = II@- /-4ull. 
Because the norm of v is one, and IX - ~1 is strictly smaller than I+- (~1 for 
all eigenvalues $ not equal to X, we conclude that the jth component of v 
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must vanish in case 4 #A. Hence (A - p)u = (X - y)u, and by combining this 
result with eq. (3), we see that 
Bx=( p-h)x. (5) 
Now (A + B)x = p, and thus eq. (5) shows that Ax=hx. The left side of (5) 
can be estimated by ]]B]] .]]ri], and from our assumption (2) it follows that 
lIwI~-‘II=~~ (6) 
because the condition number is always larger than or equal to one. On the 
other hand, by using the singular value decomposition of T, see [2, p. g-111, 
and eq. (6), we conclude that T is a unitary matrix multiplied with a nonzero 
constant, and hence A is a normal matrix. By combining (2) and (6) we have 
IX - p]= ]]I3 /I, and eq. (5) can therefore be written as Bx = eie ]I B I/x, which 
shows that B is completely reduced by x, i.e., x and x’ are invariant 
subspaces of B. This completes the proof. w 
We note that our basic assumption, that one of the eigenvalues of A 
should be closest to the eigenvalue p of A + B, is satisfied in case 
2 * II T II* II T - ‘/I * 11 B II is strictly smaller than the minimum distance between 
the eigenvalues of A. Thus, we have the following 
COROLLARY. lf A is not normal, then the Bauer-Fike inequality is strict 
for mull perturbations. 
EXAMPLE 1. We will now show that the theorem can break down if two 
eigenvalues of A have the same distance to p. Consider the matrix 
A=[ -::: -:::I* 
We note that A is not a normal matrix, i.e., AA* # A*A. The eigenvalues of 
A are h, = 3 and X, = - 1. Furthermore, we can transform A to diagonal form 
by the matrices 
T=[ ‘: _l;], T-‘=&j[ ‘n _l;]a 
The singular value decomposition UX V* of T is 
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This shows that ]] T 11. IIT -‘II is equal to two and two is therefore an upper 
bound for the condition number of the eigenvalue problem. The following 
considerations make clear that the condition number is equal to two. We 
perturb the matrix A by 
B= I 1 O 1. -1 0 
The matrix A + B has a double eigenvalue p= 1, but can not be transformed 
to diagonal form since it has only one eigenvector. We note that the two 
eigenvalues of A have the same distance to ~1 and this violates the basic 
assumption of our theorem. Since the norm of B is one, we find 
minilAj- II = IIBII * IITII * lIT-lll, 
both sides being equal to two. However, the matrix A is not normal, and this 
shows that Theorem 1 is in a sense best possible. 
3. A CONVERSE RESULT USING THE p NORM 
The original Bauer-Fike inequality was proved for axis-oriented matrix 
norms (see [l]). It is therefore of interest to investigate whether Theorem 1 
can be generalized to these norms. Our proof only requires that the norm is 
strictly monotone and that eq. (6) f orces T to be a unitary matrix. A norm is 
called monotone if Ix]< 1 yI implies that ]]x]] < ]I y ]I and if, in addition, one of 
the components of x is strictly less than the corresponding component of y 
implies that (/x/J < 1) y((, then we call the norm strictly monotone. Thus, the 
max norm is an example of a monotone norm which is not strictly monotone. 
In this section, we will extend Theorem 1 to p norms where I] T lip is the 
operator norm corresponding to 
for l< p<cc and ]]x]]~= maxi] xi]. The following lemma is the basis of 
Theorems 2 and 3 below. 
LEMMA 1. LetTbeacomplexmatrkIfl<p<2or2<p<wand 
IITII,W-‘II,=L 
then T= yPD where y is a positive number, P is a permutation matrix, and 
D is a unitary diagonal matrix. 
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Proof, Let y be the p norm of T. By considering y - ‘T instead of T we 
can assume that ]]T]],=~]T-l]]p=l. This implies that 
IIT$= II$,> (7) 
for all x’, which shows that the p norm of each column of T is one. We also 
note that IITII,=1jT*lI, where q is the conjugate exponent of p, i.e., 
P -l+q- ’ = 1 and it is therefore sufficient to prove the lemma for 1 < p < 2. 
Let x=(1,1,0 ,..., 0)* where e is a real number, and denote the first two 
columns of T by t and s. For this choice of x eq. (7) shows that 
qtj+ESi~P=l+~c~p, (8) 
where ti and sj are the components of t and s, respectively. Let J be the set 
of indices i such that tj#O and denote its complement by S. Equation (8) 
then takes the form 
~,~tj~~~l+~i~~=l+~~~~{l-~s~sj~~}, (9) 
where zj = sj/ tj for all i E J. By changing E to - E and combining the result 
with eq. (9), we are lead to 
2+2c~~.J~=z,~tj~~{~1+~~j~~+~l-~j(~}, (LO) 
where C = 1 - C s]sj]P is a nonnegative constant. We will show that C = 0. 
Because 1 < p < 2, we obtain from the general theory of weighted means, see 
[3, p, 261, the following elementary inequalities 
where the last step is a consequence of Bernoulli’s inequality, see [3, p. 401. 
By applying this inequality in eq. (lo), we get the following estimate 
where we have used that the p norm of t is one. Since 1 < p < 2, we can now 
conclude that C vanishes by letting E go to zero. This shows that sj = 0 for all 
tj # 0 because the p norm of s is one. By interchanging the role of s and t as 
well as considering other pairs of columns of T, we conclude that tjitil = 0 for 
all i# 1. Hence, there is precisely one nonzero element in each column and 
each row, and since the p norm of each column is one, this element must be 
one in absolute value. The matrix T is therefore a product of a permutation 
matrix P and a diagonal matrix D having all its elements equal to one in 
absolute value. This completes the proof. n 
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We mention that there are several other ways to prove Lemma 1. If for 
example T is a real matrix then the basic idea is to expand (1 + ex$’ in eq. (9) 
in a absolutely converging power ‘series for E sufficiently small and then 
compare the left and right hand side. If p is an even number larger than two 
and T is real, then we can prove the lemma just by using the binomial 
theorem in eq. (8). We will now apply Lemma 1 to give a proof of 
THEOREM 2. Let T transform A to diagonal form and let (A + B)x = px, 
where BZO. Assume that only one eigenvalue of A is closest to CL, and 
denote it by h. If l< p<2 or2<p<cc and 
I~-~l=II~IIP~II~-lIIP~II~Ilp~ 
then A is a diagonal matrix. Moreover Ax =Xx and Bx = eieJI B II p*x. 
Proof. We can copy most of the proof of Theorem 1 if we replace the 
Euclidian norm by the p norm. To obtain (4) and conclude that v1 vanishes’ 
for h, #A, we use the fact that the p norm is strictly monotone. Further, we 
substitute the arguments following eq. (6) by Lemma 1, which shows that 
T= YPD, and we find that A = PAP - ‘. The matrix A is therefore a diagonal 
matrix and has the same elements as A, but in permuted order. This 
completes the proof. n 
THEOREM 3. Let T-‘AT be a diagonal matrix and let y*(A+ B) = py*, 
where BZO. Assume that only one eigenvalue of A is closest to p, and 
denote it by h. Zf p = co and 
then A is a diagonal matrix. Moreover, y*A=Xy* and y*B=e*((BII, y*. 
Proof. The assumptions of Theorem 3 for p = CC are equivalent to the 
requirements of Theorem 2 with p = 1 if we, in Theorem 2, replace A, B and 
T -’ by A*, B*, and T* and substitute y, F, and il in the place of x, IL, and A. 
Thus the conclusion follows from the corresponding one in Theorem 2. 
Notice, however, that in, Theorem 3, y is a left eigenvector of A and B, 
whereas in Theorem 2 x is a right eigenvector. n 
4. A COUNTEREXAMPLE FOR ELLIPSOIDAL NORMS 
We have now generalized Theorem 1 to a large class of axis-oriented 
norms. The following example shows that we can not hope to extend the 
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converse result to all axis-oriented norms. The theorem is not valid for 
ellipsoidal norms, a class which only has the 2 norm in common with the p 
norms. 
EXAMPLE 2. Let x be a vector with two components xi and x,. We 
define the norm of x by 
It is easy to see that the unit sphere K corresponding to this norm is the 
ellipse with semi axis l/2 and 1 in the xi and x, directions, respectively. Let 
s = sin8 and c = cos0 and consider the matrices 
An explicit calculation shows that IIZ’xllK=IIxIIK for all x, and thus J(Tl/x 
=IIT-‘11x=1. We now define 
The eigenvalues of .A are hi = 0 and A, = 1, and a comparison of AA * and 
A *A shows that A is normal iff SC = 0 or s2 = c2. We will now choose s and c l 
such that A is not normal and study the perturbation of the eigenvalues of A. 
Let B = 61. Then /I B II x = 61 and 
A+B=T 
‘l+S 
[ 1 s T-’ 
which shows that the eigenvalues of A + Z? are 6 and 1+ 8. If ZL = 1 + 6 and 
-1/2<S<co, then we have 
both sides being equal to 16 I. Hence, all assumptions in Theorem 1 are 
satisfied except for the choice of norm, but the main conclusion, that A is 
normal, is false. 
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