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DERIVED GALOIS DEFORMATION RINGS
S. GALATIUS, A. VENKATESH
ABSTRACT. We define a derived version of Mazur’s Galois deformation ring.
It is a pro-simplicial ringR classifying deformations of a fixed Galois represen-
tation to simplicial coefficient rings; its zeroth homotopy group pi0R recovers
Mazur’s deformation ring.
We give evidence that these rings R occur in the wild: For suitable Galois
representations, the Langlands program predicts that pi0R should act on the ho-
mology of an arithmetic group. We explain how the Taylor–Wiles method can
be used to upgrade such an action to a graded action of pi˚R on the homology.
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1. INTRODUCTION
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2 S. GALATIUS, A. VENKATESH
1.1. The Langlands program posits a bijection between automorphic forms and
Galois representations. The study of p-adic congruences leads to the definition
of a “p-adic moduli space of automorphic forms,” namely the spectrum SpecpTq
of a suitable Hecke algebra, and a “p-adic moduli space of (geometric, e.g. crys-
talline) Galois representations,” the spectrum SpecpRq of Mazur’s Galois deforma-
tion ring. Proving that the natural map
(1.1) R
„
Ñ T
is an isomorphism is the basis of modern proofs of modularity, after the work of
Wiles and Taylor–Wiles [39, 34].
The purpose of this paper is to construct a derived version R of R, a pro-finite
simplicial ring; it represents Galois deformations with coefficients in simplicial
commutative rings. It is unsurprising that a derived version should play a role:
speaking informally, the locus of crystalline Galois representations of GalpQ{Qq
is obtained by intersecting the space of Galois representations of GalpQ{Qq with
the space of local geometric representations of GalpQp{Qpq and the intersection is
not, in general, transverse.
The existence of R follows by applying the derived Schlessinger criterion of
Lurie [22]. The first part of this paper is a leisurely exposition of this criterion and
also supplies various basic results that are useful when applying it. The goal of the
second part is to explain how R arises naturally in the Taylor–Wiles method, or
rather the obstructed version of this method developed by Calegari and Geraghty:
[6, 15, 20].
Our initial motivation for this construction was the numerology of the Betti num-
bers for an arithmetic group Γ. For instance, if Γ ď SLnpZq, it appears that the
exterior algebra of a vector space of dimension δ :“
“
n´1
2
‰
acts on H˚pΓ,Qpqχ,
where the subscript χ means that we take the χ-eigenspace for a tempered charac-
ter χ of the Hecke algebra, and there is a similar story for any arithmetic group (see
[38] for elaboration and discussion). Now let O be the ring of integers of Qp and
ρ : GalpQ{Qq Ñ GLnpOq the Galois representation attached to χ and ρ its mod
p reduction. Suppose the standard conjecture that ρ does not have characteristic
zero crystalline deformations. Then π˚Rρ bπ0Rρ Qp is isomorphic to an exterior
algebra on δ generators, where the map π0Rρ Ñ Qp is the one associated to ρ.
This numerical coincidence naturally suggests that π˚Rρ might in fact freely act
on the integral homology H˚pΓ,Oqρ, where the subscript ρ on homology means
that we localize at the corresponding ideal of the Hecke algebra. This should gen-
eralize the way that the usual deformation ring acts on the homology of a modular
curve, and this is indeed what we establish under suitable hypotheses. (Note that
the precise hypotheses are rather involved, but we give references to where they
are specified; also, in the main text, we work with a specific finite field k and its
Witt vectors, rather than Fp and O as above.)
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Part of the main theorem: Assume the existence of Galois rep-
resentations attached to (possibly torsion) homology classes (Con-
jecture 6.1); this amounts to giving an action of π0Rρ onH˚pΓ,Oqρ.
Then, under conditions on ρ that include enforcing “minimal level,”
(§10, §13.1), the homology H˚pΓ,Oqρ admits a free action of
π˚Rρ, extending the action of π0Rρ.
For more, see §1.4 and the exact result is Theorem 14.1. Our simplifying as-
sumptions on ρ are certainly restrictive; nonetheless we expect the statement above
to be valid without any local assumptions, at least as long as one deals with crys-
talline representations in the Fontaine–Laffaille range. See also Remark 1.1.
The proof amounts to using the Taylor–Wiles method to upgrade the action of
the usual deformation ring π0R on H˚pΓ,Oqρ to a graded action of π˚R. Very
roughly speaking, the Taylor-Wiles method shows that one can lift to a situation
with unobstructed deformation theory, i.e. where the analogue R1 of R satisfies
R1 » π0R
1; and then one descends. This method of defining the action of π˚R is
very indirect, and we hope that it can be replaced by a better, more direct construc-
tion.
In more detail: the method of Calegari and Geraghty has already shown that
the homology H˚pΓ,Oqρ has the structure of a free module under a certain Tor-
algebra that arises in the Taylor-Wiles limit process. The meaning of this Tor-
algebra is a priori obscure, because it depends on all the choices made in that limit
process. So what we really do is to identify this Tor-algebra with a more intrinsic
object, π˚R.
What would be even better would be to refine this result by giving a chain level
action of the simplicial ring R on the chain complex of Γ.
After a brief review (§1.2) of simplicial rings, we give a quick overview of the
definitions (§1.3) and explain what we prove about it (§1.4).
1.2. Simplicial commutative rings. In this paper we shall write SCR for the cate-
gory of simplicial commutative rings. Since it is not standard in the number-theory
literature, let us briefly recall this concept. This is intended informally, and not as
a substitute for a rigorous introduction; for that see [12, 24]. Also, note that we are
only ever interested in simplicial commutative rings, and occasionally will drop the
word “commutative.”
For a topological commutative ring R, the homotopy groups π˚pR, 0q with
basepoint 0 P R carry the structure of a graded ring, whose addition is defined
by pointwise addition of continuous maps into R. To define the multiplication we
represent classes in πjpR, 0q by maps r0, 1s
j Ñ R sending the boundary to 0, and
then we use the maps r0, 1sj ˆ r0, 1sk Ñ r0, 1sj`k .
One can extract from R a purely algebraic object – a model example of a sim-
plicial commutative ring – which carries enough information to recover the graded
ring π˚R: LetRn “ SingnpRq be the set of continuous maps from the n-simplex
∆n into R. The inclusion of the n-simplex as the ith face of the pn ` 1q-simplex
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gives a map di : Rn`1 Ñ Rn; similarly, collapsing an pn ` 1q-simplex to its
ith face gives maps si : Rn Ñ Rn`1. These maps di : Rn Ñ Rn´1 and
si : Rn Ñ Rn`1, i “ 0, . . . , n, satisfy various axioms, such as didj “ dj´1di
when i ă j.
It is possible to recover the homotopy groups π˚R from the collection of Rn
and the maps di and si: one builds a CW-complex |R|, the “geometric realization,”
by gluing one copy of ∆n for each element of Rn, and then there is a canonical
map |R| Ñ R which induces isomorphisms on all homotopy groups.
A simplicial commutative ring is a collection of (commutative) rings Rn pn ě
0q modelled on this situation: i.e. equipped with maps di : Rn Ñ Rn´1 and
si : Rn Ñ Rn`1 satisfying the same axioms as the model case above. To such a
simplicial R we may associate homotopy groups πpR in a way that will recover
π˚R in the model case above (just take πp of the geometric realization |Rn|). For
example, π0R is the quotient ofR0 by the ideal pd0 ´ d1qpR1q. The direct sum
(1.2) π˚R “ ‘pπppRq
inherits the structure of a graded ring.
A map f : R Ñ R1 of simplicial commutative rings is a weak equivalence if
the induced map of homotopy groups is an isomorphism. This is equivalent to the
map of geometric realizations being a homotopy equivalence.
Any (usual, non-simplicial) commutative ring R gives rise to a simplicial ring,
in which we take all Rn’s to equal R, and all di and si are the identity map of R.
By a slight abuse of notation, the resulting simplicial commutative ring shall often
be denoted by the same letter R. Objects of SCR arising in this way are called
constant, and this construction gives a full and faithful embedding of the category
of commutative rings into SCR. This embedding is right adjoint to the functor π0
from SCR to commutative rings. An object R P SCR is weakly equivalent to a
constant object if and only if the natural map R Ñ π0R is a weak equivalence,
which in turn happens if and only if πiR “ 0 for all i ą 0. Let us say that R is
homotopy discrete when that happens.
Finally, for k a field, we will be interested in “Artinian” simplicial rings over k:
simplicial commutative rings R equipped with a homomorphism π0R ։ k and
with the properties that π0R is Artin local in the usual sense, πiR vanishes for
all large enough i, and finally each πiR is a finitely generated π0R-module. We
denote by Artk the category with objects the Artinian simplicial rings over k, and
the morphisms are those morphisms of simplicial commutative rings that commute
with the map to k.
It shall be important later on that these categories come with simplicial enrich-
ments: for objects A and B of SCR the set of morphisms A Ñ B is the set
of 0-simplices in a simplicial set HomSCRpA,Bq, and similarly for the category
Artk. In particular any representable functor naturally takes values in simplicial
sets.
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1.3. Overview of the derived deformation ring. For simplicity in this section,
we gloss over several technical points – in particular, the role of categories of pro-
objects, and we talk only about GLn instead of a general algebraic group.
For a finite set of primes S, let
ΓS “ π
et
1 pSpec Zr1{Ssqq “ GalpQ
pSq{Qq,
the Galois extension of the largest extension QpSq unramified outside S, and we fix
k a finite field whose characteristic divides S. We fix a representation
ρ : ΓS Ñ GLnpkq
which we suppose to have centralizer consisting only of scalar matrices. Then,
informally, Mazur’s (non-simplicial) deformation ring R is the completed local
ring of the representation variety of the group ΓS at the representation ρ : ΓS Ñ
GLnpkq; more precisely R represents the functor Defρ which sends an Artin ring
AÑ k augmented over k to the set
DefρpAq “
`
lifts ρ˜ : ΓS Ñ GLnpAq
˘
{
`
kernel of PGLnpAq Ñ PGLnpkq
˘
.
Explicitly, then, there is a natural bijection of set-valued functors
(1.3) HompR,´q Ñ Defρp´q.
(where, on the left hand side, we consider only homomorphisms that commute with
the augmentations to k).
The derived versionR represents the functor which sends a simplicial Artin ring
A, augmented over k, to a simplicial set DefρpAq, defined similarly to the above
but replacing the set of lifts ρ˜ by a suitable simplicial set. For this, one needs to
generalize the objects appearing in the above definition.
To give the reader some sense of the subtleties involved, let us briefly outline
one way of carrying out this generalization, although we proceed differently in the
text: For a simplicial commutative ringA, we may defineGLnpAq as the simplicial
monoid consisting of those path components of MnpAq “ A
n2 which map to
GLnpπ0Aq ĂMnpπ0Aq. (There is a more naive definition where one applies GLn
level-wise toA. This would define a functor into simplicial groups but would be no
good for our purposes: it would carry some morphisms AÑ A1 in SCR which are
homotopy equivalences into maps which are not homotopy equivalences.) Next,
homomorphisms ΓS Ñ GLnpAq must be defined in a derived sense. At least if
ΓS is a usual group and not a pro-group, one definition of the space of derived
homomorphisms ΓS Ñ GLnpAq proceeds by choosing a “cofibrant replacement”
of ΓS , which roughly speaking means a simplicial monoid Γ‚ equipped with a
homotopy equivalence |Γ‚| Ñ ΓS such that Γp is a free associative monoid on a
(possibly infinite) set for all p ě 0. Then a zero-simplex of RHompΓS ,GLnpAqq
is a map of simplicial monoids Γ‚ Ñ GLnpAq. More generally, a p-simplex of
RHompΓS ,GLnpAqq would be a map of simplicial monoids Γ‚ Ñ GLnpA
∆rpsq,
where A∆rps is the mapping space Homp∆rps, Aq, which itself has the structure of
a simplicial commutative ring. Having said this, in our later presentation, we will
use a different approach that works better for general groups (not just GLn).
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That the resulting functor is representable by some (pro-) simplicial ring R fol-
lows from the derived Schlessinger criterion of Lurie. What this means (ignoring
the “pro” subtlety for now) is that there is a natural transformation
(1.4) HompR,´q Ñ Defρp´q
of functors valued in simplicial sets, and this natural transformation induces a weak
equivalence of simplicial sets for each input A Ñ k. (Recall that the mapping
spaces between two simplicial rings itself has the structure of a simplicial set).
In the usual setting, the bijection (1.3) determines R up to unique isomorphism.
This is no longer true strictly for (1.4), only up to homotopy: any two R’s will be
homotopy equivalent as pro-simplicial rings, and in a suitable sense there will be a
contractible space of comparison maps. Thus we should, strictly speaking, speak
only of “a representing ring.” However, the image of R in a suitable homotopy
category is still defined up to a unique isomorphism (see §3.5 for discussion) and
therefore associated invariants such as the graded ring π˚R are again determined
up to unique isomorphism.
For formal reasons (see Lemma 7.1) π0R will be isomorphic to Mazur’s defor-
mation ringR, but in fact, we should heuristically expectR to usually be homotopy
discrete. More precisely there are always natural maps
(1.5) R ÝÑ π0R
–
ÝÑ R.
and we heuristically expect the first map to be a weak equivalence; this is substan-
tially equivalent (see Lemma 7.5) to the folklore conjecture:
Conjecture: The usual (unrestricted) deformation ring R is a com-
plete intersection ring of expected dimension.
This conjecture is seemingly quite difficult, but fortunately it is entirely irrelevant
for us; indeed, one of the advantages of the derived deformation ring R is that this
conjecture may sometimes be circumvented.
The derivedness of the rings we consider, then, most likely arises only at the
next step, when we impose local conditions:
What is important in number theory is not just the bare Galois deformation ring,
but the ring which classifies only lifts ΓS Ñ GLnpAq that are (suitably defined)
“crystalline” (or similar; see §9). In our setting, this means that we represent not
the functor A ÞÑ DefρpAq but rather the homotopy fiber product
(1.6) Defρ ˆ
h
Defρp
Def
crys
ρp
,
where Defρp is the similarly defined deformation functor for the restriction ρp of ρ
to the Galois group of Qp, and Def
crys
ρp
represents the crystalline deformations for
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ρp. Recall (see Example A.4) that this homotopy fiber product fits into the diagram
(1.7) Defρ ˆ
h
Defρp
Def
crys
ρp
//

Def
crys
ρp

Defρ // Defρp
and, explicitly it assigns to A P Artk a simplicial set whose (e.g) vertices cor-
respond to a vertex of DefρpAq, a vertex of Def
crys
ρp
pAq and finally a path (i.e. a
1-simplex) between their images inside DefρppAq.
For the moment, denote byRcrys a ring that represents the functor (1.6). This is
the derived deformation ring that is of primary interest to us.
In the most classically studied cases, for example, deformations of Galois rep-
resentations for the modular curve, the ring Rcrys will again be, under mild as-
sumptions, homotopy discrete: that follows by Lemma 7.5 and the fact that the
usual crystalline deformation ring is known to be a complete intersection. In other
words, the derived ring carries no extra information at all.
But for the general case (when one studies modular forms on SLn for n ě 3,
for example – or for that matter if we consider even 2-dimensional Galois repre-
sentations), Rcrys should not be expected to be homotopy discrete - it has higher
homotopy groups. In the next section, we explain how it should relate to the ho-
mology of arithmetic groups.
We have already mentioned that π0R – R. A second basic property of the
deformation ring R is that we can identify its André-Quillen cohomology with the
cohomology of ΓS , valued in the adjoint representation:
pAndré-Quillen cohomology ofW pkq Ñ R in degree iq – H i`1pΓS ,Ad ρq
There are similar results for the ringRcrys where we impose crystalline conditions.
To get a sense of the extra information in R, let us discuss briefly π1R, which
is a module over π0R. Roughly speaking, π1R is made of two pieces: the first
is related to the failure of R to be complete intersection; and the second is related
to the discrepancy between dimH2pΓS ,Adρq and the number of relations in a
minimal presentation of R. The equation (4.7) gives a precise formulation of the
prior sentence.
Comparison with naive construction using Tor-groups: It is well-known that
“derived” rings arise naturally when one takes non-transversal intersections: infor-
mally, when one intersects the subvarieties X,Y Ă Z , the structure sheaf ofXXY
should be considered as a (homotopy) sheaf of simplicial commutative rings whose
homotopy groups are given by TorOZ˚ pOX ,OY q. In the story above, derivedness
has come from the non-transversal intersection between
X “ the moduli space of geometric representations of GalpQp{Qpq
Y “ the moduli space of ΓS-representations
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within
Z “ the moduli space of all representations of GalpQp{Qpq.
Correspondingly, an easier-to-define version of the derived representation ring could
be made by
(1.8) Tor
Rp
˚ pR,R
crys
p q,
where R,Rp,R
crys
p are respectively the usual deformation ring, deformation ring
at p, and the crystalline deformation ring at p. If we accept the Conjecture dis-
cussed after (1.5), this direct construction actually does give the homotopy groups
π˚R
crys. Unsurprisingly it is nonetheless helpful to work with the more refined
version of the construction rather than this more concrete version; for example, we
do not need to worry about the validity of the Conjecture (if the Conjecture is false,
(1.8) will not have good formal properties).
1.4. Arithmetic results about the derived deformation ring. As mentioned in
the abstract, the point of the number theory section is to describe how the ring
Rcrys arises naturally in the context of the Langlands program. More precisely,
the Langlands program predicts (approximately speaking) that π0R
crys acts on the
homology of arithmetic groups, and we show that the Taylor–Wiles method can
be used to upgrade this action to a graded action of π˚R
crys. To carry out this
upgrading, we establish an isomorphism between π˚R
crys and a limit ring that
arises in the Taylor-Wiles method (in the form [6] of Calegari-Geraghty).
Our results require some assumptions (Conjecture 6.1, similar to the conjectures
assumed in [6]) on the existence of Galois representations and local-global com-
patibility, which are not known in general at present; we assume they are known in
the discussion that follows.
We need to briefly summarize the setup of the Taylor–Wiles method. In the para-
graphs that follows, we will be talking of usual (rather than derived) deformation
rings, and will denote the usual rings by roman face, e.g. R.
In the Taylor-Wiles method, we wish to study the deformation ring R of a given
residual representation ρ : GalpQ{Qq Ñ Gpkq, with G an algebraic group and k a
finite field of characteristic p. This representation ρ arises, by means of the Lang-
lands correspondence, from a Hecke eigenclass in the homology of some arith-
metic manifold Y . The situation and our precise local and global assumptions are
detailed more carefully in §13.1.
In our discussion we will always assume that ρ is crystalline at p. All our de-
formation rings will be those with crystalline conditions imposed at p, and we will
therefore omit the superscript “crys” from our notation.
LetW “W pkq be the ring of Witt vectors of k.
To proceed one considers the deformation ring Rn after enlarging the set S,
replacing it by S
š
Qn for a suitable set of auxiliary primes.
Now there is a natural mapRn Ñ R. Moreover, by studying the action of inertia
groups in S we produce a map pZ{pnqs Ñ Rˆn , for suitable s; thusRn is an algebra
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over Sn “ W rrpZ{p
nqsss, the group algebra of pW {pnqs. Finally one can recover
R by descent:
(1.9) R “ Rn bSn W.
By a suitable limit process one can choose the rings Rn,Sn to approximate (i.e.
be quotients of) limit rings R8,S8 that are of a very simple shape: in the best
situation (which we will suppose from now on), they are both formal power series
rings overW , i.e.
R8 »W rrx1, . . . , xnss, S8 »W rry1, . . . , yn`δss
for some integers n, δ; and by taking the nÑ8 limit of (1.9), we get
(1.10) R “ R8 bS8 W.
Because of the very simple shape of the limit rings, the formula (1.10) gives a lot
of information about R.
Let us say a little bit more about how this argument works, since we will need
some of its internal notation. When we say Rn approximates R8, what we actually
mean is that a certain Artinian quotient Rn ։ Rn is isomorphic to a quotient of
R8, where both quotients become deeper and deeper as nÑ8. There is a similar
result to (1.9) using Rn and Sn :“ Sn{p
n instead of Rn, and just recovering a
certain quotient of R (this quotient will become closer and closer to all of R as n
increases). One then obtains (1.10) by taking the n Ñ 8 limit of this modified
version of (1.9).
It was discovered by Calegari and Geraghty that not just the tensor product, but
also the higher Tor groups, play an important role in the theory of modular forms.
Their analysis implies the following:
(Calegari–Geraghty): The homologyH˚pY q of the associated arith-
metic manifold Y , localized at the ideal m of the Hecke algebra
that corresponds to ρ, is free over the graded ring TorS8˚ pR8,W q.
Our main result is that, in fact, these Tor-groups are captured by the derived
deformation ring:
Main theorem with assumptions as above: Notations as above,
with R the derived deformation ring of ρ with crystalline condi-
tions imposed at p, there is an isomorphism of graded rings
π˚R » Tor
S8
˚ pR8,W q.
From the result of Calegari–Geraghty above, it follows that
(i) the localized homology H˚pY qm carries the structure
of a free graded module over π˚R, and therefore
(ii) πjR is nonvanishing precisely for 0 ď j ď δ.
See Theorem 14.1 for the precise statement. Note that there are various choices
made in the proof of Theorem 14.1, e.g., choices of subsequences to make com-
pactness arguments, and a priori the module structure from (i) might depend on
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all these choices. In fact it does not – this independence is proven only in the final
section §15.
We now describe the proof, in outline.
The first step of the proof is to construct a map from R to the derived tensor
product R8 bS8 W . To do this, we use a compactness argument to extract a limit
of the following maps:
(1.11) R » RnbSnW Ñ π0Rnbπ0SnW Ñ RnbSnW {p
n
where Rn,Sn are derived versions of Rn and Sn and b is a derived version of
tensor. The first isomorphism is a formality: it exhibits that “a representation of
level S
š
Qn unramified at Qn is actually of level S.” The second is functoriality
of the (derived) tensor product. The last map arises from π0Rn “ Rn Ñ Rn and
similar for S .
Now, passing to the limit over n, we produce a mapRÑ R8bS8W . We check
it is an isomorphism by checking the induced map on André–Quillen cohomology.
Both sides have tangent complexes supported only in two dimensions, and it’s
clear it’s an isomorphism in one degree; to verify in the other degree, we check the
induced map is surjective and then compare Euler characteristics.
Although the implications (i) and (ii) mentioned in the statement of the Theorem
don’t seem to be accessible without proving the full result, other implications of
the Theorem are obvious or can be obtained more directly. Let us talk through
these to give some orientation of where the content is.
(a) The theorem implies that R (at least at the level of homotopy groups) is
obtained by taking n free generators and imposing (in the derived sense)
n ` δ relations. This can be deduced directly from general facts of defor-
mation theory (cf. Corollary 4.5), where n is the dimension of a suitable
tangent space.
(b) The theorem implies that, when δ “ 0, R is homotopy discrete, i.e. the
natural map R Ñ π0R is an isomorphism. This can be deduced directly
(Lemma 7.5) if one knows that π0R is a complete intersection of the ex-
pected size. When δ “ 0 one can usually get this from the usual Taylor-
Wiles method [39, 34]; one does not really need to go through the main
theorem.
(c) The theorem also allows to compute the homotopy groups in characteristic
zero: a geometric lift ρ˜ of the original Galois representation to W gives
a homomorphism π0R Ñ W ; writing E for the quotient field of W pkq,
the associated ring π˚R bπ0R E is isomorphic to the exterior algebra of
a δ-dimensional vector space over E. Again this can be deduced directly
without much trouble (at least, assuming vanishing of H1f pAdrρq, which is
a consequence of standard conjectures).
On the other hand, neither of the noted implications (i) or (ii) are obvious on
general grounds. In particular the statement about the free action on homology
seems to be the key point.
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To conclude, we study in §15 the relationship betweenR and the derived Hecke
algebra introduced in [37]. The derived Hecke algebra and the derived representa-
tion ring seem to be of different natures; the Hecke algebra acts on cohomology,
increasing cohomological degree, andR on homology, increasing homological de-
gree. The relationship is as follows: one looks like the exterior algebra on a vector
space V and the other looks like the exterior algebra on V˚. The eventual result
(Theorem 15.2) shows, in particular, that the action of π˚R is in fact independent
of the choice of sequence of Taylor–Wiles primes used.
We also mention the related paper [16] of Hansen and Thorne. There an action
of an exterior algebra on homology is produced by (roughly speaking) adding level
at p (rather than Taylor–Wiles level) and descending. It would be useful to identify
this exterior algebra also with π˚R.
Remark 1.1. Our various assumptions on ρ from §13.1 – in particular, excluding
congruences with other forms – have the effect of also forcing π˚R to be an integral
exterior algebra. As stated, the results of §15 would not be true if this were not the
case. If we dropped these simplifying assumptions, we don’t expect π˚R to be
an integral exterior algebra, but nonetheless we would expect that the comparison
results of §15 should remain true after tensoring with Q.
By contrast, the statement that the localized homology H˚pY qm carries the
structure of a free π˚R-module doesn’t use the full strength of the assumptions
on ρ – in particular, it only uses “minimal level.” We expect that it continues to be
valid, even integrally, even without that assumption.
1.5. Overview of paper and suggestions for reading. The first part of the paper
is generalities that are not specific to number theory: It uses freely the language
of model categories. An introduction to this language may be found in [12]. We
also use freely the language of homotopy limits and colimits, because we need to
work with pro-representable functors. A brief review of this language is given in
Appendix A.
§2 is an overview of basic results about Artin local simplicial commutative rings
and simplicial functors on this category; we define representability and prove a
general result concerning the approximation of a functor by a representable functor.
§4 reviews the tangent complex of a functor and Lurie’s derived Schlessinger cri-
terion, and develops some tools for manipulating and understanding (pro-)representable
functors and their representing objects.
§5 defines the functors that we are interested in representing, namely, the de-
rived space of homomorphisms from a profinite group Γ to GpAq, where G is an
algebraic group and A a simplicial ring. The definitions here require some care.
The remainder of the paper studies the specific case of deformations of a Galois
representation:
§6 and §7 collects the notation to be used in the number theory sections (§6
collects notation about Galois representations and cohomology, and §7 summarizes
notations about derived deformation rings).
12 S. GALATIUS, A. VENKATESH
§8 examines what happens to the deformation ring when we add a single prime
to the ramification set. (The result is intuitively obvious.) The case of main interest
is when this prime is a “Taylor–Wiles prime,” thus the title of the section.
§9 discusses how to impose “local conditions” on the derived deformation ring.
The point of main interest to us is imposing a crystalline condition.
§11 gets down to business: The Taylor-Wiles method involves adding a set Q of
ramified primes with carefully chosen cohomological properties. In §11 we show
that these cohomological properties give a tight control on the derived deformation
ring after allowing ramification at Q.
§12 gives an abstract discussion of how to extract limits of maps like (1.11).
§13 summarizes the obstructed Taylor–Wiles method, as developed by Calegari–
Geraghty; we use the formulation of Khare and Thorne.
§14 proves the main theorem, and §15 gives the comparison between the action
of the derived deformation ring and the derived Hecke algebra.
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2. FUNCTORS OF SIMPLICIAL ARTIN RINGS
We shall assume the reader is familiar with standard properties of the category of
simplicial sets, which we shall denote sSets, including the notion ofKan complexes
and the fibrant replacementX Ñ Ex8pXq, as well as the self-enrichment of sSets:
the set of morphisms X Ñ Y between two simplicial sets X and Y forms the 0-
simplices in a simplicial set sSetspX,Y q. This has the expected behavior when Y
is Kan (e.g. homotopy equivalences X 1 Ñ X and Y Ñ Y 1 induce a homotopy
equivalence sSetspX,Y q Ñ sSetspX 1, Y 1q when Y and Y 1 are Kan). When the
distinction between the set of maps and the simplicial set of maps is important, we
shall write sSets0pX,Y q for the set of maps.
As usual, we denote by |X| the geometric realization of the simplicial setX, and
by SingpY q the simplicial set of simplices associated to a topological space Y . We
shall write ∆q or ∆rqs for the usual simplex rps ÞÑ ∆prps, rqsq and B∆q “ B∆rqs
for its boundary. If X “ pX,x0q is a pointed simplicial set, we denote by ΩX the
simplicial loop space, i.e. the simplicial set sSetspp∆1, B∆1q, pX,x0qq of pointed
maps from the simplicial circle to X.
2.1. Simplicial commutative rings. Let us write SCR for the category of simpli-
cial commutative rings, i.e. functors from ∆op to commutative rings. Recall from
[28, II, §4] that SCR comes with subcategories of weak equivalences, cofibrations
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and fibrations satisfying the axioms of a simplicial model category. We refer there
for more details, but briefly recall some of the key definitions.
For an object R P SCR we write R∆rps “ sSetsp∆p, Rq, which is naturally an
object of SCR. If R1 P SCR is another object, the set of morphisms R1 Ñ R∆rps
is the p-simplices of a simplicial set SCRpR1, Rq of maps, and in this way SCR is
enriched over sSets.
For an object R P SCR, the homotopy groups π˚pRq “ ‘nπnp|R|, 0q form a
graded commutative ring and a morphism RÑ R1 in SCR is a weak equivalence if
it is a weak equivalence of underlying simplicial sets, i.e. induces an isomorphism
on all homotopy groups. A morphism R1 Ñ R in SCR is a fibration the underlying
morphisms of simplicial sets is a Kan fibration, and we recall that this is automatic
when the map of p-simplices R1p Ñ Rp is surjective for all p (in fact happens
if and only if the restriction to the components containing 0 is surjective in each
simplicial degree).
Finally, cofibrations R1 Ñ R are defined by a lifting property, but we shall
recall a particular source of cofibrations which play an important role in this paper.
If X is a set we shall write ZrXs for the free commutative algebra on X and
if X is a simplicial set we shall use the same notation ZrXs for the simplicial
commutative ring arising by applying this construction in each simplicial degree.
Then if R P SCR and e : B∆p Ñ R is a morphism of simplicial sets, there is a
unique extension ZrB∆ps Ñ R to a morphism in SCR, and we obtain a morphism
(2.1) RÑ R1 “ RbZrB∆ps Zr∆
ps
in SCR, whose target depends on the attaching map e : B∆p Ñ R even though
we omitted it in the notation. (In the above equation, the tensor product is taken
level-wise.)
Definition 2.1. The simplicial commutative ring obtained from R by attaching a
cell along e : B∆p Ñ R is the simplicial commutative ring R1 defined by (2.1).
For p “ 0 this just amounts to adjoining a single polynomial generator in each
simplicial degree. For any p and e the resulting map R Ñ R1 is a cofibration, as
are finite or transfinite compositions of maps of this form.
Then an arbitrary morphism R2 Ñ R may be factored as R2 Ñ R1 Ñ R where
R2 Ñ R1 is a cofibration and R1 Ñ R is both a weak equivalence and a fibration.
The existence of such a factorization is part of the axioms of a model category, but a
particular proof of its existence constructsR1 as a (possibly transfinite) composition
of cell attachments. In the special case whereR2 “ Z is the initial object we obtain
a cofibrant approximation R1 Ñ R where R1 is obtained from Z by iterated cell
attachments, similar to “CW approximations” of topological spaces. If we don’t
attempt to control the cardinality of the set of cell attachments it is possible to
construct R1 Ñ R as a functor ofR, a functorial cofibrant approximation. We shall
pick one such and denote it cpRq Ñ R or sometimes Rc Ñ R for typographical
convenience.
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Later in the paper we shall discuss the analogue of “minimal CW approxima-
tions” of topological spaces: roughly speaking we may for a given R ask for a
weak equivalence R1 Ñ R where R1 is built using the minimal possible number of
cells of each dimension. Such a minimal R1 Ñ R will not be functorial in R, but
turns out to exist, at least when SCR is replaced by a modified category “pro-Artk”
which we shall also define later.
2.2. Simplicial Artin rings. Recall that k is a fixed (usually finite) field, which
we regard as an object of SCR and write SCR{k for the over category. Following
the setup of [22], we shall be especially interested in a certain full subcategory
Artk Ă SCR{k of “Artin” objects, defined in the next subsection. In itself it is too
small to be a model category, since it does not have enough limits and colimits (e.g.
it has no initial object) – but we shall study its homotopy theory using the forgetful
functors Artk Ñ SCR{k Ñ SCR. By a mild abuse of language we shall say e.g.
“R P Artk is cofibrant” to mean that “R P Artk is has cofibrant image under the
inclusion functor Artk Ñ SCR{k”, etc.
Definition 2.2. An object A P SCR is Artin local if π0A is Artin local in the
usual sense and π˚A “ ‘nπnA is finitely generated as a module over π0A. For a
(usually finite) field k, the category Artk Ă SCR{k is the full subcategory whose
objects are the ǫ : A Ñ k with A Artin local and ǫ : π0pAq Ñ k is surjective. (In
other words, ǫ is a specified isomorphism from the residue field of π0pAq to k.)
For typographical reasons we shall often denote the object pǫ : A Ñ kq P
Artk by simply A, but we emphasize that the map to k is part of the data and that
morphisms in Artk are required to commute with the maps to k.
Lemma 2.3. If B Ñ D Ð C is a diagram in Artk such that either B Ñ D or
C Ñ D is surjective in each simplicial degree, then the fiber product A “ BˆDC
is also an object of Artk.
Proof. If one of the maps is degreewise surjective then it is a fibration and the
map to the homotopy fiber product B ˆD C Ñ B ˆ
h
D C is a weak equivalence.
(See Example A.4 for definition of the homotopy fiber product.) Therefore, the
homotopy groups of A fit into a Mayer–Vietoris short exact sequence with those
of B, C , and D. This is a sequence of modules over the ring π0pAq, from which
it is easily deduced that π0pAq is Artin local in the usual sense. The finite-length
condition also follows from the Mayer–Vietoris sequence. 
Definition 2.4. (i) If V is a simplicial k-module, the object k ‘ V P SCR{k is
defined by square-zero extension in each simplicial degree. This is an object
of Artk if and only if dimkpπ˚pV qq ă 8.
(ii) For n ě 0 write Sn “ ∆n{B∆n for pointed simplicial set obtained by col-
lapsing the boundary of the simplex to a point. Then write krns for the free
simplicial k-module generated by Sn (i.e. with p-simplices the free k-module
on the p-simplices of Sn modulo the span of the basepoint). Write k ‘ krns
for the corresponding square-zero extension.
DERIVED GALOIS DEFORMATION RINGS 15
(iii) More generally for a k-module V , write V rns “ V bk krns for the simplicial
k-module obtained as the tensor product in each simplicial degree, and k ‘
V rns for the square-zero extension.
(iv) Let Ąkrns “ t0u ˆh
krns krns be the homotopy fiber product of the diagram
0 Ñ krns Ð krns, which is again a simplicial k-module, and k ‘ Ąkrns for
the corresponding square-zero extension. Similarly for ĆV rns and k ‘ĆV rns.
The notation V rns is inspired by the corresponding notation from chain com-
plexes: the homotopy groups of V rns are concentrated in degree n and πnpV rns, 0q
is canonically isomorphic to V .
The homotopy fiber product in (iv) is contractible and has the property thatĄkrns Ñ krns is a Kan fibration. (In fact any simplicial k-module with these prop-
erties would work just as well as Ąkrns for what follows.) Similarly, k ‘ Ąkrns Ñ
k ‘ krns can be viewed as just a particular way of replacing the unique morphism
k Ñ k ‘ krns in Artk by a fibration.
The objects k ‘ krns P Artk play a special role, due to the following special
case of the pullback construction.
Example 2.5. Let h : AÑ k‘krns be any morphism in Artk, and define A1 Ñ A
by the pullback diagram (pullback in each simplicial degree)
(2.2)
A1

// k ‘ Ąkrns

A
h
// k ‘ krns,
Then, for any f : B Ñ A, the space of null homotopies of the composition B Ñ
AÑ k ‘ krns is isomorphic to the space of lifts of f to B Ñ A1.
The word “null homotopies” in the above example should be interpreted as
“paths to the trivial homomorphism through ring homomorphisms”, in the fol-
lowing way. The composition h ˝ f is a 0-simplex in ArtkpB, k ‘ krnsq as is
the composition B Ñ k Ñ k ‘ krns of the augmentation map and the unique
morphism k Ñ k ‘ krns. These two compositions assemble to one map B∆1 Ñ
ArtkpB, k ‘ krnsq and by the space of null homotopies we mean the simplicial
set of extensions to maps ∆1 Ñ ArtkpB, k ‘ krnsq. By “space of lifts” we mean
the simplicial subset sSetspB,A1q consisting of maps making the triangle com-
mute. These are isomorphic by the definition of the homotopy fiber product used
in defining Ąkrns.
One reason for the importance of the objects k ‘ krns is that any object or
morphism in Artk is weakly equivalent to one built by finitely many iterations of
the process explained in Example 2.5 above. Let us establish a few preliminary
properties of the objects k ‘ V rns.
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Lemma 2.6. Let n ě 0 and let V and W be finite-dimensional k-vector spaces.
Let R be an object of Artk and φ : π˚pRq Ñ π˚pk ‘ V rnsq an isomorphism
of graded rings. Then φ is induced by a zig-zag R Ð R1 Ñ k ‘ V rns of weak
equivalences in Artk.
Proof. First use that Z Ñ k is complete intersection, so there exists a cofibrant
model R2 of k as a Z-algebra built using generators in degree 0 and 1 only: indeed,
the ring k can be obtained from Zrxs by killing the regular sequence pp, fpxqq,
where f is any integral lift of an irreducible polynomial in Fprxs of appropriate
degree, and we may build R2 by attaching two 1-cells to Zrxs along p and fpxq.
Then there are no obstructions to finding a map R2 Ñ R inducing isomorphisms
in πk for 0 ď k ă n. Then pick a generating set v1, . . . , vd P V and write
R2rv1, . . . , vds for the simplicial commutative ring obtained from R
2 by attaching
one n-cell along the constant map 0 : B∆n Ñ R2 for each basis element, in the
sense of Definition 2.1. The morphism R2 Ñ R then extends to a morphism
R2rv1, . . . , vds Ñ R inducing a bijection in πk for 0 ď k ă n and a surjection
for k “ n. If we then define R2rv1, . . . , vds Ñ R
1 by attaching cells of dimension
n ` 1 and higher to kill generators for the kernel in πn and all higher homotopy
groups, there is no obstruction to extend to a morphism R1 Ñ R which will then be
a weak equivalence. The same argument also applies to give a weak equivalence
R1 Ñ k ‘ V rns, giving the desired zig-zag. 
Remark 2.7. It is not quite true that morphisms k ‘ V rns Ñ k ‘W rns in Artk
are “the same thing” as k-linear maps V Ñ W , even up to homotopy. For ex-
ample for n “ 1, V “ 0 and W “ k, the space Artkpk, k ‘ kr1sq is not path
connected, and in fact has π0 “ π´1tk – k. Morally, the reason for this is that
ArtkpA
c, Bq “ SCR{kpA
c, Bq is the space of derived morphisms of Z-algebras;
when A and B happen to be represented by simplicial k-algebras there is also a
notion of a derived space of k-algebra maps, but it will have a different homotopy
type.
Let us also briefly discuss tensor products of simplicial commutative rings.
Given a diagram R1 Ð R Ñ R2 we may form the tensor product R1 bR R
2
levelwise, and this inherits the usual universal property from commutative rings:
a homomorphism out of it is the same as a pair of homomorphisms out of R1 and
R2 restricting to the same homomorphism out of R. In order to obtain a homotopy
invariant version of this construction, it should only be applied when either R1 or
R2 is cofibrant as an R-algebra (e.g. it is built from R using a finite or transfinite
iteration of cell attachments). In that situation there is a spectral sequence ([28,
Theorem 6, §6, II])
E2 “ Torπ˚pRqpπ˚pR
1q, π˚pR
2qq ñ π˚pR
1 bR R
2q.
In particular suppose R Ñ R1 is a cofibration in Artk and πmpR
1, Rq “ 0 for all
m ď n´ 1. In that case the spectral sequence implies the isomorphism πnpR
1 bR
kq “ πnpR
1, Rq bπ0R k.
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Lemma 2.8. (i) Let RÑ k be an object of SCR{k. Then RÑ k is an object of
Artk if and only if there exists a sequence of cofibrant simplicial commutative
rings A0, A1, . . . ,Am with A0 “ k and a weak equivalence RÑ Am, where
Ai is a cofibrant replacement of a simplicial commutative ring A1i´1 obtained
from Ai´1 by a pullback along hi : Ai´1 Ñ k ‘ krnis as above, with all
ni ě 1.
(ii) Any morphism R Ñ A in Artk (with R cofibrant) may be factored as R Ñ
A1 Ñ A, where the first map R Ñ A1 is a weak equivalence and the second
mapA1 Ñ A is obtained by composing a finite sequence of pullback diagrams
as in (2.2) (and cofibrant replacement) with varying n ě 0.
Proof sketch. For (i) see also [22, Lemma 6.2.6].
We prove (ii). We will use Postnikov truncations, for which we refer the reader
ahead to §3.1. Without loss of generality we may assume that R Ñ A is a cofi-
bration. Suppose in addition that it is pn ´ 1q-connected, i.e. that the relative ho-
motopy groups π˚pA,Rq vanish in degrees strictly below n ´ 1, for some n ě 1,
and consider the map from A to the tensor product A bR k. Then πnpAbR kq “
πnpA,Rqbπ0Rk “ V for some k-vector space V . Then the truncation τďnpAbRkq
has the same homotopy groups as k‘ V rns and hence for R and A cofibrant there
is a commutative diagram
R //

k ‘ĆV rns

A // k ‘ V rns
such that the induced map πmpA,Rq Ñ πmpk ‘ V rns, kq is an isomorphism for
m ă n and surjective for m “ n. If we write R Ñ A1 for the induced homo-
morphism from R to the pullback of the rest of the diagram, then we conclude that
this map remains pn´1q-connected and that the group πnpA
1, Rq is identified with
the kernel of the quotient map πnpA,Rq Ñ πnpA,Rq bπ0R k – πnpA,A
1q “ V .
Since πnpA,Rq has finite length as a module over π0R we may repeat this process
finitely many times to achieve πnpA
1, Rq “ 0 so that R Ñ A1 is n-connected.
Then continue by induction. This finishes (ii) in the case where π0pRq Ñ π0pAq
is surjective, and in particular proves (i).
If π0pRq Ñ π0pAq is not surjective there is an easy preliminary step first, using
n “ 0. 
The first part of the above lemma has the following analogy in pointed spaces. A
pointed connected space is p-finite if it has only finitely many non-zero homotopy
groups, all of which are finite p-groups. Then a pointed connected space is p-finite
if and only if it is weakly equivalent to one obtained from a point by finite iterations
replacing a pointed space X by the homotopy fiber of a map h : X Ñ KpFp, nq,
with varying n ě 2. The second part of the above lemma has a similar analogy for
maps between p-finite spaces. (We find the analogy to p-finite spaces instructive
and shall return to it later in the paper.)
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2.3. Functors and natural transformations. We shall study functors F : Artk Ñ
sSets and natural transformations between them.
Definition 2.9. A natural simplicial homotopy between two natural transforma-
tions S, T : F Ñ G is a natural transformation ∆r1s ˆ Fp´q Ñ G giving a
homotopy between S, T : FpAq Ñ GpAq for all A.
From this definition of simplicial homotopy one could define a notion of “nat-
ural simplicial homotopy equivalence” in terms of functors in both directions and
homotopies from the two compositions to the two identity natural tranformations,
but that would be a very strict notion rarely satisfied in practice. The following
weaker notion is much more useful.
Definition 2.10. Let F ,G : Artk Ñ sSets be two functors. A natural weak
equivalence is a natural transformation T : F Ñ G inducing a weak equivalence
FpAq Ñ GpAq for all A P Artk. Two functors are naturally weakly equivalent if
there exists a (finite) zig-zag of natural weak equivalences between them.
For example, any functor is naturally weakly equivalent to one taking values
in Kan simplicial sets. Indeed, either of the natural transformations FpAq Ñ
Sin|FpAq| or FpAq Ñ Ex8pAq is a natural weak equivalence, where Ex8 is
Kan’s infinite iteration of the adjoint subdivision. We shall be mostly concerned
with functors having the following extra property.
Definition 2.11. A functor F : Artk Ñ sSets is homotopy invariant if Fpφq :
FpAq Ñ FpBq is a weak equivalence for any weak equivalence φ : A Ñ B in
Artk.
Definition 2.12. A simplicial enrichment of a functor F : Artk Ñ sSets is the
specification of maps of simplicial sets ArtkpA,Bq Ñ sSetspFA,FBq for all
objects A,B, agreeing with the functoriality on 0-simplices and compatible with
the compositions in the sSets-enriched categories Artk and sSets.
A simplicially enriched functor is a functor together with a simplicial enrich-
ment.
Lemma 2.13. Any homotopy invariant functor F : Artk Ñ sSets is naturally
weakly equivalent to a simplicially enriched one. In fact, there is a simplicially
enriched functor F 1 with Kan values and a natural weak equivalence F Ñ F 1.
Proof sketch. We briefly give the construction: for an object A P Artk we write
A∆rps “ HomsSetsp∆rps, Aq. For fixed rps, this simplicial set is canonically a
simplicial ring. Since A is automatically fibrant as a simplicial set, the canonical
map AÑ A∆rps is a weak equivalence of simplicial sets and in particular A∆rps is
again an object ofArtk. Let F
1pAq be the diagonal simplicial set of the bisimplicial
set rps ÞÑ F pA∆rpsq, i.e. the p-simplices of F 1pAq are the p-simplices of F pA∆rpsq.
The canonical map of simplicial sets F pAq Ñ F 1pAq is a weak equivalence and it
is possible to simplicially enrich F 1 in a natural way. For further details see [29,
Corollary 6.5]. 
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Thus, when proving a statement of the form that a certain homotopy invariant
functor F is naturally weakly equivalent to another functor with certain properties,
we may without loss of generality assume that F takes values in Kan complexes
and is simplicially enriched.
2.4. Representable functors. Following Schlessinger and Lurie, we shall be in-
terested in functors which are representable and functors which are pro-representable.
Definition 2.14. A functor F : Artk Ñ sSets is representable if it is naturally
weakly equivalent to HompR,´q for some cofibrant object R P Artk.
When F is simplicially enriched, there is a “simplicial Yoneda-lemma”: send-
ing a natural transformation T : HompR,´q Ñ F of functors Artk Ñ sSets to
the zero-simplex T pidq P FpRq gives a bijection between such natural transforma-
tions and zero-simplices of FpRq. In the same way, natural simplicial homotopies
∆r1s ˆHompR,´q Ñ F correspond to 1-simplices of FpRq, etc.
Lemma 2.15. A simplicially enriched functor F : Artk Ñ sSets is representable
if and only if there exists a cofibrant R P Artk and ι P FpRq such that the induced
HompR,´q Ñ F is a natural weak equivalence.
A general (possibly unenriched) representable functor F is automatically ho-
motopy invariant because HompR,´q is homotopy invariant for any cofibrant R P
SCR. (This follows, e.g., from [17, Lemma 1.1.12], together with the fact that
all simplicial rings are fibrant.) Therefore, by Lemma 2.13, we can always find a
zig-zag F Ñ F 1 Ð HompR,´q of length two.
Proof. It suffices to prove that if S : F Ñ HompR,´q is a natural weak equiv-
alence, then there exists a natural transformation T : HompR,´q Ñ F such that
ST is naturally simplicially homotopic to the identity natural transformation.
To construct such a T , pick ι P FpRq such that Spιq P HompR,Rq is in
the same path component as the identity map and let T be the corresponding
natural transformation. Then ST is the natural transformation corresponding to
Spιq P HompR,Rq. Since this is a Kan complex, there is a 1-simplex λ : ∆r1s Ñ
HompR,Rq connecting the identity with Spιq; the adjoint λ P HompR,R∆r1sq
classifies a natural transformation ∆r1s ˆ HompR,´q Ñ HompR,´q from the
identity to ST . 
2.5. Approximation by representable functors. Representable functors play a
central role in this paper, and we shall need criteria for which functors are repre-
sentable. Let us first discuss some more simple-minded methods for “approximat-
ing” an arbitrary homotopy invariant, simplicially enriched, Kan valued functor
F : Artk Ñ sSets by representable ones. Our method shall be a homotopy version
of the following strategy. Suppose C is an essentially small category which has all
small limits and F : C Ñ Sets is a functor. Then there is a category whose object
are pairs pc, φq where c is an object of C and φ : Cpc,´q Ñ F is a natural trans-
formation; the morphisms pc, φq Ñ pc1, φ1q are pairs of a morphism c1 Ñ c and a
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natural isomorphism between the two resulting functors Hompc1,´q Ñ F . Then
we may to each such functor F canonically associate an object cF “ limpc,φq c,
and natural tranformations
Cpc0,´q Ð colimpc,fqCpc,´q Ñ F,
which are natural isomorphisms if F happens to be representable. In particular this
formula extracted a representing object c0 directly in terms of the functor F .
We shall follow a similar procedure to extract a representing object R P Artk
from a representable functor F : Artk Ñ sSets. First, we must replace all lim-
its and colimits by homotopy limits and homotopy colimits. Second, the cate-
gory Artk is not essentially small in the strict sense, but it is “homotopy small”
(there is a set of objects representing all homotopy classes). Third, the category
of pairs pc, φq above should be replaced by a simplicial category and the homo-
topy (co)limits should take this into account. In appendix A we discuss only ho-
motopy (co)limits indexed by ordinary categories, so we shall not use this ter-
minology here; instead we write explicit formulas. (For example the simplicial
functor defined in Definition 2.16 below is the simplicial version of the formula
colimpS,φqCpS,Aq Ñ F pAq for functors into sets.)
Definition 2.16. Pick, “once and for all” a set of cofibrant objects of Artk, such
that any object R P Artk admits a weak equivalence from an object in the set, and
write Artskelk Ă Artk for the full subcategory with these objects.
Let F : Artk Ñ sSets be homotopy invariant, simplicially enriched, and Kan
valued. For rps P ∆, letMFp : Artk Ñ sSets be given by
MFp pAq “ž
pS0,...,Spq
PpArtskelk q
p`1
F pS0q ˆArtkpS0, S1q ˆ ¨ ¨ ¨ ˆArtkpSp´1, Spq ˆArtkpSp, Aq
Composition of morphisms and functoriality of F define face maps MFp pAq Ñ
MFp´1pAq and insertion of identities define degeneracy maps. The diagonal of the
resulting bisimplicial set shall be denoted also byMF : Artk Ñ sSets.
More conceptually, there is a category pArtskelk ≀ F q whose objects are pairs
pS, xq, S P Artskelk and x P F pSq, and whose morphisms are φ : S0 Ñ S1 send
x0 Ñ x1. The category is the zero simplices of a simplicial category (i.e. simplicial
object in the category of small categories) whose p-simplices is the category with
objects pairs pS, xq with x : ∆rps Ñ F pSq and morphisms pS, x0q Ñ pS, x1q are
the φ : ∆rps Ñ ArtkpS0, S1q with the property that the composition
∆rps
px,φq
ÝÝÝÑ F pS0q ˆArtkpS0, S1q Ñ F pS1q
is x1. There is a simplicial functor pArt
skel
k ≀ F q
op Ñ sSets given on objects
by pS, xq ÞÑ ArtkpS,Aq, and the above construction of M
F pAq can be regarded
as the homotopy colimit of that functor, following a natural generalization of the
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Bousfield–Kan formula to the case where the indexing category is a simplicial
category.
Lemma 2.17. The evaluation mapMF0 pAq “
š
SPA F pSqˆArtkpS,Aq Ñ F pAq
gives rise to a map
MF pAq Ñ F pAq
which is a natural weak equivalence.
Proof sketch. Since F andMF are both homotopy invariant, it suffices to consider
A P Artskelk . If we write M
F
´1pAq “ F pAq the resulting augmented simplicial
space has an “extra degeneracy” s´1 : M
F
p´1pAq Ñ M
F
p pAq for each fixed A,
defined by letting Sp “ A and inserting the identity on A. Hence the augmentation
map is a weak equivalence (cf. e.g. [13, Lemma III.5.1]). 
The universal strictly representable functor which admits a map from MF is
then the functor represented by the “homotopy limit” of the functor pArtskelk ≀F q Ñ
sSets given on object as pS, xq ÞÑ S, as we shall now explain. (This is entirely
analogous to the discussion of homotopy limits in Appendix A, except now the
indexing category Artskelk ≀F is a simplicial category, and so one needs to take this
into account.) There is a functor pArtskelk ≀ F q Ñ sSets described on objects as
pS, xq ÞÑ NppS, xq Ó pArtskelk ≀ F q
opq.
This is simplicial functor and we shall write it asNp´ Ó pArtskelk ≀F q
opq. We shall
write
RF Ă
ź
S
sSetspNpS Ó pArtskelk ≀ F q
opq, Sq
for the simplicial subset consisting of natural transformations of simplicial functors
pArtskelk ≀ F q Ñ sSets from the simplicial functor Np´ Ó pArt
skel
k qq to the functor
pS, xq ÞÑ S. This simplicial set RF inherits a ring structure from the S: indeed
RF is the “homotopy limit” of a simplicial diagram in SCR{k and in fact defines an
object of SCR{k. In general we should not expect to have R
F P Artk and R
F can
be quite large without further assumptions on F . However, if F is representable
we will have RF P Artk and in fact it will be a representing object for F . More
precisely, there is a canonical natural transformation
MF pAq Ñ HompRF , Aq,
and the precise “functorial approximation” of representable functors F : Artk Ñ
sSets is the following result.
Proposition 2.18. The associations F ÞÑ MF and F ÞÑ RF are functorial. If
F Ñ F 1 is a natural weak equivalence then so isMF ÑMF
1
, and RF
1
Ñ RF is
a weak equivalence. The maps
F pAq ÐMF pAq Ñ HompRF , Aq Ñ HompcpRF q, Aq
defined above are natural in both A P Artk and F , where c : SCR{k Ñ SCR{k de-
notes a functorial cofibrant approximation. The functorsMF andHompcpRF q,´q
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are homotopy invariant. Moreover the left hand map is a natural weak equivalence
for all F (simplicially enriched, homotopy invariant, and Kan valued) and the com-
positionMF pAq Ñ HompcpRF q, Aq is a weak equivalence for representable F .
Proof sketch. It remains to see that MF pAq Ñ HompcpRF q, Aq is a weak equiv-
alence for all A when F is representable. It suffices to consider A P Artskelk and
F “ HompR,´q for R P Artskelk . In this case the simplicial category pArt
skel
k ≀F q
has a terminal object given by pR, idq and hence the homotopy limit projects by a
weak equivalence to the value at that object, giving a weak equivalence RF Ñ R
and hence a natural weak equivalence F “ HompR,´q Ñ HompRF q,´q. It re-
mains to check that this natural weak equivalence commutes with the maps asserted
in the statement of the proposition, which we leave to the reader. 
2.6. Pro-representable functors. The class of pro-representable functorsArtk Ñ
sSets can be defined in several equivalent ways. Let us pick the following as the
official definition.
Definition 2.19. A functor F : Artk Ñ sSets is pro-representable if there exists a
pro-object R “ pj ÞÑ Rjq indexed by a filtered category J and with all Rj P Artk
cofibrant, such that F is naturally weakly equivalent to the functor
A ÞÑ colimjPJopHompRj , Aq.
F is sequentially pro-representable if it is possible to choose J countable. (It is
well known that this implies that in fact one can choose J “ pN,ăq: argue as in
Lemma 2.22 below to replace J by a partially ordered set, and then the argument
of [32, Tag 0597] to convert it to pN,ăq.)
Let us point out that any pro-representable functor is automatically homotopy in-
variant, since, as we already observed, HompRj ,´q is homotopy invariant for cofi-
brant Rj , and since filtered colimit of commutes with homotopy groups. Following
Lurie and Schlessinger, we shall discuss general criteria for pro-representability.
First let us discuss some more easily deduced reformulations.
Lemma 2.20. Let F : Artk Ñ sSets be a simplicially enriched functor with
values in Kan simplicial sets. Then the following conditions are equivalent.
(i) F is pro-representable.
(ii) There exists a natural weak equivalence
hocolimjPJopHompRj ,´q Ñ F
with R “ pj ÞÑ Rjq as above.
(iii) There exists a filtered category J and a functor F : JopˆArtk Ñ sSets with
F pj,´q representable (in the sense of Definition 2.14) for all j P J and such
that F is naturally weakly equivalent to A ÞÑ colimF pj,Aq
Proof. That (ii) implies (i) follows from the fact that hocolim Ñ colim is a weak
equivalence for filtered indexing categories. That (i) implies (iii) is clear, so it
remains to see that (iii) implies (ii).
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Applying the functorial procedure from Proposition 2.18 to each F pj,´q we
obtain cofibrant Rj P Artk and zig-zags of weak equivalences
HompRj ,´q ÐMj Ñ F pj,´q,
all natural with respect to j P J . To split the mapMj Ñ HompRj ,´q up to homo-
topy it suffices to pick a lift of the identity underMjpRjq Ñ HompRj, Rjq, which
is possible, but a bit of care is needed to assemble these to a natural transforma-
tion hocolimjHompRj ,´q Ñ Mj . This follows from Lemma 2.21 below, which
implies that any (simplicially enriched, Kan valued, homotopy invariant) functor
F connected to hocolimHompRj ,´q by a zig-zag of natural weak equivalences in
fact admit a single natural weak equivalence hocolimHompRj,´q. 
Lemma 2.21. Let J be a filtered category and R : Jop Ñ Artk a pro-object
with Rj P Artk cofibrant for all j P J . The for any diagram of (simplicially
enriched, Kan valued, homotopy invariant) functors Artk Ñ sSets and natural
transformations
F
»

hocolimjPJHompRj ,´q // G
there exists a natural transformation hocolimjHompRj ,´q Ñ F and a natural
simplicial homotopy making the diagram homotopy commute.
Proof. The universal property of hocolim implies that the set of natural transfor-
mations hocolimjHompRj ,´q Ñ G is in bijection with vertices in holimjGpRjq
and that natural simplicial homotopies are in bijection with 1-simplices in this ho-
motopy limit. Hence the claim follows from the weak equivalence
holimjFpRjq Ñ holimjGpRjq. 
If pi ÞÑ Riq is an object of pro-Artk with all Ri cofibrant, then the natural
map hocolimiHompRi,´q Ñ colimiHompRi,´q is an objectwise weak equiv-
alence so from a homotopical point of view the two functors should be consid-
ered interchangeable. Nevertheless the homotopy colimit and colimit have dif-
ferent technical properties, in particular the homotopy colimit is “easier to map
out of”, cf. Lemma 2.21, and the strict colimit has the convenient property that
it sends fibrations in Artk to Kan fibrations of simplicial sets. In Lemma 2.24
below, we shall establish a criterion for factoring a natural transformation out of
hocolimiHompRi,´q through a natural transformation out of the strict colimit.
Lemma 2.22. Any pro-object of Artk is isomorphic to an R : Iop Ñ Artk whose
indexing category is a directed set, equipped with a strictly increasing map I Ñ N,
and satisfying that tj P I | j ď iu is finite for all i P I . For any such diagram R
there exists another diagram R1 : Iop Ñ Artk (with the same indexing category, if
desired) and a natural transformation R Ñ R1 such that each Ri Ñ R1i is a weak
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equivalence and also a cofibration (in particular R1i is cofibrant if Ri is), and such
that the natural map
R1i Ñ lim
jăi
R1j
is a fibration.
Proof. The indexing category map be replaced in the usual way (cf. [1, Expose 1,
Prop 8.1.6]): if I does not already satisfy this, let J be the poset of finite subdi-
agrams of I having a unique terminal object, ordered by inclusion (where a “di-
agram” is a set O of objects and a set F of morphisms such that the source and
target of any element of F are in O, and “terminal object” means an object x P O
such that any object y P O admits precisely one morphism y Ñ x in F ). Then J
is a directed set and J Ñ N sends a diagram to its cardinality. The functor J Ñ I ,
which sends a subdiagram to its terminal object, is cofinal and hence the original
pro-object R : Iop Ñ Artk is isomorphic to the composition with J Ñ I .
Now suppose I satisfies the assumption and R : Iop Ñ Artk. Then we con-
struct R1 by the same argument as when constructing the “Reedy model struc-
ture” on I-shaped diagrams. Namely, filter I by the full subcategories Iďn on
those objects with image in t0, . . . , nu Ă N, and assume the restriction R1 :
I
op
ďn´1 Ñ Artk and the maps Ri Ñ R
1
i have been defined for i P Iďn´1. Then for
i P ObpIďnqzObpIďn´1q define Ri Ñ R
1
i by factoring the composition
Ri Ñ lim
jăi
Rj Ñ lim
jăi
R1j
into an acyclic cofibration Ri Ñ R
1
i followed by a fibration R
1
i Ñ limjăiR
1
j . This
is possible in SCR{k and the result will be in Artk because Ri is. The resulting
object comes with a map to limjăiR
1
j which, as i varies, precisely contains the
information to make i ÞÑ R1i into a functor I
op
ďn Ñ Artk extending the previously
constructed functor on Iďn´1. 
The conclusion of the Lemma above motivates the following definition, which
is a generalization of “tower of fibrations between cofibrant objects”.
Definition 2.23. Let us say that a filtered diagram R : Iop Ñ Artk is nice if I
is a poset such that tj P I | j ď iu is finite for all i, and there exists a strictly
increasing poset map I Ñ N, that each Ri P Artk is cofibrant, and that each of
the maps Ri Ñ limjăiRj is a fibration.
By the Lemma above we may replace any pro-object R : Iop Ñ Artk by one
given by a nice diagram R1 : J Ñ Artk. In general this replacement is a zig-zag
R Ð R2 Ñ R1 of morphisms in pro-Artk, the arrow R
2 Ñ R changing I to J
and cofibrantly replacing all Ri, the arrow R
2 Ñ R1 as in the lemma.
Lemma 2.24. LetR : I Ñ Artk be a nice pro-object, and let F : SCR{k Ñ sSets
be a simplicially enriched functor which (strictly) preserves finite limits and takes
fibrations in Artk to Kan fibrations. Then any natural transformation
T : hocolimiPIHompRi,´q Ñ F
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is naturally homotopic to one which factors through a natural transformation out
of the (strict) colimit.
Before giving the proof, let us mention that for us the main example of a functor
satisfying the assumption in the Lemma is F “ colimjPJHompR
1
j ,´q for R
1 P
pro-Artk with all R
1
j cofibrant. In this case we conclude that (when the individual
R1j are cofibrant and the pro-object R is nice in the sense defined above) any natural
transformation
hocolimiPIHompRi,´q Ñ colimjPJHompR
1
j ,´q
is naturally homotopic to a transformation which factors through the colimit, and
hence is induced by a morphism R1 Ñ R in pro-Artk.
Proof. By the enriched Yoneda lemma, T corresponds (bijectively) to a vertex in
holimiPIFpRiq, and wewant a 1-simplex connecting T to a vertex in limiPI FpRiq Ă
holimiPIFpRiq. Now the assumptions imply that all the maps
FpRiq Ñ lim
jăi
FpRjq “ Fplim
jăi
Rjq
are fibrations. This condition in turn implies that limiPI FpRiq Ñ holimiPIFpRiq
is a weak equivalence (indeed, limiPIďn FpRiq Ñ limiPIďn´1 FpRiq is a Kan fibra-
tion and limiPIďn FpRiq Ñ holimiPIďnFpRiq a weak equivalence, by induction on
n). 
Next we study natural transformations between pro-representable functors. As
in the representable case, natural transformations correspond to morphisms be-
tween the pro-objects representing them, but the precise statement is a bit more
complicated in this case.
Lemma 2.25. Let F and G be pro-representable with Kan values and suppose
given natural weak equivalences hocolimiHompRi,´q Ñ F and hocolimjHompR1j ,´q Ñ
G with all Ri and R1j cofibrant and pi ÞÑ Riq P pro-Artk nice in the sense above.
For any natural transformation T : F Ñ G there exists a morphism T : R1 Ñ
R between the representing pro-objects, and a diagram of functors and natural
transformations
F
T // G
hocolimjHompRj ,´q //
»
OO
»

hocolimjHompR
1
j ,´q
»
OO
»

colimjHompRj ,´q
T 1 // colimjHompR
1
j ,´q,
where both squares commute up to natural simplicial homotopy.
Proof sketch. This is an easy consequence of Propositions 2.21 and 2.24. 
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Although we shall not explicitly use it, we remark that there is a model struc-
ture on the category of simplicially enriched functors Artk Ñ sSets in which the
fibrations and weak equivalences are defined objectwise, cf. e.g. [36]. In particular
there is a well defined homotopy category of such functors. The above Lemma then
implies that T and colimjHompRj ,´q Ñ colimjHompR
1
j ,´q are isomorphic in
the category of arrows in the homotopy category of functors.
Remark. By general theory, the bottom natural transformation corresponds to
a morphism from the object of pro-Artk given by the R
1
j to the object given by
the Rj . Similarly, the natural transformation T
1 corresponds to a zero-simplex in
holimjhocolimiHompR
1
i, Rjq.
3. MORE ON REPRESENTABLE FUNCTORS
We continue our study of representable functors on the category Artk.
3.1. Postnikov truncations. A basic construction in homotopy theory associates
functorially to any topological space X a space τďnX with vanishing homotopy
groups in dimensions above n and an pn` 1q-connected mapX Ñ τďnX. In fact,
the map X Ñ τďnX is unique up to weak equivalence in an appropriate sense. In
topological spaces the usual proof constructs τďn from X by attaching pn ` 2q-
cells along all possible maps BDn`2 Ñ X, then pn ` 3q-cells to the result along
all possible maps from BDn`3, etc.
The same idea as in topological spaces may be used to construct a functor τďn :
SCR Ñ SCR and a natural map R Ñ τďnR in SCR, inducing an isomorphism
in πi for i ď n and such that πiτďnR “ 0 for i ą n. For technical reasons it
is convenient to have R Ñ τďnR always be a cofibration, such that e.g. τďnR is
cofibrant whenR is. One construction of such a functor proceeds as for topological
spaces, using cell attachments in SCR: first attach cells along all possible maps
B∆n`2 Ñ R, then attach cells along all possible maps from B∆n`3 to the result,
etc. Then τďnR, defined as the union of these cell attachments, has the required
homotopical properties and RÑ τďnR is a cofibration by construction.
Alternatively we can use the coskeleton functors: for any simplicial set Y there
is a natural transformation Y Ñ cosknpY q with the universal property that maps
X Ñ cosknpY q are in natural bijection with maps from the n-skeleton of X
to Y . When Y is Kan it is easy to see that Y Ñ cosknpY q is a model for
Y Ñ τďnY . In particular, since the underlying simplicial set of any R P SCR
is automatically Kan, we could alternatively define τďnR by a (functorial) factor-
izationRÑ τďnRÑ cosk
npRq into a cofibration followed by an acyclic fibration.
This construction has the mild advantage that as n varies the τďnR fit into a tower
¨ ¨ ¨ Ñ τďn`1R Ñ τďnR Ñ ¨ ¨ ¨ Ñ τď0R. We will use this as the “official”
definition of truncation, although it is slightly less intuitive than the previous one.
If R P SCR{k, then τďnR also comes with a natural morphism to k so (at least
for n ě 0) we may also regard τďn as a functor SCR{k Ñ SCR{k. If R P Artk
then also τďnR P Artk.
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3.2. Tensor product of simplicial rings and pro-simplicial rings. Recall that if
R1 Ð R Ñ R2 is any pushout diagram in SCR we defined R1 bR R
2 as the
tensor product applied in each degree. This tensor product is the (strict) pushout in
simplicial commutative rings, and hence for any simplicial ring A, the diagram of
simplicial sets
HompR1 bR R
2, Aq //

HompR1, Aq

HompR2, Aq // HompR,Aq
is pullback (not necessarily homotopy pullback). Indeed, since A may be replaced
by A∆rps it suffices to prove this on zero-simplices of mapping spaces, where it
follows by applying the analogous result for discrete rings in each degree. If either
R Ñ R1 or R Ñ R2 is a cofibration in simplicial commutative rings, the square
above is also homotopy cartesian.
We prove the following homotopical analogue.
Proposition 3.1. Let F0, F1, F01 be representable functors Artk Ñ sSets and let
Ti : Fi Ñ F01 be natural transformations, i “ 0, 1. Then the objectwise homotopy
pullback
A ÞÑ F0pAq ˆ
h
F01pAq
F1pAq
is sequentially pro-representable.
Proof sketch. By homotopy invariance of the homotopy pullback, we may replace
Fi and F01 by naturally weakly equivalent functors and also the natural transfor-
mations with naturally homotopic ones.
Suppose Ri, R01 P Artk are cofibrant and ιi P FpRiq and ι01 P FpR01q induce
natural weak equivalences, and suppose R01 Ñ Ri represent the natural trans-
formations Fi Ñ F01, as in Lemma 2.25. We may suppose that R01 Ñ Ri are
cofibrations, in which case HompRi, Aq Ñ HompR01, Aq are fibrations, so the
objectwise strict pullback
A ÞÑ HompR0, Aq ˆHompR01,Aq HompR1, Aq
is naturally weakly equivalent to the homotopy pullback F0 ˆ
h
F01
F1. This object-
wise fiber product is naturally isomorphic to the functor
A ÞÑ HompR0 bR01 R1, Aq,
and R0 bR01 R1 is cofibrant. Unfortunately R0 bR01 R1 need not be an object of
Artk, but it is close. Clearly the discrete ring
π0pR0 bR01 R1q “ π0pR0q bπ0pR01q π0pR1q
is Artin local in the usual sense, and the spectral sequence [28, Theorem 6, §6, II]
E2 “ Torπ˚pR01qpπ˚pR0q, π˚pR1qq ñ π˚pR0 bR01 R1q
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shows that πkpR0 bR01 R1q has finite length as a module over π0 for each k ą 0,
but it could be non-zero for infinitely many k. However, any map
R0 bR01 R1 Ñ A
withA P Artk admits a factorization over some finite Postnikov truncation τďnpR0bR01
R1q, so the inverse system given by (cofibrant approximations to) τďnpR0bR01R1q
will pro-represent the functor, and each truncation is Artin. 
The same statement holds for pro-representable functors:
Proposition 3.2. Let F0, F1, F01 be pro-representable functors Artk Ñ sSets
and let Ti : Fi Ñ F01 be natural transformations, i “ 0, 1. Then the homotopy
pullback
A ÞÑ F0pAq ˆ
h
F01pAq
F1pAq
is also pro-representable.
If all three functors are sequentially pro-representable, then so is the pullback.
Proof. As before we may use homotopy invariance to replace Fi by a functor Fi “
colimjHompR
j
i ,´q for pj ÞÑ R
j
i q P pro-Artk and similarly for F01. We may also
assume the representing pro-objects are nice, and then replace (by Lemma 2.25)
the natural transformations by those induced by morphisms
φi P lim
k
colimjHompR
j
01, R
k
i q
in the pro-category.
Now arrange that colimjHompR
j
01, Aq Ñ colimjHompR
j
1, Aq is a fibration for
all A, for example in the following way. After replacing with isomorphic ob-
jects, we may assume that they have a common indexing category J , and that
the morphism in the pro-category is given by a natural transformation of func-
tors R1 ñ R01 : J
op Ñ Artk, and then functorially replacing each constituent
morphism R
j
1 Ñ R
j
01 by a cofibration. (The pro-objects may not stay nice, but
that is no longer important.) Since filtered colimits preserve Kan fibrations, the
resulting map of simplicial sets colimjHompR
j
01, Aq Ñ colimjHompR
j
1, Aq is
a Kan fibration for all A. After this replacement the pullback is weakly equiva-
lent to the homotopy pullback, and we see that it is “represented” by the object
pj ÞÑ Rj1bRj01
R
j
0q P pro-SCR{k. As in Proposition 3.1, the levels of this need not
be objects of Artk, but we can then instead consider the pro-object
c
ˆ
τďn
`
R
j
1 bRj01
R
j
0
˘˙
pj,nqPJˆN
,
where cp´q denotes a choice of functorial cofibrant replacement. 
Inspired by this, we will use the following ad hoc version of a derived tensor
product in pro-Artk. The definition depends on a choice of functorial factorization
of morphisms in SCR{k (or just Artk) into a cofibration followed by an acyclic
fibration, as well as a sequence of Postnikov truncation functors τďn.
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Definition 3.3. Given morphisms φ : RÑ R1 andRÑ R2 in pro-Artk, represent
them by natural transformations pRj Ñ R1jqjPJ and pRj Ñ R
2
j qjPJ of pro-objects
indexed by the same category, apply functorial factorization to replace these maps
by Rj Ñ xR1j „Ñ R1j and Rj Ñ xR2j „Ñ R2j (where the first map of each is a
cofibration, and the second a weak equivalence) and define
R1bRR
2 “ nice c
´
τďnpxR1j bRj xR2j q¯
pj,nqPJˆN
,
where as usual c denotes the chosen cofibrant replacement functor, and nice refers
to the procedure from Lemma 2.22, replacing a pro-object by an equivalent nice
one.
By our discussion above, R1bRR
2 pro-represents the functor
colimHompR1j ,´q ˆ
h
colimHompRj ,´q
colimHompR2j ,´q.
Let us point out that the definition above is a bit of a kludge, and the notation
R1bRR
2 is shorthand for a construction whose isomorphism class depends on
many choices. In particular, it does not define a functor from pushout diagrams
in pro-Artk, because the choice of how to represent R
2 Ð R Ñ R1 by natural
transformations of functors out of the same indexing category is not functorial.
Different choices lead to non-isomorphic pro-objects R1bRR
2, but all of them are
nice and represent the same functor so they are at least related by morphisms in
pro-Artk inducing objectwise weak equivalences of represented functors.
3.3. Some pro-representable functors. We discuss a few examples of functors
for which we may describe explicit pro-representing objects.
Proposition 3.4. The terminal functor, defined as FpAq “ t˚u, is sequentially
pro-representable.
Proof. Let p “ charpkq, let F pn,Aq be the subspace of Homp∆r1s, Aq consisting
of 1-simplices starting at 0 and ending at pn1, and define F pn,Aq Ñ F pn` 1, Aq
as x ÞÑ px. Since π0pAq is Artinian, F pn,Aq is non-empty for large enough n, in
which case it has the homotopy type of the loop space of pA, 0q. More explicitly, if
we pick sn P F pn,Aq and define sn`k “ p
ksn P F pn ` k,Aq, we may define an
isomorphism of simplicial sets ΩpA, 0q Ñ F pn ` k,Aq by x ÞÑ x ` sn`k. With
respect to these isomorphisms, the map F pn,Aq Ñ F pn` 1, Aq is identified with
simplicial loops of multiplication by p : AÑ A and hence induces multiplication
by p on homotopy groups. Since the homotopy groups are finite and hence p-
torsion, colimnπkpF pn,Aqq “ 0 and hence colimnF pn,Aq is contractible for all
A.
Finally we have a natural weak equivalence F pn,Aq » HompRn, Aq, whereRn
is a cofibrant approximation toW pkq{pn – e.g., if k “ Fp, we may take Rn to be
the ring obtained by freely adjoining to the discrete simplicial ring Z a generator
y1 satisfying d0y1 “ 0, d1y1 “ p
n. 
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We shall sometimes simply write W pkq for a pro-representing object of the
terminal functor, but this is somewhat sloppy. The constant object of SCR{k given
byW pkq is not cofibrant and neither is the constant objectW pkq{pn.
Remark. It is easy to see that the terminal functor is only pro-representable,
not representable. Indeed, any putative representing object R would have pn “
0 P π0pRq for some n and hence have HompR,Aq “ H fi ˚ when π0pAq “
W pkq{pn`1.
Lemma 3.5. The functorA ÞÑ mpAq “ KerpAÑ kq is sequentially pro-representable.
Proof. Following the same strategy as in the previous lemma, we let F pn,Aq be
the subspace of m ˆ A∆r1s ˆ A∆r1s consisting of triples pa, λ, σq where λ is a
path from pn1 to 0 as before and σ is a path from an to 0. There is a nat-
ural transformation F pn,Aq Ñ m sending pa, λ, σq to a and a compatible one
F pn,Aq Ñ F pn` 1, Aq sending pa, λ, σq ÞÑ pa, pλ, aσq, inducing a weak equiv-
alence colimnF pn,Aq Ñ mpAq. Each F pn,´q is representable by a cofibrant ap-
proximation to W pkqrxs{pxn, pnq and hence m is sequentially pro-representable.

Lemma 3.6. For n ě 0 the functorA ÞÑ ΩnmpAq is sequentially pro-representable.
Proof. By Proposition 3.2 this follows inductively by writing ΩnmpAq as the ho-
motopy pullback of ˚ Ñ Ωn´1mpAq Ð ˚. 
Remark. A representing pro-object in the above Lemma can be constructed
more explicitly using the “cell attachment” construction from section 2.1. In fact,
if n ą 0 and Zrys is the simplicial commutative ring obtained by adjoining a
(trivially attached) n-cell to the initial object Z, i.e. the level-wise free commutative
algebra on the pointed simplicial set Sn, then this object “represents” in the sense
that it is cofibrant in SCR and SCRpZrys, Aq is naturally isomorphic to ΩnA “
ΩnmpAq. Of course Zrys Ñ k is not an object of Artk because the homotopy
groups of Zrys are too large, and in fact the functor is not representable. But if
we write W “ W pkq we may instead use the pro-objects formed by cofibrant
approximations to the truncations τďnpW {p
nqrys, n P N. If as usual we write c for
a chosen cofibrant replacement functor, we shall occasionally denote the resulting
pro-object pn ÞÑ cpτďnpW {p
nqrysqq informally byW rryss, thinking of it as power
series overW in one variable y of degree n.
More generally we have the following definition
Definition 3.7. Suppose F : Artk Ñ sSets is a homotopy invariant functor and e :
FpAq Ñ ΩnmpAq is a natural transformation. We may then define a functor F 1 :
Artk Ñ sSets by letting F 1pAq to be the homotopy fiber of e : FpAq Ñ ΩnmpAq
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over the basepoint 0, i.e. F 1 is defined by the following homotopy pullback square:
(3.1)
F 1pAq

// 0

FpAq
e
// ΩnmpAq.
In this case we shall say that F 1 is obtained from F by attaching an pn`1q-cell
to F along e. For n “ ´1 we shall simply define F 1pAq “ F ˆmpAq and say that
F 1 is obtained from F by attaching a 0-cell.
If e : F Ñ Ωnm is a natural transformation and F 1 is defined as above, then
if F is (pro-)representable by R P pro-Artk, the functor F
1 is (pro-)representable
by the derived tensor product WbW rrxssR, where W rrxss Ñ R is a morphism in
pro-Artk classifying res P πnmpRq.
3.4. Formally cohesive functors. In section 4.6 below, we shall review a veri-
fiable criterion for a homotopy invariant functor F : Artk Ñ sSets to be pro-
representable. The criterion, due to Lurie, is a simplicial version of Schlessinger’s
criterion. The criterion makes two assumptions on F , one of which we discuss in
this section.
Any functor F : Artk Ñ sSets will send a commutative square
(3.2)
A //

B

C // D
in Artk to a commutative square
(3.3)
FpAq //

FpBq

FpCq // FpDq
of simplicial sets, by definition of “functor”. Recall that a strictly commutative
square is said to be homotopy cartesian if the induced map from the initial vertex
to the homotopy pullback of the rest of the diagram is a weak equivalence. We shall
be particularly interested in homotopy invariant functors satisfying the following
properties.
Definition 3.8. Let F : Artk Ñ sSets be a homotopy invariant functor.
(i) F preserves homotopy pullback if the square (3.3) is homotopy cartesian
whenever the diagram (3.2) is (strictly) cartesian and C Ñ D and B Ñ D
are surjective in each simplicial degree.
(ii) [Lurie] F is formally cohesive (or “good”) if it preserves homotopy pullback
and if Fpkq is contractible.
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Let us point out that a map of simplicial rings is surjective in all simplicial
degrees if and only if it is a fibration and induces a surjection in π0.
Lemma 3.9. If a homotopy invariant functor F : Artk Ñ sSets preserves ho-
motopy pullback in the sense above, it also preserves homotopy pullback in the
stronger sense that the square (3.3) is homotopy cartesian whenever the square (3.2)
is (strictly) cartesian and either C Ñ D orB Ñ D are surjections in all simplicial
degrees.
Proof. See Lemma 6.2.7 in Lurie’s thesis [22]. 
Example 3.10. If R P Artk is any object, the functor FR “ HompR,´q may not
be homotopy invariant, but ifR is cofibrant it will be (Lemma 2.15). In that case the
functor FR will preserve homotopy pullback (because it preserves actual pullbacks
and also Kan fibrations) but will not necessarily have FRpkq contractible.
If ρ : R Ñ k is any zero-simplex of FRpkq, we may obtain a formally cohesive
functor FR,ρ which takes ǫ : A Ñ k to the homotopy fiber of HompR,Aq Ñ
HompR, kq over ρ.
More generally, if F : Artk Ñ sSets is homotopy invariant and preserves
homotopy pullbacks and ρ P Fpkq is a zero-simplex, then the functor Fρ which
takes pA Ñ kq P Artk to the homotopy fiber of FpAq Ñ Fpkq over ρ is formally
cohesive.
For formally cohesive functors we may check whether a natural transformation
T : F Ñ G is a natural weak equivalence without checking on all A.
Lemma 3.11. Let T : F Ñ G be a natural transformation between formally
cohesive functors. Then T is a natural weak equivalence if and only if T : Fpk ‘
krnsq Ñ Gpk ‘ krnsq is a weak equivalence for large n.
Proof. By the pullback
k ‘ krns //

k ‘ Čkrn` 1s

k // k ‘ krn` 1s
we see that T induces an equivalence on A “ k ‘ krns for all n ě 0, provided it
does so for large n. The case of general A then follows from Lemma 2.8. 
3.5. Homotopy categories. To conclude this section, let us discuss the homotopy
category of Artk and its relation to functors Artk Ñ sSets. This discussion is not
strictly necessary, but it may be helpful to orient the reader.
The homotopy category is the (non-simplicial) category HopArtkq whose ob-
jects are the objects of Artk, but whose morphism sets are given by
HopArtkqpA,Bq “ π0ArtkpcpAq, Bq “ π0ArtkpcpAq, cpBqq
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where c : SCR{k Ñ SCR{k is some choice of cofibrant approximation. Up to
canonical isomorphism of categories, HopArtkq does not depend on the choice of
c. The canonical functor Artk Ñ HopArtkq sends weak equivalences to isomor-
phisms and is universal with that property. It also has the property that two objects
A,B P Artk are weakly equivalent (i.e. there is a zig-zag of weak equivalences
connecting them) if and only if their image in HopArtkq are isomorphic.
For any homotopy invariant functor F : Artk Ñ sSets, there is an associated
functor
HopArtkq Ñ Sets
A ÞÑ π0pFpAqq,
which we shall denote π0F . Of course the passage from F to π0F loses much
information in general, but for formally cohesive functors we have the following
result.
Lemma 3.12. Let F Ñ G be a natural transformation of formally cohesive func-
tors Artk Ñ sSets. Assume that π0FpAq Ñ π0GpAq is a bijection for all
A P Artk. Then FpAq Ñ GpAq is a weak equivalence for all A P Artk.
Proof. From the homotopy pullback square in the proof of the previous lemma we
obtain a natural weak equivalence Fpk ‘ krnsq » ΩFpk ‘ krn ` 1sq. Hence
πiFpk ‘ krnsq “ π0Fpk ‘ krn ` isq, and similarly for G. It follows that T :
FpAq Ñ GpAq induces an isomorphism in all homotopy groups for A “ k ‘ krns
for all n, and hence by the previous Lemma for all A P Artk. 
Corollary 3.13. A formally cohesive functor F : Artk Ñ sSets is representable if
and only if π0F : HopArtkq Ñ Sets is representable.
Proof. Let F be a formally cohesive functor and suppose π0F is representable.
Without loss of generality we may assume F is simplicially enriched. Since π0F
is representable we may pick an object R P Artk and ι0 P π0FpRq “ π0FpcpRqq
such that the corresponding natural transformation HopArtkqpR,´q Ñ π0F is a
natural isomorphism. Now any choice of zero-simplex ι P FpcpRqq in the path
component ι0 gives rise to a natural transformation ArtkpcpRq,´q Ñ F by the
simplicial enrichment, and Lemma 3.12 shows that it is a natural weak equivalence.
The other direction is clear. 
Since any representable functor F : Artk Ñ sSets is automatically formally
cohesive, we see that the question of representability splits into two: whether
the functor is formally cohesive, and whether π0F : HopArtkq Ñ Sets is rep-
resentable in the usual sense. However, it is often easier to work with F : Artk Ñ
sSets than π0F : HopArtkq Ñ Sets, even when it’s known a priori that F is
formally cohesive.
There is a parallel discussion for pro-objects and pro-representability. The func-
tor Artk Ñ HopArtkq induces a functor pro-Artk to pro-HopArtkq. Of course
some information is again lost in this process, but the next lemma shows that for
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R P pro-Artk we may still recover the functor π0FR : Artk from the image of R
in pro-HopArtkq.
Lemma 3.14. Let I be a filtered category, let R “ pi ÞÑ Riq P pro-Artk, and let
FR : Artk Ñ sSets be the functor pro-represented by R. Then the natural maps
ArtkpRi, Aq Ñ π0ArtkpRiq, Aq Ñ colimiπ0ArtkpRi, Aq “ ppro-HopArtkqqpR,Aq
induce a natural transformation
π0FR Ñ ppro-HopArtkqqpR,´q
between functors HopArtkq Ñ Sets. It is a natural isomorphism if each Ri is
cofibrant.
Proof. This is just the fact that π0 takes filtered colimits (not just homotopy colim-
its) of simplicial sets to colimits of sets. 
Again we advise the reader that it is better to study F : Artk Ñ sSets directly
than to “reduce” to π0F . For example, it is likely easier to prove that F is (pro-)
representable in the homotopical sense than to prove directly that π0F is (pro-)
representable in the ordinary categorical sense.
A useful corollary to our prior discussions is that one can meaningfully talk
about the homotopy groups of a representing ring for a functor: Suppose that R :
I Ñ Artk and R
1 : J Ñ Artk are levelwise cofibrant pro-objects of Artk, and the
functors FR,FR1 that they represent are naturally weakly equivalent. This natural
weak equivalence induces, by Lemma 3.14, an equivalence π0FR » π0FR1 of
functors HopArtkq Ñ Sets; thus we have an induced isomorphism between the
images of R and R1 in the pro-category of HopArtkq. In particular, we obtain an
isomorphism
(3.4) pi ÞÑ π˚Riq – pj ÞÑ π˚R
1
jq
of pro-graded rings.
In the later parts of this paper, we will often use the “naive” definition
(3.5) π˚R “ lim
i
π˚Ri
for the homotopy groups of an object of proArtk; one does not expect this defini-
tion to be well-behaved in general, but in the context we will work, all the π˚Ri
are finite, and this definition has reasonable formal properties. (In general, it seems
more reasonable to either work with π˚R as a pro-object in graded rings, or to re-
member the topology on the limit.) The above discussion shows that, at least, π˚R
is determined, up to a unique isomorphism, by the natural weak equivalence class
of FR.
4. TANGENT COMPLEXES OF RINGS AND FUNCTORS
Lurie’s derived Schlessinger criterion will play an important role in this paper.
It is an (in practice often verifiable) criterion on a functor F : Artk Ñ sSets,
guaranteeing that it is pro-representable. We shall state it in a form suitable for our
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applications and outline a proof, following Lurie’s. First we must recall the tangent
complex tR of an object R P Artk and more generally the tangent complex tF of
a functor F : Artk Ñ sSets.
4.1. Cohomology of (pro-) Artin rings. There are two useful ways to associate
a graded k-vector space to an object R P Artk, one behaving like “cohomology”
of R and one behaving like “dualized homotopy groups”. In fact, we shall define
analogues of relative “cohomology/cohomotopy” for a morphismRÑ R1 inArtk.
We begin with the relative tangent complex which we shall study in much more
detail in the following sections. Let R Ñ k be a cofibrant object of Artk and
consider the simplicial set ArtkpR, k ‘ krnsq of homomorphisms R Ñ k ‘ krns
lifting the given homomorphism R Ñ k. We shall be interested in the set of
homotopy classes of such homomorphisms, i.e. the set π0ArtkpR, k ‘ krnsq. This
set is canonically a k-vector space, and in fact ArtkpR, k ‘ krnsq is canonically
a simplicial k-vector spaces; indeed, we have a natural isomorphism of simplicial
sets
(4.1) ArtkpR, k ‘ krnsq – R-ModpΩR{Z, krnsq,
where ΩR{Z is the simplicial R-module whose p-simplices are Ω
1
Rp{Z
, the Kähler
differentials of Z Ñ Rp, R-Mod denotes the category of simplicial R-modules,
simplicially enriched in the usual way, and the simplicial k-module krns is made
into a simplicial R-module using the given augmentation R Ñ k. (As usual we
use the shorthand R “ pR Ñ kq P Artk when typographically convenient, but of
course the definition depends on the homomorphism RÑ k.)
Definition 4.1. For a cofibrant object R Ñ k of Artk, let us write π´ntR for the
k-vector space π0ArtkpR, k‘ krnsq. For a cofibration RÑ R1 between cofibrant
objects of Artk define for n ě 0 a k-modules π´ntpR1, Rq as π0 of the fiber of the
fibration
ArtkpR
1, k ‘ krnsq Ñ ArtkpR, k ‘ krnsq
over the point given by the composition R Ñ k Ñ k ‘ krns. (By a similar
reasoning as before, this fiber is a simplicial k-module.)
For general objects R P Artk we define π´ntR by first taking cofibrant ap-
proximation. For a pro-object R “ pi ÞÑ RiqiPI P pro-Artk we define π´ntR as
the colimit of π´ntRi. In the relative case we similarly define π´ntpR1, Rq for an
arbitrary morphism RÑ R1 in pro-Artk.
By the discussion above the definition, the k-vector space π´ntR is identified
with the André–Quillen cohomology of Z Ñ R with coefficients in the R-module
k. We shall later explain in what sense π´ntR is π´n of an object tR.
The functor π´˚t can be regarded as “cohomology” of the object or pro-object
R (or the “relative cohomology” of R Ñ R1) and manifestly depends only on the
map of functors represented by RÑ R1. These groups fit in a long exact sequence
(4.2) ¨ ¨ ¨ Ñ π´ntpR
1, Rq Ñ π´ntR
1 Ñ π´ntRÑ π´n´1tpR
1, Rq Ñ ¨ ¨ ¨ .
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Definition 4.2. Let R Ñ R1 be a morphism in Artk, assume the underlying map
of simplicial abelian groups is levelwise injective and let R1{R be cokernel, calcu-
lated levelwise in simplicial abelian groups. Then R1 Ñ R1{R is a Kan fibration
with fiber R, and π˚pR1{Rq is a graded module over π˚pRq and in particular over
π0pRq. In this case, define
πnpR1, Rq “ Homπ0RpπnpR
1{Rq, kq
For a general morphism RÑ R1 in Artk we first replace RÑ R1 by a cofibration
of R-modules (or even just simplicial abelian groups).
For a morphism R Ñ R1 in pro-Artk we define πnpR1, Rq as the colimit of the
level-wise πn.
The functor πn manifestly depends only on the underlying simplicial abelian
groups. While perhaps a little bit easier to define than π´ntR, it seems to be less
conceptually important, appearing only in a few technical proofs.
The canonical isomorphism πnpk ‘ krnsq Ñ πnpk ‘ krns, kq – k gives an
element ι P πnpk ‘ krns, kq and hence a canonical natural transformation
(4.3) π´ntpR
1, Rq Ñ πnpR1, Rq
which could perhaps be thought of as an analogue of the homomorphismHnpX,Y ; kq Ñ
Homπ1pY,yqpπnpX,Y, yq, kq dual to the usual Hurewicz homomorphism.
The category Artk also has an analogue of the Hurewicz theorem.
Proposition 4.3. Let RÑ R1 be a morphism in pro-Artk.
(i) For n “ 0 the homomorphism (4.3) is always injective, with image pm{m2q_ Ă
m_ “ π0pR1, Rq, where m Ă π0pR1 bR kq is the maximal ideal when
R Ñ R1 is a morphism in Artk, and m_ and pm{m2q_ are defined as the
colimit when RÑ R1 is a morphism in pro-Artk.
(ii) If n ě 1 and πlpR1, Rq “ 0 for l ă n, then the homomorphism (4.3) is an
isomorphism.
(iii) For n ě 0, we have πlpR1, Rq “ 0 for all l ď n if and only if π´ltpR1, Rq “ 0
for all l ď n.
Example. Suppose that R,R1 P Artk (just for simplicity in discussing homo-
topy groups). If the map π´ktpR
1q Ñ π´ktpRq is an isomorphism for k “ 0 and
an injection for k “ 1, then
(4.4) π0R
„
ÝÑ π0R
1
must be an isomorphism. This is a well-known statement in deformation theory,
cf. e.g. [14, Theorem 2.4].
To deduce this, observe that (4.2) implies that π´ktpR
1, Rq is vanishing for k ď
1; the same conclusion then holds for πk. That means that in fact πkpR
1{Rq is
vanishing for k “ 0, 1, by Nakayama’s lemma. Then (4.4) follows from the long
exact sequence in homotopy.
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Proof. Statement (i) reduces to a well known property of the map π0pRq Ñ π0pR1q
of discrete Artin rings, and the case of pro-objects follows by taking colimit.
To prove statement (ii) we first reduce to the case R “ k by proving that
(4.5) πnpR1, Rq Ñ πnpR1 bR k, kq
is an isomorphism when R Ñ R1 is a morphism with πlpR1, Rq “ 0 for l ă n.
(The corresponding result for tpR,R1q is straightforward.)
We first consider (4.5) in the case where R and R1 are in Artk. To this end
we first reduce to the case where k Ă π0pRq “ π0pR
1q, since both groups are
unchanged by tensoring both R and R1 over Z with a cofibrant approximation to
Z{p. We have the usual spectral sequence [28, II, §6]
(4.6) Torπ˚pRqpπ˚pR
1{Rq, kq ñ π˚ppR
1{Rq bR kq “ π˚ppR
1 bR kq{kq,
from which it is not hard to deduce that the element of lowest degree in the tar-
get arises from Tor0π0pRqp´, kq applied to the lowest degree non-zero group in
π˚pR
1{Rq. Dualizing this and using the tensor–Hom adjunction gives the claimed
result (4.5).
Next we consider the case of a morphism RÑ R1 in pro-Artk: again we claim
that if πlpR1, Rq “ 0 for l ă n, then (4.5) holds. The spectral sequence (4.6) has
no direct analogue in the case of pro-objects, but it may be dualized to a more well
behaved object as follows. In the case R,R1 P Artk and π0pRq “ π0pR
1q “ k, the
spectral sequence (4.6) is a spectral sequence of finite dimensional k-vector spaces,
and hence may be formally dualized to a spectral sequence
Cotorπ˚pRq_pπ˚pR
1{Rq_, kq ñ π˚pR1 bR k, kq.
(The bidegrees and differentials in this spectral sequence are as in the cohomology
Serre spectral sequence.) For a morphism R Ñ R1 in pro-Artk we have such a
spectral sequence levelwise, and may form the direct limit and obtain a spectral
sequence, since filtered colimit is an exact functor. Here colimjπ˚pRjq
_ is a coal-
gebra in k-vector spaces and colimjπ˚pR
1
j{Rjq
_ is a comodule, when π0pRjq “ k
for all j. The functor Cotor is the derived functor of cotensor product, and is cal-
culated by a cochain complex formally dual to the “bar complex” calculating Tor.
Again the lowest degree element arises from the actual cotensor product (not the
higher derived ones) of πnpR
1{Rq_ for the smallest possible n for which that group
is non-zero. In that bidegree, the Cotor is the direct limit of the k-vector spaces
Cotorπ0pRjq_pπnpR
1
j{Rjq
_, kq “ Homπ0pRj qpπnpR
1
j{Rjq, kq,
and this colimit is precisely πnpR1, Rq.
We have now reduced (ii) to the caseR “ k, i.e.R1 is a k-algebra. ForR1 P Artk
it now follows that τďnR
1 » k ‘ V _rns for V “ πnpR
1, kq “ π´ntpR
1, kq, as in
the proof of Lemma 2.8.
However, the pro-case is not so easy. We shall use the truncations τěnR
1 defined
for a simplicial k-algebra R1 as the (homotopy) pullback of k Ñ τďn´1R
1 Ð R1.
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The main ingredient in the proof of (ii) for R “ k for a pro-object R1, is that
if R1 “ pj ÞÑ R1jqjPJ , then for all i P J there exists j ą i such that R
1
j Ñ R
1
i is
homotopic to a ring map which factors through τěnR
1
i Ñ R
1
i. This main ingredient
is proved by inductively factoring it as R1jl Ñ τělR
1
i Ñ R
1
i, with i “ j0 ă j1 ă
¨ ¨ ¨ ă jn “ j. These truncations from below fit in homotopy pullback squares
τělR
1
i
//

k

τěl´1R
1
i
// k ‘ V rl ´ 1s
where V “ πl´1R
1
i, so to lift from R
1
jl´1
Ñ τěl´1R
1
i to R
1
jl
Ñ τělR
1
i amounts
to finding jl large enough such that Rjl Ñ k ‘ V rl ´ 1s is a null homotopic
map of simplicial commutative rings. But this is possible, since otherwise it would
represent a non-trivial element in π´pl´1qtpR
1, kq. By induction this group is zero
for l ď n and we obtain the factorization Rj Ñ τěnR
1
i.
Having proved this main ingredient, we prove the induction step in the statement
of (ii) as follows. For surjectivity, we wish to show that any homomorphism φ :
πnpR
1
iq Ñ k arises from some homomorphism R
1
i Ñ k ‘ krns, after possibly
increasing i. It is clear that φ is induced by a homomorphism τěnR
1
i Ñ k ‘
krns, since τěnR
1
i Ñ τďnτěnR
1
i » k ‘ V rns with V “ πnpR
1
iq, where this last
weak equivalence follows since the objects k ‘ V rns are “characterized by their
homotopy groups” as in the proof of Lemma 2.8.
But then any lift R1j Ñ τěnR
1
i Ñ k ‘ krns represents φ. Injectivity is similar:
if φ,ψ : R1i Ñ k ‘ krns induce the same map in πn, argue that their restrictions to
τěnR
1
i Ñ k ‘ krns are weakly homotopic, i.e. in the same path component of the
derived mapping space of simplicial k-algebras (we point out that this is not quite
the same as the derived space of morphisms in Artk). Then use the factorization.
Statement (iii) is proved by induction on n. For n “ 0 the “if” part is immediate
from the injectivity in (i), and the “only if” part follows from Nakayama’s lemma.
For n ą 0 the induction step follows from (ii). 
Remark. Just as in the discussion following Lemma 2.8, there is a topological
analogue involving p-finite spaces. For any inclusion X Ñ Y of such spaces we
have a Hurewicz homomorphism
HnpY,X; kq Ñ Homkrπ1pXqspπnpY,Xq, kq.
It is true that this homomorphism is an isomorphism in the first degree in which
the target is non-zero (even when the spaces are not simply connected). It follows
that H˚pY,X; kq “ 0 if and only if pπ˚pY,Xqq
_ “ 0.
Finally, the following Corollary is an immediate consequence of (4.2) and the
Proposition:
Corollary 4.4. Let R be an object of pro-Artk, and let π0R be the object of pro-
Artk obtained by applying π0 level-wise to R. Then one has π0tpπ0Rq “ π0tpRq
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and an exact sequence
(4.7)
π´1tpπ0Rq
ι
ãÑ π´1ptRq Ñ Homπ0Rpπ1R, kq Ñ π´2tpπ0Rq Ñ π´2ptRq Ñ ¨ ¨ ¨
4.2. Cell structures on pro-rings. For simply connected topological space, there
always exists a CW approximation with the smallest number of cells consistent
with its integral singular homology. The easy direction, which does not use sim-
ple connectivity, is that the number of cells is at least that much: this follows
from a calculation of H˚pD
n, BDnq. The other direction is more difficult and
requires simple connectivity and the Hurewicz theorem: if X Ñ Y is pn ´ 1q-
connected, the Hurewicz theorem allows us to lift generators ofHnpY,Xq to maps
from pDn, BDnq along which we may attach more cells to X in order to make the
map n-connected.
For morphismsRÑ R1 in pro-Artk the relative tangent complex plays a similar
role with respect to the cell attachments described in Definition 3.7. Indeed, if R1
is obtained from R by attaching a single n-cell, then it follows from the pullback
square that π´˚tpR
1, Rq is one-dimensional in degree ˚ “ n and vanishing other-
wise. It follows that HompR,´q cannot be obtained from HompR1,´q by fewer
than dimkpπ´˚tpR
1, Rqq cell attachments. In this section we shall explain why this
minimal number of cells can always be realized. In analogy with what happens for
spaces, the main ingredient is the Hurewicz type result in Proposition 4.3.
Indeed, if R Ñ R1 is a morphism in pro-Artk, and π´ltpR,R
1q vanishes for
l ă n and is finite dimensional for l “ n, then the Hurewicz theorem proved above
implies that the groups πltpR1, Rq also vanish for l ă n lets us lift elements of
a dual basis for π´ntpR
1, Rq to maps p∆n, B∆nq Ñ pR1, Rq. If R2 is the pro-
ring obtained by attaching n-cells to R along these finitely many maps, we obtain
a factorization R Ñ R2 Ñ R1, where π´˚tpR
2, Rq is concentrated in degree n
and π´ntpR
1, Rq Ñ π´ntpR
2, Rq is an isomorphism. Hence by the long exact
sequence, π´˚tpR
1, R2q vanishes for ˚ ď n and π´˚tpR
1, R2q Ñ π´˚tpR
1, Rq is
an isomorphism for ˚ ą n. By induction on n, this proves the following result.
Corollary 4.5. Let RÑ R1 be a morphism in pro-Artk. If π˚tpR1, Rq is finite di-
mensional, then R1 is obtained from R by finitely many cell attachments, with one
n-cell for each element in a dual basis for π´ntpR1, Rq. In other words, the func-
tor HompR,´q is naturally weakly equivalent to a functor obtained from the func-
tor HompR1,´q by attaching cells (Definition 3.7) precisely dimkpπ´˚tpR1, Rqq
times.
In particular, if R P pro-Artk is an object with N “ dimkpπ´˚tpR,W qq ă 8,
then HompR,´q is naturally weakly equivalent to a functor obtained from the
terminal functor by precisely N cell attachments (Definition 3.7).
IfF : Artk Ñ sSets is pro-representable, then it is sequentially pro-representable
if and only if π˚tpR1, Rq is countable.
Proof sketch. We already explained how to achieve a cell structure, so it remains
to discuss countability. Adjoining a single cell, or a countable number of cells,
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does not change whether or not the indexing set of the pro-object may be chosen
countable, by our constructions. 
4.3. The tangent complex of a formally cohesive functor. In this section, we
will define the tangent complex of a formally cohesive functor F : Artk Ñ sSets.
It will be a chain complex tF , possibly unbounded in both directions. It generalizes
the previously defined π´ntpR
1, Rq for a morphism R Ñ R1 in Artk in the sense
that π´ntpR
1, Rq is the homotopy groups of the mapping cone of tHompR1,´q Ñ
tHompR,´q. Whenever we speak of a “chain complex” we shall always mean one
with degree-decreasing boundary map, and vice versa for cochain complexes.
It seems difficult to directly define a chain complex tF from a formally cohe-
sive functor F . Instead, we construct an essentially equivalent incarnation of it, as
a spectrum with the structure of a module spectrum over the Eilenberg–MacLane
spectrum Hk. We first review the relationship between spectra and chain com-
plexes.
4.3.1. The Dold–Kan correspondence and spectra.
Definition 4.6. A spectrum is a sequence E of based simplicial sets En together
with maps ǫn : En Ñ ΩEn`1. It is an Ω-spectrum if all the compositions
En Ñ ΩEn`1 Ñ ΩEx
8En`1 are weak equivalences. The homotopy groups
of a spectrum E are defined for k P Z as
πkpEq “ colimnÑ8πn`kEn.
Following Lurie, we can now define the tangent complex of a formally cohesive
functor F as an Ω-spectrum.
Example 4.7. Let F be a formally cohesive functor, and suppose for convenience
of notation that is it Kan valued. Then the tangent complex of F is the Ω-spectrum
tF whose nth space is Fpk ‘ krnsq, and whose structure maps are given by the
composition
Fpk ‘ krnsq
»
ÝÑ Fpkq ˆh
Fpk‘krn`1sq Fpk ‘
Ąkrnsq
»
ÝÑ t˚u ˆh
Fpk‘krn`1sq t˚u “ ΩFpk ‘ krn` 1sq,
where the first equivalence comes from the fact thatF preserves homotopy pullback
and the second comes from the fact that Fpkq » ˚.
Next we recall, in Example 4.8 below, how an unbounded chain complex gives
rise to an Ω-spectrum via the Dold–Kan correspondence. Recall first that to a
simplicial k-module A there is an associated non-negatively graded k-linear chain
complex NA: for p ě 0 the pth term is NpA “ X
p
i“1Kerpdi : Ap Ñ Ap´1q
and the boundary map B : NpA Ñ Np´1A is the restriction of d0. If we write
Ch`pkq for the category of non-negatively graded k-linear chain complexes whose
morphisms are the chain maps, then it is a fundamental insight of Dold ([8, §1])
and Kan that the functor
N : sModk Ñ Ch`pkq
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is an equivalence of categories. The inverse functor Ch`pkq Ñ sModk is often
called the Dold–Kan functor. The composition
Ch`pkq
Dold–Kan
ÝÝÝÝÝÑ sModk
forget
ÝÝÝÑ sSets
sends a chain complex pC˚, Bq to a Kan simplicial set (or topological space, af-
ter realization) with basepoint given by 0-element, whose homotopy groups are
canonically isomorphic to the homology groups of the chain complex.
If C “ pC˚, Bq P Ch`pkq, then the space |Dold–KanpCq| is an example of an
infinite loop space: if ΣC denotes the shifted chain complex with pΣCq0 “ 0 and
pΣCqn`1 “ Cn, then there is a canonical weak equivalence
(4.8) Dold–KanpCq
»
ÝÑ ΩDold–KanpΣCq
reflecting the fact that the homology groups ofΣC are the shifted homology groups
ofC . By iteration, we get weak equivalences Dold–KanpCq Ñ ΩnDold–KanpΣnCq.
If C “ pC˚, Bq is an object in the category Chpkq of unbounded chain com-
plexes we can do something similar. Firstly, let τě0C P Ch`pkq denote the
truncation, i.e. the chain complex with pτě0Cq0 “ KerpB : C0 Ñ C´1q and
pτě0Cqn “ Cn for n ě 1. We may then apply the Dold–Kan functor to the non-
negatively graded chain complexes τě0pΣ
nCq and as in (4.8) above, the underlying
based simplicial sets come with weak equivalences
Dold–Kanpτě0Σ
nCq
»
ÝÑ ΩDold–Kanpτě0Σ
n`1Cq.
Example 4.8. An unbounded chain complex C “ pC˚, Bq gives rise to an Ω-
spectrum with nth space Dold–Kanpτě0ΣnCq. The homotopy groups of this spec-
trum are canonically isomorphic to the homology groups of C .
This defines a functor from Chpkq to Ω-spectra which we shall also sometimes
call the Dold–Kan functor.
We take the point of view that the Dold–Kan functor from Chpkq to spectra
defined by the above example is a “forgetful” functor. It remembers enough about
a chain complex to recover its homology groups (viz. as the homotopy groups of the
spectrum) and in particular it detects quasi-isomorphisms, but it does not remember
enough information to recover the k-module structure on these homology groups.
In the next few subsections we shall explain how recognize on a given spectrum E
the “extra structure” of a weak equivalence E » Dold–KanpCq for an unbounded
chain complex C; such an extra structure implies among other things a k-module
structure on π˚pEq. The goal of reviewing this theory is to prove that the tangent
complex of a formally cohesive functor F naturally has this structure: thus, up
to weak equivalence, the tangent complex spectrum arises under the Dold–Kan
functor from a more fundamental object of Chpkq which we consider to be “the”
tangent complex of F .
4.3.2. Γ-sets and Γ-spaces.
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Definition 4.9. Let FinSet˚ be the category of finite based sets, and let Γop Ă
FinSet˚ be the full subcategory on the objects n “ t˚, 1, . . . , nu for n ě 0. A Γ-
set is a functor X : Γop Ñ Sets withXp0q terminal (i.e., having a single element).
Any Γ-set arises as the restriction of a functor FinSet˚ Ñ Sets, and this exten-
sion is unique up to unique natural isomorphism. For example, if S is a finite based
set we may define
XpSq “ pXpnq ˆ IsoFinSet˚pn, Sqq{Sn
for |n| “ |S|. Henceforth we shall often (tacitly) assume that Γ-spaces X : Γop Ñ
sSets have been extended to all finite pointed sets in this way.
Definition 4.10 (Segal). A Γ-space is a simplicial Γ-set1, or in other words a func-
tor X : Γop Ñ sSets withXp0q terminal.
Let pi : nÑ 1 be the morphism with p
´1
i p1q “ tiu and let
(4.9) Xpnq Ñ
nź
i“1
Xp1q
be the map whose ith coordinate is Xppiq. Then the Γ-space X is special when
these maps are weak equivalences for all n ě 0.
Let ∇ : 2 Ñ 1 be the unique map with ∇´1p1q “ t1, 2u. If X is special, then
the diagram
Xp1q ˆXp1q
pXpp1q,Xpp2qq
ÐÝÝÝÝÝÝÝÝÝ Xp2q
Xp∇q
ÝÝÝÑ Xp1q.
induces the structure of an abelian monoid on the set π0pXp1qq, with unit arising
from the unique map 0 Ñ 1. The Γ-space X is very special if this monoid is a
group.
Remark. In Segal’s original definition, the requirement that Xp0q be a ter-
minal simplicial set was not included, but many later authors have added this re-
quirement. His less restrictive definition still implies that special Γ-spaces have
Xp0q contractible, by the weak equivalence (4.9) for n “ 0. If X is a Γ-space
in this less restrictive sense, the unique morphisms 0 Ñ n Ñ 0 in Γop gives a
canonical factorization of X through a functor into simplicial sets over and under
A “ Xp0q, in which Xp0q is terminal in that category. Now the Γ-space defined
by X 1pnq “ Xpnq{A has X 1pAq terminal. If A is contractible the natural map
X Ñ X 1 is an objectwise weak equivalence, so X 1 is (very) special if and only
if X is. Therefore, since we’re mainly interested in special Γ-spaces it does not
matter much whether we use the less restrictive notion or not.
It may be helpful to think of the simplicial setXp1q as the “underlying space” of
X, and the fibers of Xpnq Ñ Xp1q as the space of ways to decompose an element
as the “sum” of n other elements. A “Γ-space structure” on a pointed space Y is a
Γ-space X and an isomorphism (or perhaps a weak equivalence) Y « Xp1q.
1A. Connes has argued that it is better to consider Γ-spaces as simplicial objects in Γ-sets rather
than Γ-objects in simplicial sets.
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Example 4.11. The Γ-space S given by the functor which sends n to the constant
simplicial set n is not special. Indeed, Spnq has n ` 1 elements whereas
śn
1 Sp1q
has 2n elements.
This particular Γ-space is nevertheless quite important, and is known as the
sphere spectrum.
Segal then proves that very special Γ-spaces model Ω-spectra. Let us summarize
the construction, following the later exposition by Bousfield and Friedlander.
(i) If X is any Γ-space, let ΩX be the Γ-space obtained by taking objectwise
(simplicial) loop space, i.e. n ÞÑ ΩXpnq, where the basepoint comes from
the unique map 0Ñ n.
(ii) If X is any Γ-space, let BX be the Γ-space defined as
pBXqpSq “ |rps ÞÑ XpS1p ^ Sq|,
where S1‚ is the pointed simplicial circle, i.e. S
1
p “ ∆
1prpsq{pB∆1qprpsq,
regarded as a functor ∆op Ñ Γop.
(iii) The adjoint of the map
S1 ˆXpnq – S1 ˆXpS11 ^ nq Ñ pBXqpnq
induces a natural transformation X Ñ ΩBX.
More explicitly, at the level of p-simplices, this map sends pu, vq P S1p ˆ
Xpnqp to the image of v under the map nÑ S
1
p ^ n induced by t ÞÑ u^ t.
(iv) Translating into this language, Segal’s theorem is firstly that if X is very
special (and takes values in Kan complexes), then X Ñ ΩBX induces a
weak equivalence Xpnq Ñ ΩpEx8pBXpnqqq, secondly that if X is special
then so is BX, and thirdly that pBXqp1q is n-connected when Xp1q is pn ´
1q-connected.
In particular whenX is very special the space Xp1q comes with canonical deloop-
ings pBXqp1q, pB2Xqp1q, . . . , which depend only on the Γ-space structure, and
hence Xp1q is canonically the 0-space in an Ω-spectrum. If X is special but not
very special, the “group completion” ofXp1q (i.e. ΩBpXp1qq) is the zero-space of
an Ω-spectrum.
Definition 4.12 (Bousfield–Friedlander). Let X be any Γ-space, and define
πkpXq “ colimnπn`kB
nX.
A mapX Ñ Y of Γ-spaces is a stable equivalence if it induces an isomorphism in
all homotopy groups.
4.3.3. Smash product, Γ-rings and module spectra. Segal’s category of Γ-spaces
was later studied further by Bousfield and Friedlander, who constructed a closed
model category structure on Γ-spaces whose weak equivalences are the stable
equivalences from Definition 4.12 and proved that its homotopy category is equiv-
alent to the homotopy category of connective spectra in other known models of that
category. (See also [27, §4, Chapter II]). Later, Lydakis [23] gave a model for the
smash product E^F of two spectra E and F arising from Γ-spaces: for Γ-spaces
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defined on all finite based sets, the smash product has the universal property that a
map of Γ-spaces E ^ F Ñ G is the same (up to isomorphism) as maps
EpSq ˆ F pT q Ñ GpS ^ T q
forming a natural transformation of functors of pS, T q P ΓopˆΓop, where ^ is the
smash product of based sets.
Example 4.13. For any Γ-space X, there are canonical maps
nˆXpT q Ñ Xpn ^ T q,
whose restriction to tiu ˆXpT q is given by the mapXpT q Ñ Xpn ^ T q induced
by the injection T – t˚, iu ^ T Ñ n ^ T . This produces a canonical map of
Γ-spaces
S^X Ñ X,
which is in fact an isomorphism.
Definition 4.14. (i) A Γ-ring is a triple pR,µ, νq consisting of a Γ-space R, a
(strictly!) associative and commutative map µ : R^RÑ R, and a unit map
ν : SÑ R satisfying that µ˝pν^ idq : S^RÑ R agrees with the canonical
isomorphism.
(ii) A module over a Γ-ring R consists of a Γ-space M together with a map
R^M ÑM satisfying the obvious axioms.
For example, any Γ-space is canonically an S-module. A Γ-ring give rise a
connective ring spectrum, although the two notions are not quite the same [21].
Important examples come from the Eilenberg–MacLane spectrum construction,
which associates a spectrum HV to a simplicial abelian group V .
Definition 4.15. (i) Let V be an abelian group. The Eilenberg–MacLane space
HV is the Γ-set defined by
HV pSq “ H0pS, ˚;V q –
Szt˚uź
V.
The description as relative singular homology H0pS, ˚;V q makes the func-
toriality clear, and it is clear from the product description that it is special
(the map (4.9) is a bijection of sets). Then π0pHV p1qq “ V and the monoid
structure agrees with vector space addition soHV is very special.
(ii) If V is a simplicial abelian group, define HV : Γop Ñ sSets by applying the
previous construction degreewise.
Example 4.16. For abelian groups V,W the map
HV pSq ˆHW pT q “ H0pS, ˚;V q ˆH0pT, ˚;W q Ñ H0pS, ˚;V q bH0pT, ˚;W q
–
Ñ H0pS ^ T, ˚;V bW q,
obtained by composing the “Künneth isomorphism” and the canonical bilinear
map defining the tensor product, is a natural transformation of functors of the
based finite sets S, T , and hence defines a map of spectra
(4.10) HV ^HW Ñ HpV bW q.
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This construction works degreewise for simplicial abelian groups, and the map is
natural in the simplicial abelian groups V andW .
If k is a simplicial commutative ring, then the multiplication k b k Ñ k gives
rise to a map Hpk b kq Ñ Hk, which composed with (4.10) makes Hk into a
Γ-ring. If V is a simplicial k-module, then HV inherits an Hk-module structure
in a similar way.
A map X Ñ Y of Hk-module spectra is a map of Γ spaces which commutes
(strictly) with the module structure maps. Such a map is a weak equivalence if the
underlying map of Γ-spaces is (i.e. is a stable equivalence in the sense of Defini-
tion 4.12; we emphasize that this is not the same as objectwise weak equivalence
of functors Γop Ñ sSets). It is a result of Stefan Schwede that this notion can be
extended to a full-fledged model category structure. The following result plays an
important technical role in this paper.
Theorem 4.17 (Robinson, Schwede). Let k be a (possibly simplicial) commuta-
tive ring. The Eilenberg–Maclane functor induces an equivalence of categories
from the homotopy category of simplicial k-modules to the homotopy category of
Hk modules. In fact, this functor is part of a Quillen equivalence between model
categories.
In particular (for k “ Z) it induces an equivalence from simplicial abelian
groups toHZ-modules.
By this result, the homotopy theory of simplicial k-modules (or equivalently
non-negatively graded chain complexes of k-modules) is “equivalent” to the ho-
motopy theory of Hk-modules. In particular there is for each Hk-module E a
“corresponding” simplicial k-module V and a zig-zag of weak equivalences of
Hk-modules between HV and E. The usefulness of this result is that an object
may arise quite naturally and explicitly as an Hk-module E but not explicitly as
a simplicial k-module. For example, in this paper this is the case for the tangent
complex of a formally coherent functor F : Artk Ñ sSets.
Although we shall not strictly need it, let us briefly discuss the extent to which
this relation between Hk-modules and simplicial k-modules may be made func-
torial. In fact, Schwede promotes the relation to a Quillen equivalence of model
categories, where V ÞÑ HV is the right adjoint. He defines a functor in the other
direction, sending an Hk-module E to a simplicial k-module LE. The functor L
is left adjoint to H in the strict sense, and has an explicit and rather simple con-
struction which we shall omit here. The homotopy inverse to H then sends an
Hk-module spectrum E to the simplicial k-module LcpEq, where c is a cofibrant
replacement functor on Hk-module spectra (in a certain model category structure,
see Schwede’s paper for details). Such a functor c is proven to exist using the
small object argument, but unfortunately there does not seem to be a known ex-
plicit formula. Consequently we do not know an explicit functorial formula for the
simplicial k-module “corresponding” to anHk-module spectrum E, but neverthe-
less it may be useful (or at least consoling) to remember the direction of the arrows
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in the comparison zig-zags: to an Hk-module E the “corresponding” simplicial
k-module is V “ LcpEq, and we have natural weak equivalences of Hk-modules
(4.11) E cE
»oo » // HV.
4.3.4. Non-connective spectra. A spectrum E “ pEn, ǫnqnPN is connective if
πkpEq “ 0 for k ă 0. For Ω-spectra this is equivalent to each space En being
pn ´ 1q-connected. As already alluded to, connective Ω-spectra are, up to weak
equivalence, the same as very special Γ-spaces. More precisely there are functors
in both directions given as follows.
Example 4.18. Any Γ-space X gives rise to a connective spectrum with En “
pBnXqp1q. It is an Ω-spectrum when X is very special (after possibly applying
fibrant replacement to the Ens).
Conversely, to a spectrum E there is an associated very special Γ-space defined
by
S ÞÑ colimnÑ8Ω
nEx8pS ^ Enq.
Here S ^ En “ _Szt˚uEn is the smash product of pointed simplicial sets, where
S is regarded as a constant simplicial set.
These constructions are inverse up to homotopy, and give an equivalence of
categories between the homotopy category of very special Γ-spaces and connective
Ω-spectra.
To get a model for all spectra, including those with homotopy groups in negative
degrees, we may consider spectrum objects in Γ-spaces.
Definition 4.19. A Γ-spectrum is a sequence E consisting of Γ-spaces En and
maps ǫn : En Ñ ΩEn`1 of Γ-spaces.
This notion of Γ-spectrum is somewhat uncommon, probably for the following
reason. The forgetful functor from Γ-spectra to spectra induced by sending E to
the spectrum with nth spaceEnp1q induces an equivalence of homotopy categories,
so in this sense the “Γ-structure” is redundant. Nevertheless, it seems convenient
to keep track of this extra redundant data, for instance in dealing withHk-module
structures.
Definition 4.20. A (non-connective) Hk-module spectrum is a Γ-spectrum E to-
gether with maps of Γ-spaces µn : Hk^En Ñ En makingEn into anHk module,
such that the maps ǫn : En Ñ ΩEn`1 are maps of Hk modules.
As already explained, the Dold–Kan functor may be promoted to a functor from
unbounded chain complexes to spectra. In fact this functor naturally takes values
inHk-module spectra.
Example 4.21. Recall from Example 4.16 that the Eilenberg–MacLane functor
takes a simplicial k-module V to an Hk-module HV . If C P Ch`pkq is a
non-negatively graded k-linear chain complex, then we obtain an Hk-module
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HpDold–KanpCqq. If C P Chpkq is an unbounded chain complex, then we ob-
tain anHk-module spectrum with nth space
HpDold–Kanpτě0Σ
nCqq.
It remains to define the structure maps in thisHk-module spectrum. First recall
that for simplicial k-modules A and B the Alexander–Whitney formula gives rise
to a map of k-linear chain complexes NpAbkBq Ñ NAbkNB. If we write kS1
for the free k-module on the simplicial circle, modulo the span of the basepoint
and its degeneracies, and apply the Alexander–Whitney map in the special case
A “ kS1 and B “ Dold–KanpDq for some non-negatively graded k-linear chain
complex D, we get a natural transformation
NpkS1 bDold–KanpDqq Ñ NpkS1q bD – ΣD.
Applying the Dold–Kan functor to this map, and using that it is an inverse functor
to N up to isomorphism, we then get a natural transformation of simplicial k-
modules
kS1 bDold–KanpDq Ñ Dold–KanpΣDq.
The loop-space functorΩ, when regarded as a endo-functor of simplicial k-modules,
is right adjoint to the functor kS1 b´, so the above map is adjoint to a map
(4.12) Dold–KanpDq Ñ ΩpDold–KanpΣDqq
of simplicial k-modules, natural in the non-negatively graded k-linear chain com-
plex D. Finally, substitute D “ τě0ΣnC into (4.12) and use that the inclusion
Dold–KanpΣτě0Σ
nCq “ Dold–Kanpτě1Σ
n`1Cq Ă Dold–Kanpτě0Σ
n`1Cq
becomes an isomorphism after applying Ω. This defines a natural transformation
between simplicial k-modules, and the Eilenberg–MacLane functor turns this into
a map of Hk-modules.
Theorem 4.22. The functor from unbounded k-linear chain complexes to Hk-
module spectra defined in the above example induces an equivalence of homotopy
categories.
Proof sketch. This is just assembling other equivalences: the Dold–Kan functor
gives an equivalence between Ch`pkq and sModk, Robinson and Schwede’s re-
sults give an equivalence between sModk and Hk-modules. There is an induced
equivalence between “Ω-spectrum objects” in Ch`pkq and Hk module spectra.
Spelling this out, we have an equivalence from Chpkq to Hk-module spectra. 
The above functor from Chpkq to Hk-module spectra, defined explicitly in
terms of the Dold–Kan functor and the Eilenberg–MacLane functor, again has a ho-
motopy inverse functor which turns anHk-module spectrum E into an unbounded
chain complex. This inverse functor is defined by turning each Hk-module En
into a k-linear positively graded chain complex LcpEnq; the maps En Ñ ΩEn`1
then induces maps of chain complexes ΣLcpEnq Ñ LcpEn`1q and we may form
a chain complex as the colimit (or homotopy colimit) of Σ´nLcpEnq. Up to weak
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equivalence we get the Hk-module spectrum back by applying the functor in Ex-
ample 4.21; conversely, turning an unbounded k-linear chain complex into anHk-
module spectrum and then back to a chain complex results in a chain complex
quasi-isomorphic to the one we started with. Unfortunately the functor from Hk-
module spectra to chain complexes is not nearly as explicit as the one in the other
direction, since it involves the inexplicit cofibrant approximation cpEnq Ñ En of
Hk-modules.
4.4. The tangent complex of a formally cohesive functor as an Hk module
spectrum. Let us now finally return to formally cohesive functors. If F : Artk Ñ
sSets is such a functor, we have already explained how to define tF as an Ω-
spectrum, whose nth space is
ptFqn “ Fpk ‘ krnsq.
This is an Ω-spectrum by the cohesiveness assumption, and is usually not connec-
tive. The goal of this section (and the goal of recalling all the Γ-space machinery!)
is to explain why the based simplicial sets ptFqn have canonical Γ-space structures,
and why the resulting Γ-spectrum tF is naturally anHk-module spectrum.
Lemma 4.23. Let F : Artk be formally cohesive and let V be a simplicial k-
module with π˚pV q finite dimensional. Then the Γ-space S ÞÑ Fpk ‘HV pSqq is
special.
Proof. Strictly speaking Fpkq “ Fpk ‘ HV p0qq need not be terminal, so we
should first quotient it out, as described in the remark following Definition 4.10.
IfW1, . . . ,Wn are simplicial k-modules, the projection maps pj : ‘iWi ÑWj
induce a map
Fpk ‘
nà
i“1
Wiq Ñ
nź
i“1
Fpk ‘Wiq,
and by induction the formal cohesiveness of F implies that these are weak equiva-
lences. Applying this toW1 “ ¨ ¨ ¨ “Wn “ V we see that the map
Fpk ‘HV pnqq Ñ
nź
i“1
Fpk ‘HV p1qq
is a weak equivalence and hence S ÞÑ Fpk ‘HV pSqq is special. 
The following Lemma and its proof shows the advantage of working with Hk-
modules as opposed to simplicial k-modules.
Lemma 4.24. Let S and T be based finite sets and let µ : HkpSq ˆ HV pT q Ñ
HV pS ^ T q be the maps defining the multiplication Hk ^ HV Ñ HV in the
Hk-module structure on HV . From the definition of µ we see that for each v P
HkpSq “
śSzt˚u k the map µpv,´q : HV pT q Ñ HV pS ^ T q is a map of
simplicial k-modules, and hence induces maps
Fpk ‘´qpµpv,´qq : Fpk ‘HV pT qq Ñ Fpk ‘HV pS ^ T qq,
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and as v P HkpSq varies, these assemble to a map
HkpSq ˆ Fpk ‘HV pT qq Ñ Fpk ‘HV pS ^ T qq
making the special Γ-space T ÞÑ Fpk ‘HV pT qq into an Hk-module spectrum.
Proof. This follows from the functoriality of the constructions involved. 
We have not yet verified that the Γ-spaces constructed above are very spe-
cial. We shall do that by providing deloopings, which are in fact (usually) non-
connective. We shall only need this in the case V “ krns, but the following
Lemma may be generalized to other V .
Lemma 4.25. Let ptFqn be the special Γ-space S ÞÑ Fpk ‘ HpkrnsqpSqq, for
n ě 0. The natural maps
Fpk ‘HpkrnsqpSqq Ñ ΩFpk ‘Hpkrn` 1sqpSqq,
arising from the weak equivalence from k‘HpkrnsqpSq to the homotopy pullback
of k Ñ k ‘ Hpkrn ` 1sqpSq Ð k, define maps of special Γ-spaces ptFqn Ñ
ΩptFqn`1 which are Hk-module maps and also weak equivalences.
Proof. The maps are weak equivalences for each S by the formal cohesiveness of
F . It is easy to check that the deloopings commute (strictly, as usual) with the
Hk-module structure maps. 
Definition 4.26. The tangent complex tF is the chain complex associated (as in
Example 4.21) to the Hk-module spectrum defined by the Γ-space S ÞÑ Fpk ‘
HkpSqq and the deloopings Fpk ‘HpkrnsqpSqq provided above.
In many cases of interest the space Fpk ‘ kq is discrete, and then the chain
complex tF has homology groups only in non-positive degrees. For example, this
is the case for the functors FR,ρ from Example 3.10.
The following important example explains the connection to the usual cotangent
complex of Quillen and Illusie: To a map AÑ B of commutative rings, or indeed
of simplicial commutative rings, and aB-moduleM , we can define André–Quillen
cohomology groups DiApB,Mq; if A Ñ B is cofibrant, this is the cohomology of
the cosimplicial abelian group obtained by computing (levelwise) A-linear deriva-
tions of B with targets in M . Similarly one dually defines a simplicial B-module
LB{A, the “cotangent complex.” Thus if A,B are usual rings and M a usual B-
module, D0ApB,Mq is the set of derivations B Ñ M and D
1
ApB,Mq classifies
commutative A-algebra extensions M Ñ? Ñ B, whereas π0LB{A » ΩB{A. For
details see [27].
Example 4.27. If R is a cofibrant simplicial commutative ring and ρ : π0R Ñ k
is a homomorphism, we may consider the functor FR,ρ : Artk Ñ sSets from
Example 3.10. By (4.1) and the subsequent discussion,
π´itFR,ρ » D
i
ZpR, kq.
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Indeed, the tangent complex of FR,ρ is quasi-isomorphic to
(4.13) HomChpkqpDold–KanpLR{Z bR kq, kq,
where the Hom is the internal hom of chain complexes.
4.5. Constructions on cohesive functors and their effect on tangent complexes.
In this section we discuss various constructions which produce new cohesive func-
tors out of old ones, and discuss the effect of these functors on tangent complexes.
Both of the following two Lemmas are special cases of the more general statement
that the class of formally cohesive functors are closed under taking objectwise ho-
motopy limits.
Lemma 4.28. Let F : Artk Ñ sSets be formally cohesive and let X be a sim-
plicial set, or even a pro-simplicial set. Then the functor A ÞÑ HompX,FpAqq
is formally cohesive, where Hom denotes the space of unbased maps. If F takes
values in pointed spaces and X is pointed, then the same is true for the space of
based maps.
As usual, ifX “ pα ÞÑ Xαq is a pro-simplicial set, we define HompX,´q to be
the colimit colimαHompXα,´q.
Proof. HompX,´q preserves homotopy pullbacks. 
Lemma 4.29. Let F0,F1,F01 : Artk Ñ sSets be homotopy invariant functors,
equipped with natural transformations F0 Ñ F01 Ð F1, and define F by the
objectwise homotopy pullback
FpAq “ F0pAq ˆ
h
F01pAq
F1pAq.
If F0, F1, and F01 are formally cohesive, then so is F . More generally, if F0, F1,
and F01 preserve homotopy pullback, then so does F .
Proof. This is a formal consequence of homotopy limits commuting with each
other up to weak equivalence; in particular any homotopy limit preserves homotopy
pullback. 
Lemma 4.30. Let F : Artk Ñ sSets be formally cohesive.
(i) The tangent complex of the “forgetful” functor A ÞÑ m “ KerpA Ñ kq is
one-dimensional and concentrated in degree 0 (i.e. the corresponding Hk-
module spectrum is equivalent toHk as anHk-module spectrum).
(ii) If F takes values in pointed simplicial sets, then tΩF » Σ´1tF .
(iii) For a space X, we have tHompX,Fp´qq » C˚pX; tFq. Similarly when X
is a pro-space, where both sides are then interpreted as the direct limits of
maps from finite levels of the pro-object.
(iv) The tangent complex takes homotopy pullback squares of functors are taken
to pullback squares of spectra. Hence for F “ F0ˆhF01 F1 as in Lemma 4.29
above, there is a (co)fiber sequence of spectra
tF Ñ tF0 ˆ tF1 Ñ tF01
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and a corresponding “Mayer–Vietoris” sequence in homotopy groups
¨ ¨ ¨ Ñ π´ntF
ppf0q˚,pf1q˚q
ÝÝÝÝÝÝÝÝÑ π´ntF0‘π´ntF1
pp0q˚´pp1q˚
ÝÝÝÝÝÝÝÝÑ π´ntF01 Ñ π´pn`1qtF Ñ . . . ,
where pi : Fi Ñ F01 are the specified natural transformations and fi : F Ñ
Fi is the induced projections from the homotopy fiber product to its factors.
We will often use (iv) in the following form: a homotopy commutative square
of functors
G //

F0

F1 // F01
is an object-wise homotopy pullback square exactly when the induced map
tG Ñ hofibptF0 ‘ tF1 ÝÑ tF01q
is an isomorphism on homotopy groups. Indeed by our discussion above, the latter
condition is satisfied exactly when G Ñ F0 ˆ
h
F01
F1 induces an isomorphism on
homotopy groups of tangent complexes, thus is an equivalence by Lemma 3.11.
Proof. For (i), clearly the functor takes k‘krns to krns and hence πit has the same
homotopy groups as Hk so they must be weakly equivalent.
The remaining statements are special cases of the general statement that if C
is any category and F “ holimcPCFc, then tF “ holimcPCtFc. This follows
because (homotopy) limits of Ω-spectra may be computed levelwise. 
Remark. By combining these results, we see that the tangent complex of the
functor A ÞÑ sSets˚pX,mq is C
˚pX, ˚; kq.
These result shows that the tangent complex behaves well with respect to homo-
topy pullback of functors, or equivalently derived tensor product of (pro-)simplicial
rings. By contrast, the behaviour under pullback of rings is much more compli-
cated. Similarly, the tangent complexes of k ‘ krns are quite complicated.
Later we shall define for any algebraic group G a functor A ÞÑ BGpAq. The
following results will let us prove that that functor preserves homotopy pullbacks.
Lemma 4.31. For a commutative square
A
f //
g

B
h

C
j // D
with all four spaces are path connected, and such that either π1pBq Ñ π1pDq or
π1pCq Ñ π1pDq is surjective, the square is homotopy cartesian if and only if the
induced square of loop spaces is homotopy cartesian.
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Proof. To see that the induced map A Ñ B ˆhD C is a weak equivalence, we
check that πipAq Ñ πipB ˆ
h
D Cq is a bijection for all i and for all basepoints. In
fact, we claim that for i “ 0 both homotopy sets have exactly one element. Given
that, the bijection on higher homotopy groups follow since πiA “ πi´1ΩA and
πipB ˆD Cq “ πi´1pΩB ˆ
h
ΩD ΩAq.
π0pAq has one element by assumption. The set π0pBˆD Cq fits in a short exact
sequence of pointed sets π0phofibpjqq Ñ π0pB ˆD Cq Ñ π0B, where π0B has
one element by assumption, and hofibpjq has one element since π1C Ñ π1pDq is
surjective and D is path connected. 
Corollary 4.32. Let F : Artk Ñ sSets˚ be a homotopy invariant functor into
based simplicial sets, such that FpAq is path connected for all A, that A ÞÑ
ΩFpAq is preserves homotopy pullback, and such that π0ΩFpAq Ñ π0ΩFpBq
is surjective whenever π0A Ñ π0B is surjective. Then F preserves homotopy
pullback.
4.6. Lurie’s derived Schlessinger criterion. The following result is from [22,
6.2.14]. In our applications to number theory, we will only use the “countable-
dimensional” case of the result. In the following we shall use the notation πitF for
the ith homology group of the chain complex tF (which is the ith homotopy group
of the corresponding Hk-module spectrum).
Theorem 4.33. Let F : Artk Ñ sSets be formally cohesive. Then F is pro-
representable if and only if the k-vector space πitF vanishes for i ą 0.
If the k-vector spaces πitF have countable dimension, then the pro-representing
object may be chosen to have countable indexing category.
Recall that a spectrum or chain complex E is called connective if πiE “ 0
for i ă 0 and is called co-connective if πiE “ 0 for i ą 0. Thus the theorem
asserts that a functor is pro-representable if and only if the tangent complex is co-
connective; this happens precisely when Fpk ‘ kr0sq is homotopy discrete. This
is a variant of Theorem 6.2.13 in Lurie’s thesis and is proved by essentially the
same argument. Since his setup and assumption are mildly different from ours
(e.g. we do not discuss any “Noetherian-ness” of the representing pro-system, and
correspondingly we do not assume the homotopy groups of the tangent complex
are finite dimensional), we shall outline the proof.
Sketch of proof of Theorem 4.33. In this proof we shall write tF for theHk-module
spectrum version of the tangent complex. It follows from Example 4.27 that the
tangent complex of any representable functor is co-connective. The tangent com-
plex takes filtered homotopy colimits of functors to filtered homotopy colimits of
spectra, so the tangent complex of any pro-representable functor is co-connective.
Conversely, suppose πitF “ 0 for i ą 0, i.e. that πiFpk‘ krnsq “ 0 for i ą n.
We shall produce a natural weak equivalence from a filtered homotopy colimit of
representable functors to F . Without loss of generality, we may assume that F is
a simplicially enriched functor and takes Kan values.
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The construction is by a (generally transfinite) recursive recipe, providing an
“improvement” to any pair pR, ιq consisting of a cofibrant R P Artk and a zero-
simplex ι P FpRq. Suppose given an integer n ě 0, a finite dimensional k-vector
space V and a point in the homotopy fiber of the map HompR, k‘V _rn` 1sq Ñ
Fpk ‘ V _rn` 1sq, given by a diagram
(4.14)
B∆r1s
f //

HompR, k ‘ V _rn` 1sq
ι

∆r1s
h // Fpk ‘ V _rn` 1sq,
where f and h are pointed maps. We then construct an object R1 P Artk and a
morphism R1 Ñ R by the cartesian square
R1 //

k ‘ ČV _rn` 1s

R
f // k ‘ V _rn ` 1s,
where as usual we write k ‘ ČV _rn` 1s “ k ‘ pV _ bk Čkrn ` 1sq » k. Since f
induces a surjection on π0 and F is formally cohesive we obtain a fiber sequence
FpR1q Ñ FpRq Ñ Fpk ‘ V _rn ` 1sq, where the second map sends ι to f˚pιq.
The path h : D1 Ñ Fpk‘V _rn`1sq then provides a lift of ι to the the homotopy
fiber of FpRq Ñ Fpk‘V _rn` 1sq, and hence a homotopy lift of ι to ι1 P FpR1q.
As we shall explain next, this pair pR1, ι1q can be regarded as an “improvement” of
pR, ιq.
In terms of represented functors, we have constructed a natural diagram of func-
tors Artk Ñ sSets
HompR,´q
ι //

F
HompR1,´q
ι1 //
6>
tttttttttt
ttttt
tttt
F
where the double arrow denotes a natural homotopy. Evaluating at k ‘ krns these
functors define the spectrum underlying the cotangent complex, and we have an
induced homotopy commutative diagram
tR
ι //

tF // C

tR1
ι1 // tFp´q // C 1
where C and C 1 are the cofibers in the category ofHk-module spectra (they should
be thought of as the relative cotangent complexes of F relative to R or R1). The
homotopy type of the maps pf, hq from (4.14) correspond bijectively to k-linear
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maps V Ñ π´nC , and by construction of pR
1, ι1q the composition V Ñ π´nC Ñ
π´nC
1 is zero.
By iterating this procedure, possibly transfinitely many times, we obtain an in-
verse system of simplicial rings Rj , and a point in the homotopy inverse limit
of FpRjq, such that the corresponding relative cotangent complexes Cj have con-
tractible direct limit (any element at some stage is always killed at some later stage).
Hence we have produced a natural weak equivalence hocolimjPJHompRj ,´q Ñ
F , as desired. 
4.7. Non-reduced functors and local systems. In this section we discuss how to
generalize the definitions and results above to functors F : Artk Ñ sSets which
preserve homotopy pullback, but which do not necessarily have Fpkq contractible
and hence is not formally cohesive.
Such functors are important for our later constructions: for example, in §5 we
shall define, for G an algebraic group over W pkq, a functor A ÞÑ BGpAq which
is homotopy invariant and preserves homotopy pullbacks, but it is not reduced.
Our representation functor is a modification of A ÞÑ sSetspX,BGpAqq, and it
is convenient first study BGpAq and then afterwards study the effect of taking
mapping space from X.
Rather than forcing a functor F : Artk Ñ sSets preserving homotopy pullbacks
to have contractible value at k, we change the target category in order for the object
Fpkq to be homotopy terminal (i.e. have contractible derived mapping space from
any other object). Since any object A “ pA Ñ kq P Artk comes with a unique
morphism to k “ pid : k Ñ kq there is an induced map FpAq Ñ Fpkq, and
we may regard F as taking values in the over category sSets{Z for Z “ Fpkq, or
when technically convenient Z “ Ex8pFpkqq. In this setting it still makes sense
to define the tangent complex of F , but instead of a k-linear chain complex (or
equivalently an Hk-module spectrum), it will be a local system of k-linear chain
complexes on Z , in the following sense.
Definition 4.34. The category SimppZq of simplices of a simplicial set Z has ob-
jects pairs of an object rps P ∆ and a morphism σ : ∆rps Ñ Z , and morphisms
those morphisms in ∆ that commute with the maps to Z . In particular any p-
simplex σ has face inclusion morphisms diσ Ñ σ for each i “ 0, . . . p.
A local system (of k-linear chain complexes) on a simplicial set Z is a functor
L : SimppZq Ñ Chpkq
σ ÞÑ Lσ
to the category of chain complexes of k-modules, possibly unbounded in both di-
rections, sending all morphisms in SimppZq to quasi-isomorphisms.
If L is such a system, we may define cochains of Z with coefficients in L. In
order to avoid confusion, let us decide that all differentials decrease degrees, and
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that “cochains” therefore tends to live in negative degrees. Let
C˚pZ;Lq “
ź
σPSimppZq
Lσ,
which a priori is a bigraded k-vector space (one grading from the dimension of
σ, one from the grading in Chpkq) with two commuting coboundary maps (one
from the internal boundary maps of the Lσ, one from the alternating sum of the
maps δii : Ldiσ Ñ Lσ). By C
˚pZ;Lq we shall usually mean the associated total
complex.
Remark 4.35. Alternatively, a local coefficient system could be defined as a func-
tor from SimppZq into the category of Hk-module spectra, sending all morphisms
into weak equivalences. The Dold–Kan functor and its homotopy inverse functor
Lc discussed in Section 4.3 translate back and forth between these definitions.
Taking cochains of a local system then corresponds to taking homotopy limit:
if L is a local system of Hk-module spectra, then applying Lc to the homotopy
limit of L, which is naturally again an Hk-module spectrum, results in a chain
complex which is canonically quasi-isomorphic to the cochains of the local system
of k-linear chain complexes σ ÞÑ LcpLσq.
Let us comment on the relationship between this notion of local system and the
more classical one as a module with an action of the fundamental group. In fact the
classical one is sufficient for local systems of chain complexes whose homology is
concentrated in a single degree, as follows.
Remark 4.36. In the case where the base Z is path connected and z P Z is a ver-
tex, the group π1pZ, zq acts on the homology of the chain complex Lz. IfH˚pLzq is
concentrated in a single degree, then this action in fact classifies the local system:
any π1pZ, zq-module may be realized as HnpLzq for a local system L such that
Lz has homology concentrated in degree n, and if L and L1 are two local systems
such that both Lz and L1z have homology concentrated in degree n then any iso-
morphism HnpLzq – HnpL1zq may be realized by a zig-zag of weak equivalences
of functors SimppZq Ñ Chpkq.
Let us return to the tangent complex. Assume that F : Artk Ñ sSets{Z pre-
serves homotopy pullbacks and that Fpkq P sSets{Z is a terminal object. For each
σ : ∆rps Ñ Z – Fpkq we may define a functor Fσ : Artk by the homotopy
pullback square
FσpAq //

FpAq

∆rps
σ // Fpkq.
Then each Fσ has a tangent complex tFσ , and we have obtained a functor
SimppZq Ñ Chpkq
σ ÞÑ tFσ
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sending all morphisms to weak equivalences.
Definition 4.37. Let Z be a simplicial set andF : Artk Ñ sSets{Z a homotopy in-
variant functor preserving pullbacks, such that Fpkq is a terminal object. Then the
tangent complex of F is the local system of k-linear unbounded chain complexes
on Z given by as σ ÞÑ tFσ, as defined above.
Our results and constructions from Section 4.5 all have a generalizations to
non-reduced functors, where the tangent complex is a local system on Fpkq as
in Definition 4.37. Most importantly for the next section, we have the following
construction.
Example 4.38. Let F : Artk Ñ sSets be homotopy invariant and preserve ho-
motopy pullbacks. Without loss of generality, suppose also that all values of F are
Kan. If we let Z “ Fpkq and regard F as a functor Artk Ñ sSets{Z the value at
k is then terminal. Let tF : SimppZq Ñ Chpkq be its tangent complex, regarded
as a local system of k-linear chain complexes on Z , as defined above.
LetX be any simplicial set and ρ : X Ñ Z “ Fpkq a map. We may then define
a new functor FX,ρ : Artk Ñ sSets by
FX,ρpAq “ hofibρ
`
sSetspX,FpAqq Ñ sSetspX,Fpkq
˘
.
Then FX,ρ is formally cohesive, and its tangent complex is given by the formula
(4.15) tFX,ρ » C
˚pX, ρ˚tFq,
where ρ˚tF denotes the pulled-back local system defined by precomposing tF by
ρ˚ : SimppXq Ñ SimppZq.
The formula (4.15) is perhaps best explained before turning Hk modules into
chain complexes, where the definition of tF is more explicit. In that setting, a local
system onX is simply a functor from the category of simplices ofX to the category
ofHk-module spectra, and taking cochains translates to a particular model for the
homotopy limit. For the particular local system relevant for (4.15), the nth space
of the functor sends a simplex σ : ∆p Ñ X to the space of homotopy commutative
diagrams
∆p //
σ

Fpk ‘ krnsq

X
ρ
// Fpkq,
where “space of homotopy commutative diagrams” means the simplicial set of
ways to supply the top horizontal arrow as well as a simplicial homotopy ∆1 ˆ
∆p Ñ Fpkq in the diagram. Taking homotopy limit over all σ then gives the space
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of homotopy commutative diagrams
Fpk ‘ krnsq

X
99ttttttttttt
ρ
// Fpkq,
which is the nth space of Hk-module spectrum tFX,ρ.
For later use, we remark that the construction in the above example works just as
well when X “ pi ÞÑ Xiq is a pro-simplicial set. In that case the example applies
to each Xi and we may pass to the (filtered) colimit.
Finally, let us describe how to define BGLnpAq, for A a simplicial ring. The
definition we give is ad hoc and depends on the specific realization of GLnpAq:
Example 4.39. For a simplicial ring A, let GLnpAq Ă MnpAq “ An
2
denote
union of the path components in GLnpπ0Aq Ă Mnpπ0Aq. Then the functor A ÞÑ
BGLnpAq is homotopy invariant and preserves homotopy pullbacks, butBGLnpkq
is not contractible, since it is aKpπ, 1q for GLnpkq.
To see that BGLn preserves homotopy pullback, we use Corollary 4.32. In-
deed, the looped functor A ÞÑ ΩBGLnpAq is just GLnpAq Ă MnpAq “ A
n2 .
This looped functor A ÞÑ MnpAq clearly preserves homotopy pullback, so it re-
mains to see that π0pGLnq preserves surjections of Artin rings. This is because a
square matrix with coefficients in an Artin local ring is invertible if and only if the
reduction to a matrix with coefficients in the residue field is invertible.
Lemma 4.40. The tangent complex of A ÞÑ BGLnpAq is the local system on
BGLnpkq given by the conjugation action of GLnpkq onMnpkq. (Here Mnpkq is
discrete, i.e. the homotopy groups of the tangent complex vanish except in degree
0.)
We omit the proof, because in the next section we shall give a more general
result: we define a functor A ÞÑ BGpAq for an arbitrary algebraic group G, and
will prove the analogue of the Lemma in that context. (The definition of the next
section will not specialize to Example 4.39 in the caseG “ GLn, but it is naturally
weakly equivalent to it.)
5. REPRESENTATION FUNCTORS
In this section we define and study an “infinitesimal representation variety”
functor, parametrizing representations into an algebraic groupG defined overW pkq.
Assume for the moment that G has trivial center. Let Γ be a group. We wish to
define a functor
(5.1) A ÞÑ FGpAq “ HompΓ, GpAqq{GpAq,
where GpAq acts by conjugation on the space of homomorphisms. Better yet, we
want to study the subfunctor where the composition Γ Ñ GpAq Ñ Gpkq is fixed
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to be some ρ on which Gpkq acts without isotropy. This makes perfect sense as
stated for a discrete (pro)-group Γ and a discrete commutative W pkq-algebra A,
and for a homomorphism AÑ k. In this section we will define such a functor also
for simplicial A, and possibly (pro-)simplicial Γ as well.
The final definition of our representation functors are given in Definition 5.4 –
the role of Γ is replaced by BΓ, which is also allowed to be in fact an arbitrary
pro-simplicial set, as we need in our applications; and their tangent complexes are
computed in Lemma 5.10.
5.1. BGpAq for a simplicial ring A. Let us first discuss how one might try to
define GpAq, if A is a simplicial ring. The simplicial group rps ÞÑ GpApq is not a
useful object to consider, even for G “ Gm: it is not homotopy invariant.
If OG is the (discrete) W pkq-algebra with G “ SpecpOGq, we may instead
define A ÞÑ GpAq for A P Artk by
GpAq “ HomSCRpcpOGq, Aq,
where c : SCR Ñ SCR denotes cofibrant approximation. This is a reasonable
definition if we only care about G as a scheme, and not a group scheme. In fact,
G : Artk Ñ sSets is pro-representable in the sense of Definition 2.19, e.g. by
inverse system given by the objects cpOG{p
mq. Unfortunately, A ÞÑ GpAq defined
this way does not take values in simplicial groups or even simplicial monoids.
For G “ GLn there is an ad hoc definition of GLnpAq as the union of the
components ofMnpAq “ A
n2 with invertible image inMnpπ0Aq. This is monoid
valued and weakly equivalent to the abstract definition above.
For a general algebraic group G, it seems better to directly define the functor
A ÞÑ BGpAq instead of first defining GpAq. (If desired, a simplicial group valued
functor A ÞÑ GpAq can be obtained by applying “Kan loop group”.)
For an ordinary commutative ring A, the space BGpAq is the realization of the
nerve ofGpAq; the functor A ÞÑ NppGpAqq (i.e. p-simplexes of the nerve ofGpAq)
is represented by ONpG “ O
bp
G , the p-fold tensor product overW pkq. Our recipe
in general is to replace each A ÞÑ NpGpAq by a functor which is representable
by a simplicial ring which is cofibrant and homotopy discrete, in a way that also
preserves the simplicial structure rps ÞÑ NpGpAq.
In the simplicial case we define for A P Artk for each p the simplicial set
HomSCRpcpONpGq, Aq.
This simplicial set is a functor of rps as well as A, and we have obtained a functor
from simplicial rings to bisimplicial sets.
Definition 5.1. Let BGpAq denote Ex8 of the geometric realization (i.e. the diag-
onal) of the bisimplicial set HomSCRpcpON‚Gq, Aq defined above.
Note that, if A is homotopy discrete, then BGpAq is weakly equivalent to the
usual classifying space of the discrete group Gpπ0Aq. Let us also note the follow-
ing “sanity check” of our definition.
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Lemma 5.2. Let GpAq “ HomSCRpcpOGq, Aq as above. Then the natural inclu-
sion
GpAq Ñ ΩBGpAq
is a weak equivalence.
Proof. For R P SCR, we say that Z Ñ R is “cellular” if it is isomorphic to a
possibly transfinite) composition of cell attachments as in Definition 2.1.
Let us also note that pcpOGqq
bp is cellular if cpOGq is and hence for purposes
where the strict functoriality in rps P ∆ is unnecessary we may use pcpOGqq
bp as
a model for cpONpGq. In particular we see that the morphisms r1s – pi´ 1 ă iq Ă
p0 ă ¨ ¨ ¨ ă pq in∆ for i “ 1, . . . , p induce weak equivalences
HomSCRpcpONpGq, Aq Ñ
pź
i“1
HomSCRpcpON1Gq, Aq.
This condition on a simplicial space, often called the “Segal condition” after [30],
implies that the natural map from the 1-simplices to the loop space of the geometric
realization is a weak equivalence. 
Corollary 5.3. If AÑ B is a morphism in Artk whose underlying map of simpli-
cial sets is n-connected, then BGpAq Ñ BGpBq is pn` 1q-connected.
The proof of this Corollary is not hard. Before giving it, let us point out that
we defined GpAq “ SCRpcpOGq, Aq and not SCR{kpcpOGq, Aq. Hence we have
an interesting map GpAq Ñ Gpkq. Each element ρ P Gpkq “ π0Gpkq gives a
homomorphism ρ : OG Ñ k and hence an object pOG, ρq P SCR{k, and we have
an isomorphism of simplicial sets
(5.2) GpAq –
ž
ρPGpkq
SCR{kppcpOGq, ρq, Aq
which is in fact a natural isomorphism of functors Artk Ñ sSets.
Proof. By Lemma 5.2 it suffices to see that GpAq Ñ GpBq is n-connected, and
by (5.2) it suffices to see that
SCR{kppcpOGq, ρq, Aq Ñ SCR{kppcpOGq, ρq, Bq
is n-connected for all ρ P Gpkq, which we may check one ρ at a time.
This holds because the coordinate ring OG is smooth at the k-point ρ P Gpkq.
Hence if we choose formal parameters x1, . . . , xd P OG of G at ρ, the object
of pro-Artk representing the functor SCR{kppcpOGq, ρq,´q may be taken to be
W pkqrrx1, . . . , xdss for d “ dimpGq. This choice of parameters induce a natural
weak equivalence SCR{kppcpOGq, ρq, Aq » pmpAqq
d. 
Our definition of A ÞÑ BGpAq is also functorial in the algebraic group G.
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5.2. Framed and unframed deformation functors. We can now define analogues
of the framed and unframed representation functors for general G. Let us postpone
a discussion of irreducibility (hence our functors need not be representable in gen-
eral – they are “derived stacks”).
Before we proceed to the general definitions, we give first the simplest case.
Let X be a scheme – in our applications, the spectrum of a ring of integers in a
number field – and let y0 a geometric basepoint. If A P Artk is discrete, and so
GpAq is simply a discrete group, then the set of conjugacy classes of represen-
tations π1pX , x0q Ñ GpAq are in correspondence with the étale torsors over X
with structure group GpAq. In turn, these correspond to homotopy classes of maps
from the étale homotopy type X of X to BGpAq. Here the étale homotopy type
is understood to be the pro-simplicial set X that is associated to X by Friedlander
[10]2. This motivates the basic version of our representation functor, which appears
in (5.4) below.
In terms of the discussion above, part (i) of the following definition corresponds
to keeping track of representations together with a basis for the underlying module
(this is usually called “framed deformation rings” in number theory) and part (ii)
corresponds to studying only lifts of a fixed representation π1pX0, xq Ñ Gpkq. The
most important case for us will be the functor FX,ρ from (iii), in the case when X
is the etale homotopy type of the ring of integers in a number field.
In the following definition, if X “ pα ÞÑ Xαq is a pro-object in simplicial sets,
we write HompX,´q for the colimit
(5.3) colimαsSetspXα,´q.
Definition 5.4. (i) Let X be a pro-object in based simplicial sets, and let FlX,G
be the functor whose value on a simplicial ring A is the space of based maps
X Ñ BGpAq. Equivalently, it is the homotopy fiber of the
HompX,BGpAqq Ñ BGpAq,
given by evaluation at the basepoint.
(ii) Let X be a pro-object in simplicial sets, and let FX,G be the functor whose
value on a simplicial ring A is the space of maps (now unbased):
(5.4) FX,GpAq “ HompX,BGpAqq.
(iii) If ρ : π1X Ñ Gpkq is a homomorphism (from the fundamental pro-groupoid,
in the unpointed situation), we define functors FX,ρ and F˝X,ρ by taking ho-
motopy fibers over the zero-simplices of FX,Gpkq and F˝X,Gpkq given by ρ.
It follows from the discussion of Example 4.38, that these functors are homotopy
invariant and preserve homotopy pullback, and that the functors of (iii) are formally
cohesive.
2In the cases of interest for number theory, we don’t need to appeal to the étale homotopy type –
see the footnote on page 74 for a more straightforward construction.
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5.3. Calculation of tangent complexes. The functor FX,G is not reduced except
in trivial cases. Hence the tangent complex is a local system (§4.7) on FX,Gpkq,
and in fact in Section 4.7 we have developed all the tools to calculate it at an
arbitrary vertex ρ P FX,Gpkq.
To this end, it is convenient to first treat the functor A ÞÑ BGpAq, which we
shall write as simply BG. It has the same properties as the functors defined above,
namely it is homotopy invariant, Kan valued, preserves pullbacks, but is not re-
duced.
Lemma 5.5. The tangent complex of A ÞÑ BGpAq is the local system on BGpkq
which at the basepoint gives a chain complex with homology concentrated in de-
gree 1, where it is the k-module g “ KerpGpkrǫs{ǫ2q Ñ Gpkqq with the conjuga-
tion action of Gpkq “ π1pBGpkqq.
In other words it is the Lie algebra of G with the adjoint action, concentrated
in degree 1 (where as usual we insist on grading so that boundary maps decrease
degrees; in cohomological notation it would be in degree ´1). By Remark 4.36,
the Lemma uniquely describes tpBGq as a local system on BGpkq up to weak
equivalence of local systems.
Proof. Let us work with the corresponding spectra instead of chain complexes.
Then the tangent complex tpBGq at the basepoint vertex of BGpkq is the spectrum
whose nth space is
(5.5) hofibpBGpk ‘ krnsq Ñ BGpkqq.
Now BGpk ‘ krnsq Ñ BGpkq is pn ` 1q-connected by Corollary 5.3 and the
pn ` 1qst loop space is the homotopy fiber of Gpk ‘ kr0sq Ñ Gpkq or in other
words the kernel of that surjection of discrete groups. Hence the space (5.5) is an
Eilenberg–MacLane space Kpg, n ` 1q for g “ KerpGpkrǫs{ǫ2q Ñ Gpkqq, and
this description also captures the action of Gpkq. 
From the Lemma and Example 4.38 it is then immediate to read off the tangent
complex of associated functors, in particular:
Example 5.6. With notation as in Definition 5.4, the tangent complex of FX,G,ρ is
(quasi-isomorphic to) C˚`1pX; ρ˚gq, where we regard the Lie algebra g as a local
system onX by means of ρ.
The indexing may be somewhat confusing: we mean that π´i of the tangent
complex is isomorphic to theH i`1pX; ρ˚gq; in particular the homotopy groups of
the tangent complex are concentrated in degrees p´8, 1s.
Observe, in particular, that if the center of G is positive-dimensional, then the
functor FX,G,ρ is never pro-representable, because its tangent complex has nonva-
nishing π1. We now explain how to modify the foregoing discussion in this case.
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5.4. Modifications for center. If G has a nontrivial center (e.g. G “ GLn) the
functor FX,G will never be pro-representable, because of automorphisms. We now
explain how to modify the previous discussion, along the lines of (5.1). (This
section will not be used in the remainder of the paper.)
Suppose, then, that Z Ñ G is a central algebraic subgroup. Then we have an
algebraic group PG “ G{Z and hence BPGpAq for simplicial A. It shall be
convenient to give another model for BPGpAq, in which the short exact sequence
ZpAq Ñ GpAq Ñ PGpAq corresponds to a fibration sequence
BGpAq Ñ BPGpAq Ñ B2ZpAq.
Wemust first explain the definition of the functor A ÞÑ B2ZpAq. For discrete rings
A, ZpAq is a commutative group and hence N‚ZpAq is a simplicial group so we
may form the bisimplicial set N‚N‚ZpAq. Extend this to a functor on simplicial
rings which in each bi-degree is representable by a cofibrant simplicial ring, as
before. Then B2ZpAq is defined as Ex8 of the diagonal of the trisimplicial set.
Lemma 5.7. In the above setting, there is a natural fibration sequence
BGpAq Ñ BPGpAq Ñ B2ZpAq.
Proof sketch/Definition. What we mean is that the functors are related by zig-zags
of natural weak equivalences to functors which actually form a fibration.
The main thing to explain is how to define BPGpAq Ñ B2ZpAq, to which end
we replace BPGpAq by the Borel construction BGpAq{BZpAq. More explicitly,
for discrete A the multiplication ZpAqˆGpAq Ñ GpAq is a group homomorphism
and hence gives an action pNpZpAqq ˆ pNpGpAqq Ñ NppGpAqq of the simplicial
group N‚ZpAq on the simplicial set N‚GpAq. Taking bar construction of this
actions gives a bisimplicial set
pp, qq ÞÑ Nqp˚, NpZpAq, NpGpAqq,
which is represented by a bi-cosimplicial ring which in bidegree pp, qq is ObpqZ b
O
bp
G . Then apply a functorial cosimplicial replacement as before, and redefine
BPGpAq as the geometric realization of the tri-simplicial set represented (this is
naturally weakly equivalent to the previous definition). There is a natural weak
equivalence to the previously defined BPGpAq.
In this model the obvious map Nqp˚, NpZpAq, NpGpAqq Ñ Nqp˚, NpZpAq, ˚q
gives the desired map BPGpAq Ñ B2ZpAq, with fiber BGpAq. (Note that, as
before, we should apply Ex8 to all these functors so that they have Kan values.)

Definition 5.8. Let X be a pro-object in spaces, and let FX,G,Z be defined by the
homotopy pullback diagram
(5.6)
FX,G,ZpAq //

Hompπ0X,B
2ZpAqq
const

HompX,PGpAqq // HompX,B2ZpAqq
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where the right-hand vertical map is the inclusion of the (componentwise) constant
maps; and HompX,´q is as in (5.3), but taken in unpointed spaces.
Observe that when Z is trivial, FX,G,Z reduces to the functor FX,G previously
studied. More generally FX,G,Z fits into a natural fibration sequence
(5.7) Hompπ0pXq, BZpAqq Ñ HompX,BGpAqq Ñ FX,G,ZpAq.
In the case X “ BΓ for a pro-simplicial group Γ, this could be though of as
modeling a bundle of stacks
˚{Z Ñ pHompΓ, Gqq{GÑ pHompΓ, Gqq{PG.
Lemma 5.9. FX,G,Z is homotopy invariant and preserves homotopy pullbacks.
Proof. The three functors in the homotopy pullback diagram defining FX,G,Z are
all special cases of the construction in Example 4.38, hence they are all homotopy
invariant and preserve homotopy pullback. These properties are then inherited by
FX,G,Z . 
If ρ : π1X Ñ Gpkq is a homomorphism, we may define functors FX,Z,ρ and
F˝X,Z,ρ similarly to the previous discussion. We may compute the tangent com-
plexes of FX,G,Z and FX,Z,ρ: the fiber sequence (5.7) induces a cofiber sequence
of tangent complexes and the tangent complexes of Hompπ0pXq, BZpAqq and
HompX,BGpAqq are determined by the above discussion. We deduce a cofiber
sequence
C˚`1pπ0X; AdpZqq Ñ C
˚`1pX; AdpGqq Ñ tFX,Z,ρ,
where we have written AdpGq for the Lie algebra ofGwith action of π1pXq pulled
back along ρ and similarly for AdpZq.
Lemma 5.10. The tangent complex of FX,Z,ρ is quasi-isomorphic to the mapping
cone of
C˚`1pπ0pXq; AdpZqq Ñ C
˚`1pX; AdpGqq,
whereAdpGq denotes the Lie algebra ofG over k, acted on by π1pXq via ρ, andC˚
denotes cochains. The map is induced by the inclusion Z Ă G and by the canonical
map X Ñ π0pXq of (pro-)simplicial sets, and the domain is non-vanishing only
for ˚ “ ´1.
In particular, the tangent complex is co-connective precisely when the map of
k-vector spaces H0pπ0pXq; AdpZqq Ñ H0pX; AdpGqq is an isomorphism, i.e.
only central vectors in the Lie algebra of Gpkq are fixed by the action of the pro-
groupoid π1pXq. In that case we have an isomorphism
π´ntFX,Z,ρ “ H
n`1pX; AdpGqq
for all n ě 0.
Proof. This follows from the discussion in Section 4.5, together with the fiber se-
quence (5.7). 
64 S. GALATIUS, A. VENKATESH
Definition 5.11. A homomorphism ρ : π1X Ñ Gpkq is irreducible if the map of
k-vector spaces H0pπ0X; AdpZqq Ñ H0pX,AdpGqq is an isomorphism.
For G “ GLn this notion of irreducibility is sometimes called absolute irre-
ducibility: it amounts to the representation of π1X being irreducible in the sense
of representation theory, even after extending scalars to an algebraic closure of k.
6. NUMBER-THEORETIC NOTATION: GALOIS REPRESENTATIONS
The remainder of this paper is devoted to studying the derived deformation ring
of a Galois representation. Both this section and the next one (§7) set up notation
that we will use. The current section collects notation related to Galois representa-
tions and their cohomology, while §7 collects notation related to deformation rings
and problems.
6.1. General setup. In our number theory sections, we shall fix a prime p and a
finite field k of characteristic p with Witt vectors W pkq. (In the prior sections we
have often used p to denote “simplicial degree,” but we will never do so hereafter.)
We letWn “W pkq{p
n be the corresponding ring of length nWitt vectors.
Let S be a finite set of primes of Q containing p. Let T “ S ´ tpu.
Let G be a split semisimple algebraic group overW pkq, e.g. G “ PGLn. This
will be the target for our Galois representations. To avoid various (not particularly
important) subtleties with square roots, it is convenient for us to restrict to the case
when G is actually adjoint.3
Let T Ă G be a maximal k-split torus, and let the Lie algebras of T,G be
denoted by LiepT q,LiepGq respectively; these are free W pkq-modules, and we
denote LiepT qk “ LiepT q bW pkq k and LiepGqk “ LiepGq bW pkq k. Where
typographically convenient we will use the shorthand g for LiepGqk; we don’t use
this shorthand for T because it clashes with notation for the tangent complex.
Since we will be passing often between simplicial rings and usual rings, in these
sections we will adhere to the following convention: script letters A,B etc. de-
note simplicial commutative rings, and roman letters A,B etc. always denote usual
rings. (A normally italicized letter R could denote either.)
6.2. Galois groups. With S as above, a finite set of primes containing p, we put
ΓS :“ π
et
1 pZr
1
S
s, x0q – GalpQ
pSq{Qq
where x0 is a fixed basepoint, and Q
pSq is the largest extension of Q unramified
outside S.
3It might be worth remarking here that in, for example, the theory of modular forms for GL2 one
usually studies Galois representations to GL2 with fixed determinant. However, this deformation
functor maps to the corresponding PGL2 deformation functor, and, away from characteristic 2, the
map is an isomorphism by inspection of tangent spaces. Thus in such situations, so long as the
characteristic does not divide the order of pi1pGq, nothing is lost by working with the adjoint form.
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It is traditional in number theory to think in terms of Galois groups, but given
that our definition of representation rings is actually specified in terms of maps out
of the étale homotopy type, it seems more consistent for us to use π1 instead. We
will usually be lazy about specifying basepoints, just as one is often lazy about
algebraic closures when discussing Galois groups. (To be precise, we should fix,
once and for all, basepoints for the spectrum of Zr 1
S
s,Zq and the other rings we
use; no compatibility between these basepoints is required.)
For every finite prime q there is a distinguished conjugacy class of mappings
(6.1) ιq : π1pQq, x1q ÝÑ ΓS
where again x1 is a fixed basepoint; we have π1pQq, x1q – GalpQq{Qqq.Moreover
for q R S the map ιq factors through the unramified quotient of π1pQq, x1q. This
unramified quotient is pro-cyclic, generated by a Frobenius element at q:
π1pFq, x2q – GalpFq{Fqq “ xFrobqy.
The abelianization π1Q
ab
q of π1Qq is isomorphic, by class field theory, to the
profinite completion of Q˚q . The tame part π1Q
ab,tame
q of this abelianization is, by
definition, the quotient by the maximal pro-q subgroup 1` qZq of Z
˚
q . Thus it fits
into a short exact sequence
(6.2) Iqlomon
–pZ{qq˚
ãÑ π1Q
ab,tame
q ։ π1Fqlomon
–Zˆ
,
where we have defined Iq to be the kernel of the natural surjection on the right.
The notation Iq here is intended to suggest “inertia,” but it is only a small quotient
of the full inertia group: it is just the tame part of the abelian Galois group.
For any p-torsion abelian groupM equipped with a ΓS-action, the natural map
H˚pΓS ,Mq
„
ÝÑ H˚etpZr
1
S
s,Mq
is an isomorphism, and we will denote this group by H˚pZr 1
S
s,´q where conve-
nient, without explicitly writing the subscript “etale.” Similarly forH˚pQq,´q and
H˚pFq,´q.
6.3. Cohomology with local conditions. See §B for details:
Let M be a p-torsion module under ΓS . Let S
1 Ă S. For each v P S1 suppose
given a subgroup lv Ă H
1pQv,Mq. One defines H
1
l pZr
1
S
s,Mq (“cohomology
with local conditions”) to be the subgroup of x P H1pZr 1
S
s,Mq such that the
restriction xv toH
1pQv,Mq lies in lv for every v P S
1. There is an exact sequence
0Ñ H1l pZr
1
S
s,Mq Ñ H1pZr
1
S
s,Mq Ñ
ź
vPS1
H1pQv,Mq{lv(6.3)
Ñ H2l pZr
1
S
s,Mq Ñ H2pZr
1
S
s,Mq Ñ
ź
vPS1
H2pQv,Mq Ñ .(6.4)
where one defines H2l pZr
1
S
s,Mq by a cone construction (see §B or [7] – there is a
specific lift of l to the chain level being used here, prescribed in §B.4).
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If S1 “ S it follows from duality in Galois cohomology (see §B) that there is a
perfect pairing
H1l pMq ˆH
2
lK
pM˚q ÝÑ Qp{Zp,
whereM˚ is the dual group of homomorphismsM Ñ µp8 and l
K is the dual local
condition, i.e. lKv is the orthogonal complement to H
1
lv
inside H1pQv,M
˚q, with
respect to the pairing of local Tate duality.
6.4. Fontaine–Laffaille and the f cohomology. We briefly recall the theory of
Fontaine and Laffaille. Fix once and for all an interval ra, bs Ă Z of “Hodge
weights”, where b ´ a ď p ´ 2; for us, the interval r´p´3
2
, p´3
2
s will do nicely.
We say that a representation of GalpQp{Qpqwith coefficients in a finitely generated
Zp-moduleM is crystalline if it is isomorphic to the quotient L1{L2, where L1, L2
are lattices inside a crystalline representation L1 bQp “ L2 bQp with weights in
the interval ra, bs.
Fontaine and Laffaille describe an explicit categoryMF of semilinear algebraic
data (the “Fontaine–Laffaille modules”). See [9] or for a summary [2, p. 363].
There is an equivalence of categories
MF
FL
ÝÑ crystalline Galois modules
If M is a crystalline module, we define the “f -cohomology” H1f pQp,Mq to
be that subset of the Galois cohomology group H1pQp,Mq consisting of classes
classifying extensions M Ñ M˜ Ñ Zp with M˜ crystalline. This is known to be a
subgroup of H1pQp,Mq.
Globally forM a module under π1Zr
1
S
s we define the global f -cohomology
(6.5) H˚f pZr
1
S
s,Mq
by imposing conditions l only at v “ tpu, taking lp “ H
1
f pQp,Mq Ă H
1pQp,Mq.
Remark. Note global f -cohomology is often used to denote imposing, in ad-
dition to crystalline conditions at p, unramified conditions at all places except p.
If we want to use this convention we will write instead H˚f pQ,Mq. When we
writeH˚f pZr
1
S
s,Mq or similar we always mean that we impose only the crystalline
condition at p, and impose no restrictions at v ‰ p.
6.5. The arithmetic manifold Y pKq and the existence of Galois representa-
tions. We recall below the definition of the arithmetic manifold Y pKq, associated
to an algebraic Q-group G whose dual is G, and an open compact subgroup K of
its adelic points.
Galois representations into the group G are related, by the Langlands program,
to automorphic forms on a group dual to G. Therefore, letG be the split reductive
Q-group whose root datum is dual to that of G,4 and let B Ą T be a Borel and
4We apologize for not introducing the customary “dualizing” signs, such as _, into the notation
here: it seems too much of a conflict with standard notation to introduce use such notation for the
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maximal split torus inG. (Note that, to be more canonical, we could always replace
T in our considerations with the torus quotient of B).
Fix a maximal compact subgroup K˝8 of the connected component of GpRq.
A “level structure” K for us is an open compact subgroup K Ă GpAf q of the
points ofG over the finite adeles Af ; we will only consider examples whereK is a
product K “
ś
qKq, withKq Ă GpQqq, and where the “level is prime to p” – we
require thatKp is a hyperspecial subgroup ofGpZpq (this means: the Zp-points of
a smooth reductive model over Zp).
For such a level structure K , define the “arithmetic manifold of level K:”
Y pKq “ GpQqzGpAq{K˝8K.
In fact, we can identify Y pKq with a finite union of quotients of the (con-
tractible) symmetric space Y for GpRq, by various arithmetic subgroups Γi ď
GpQq:
Y pKq “
ž
i
ΓizY.
In particular, the orbifold cohomology of Y pKq is the direct sum
À
iH
˚pΓiq. It is
one candidate for the “space of modular forms forG.” In particular, the Langlands
program predicts that, to a Hecke eigenclass onH˚pY pKq,´q, there should be at-
tached a Galois representation into G. We now formulate this prediction precisely,
in the form of the conjecture below.
6.6. We now formulate more precisely the conjecture on Galois representations
to be used. We follow the version used by Khare–Thorne [20]; the version of
Calegari–Geraghty does not use derived categories.
Let E denote a pro-p coefficient ring, with a map E Ñ k.
We consider pairs pK Ÿ K 1q of level structures, with ∆ :“ K 1{K abelian.
Now∆ acts in the natural way on Y pKq, and we may consider C∆˚ pY pKq, Eq, the
chain complex of Y pKq with E coefficients, as an object in the derived category
of E∆-modules. Each Hecke operator gives an endomorphism of this object. LetrTK be the ring of endomorphisms thus generated by all (prime-to-the-level) Hecke
operators. It is commutative. Also by [20, Lemma 2.5] the natural map from rTK
to the usual (homological) Hecke algebra has nilpotent kernel.
Conjecture 6.1. Fix a surjection rTK ։ k with kernel the maximal ideal m of rTK .
Let rTK,m be the completion of rTK at the maximal ideal m.
Then there exists a Galois representation σ : GalpQ{Qq ÝÑ Gpkq with the
following properties:
group on which the automorphic forms live; and it would introduce too much typographical difficulty
to call our G instead G_. Since G is always used in boldface and comes up rather rarely, we hope
this will not be too confusing for the reader.
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(a) For all primes q ‰ p at which Kq is hyperspecial, the representation
σ is unramified; moreover, if we fix a representation τ of G, the trace
tracepτ ˝ σqpFrobqq P k coincides with the image of the associated Hecke
operator Tq,τ P rTK under rTK Ñ k. (Explicitly, Tq,τ comes from the Sa-
take isomorphism of the Hecke algebra at q with the representation ring of
G).
(b) σ is odd at8, i.e., the image of complex conjugation inGpkq may be lifted
to an involution in GpW pkqq whose trace, acting on LiepGq in the adjoint
action, is minimal amongst all involutions.
(c) At p, let σ¯p : GalpQp{Qpq Ñ Gpkq be the restriction of σ. Then Adpσ¯pq :
GalpQp{Qpq Ñ GLpgq is torsion crystalline (see §6.4).
Moreover, if the image of σ is large enough, e.g. if
(6.6) imagepσq Ą imagepGscpkq Ñ Gpkqq,
where Gsc is the simply connected cover of G, then σ can be lifted to a represen-
tation σ : GalpQ{Qq ÝÑ GprTK,mq which continues to have the obvious analogue
of property (a), and moreover:
(d) At places v for which Kv ‰ K 1v, one has the “local-global compatibility”
formulated later: see Assumption 2 in § 13.5. This assumption is in fact
only formulated for specific pairs pKv ,K 1vq, and these are the only type for
which we will apply it; we regard (d) as being vacuous in other cases.
(e) Let Def σ¯p be the usual (Mazur) deformation functor, from usual Artin
rings augmented over k, to sets. There exists a unobstructed subfunc-
tor Defcrysσ¯p Ă Def σ¯p (“unobstructed” means that square zero extensions
A˜Ñ A induce surjections Defcrysσ¯p pA˜q։ Def
crys
σ¯p pAq) with tangent space
H1f pQp,Adρpq Ă H
1pQp,Adρpq, such that
σ P Defcrysσ¯p p
rTK,mq.
Note that asking about rT is a slightly stronger statement than asking about the
usual Hecke algebra T . The idea of considering rT is due to Khare and Thorne [20],
and evidence for this stronger statement has been given by Newton and Thorne
[26].
The necessity of condition (e) is that the notion of crystalline deformation has
not been explicated for a general group, although it has been verified in some im-
portant cases (e.g. GLn in [7], and the case of GSp is apparently analyzed in Pa-
trikis’ undergraduate thesis). We just assume this as an axiom. Note also that our
assumption (c) that the adjoint representation is crystalline forces p to be “large”
relative to G: one expects the Hodge weights of Adpρ¯pq to lie in the interval
r1´ h, h ´ 1s where h is the Coxeter number of G.
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6.7. Taylor–Wiles primes. We summarize briefly the idea of Taylor–Wiles primes,
which will play a central role in our analysis. Let
ρ : π1Zr
1
S
s Ñ Gpkq
be a representation.
A Taylor-Wiles prime q, for the Galois representation ρ, is a prime q R S with
the property q “ 1 in k and ρpFrobqq is conjugate to a strongly regular element
of T pkq – as usual, a strongly regular element t P T pkq is an element t whose
centralizer in G coincides with T . Therefore, ifG “ PGLn, a Taylor–Wiles prime
is simply one for which the Frobenius has a representative in GLnpkq with distinct
eigenvalues, all belonging to k.
In particular, if q is a Taylor-Wiles prime, one may choose a representation
(6.7) ρTQq : π1Qq Ñ T pkq
factoring through π1Zq, such that the composition of ρ
T
Qq
with T ãÑ G is isomor-
phic to ρQq . We denote by ρ
T
Zq
the corresponding representation of π1Zq. Later we
will study the T -valued deformation theory of ρTQq . This depends on the choice of
ρTQq ; it is often convenient to think of a Taylor–Wiles prime as being equipped with
such a choice. Thus our basic objects are actually pairs pq, tq, where t P T pkq is
regular and conjugate to ρpFrobqq. That then fixes ρ
T
Qq
, by requiring that ρTQq carry
a Frobenius element to t.
What is really important to us are certain sets of Taylor–Wiles primes:
Definition 6.2. Let ρ : π1Zr
1
S
s Ñ Gpkq. An allowable Taylor–Wiles datum of
level n, for the Galois representation ρ, is a set of Taylor–Wiles primes Q “
tℓ1, . . . , ℓku, disjoint from S, and each equipped with a regular element tℓi P T pkq
conjugate to ρpFrobℓiq, and satisfying the further conditions:
(a) pn divides each ℓi ´ 1
(b) We have H2l pZr
1
SQ
s,Adρq “ 0, where we impose (see §6.3, §6.4) local
conditions lv at v P S YQ, namely lv “
$’&’%
H1f , v “ p
H1, v P Q
0, v P S ´ p.
.
Note that although the choice of elements of T pkq is part of the datum, we will
often just informally say “let Q be a Taylor–Wiles datum,” with the understanding
that one actually carries along this extra information.
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More explicitly, the vanishing condition in (b) means that in the sequence (we
write SQ instead of S
š
Q):
(6.8)
H1pZr
1
SQ
s,Adρq
A
ÝÑ
H1pQp,Adρq
H1f pQp,Adρq
‘
à
vPS´tpu
H1pQv,Adρq
Ñ H2llomon
0
Ñ H2pZr
1
SQ
s,Adρq
B
ÝÑ
à
SQ
H2pQv,Adρq,
that A is surjective and B is injective. Actually, the cokernel of B is dual to
H0pAd˚ρp1qq; this will vanish so long as ρ has sufficiently large image, so if B is
injective it is an isomorphism.
Remark. One can find allowable Taylor–Wiles data of any level n as long as ρ
satisfies a “big image” criterion; for example, it suffices to assume that ρ restricted
to Qpζp8q has image that contains the image of G
scpkq Ñ Gpkq, where Gsc is the
simply connected cover. One proves this as in [11, Proposition 5.9]. In particular,
write E for the fixed field of the kernel of ρ and E1 “ Epζpnq. The main point of
the proof is to check that the restriction map from the cohomology of Zr 1
S
s, with
Ad˚ρp1q coefficients, to the corresponding cohomology group for E1 is injective.
To see this, in turn, it is enough to verify that the cohomology of G :“ GalpE1{F q
acting on Ad˚ρp1q is trivial. Let N be the pZ{pq˚ subgroup naturally embedded
in GalpE1{Eq; it is a normal subgroup of G, and the claim follows easily from the
fact that N has no invariants on Ad˚ρp1q.
7. DEFORMATION-THEORY NOTATION
We continue our summary of notation for the rest of the paper. Here we briefly
repeat some facts of homotopical algebra from the first part and set up notation for
deformation rings and deformation functors.
7.1. Representable functors. As discussed at length in §2 we will deal exten-
sively with objects of the category
(7.1) M “ simplicially enriched functors Artk ÝÑ sSets,
namely, the deformation functors associated to various Galois representations. (We
will almost always want to work with functors that are valued in Kan simplicial
sets.)
A morphism is a natural transformation of simplicially enriched functors. There
is a natural notion of weak equivalence for morphisms, namely, an object-wise
weak equivalence, i.e. F Ñ G is a weak equivalence when F pAq Ñ GpAq is a
weak equivalence for all A P Artk. Indeed M has a compatible model category
structure (mentioned in [36, §2.3.1]) with object-wise fibrations but we won’t use
it.
We will however use the following shorthand: Given objects F,G PM, we will
write
F 99K G
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to abbreviate an explicit zig-zag of maps
(7.2) F
„
Ð F1 Ñ F2
„
Ð F3 Ñ F4 ¨ ¨ ¨ Ñ G,
where all left arrows are weak equivalences. Wherever we use this notation we have
in mind an explicit zig-zag, not merely an morphism in the homotopy category of
M. In practice it would be overly cumbersome to write out this zig-zag in every
case, thus our shorthand.
Recall that, for any such zig-zag, we can find a “roof”: a functor F ˚ equipped
with a natural weak equivalence F ˚
„
Ñ F , and a map F ˚ Ñ G; we can replace the
long-zig zag above by
(7.3) F
„
Ð F ˚ Ñ G.
Explicitly, we can take F ˚pAq to be the homotopy limit of the diagram F pAq Ð
F1pAq Ñ F2pAq . . . , that is to say, a collection of points x P F pAq, z1 P F1pAq, z2 P
F2pAq etc., together with a collection of paths: a path from the image of z1 to x,
etc.
We will use homotopy fiber products of functors: for F1 Ñ F2 Ð F3 we de-
note by F1 ˆ
h
F2
F3 the functor that assigns to A P Artk the homotopy pullback
F1pAq ˆ
h
F2pAq
F3pAq. (The homotopy pullback is defined in Definition A.4: infor-
mally speaking, it consists of points vi P FipAq together with paths in F2 between
v2 and the images of v1, v3.) We say that a square inM
(7.4) G //

F1

F3 // F2
is a homotopy pullback square if the induced map G1 Ñ F1 ˆ
h
F2
F3 is an object-
wise weak equivalence.
Recall (Definition 2.19) also that a functor is pro-representable if it is naturally
weakly equivalent to a functor of the form
limÝÑ
α
HomArtkpRα,´q
where the Rα are a projective system of cofibrant objects of Artk, indexed by
α P ObC for some cofiltered category C. (Each Hom space above is the simplicial
set of maps in the category SCR{k, i.e. those maps of simplicial commutative rings
that commute with the map to k.)
In this case, the pro-ring α ÞÑ Rα is said to represent the given functor (for
more precision, see Lemma 2.20); we note here that such a representing pro-ring
is not determined up to unique isomorphism, but it is unique in a homotopical
sense (see Lemma 2.25 or (3.4)). We will nonetheless slightly abuse notation and
refer to “the” representing ring for a functor. Note that although we often write
“deformation ring” or “representing ring,” these are always permitted to be pro-
objects of SCR.
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We say (loc. cit.) that a functor is sequentially pro-representable if it is possible
to choose the indexing category C to be the natural numbers. By Corollary 4.5
this is automatically the case if the tangent complex of the functor is of countable
dimension. This will be the case in all the applications to number theory, and thus
we will freely take our functors to be represented by pro-systems indexed by the
natural numbers.
The sequentially indexed projective system Rn pn P Nq is said to be nice when
each Rn is cofibrant and all the transition maps Rn Ñ Rm are fibrations; this is a
special case of Definition 2.23. Any sequentially pro-representable functor can be
represented by a nice pro-ring (Lemma 2.22).
It will be therefore be convenient to use the following notation: for a pro-object
of Artk, say R “ pRαq, we understand the functor Hom to mean
(7.5) HompR,´q :“ colimαHomArtkpRα,´q.
However, if R is not level-wise cofibrant this definition is not homotopy invari-
ant, and we should only use the functor after first applying a level-wise cofibrant
replacement. We fix throughout a cofibrant replacement functor c on the category
SCR; we will write it as S ÞÑ cpSq or (more often) S ÞÑ Sc on the category
SCR; by Rc we shall mean the pro-simplicial ring pRcαq, obtained by applying c
level-wise.
We will quite frequently want to relate the functor represented byR to the func-
tor represented by π0R. We shall need this comparison both when R P Artk and
when R P pro-Artk; in the latter case π0R is a pro-finite set. Even if R P Artk is
cofibrant, the ordinary ring π0R, regarded as a (constant) simplicial ring is not, but
using the chosen cofibrant approximation functor we have a comparison zig-zag
pπ0Rq
c Ð Rc Ñ R, inducing a zig-zag of functors
HomArtkppπ0Rq
c,´q Ñ HomArtkpR
c,´q
„
ÐÝ HomArtkpR,´q.
Thus, for example, if F is representable with representing object R, we get
(7.6) HomArtkppπ0Rq
c,´q 99K F .
IfR is a pro-object of Artk the same construction applies levelwise.
Finally, we will often encounter situations of the following type. Consider a
sequence of maps in pro-Artk
(7.7) R1
„
Ð
g
R2
h
Ñ R3.
where „ in the first map means that it induces an objectwise weak equivalence
HompR1,´q Ñ HompR2,´q of functors Artk Ñ sSets. If R3 is nice, we can
“invert” the first arrow, in a homotopical sense, to get a morphism R1 Ñ R3 in
proArtk, in the sense that we produce
f : R1 Ñ R3
such that f˝g, although not literally equal to h, induces the samemap on π0Homp´,Aq.
Thus, for example, f ˝g and h induce the same map on tangent complexes, and the
same map in the pro-homotopy category (see discussion of §3.5).
DERIVED GALOIS DEFORMATION RINGS 73
To produce R1 Ñ R3, consider the map of functors
HompR3,´q Ñ HompR2,´q
„
Ð HompR1,´q
and as in (7.3) replaceHompR3,´q by a naturally weakly equivalent functor F3
„
Ñ
HompR3,´q together with a mapF3 Ñ HompR1,´q. NowR3 is still a represent-
ing ring for F3: there is a natural weak equivalence hocolimHompR3,α,´q Ñ F3
by Lemma 2.21. Then apply Lemma 2.25 to produce a mapR1 Ñ R3; the result-
ing diagrams of functors all commute objectwise in the homotopy category.
7.2. Tangent complex. For a (possibly pro-) simplicial ringR augmented over k,
we define the tangent complex tR to be the tangent complex of the associated func-
torHompR,´q, where the maps are taken in SCR{k, and we use tiR to abbreviate
π´itR. (As before we shall apply this definition only whenR is cofibrant.) Recall
that tR is a chain complex with degree-decreasing differentials, with homology
supported entirely in degrees ď 0; therefore tiR is supported in i ě 0.
To be explicit, ifR “ pRαq, where Rα are all cofibrant, we have
(7.8) tiR “ limÝÑ
α
πj´iHomArtkpRα, k ‘ krjsq, any fixed j ě i.
LetDiApB,Mq denote the André-Quillen cohomology functors of theA-algebra
B with coefficients in the B-module M (see discussion before Example 4.27, or
[27] – in particular D0 is “usual” derivations). In the case of a simplicial ring R
augmented over k, we have by Example 4.27 an identification
tiR “ DiZpR, kq
and in the “pro” case there is a corresponding assertion with limÝÑ.
If R Ñ S is a morphism of simplicial commutative rings (we won’t need the
“pro” case) we get a long exact sequence
(7.9) DiRpS, kq Ñ t
iS Ñ tiR
r1s
Ñ
(this follows from the long exact sequence for André-Quillen cohomology, [27,
Theorem 5.1]).
LetR P Artk. Let π0R{p
n be the quotient of π0R by the ideal generated by p
n
in the usual (non-derived) sense of quotient of a ring by an ideal; we shall consider
the result as a discrete simplicial ring. Then we have natural isomorphisms
(7.10) t0R – t0pπ0Rq – t
0pπ0R{p
nq pn ě 1q,
because the map R Ñ π0R Ñ π0R{p
n all induce isomorphisms when we con-
sider homomorphisms into krxs{x2, considered as a discrete simplicial ring. In-
deed since any homomorphism π0RÑ krxs{x
2 is trivial on pp,m2π0Rq, withmπ0R
the kernel of π0R Ñ k, we could have equally well replaced π0R{p
n by π0R{b
so long as b Ă pp,m2π0Rq.
Similarly, the mapRÑ π0R always induces an injection
(7.11) t1pπ0Rq ãÑ t
1R.
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Informally (7.11) arises from the fact that π0R can be presented as aR-algebra
by freely adding relations in degree 2 and higher to kill all higher homotopy. More
formally, this follows from Proposition 4.3 part (ii): writingR1 “ π0R, considered
as a discrete simplicial ring, we have an exact sequence
¨ ¨ ¨ Ñ π1pR
1q Ñ π1pR
1,Rq Ñ π0RÑ π0R
1 Ñ π0pR
1,Rq Ñ 0.
and thus πjpR
1,Rq “ 0 for j “ 0, 1; now the quoted Proposition shows that
π´1tpR
1,Rq “ 0, and then (4.2) gives the desired result.
The assertion of (7.10) and (7.11) continue to hold for a pro-simplicial commu-
tative ring pRαq, where we define:
(7.12) π0R “ the pro-ringpα ÞÑ π0Rαq.
7.3. The Galois representation. We will be interested in analyzing the derived
deformation ring of a representation
ρ : ΓS Ñ Gpkq,
Eventually ρ will be a Galois representation associated to a cohomology class, i.e.
it will be the σ from Conjecture 6.1, and it will moreover be required to satisfy
some “big image” and “nice at p” conditions that are formulated in §10. However,
for the moment, we do not impose any restrictions on ρ.
We write Ad ρ for the adjoint representation of ΓS on the Lie algebra g of G
over k, i.e. the composition of ρ with the adjoint representation ofG:
Ad ρ : ΓS Ñ GLpgq.
We will also be concerned with the k-linear dual of this representation, which acts
on the k-linear dual g˚ to g; we denote it Ad˚:
Ad˚ ρ : ΓS Ñ GLpg
˚q.
Our basic object of interest will be the deformation functor corresponding to
deforming ρ : ΓS Ñ Gpkq. In the notation of Definition 5.4 (iii) this is the functor
FX,ρ : Artk Ñ sSets where
5
X “ étale homotopy type of SpecZr 1
S
s P pro psSetsq .
We will denote this deformation functor by FZr 1
S
s,ρ. Explicitly it’s given as
(7.13) FZr 1
S
s,ρ : A ÞÑ fiber of limÝÑαHomsSetspXα, BGpAqq above ρ,
where wewroteX
`
“ étale homotopy type of Zr 1
S
s
˘
as the pro-simplicial set pXαq,
and where BGpAq for a simplicial ring A has been described in Definition 5.1.
Informally FZr 1
S
s,ρ sends an Artinian simplicial ring A to a simplicial set of “con-
jugacy classes of deformations of ρ : ΓS Ñ Gpkq to A.”
5in fact, for our purposes, we could also replace X by the pro-simplicial set X 1 which is the
inverse system pBGαqα, where we write pi1Zr
1
S
s “ lim
ÐÝα
Gα as an inverse limit of finite groups.
There is a natural mapX Ñ X 1 which need not be an isomorphism; nonetheless, they give the same
deformation functor, because the étale cohomology groups coincide with p-torsion coincides by the
equality of ’etale and Galois cohomology with such coefficients [25, Proposition 2.9].
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There is also a framed version where one does not quotient by conjugacy:
Fl
Zr 1
S
s,ρ
: Artk Ñ sSets
which has been described in Definition 5.4 (i), but informally sends an Artinian
simplicial ring A to a simplicial set of “lifts of ρ : ΓS Ñ Gpkq to A,” i.e. we don’t
quotient by conjugacy.
Just as for rings (§7.2) we use the notation tjFZr 1
S
s,ρ for the p´jqth homo-
topy group π´jtFZr 1
S
s,ρ of the tangent complex of FZr 1
S
s,ρ. Recall that this is
π0FZr 1
S
s,ρpk‘krjsq by definition and that we have an identification (Lemma 5.10,
specialized to the case of trivial center)
tjFZr 1
S
s,ρ “ π´jtFZr 1
S
s,ρ – H
j`1pZr
1
S
s,Adρq, j ě ´1
between the the homotopy groups of the tangent complex ofFZr 1
S
s,ρ and the adjoint
cohomology. Recall our convention above that H˚pZr 1
S
s,´q denotes the étale
cohomology.
Recall (§4.3) that the groups tj are a priori the homotopy groups of a certain
spectrum, but, by the discussion of §4.3, we can canonically (but not very explic-
itly) consider them as the homology of a chain complex of k-vector spaces, which
we shall refer to as the tangent complex.
We say that ρ is Schur if its centralizer coincides with the center of G. (For
example, for G “ GLn, this would be implied by absolute irreducibility of ρ; in
our case, we are supposing G is adjoint, and so we are requiring that the centralizer
of ρ is trivial.) In that case tj is vanishing for negative j and so Lurie’s derived
Schlessinger criterion (Theorem 4.33) implies that FZr 1
S
s,ρ is represented by a pro-
object in Artk; we have reviewed what that means in §7.1.
Finally, an important remark is thatFZr 1
S
s,ρ recovers the usual deformation func-
tor of Mazur upon passage to π0:
Lemma 7.1. Let discArtk be the category of usual (i.e. discrete) Artin local rings
A equipped with an identification of their residue field to k. Suppose also that ρ is
Schur, i.e. has trivial centralizer. Then the functor
(7.14) π0FZr 1
S
s,ρ : discArtk ÝÑ Sets
obtained by sending a usual Artin ring A to π0FZr 1
S
s,ρpAq is naturally isomorphic
to the usual, underived deformation functor, that is to say
(7.15) AÑ lifts of ρ to GpAq{conjugation by kerpGpAq Ñ Gpkqq,
This result implies, in particular, that π0 of a representing ring for FZr 1
S
s,ρ recov-
ers Mazur’s deformation ring. There is a very similar result for framed deformation
rings, where one does not need to assume that ρ has trivial centralizer.
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Proof. Let X be the etale homotopy type of Zr 1
S
s. Then the functor FX,G of
Definition 5.4 sends A to the mapping space HomsSetspX,BGpAqq (see remark
after Definition 5.1).
The components of the mapping spaceHomsSetspX,BGpAqq are identified with
the set of GpAq-torsors over X; these are, in turn, in bijection with conjugacy
classes of maps
(7.16) ρ˜ : π1Zr
1
S
s Ñ GpAq.
Thus the functor FX,ρ of Definition 5.4, sends A P discArtk to the subset of
(7.16) comprising those ρ˜ whose reduction to Gpkq is conjugate to ρ; that is iden-
tified with the right-hand side of (7.15). 
7.4. Notation for deformation rings and deformation functors. Wewill use the
phrase “deformation ring” to mean a ring representing a deformation functor, if the
functor is representable. For example, the deformation ring of ρ : π1Zr
1
S
s Ñ Gpkq,
is, by definition, the pro-object of Artk representing the functor FZr 1
S
s,ρ, if that
functor is indeed representable.
We need to study not just the deformation ring of ρ : π1Zr
1
S
s Ñ Gpkq, but also
the deformation ring of ρ pulled back to various other groups, e.g. the fundamental
group of Qq. This gives rise to a small zoo of deformation functors and rings. We
briefly summarize the notation for them, although we will also define them again
as we use them. In particular, we shall follow the
Notational convention: We will always be deforming the same representation ρ,
but pulled back to various other groups besides π1Zr
1
S
s. Therefore, we will omit
completely ρ from the notation for deformation rings, and rather keep track of what
ρ has been pulled back to. Thus, we will abridge FZr 1
S
s,ρ simply to FZr 1
S
s, or even
to FS , and similarly for the representing ring; thus
FZr 1
S
s “ FS for short ,RZr 1
S
s “ RS for short
will denote the deformation functor and deformation ring for ρ considered as a
representation of π1Zr
1
S
s. As a warning (see discussion below) we note that the
meaning of these notations is changed after §10: they will always refer to the
functor and ring with crystalline conditions imposed.
Now we can pull back ρ under π1Qq Ñ π1Zr
1
S
s or, if q R S, under π1Zq Ñ
π1Zr
1
S
s; we denote the resulting representations as ρQq and ρZq , and the resulting
deformation functor (for π1Qq or π1Zq, respectively) by FQq or FZq . These are
defined just as in (7.13), but replacing the role of Zr 1
S
s byQq or Zq. These functors
are rarely representable. The corresponding framed functors are representable,
leading to a deformation functor and representing ring
FlQq ,R
l
Qq
and similarly for Zq.
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Later on we will consider certain sets Qn of auxiliary primes, disjoint from S,
and will want to consider ρ as a representation of π1Zr
1
SQn
s. Again we can define
deformation functors as in (7.13), replacing the role of Zr 1
S
s by Zr 1
SQn
s. These
deformation functors and rings will be denoted by
FS
š
Qn “ Fn for short,RS
š
Qn “ Rn for short,
where we will only use the abridged forms when Qn is understood.
Finally, from §10 onwards, we will only consider the deformation functors with
crystalline conditions imposed at p (the precise meaning of this is spelled out in
§9). To avoid notational overload we will not explicitly include this in the notation.
Therefore, from §10 onwards, the notations FS ,RS ,FS
š
Qn etc. always denote
the versions of these functors and rings with crystalline conditions imposed at p.
7.4.1. Representations with target T : the rings S . Finally, later on, we will study
various deformation rings with targets not in the algebraic group G but just in its
torus T .
In particular, our representation functors with target T will never be repre-
sentable, because they always have automorphisms; but the framed versions will
be. We will use the notation S for deformation rings representing framed deforma-
tion functors with target T . This notation will be specified precisely when we use
it, but typical examples will be the following:
For certain “Taylor–Wiles” primes q R S, we will choose a representation ρTZq :
π1Zq Ñ T pkqwhich is conjugate insideGpkq, to ρQq (see (6.7)); let ρ
T
Qq
: π1Qq Ñ
T pkq be its pullback to Qq. We write
Sq “ framed deformation ring of ρ
T
Zq
pulled back to π1Qq,
Surq “ framed deformation ring of ρ
T
Zq
,
the superscript ur is for “unramified.”
For example, just to be completely explicit Sq represents the functor F
l
X,ρT
Zq
:
Artk Ñ sSets from Definition 5.4, where X is now the etale homotopy type of
Qq, and we replace BG by BT in that Definition.
7.4.2. Mnemonics. In summary we have the following general mnemonic for our
notations:
F? “ deformation functor for ρ, with target G, at level ?,
(if ? “ n, this is a shorthand for level S
š
Qn for a set of auxiliary primes Qn);
R? “ representing ring for F?
Rl? “ representing ring for framed version of F?,
S “ a representing ring for a framed deformation problem with target T
superscript ur “ “unramified”, e.g. deformations of π1Zq as opposed to π1Qq
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We will also use roman letters for the corresponding “usual” deformation rings.
For example, just as RS denotes the deformation functor for ρ with target G at
level Zr 1
S
s, RS “ π0RS denotes the corresponding (Mazur) deformation ring.
7.5. Pro-rings and complete local rings. In the usual (non-simplicial) setting of
deformation theory, it does not matter much whether one allows functors from
Artin rings to be represented by a pro-object in Artin rings, or whether one allows
the “representing” object to be the complete ring slightly outside the category of
Artin rings. The latter is the traditional choice.
In our simplicial setting, we have chosen to consistently work with pro-objects.
It is certainly possible to work with complete objects in this setting too, as does
Lurie [22]; however, we will always stick to the pro-object point of view when we
deal with simplicial rings and derived deformation problems.
It will be convenient for us to review certain aspects of the passage between the
“complete” and “pro” point of view in the case of usual (non-simplicial) deforma-
tion theory:
Lemma 7.2. Let R “ pRαq be a sequentially indexed pro-object of the category of
(usual) Artin local rings augmented over k. Suppose that limÝÑHompRα, krǫs{ǫ
2q is
finite-dimensional (i.e., t0R is finite-dimensional). ThenR :“ limÐÝRα is a complete
local Noetherian ring.
We will refer to R as the “associated complete local ring” to the pro-object Rα.
Proof. We can suppose all the transition maps on Rα are actually surjective, oth-
erwise we just replace Rα by the intersection of all the images of the maps from
β ą α.
Write mR “ kerpR Ñ kq “ limÐÝmα, where mα is the kernel of Rα Ñ k. Then
R{mR – k, and moreover mR is clearly the unique maximal ideal, for any element
not in it is invertible .
Write Jα for the kernel of the natural map from R to Rα. Thus R “ limÐÝR{Jα.
BecauseRα is Artin local,m
kα
α “ 0 for some kα. Therefore, m
kα
R Ă Jα. Therefore,
R is complete with respect to the topology defined by powers of the maximal ideal.
(In fact, this topology is readily verified to coincide with the profinite topology.)
By assumption, limÝÑpmα{m
2
αq
_ is finite dimensional, say, of dimension s. Since
the transition maps are injective, the k-dimension of mα{m
2
α ď s for all α.
We claim that in fact
(7.17) mtR “ limÐÝm
t
α.
Assuming this we get (everything is finite!) mR{m
2
R “ limÐÝmα{m
2
α, which implies
that R is a quotient of the ringW pkqrrX1, . . . ,Xsss and so Noetherian.
To verify (7.17), first note that multiplication induces a surjection of k-vector
spaces
`
mα{m
2
α
˘bt
Ñ mtα{m
t`1
α and so the map
mtR Ñ m
t
α{m
t`1
α
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is surjective. Suppose Yα P m
t
α form a compatible system; there is X0 P m
t
R such
thatX0 ” Yα modulo m
t`1
α . We can then findX1 P m
t`1
R such thatX1 ” Yα´X0
modulo mt`2α . Proceeding in this way, the series X0 `X1 ` . . . converges to an
element of R, and its limit is equal to Yα modulo all powers of mα, as desired. 
In that setting the following lemma will be useful, to compare the tangent com-
plex of a pro-object with a tangent complex of the corresponding complete ring:
Lemma 7.3. Suppose thatR is a (usual) complete local Noetherian ring with maxi-
mal idealm, equipped with an isomorphism R{mÑ k. Then t˚R – limÝÑ t
˚pR{mN q.
In particular, with the notations of the Lemma, the functor Artk Ñ sSets given
by
A ÞÑ colimNÑ8ArtkpR{m
N , Aq
has ith tangent cohomology given by tiR “ DiZpR, kq “ D
i
W pkqpR, kq. (For the
last equality we look at the long exact sequence in André–Quillen cohomology for
Z Ñ W pkq Ñ k: that shows that DiZpW pkq, kq “ 0. This allows us to compare
DiZpR, kq and D
i
W pkqpR, kq, as desired.)
Wewill apply this later in the case whereR “W pkqrrX1, . . . ,Xsss{pY1, . . . , Ytq
and the Yi are a regular sequence inside the maximal ideal pp,X1, . . . ,Xsq of
W pkqrrX1, . . . ,Xsss. Then, if the reductions Y i to krrX1, . . . ,Xsss have only
quadratic and higher terms, standard computations of André–Quillen cohomology
imply that
(7.18) dimkt
iR “
$’&’%
s, i “ 0
t, i “ 1,
0, else
Proof. (of Lemma 7.3): It is enough to show that the induced map of André-
Quillen cohomology (denoted Di), with coefficients in k,
limÝÑD
i
ZpRN , kq Ñ D
i
ZpR, kq
is an isomorphism. From the long exact sequence [27, Theorem 5.1] associated to
ZÑ RÑ RN it is enough to see that, for all i,
limÝÑD
i
RpRN , kq “ 0
which is a consequence of [27, Theorem 6.15] (unfortunately there is no proof
given). 
Wewill want a reasonable way to say that a pro-simplicial ring is discrete. We do
not need to discuss any homotopy theory of pro-simplicial rings: for us their their
importance is solely in the functors they represent, and the following definition is
adequate:
Definition 7.4. We say that a pro-object R “ tRαuα of Artk is homotopy discrete
if the map p : R Ñ π0R induces an equivalence on represented functors (after
applying level-wise cofibrant replacement), i.e. if the map
colimαHomArtkpπ0R
c
α, Aq Ñ colimαHomArtkpR
c
α, Aq
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is a weak equivalence for all A P Artk.
The following Lemma will show that, in the arithmetic contexts where we apply
it, the coincidence of “derived” and “usual” deformation rings is equivalent to the
usual deformation ring being a complete intersection of the expected size:
Lemma 7.5. Suppose R “ tRαuα is an object of pro-Art{k such that bi :“
dimptiRq is finite for all i, and zero if i R t0, 1u. Denote by π0R “ pα ÞÑ π0Rαq
the associated pro-ring. In this case, the following are equivalent:
(i) R is homotopy discrete, in the sense of Definition 7.4.
(ii) The complete local ring limÐÝα π0Rα associated to π0R is isomorphic to
W pkqrrX1, . . . ,Xb0ss{pY1, . . . , Yb1q
for a regular sequence Yi of elements all belonging to pp,m2q (where m is
the maximal ideal ofW pkqrrX˚ss).
Proof. For (ii) implies (i): the map RÑ π0R always induces an isomorphism on
t0, and an injection on t1 (see (7.11)); it is an isomorphism on t1 then by dimension-
counting (see Lemma 7.3 for why we can compute the tangent complex of the pro-
ring π0R in terms of the tangent complex of the associated complete local ring.)
For (i) implies (ii): Let R “ limÐÝα π0Rα. Under the quoted finiteness assump-
tion, R is a complete Noetherian local ring (Lemma 7.2). By assumption (i), to-
gether with Lemma 7.3, we have dimDi
W pkqpR, kq “ bi. Thus there is a surjection
of complete local Noetherian rings
W pkqrrX1, . . . ,Xb0 ss։ R
compatible with the augmentations to k. Any element Y in the kernel has the
property that Y¯ P krrXiss doesn’t involve any linear terms, otherwise dimt
0R
would be too small. Thus Y P pp,m2q. What we must show is that the kernel is
generated by a regular sequence; once this is so, the length of the regular sequence
must be dimD1
W pkqpR, kq “ b1. For this, see [18, Theorem 8.5] and its proof in
particular. 
We conclude with a minor result about projective limits of Tor-groups (which is
mainly cosmetic).
Lemma 7.6. Let S be a complete local ring, and In a sequence of ideals which
form a basis for the topology of S. Let M,N be finitely generated complete S-
modules. Set Mk “ M{Ik, Nk “ N{Ik, Sk “ S{Ik and suppose these are all
finite (as sets). Then the natural map
TorSpM,Nq Ñ limÐÝ
k
TorSkpMk, Nkq
is an isomorphism.
Proof. First of all, the map
(7.19) TorSpM,Nq Ñ limÐÝ
k
TorSpM,Nkq
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is an isomorphism. To see this, choose a resolution F‚ of M by finite free S-
modules; tensoring with N , our result follows from the fact that N “ limÐÝNk and
homology commutes with inverse limits for complexes of finite abelian groups.
We are now reduced to verifying that the natural map
TorSpM,Nq Ñ limÐÝ
něk
TorSnpMn, Nq
is an isomorphism when N is an Sk-module.
By change of rings [32, Tag 068F] (in the derived sense, we have MbSN “
MbSSnbSnN ) we get there is a spectral sequence computing Tor
r
SpM,Nq:
(7.20)
à
p`q“r
Tor
p
Sn
pTorqSpM,Snq, Nq
All the terms in this spectral sequence are finite abelian groups. Also, this spectral
sequence is “compatible with change of n,” i.e. there is a map of spectral sequences
from the spectral sequence at levelN to the spectral sequence at level n ă N . Thus
we can take the inverse limit and obtain a spectral sequence with first page
(7.21) limÐÝ
n
à
p`q“r
Tor
p
Sn
pTorqSpM,Snq, Nq
which still computes TorSpM,Nq.
Because limÐÝnTor
S
q pM,Snq “ 0 in positive degree q, by (7.19) with N “ S,
the natural maps
TorSq pM,SN q Ñ Tor
S
q pM,Snq
must be zero for fixed n and big enough N .
That means that, in the (7.21) all the terms with q ą 0 go away. Thus the natural
edge map
TorSpM,Nq
„
Ñ limÐÝ
n
Tor
p
Sn
pM bS Sn, Nq
which is what we wanted. 
8. ALLOWING RAMIFICATION AT EXTRA PRIMES
In this section we examine the behavior of the derived deformation ring when
adding a prime to the set of ramification. The statement is the obvious one – it is a
translation, at the level of deformation rings, of the statement “a representation of
π1pZr
1
Sq
sq unramified at q is actually a representation of π1pZr
1
S
sq.”
We need this only for certain primes q, Taylor–Wiles primes – see §6.7 – which
present a particularly simple situation as far as local deformation theory goes.
8.1. Notation and the main result. We briefly recall the relevant notation from
the previous section, especially §7.3 and §7.4: we’re deforming a fixed represen-
tation ρ : ΓS Ñ Gpkq from ΓS “ π
et
1 pZr1{Ssq into the k-points of the reductive
group G. We denote by FS “ FZr 1
S
s the corresponding deformation functor (as
discussed in §7.4, because ρ is always fixed, we omit it from the notation). Let
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now q be a Taylor–Wiles prime, as in §6.7. Denote by ρZq the pullback of ρ under
(the map of étale fundamental groups associated with) SpecZq Ñ SpecZr
1
S
s. By
assumption, ρZq is conjugate, in Gpkq, to a representation of the étale fundamental
group of Zq into T pkq. As part of the data associated to a Taylor–Wiles prime, we
have fixed such a representation ρTZq , together with an isomorphism of
(8.1) inclusionGT ˝ ρ
T
Zq
– ρZq ,
and our constructions that follow will depend on this specific isomorphism.
We define similarly ρQq , ρ
T
Qq
by pullback via π1Qq Ñ π1Zq.
Then make the following definitions:
- FZq ,FQq are the deformation functors for ρZq and ρQq , considered as rep-
resentations into Gpkq;
- FTZq or F
T
Qq
are deformation functors for ρTZq or ρ
T
Qq
valued in T (and recall
the convention about T -valued deformation functors from §7.4).
The choice of isomorphism of (8.1) induces a map FTZq Ñ FZq , simi-
larly for Qq.
- F
T,l
Zq
or F
T,l
Qq
are framed deformation functors for ρTZq or ρ
T
Qq
valued in
T .
- (Ignore this one until you need to read it:) Let S˝q be the usual (underived)
framed deformation ring for the trivial representation Iq Ñ T . See (6.2)
for the definition of Iq – pZ{qq
˚.
Our main results can be summarized in the following diagram, where all squares
are object-wise homotopy pullback squares (see (7.4) for definition), the s-maps
are sections of the natural maps that they are adjacent to, and the symbol „ means
objectwise weak equivalence. The maps are the “natural ones”, except for s, j
which are discussed in §8.4 and §8.5 respectively; the notation pS˝qq
c means a cofi-
brant replacement for S˝q , where the latter is considered as a discrete simplicial
commutative ring. The square (c) is a homotopy pullback considered both ways,
i.e. both with the “left to right” horizontal arrows and with the “right to left” hori-
zontal actions.
(8.2) FZr 1
S
s
paq
//

FZq
pbq

FTZq
pcq

„
oo
sZq
))
F
T,l
Zq
pdq
oo

// ˚

FZr 1
Sq
s
// FQq F
T
Qq„
oo
sQq
55
F
T,l
Qq
oo j // HomArtkppS
˝
qq
c,´q
Remark 8.1. Strictly speaking, this diagram is not correct: it exists only after
replacing some of the functors by naturally weakly equivalent ones; the diagram
as above exists literally only in the homotopy category, i.e. at the cost of replacing
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functors by their π0. We have allowed ourselves to be imprecise about this since
they do not affect the key deduction (8.3) that follows.
We briefly describe the sources of this: Firstly, to produce the splittings of square
(c), we must replace the functors occurring there by naturally weakly equivalent
functors, as mentioned in the discussion around (8.11). Secondly, in square (d),
we must insert some homotopy commutative squares with horizontal weak equiva-
lences; these arise from passing from functors to representing rings, as in Lemma
2.25. Also, in square (d), the map j exists only as a zig-zag, for reasons similar to
those mentioned near (7.6).
Remark 8.2. The first square (a) is a homotopy pullback square for any prime
q. It is only in the analysis of the other squares that use the fact that q is a
“Taylor–Wiles” prime. In fact, square (a) already expresses that “a representa-
tion of π1pZr
1
Sq
sq unramified at q is actually a representation of π1pZr
1
S
sq.” The
reason to go to all the trouble of going through squares (b), (c), is that the func-
tors FZq and FQq are not representable – they have too many automorphisms.
But the framed T -functors„ and of course the trivial functor ˚ and the functor
HomArtkppS
˝
qq
c,´q, are pro-representable.
By concatenating all the squares, we arrive at a homotopy pullback square
(8.3)
F 1
Zr 1
S
s
//

˚

F 1
Zr 1
Sq
s
// HomArtkppS
˝
qq
c,´q
where the functor F 1
Zr 1
Sq
s
comes with a natural weak equivalent to FZr 1
Sq
s, etc.; we
have to make this naturally equivalent replacements to “invert” the horizontal weak
equivalences of (8.2) (cf. discussion after (7.2)).
If we were dealing with the usual deformation rings, the corresponding state-
ment is (cf. (1.9))
(8.4)
p deformation ring at level S q “ p deformation ring at level Sqq bS˝q W pkq.
The diagram (8.3) will imply a similar result for the derived deformation rings,
with tensor products now taken in the derived sense.
Now let us introduce notation for representing rings:
- We denote representing rings for F
T,l
Qq
and F
T,l
Zq
by Sq and S
ur
q respec-
tively (the superscript “ur” is for “unramified,” and we omit any square l
on the representing rings for typographical simplicity – S-rings will always
denote framed deformations into T .) Thus these are representing rings for
the framed deformation functors of ρTQq and ρ
T
Zq
with targets in T .
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- We set also Sq “ π0Sq and S
ur
q “ π0S
ur
q . These are, therefore, the (un-
derived) framed deformation rings for ρTQq and ρ
T
Zq
, again with targets in
T .
- Recall the definition of Iq – pZ{qq
˚ from (6.2). The usual (underived)
framed deformation ring of the trivial representation: Iq ÝÑ T pkq will be
denoted by S˝q .
The remainder of the section will prove that each square (a), (b), (c), (d) in (8.2)
is homotopy pullback, construct the sections s and the map j. We will analyze the
squares (a), (b), (c), (d) in order.
8.2. The square (a) from (8.2) is a homotopy pullback square. Examine just
square (a):
(8.5)
FZr 1
S
s
paq
//

FZq

FZr 1
Sq
s
// FQq
This arises from a corresponding diagram of pro-simplicial sets, the étale homo-
topy types of the following diagram
(8.6)
Spec Qq //

Spec Zr 1
Sq
s

Spec Zq // Spec Zr
1
S
s
To verify that square (a) is homotopy pullback, it is enough to check that the
corresponding map on tangent complexes is also a pullback square (see discussion
after Lemma 4.30) that is to say, that the induced map
(8.7) tFZr1{Ss Ñ hofib
`
tFZq ‘ tFZr1{Sqs Ñ tFQq
˘
is an isomorphism. Here the “homotopy fiber” hofibpA‚ Ñ B‚q of a map of chain
complexes is the chain complex C‚ :“ A‚‘B‚r´1s, with the usual mapping cone
differential; it fits into a triangle C‚ Ñ A‚ Ñ B‚
r1s
Ñ. In other words (Lemma
5.10) we should get a homotopy pullback square when we apply étale cochains,
valued in Adρ, to the étale homotopy type of the diagram (8.6).
To verify that, we can replace Spec Zq and SpecQq by Spec Z
hs
q and SpecQ
hs
q ,
where Zhsq is the henselization of Z at the closed point corresponding to q (one can
present Zhsq as the ring of integers inside the algebraic closure of Q within Qq)
and Qhsq is its quotient field, obtained by inverting q. In fact the maps Z
hs
q Ñ Zq
and Qhsq Ñ Qq induce isomorphisms in etale cohomology. (Actually this step is
wholly cosmetic; we could replace everywhere Zq by Z
hs
q .)
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In turn the henselization can be presented as a direct limit of the ring of regular
functions on etale coverings V Ñ SpecZr 1
S
s equipped with a lift of Spec Z{q Ñ
SpecZr 1
S
s; and the induced map
limÝÑC
˚
etpV ; Adρq Ñ C
˚
etpZ
hs
q ; Adρq
is a quasi-isomorphism; there is a similar assertion forQhsq replacing V by V ˆZr 1
S
s
Zr 1
Sq
s (this can be seen directly or see [1, VIII, Corollaire 5.8]).
We are reduced in this way to the “Mayer–Vietoris” sequence: if V Ñ X is
an étale map, and U Ă X is Zariski-open, the corresponding sequence of étale
cochains
C˚pXq Ñ C˚pUq ‘ C˚pV q Ñ C˚pU ˆX V q
induces an isomorphism fromC˚pXq to the homotopy fiber of the latter morphism.
After checking the compatibility of connecting homomorphisms, this follows from
the cohomological version proved in [32, Tag 0A50]; there both U, V are Zariski-
open and U ˆX V “ U XV , but the proof only requires one of them to be Zariski-
open. We apply this withX “ SpecZr 1
S
s, U “ SpecZr 1
Sq
s, and V as above. 
8.3. Analysis of square (b) from diagram (8.2). The following Lemma shows
that the horizontal maps of square (b) are weak equivalences:
Lemma 8.3. Let q be a Taylor-Wiles prime for ρ, as described above. Assume
by conjugating ρ that ρpFrobqq lies in T pkq. Let π1Zq and π1Qq act on LiepT qk
and LiepGqk by means of the adjoint action, composed with ρ. Then all horizontal
maps in the following diagram are isomorphisms:
(8.8)
H˚pZq,LiepT qkq //

H˚pZq,LiepGqkq

H˚pQq,LiepT qkq // H
˚pQq,LiepGqkq
For the notation, see the last paragraph of §6.2: in particular H˚pZqq is the étale
cohomology of Spec Zq, etc.
Proof. Indeed, for H0 on either the top row or the bottom row, this is just the as-
sertion that the fixed space of ρpFrobqq on LiepGqk is exactly LiepT qk Ă LiepGqk ,
which follows from the assumed (§6.7) strong regularity of ρpFrobqq.
Note in what follows that the inclusion LiepT qk Ă LiepGqk is T pkq-equivariantly
split (by means of root spaces).
ForH2, the top row is identically zero: the étale cohomology of Zq is in dimen-
sions 0, 1 only. Bijectivity of the bottom map for H2 amounts (under Poitou–Tate
duality) to the fact thatFrobq fixes onlyHompLiepT qk, µp8q insideHompLiepGqk, µp8q:
this follows from the assumption that q “ 1 in k, so that the cyclotomic character
is trivial, and the assumption of regularity. Note in particular that
(8.9) dimH2pQq,LiepGqkq “ rank G.
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It remains to check for H1.
On the bottom row: By the Euler characteristic formula the map goes between
groups of the same sizes; it is injective because the inclusion of π1Qq-modules
LiepT qk Ñ LiepGqk is split, so it is an isomorphism.
On the top row: we check root space by root space: our assertion comes down
to the triviality of the first group cohomology H1, for the profinite group Zˆ acting
nontrivially on k. 
Remark 8.4. The Lemma implies that any lift of ρQq : π1Qq Ñ Gpkq actually
factors through π1Q
tame,ab
q . Indeed, the Lemma means that the map from the T -
valued deformation functor of ρTQq to the G-valued deformation functor of ρ
T
Qq
is
an equivalence. This implies that any lift of ρTQq into G admits a unique T -valued
conjugate; in particular, such a lift factors through π1Q
tame,ab
q , as claimed.
Later on we will use the following terminology:
Definition 8.5. Let q be a Taylor–Wiles prime andA a (usual) Artin local ring over
k. A (usual, underived) lift ρ˜ : π1Qq Ñ GpAq of ρQq is of inertial level ď r if the
restriction of ρ˜ to Iq:
(8.10) Iq Ñ GpAq
factors through Iq{pr. Here Iq ď π1Q
tame,ab
q is as in (6.2).
Thus, for example, if the p-valuation of q ´ 1 is exactly equal to n, then every
deformation of ρQq is certainly of inertial level ď n, because in that case the p-part
of Iq has size precisely p
n.
8.4. Analysis of square (c) from diagram (8.2). Construction of the sections
sZq , sQq in the diagram (8.2). We now examine the square (c), which we draw at
first without the splittings:
FTZq
pcq

F
T,l
Zq
oo

FTQq F
T,l
Qq
oo
This is a homotopy pullback square: both above and below, one can obtained the
framed version from the unframed version by taking a homotopy fiber of a map to
BT pAq.
We will construct splittings for
FTQq Ð F
T,l
Qq
and the Zq analog, compatibly. Actually, strictly speaking, the splitting we con-
struct is in the sense of zig-zags; explicitly we construct functors p. . . q˚ naturally
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weakly equivalent to the corresponding unstarred functors p. . . q and a diagram
(8.11) F
T,˚
Zq

// F
T,l˚
Zq
pcq˚

// F
T,˚
Zq

F
T,˚
Qq
// F
T,l˚
Qq
// F
T,˚
Qq
where the horizontal compositions are the identity, and the square pcq˚ is connected
by natural weak equivalences of squares, to square (c). It then follows that the left-
hand square is also a homotopy pullback square.
To make this splitting, we note that the A-points of framed and unframed rep-
resentation functors into T correspond to based and unbased maps of (the etale
homotopy type of) Spec Qq into BT pAq. Since T is commutative, it is possi-
ble to make a weakly equivalent model BT pAq˚ of BT pAq which is a simplicial
group (for example, take the simplicial loop group of B2T pAq; the construction of
B2T pAq is discussed after Definition 5.1).
Now, for E a simplicial group andX an arbitrary based simplicial set the natural
map
based HomsSetspX, Eq Ñ HomsSetspX, Eq
is naturally split, because one can use the group structure to take the image of the
basepoint in X to the identity. This discussion gives rise to a splitting of the map
pFlX,T q
˚ Ñ pFX,T q
˚ (notation as in Definition 5.4) whenever G is commutative;
we have superscripted with ˚ because we replaced BT by pBT q˚ in the definitions.
Finally, the actual deformation functors are obtained from these (up to replace-
ment by a naturally weakly equivalent functor) by taking a homotopy fiber over
a certain vertex vρ P pF
l
X,T q
˚pkq and its image v¯ρ P F
˚
X,T pkq; we may choose
any vertex vρ whose class in π0
´
pFlX,T q
˚pkq
¯
» π0pFX,T pkqq is the class corre-
sponding to π1pX,x0q Ñ T pkq.
8.5. Analysis of the square (d); Construction of the map j. A very useful fact is
that the pro-rings Surq and Sq representing the functors F
T,l
Zq
and F
T,l
Qq
are already
homotopy discrete:
Lemma 8.6. Let q be a Taylor–Wiles prime (§6.7). The pro-rings Surq and Sq
are homotopy discrete in the sense of Definition 7.4, i.e. the maps Surq Ñ S
ur
q
and Sq Ñ Sq induce a weak equivalence of represented functors (as usual, after
applying level-wise cofibrant replacement).
A word of preparation before the proof. Any (usual, underived) T -valued defor-
mation of ρTQq factors through the tame abelian quotient of π1Qq, which fits into
the exact sequence (6.2); we have, non-canonically,
(8.12) π1Q
tame,ab
q – xFrobqy ˆ Iq
where Iq is as in (6.2), a cyclic group of order q ´ 1.
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Proof (of the Lemma). We apply Lemma 7.5. It is enough to check that the com-
plete local rings associated to Surq and Sq (as in Lemma 7.5, the inverse limit of the
corresponding projective system) are complete intersection “of the expected size,”
i.e. their tangent spaces and dimensions are as one would predict from the tangent
complex.
By a mild abuse of terminology, in the remainder of this proof, we will use Surq
and Sq to actually denote these complete local rings. We emphasize that in the rest
of the proof we are working with underived deformation rings.
It will be convenient to recall the following simple fact: For a finitely gener-
ated discrete group Γ, with profinite completion pΓ, the usual (underived) framed
deformation ring of a representation ρ0 : pΓ Ñ Gpkq is (after passing to the as-
sociated complete ring) the completed local ring pOX,ρ0 of the W pkq-scheme X
parameterizing maps ΓÑ G, at the point ρ0 P Xpkq.
First of all, Surq is a power series ring over W pkq because it arises from the
deformation ring of the pro-cyclic group pZ. It obviously has the “expected size.”
Now for Sq. Let p
N be the highest power of p dividing q ´ 1. It follows from
(8.12) that Sq is the completed local ring of functions on´
pF, t2q P T ˆ T : t
pN
2 “ 1
¯
at the maximal ideal corresponding to F “ ρpFrobqq and t2 “ identity. In other
words, if A is the completion of ring of functions on pt1, t2q P T ˆT at the identity
point of T pkq ˆ T pkq, and J the ideal defined by tp
N
2 “ e, we have
Sq – A{J.
In suitable coordinates, with r “ dimpT q, we have
(8.13) A –W rrX1, . . . ,Xr, Y1, . . . , Yrss, J “ xp1` Yiq
pN ´ 1y
This is visibly a complete intersection, with r relations; and the dimension of t1FSq
equals dimH2pQq,Adρq “ r by (8.9). 
We are now ready to construct the final square (d):
Clearly, any T -valued deformation ρ˜ of ρ|TQq actually factors through π1pQqq
tame,ab.
Thus, from the sequence (6.2) Iq ãÑ π1Q
tame,ab
q Ñ π1Fq we get a sequence of
maps of the associated T -valued framed usual deformation rings
(8.14) S˝qlomon
W rrY1,...,Yrss{J
Ñ Sqlomon
W rrX1,...,Xr,Y1,...,Yrss{J
Ñ Surqlomon
W rrX1,...,Xrss
Here, recall that S˝q was the framed deformation ring for the trivial representation
of Iq with targets in T ; intrinsically, we can identify S
˝
q with the group algebra
of TpFqqp. The maps of (8.14) are really maps of pro-finite rings, but we wrote
below how the sequence of associated complete local rings looks in the coordinates
of (8.13); the second map sends Yi to 0.
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Remark 8.7. It is convenient to identify these rings more canonically. For any
finitely generated abelian group Γ, the usual, un-derived framed deformation ring
of a representation σ : ΓÑ T pkq is identified with the completed group algebra
(8.15) W pkqrrX˚pTq b Γppqss
where Γppq is the quotient of Γ by prime-to-p torsion.
In fact, the unique splitting of T pW pkqq Ñ T pkq gives us a lift σ˜ : ΓÑ T pW q,
which permits us to reduce to the case (by twisting) when σ is trivial. Then, for
any Artin ring A։ k, the homomorphisms from Γ to T pAq, reducing to the trivial
homomorphism, are identified with group homomorphisms
HompΓppq,X˚pT q b p1`mAq
ˆq “ HompX˚pT q b Γppq, 1`mAq,
i.e. homomorphisms from (8.15) to A preserving augmentations to k.
In this way, writing T for the dual torus to T ,
S˝q “ completed group algebra of TpFqq
Sq “ completed group algebra of TpQqqtame,
Surq “ completed group algebra of TpQqq
ur
Here the “tame” quotient of, e.g. GmpQqq “ Q˚q is the profinite completion of
the quotient by 1 ` qZq, and the “unramified” quotient of the same group is the
profinite completion of the quotient by Z˚q .
In fact the following diagram
(8.16)
S˝q

// Sq

W pkq // Surq
induces a homotopy pullback square of represented functors (equivalently the map
SqbS˝q
W pkq Ñ Surq , where b is the derived tensor product, is an equivalence, in
the sense of inducing a weak equivalence on represented functors). This can be
checked easily from the expressions above: Surq is obtained from W pkq by freely
adding the generators Xi, and Sq is obtained from S
˝
q by the same procedure.
Passing from (8.16) to the corresponding square of represented functors, and
using Lemma 8.6, we get square (d) from (8.2). As we have mentioned in Remark
8.1, this can strictly speaking only be done after replacing the functors with weakly
equivalent ones, for the reasons already mentioned there.
Remark: In our later presentation of the Taylor–Wiles method, it will be useful
to observe that exactly the same holds true if we quotient all the rings by pn, that
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is to say, writing S
˝
q “ S
˝
q{p
n.
(8.17)
S
˝
q

// Sq{p
n

Wn // S
ur
q {p
n
again induces a homotopy pullback square of represented functors.
9. THE DEFORMATION RING WITH LOCAL CONDITIONS IMPOSED
In the theory of Galois deformations much of the subtlety comes from the local
theory at p. Thus we discuss how to impose local conditions on a derived defor-
mation ring. After an abstract discussion in §9.1, we specify which conditions we
actually use in §10.
9.1. Imposing local conditions. Let ρ : π1Zr
1
S
s Ñ Gpkq. As discussed, for v a
finite place6 in S we let FQv be the deformation functor for ρ pulled back to Qv;
thus, there is a natural transformation
FZr 1
S
s Ñ FQv
of functors from Artk to sSets. Note that FQv is often not representable because
of infinitesimal automorphisms, even when FZr 1
S
s is, but it doesn’t matter for our
discussion.
Definition 9.1. A local deformation condition will be, by definition, a simplicially
enriched functor Dv from Artk to sSets, equipped with a map
Dv ÝÑ FQv
We define the global deformation functor with local conditions as the homotopy
fiber product (see §A.3)
(9.1) FD
Zr 1
S
s
“ FZr 1
S
s ˆ
h
FQv
Dv.
This comes with natural maps to Dv and to FZr 1
S
s.
Remark. It will happen (indeed, in the main case we use it) that a deformation
condition is not presented as a map Dv ÝÑ FQv , but rather as a zig-zag:
(9.2) Dv
„
Ð D˚v Ñ F
˚
Qv
„
Ð FQv ,
where „ denotes an object-wise weak equivalence. In this case, we convert this to
a local deformation condition in the sense above by setting D1v “ D
˚
v ˆ
h
F
˚
Qv
FQv ;
then D1v is naturally weakly equivalent to Dv, and is equipped with a map D
1
v Ñ
FQv . One can proceed in a similar way with longer zig-zags; in all cases one
6When we will apply this discussion later on, we will first have enlarged S to a larger set S1 “
S
š
Q, and we will actually take v P Q.
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obtains a functor naturally weakly equivalent toDv with an actual map to FQv . Cf.
discussion around (7.2).
Example (unramified local condition): Suppose that ρ is actually unramified
at v, i.e., it extends to a representation of Zr 1
S1
s, where S1 “ S ´ tvu. Thus it can
be pulled back to Spec Zv. The natural maps Spec Qv Ñ Spec Zv induces a map
of deformation functors FZv Ñ FQv (as always, we are deforming ρ, but we omit
this from our notation). If we take
Dv “ FZv , with its natural map to FQv ,
the corresponding deformation functor with local conditions FD
Zr 1
S
s
is then natu-
rally weakly equivalent to FZr 1
S1
s, i.e. the deformations of ρ but considered now
as a representation of π1Zr
1
S1
s. This statement is precisely what we proved in the
last section: it follows from the homotopy pullback square constructed in §8.2 (the
assumption of q being a Taylor-Wiles prime was not used for this part).
Return now to the general case. We get from Lemma 4.30
(9.3) tFD
Zr 1
S
s
“ hofibptFZr 1
S
s ‘ tDv Ñ tFQvq
(for hofib see (8.7)) with associated exact sequence
(9.4) tiFD
Zr 1
S
s
Ñ tiFZr 1
S
s ‘ t
iDv Ñ t
iFQv
r1s
ÝÑ
One can generalize this definition and discussion, replacing the role of v by a
finite set of places.
9.2. Lifting an underived local condition to a derived local condition. In [7,
§2] there is an extensive study of various types of (underived) local conditions D.
Each such gives rise to a quotient of the usual (underived) framed deformation ring
Rlv ։ R
D,l
v ; if the representation functor is representable, we get in fact a quotient
of the underived deformation ring:
Rv ։ R
D
v .
(These objects are actually pro-rings; we use the notation ։ to denote that the
induced map of functors is injective, or equivalently that the map on associated
complete local rings is surjective.)
Assume, for simplicity, that FQv is representable, with representing ring Rv;
then π0Rv » Rv. We can lift an underived local deformation condition to a derived
deformation condition, in the sense of §9.1, by using the sequence (for the framed
case, see below):
Rv Ñ π0Rv “ Rv ։ R
D
v .
More precisely, considering now RDv as a pro-simplicial ring, we may form
Dv “ HomppR
D
v q
c,´q, as a sSets-valued functor on Artk (the superscript c is
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for level-wise cofibrant replacement, as discussed in the final paragraph of §7.1).
Then we get an natural zig-zag: 7
(9.5) Dv 99K HompRv,´q
As in the Remark of §9.1 we obtain from (9.5) a map
(9.6) D˚v ÝÑ FQv ,
where D˚v is naturally weakly equivalent to HomppR
D
v q
c,´q. We call this the de-
rived deformation condition associated with the (usual) deformation condition D.
Before we formulate our main theorem, note that Rv ։ R
D
v defines a subspace
H1D Ă H
1pQv,Adρq, where H
1
D is the (usual) tangent space to the (usual) functor
represented by RDv .
Theorem 9.2. Suppose that RDv is actually formally smooth (i.e. its tangent com-
plex is nonvanishing only in degree 0, or equivalently the complete local ring as-
sociated to RDv is isomorphic to W pkqrrY1, . . . , Ymss). Form from R
D
v a local
deformation condition, as described above, and then a global deformation functor
FD
Zr 1
S
s
with this local condition imposed, as in (9.1).
The cohomology of the tangent complex of FD
Zr 1
S
s
is naturally identified with the
cohomology with local conditions (§6.3):
(9.7) tiFD
Zr 1
S
s
– H i`1D pZr1{Ss,Adρq.
where the local conditions at v are prescribed by the subspaceH1D Ă H
1pQv,Adρq.
Proof. Consider the map of tangent complexes tDv Ñ tFQv . The canonical map
τě0 ptDvq Ñ tDv is a quasi-isomorphism; and so the tangent complex of F
D
Zr 1
S
s
is
naturally equivalent to the homotopy fiber of
tFZr 1
S
s ‘ τě0tDv Ñ tFQv .
However, the map τě0ptDvq Ñ tFQv can be factored
τě0ptDvq
̟
Ñ τě0ptFQv q Ñ tFQv
The source and target of the first map̟ both have homotopy only in degree 0; thus,
̟ induces a quasi-isomorphism onto the subcomplex of τě0tFQv corresponding to
the subgroup H1D Ă H
1pQv,Adρq – π0 pτě0tFQv q.
This discussion gives a zig-zag of weak equivalences (i.e. quasi-isomorphisms)
between the tangent complex of FD
Zr 1
S
s
, and the chain complex (see (B.1)) that
computes H iD. 
Remark. When we will use this construction, Rv » π0Rv will be homotopy
discrete, and so both Rv and R
D
v will actually be formally smooth. The definition
7Explication: Apply the cofibrant replacement to the series of rings to get
Rv
„
Ð Rcv Ñ R
c
v Ñ R
D,c
v
where the left „ means level-wise weak equivalence. Now apply Hom.
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makes sense without the assumption that Rv is homotopy discrete but it seems
unlikely to be of much use if this fails.
Remark. If the local representation functors are not representable, we can pro-
ceed in a similar fashion using the framed functors instead. Namely, the usual
framed deformation ring Rlv is equipped with a G-action, i.e.
Rlv Ñ R
l
v
pbOG,
where the pb denotes completed tensor product, i.e. the level-wise tensor product
for pro-objects; also, given a quotient Rlv ։ R
l,D
v together with a compatible
G-action, we may then form a derived deformation condition by using – just as in
§5.1 – a bar construction to “quotient by G.”
10. RESTRICTIONS ON ρ
Recall that we have been discussing the deformation theory of a Galois represen-
tation ρ : π1Zr
1
S
s Ñ Gpkq. Thus far, ρ has been quite general. Now, to simplify
our life as far as possible, we will impose the following conditions: (Recall the
shorthand that T “ S ´ tpu, where p is the characteristic of k.)
Assumption 1. Assumptions on ρ:
(a) H0pQp,AdρQpq “ H
2pQp,AdρQpq “ 0.
(b) For v P T , the local cohomology HjpQv,AdρQvq “ 0 for j “ 0, 1, 2.
(c) ρ has big image: the image of ρ restricted to Qpζp8q contains the image of
Gscpkq in Gpkq (here Gsc is the simply connected cover).
Moreover, we suppose that Gscpkq has no invariants in the adjoint ac-
tion.8
(d) ρp (the restriction of ρ to GQp) satisfies (c) and (e) from Conjecture 6.1 –
in particular, it is equipped with a sub-functor Defcrysρp of the usual defor-
mation functor, the “crystalline deformations,” whose tangent space is the
local f -cohomology.
In particular, (a) means that the local deformation ring at p is formally smooth,
isomorphic toW pkqrrY1, . . . , Ysss for s “ dimH
1pQp,AdρQpq; and the local de-
formation ring at v, for v P T , is even isomorphic to W pkq. We will sometimes
refer to these conditions as “minimal level”, although they are a bit stronger than
the usual usage of that term.
Now, in this context, we may use Defcrysρp and the process of §9.2 to define a
derived deformation condition at p, and then we get as in Definition 9.1 a global
deformation functor F
crys
Zr 1
S
s
with crystalline conditions imposed. So by (9.7) and
the definition (6.5) of the global f -cohomology we obtain
(10.1) tiF
crys
Zr 1
S
s
– H i`1f pZr
1
S
s,Adρq.
8This is automatic, by results of Steinberg [33], if p is a very good prime for G; in particular if
p ą 5 and does not divide r ` 1 for any slr factor of the Lie algebra, cf. [19, 6.4(b)]).
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The functor and its representing ring will be our main object of study in the rest of
this paper:
In the rest of the paper, whenever we refer to a representation ρ : ΓS Ñ Gpkq,
we assume that it satisfies conditions (a)–(d) above; whenever we refer to a defor-
mation ring or deformation functor for ρ, considered as a global Galois represen-
tation, we always understand the “crystalline deformation ring” or “crystalline
deformation functor” – that is to say, we have imposed crystalline local condi-
tions at p, in the sense just described. We henceforth drop the subscript “crys”
from the notation.
Remark. Why should the “lifting” process of §9.2 give a reasonable definition
of the derived version of the crystalline deformation functor? In the Fontaine–
Laffaille range, one can reasonably guess that the tangent space of a putative de-
rived version of the local crystalline functor should be given by the f -cohomology
(§6.4) and this is enough to force this functor to be formally smooth, thus with
representing ring that is homotopy discrete. Therefore, it must arise by means of
the construction of §9.2.
11. DESCENDING FROM TAYLOR–WILES LEVEL
We continue with a representation ρ : ΓS Ñ Gpkq satisfying the assumptions
fixed in §10. It is ramified at a set S “ T Y tpu. We denote by RS the crystalline
deformation ring of ρ; see §7.4 for a summary of our various notations concerning
deformation functors and rings.
In the Taylor-Wiles method, one studiesRS by relating it to a larger deformation
ring, wherein one allows extra ramification. Namely, we consider the deformation
ring which also allows ramification at an auxiliary set Qn of primes, which is
allowable in the sense of Definition 6.2 – i.e., Qn satisfies some carefully chosen
cohomological criteria. Although one eventually uses a sequence of such sets of
auxiliary primes (thus the notation Qn), the set Qn of auxiliary primes can be
regarded as fixed in this section. It is only in later sections that we will study the
situation as one varies the set of auxiliary primes.
We will study the deformation rings further under these cohomological condi-
tions. More precisely, we have seen in §8 – see especially (8.4) – how to recover
the derived deformation ring at base level from the derived deformation ring at
level SQn. Here we will see that the derived deformation ring at level S can ac-
tually be “well–approximated,” at least as far as t0 and t1 go, just using the usual
deformation ring at level SQn, or even a sufficiently deep Artinian quotient of it;
the final result is Theorem 11.1.
11.1. Review of tensor products. In Definition 3.3 we have given a definition
of the derived tensor products Ab
B
C of pro-simplicial rings. This definition is
somewhat ad hoc, and not even entirely functorial; however, it is functorial for
diagrams with a common level representation (i.e., where all of the pro-objects are
indexed by the same category), which will be enough for our needs; we will often
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briefly abusively still say “by functoriality.” The derived tensor product also has
the following property (see Definition 3.3 and the discussion following it):
Suppose given functors FA Ñ FB Ð FC and representing pro-rings A,B, C
which are nice in the sense of Definition 2.23. According to Lemma 2.25 we may
promote the functor maps to ring maps (i.e., maps in pro-Artk) A Ð B Ñ C. In
this case
(11.1) Ab
B
C pro-represents the functor FA ˆ
h
FB
FC .
Although this looks obvious, this requires a word of explanation to navigate the
various homotopies, so let us talk through the technical details:
Denote by (e.g.) Hom1pA,´q the mapping space defined as in (7.5) but replacing col-
imit by homotopy colimit. Lemma 2.25 gives us a diagram
(11.2) FA // FB FCoo
Hom1pA,´q
OO

// Hom1pB,´q
OO

Hom1pC,´qoo
OO

HompA,´q // HompB,´q HompC,´qoo
The squares commute only up to natural simplicial homotopy, as in Lemma 2.25. By in-
serting some extra weak equivalences, we may replace this diagram with a strictly commu-
tative diagram: given a “homotopy coherent” collection of mapsXi Ñ Yi indexed by a di-
agram I (in our case, the arrows along a row) we replace it by the diagramXi
„
Ð X 1i Ñ Yi,
where we may take X 1i “ hocolimjÑiXj (see e.g. [31, §10]). Thus we have enlarged the
above diagram, by inserting various weak equivalences, to obtain a strictly commutative
diagram. Take homotopy limits of each row to obtain a zig-zag of weak equivalences
HompA,´q ˆh
HompB,´q HompC,´q
„
99K FA ˆ
h
FB
FC ,
and this gives a zig-zag of equivalences exhibiting (11.1).
11.2. Sets of Taylor-Wiles primes. Let Qn be an allowable Taylor–Wiles datum
of level n, as in §6.7. We’ll extend the functor notation of §8.1 to many primes
thus:
FS
š
Qn or Fn when clear “ crystalline deformation functor at level S
š
Qn
RS
š
Qn orRn “ representing ring for FS
š
Qn
F locn “
ź
qPQn
F
T,l
Qq
“ “framed def. functor at primes in Q into the torus”
Sn “ representing ring for F
loc
n
F loc,urn “
ź
qPQ
F
T,l
Zq
“ “unramified framed def.functor at primes in Q into the torus”
Surn “ representing ring for F
loc,ur
n
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We apologize for one feature of the notation: the S-rings and the F loc-functors
are framed, but we have not put explicit l into the notation, to keep the typography
simple.
Using squares (a), (b), (c) of (8.2), or rather an analogous diagram imposing
crystalline conditions at each stage and using Qn instead of just tqu, gives
(11.3) F 1S
š
Qn
ˆh
F locn
1 F
loc,ur
n
1 „
99K FS
where a prime denotes a weakly equivalent functor.
The functors on the left are pro-representable, with representing pro-ringsRn,Sn,S
ur
n
(by definition, if a functor is pro-representable, so is a weakly equivalent functor,
and they can be taken to be represented by the same ring.) We may suppose that
these representing rings are nice, in the sense of Definition 2.23. Just as in the dis-
cussion of §11.1, we obtain a corresponding diagram of rings Rn Ð Sn Ñ S
ur
n .
The maps F 1
S
š
Qn
Ñ F locn
1
gives a map Sn Ñ Rn, by Lemma 2.25 and the
Remark following it; it is compatible with the original map of functors in the sense
specified in that Lemma. The corresponding map π0Sn Ñ π0Rn is then the natural
map of usual (underived) deformation rings. Similarly we have Sn Ñ S
ur
n .
The equivalence (11.3) implies that
(11.4) RS » RnbSnS
ur
n
where » here means that the functors that they represent are naturally weakly
equivalent. A brief word of warning about this notation is in order. We have not
defined “directly” the notion of weak equivalence for pro-simplicial rings, and nor
do we need it: we think only in terms of functors represented. However, Lemma
2.25 shows at least that we may find a map of pro-objectsRS Ñ RnbSnS
ur
n which
induces an isomorphism on tangent complexes; the assumptions of that Lemma are
satisfied because we built “niceness” into the definition of derived tensor product.
11.3. Setup. In what follows we suppose given pro-Artinian quotients
(11.5) π0Rn ։ Rn, π0Sn ։ Sn, π0S
ur
n ։ S
ur
n
which are compatible, in that there is a diagram Rn Ð Sn Ñ S
ur
n which is com-
patible with the same diagram for the π0 rings.
We get
(11.6) RS
(11.4)
ÝÑ RnbSnS
ur
n Ñ RnbSnS
ur
n .
where b is derived tensor product. Recall that derived tensor product was not gen-
uinely functorial: it is only so when we have fixed a common level representation
for all the pro-objects appearing. However, we will allow ourselves to ignore this
issue. For one thing, it is easy to fix such a level representation in the case at hand.
For another, one could avoid the language of derived tensor product of rings en-
tirely and just work with the functors; we talk about rings just in the hope that they
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are easier to relate to. At the level of represented functors, (11.6) corresponds to
the diagram (see (7.6) for an explication of this)
(11.7)
HompR
c
n,´q ˆ
h
HompS
c
n
,´q
HomppS
ur
n q
c,´q 99K pF 1S
š
Qn
q ˆpF loc
n
q1 pF
loc,ur
n q
1 „
99K FS
where the second map came from (11.3).
We show that, for allowable Taylor-Wiles data Qn (cf. §6.7), the map of (11.6)
(equivalently the composite of (11.7)) is isomorphic on t0 and surjective on t1. The
point of this result is that the Taylor-Wiles limit process will give very tight control
on Rn and the other rings appearing on the right-hand side of (11.6).
Theorem 11.1. Let Qn “ tℓ1, . . . , ℓqu be an allowable Taylor–Wiles datum of
level n, in the sense defined in §6.7. Let other notation be as above. If the maps of
(11.5) all induce isomorphisms on t0, then the map RS Ñ RnbSnS
ur
n (or equiva-
lently the map (11.7) of functors) induces an isomorphism on t0 and a surjection
on t1.
Proof. Recall our notation for places: p is the characteristic of k, S is the ramifi-
cation set of ρ, T “ S ´ tpu, Q is the set of Taylor-Wiles primes. We also put
S1 “ S Y Q. Our “allowability” condition on Taylor–Wiles primes means (see
(6.8) and the conditions on ρ from §10) that we get
(11.8)
H1pZr
1
S1
s,Adρq
A
։
H1pQp,Adρq
H1f pQp,Adρq
,
H2pZr
1
S1
s,Adρq
„
Ñ
à
S1
H2pQv,Adρq.
The tangent complexes of the derived rings can be computed via (10.1); here we
get:
t0Rn “ kerpH
1pZr
1
S1
s,Adρq Ñ H1pQp,Adρq{H
1
f q,
(11.9) t1Rn
„
Ñ H2pZr
1
S1
s,Adρq.
Note that (10.1) actually says that t1 is the kernel ofH2pZr 1
S1
s,Adρq Ñ H2pQp,Adρq,
augmented by the cokernel of A, but H2pQp,Adρq vanishes by assumption (§10)
and the cokernel of A is zero by (11.8).
From (11.9), (11.8) and the assumed vanishing (§10) ofH2pQv,Adρq for v P T
and for v “ p, we see that the map
(11.10) t1Rn Ñ t
1Sn –
ź
vPQ
H2pQv,Adρq
is an isomorphism. (As concerns the latter equality: t1Sn is a priori a product of
Galois cohomology groups with coefficients in the Lie algebra of the torus, but
then we can apply Lemma 8.3).
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Also the maps
(11.11) tiRn Ñ t
iRn, t
iSn Ñ t
iSn, t
iSurn Ñ t
iS
ur
n
are isomorphisms for i “ 0 by assumption; and also
(11.12) t1Surn “ 0,
since Surn is formally smooth (see Lemma 8.6, and (8.14)).
We can now verify the claim:
For t0, we must check that j1 is an isomorphism in the following diagram, where
the rows are the long exact sequences arising from Lemma 4.30 (iv):
(11.13)
0 //

t0pRn bSn S
ur
n q
//
j1

t0pRnq ‘ t
0pS
ur
n q
//
f

t0pSnq
g

0 // t0pRn bSn S
ur
n q
α // t0pRnq ‘ t0pSurn q
// t0pSnq
Indeed, by (11.11), f, g are both isomorphisms. Since f is injective, j1 is injective.
Since α is injective, f is surjective and g is injective, we get that j1 is surjective.
Therefore j1 is an isomorphism, as desired.
For t1 we must check that j2 is surjective in the following diagram, which is just
the continuation of the previous one:
(11.14)
t0pRnq ‘ t
0pSnq //
f

t0pSnq //
g

t1pRn bSn Snq
//
j2

t1pRnq ‘ t
1pSnq

t0pRnq ‘ t
0pSurn q // t
0pSnq
β // t1pRn bSn S
ur
n q
γ // t1pRnq ‘ t1pSurn q
h // t1pSnq
Because of (11.10) and (11.12) the kernel of h is zero. So γ is zero. So β is
surjective. We saw above that g is an isomorphism. So j2 is surjective. 
12. A PATCHING THEOREM
The current section proves a “patching” theorem for the derived deformation
ring. In terms of the discussion of the introduction, we describe the compactness
argument required to extract a limit in the context of (1.11).
Theorem 12.1. Suppose givenR0 a pro-object ofArtk such that tiR0 is supported
in degrees 0 and 1. Suppose also given a continuous map of (usual) complete local
rings ι : S˝8 Ñ R8 where S
˝
8 “W pkqrrX1, . . . ,Xsss,R8 “W pkqrrX1, . . . ,Xs´δss,
the map ι makes R8 a finite S˝8-module, and
(12.1) dim t0R0 ´ dim t
1R0 “ dimpR8q ´ dimpS
˝
8qp“ δq.
Let an be the descending sequence of ideals of S˝8 defined as an “ pp
n, p1 `
Xiq
pn ´ 1q.
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Regard the Artinian rings R8{an,S˝8{an,Wn as constant objects of pro-Artk,
indexed by a category J that is independent of n. Set
Cn :“ R8{anbS˝8{anWn
where b is derived tensor product, as in Definition 3.3, and where the map S˝8 Ñ
Wn is the natural augmentation. By functoriality we obtain en,m : Cn Ñ Cm for
n ą m.
Finally, suppose given a collection of maps in pro-Artk
(12.2) fn : R0 Ñ Cn,
such that, for every n ą m, if we write fn,m “ en,m ˝ f for the composite
fn,m : R0 Ñ Cn
en,m
Ñ Cm
we have
(12.3) t0fn,m is an isomorphism and t1fn,m is a surjection.
Then there is an isomorphism of graded rings
π˚R0 – Tor
˚
S˝8
pR8,W pkqq,
where we understand πiR0 of the pro-object pR0,nq to be defined as limÐÝπiR0,n
(for discussion of this definition, see around (3.5)).
Note we don’t assume any type of compatibility between the fn. What we will
do instead is to extract a compatible sequence by compactness. Note also that if the
map S˝8 Ñ R8 is surjective, the Tor-algebra above is actually an exterior algebra
on s´ r generators.
12.1. The proof of Theorem 12.1. In this proof we shall use a simplicial enrich-
ment of the category pro-Artk, defined as pro-ArtkpA,Bq “ limi colimjArtkpAj , Biq,
if A “ pj ÞÑ Ajq and B “ pi ÞÑ Biq.
Note that this has a nice meaning in terms of functors represented: the q-simplices
of pro-ArtkpA,Bq are natural transformations from ∆
q ˆ colimiArtkpAi,´q to
colimjArtkpBj ,´q.
If each Ai is cofibrant and B is nice, then the natural map
(12.4) holimicolimjArtkpAj , Biq Ñ pro-ArtkpA,Bq
is a weak equivalence, by the argument of Lemma 2.24; we shall only ever consider
the simplicial set pro-ArtkpA,Bq when (12.4) holds.
Let us also note that if π˚tA is finite dimensional, then the space pro-ArtkpA,Biq
has finite homotopy groups for all i: this reduces to the case Bi “ k ‘ krns by
applying Lemma 2.8. Hence in that case we have (assuming (12.4) as always, and
using Lemma A.9):
π0
`
pro-ArtkpA,Bq
˘
“ lim
i
π0
`
pro-ArtkpA,Biq
˘
.
We shall write rA,Bs for this profinite set. The above equation then implies
rA,Bs “ limirA,Bis.
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We wish to apply the above discussion for A “ R0 and B “ Cn, and see that
rR0, Cns is in fact a finite set. By definition, the levels of the pro-object B “ Cn
have the homotopy types Bi » τďi
`
R8{an bS˝8{an W
c
n
˘
, whereW cn is a cofibrant
replacement of Wn as an algebra over S
˝
8{an. Up to homotopy Bi`1 may be
obtained from Bi by taking homotopy fibers of a map to k‘ kri` 2s finitely many
times (see Lemma 2.8 again), so the assumption that π˚tR0 vanishes in degrees
besides 0,´1 implies that the map rA,Bi`1s Ñ rA,Bis is bijective for i ě 1. Just
as above, rA,Bis is finite for all i. Hence rA,Bs is finite in this case.
For any rf s P rR0, Cns there are well defined induced maps
tipen,m ˝ fq : t
iCm Ñ t
iCn Ñ t
iR0
for allm ď n and all i. As n varies the finite sets rR0, Cns form an inverse system,
and we shall consider the subsystem
Xn “ trf s P rR0, Cns | @m ď n : t
ipen,m ˝ fq is iso for i “ 0 & epi for i “ 1u.
By assumption Xn ‰ H for all n ě 0. Hence this is an inverse system of non-
empty finite sets, so by compactness the inverse limit is non-empty.
We may therefore pick morphisms gn : R0 Ñ Cn representing compatible
elements of the subset Xn Ă rR0, Cns and hence simplicial homotopies between
gn and the composition en`1,n ˝ gn`1; that is to say, there exists a 1-simplex in
the mapping space pro-ArtkpR0, Cnq with these vertices. This 1-simplex induces
a natural simplicial homotopy between the natural transformations of functors
HompCn,´q Ñ HompR0,´q.
induced by gn and by en`1,n ˝ gn`1. This data induces a natural transformation of
functors Artk Ñ sSets
hocolimnHompCn,´q Ñ HompR0,´q
which is then also an isomorphism in t0 and an epimorphism on t1.
We claim that it is in fact an isomorphism on ti for all i, for which it suffices
to verify that both sides vanish for i R t1, 0u, and that both sides have the same
“Euler characteristic.”
The vanishing is true for t˚R0 by assumption. As for limÝÑn t
iCn, there’s an exact
triangle in the derived category of k-modules
tCn Ñ tpR8{anq ‘ tpWnq Ñ tpS
˝
8{anq
r1s
Ñ
and taking cohomology and taking direct limit as nÑ 8, we get
tiCn Ñ t
iR8 ‘ t
iW pkqloomoon
0
Ñ tiS˝8
r1s
Ñ .
Here we have used tiR8 “ limÝÑ t
ipR8{anq and similarly for S
˝
8, because R8 con-
sidered in pro-Artk can be defined by the projective system R8{an inside Artk.
9
9Details: we need to see that an defines the standard profinite topology on R8. Write mR for
the maximal ideal of R8. On the one hand, the rings R8{an are Artin because R8 is module-finite
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Now the claimed vanishing follows from our computation of the tangent complex
for power series rings (7.18), and the Euler characteristic claim follows from our
assumption (12.1).
Hence the pro-objects R0 and pn ÞÑ Cnq represent equivalent functors, and
hence the induced map of homotopy groups
limÐÝπ˚R0 Ñ limÐÝπ˚Cn
is also (see (3.4)) an isomorphism for all i. This concludes the proof of Theo-
rem 12.1 since
limÐÝπiCn “ limÐÝTor
i
S˝8{an
pR8{an,Wnq – Tor
i
S˝8
pR8,W q.
(for the last step see Lemma 7.6; for the computation of homotopy groups of a
tensor product, see [28, Theorem 6]).
13. BACKGROUND ON THE OBSTRUCTED TAYLOR–WILES METHOD, AFTER
CALEGARI–GERAGHTY
We present the “obstructed” Taylor–Wiles method, in the form given by Khare
and Thorne [20]; it is originally discovered by Calegari–Geraghty [6], and another
version has been developed by D. Hansen [15]. This section has no original ideas
(although any errors are due to us). It is largely independent of the rest of the
paper; it just provides the input for us to apply our previous theorems. It uses the
conjecture on the existence of Galois representations, as formulated in Conjecture
6.1, and outputs a set of Taylor-Wiles primes Qn where one has very good control,
if not on all of π0Rn, then at least on a “very large” Artinian quotient of it.
13.1. Notation and setup. Let us try to describe more carefully our setup. Thus
far we have dealt with an abstract Galois representation ρ. We will henceforth be
considering the case where ρ comes from a modular form, and we will specify
some details about this modular form.
(1) As before, S will be a finite set of primes containing p, and T “ S ´ tpu.
(2) As before (§6.5) G is a split semisimple Q-group dual to G. We suppose
that G admits a smooth reductive model over Zr 1
T
s.
(3) We let Y0 be the arithmetic manifold associated to a subgroup K0 “ś
K0,v, i.e.
(13.1) Y0 “ GpQqzGpAq{K
˝
8K0,
as in §6.5.
Here we suppose thatK0,v is obtained from the integral points ofG for
v R T , and for v P T we takeK0,v to be an Iwahori subgroup. (Informally,
this means one takes the preimage of a Borel subgroup over the residue
field. For a formal definition see [35, §3.7]).
over S˝8 by assumption; therefore there exists n1 such that m
n1
R Ă an. On the other hand, an Ă m
n
R:
clearly pn P mnR, and if Y P mR, then p1` Y q
pn ´ 1 “
ř
jě1
`
pn
j
˘
Y j belongs to mnR too.
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More generally, we define Y pKq just as in (13.1) for an open compact
subgroup K Ă GpAf q; we will only deal with examples whereK decom-
poses as a product
ś
vKv.
(4) We follow [20] on Hecke algebras:
Consider the chain complex of Y0 as an object in the derived category
of Z-modules; each Hecke operator gives an endomorphism of this object.
The Hecke algebra T0 for Y0 then means the ring of endomorphisms gen-
erated by all Hecke operators prime to the level. (This has a few minor
advantages, in particular, T0 acts on cohomology with any coefficients.)
For some larger level K 1, the Hecke algebra TK 1 is defined in the same
way (again, Hecke operators relatively prime to the level).
Warning: we will use at certain points slight variations of this definition,
in particular enlarging the Hecke operator by using certain operators at
primes dividing the level, but if used without explanation, “Hecke algebra”
should be taken in the sense just defined.
(5) The invariants q, δ:
It is known (see [4, III, §5.1]), [4, VII, Theorem 6.1] and for the non-
compact case [5, 5.5]) that the tempered cuspidal cohomology
H˚pY pKq,Cqtemp
of Y pKq, i.e. that part of the cohomology associated to tempered cuspidal
representations under the standard indexing of cohomology by representa-
tions, is concentrated in degrees rq, q ` δs. Here 2q ` δ “ dimY pKq and
δ is the difference rankGpRq ´ rankK8.
(6) Fix a Hecke eigenclass f P HqpY0,Qqtemp :“ H
qpY0,QqXH
qpY pKq,Cqtemp;
letKf be the field generated by all Hecke eigenvalues, and letO be the ring
of integers ofKf . Thus f defines a homomorphism
T0 ÝÑ O
from the Hecke algebra for Y0 to O.
(7) Let ℘ be a prime of O, above the rational prime p, such that
(a) H˚pY0,Zq is p-torsion free.
(b) p is “large” relative to G: larger than the order of the Weyl group.
(c) “No congruences between f and other forms:” Writingm for the max-
imal ideal of T0 given by the kernel of T0 Ñ O{℘, the induced map
of completions pT0qm Ñ O℘ is an isomorphism.
(d) O over Z is unramified at ℘.
(e) The localization HjpY0,Zpqm vanishes in degrees j R rq, q ` δs.
One expects that all the conditions are satisfied for all but finitely many
℘.
Note also that if K 1 Ą K0 is some deeper level structure, with Hecke
algebra TK 1 , there is still a morphism TK 1 Ñ O; as an abuse of notation
we will still use m for the correspondingly defined maximal ideal, and
TK 1,m the completion of TK 1 .
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(8) Set k “ O{℘, the residue field of ℘. Let
ρ : π1Zr
1
S
s Ñ Gpkq
be the Galois representation (modulo ℘) associated to f (see Conjecture
6.1). Again, by Conjecture 6.1, it is the reduction of a representation
(13.2) ρO : π1Zr
1
S
s Ñ GpO℘ “W pkqq.
(9) We suppose that the image of ρ satisfies the conditions of §10, i.e. (among
others) big image, trivial deformation theory at T , and crystalline with
small weights at p.
We prove the following result (we apologize that to precisely formulate the The-
orem here, we have to make a few forward references to later in the text):
Theorem 13.1. Let assumptions be as in §13.1 and assume also Conjecture 6.1.
Let q be a large enough integer, and let s “ q ¨ rankpGq. Let δ be the “defect” of
G as in (5) of §13.1. Set
S˝8 “W pkqrrX1, . . . ,Xsss,R8 “W pkqrrX1, . . . ,Xs´δss,
Let an be the ideal of S˝8 defined by
(13.3) an “ pp
n, p1 `Xiq
pn ´ 1q
inside S˝8; thus S
˝
8{an is naturally identified with the Z{p
n-group algebra of
pZ{pnqs. Then we can find the following data:
(a) Homomorphisms S˝8
ι
ÝÑ R8 ։ π0RZr 1
S
s of complete local rings, whose
composite is the natural augmentation S˝8 Ñ W Ñ π0RZr 1
S
s.
(a)’ For each integer n, allowable Taylor–Wiles data Qn of level n, with as-
sociated covering groups ∆n ((13.8)), group rings S˝n :“ Wnr∆ns, and
deformation rings Rn;
(b)’ An explicit function Kpnq Ñ 8 and for each integer n, homomorphisms
fn, gn rendering commutative the diagram
(13.4) S˝8
ι //
fn

R8
gn

// π0RZr 1
S
s

S˝n
// Rn // π0RZr 1
S
s{pp
n,mKpnqq
where:
- we write Rn for the quotient of π0Rn{ppn,mKpnqq that classifies de-
formations of inertial level ď n (see (8.10)) at all primes in Qn,
- the map S˝n “ Wnr∆ns Ñ Rn is the natural one (explained in and
before (13.16)).
- All the maps commute with the natural augmentations to k, i.e. are
local homomorphisms.
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Also fnpanq “ 0, and the induced maps
(13.5)
#
S˝8{an ÝÑ S
˝
n,
R8{an – R8 bS˝8 S
˝
n ÝÑ Rn
are both isomorphisms.
(d) A complex D8 of finite free S˝8-modules, equipped with a compatible R8-
action in the derived category of S˝8-modules; and equipped with an iso-
morphism
H˚pD8 bS˝8 W q – H˚pY0,W qm,
which is compatible for the R8-actions. Here R8 acts on the right-hand
side via the map R8 Ñ π0RZr 1
S
s from (a), followed by the action of
π0RZr 1
S
s supplied by Conjecture 6.1. Moreover, H˚pD8q is concentrated
in degree q and HqpD8q is a finite free R8-module.
(e) [Easy consequence of (d):] The natural surjections
(13.6) R8 bS˝8 W ։ π0RZr 1
S
s Ñ image of Hecke algebra onHqpY0,W qm
are both isomorphisms. The action of R8bS˝8W onH˚pY0,W qm extends
to a free graded action of TorS
˝
8
˚ pR8,W q onH˚pY0,W qm, over which this
homology is freely generated in degree q.
This is exactly the setup needed to apply the results of the prior sections. For
later use, observe that our assumptions (7(e) of §13.1) imply that the “image of the
Hecke algebra” appearing in (13.6) is simply W ; then (e) implies that S˝8 Ñ R8
is surjective.
13.2. Outline of the argument. We briefly outline how the argument goes. The
discussion is somewhat vague, but we hope it is better than saying nothing at all.
The sets Qn will be allowable Taylor–Wiles data (§6.7). The cohomological
condition in “allowable” means that we know exactly the minimal number of gen-
erators for
Rn :“ π0Rn
(the usual deformation ring at level S
š
Qn); this number is s ´ δ. Any choice of
elements x1, . . . , xs´δ P mpRnq projecting to a basis for m{m
2 results in surjec-
tions
W rrx1, . . . , xs´δss։ Rn ։ krrx1, . . . , xs´δss{pxixjq.
Informally speaking, the content of the Theorem is that Rn actually becomes
closer and closer toW rrx1, . . . , xs´δss as n gets large. To prove this, we construct
a morphism
(13.7) S˝8 Ñ Rn
which comes, in the end, from studying the action of the inertia group at places in
Qn (see (13.10)). We try to show that the image of S
˝
8 is “big”. The map ι of The-
orem 13.1 also arises by taking a “limit” of the maps (13.7), using a compactness
argument.
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To prove that the image of S˝8 is big, we study the action of Rn on a space of
modular forms – indeed, the homology of a certain arithmetic manifold obtained by
adding level Qn. We claim the pullback of this action to S
˝
8 has kernel that is “not
too large.” The action of Rn comes from Conjecture 6.1, and the “local-to-global
compatibility”, which we shall state more precisely in Section 13.5, asserts that the
resulting action of S˝8 agrees with the action defined geometrically via “diamond
operators,” i.e. out of the action of explicit groups ∆n of automorphisms of the
underlying arithmetic manifold. (Studying such genuine automorphisms is much
easier than studying Hecke operators.)
The key point here comes from the fact that ∆n acts freely on the underly-
ing arithmetic manifold, and so the homology is computed from a complex of
free modules whose length is tightly bounded from above. Then the Auslander-
Buchsbaum theorem states, roughly, that if a module has a short projective resolu-
tion, then its annihilator cannot be too large. The relevance of this last point is a
key observation of Calegari and Geraghty.
If the reader will forgive one more vagueness, the mechanism of this last argu-
ment is similar to a well-known mechanism that prohibits free group actions of a
finite group ∆ on a homology sphere M : the quotient M{∆ has homology “ap-
proximated” by that of ∆, and thus has difficulty looking like the homology of a
manifold.
13.3. Construction of complexes. A key point for the analysis is to construct
complexes which compute the cohomology of various Y pKq’s localized at m.
These complexes should be of reasonable size (much smaller than the full chain
complex) so that one can make compactness arguments. These should also carry
actions of the usual deformation ring, when we consider them as objects in the de-
rived category. We summarize briefly here the properties of these complexes and
how they are constructed.
Lemma 13.2. Assume Conjecture 6.1. Then for each complete local W -algebra
E and each pair pK Ÿ K 1q as in §6.6, with ∆ “ K 1{K acting in the natural way
on Y pKq, we may construct an object C∆˚ pY pKq;Eqm in the derived category of
E∆-modules10 , equipped with a∆-equivariant identification of its homology with
H˚pY pKq;Eqm, in such a way that the following properties are satisfied:
a. The object C∆˚ pY pKq, Eqm is quasi-isomorphic to a bounded complex of
finite free E∆-modules. (In fact, we will just fix such a quasi-isomorphism
and use C∆˚ pY pKq, Eqm to denote that complex.)
b. Let RK be the (usual, underived) deformation ring classifying deforma-
tions of ρ that are unramified at each place whereK is hyperspecial. There
is an action of RK on C∆˚ pY pKq;Eqm by endomorphisms in the derived
category of E∆-modules, satisfying, at the level of homology, the usual
compatibility between Frobenius and Hecke operators.
10Despite the notation, C∆˚ pY pKq;Eqm is not intended as the localization or completion of some
complex at m!
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c. We have descent from level K to level K 1, i.e. there is an isomorphism
C∆˚ pY pKq, Eqm bE∆ E » C˚pY pK
1q, Eqm
where bE∆E refers to the derived tensor product, a functor from the de-
rived category for E∆ to that for E. This homomorphism is compatible
with the homomorphism RK Ñ RK 1 .
Proof. (Outline, summarizing the work of Khare–Thorne [20]):
The main point is that we can do the localization at m at the derived level:
Take first of all C∆˚ pY pKq, Eq to be the chain complex of Y pKq with E co-
efficients, considered as an object in the derived category of E∆-modules. Let
TK be the Hecke algebra at level K . (For the current discussion this means the
Hecke algebra generated by prime-to-K operators, as in §13.1; however, the same
arguments will apply in the setting of §13.5, where will use a slightly larger Hecke
algebra.)
As before we define TK,m as the completion of TK at m; it is a direct factor
of the p-completion of TK . Denote by e the corresponding idempotent; it is an
endomorphism of C∆˚ pY pKq, Eq in the derived category, and thus [3, Proposition
3.4] there is a splitting C˚ “ C˚e‘C˚e
1 corresponding to 1 “ e`e1; the resulting
splitting is unique up to unique isomorphism (“unique isomorphism” understood
to be in the derived category). Thus we put
C∆˚ pY pKq, Eqm :“ C
∆
˚ pY pKq, Eq ¨ e.
Its homology is finitely generated as E∆-module and we obtain (a) by passing
to a minimal resolution. Part (b) follows at once from the Conjecture enunciated
above.
For descent, part (c), we need to be careful since the Hecke algebras acting
at different levels are not quite the same; for discussion of that issue in the case
needed we refer to [20, Lemma 6.6]. 
13.4. Taylor-Wiles sets. Fix an allowable Taylor–Wiles datum Q of level n (see
§6.7); recall this comes equipped with a choice of element of T pkq conjugate to
Frobenius, for each prime in Q.
If Q is an auxiliary set of primes, disjoint from S, we let Y0pQq be the manifold
obtained by adding Iwahori level at Q, i.e. replacing K0 “
ś
K0,v byź
vRQ
K0,v ˆ
ź
vPQ
Iwahoriv.
As usual (generalizing the case of the covering of modular curves X1pqq Ñ
X0pqq) we can produce a manifold Y1pQq which covers Y0pQq with Galois groupź
qPQ
TpFqq
where T was, we recall, a maximal split torus inG.
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From the surjection TpFqq ։ TpFqq{p
n – pZ{pnqr (where r is the rank of G)
we get a unique subcovering Y pQ,nq with Galois group
(13.8) ∆Q :“
ź
qPQ
TpFqq{p
n – pZ{pnqr¨#Q
over Y0pQq. In other words, this fits in the following diagramś
qPQTpFqqhkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkj
Y1pQq Ñ Y pQ,nq Ñ Y0pQqloooooooooomoooooooooon
∆Q–pZ{pnqr¨#Q
∆Q also enters into the deformation theory of Galois representations at level Q, as
we now recall:
Let RS
š
Q be the usual deformation ring for Galois representations at level
S
š
Q, which are, as always, crystalline at p. Thus RS
š
Q “ π0RS
š
Q in the
notation of §11.2. Form a universal deformationrρuniv : GalpQ{Qq ÝÑ GpRSšQq
and restrict this to the Galois group of a place q P Q.
This restricted representation can be conjugated, by Remark 8.4, to take values
in T . Note that the resulting conjugated homomorphism π1pQvq Ñ T pRS
š
Qq is
uniquely determined by requiring that the image of Frobenius reduce to the element
of T pkq prescribed as part of the Taylor–Wiles data (see first paragraph of this
subsection). We shall suppose that this has been done.
We therefore get a map of deformation rings
framed deformation ring of ρTQq , with target group T ÝÑ RS
š
Q.
Now the left-hand side is identified with the group algebra of a certain quotient of
TpQqq (Remark 8.7) and in particular we obtain a map
(13.9) TpFqqp Ñ R
˚
S
š
Q.
where the subscript p means “p-part”, i.e. Ap “ Ab Zp.
(More explicitly, we can factorize rρuniv|π1Qq : pπ1Qqqab Ñ T pRSšQq, and
if we compose this with any character χ : T Ñ Gm, we get a homomorphism
pπ1Qqq
ab Ñ R˚
S
š
Q
; in particular, restricting to F˚q Ă pπ1Qqq
ab and noting that
the image is pro-p, we get a map F˚q b Zp Ñ R
˚
S
š
Q
. Thus, we have produced a
map F˚q b Zp Ñ R
˚
S
š
Q
for each character T Ñ Gm – which, said intrinsically,
amounts to (13.9)).
Taking a product over q P Q, we get at last a morphism
(13.10) Ą∆Q :“ź
qPQ
TpFqqp Ñ R
˚
S
š
Q
Note that r∆Q{pn “ ∆Q. Observe that r∆Q is isomorphic tośqPQpZ{pn1qqr , where
n1q is the highest power of p dividing q ´ 1.
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13.5. Enlargingm. In the classical theory of modular forms, the space of modular
oldforms at level q is a sum of two copies of the space of modular forms at level
1; one can distinguish these two copies as the two eigenspaces for the Uq-operator.
We carry out the analogue here, using the “Uq-operator” to slightly enlarge the
maximal ideal m.
Let Iq be an Iwahori subgroup of GpQqq and I
1
q ď Iq the subgroup correspond-
ing to Y pQ,nq, so that Iq{I
1
q » pZ{p
nq. Writing X˚ for the co-character group
of T (more canonically one replaces T by the torus quotient of a Borel subgroup)
and letX`˚ Ă X˚ be the positive submonoid defined by the Borel subgroup B (the
dual to the cone spanned by roots). In the usual way each χ P X`˚ gives rise to a
Hecke operator at level Y pQ,nq, namely the operator defined by the double coset
I1q χpqq I
1
q; for G “ PGL2 and χ a generator for X
`
˚ this gives the Uq-operator.
Let the extended Hecke algebra at level Y pQ,nq be the subalgebra generated11
by prime-to-level Hecke operators together with all the I1qχpqqI
1
q, as above. We
make an ideal m1 of this extended Hecke algebra thus:
m1 “
`
m, I1q χpqq I
1
q ´ xχ,Frob
T
q y
˘
.
Here, we have usen the choice of FrobTq P T pkq that comes with a Taylor–Wiles
prime, and the identification χ P X˚pTq » X
˚pT q to form xχ,FrobTq y P k.
We can now formulate:
Assumption 2. (Local-global compatibility): Let Q be a Taylor-Wiles datum of
level n, and letm1 be as defined in the preceding two paragraphs. The action of r∆Q
on C
∆Q
˚ pY pQ,nq;Eqm1 via (13.10) and Conjecture 6.1 coincides with the natural
action, that is to say, the action via r∆Q Ñ ∆Q and deck transformations.
13.6. Sequences of Taylor–Wiles sets. Now choose arbitrarily allowable Taylor–
Wiles data pQn, nq, indexed by an increasing sequence of integers n, and write for
short ∆n “ ∆Qn and r∆n “ r∆Qn (see (13.10) for definition). We choose all the
Qn to be of the same size #Q; recall that
(13.11) r∆n{pn “ ∆n – pZ{pnqr#Q
where r is the rank of G.
Let Cn be the reduced chain complex constructed in Assumption 2 for Yn “
Y pQn, nq with E “Wn and with maximal ideal m
1 as in §13.5, i.e.
(13.12) Cn “ C
∆n
˚ pY pQn, nq,Wnqm1 ,
so it computes the homology of Y pQn, nq with Wn coefficients, localized at m
1,
and equivariantly for the action of the Galois group ∆n of Y pQn, nq Ñ Y0pQq.
The complex Cn is by definition a complex of S˝n-modules, where
S˝n :“ W r∆ns, S
˝
n “ S
˝
n{p
n.
11As with the Hecke algebra, we regard these as acting on the chain complex of Y pQ,nq, consid-
ered as an object of a suitable derived category, and “generated” is taken inside the endomorphism
ring of that object.
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We observe for later use that we have an identification
(13.13) Cn bS˝n
Wn » CpY0,Wnqm,
inside the derived category of Wn-modules. In fact, part (c) of Lemma 13.2 says
that the left-hand side is identified with CpY0pQnq,Wnqm1 , where m
1 is the ana-
logue to m1 above but at level Y0pQnq; and then the natural projection Y0pQnq Ñ
Y0 induces an isomorphism CpY0pQnq,Wnqm1
„
Ñ CpY0,Wnqm (this corresponds
to [20, Lemma 6.25 (4)]). Note that (13.13) implies that
(13.14) HjpCnq “ 0, j R rq, q ` δs.
because, by 5 and 7 from §13.1, the homology H˚pY0, kqm is vanishing for j R
rq, q ` δs. In particular, we can and do suppose that Cn itself is supported in
degrees rq, q ` δs.
We let
Rn “ usual deformation ring at level S
ž
Qn.
By virtue of our assumptions (Lemma 13.2) there is a natural action of Rn on
Cn, by endomorphisms in the derived category of S˝n-modules. The assumption of
local-global compatibility (Assumption 2) means that this action factors through
the quotient
(13.15)
θ : Rn ։ Rn bW rr∆nsWnr∆nslooooooooooomooooooooooon
inertial level ď n
We can think of the right hand side as classifying deformations of inertial level
ď n (8.10) at primes in Q – that is to say, deformations such that, at each prime
q P Q, the deformation factors not merely through the pZ{qq˚ quotient of inertia,
but actually through the maximal exponent pn quotient of that group. In particular,
we have a natural map
(13.16) ∆n Ñ
´
Rn bW rr∆ns Wnr∆ns
¯˚
To do the limit process we replace Rn (which might, a priori, be a bit too large
– e.g., infinite) by an Artinian quotient:
Lemma 13.3. Suppose that Dn is any complex of finite free S˝n-modules. Let e be
an endomorphism of Dn, considered as an object in the derived category, which
acts nilpotently on homology. Then eKpnq “ 0, where we can takeKpnq “ ℓ ¨Q ¨o,
with
‚ ℓ the length of S˝n over itself;
‚ o the range of degrees in whichDn is supported (i.e., if supported in ra, bs,
we have o “ b´ a` 1);
‚ Q is the total rank of Dn over S˝n.
Without loss of generality we can and do always suppose Kpnq ě 2n.
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Proof. The total length of homology, as a S˝n-module, is clearly at most Q ¨ ℓ. This
shows that eQℓ acts trivially on homology. Using [20, Lemma 2.5] the claimed
result follows. 
With Kpnq as in the above lemma, applied to Cn in place of Dn, put
dn “
´
m
Kpnq
Rn
, kerpθq
¯
Ă Rn
where θ is as in (13.15). Then
Rn “ Rn{dn
is Artinian, and the action of Rn on Cn factors through Rn. The map from r∆n to
Rn yields a map from the group algebra of ∆n into Rn, i.e.
(13.17) S˝n Ñ Rn
and we also have descent
(13.18) Rn bS˝n
Wn – π0RS{pp
n,mKpnqq
which expresses the fact that “a Galois representation at level Qn, which is trivial
on∆n, actually descends to base level,” i.e. the underived version of the discussion
of §8. 12
Finally, the assumption of local-global compatibility from the previous sections
still says that the action of S˝n on Cn via S
˝
n Ñ Rn (see (13.17)) coincides with the
natural action of S˝n on Cn (i.e. the natural action by deck transformations.)
13.7. Numerology. Recall (6.8) that, the Qn being an allowable Taylor–Wiles
datum of level n, we have with S1 “ S
š
Qn, a surjection
A : H1pZr
1
S1
s,Adρq։ H1pQp,Adρq{H
1
f pQp,Adρq.
The kernel of A describes the minimum number of generators for Rn as a W pkq-
module. An Euler characteristic computation shows that kerpAq has dimension
dimpBq ´ δlooooomooooon
dimH1pZr 1
S
s,Adρq´dimH2pZr 1
S
s,Adρq
´ dimGlo on
dimH1pQp,Adρq
` dimUlo on
dimH1
f
`prankGq ¨#QlooooooomooooooonÀ
QH
2
which equals r ¨ #Q ´ δ; recall that r is the rank of G. In other words, Rn is a
quotient of a power series ring overW pkq in r#Q´ δ variables. We set
s “ r ¨#Q.
and will choose #Q so large that π0RS can be generated over W pkq by s ´ δ
elements.
12More precisely, Rn bS˝
n
Wn computes the quotient of Rn by the ideal generated by elements
δ ´ 1 with δ P r∆n, by pn, and by mKpnq. The quotient of Rn by the ideal generated by δ ´ 1
recovers pi0RS , whence (13.18).
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13.8. Limit rings. Now we pass to the limit in the following way. As we just
proved in §13.7, eachRn and so alsoRn is a quotient ofR8 :“W pkqrrx1, . . . , xs´δss.
Choose once and for all a surjection R8 Ñ π0RS and choose R8 Ñ Rn to lift the
resulting map R8 Ñ π0RS{pp
n,mKpnqq, i.e. the following diagram commutes
(13.19)
R8 //
“

Rn
πn

R8 // π0RS{pp
n,mKpnqq.
– this can be done since the right vertical map πn from (13.18) is surjective. In
fact, R8 Ñ Rn can and will be chosen to be surjective:
13
Lemma 13.4. Suppose A
e
։ B Ñ k are two Artin local rings over k, both ab-
stractly quotients ofW rrx1, . . . , xkss. Then any surjection ϕ :W rrx1, . . . , xkss։
B can be lifted to a surjection W rrx1, . . . , xkss ։ A. (All the maps here are as-
sumed to commute with the augmentations to k).
Proof. First note that a corresponding assertion for vector spaces is easy: if V ։
W is a surjection of vector spaces, both of dimension ď k, then any spanning set
of W of size k can be lifted to a spanning set for V . In terms of matrices, this
says that a pdimW q ˆ k matrix of maximal rank can be extended to a pdimV q ˆ k
matrix of maximal rank, which is clear.
We can replace A,B by A{p,B{p: if we can lift from B{p to A{p, we get
a homomorphism W rrx1, . . . , xkss Ñ A
1 “ A{p ˆB{p B. The map A Ñ A
1
induces an isomorphism A{p » A1{p, and is therefore surjective; so any surjection
W rrx1, . . . , xkss Ñ A
1 can be lifted to A, and the resulting homomorphism is still
surjective.
Let mA,mB be the respective maximal ideals and let I be the kernel of A Ñ
B. A homomorphism W rrx1, . . . , xkss Ñ A is now surjective if and only if the
images of xi generate mA{m
2
A as a k-vector space, and the same is true for B. We
have a short exact sequence I ãÑ mA ։ mB and so, applying bAk, we get
I bA k Ñ mA{m
2
A ։ mB{m
2
B,
exact at right and middle; thus any element in the kernel of mA{m
2
A ։ mB{m
2
B
can be lifted to an element of I .
Now let y1, . . . , yk P mB be the images of xi in B. Let s1, . . . , sk be a generat-
ing set for mA{m
2
A so that each si maps to the class yi ` m
2
B. Lift yi arbitrarily to
some y˚i P mA; since the class of y
˚
i ´ si dies in mB{m
2
B , we can, by the above,
modify y˚i to another lift y
1
i P mA of yi, but such that y
1
i `m
2
A “ si. Sending xi to
y1i gives the desired liftW rrx1, . . . , xkss։ A. 
13We can also avoid this point, by not choosing R8 Ñ pi0RS at the start, instead just choosing
the map R8 Ñ Rn and then using a compactness argument to pass to a subsequence where the
resulting maps R8 Ñ pi0RS{pp
n,mKpnqq converge.
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Recall that S˝8 “ W pkqrrx1, . . . , xsss. Also fix isomorphisms as in (13.11) for
each n, i.e. we fix a Z{pn basis for ∆n. Then there is a map
S˝8 ։ S
˝
n,
sending xi to rσis ´ res, where σi is a generator for the ith factor of pZ{p
nq and e
is the identity element. This induces an isomorphism
S˝8{an
„
ÝÑ S˝n,
with an as in (13.3). Having fixed this, there are also unique maps S
˝
n Ñ S
˝
m and
S˝n Ñ S
˝
m for n ą m, compatible with the maps from S
˝
8, and the natural map
S˝8
„
ÝÑ limÐÝ S
˝
n
is an isomorphism. Notice that the maps of this paragraph are “meaningless,” i.e.
do not correspond to any “map of natural origin,” as they depended on fixing a
choice of isomorphisms in (13.11).
Next, for each n we can choose a lift ιn in the following diagram:
(13.20)
S˝8
ιn //

R8{pp
n,mKpnqq

S˝n
// Rn
again, this is possible because R8 surjects to Rn. (Here, m is the maximal ideal
of R8; we will allow ourselves to use m for the maximal ideals of different local
rings when the correct ring is clear by context.)
13.9. Passage to the limit. We now can “pass to the limit” by a compactness ar-
gument. Indeed, our discussion to date shows that we get, for each n, the following
type of “level n datum”:
i. A complex Cn of free S
˝
8{an-modules of bounded rank and
bounded support (both bounds being independent of n).
ii. An action of R8 by endomorphisms of Cn, considered as an
object in the derived category of S˝8{an-modules. By Lemma
13.3, this action is automatically trivial on ppn,mKpnqq, where
Kpnq is as in the quoted Lemma.
iii. A homomorphism ιn : S
˝
8 Ñ R8{pp
n,mKpnqqwith the prop-
erty that the two actions (“actions” in the same sense as (ii))
of S˝8 on Cn coincide:
- via S˝8 Ñ R8{pp
n,mKpnqq and the action specified in
(ii), which automatically factors throughR8{pp
n,mKpnqq;
- via S˝8 Ñ S
˝
8{an and the fact that Cn is a complex of
S˝8{an-modules
iv. (Recovering the homology of the base manifold): An identi-
fication of
(13.21) Cn bS˝8{an Wn » CpY0,Wnqm,
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in the derived category of Wn-modules, compatibly for the
actions of R8. Here CpY0,Wnqm is the complex constructed
in §13.3 which computes the homology H˚pY0,Wnqm, and
the action on the right being via R8 ։ π0RS , the surjection
chosen at the very beginning of the argument).
Each such datum of level n induces a datum of level n1 for each n1 ď n: replace
Cn by En1 :“ Cn bS˝8{an S
˝
8{an1 . The R8-module structure is induced by func-
toriality, regarding bS˝8{anS
˝
8{an1 as a functor between the derived categories, i.e.
r P R8 acts on En1 as “r b 1.” ιn1 is obtained by projecting ιn.
It is easy to see that there are only finitely many possible data of level n up to
isomorphism. Therefore, by a compactness argument, there is a subsequence jn of
integers so that the data associated to pQjn , nq are all compatible – i.e.:
- pQjn , nq is the datum of level n obtained from the level jn datum Qjn , in
the fashion just described;
- The datum of level n´1 induced by pQjn , nq is actually isomorphic to the
datum associated to pQjn´1 , n ´ 1q.
13.10. Reindexing. As we just saw, by passing to the subsequence jn we can
achieve a compatible system of data, as above. We will now change notation some-
what so we don’t have to keep writing jns.
Let us talk this through carefully now and then we will simplify the notation;
when, later on, we need to consider more carefully the internals of the limit process,
we will refer back to this section. (The reader might want to skip this somewhat
tedious discussion, and just pretend that jn “ n).
For any n ď m, we can regard an as an ideal of S˝m by means of the map
S˝8 Ñ S
˝
m. The resulting ideal doesn’t depend on the choice of this map: it is the
ideal of S˝m “Wmr∆ms given by the kernel of the mapWmr∆ms ÑWnr∆m{p
ns.
Set
Dn :“ Cjn bS˝8{ajn S
˝
8{an,
a complex of free S˝8{an modules – this is part of the level n datum obtained from
Qjn .
It comes with compatible actions of R8 on Dn, as an object in the derived
category of S˝8{an; also the homomorphisms obtained by composing
S˝8 Ñ R8{pp
jn ,mKpjnqq Ñ R8{pp
n,mKpnqq
are compatible with one another as n increases. (The first map was the one chosen
at step jn of the limit process, the second map is the obvious one). Therefore,
passing to the nÑ8 limit, we get
(13.22) ι : S˝8 Ñ R8
whose reduction modulo ppn,mKpnqq recovers the maps above.
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Next, set
(13.23) ∆reindexedn “ ∆jn{p
n
(13.24) S˝n
reindexed
“ S˝jn{anloomoon
Wjn r∆jn s{an
“Wnr∆
reindexed
n s
(13.25) R
reindexed
n “
´
Rjn bS˝jn
S˝jn{an
¯
{mKpnq
Here, we regard an as an ideal of S
˝
jn
as noted above. We introduce the superscript
“reindexed” to recall that this has been reindexed after the limit process. Just as
before, the choice of isomorphisms in (13.11) give an identification of S˝n
reindexed
with S˝8{an, and thus make S
˝
n
reindexed
into an inverse system with limit S˝8.
Note that deformations classified byR
reindexed
n are deformations of level S
š
Qjn ,
but forcing the inertial level ((8.10)) to be ď n at primes in Qjn . The morphism
R8 Ñ Rjn chosen in the limit process induces R8 ։ R
reindexed
n and the action of
R8 on Dn factors through R
reindexed
n by the definitions.
Remark. Although we don’t use it in this paper, we observe that Dn has
a “physical” interpretation: it is naturally identified with a complex that com-
putes the homology of Y pQjn , nq. More precisely, Dn is naturally identified with
Cjn bWjn r∆jn s Wnr∆
reindexed
n s. The natural projection Y pQjn , jnq Ñ Y pQjn , nq
induces a quasi-isomorphism of the latter with the complexC
∆reindexedn
˚ pY pQjn , nq,Wnqm1 ,
where m1 is defined similarly to (13.12). Similarly, the identification Cjn bS˝jn
Wjn » CpY0,Wjnqm from (13.13) induces a similar identification Dn bS˝n
reindexed
Wn » CpY0,Wnqm.
We finally observe that the map R8 ։ R
reindexed
n can be extended to a map
(13.26) R8 bS˝8 S
˝
n
reindexed
։ R
reindexed
n .
(Later we will see this is actually an isomorphism, under our assumptions.) In fact,
we have a commutative diagram
(13.27) S˝8
ι //

R8{pp
n,mKpnqq
 ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
S˝n
reindexed // R
reindexed
n
// π0RS{pp
n,mKpnqq
where the composite S˝n
reindexed
Ñ π0RS{pp
n,mKpnqq at the bottom factors through
the natural augmentation S˝n
reindexed
Ñ Wn. The commutativity of the left-hand
square follows from (13.20) and the commutativity of the right hand triangle fol-
lows similarly from (13.19).
Henceforth we drop the superscript “reindexed” from the notation; when we
need to be explicit, we refer back to this section.
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13.11. Analysis of the limit. After reindexing, as just described, we have a se-
quence of complexes Dn of free S˝n-modules, together with isomorphisms
(13.28) Dn bS˝n
S˝m
„
ÝÑ Dm
Set D8 “ limÐÝDn (where the transition maps are those from (13.28)). It is now
a complex of free modules under limÐÝS
˝
n “ S
˝
8. Because all the groups involved
are finite, we have
H˚D8 – limÐÝH˚Dn.
Now R8 acts on each H˚pDnq and these actions are compatible with the maps
H˚pDnq Ñ H˚pDmq for n ą m; therefore, we obtain a R8 action onH˚D8 too.
In fact, we can even get aR8-action onD8 in the derived category of S
˝
8-modules
using [20, Lemma 2.13]: The generators x1, . . . , xs´δ of R8 are only homotopy
compatible at each level, but this is nonetheless just enough to lift them to D8 in
a fashion that is unique up to homotopy; the uniqueness means that the resulting
lifts also commute up to homotopy, thus giving an action of R8. Thus we have a
quasi-isomorphism D8 bS˝8 S
˝
n
„
ÝÑ Dn, compatible with R8-actions.
Finally, we have as in (13.22) a limit map ι “ limÐÝ ιn : S
˝
8 Ñ R8. By as-
sumption (iii) of §13.9 the two actions of S˝8 on H˚Dn – one via ιn and one via
S˝8 Ñ S
˝
n – coincide, and by passage to the limit, the two actions of S
˝
8 onH˚D8
– one via ι and the other the natural one – coincide; in fact the two actions on D8
coincide in the derived category, by the uniqueness in [20, Lemma 2.13].
The key lemma in commutative algebra that follows shows that D8 is a res-
olution of the edge homology, i.e. HiD8 “ 0 for i ą q, and so D8 is quasi-
isomorphic toM :“ HqD8, shifted in degree q:
Lemma 13.5. (Calegari–Geraghty, Hansen) Suppose given a complexD8 of finite
free S˝8 modules, supported in degrees rq, q` δs over S
˝
8 –W rrx1, . . . , xsss, with
degree-decreasing differential. Suppose also we are given a homomorphism S˝8 Ñ
R8 – W pkqrrx1, . . . , xs´δss and the action of S˝8 on H˚D8 factors through this
homomorphism. Then HiD8 is nonzero only for i “ q, and HqD8 is free over
R8.
Proof. ([6, Lemma 3.2], [20, Lemma 2.9]): Let j be the largest integer for which
Hq`jD8 ‰ 0. Say j “ δ ´ δ
1, so that
D8,q`δ´δ1 Ð ¨ ¨ ¨ Ð D8,q`δ
is a S˝8-projective resolution of certain overmodule M˜ Ą Hq`jD8. By the
Auslander-Buchsbaum formula, depthS˝8pM˜q`proj.dimS˝8pM˜ q “ dimpS
˝
8q, and
so the S˝8-depth of M˜ is at least dimS
˝
8 ´ δ ` δ
1.
Therefore, the dimension ofHq`jD8 as an S
˝
8-module is at least dimS
˝
8´δ`δ
1
(a lemma from commutative algebra: depth bounds from below the dimension of
any submodule).
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But if N is a module over R8 which is finitely generated when considered as
an S˝8-module, then dimS˝8N ď dimR8. This is Lemma 2.8 (3) of Khare-Thorne
[20]; note that our usage of S and R is switched from theirs.
So we have a contradiction unless δ1 “ 0, i.e. D8 is a projective resolution of
HqD8; also the dimension and depth of HqD8 as an S
˝
8-module was dimpR8q.
In particular, the R8-depth of HqD8 is dimpR8q (definition via regular se-
quences); Auslander–Buchsbaum now forces HqD8 to be free over R8. 
Thus, ifM is the unique nonvanishing homology group ofD8, placed in degree
q, there is a natural quasi-isomorphism D8
„
ÑM , compatible (by definition) with
the R8-actions and we have quasi-isomorphisms in the derived category of S˝n-
modules:
(13.29) MbS˝8S
˝
nloooomoooon
derived, i.e. Tor
„
ÐÝ D8 bS˝8 S
˝
n
„
ÝÑ Dn.
These are compatible with the action of R8, where r P R8 is acting as r b 1 on
the first and second terms in the sequence. (This follows from the definition of
“compatible data.”) In particular, we get
(13.30) M bS˝8 S
˝
nlooooomooooo
usual tensor product (not Tor)
– HqpDnq,
compatibly with the action of R8.
Finally return to (13.26):
R8 bS˝8 S
˝
n ։ Rn.
We claim it is an isomorphism. Indeed, writing as usual an for the kernel of S8 Ñ
S˝n, we must prove that
(13.31) R8{ιpanqR8
„
ÝÑ Rn.
Clearly that map is surjective, so we just need to prove injectivity. Suppose x P R8
maps to zero in Rn. Then x acts trivially on H0Dn (discussion after (13.25)). But
in (13.30) we see that H0Dn is identified, as a module for R8, with the quotient
M{anM , andM is free over R8; thus x P ιpanqR8 as desired.
Finally, note that we also can draw a conclusion about the homology of Y0 itself.
We have an identification:
H˚pY0,W qm “ limÐÝ
n
H˚pY0,Wnqm
(13.21)
» limÐÝH˚
´
Dn bS˝n
Wn
¯
“ H˚plimÐÝDn bS˝n Wnq “ H˚pD8 bS
˝
8
W q
„
ÝÑ Tor
S˝8
˚ pM,W q,
which carries a free action of Tor
S˝8
˚ pR8,W q, as desired.
In particular, in minimal nonvanishing degree, we obtain an identification
(13.32) HminpY0,W qm –M bS˝8 W
compatible with the action of R8 (acting on the right as r b 1).
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The surjection R8 Ñ π0RS fixed at the start of the argument factors through
R8 bS˝8 W : if a P S
˝
8 lies in the kernel of the augmentation S
˝
8 Ñ W , then
ιpaq dies in π0RS{pp
n,mKpnqq for all n, by diagram (13.27). Comparing this with
(13.32) we see that
R8 bS˝8 W ։ π0RS ։ image of Hecke algebra on HminpY0,W qm
are both isomorphisms.
This concludes the proof of Theorem 13.1 – taking for the Qs the sets Qjn ,
considered as allowable Taylor–Wiles data of level n, for D8 we take D8. For
the Rns (as in the theorem statement) we take Rn as above, which were explicitly
given during the re-indexing process of §13.10.
14. IDENTIFICATION OF π˚RS
Continuing in the situation of §13.1 – in particular, the Galois representation
associated to a cohomology class on G – we can identify π˚RS as an abstract
graded ring. Again we recall our standing assumption that when we speak of global
Galois deformation rings, we are always imposing the crystalline condition.
Theorem 14.1. Notations and assumptions as in §13.1, and assume Conjecture
6.1. Also use the notation of Theorem 13.1. Then there is an isomorphism of
graded rings
(14.1) π˚RS – Tor
˚
S˝8
pR8,W q,
between the associated graded ring π˚RS to the derived deformation ring RS at
base level, and the Tor-algebra on the right.
In particular, using Theorem 13.1 (e), the homology H˚pY0,W qm carries the
structure of a free graded module over the graded ring π˚RS .
This result seems rather unsatisfying at first, since it does not pin down any
characterizing property of the isomorphism or the action. It must be so, in a sense,
because everything depends on the limit process in the Taylor–Wiles method.
However, even at this abstract level, the following consequence of the final sen-
tence is interesting:
The homotopy groups πjRS are vanishing unless j P r0, δs.
In the final section of this paper we will show that the action of π˚RS on
H˚pY0,W qm from the statement – more precisely, the explicit action that is con-
structed in the proof of the statement – is closely related to the action of a derived
Hecke algebra, and is in particular independent of all choices made during the
proof.
Also, note that the Theorem does not use the full strength of the assumptions
from §13.1; in particular, it doesn’t use assumption 7(c) that excludes congruences
with other forms.
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Proof. (of the Theorem)
Apply Theorem 13.1; it gives Taylor–Wiles sets Qn, limit rings R8,S8, and
isomorphisms from R8{an to a quotient Rn of the usual deformation ring at level
S
š
Qn (plus more!)
We next proceed as in §11.3, and use notation as there: Rn is the derived defor-
mation ring at level S
š
Qn, Sn is the framed derived deformation ring for places
in Qn, and S
ur
n is the unramified version of Sn.
The diagram Rn Ð Sn Ñ S
ur
n maps to the diagram of discrete rings
(14.2) Rn Ð π0Sn bW rr∆nsWnr∆nslooooooooooooomooooooooooooon
:“Sn
Ñ π0S
ur
n {p
nloooomoooon
:“S
ur
n
Here, we recall from §13.6 that ∆˜n “
ś
qPQn
TpFqqp is the Galois group of the
covering Y1pQnq Ñ Y0pQnq, whereas ∆n “ ∆˜n{p
n is just the piece of it used in
the limit process; the map fromW r∆˜ns to π0Sn is that arising from the description
of the latter as a group algebra (Remark 8.7).
Note that Sn is larger than the ring S˝n – roughly the former measures all local
deformations at Qn whereas the latter just measures deformations on inertia. For
example, if Qn consisted only of the single prime q, refer to (8.14) to see the
difference (the bars over Sn and S
˝
n are because they are reduced modulo p
n).
However, the diagram (14.2) still admits a map from
(14.3) Rn Ð S˝n ÑWn.
This map of diagrams, from (14.3) to (14.2), induces a weak equivalence on de-
rived tensor product (by this, we mean as usual a weak equivalence of represented
functors) by (8.17), or its obvious analogue with more than one prime.
Thus, we get
(14.4)
RZr 1
S
s
(11.4)
Ñ RnbSnS
ur
n Ñ RnbSnS
ur
n
„
Ð RnbS˝n
Wn
(13.5)
– R8{anbS˝8{anWn.
By the same type of discussion as (7.7), we can invert the weak equivalence above
in a homotopical sense, obtaining a map
RZr 1
S
s ÝÑ R8{anbS˝8{anWn.
in pro-Artk which behaves in the expected way on tangent complexes. We will
apply Theorem 12.1 to these maps. Once we check the conditions of this Theorem,
it proves Theorem 14.1.
To apply Theorem 12.1, we must check two conditions: a numerical condition
(12.1) and a tangent space condition (12.3). (12.1) follows from Tate’s Euler char-
acteristic formula (this is quite routine – for a closely related computation, see
§13.7). So let us examine (12.3); it will basically follow from Theorem 11.1, but
let us write out the details.
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We must study the composite
(14.5) RZr 1
S
s Ñ R8{anbS˝8{anWn Ñ R8{ambS˝8{amWm
for n ě m: we must show it is an isomorphism on t0 and a surjection on t1.
To study (14.5) consider, for n ě m, the quotients
(14.6) π0Rn ։ Rn,m, π0Sn ։ Sn,m, π0S
ur
n ։ S
ur
n,m
defined thus: take Rn,m “ Rn{am,Sn,m “ Sn{am and S
ur
n,m to be the quotient
S
ur
n {p
m. Here am in each case means the image of the ideal am Ă S
˝
8 (see (13.3));
note there is a map S˝8
(13.4)
ÝÑ S˝n “Wnr∆ns
(8.14)
ÝÑ Sn.
All these maps are isomorphisms on t0, at least ifm ě 2 (they are automatically
injective and then one can count dimensions; and for m ě 2 the ideals am and
pm are contained in the square of the maximal ideal of S˝8 and thus do not affect
tangent spaces).
Theorem 11.1 shows that the resulting map
RZr 1
S
s Ñ Rn,mbSn,mS
ur
n,m
is an isomorphism on t0 and a surjection on t1. But then the same assertion holds
for (14.5), as follows from the diagram
(14.7) RZr 1
S
s
//
“

R8{anbS˝8{anWn
//
(13.5)

R8{ambS˝8{amWm
t

RZr 1
S
s
// RnbSnS
ur
n
// Rn,mbSn,mS
ur
n,m
Here, the right hand vertical arrow t induces an isomorphism on tangent complexes,
for reasons similar to the validity of (8.17). 
14.1. During the proof of this Theorem, we carried out two limit processes: first
the limit process of Theorem 13.1 and then again the limit process of Theorem
12.1. By a slight reindexing, very similar to that already done in §13.10, it is
possible to set things up so these limit processes apply simultaneously - this is a
minor observation that will be helpful in the next section.
Explicitly, it is possible to choose the sets Qn in such a way that:
- the conclusion of Theorem 13.1 remains true, and
- the composite maps fn : RS Ñ R8{anbS˝8{anWn from (14.4) all satisfy
the conditions of Theorem 12.1, and
- These composite maps are all homotopy compatible, in the sense of the
proof of Theorem 12.1 – in particular, they fit together to give an isomor-
phism
(14.8) π˚RS – TorS˝8pR8,W q.
120 S. GALATIUS, A. VENKATESH
This is just like §13.10: first choose sets Qn as in Theorem 13.1, then apply
Theorem 12.1. What the proof of Theorem 12.1 actually outputs is a subsequence
jn so that the composite of fjn with the natural map R8{ajnbS˝8{ajn
Wjn Ñ
R8{anbS˝8{anWn. Now reindex just like §13.10: set Q
reindexed
n “ Qjn , and let
R
reindexed
n be the quotient R8{pan,m
Kpnqq of Rjn – R8{ajn .
15. COMPARISON WITH THE DERIVED HECKE ALGEBRA. CONCLUSIONS
The goal of this section is to compare the action of π˚RZr 1
S
s that we have de-
fined, with the action of the derived Hecke algebra from [37]. This comparison
(Theorem 15.2) will show, in particular, that the action of π˚RZr 1
S
s constructed in
Theorem 14.1 do not depend on the choices involved in that construction. Unfor-
tunately, the constructions from [37] are a little long to describe here. Our current
discussion is therefore not at all self-contained: we will freely quote what we need
from [37].
Let us note (as mentioned in Remark 1.1) that our fairly strong local assumptions
on ρ force π˚RZr 1
S
s to be an integral exterior algebra, and the analysis of this
section will really use this structure. However, we expect that the analogues of the
results of this section will remain valid without these local assumptions, so long as
one tensors with Q.
We continue with the notations that have been set up in prior sections, in partic-
ular in §13.1.
15.1. The derived Hecke algebra. In the paper [37] a derived version of the
Hecke algebra is introduced; it acts onH˚pY0,W q by degree-increasing endomor-
phisms or (by a slight variant, replacing the role of cup product with cap products)
onH˚pY0,W q by degree-decreasing endomorphisms. Thus it cannot be “the same
as” the action of π˚R because the operations move degrees in different directions.
Our statement is rather that the two actions are “compatible,” in a sense to be
explained – if V is a vector space, there is a natural action of ^˚V on ^˚V by mul-
tiplication, but there is also an action of ^˚V˚ by contractions. The relationship
between the two actions is a model for the relationship between the derived Hecke
algebra and π˚R.
15.2. Some linear algebra. Let V be a finite-dimensional vector space, with dual
V
˚, and let M be a finite-dimensional graded vector space (over the same field)
that carries a graded action of ^˚V and ^˚V˚; here V increases degree by 1 and
V
˚ decreases degree by 1.
We say these actions are compatible if for v˚ P V˚ and v P V we have
(15.1) v˚ ¨ v ¨m` v ¨ v˚ ¨m “ xv, v˚y ¨m
Thus, the standard actions of ^˚V,^˚V˚ on ^˚V (the first by multiplication, the
second by contractions) are compatible.
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Suppose now that M is generated as a ^˚V-module by elements of minimal
degree. In that case, (15.1) uniquely specifies the ^˚V˚ action. Similarly the other
way around.
Now take
V “ H1f pAd
˚ρO p1qq
_,
where the _ means to takeW -linear homomorphisms toW pkq, ρO is as in (13.2),
and Ad˚ is the dual of the adjoint representation. Under our assumptions, it is [37,
§8.8] a finite free W pkq-module of rank δ; in [37, Theorem 8.5] we construct, by
means of the derived Hecke algebra and under the same conjecture and same local
hypotheses on ρ, an action:
(15.2) ^˚ V ýH˚pY0,W qm
By adjointness we obtain a homological version:
(15.3) ^˚ V ýH˚pY0,W qm
which is adjoint to (15.2) (in the case at hand, the natural pairing of homology and
cohomology is a perfect pairing withW -coefficients). This can also be constructed
directly from an action of the derived Hecke algebra: in [37] the derived Hecke
algebra acts on cohomology; but replacing the role of cup products by cap produts
it also acts on homology.
We will exhibit below (see (15.7)) an isomorphism
(15.4) π˚RS – ^
˚
V
˚
and show that the following actions are compatible, in the sense of (15.1):
- the action of ^˚V via (15.3)
- the action of ^˚V˚ via (15.4) and the action constructed in the course of
proving Theorem 14.1
In particular this means that the action of π˚RS onH˚pY0,W qm is independent of
the choice of Taylor-Wiles sets.
We begin with:
Lemma 15.1. As usual, let RS be the crystalline deformation ring of ρ; let A P
Artk be homotopy discrete, and M a discrete A-module. Fix a lift ρA : ΓS Ñ
GpAq, classified by a map φ : π0RS Ñ A.
The set of homotopy classes of maps RS Ñ A ‘M r1s lifting φ are in natural
bijection withH2f pAdρA bMq.
In this statement, AdρA bM refers to LiepGqW pkq bM , endowed with a ΓS-
module structure by identifying it with the kernel of GpA‘Mq Ñ GpAq.
Proof. For A “ k and M “ k this is the computation of the tangent complex,
i.e. Theorem 9.2. The same formalism works replacing k by A; for example if
F : Artk Ñ sSets is a formally cohesive functor, and we fix a vertex x0 of set
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FpAq (where A is homotopy discrete) then we may form an Ω-spectrum whose
nth space is
Xn “ homotopy fiber of FpA‘M rnsq Ñ FpAq above x0
and it has similar formal properties to the tangent complex; the explicit computa-
tion in the case at hand proceeds just as in (the various inputs to) Theorem 9.2. 
Let us note for future reference that we can also describe the π0 described in the
Lemma as the André–Quillen cohomology group
(15.5) D1ZpRS ,Mq,
which we understand, forRα a pro-system, to be the direct limit limÝÑD
1
ZpRα,Mq;
this description is valid withRS replaced by any pro-simplicial ring.
Now, any map φ˜ : RS Ñ A‘Mr1s induces a map π1RS Ñ M. This, and the
statement of the Lemma, gives us a pairing
(15.6) π1RS ˆH
2
f pAdρA bMq Ñ M.
In particular, taking A “Wn,M “ pW bQq{W , and the representation ρA to be
the mod̟n reduction of the representation (13.2) defined by Π, we get (after Tate
global duality and passage to the limit)
(15.7) π1RS Ñ H
1
f pAd
˚ρOp1qq “ V
˚.
We will see later that this map is an isomorphism, and its inverse induces an iso-
morphism ^˚V˚ Ñ π˚RS .
15.3. Background on the action (15.2). Now and in the remainder of this section,
we put ourselves in the situation of §14.1. In other words, we are given a sequence
of allowable Taylor–Wiles data such that the limit process of Theorem 13.1 and the
limit process of Theorem 12.1 can be carried out simultaneously (see §14.1). In
particular, as in Theorem 13.1, we have “limit rings,” augmented toW pkq:
S˝8
ι
ÝÑ R8 ։ W pkq.
Let pS be the kernel of the augmentation S8 Ñ W pkq (and similar for R8);
write t˚S and t
˚
R for the quotient space pS{p
2
S . Let tS , tR be theW -linear duals. To
say differently,
tS “ D
0
W pS
˝
8,W q
is the set of derivations of the W -algebra S˝8 with values in W and similarly for
R8.
The map S˝8 ։ R8 (recall it is surjective, discussion after Theorem 13.1) in-
duces tR ãÑ tS , and we write tS{tR be the cokernel. In suitable coordinates we
have ([37, §7.3]):
S8 –W rrx1, . . . , xsss,R8 –W rry1, . . . , ys´δss
and the map between them sends xi to yi for i ď s´ δ and kills xi for i ą s´ δ.
There are natural isomorphisms
(15.8) Ext1S8pW,W q – tS
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(15.9) TorS81 pR8,W q – ptS{tRq
˚
Indeed the sequence pS Ñ S8 ÑW induces Ext
1
S8
pW,W q – HomS8´modppS{p
2
S ,W q.
Similarly write K for the kernel of S8 Ñ R8; the sequence K Ñ S8 Ñ R8 of
S8-modules induces Tor
S8
1 pR8,W q “ K bS8 W “ pK{pSKq; the inclusion
K ãÑ pS maps this isomorphically to the kernel of pS{p
2
S Ñ pR{p
2
R, giving rise to
an isomorphism TorS81 pR8,W q – ptS{tRq
˚.
The isomorphisms (15.8) and (15.9) induce:
(15.10) Ext˚S8pW,W q – ^
˚tS
(15.11) TorS8˚ pR8,W q – ^
˚ptS{tRq
˚
More precisely, in both cases, one computes that the left-hand side with its natural
algebra structure is a free exterior algebra on its degree 1 component.
Now Theorem 13.1 part (d) gives an identification
(15.12) H˚pY0,W qm – Tor
S8
˚ pD8,W q – Tor
S8
˚ pHqpD8qr´qsloooooomoooooon
M
,W q
where D8 is homologically concentrated in degree q and M :“ HqpD8q is a
free module over R8. Tor
S8
˚ pM,W q has both a natural structure of a graded
TorS8˚ pR8,W q – ^
˚ptS{tRq
˚-module and also a natural structure of module un-
der Ext˚S8pW,W q – ^
˚tS . The latter action factors through ^
˚tS Ñ ^
˚ptS{tRq.
The resulting actions of ^˚ptS{tRq and ^
˚ptS{tRq
˚ are compatible, in the sense
of (15.1). All these assertions are verified by explicit computation.
Now given a “convergent” sequence of Taylor–Wiles data as in the statement of
Theorem 14.1, yields an identification [37, §8.25, proof of Theorem 8.5]
(15.13) tS{tR – V
such that the following diagram commutes:
(15.14) ExtS8pW,W q //
(15.10)

End
`
TorS8˚ pM,W q
˘
„(15.12)

^˚ptS{tRq
(15.13)
// ^˚V
(15.3)// End pH˚pY0,W qmq
(of course, in this diagram, the identification (15.12) also depended on the choices
of Theorem 14.1).
We are now ready for the basic result relating the derived Hecke algebra with
the action of the derived deformation ring:
Theorem 15.2. The actions of ^˚V on H˚pY0,W qm via (15.3) and ^˚V˚ on
H˚pY0,W qm (via the isomorphism ^˚V˚ – π˚R induced by the inverse of (15.7))
are compatible with one another, in the sense of (15.1).
In view of the discussion of the paragraph following (15.12), this follows from
the following Lemma.
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Lemma 15.3. Let notation be as above; in particular, Qn and other data S˝8,R8
etc. as in §14.1. The composite of the isomorphisms
(15.15) π˚R
(14.8)
ÝÑ Tor
S˝8
˚ pR8,W q
(15.11)
– ^˚ptS{tRq
˚ (15.13)ÝÑ ^˚V˚
coincides, in degree 1, with the map π1RÑ V˚ constructed in (15.7).
The map π1RÑ V
˚ is constructed in a “natural” fashion, whereas the first map
and the third map in sequence (15.15) depend on the various choices made to set
up the situation of §14.1. Nonetheless the Lemma asserts that the composite is
independent of all choices.
Proof. (of Lemma):
As above S˝8,R8 are naturally augmented to W . For n ě m consider the
following diagram, where Hom simply means homomorphisms of abelian groups:
(15.16)
Hompπ1pR8bS˝8W q,Wmq π0
´
lifts to R8bS˝8W ÑWm ‘Wmr1s
¯
oo
Hompπ1pRnbS˝n
Wnq,Wmq
OO
(14.4)

π0
´
lifts to RnbS˝n
Wn ÑWm ‘Wmr1s
¯
oo
OO

Hompπ1R,Wmq π0 p lifts to RÑWm ‘Wmr1sq .oo
On the right hand side of this diagram, “lifts” always refers to lifting the natural
map to the discrete ringWm given by the augmentations; and the horizontal maps
result by applying π1 to such a lift.
Consider the middle row. Using (15.5), and the long exact sequence for André-
Quillen cohomology of a derived tensor product14 , we get a sequence:
D0W pS
˝
n,Wmq
D0W pRn,Wmq
Ñ D1W pRnbS˝nWn,Wmq
„
Ñ π0
´
lifts to RnbSnW ÑWm ‘Wmr1s
¯
.
Proceeding similarly for the top row, and using Lemma 15.1 for the bottom row,
we arrive at the following diagram:
14This can be deduced from Lemma 4.30 (iv).
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(15.17) Hompπ1pR8bS8W q,Wmq ptS{tRq bWm
„oooo
Hompπ1pRnbS˝n
Wnq,Wmq
f
OO
g

D0
W
pS˝n,Wmq
D0
W
pRn,Wmq
oo
h
OO
θ

Hompπ1R,Wmq H
2
f pZr
1
S
s,Adρmq.
Lemma 15.1
oo
The top horizontal isomorphism is the the dual of the isomorphism (15.9)
TorS81 pR8,W qloooooooomoooooooon
“π1pR8bS8W q
– ptS{tRq
˚.
We need to identify the map θ : D0W pS
˝
n,Wmq Ñ H
2
f pZr
1
S
s,Adρmq in the diagram
above. This is of the deformation rings RS and RSQn – that is to say, the map β
in (11.14); in our case:
(15.18) θ :
à
vPQn
H1pQv,Adρmq
H1urpQv,Adρmq
ÝÑ H2f pZr
1
S
s,Adρmq,
where the identification of D0W pS
˝
n,Wmq with
À
vPQn
H1pQv,Adρmq
H1urpQv,Adρmq
is as in [37,
§8.14].
We will now use the following fact, which can be proved by tracing through
the definitions: for β P
À
vPQn
H1pQv ,Adρmq
H1urpQv,Adρmq
and α P H1f pZr
1
S
s,Ad˚ρmp1qq,
the pairing xθpβq, αy of Tate global duality can be computed as the sum of local
pairings
ř
vPQn
xβv, α|Qvy. This shows that θ coincides with the composite
(15.19)à
vPQn
H1pQv,Adρmq
H1urpQv,Adρmq
Ñ H1f pZr
1
S
s,Ad˚ρmp1qq
˚ Ñ H2f pZr
1
S
s,Adρmq
where the former map is induced by the sum of local pairings
ř
vPQn
xβv , α|Qvy
(this coincides with a map constructed in [37, §8.15]) and the latter map is induced
by Tate global duality.15
Having identified θ, let us return to diagram (15.17). The middle row forms an
inverse system over n (by means of the identifications of (b) of Theorem 13.1). We
claim that all the maps in diagram (15.17) are compatible with this inverse system.
For the maps f, h this is clear by definition; for the map g it is the homotopy
compatibility discussed in §14.1; for the map θ it is discussed in [37, §8.25, after
(162)].
15In the situation at hand, H1f and so also H
2
f is a free module overWm, and the pairing of Tate
global duality is perfect.
126 S. GALATIUS, A. VENKATESH
Therefore, we may obtain a new diagram by passing to an inverse limit over n.
After one passes to the inverse limit over n the upper maps become isomorphisms;
then we can invert the top layer of vertical maps in (15.17). The result is
(15.20) Hompπ1pR8bS8W q,Wmq
F

ptS{tRq bWm
(15.9)
oooo
G

Hompπ1R,Wmq H
2
f pZr
1
S
s,Adρmq.
Lemma 15.1
oo
where F “ g ˝ plimÐÝn fq
´1 and G “ θ ˝ plimÐÝn hq
´1.
The isomorphism F is, by definition, exactly that of (14.8). Thus the composite
ptS{tRq bWm Ñ Hompπ1R,Wmq is the map induced by the first two arrows in
(15.15). The equality of θ and the composite of (15.19) shows that the mapG above
coincides with the (reduction mod pm of the) isomorphism induced by (15.13).
(Unfortunately, to verify this requires wading into the maze of [37] to unravel the
origin of (15.13): the relevant definitions, which match well with (15.19), are in
[37, §8.15]). This concludes the proof of the Lemma, and so also of Theorem
15.2. 
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APPENDIX A. HOMOTOPY COLIMITS AND HOMOTOPY LIMITS
We shall use the Bousfield–Kan formula for homotopy (co)limits of simplicial
sets. We recall the definition and some well known properties here. Reference:
Bousfield and Kan’s book, chapter XI and XII.
Notationwise, we shall write Cpx, yq for the set of morphisms from x to y in a
category C . For simplicially enriched categories we shall also write Cpx, yq for
the simplicial set of morphisms. For example, if X and Y are simplicial sets we
shall write sSetspX,Y q for the simplicial set of maps X Ñ Y .
A.1. Nerves of categories. The set rps “ t0, . . . , pu may be regarded as an or-
dered set using ď, and hence a category, with one morphism i Ñ j if i ď j and
none otherwise. This gives a functor ∆Ñ Cat.
If C is a small category, the nerve of C is the simplicial set whose p-simplices
are the functors rps Ñ C , i.e. p-tuples of composable morphisms. We write NC
for the nerve and NpC for its set of p-simplices.
For an object c P C , the under category pc Ó Cq has objects pairs pd, fq with
f : cÑ d and morphisms commutative triangles. It comes with a forgetful functor
pc Ó Cq Ñ C and we have a canonical functor
Cop Ñ sSets
c ÞÑ Npc Ó Cq.
All values Npc Ó Cq are contractible simplicial sets, so the functor is naturally
weakly equivalent to the terminal functor which takes all objects to a point.
A.2. Homotopy colimits. For a small category C and a simplicial set Y we obtain
a functor
C Ñ sSets
c ÞÑ sSetspNpc Ó Cq, Y q,
which we shall denote sSetspNp´ Ó Cq, Y q. The homotopy colimit of a functor
X : C Ñ sSets is a simplicial set and has the universal property that the set of
maps
f : hocolimcPCXpcq Ñ Y
are in natural bijection with the set of natural transformations
f : X Ñ sSetspNp´ Ó Cq, Y q.
(And p-simplices in sSetsphocolimX,Y q are given by the same formula with Y
replaced by sSetsp∆rps, Y q.) In other words, to specify a map f : hocolimX Ñ Y
amounts to specifying maps of simplicial sets fc : Xpcq ˆ Npc Ó Cq Ñ Y for
all objects c P C , in a way that is compatible with morphisms c0 Ñ c1 in C .
A simplicial set hocolimX with this universal property can be constructed as a
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quotient of
š
cPC Xpcq ˆNpc Ó Cq: explicitly it is the coequalizer of a diagramž
pc0Ñc1qPN1C
Xpc0q ˆNpc1 Ó Cq Ñ
ž
cPN0C
Xpcq ˆNpc Ó Cq.
For example, if G is a group considered as a category with one element then a
functor G Ñ sSets is a simplicial set with an action and the homotopy colimit is
just the “Borel construction”.
The most important property of homotopy colimits is their homotopy invariance,
in the following sense.
Lemma A.1. Let F,G : C Ñ sSets be two functors, and let T : F Ñ G be a
natural transformation. If T : F pcq Ñ Gpcq is a weak equivalence for all objects
c, then the induced map
hocolimCF
T
Ñ hocolimCG
is a weak equivalence. 
Recall that a category is filtered if for any objects c, c1 of C there exists an object
c2 and morphisms c Ñ c1 and c Ñ c2, and that any two parallel arrows c Ñ c1
become equal after composing with some arrow c1 Ñ c3. For such categories the
ordinary categorical colimit is already homotopy invariant.
Lemma A.2. If C is filtered and F : C Ñ sSets is a functor, then the natural map
hocolimcPCF pcq Ñ colimcPCF pcq
is a weak equivalence. 
Despite this lemma, the homotopy colimit over a filtered category can still be
quite useful: for example, it can be easier to define explicit maps out of the homo-
topy colimit.
Remark A.3. In the special case C “ N there is a convenient smaller model for
the homotopy colimit of X : N Ñ sSets. Namely for each n P N we have the sub
simplicial space
∆r1s – Npn Ó tn, n´ 1uq Ă Npn Ó Nq,
and the union of the sub simplicial sets Xpnq ˆ ∆r1s Ă hocolimXpnq is the
mapping telescope ofXp0q Ñ Xp1q Ñ . . . , obtained by gluing the spacesXpnqˆ
∆r1s along the maps Xpnq Ñ Xpn ` 1q. The inclusion of the telescope into the
homotopy colimit is a weak equivalence.
A.3. Homotopy limits. The homotopy limit of a functor Y : Cop Ñ sSets is
defined dually. The under category pc Ó Copq is opposite to the over category
pC Ó cq, and gives a functor
C Ñ sSets
c ÞÑ Npc Ó Copq.
130 S. GALATIUS, A. VENKATESH
The homotopy limit of a functor Y : Cop Ñ sSets is a simplicial set with the
universal property that the set of maps
X Ñ holimcPCopY pcq
are in natural bijection with the set of natural transformations
X ˆNp´ Ó Copq Ñ Y.
In fact, the homotopy limit can be regarded as the simplicial set of natural transfor-
mationsNp´ Ó Copq ñ Y , where the simplicialness comes from the fact that both
functors take values in the simplicially enriched category sSets. Thus, holimY is
the simplicial subspace
holimY Ă
ź
cPN0C
sSetspNpc Ó Copq, Y pcqq
consisting of elements satisfying that for each pC0 Ñ C1q P N1pCq the usual
square (defining “naturality”) commutes, as a diagram of simplicial sets.
Example A.4. When C is the three-object category C “ p‚ Ð ‚ Ñ ‚q, a functor
Y : Cop Ñ sSets is the same thing as a diagram of simplicial sets Y0 Ñ Y01 Ð
Y1. In this case the homotopy limit is often called the homotopy pullback, at least
when all three spaces are Kan, and we shall denote it Y0 ˆhY01 Y1. Spelling out
the definition, there is a bijection between maps X Ñ Y0 ˆhY01 Y1 and tuples
pf0, f1, f01, h0, h1q consisting of maps
X
f1 //
f01
!!❇
❇
❇❇
❇
❇❇
❇
f0

Y1
g1

Y0 g0
// Y01
and simplicial homotopies h0 : ∆r1s ˆ X Ñ Y01 from g0 ˝ f0 to f01 and h1 :
∆r1s ˆX Ñ Y01 from g1 ˝ f1 to f01.
We have the following nice adjunction formula
Lemma A.5. Let X : C Ñ sSets be a functor and Y be a simplicial set. Then we
have a natural isomorphism of simplicial sets
sSetsphocolimcPCXpcq, Y q – holimcPCopsSetspXpcq, Y q.
Lemma A.6. Let Y Ñ Y 1 be a natural transformation of functors Cop Ñ sSets
be a functor such that Y pcq Ñ Y 1pcq is a weak equivalence of Kan simplicial
sets for all objects c P C . Then the induced map holimY Ñ holimY 1 is a weak
equivalence.
However, we caution the reader that the Bousfield–Kan formula for the homo-
topy limit of Y Ñ sSets does not have good homotopical properties unless all
values Y pcq are Kan. In fact it might not even agree with what other authors (such
as Quillen) call “homotopy limit” in such cases.
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A.3.1. Products. The following lemma follows from the definition.
Lemma A.7. Let X,Y : C Ñ sSets be two functors and let X ˆ Y : C Ñ sSets
denote the objectwise cartesian product. Then the natural map
holimpX ˆ Y q Ñ pholimXq ˆ pholimY q
is an isomorphism of simplicial sets. 
Corollary A.8. Let SCR denote the category of simplicial commutative rings and
let X : C Ñ SCR be a diagram of such. Then holimX is naturally a simpli-
cial commutative ring again. Similarly for simplicial modules, simplicial abelian
groups, etc. 
SCR has the structure of a simplicial model category, and hence it makes sense
to talk about “internal” homotopy limits and colimits of functors C Ñ SCR. The
above corollary shows that the forgetful functor SCRÑ sSets commutes with ho-
motopy limits, just as the forgetful map from commutative rings to sets commutes
with ordinary limits.
A.4. Calculation of homotopy limits and colimits. Let us briefly discuss a few
tools for manipulating homotopy limits and colimits.
A.4.1. Cofinality. If D is a category and X : D Ñ sSets and Y : Dop Ñ sSets
are diagrams, then any functor F : C Ñ D induce maps of simplicial sets
hocolimCpX ˝ F q Ñ hocolimDX
holimDopY Ñ holimCopY ˝ F.
These maps are both weak equivalences, provided F is cofinal in the strong sense
that for all objects d P D the under category pd Ó F q, whose objects are pairs pc, fq
with c P C and f : dÑ F pcq, have contractible nerve. (Assuming only that these
under categories have connected nerves is sufficient for the corresponding maps
for limits and colimits of sets to be bijections.)
Let us also recall from [SGA 4, Expose 1, 8.1.6] or [Edwards–Hastings 2.1.6]
that any filtered category D admits a cofinal functor t : C Ñ D with C a directed
set. The standard proof is to let C be the set of finite subdiagrams A Ă D which
has a unique final element. Then C is ordered by inclusion and t : C Ñ D sends
a diagram to its final element. Let us point out that the resulting directed set C
comes with an order preserving map C Ñ N given by sending A to its cardinality.
Thus, when calculating homotopy limits or colimits over filtered categories, we
may assume that the indexing category is a directed set equipped with an order
preserving map to N.
A.4.2. Homotopy groups of homotopy limits. It can be difficult to understand the
homotopy groups of a homotopy limit, even when the indexing category is filtered
and even for π0. Under an additional assumption on either the indexing category
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Lemma A.9. If C is countable and filtered and F : Cop Ñ sSets has Kan values,
then
π0holimF pcq Ñ lim π0F pcq
is surjective. For any k ě 0 and any point x P holimF pcq there is a short exact
sequence of groups (pointed sets for k “ 0)
lim
cPCop
1πk`1pF pcq, xq Ñ πkpholimcPCopF pcq, xq Ñ lim
cPCop
πkpF pcq, xq.
Proof sketch. The lemma is clear if C has a final element. If this is not the case,
countability of C implies that there is a cofinal functor N Ñ C , so without loss
of generality we may just assume C “ N. An element in limπ0F pnq may then
be represented by zero-simplices xn P F pnq such that there exists 1-simplices
hn : ∆r1s Ñ F pnq from xn to the image of xn`1. Then use the Kan-ness of
the F pnq to inductively extend the hn to compatible maps Npn Ó N
opq Ñ F pnq.
(Or alternatively use a different model for the homotopy limit, dual to the telescope
model for homotopy colimit, in which no further data than the pxn, hnq is required.)

Without the countability assumption on C it can apparently happen that for ex-
ample π0holimF Ñ lim π0F is not surjective. However, if we assume that the
values of F have finite homotopy groups we may use Tychonoff’s theorem to rule
out this kind of behavior.
Proposition A.10. Let C be filtered and F : Cop Ñ sSets be a functor whose
values are Kan and have π0pF pcqq finite for all c and πkpF pcq, xq finite for all k
and all x P F pcq. Then the natural map
π0holimF pcq Ñ lim π0F pcq
is a bijection and, for any point x P holimF pcq, so is the natural map
πkpholimF pcq, xq Ñ lim πkpF pcq, xq.
Proof sketch. It should be well known that this follows from the Bousfield–Kan
spectral sequence and the vanishing of higher derived limits of finite groups over
filtered categories. Let us outline a “manual” argument.
It suffices to prove the claim about π0, since holim commutes with based loop
spaces. We shall outline the argument for surjectivity of the map π0holim Ñ
limπ0. An element in lim π0F pcq determines a sub-functor of F with path con-
nected values, so it suffice to prove that if F pcq is path connected for all c then
holimF pcq is non-empty.
Without loss of generality C is a directed set such that tc P C | c ď du is finite
for all d and hence that any finite collection of objects is contained in a finite sub
poset which has a maximal terminal element. Let xc P F pcq be a vertex, and choose
for all pairs c0 ă c1 a 1-simplex hc0ăc1 : ∆r1s Ñ F pc0q from xc0 to the image of
xc1 P F pc1q Ñ F pc0q. These 1-simplices may be assembled to define compatible
maps Nď1pc Ó C
opq Ñ F pcq, where Nď1 denotes the 1-skeleton of the nerve.
The problem is that these maps may not admit extensions over t
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in fact there is an obstruction in π1pF pc0q, xc0q for each c0 ă c1 ă c2, given by
concatenating the (images in F pc0q of) the paths hc0ăc1 , hc0ăc2 , and hc1ăc2 in the
appropriate order. These obstructions assemble to an element of
(A.1)
ź
c0ăc1ăc2
π1pF pc0q, xc0q
which vanishes if and only if the maps Nď1pc Ó C
opq Ñ F pcq extend to com-
patible maps over the two-skeleton. We decide to keep the xc and rechoose the
hc0ăc1 . The homotopy class of hc0ăc1 relative to its endpoints is a torsor for
π1pF pc0q, xc0q, and acting simultaneously for all pc0 ă c1q gives a map
(A.2)
ź
c0ăc1
π1pF pc0q, xc0q Ñ
ź
c0ăc1ăc2
π1pF pc0q, xc0q.
If we can show that this map is surjective, the paths hc0ăc1 may be rechosen to
make the obstruction element in (A.1) vanish. Such a re-choice is always possi-
ble on a sub poset of the form tc P C | c ď du so the image of (A.2) surjects
onto any finite product of the factors. Another way to say this is that the image
of (A.2) is dense in the product topology on
ś
c0ăc1ăc2
π1pF pc0q, xc0q when each
π1pF pc0q, xc0q is given the discrete topology. If each π1pF pc0q, xc0q is finite, the
source of (A.2) is compact and hence its image is too so density of the image im-
plies surjectivity, and hence there is no obstruction to rechoosing the hc0ăc1 and
get compatible extensions to maps
Nď2pc Ó C
opq Ñ F pcq.
Extending this map over the 3-skeletons we encounter obstructions in the cok-
ernel of a homomorphismź
c0ăc1ăc2
π2pF pc0q, xc0q Ñ
ź
c0ăc1ăc2ăc3
π2pF pc0q, xc0q,
which is surjective by a similar argument (in fact, its cokernel is precisely the de-
rived limit lim3 π2pF pcq, xcq). Continuing this way we end up with maps Npc Ó
Copq Ñ F pcq, compatible over varying c P C , and hence a point in holimF . Injec-
tivity is similar, with obstructions vanishing for the same reason as limk πkpF pcqq
vanishes. 
As the proof shows, one can sometimes get by with slightly weaker assump-
tions in the above Proposition, e.g. that πkpF pcqq is a compact group/set for some
topology in which the functoriality is continuous.
Corollary A.11. Let C is a filtered category, F : C Ñ sSets a functor, and Z is
a Kan simplicial set such that rF pcq, Zs “ π0sSetspF pcq, Zq is finite for all c and
πkpsSetspF pcq, Zq, fq is finite for all k and all c P C and all f : F pcq Ñ Z . (This
happens e.g. if Z has finite homotopy groups and F pcq is equivalent to a finite CW
complex for all c.) Then the natural map
rhocolimcPCF pcq, Zs Ñ lim
cPC
rF pcq, Zs
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is a bijection. In other words, any collection of maps F pcq Ñ Z which are com-
patible up to some (unspecified) homotopies may in fact be glued together to a map
out of the homotopy colimit, and uniquely so up to homotopy. 
Corollary A.12. LetX be a simplicial set and F : Cop Ñ sSets be a functor with
Kan values, such that sSetspX,F pcqq has finite homotopy groups for all c P C .
Then the natural map
rX,holimcPCF pcqs Ñ lim
cPC
rX,F pcqs
is a bijection.
We shall not directly use these two results, but the analogous results in the sim-
ilar setting of functors into simplicial commutative rings will be very useful.
APPENDIX B. DUALITY AND LOCAL CONDITIONS IN GALOIS COHOMOLOGY
We formulate a version of Poitou–Tate duality with local constraints, following
a suggestion of Harris to work with cone constructions. This is implicit in [7] and
surely known to all experts.
B.1. Statement of the theorem.
B.2. We work in étale cohomology of Zr 1
S
s where p P S. Let M be a p-torsion
étale locally constant sheaf, which we may think of as a representation of the S-
unramified quotient GalpQS{Qq of the Galois group; we write simply H
ipMq for
the etale cohomology or H ipZS,Mq where the set S must be made explicit.
We fix once and for all algebraic closures Qv and embeddings ιv : QS ãÑ Qv
for each v P S. This induces a map on Galois groups
ι˚v : GalpQv{Qvq Ñ GalpQS{Qq.
We writeH˚pQv,Mq for the Galois cohomology of H
˚pGalpQv{Qvq,Mq.
If G is any group and M a G-module, we refer to the “standard cochain com-
plex” of inhomogeneous cochains computing the cohomology H˚pG,Mq; for ex-
ample, a 2-cochain is a function GˆGÑM , etc. Note thatG acts on this complex
by conjugation on the domain (e.g. G ˆ G in the example just given), this action
descends to the trivial action on cohomology. Also the cup product lifts to the
cochain level in the standard (back face, front face) way. If G is a profinite group
andM a discrete G-module we will always understand cochains to be continuous.
Let C˚pQv,Mq be the standard cochain complex computing Galois cohomol-
ogy of H˚pGalpQv{Qvq,Mq, and similarly define C
˚pMq as the the standard
cochain complex computing Galois cohomologyH˚pGalpQS{Qq,Mq. For brevity,
if the module M is understood, we will sometimes refer (e.g.) to C2pMq as C2
and C2pQv,Mq as C
2
v .
If x is a cochain in the standard cochain complex computing the cohomology of
GalpQS{Qqwe use the notation x|Qv – or simply xv if there is no risk of confusion
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– for the cochain obtained by pulling back x under the map ι˚v : GalpQv{Qvq Ñ
GalpQS{Qq.
B.3. Local conditions, lifted to the cochain level. Wewant to impose “local con-
ditions” Liv Ă H
ipQv,Mq at places in S; we will usually just write for short
Lv Ă H
˚pQv,Mq. There will be a long exact sequence
H˚LpMq Ñ H
˚pMq Ñ
ź
vPS
H˚pQv,Mq{L
r1s
Ñ
whereH˚
L
are “cohomology classes that belong to L.”
To achieve this precisely, we need lifts to the co-chain level. More precisely,
we will suppose that Lv comes equipped with a subcomplex C
˚
L,v Ă C
˚pQv,Mq
satisfying the following axioms:
(i) C˚
L,v is closed under the differential, and
(ii) C˚
L,v is invariant under conjugacy, and
(iii) The cohomology of C˚pQv,Mq{C
˚
L
pQv,Mq “is” H
˚{L, i.e. the natural
map from the cohomology ofC˚pQv,Mq to the cohomology ofC
˚pQv,Mq{C
˚
L
pQv,Mq
is surjective in each degree and its kernel is precisely Lv.
We define H i
L
to be the derived set of classes in H ipMq that lie inside L for
each v P S, that is to say the cohomology of the cone
(B.1) CnpMq ‘
à
vPS
Cn´1pQv,Mq
Cn´1
L
pQv,Mq
We denote an element of this group by px, yvq, where yv really denotes an element
of Cn´1{Cn´1
L
for each v P S. The differential is the “cone” differential, that is to
say, dpx, yvq “ p´dx, dyv ` x|vq.
To be explicit: cocycle in this group is a pair`
x P CnpMq, yv P C
n´1pQv,Mq{C
n´1
L
pQv,Mq
˘
with the property that x|Qv ` dpyvq belongs to C
n
L
, i.e. “x equipped with a reason
for its restriction to Qv to belong to L.”
Write M “ HompM˚, µp8q. In what follows, we will want to consider also a
dual local condition LK. By this, we mean that we take the orthogonal complement
LK Ă H˚pQv,M
˚q and assume that it is equipped with a similar enrichment to the
cochain level, CLK Ă CpQv,Mq, which satisfies (i)–(iii) above and additionally
(iv) the cup product
(B.2) CiLpQv,Mq ˆ C
3´i
LK
pQv,M
˚q Ñ C3pQv, µp8q
vanishes at the chain level.
We are ready to formulate the statement of duality:
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Theorem B.1. Suppose p ą 2, that L,LK are as above, and both equipped with
lifts to the cochain level, where both lifts satisfy (i)–(iv) above. There is a duality
H iLpMq ˆH
3´i
LK
pM˚q ÝÑ Q{Z,
where as usualM˚ “ HompM,µp8q.
B.4. Examples of local conditions meeting our conditions. The most important
example, besides the trivial example16 is the following generalization of “unrami-
fied” local conditions:
Take an arbitrary subgroup l Ă H1, and take
L “
$’&’%
H0 Ă H0
l Ă H1
0 Ă H2
, LK “
$’&’%
H0 Ă H0
lK Ă H1
0 Ă H2
.
We take, both for L (respectively LK):
‚ C0
L
“ C0.
‚ C1
L
to consist of all classes x P C1pQv,Mq where dx “ 0 and rxs P l
(resp. lKq
‚ Cj
L
“ 0 for j ě 2.
The complex C{CL looks like
0Ñ C1pQv,Mq{C
1
L Ñ C
2pQv,Mq Ñ . . .
and visibly the cohomology groups are 0,H1{L1,H
2 as desired. The vanishing of
the desired cup product (B.2) is obvious.
B.5. Proof of the theorem.
B.5.1. First we verify this for i “ 0. Given
α P kerpH0pMq Ñ
ź
vPS
H0pQv,Mq{L
0
vq
β P coker
˜
H2pM˚q Ñ
ź
vPS
H2pQv,M
˚q{L2K,v
¸
we define xα, βy as the sum of local reciprocity pairingsÿ
vPS
pαv , βvq.
This is well-defined because in fact α|Qv P L
0
v for each v P S. We claim it is a
perfect pairing.
16 take L “ 0 in all degrees, with CLpQv,Mq “ 0 also; dually take L
K “ Hi in all degrees,
with CLKpQv,M
˚q “ CpQv,M
˚q
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The perfection of this pairing amounts to the statement that the resulting map
(B.3)
ś
vPS H
2pQv,M
˚q
xL2K,v,H
2pM˚qy
Ñ kerpH0pMq Ñ
ź
vPS
H0pQv,Mq{Lvq
_
is an isomorphism. Here p. . . q_ on the right hand side means maps to Q{Z; in
what follows, let us use the word “functional” for “map to Q{Z.”
The map (B.3) is visibly surjective: the nine-term exact sequence asserts thatś
vPS H
2pQv,M
˚q Ñ H0pMq_ is surjective (which is obvious anyway). For
injectivity, suppose that β P
ś
vPS H
2pQv,M
˚q induces the zero functional on
the right-hand side. In particular “pairing with β” descends to a functional on
the image of H0pMq inside
ś
vH
0pQv,Mq{L
0
v. If we replace β by β ` sv for
sv P L
2
K,v, the induced functional on this image changes the restriction of x´, svy
on
ś
vH
0pQv,Mq{Lv. But the pairing
LK2,v ˆH
0pQv,Mq{L
0
v Ñ Q{Z
is an isomorphism, and so we can modify β by an element of
ś
L2K,v in such a way
that the functional “pairing with β” is actually zero on the image of H0pMq. Then
the nine-term exact sequence means that β actually lies in the image of H2pM˚q,
as desired.
B.5.2. Now we examine the trickier case i “ 1. The main issue is to construct
the pairing. We then verify it is perfect by filtering the groups involved and looking
at the pairing on graded pieces, where it reduces to better-known pairings.
Take classes
px P C1, yv P C
0
v{C
0
L,vq
and
px1 P C2, y1v P C
1
v{C
1
LK,vq
representing elements of H1
L
and H2
LK
. Lift yv, y1v to yv P C
0
L,v, y
1
v P C
1
LK,v
. Set
ǫv “ dyv ` xv P C
1
v,L, ǫ
1
v “ dy
1
v ` x
1
v P C
2
LK,v
similarly. Note that dǫv “ 0. Take z P C
2 with dz “ xY x1. Now form
(B.4) pyv Y x
1
vq ´ pǫv Y y
1
vq ` zv P C
2pQv, µp8q
The differential of this equals
ǫv Y x
1
v ` ǫv Y dy
1
v “ pǫv Y ǫ
1
vq
pivq
“ 0.
where we used assumption (iv).
In other words, we have a class inH2pQv, µp8q for each v P S. Taking the sum
of invariants - evidently independent of choice of z – gives an element of Qp{Zp
associated to the classes px, yvq and px
1, y1vq. This is our pairing
(B.5) H1LpMq ˆH
2
LK
pM˚q ÝÑ Qp{Zp.
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B.5.3. Symmetry. This construction is “symmetric,” or rather a similar constructio
with roles reversed gives the same: if we consider, instead of (B.4), the class
(B.6) ´ xv Y y
1
v ` yv Y ǫ
1
v ` zv
and form an invariant similarly, the result is the same.
In fact, the differential of (B.6) is xv Y ǫ
1
v ` dyv Y ǫ
1
v “ ǫv Y ǫ
1
v “ 0; and (B.4)
differs from (B.6) by
yv Y x
1
v ` xv Y y
1
v ´ ǫv Y y
1
v ´ yv Y ǫ
1
v “ ´yv Y dy
1
v ´ dyv Y y
1
v “ ´dpyv Y y
1
vq
thus they have the same cohomology class.
B.5.4. Independence. Let’s try to see this is independent of the various choices we
made.
(a) If we modify yv by wv P C
0
v,L the class (B.4) changes by
wv Y x
1
v ´ dwv Y y
1
v “ wv Y px
1
v ` dy
1
vq ´ dpwv Y y
1
vqlooooomooooon
dwvYy1v`wvYdy
1
v
which is cohomologically trivial.
If we modify y1v by w
1
v the situation is similar.
(b) Suppose we modify x by a boundary in the fashion px ÞÑ xv ´ da, yv ÞÑ
yv ` aq, for some a P C
0. This does not change ǫv. Replacing z with
z ´ aY x1, we see that the class (B.4) is unchanged.
B.5.5. Perfect pairing. We now verify that (B.5) is perfect, by comparing it to
standard pairings. We have filtrations on H i
L
with successive graded pieces as
follows:
cokernelpH i´1 Ñ
ź
v
H i´1pQvq{Lqloooooooooooooooooooooomoooooooooooooooooooooon
xv“ǫv“0
, Shailomon
ǫv“0
, imagepH i Ñ
ź
v
H ipQvq{Lq,
e.g. the first piece comes from the image in cohomology of cycles satisfying xv “
ǫv “ 0 for all v P S. As usual, we define Sha
i here to be global cohomology
classes that are everywhere locally trivial.
It’s easy to see that this filtration is its own dual under this pairing. We will
explicate the pairing piece by piece, with respect to this filtration:
(B.7) cokernelpH0 Ñ
ź
v
H0pQv,Mq{L
0
vqˆ imagepH
2 Ñ
ź
v
H2pM˚q{L2K,vq
(B.8) Sha1 ˆ Sha2
(B.9) imagepH1 Ñ
ź
v
H1pM˚q{L1v,Kq ˆ cokernelpH
1 Ñ
ź
v
H1pMq{L1vq
DERIVED GALOIS DEFORMATION RINGS 139
For the first: we take px “ 0, yv P H
0pQvqq representing the left-hand class,
and on the right we can take any pair px1, y1vq with x
1 representing the given class
in the image. We can take z “ 0. Then (B.4) is given by
yv Y x
1
v ´ dyv Y y
1
v „ yv Y px
1
v ´ dy
1
vq
and thus realizes the standard local duality of H0 and H2.
For (B.8): it’s easy to see the pairing from above recovers the Tate pairing.
For (B.9): We can choose a representative for the right-hand class with x1 “
ǫ1v “ 0; on the left we choose a representative pxv , yvq. Again we can take z “ 0.
Then (B.4) is given by ´ǫv Y y
1
v “ ´pxv ` dyvq Y y
1
v, which realizes up to sign
the standard local pairing of H1 and H1.
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