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GE´OME´TRIE SYSTOLIQUE ET TECHNIQUE DE RE´GULARISATION
GUILLAUME BULTEAU
Abstract. L’objectif de ce texte est de pre´senter la notion de systole d’une varie´te´
riemannienne et de faire un survol de la ge´ome´trie systolique. On illustrera aussi
une technique fondamentale, appele´e technique de re´gularisation, qui est a` la base
de plusieurs re´sultats essentiels de ge´ome´trie systolique. Je de´taillerai comment cette
technique permet d’estimer les nombres de Betti d’une varie´te´ asphe´rique (d’apre`s
Gromov), et comment elle permet de relier l’entropie volumique a` la systole et au
volume systolique d’une varie´te´ riemannienne (d’apre`s Sabourau).
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1. Introduction
Je vais dans un premier temps pre´senter la notion de systole d’une varie´te´ riemannienne
ferme´e, en m’appuyant sur l’exemple du tore, puis faire un bref survol de certains the`mes
de ge´ome´trie systolique.
1.1. Systole d’une varie´te´. Conside´rons un tore plonge´ dans IR3. On s’inte´resse au(x)
plus petit(s) lacet(s) non contractile(s) de ce tore. La systole du tore est alors la longueur
d’un tel lacet (dont je justifierai brie`vement l’existence au paragraphe 1.2), que l’on ap-
pellera lacet systolique.
lacet non contractile
lacet contractile
Figure 1. Un tore plonge´ dans IR3.
La figure 1 laisse penser, qu’a` systole fixe, l’aire de ce tore est minore´e : si l’on diminue
trop l’aire un lacet non contractile plus petit apparaˆıtra.
Ce phe´nome`ne se retrouve clairement pour les tores plats rectangulaires obtenus par
identification des coˆte´s oppose´s d’un rectangle (voir 2).
O x
y Systole
Figure 2. La systole controˆle l’aire d’un tore plat rectangulaire.
En fait, on a le re´sultat suivant, qui est a` l’origine de la ge´ome´trie systolique.
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The´ore`me 1 (Loewner - 1949). Soit M un tore de dimension 2. Pour toute me´trique
riemannienne g sur M , on a :
aire(M, g) >
√
3
2
syst(M, g),
ou` syst(M, g) de´signe la longueur du plus petit lacet non contractile de M .
Il y a e´galite´ si et seulement si (M, g) est le tore plat hexagonal, obtenu en identifiant
les coˆte´s oppose´s du losange de la figure 3.
O x
y
√
3
2
11
2
Figure 3. Le tore hexagonal.
On peut trouver une preuve de ce re´sultat, qui repose sur le the´ore`me de la repre´sen-
tation conforme, dans [Ber72a] ou [Kat07].
1.2. Existence de la systole. On va justifier, dans ce paragraphe, l’existence de lacets
systoliques. On se place, de manie`re plus ge´ne´rale, sur une varie´te´ riemannienne ferme´e
(M, g), non simplement connexe, de dimension n > 1.
Un lacet dans (M, g) sera une application c : [0, 1]→ IR, continue, telle que c(0) = c(1).
La systole de (M, g), note´e syst(M, g), est la longueur du plus petit lacet non contractile
dans M .
Notons ΩM l’ensemble des lacets dans M . On munit ΩM de la distance δ de´finie par :
δ(α, β) = sup
t∈[0,1]
dist(α(t), β(t)).
Une classe d’homotopie libre d’un lacet α est l’ensemble des lacets dans M homotopes
a` α. Ces classes d’homotopies libres sont ferme´es dans (ΩM, δ). En effet deux lacets
suffisamment proches dans ΩM sont homotopes; ainsi les classes d’homotopies libres sont
ouvertes, donc ferme´es, dans (ΩM, δ).
Maintenant, en utilisant le the´ore`me d’Ascoli, on va prouver qu’il existe, dans chaque
classe d’homotopie libre, un lacet de longueur minimale. Soit α0 un lacet dans M . On
conside`re la borne infe´rieure ℓ de l’ensemble des longueurs des lacets de M homotopes a`
α0. On conside`re une suite minimisante (γn) de lacets de M homotopes a` α0 tels que :
long(γn) 6 long(α0) +
1
2n
.
La longueur de ces courbes est uniforme´ment borne´e. Le the´ore`me d’Ascoli assure, quitte
a` prendre une suite extraite, que la suite (γn) converge vers un lacet γ de M . Ce lacet γ
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est homotope a` α0, puisque les classes d’homotopies libres sont ferme´es. Mais la fonction
longueur est semi-continue infe´rieurement (voir [BBI01], page 34), donc :
long(γ) 6 lim inf long(γn) = ℓ.
Il en re´sulte que long(γ) = ℓ.
Enfin, pour tout L > 0, le nombre de classes d’homotopie libre repre´sente´es par un
lacet α de longueur infe´rieure a` L est fini. Pour montrer cela, on raisonne par l’absurde.
On suppose qu’il existe une suite (γn) dans ΩM telle que :
• long(γn) 6 L;
• Pour p 6= q dans IN, les lacets γp et γq ne sont pas homotopes.
Toujours par le the´ore`me d’Ascoli, il existe une extraction ϕ telle que la suite (γϕ(n))
converge vers un lacet γ. Mais la classe d’homotopie libre de γ est ouverte dans ΩM :
pour n assez grand tous les lacets γϕ(n) seront homotopes a` γ, ce qui est contradictoire.
On peut ainsi conside´rer la plus petite longueur des lacets non contractiles de M . On
peut montrer sans trop de peine que les lacets systolique de M , c’est a` dire les lacets qui
re´alisent cette longueur, sont des ge´ode´siques.
1.3. Le re´sultat de Burago et Hebda. Le controˆle de l’aire du tore par sa systole
s’e´tend aux surfaces ferme´es de genre supe´rieur a` 1, de manie`re assez e´le´mentaire (voir
[BZ88] page 43 ou [Heb82]).
The´ore`me 2 (Burago/Hebda - 1980). Toute surface ferme´e (M, g) de genre h > 1 con-
tient une courbe ferme´e non contractile de longueur ℓ telle que aire(M, g) >
1
2
ℓ.
De´monstration. Soit c un lacet systolique de M , que l’on suppose parame´tre´ par la
longueur d’arc, et soit m un point de c. On suppose que c(0) = m. On note ℓ = long(c).
Comme c est une ge´ode´sique, pour tout t ∈ [− ℓ2 , ℓ2 ], on a dist(m, c(t)) = t. Si B = B(m, ℓ2 )
de´signe la boule de centre m est de rayon ℓ2 , montrons que l’on a :
aire
(
B(m, ℓ2 )
)
>
ℓ2
2
(1)
Pour tout r ∈ [0, ℓ2 [, on conside`re la boule ferme´e B(m, r), qui est, de par la de´finition
de ℓ, contractile. Regardons maintenant son bord S(m, r). On a :
S(m, r) = γ1 ∪ γ2,
ou` γ1 et γ2 sont deux courbes qui relient les points c(r) et c(−r) (voir figure 4).
c
b
b
b
m
c(−r)
c(r)
γ1
γ2
S(m, r)
Figure 4. La boule B(m, r).
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Si par exemple long(γ1) < 2r, en recollant γ1 et c, on obtient un lacet non contractile
de longueur strictement infe´rieure a` ℓ, ce qui est absurde. On a donc long(γ1) > 2r et, de
meˆme, long(γ2) > 2r.
Ainsi :
aire(B) =
∫ ℓ
2
0
longS(m, r)r. > 4
∫ ℓ
2
0
rr. =
ℓ2
2
.
Le the´ore`me est donc prouve´, puisque aire(M, g) > aire(B). 
2. Un survol de la ge´ome´trie systolique
2.1. La ge´ome´trie systolique. Soit (M, g) une varie´te´ riemannienne ferme´e, non sim-
plement connexe, de dimension n > 1. Nous avons vu que la systole de (M, g), note´e
syst(M, g), est la longueur du plus petit lacet non contractile dans M . Le volume sys-
tolique de M est alors :
σ(M) = inf
g
vol(M, g)
syst(M, g)n
,
ou` g de´crit l’ensemble des me´triques riemanniennes lisses sur M .
Le the`me principal de la ge´ome´trie systolique est l’e´tude du volume systolique. La
question suivante est centrale :
Sous quelles conditions topologiques a-t-on σ(M) > 0 et quelle est sa
valeur exacte ?
Une re´ponse satisfaisante a e´te´ donne´e par Gromov a` la premie`re partie de la question
en utilisant la notion de varie´te´ essentielle.
Soit M une varie´te´ compacte de groupe fondamental π. Si M est orientable on note
A = Z et, dans le cas contraire, A = Z2. De´signons par [M ] la classe fondamentale de M
dans le groupe d’homologie Hn(M ;A). Il existe une application
f : M → K(π, 1),
unique a` homotopie pre`s, ou` K(π, 1) est le complexe d’Eilenberg-McLane, telle que le
morphisme induit par f sur π soit e´gal a` l’identite´. La varie´te´ M est alors dite essentielle
lorsque l’image de [M ] par le morphisme induit en homologie
f∗ : Hn(M ;A)→ Hn(K(π, 1);A)
est une classe d’homologie non nulle dans Hn(K(π, 1);A). Gromov a de´montre´ (voir
[Gro83], page 3) le re´sultat fondamental suivant.
The´ore`me 3 (Gromov). Il existe une constante Cn > 0 telle que pour toute varie´te´
compacte essentielle M de dimension n on ait :
σ(M) > Cn.
Une preuve de´taille´e de ce re´sultat se trouve dans [Gut06]. La cate´gorie des varie´te´s
essentielles recouvre notamment :
(1) Les varie´te´s asphe´riques i.e. les varie´te´s dont les groupes d’homotopie d’ordre
supe´rieur a` 2 sont triviaux, en particulier les varie´te´s a` courbures ne´gatives.
(2) Les espaces projectifs IRPn.
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Babenko a de´montre´, dans le cas ou` M est orientable, qu’il est ne´cessaire que M soit
essentielle pour avoir σ(M) > 0 (voir [Bab92]). Dans le meˆme article, il est montre´
que σ(M) est un invariant du type d’homotopie de M : deux varie´te´s ayant meˆme type
d’homotopie ont le meˆme volume systolique.
Babenko a aussi de´montre´ que, pour une varie´te´ essentielle orientableM de groupe fon-
damental π, le volume systolique σ(M) ne de´pend que de l’image h dans Hn(K(π, 1);Z)
de la classe fondamentale [M ] par l’application induite en homologie (voir [Bab06]).
La re´ponse a` la deuxie`me partie de la question, c’est a` dire la de´termination de la valeur
exacte du volume systolique, est un proble`me difficile. Le volume systolique des varie´te´s
essentielles n’est connu que dans trois cas :
• le tore de dimension 2, pour lequel σ(T 2) =
√
3
2
(Loewner, non publie´ mais expose´
dans [Ber72a]);
• le plan projectif σ(IRP 2) = 2
π
(Pu, voir [Pu52] et [Ber72b]);
• la bouteille de Klein σ(K2) = 2
√
2
π
(Bavard, voir [Bav86] et [Sak88]).
D’autres questions concernant le volume systolique des varie´te´s essentielles se posent :
• La borne infe´rieure de la de´finition du volume systolique est-elle at-
teinte ?
• Dans l’affirmative, quelles sont les me´triques optimales sur M ?
Il s’agit encore de questions difficiles dont les re´ponses sont tre`s partielles. La me´trique
optimale pour la bouteille de Klein pre´sente certaines singularite´s. Gromov a de´montre´
que le volume systolique des surfaces compactes est atteint pour des me´triques riemanni-
ennes ge´ne´ralise´es en un certain sens (voir [Gro83], page 63).
Pour les surfaces orientables Sh de genre h, on dispose d’une estime´e infe´rieure du
volume systolique (voir [Gro83] et [Kod87]) qui est :
σ(Sh) >
4
√
h+ 27
64
.
On connaˆıt aussi partiellement le comportement asymptotique de σ(Sh) (voir [KS05]
et [BS94]) :
π 6 lim sup
h→+∞
σ(Sh)× log
2 h
h
6
9π
4
.
On peut de´finir la notion de volume systolique pour des objets plus ge´ne´raux que des
varie´te´s. Par exemple si X est un espace de longueur compact, la notion de systole est
parfaitement de´finie (voir [Rev08]), et on peut alors utiliser le volume de Hausdorff pour
de´finir le volume systolique (voir [Gro99]).
2.2. Volume systolique des polye`dres. Si maintenant X est un polye`dre (espace
topologique muni d’une triangulation) de groupe fondamental π, il existe une unique
application a` homotopie pre`s
f : X → K(π, 1)
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telle que le morphisme de π induit par f soit e´gal a` l’identite´ : c’est l’application classifi-
ante. Un polye`dre compact X est dit n-essentiel lorsque l’application classifiante ne peut
eˆtre de´forme´e dans le squelette de dimension n− 1 de K(π, 1).
On peut munir tout polye`dre de dimension n de me´triques polye´drales. Une me´trique
polye´drale sur X est une famille de me´trique riemannienne (gσ)σ∈S, ou` S est l’ensemble
des simplexes de X , qui ve´rifie :
• Chaque gσ est une me´trique riemannienne lisse a` l’inte´rieur de σ ;
• De`s que σ1 et σ2 sont dans S, on a l’e´galite´
gσ1 |σ1∩σ2= gσ2 |σ1∩σ2 .
On de´signera par une seule lettre g la famille (gσ)σ∈Σ et on dira que g est une me´trique
riemannienne lisse par morceaux (ou polye´drale) sur X .
Ler polye`dre X est alors est un espace de longueur pour la distance induite par cette
famille de me´triques. La systole et le volume de X sont correctement de´finis. Le volume
systolique de X est :
σ(X) = inf
g
vol(X, g)
syst(X, g)n
,
ou` g de´crit l’ensemble des me´triques polye´drales sur X .
Le the´ore`me 3 reste valable pour les polye`dres n-essentiels de dimension n ([Gro83,
Appendice 2]).
2.3. Aire systolique d’un groupe de pre´sentation finie. Le volume systolique d’un
complexe simplicial permet de de´finir l’aire systolique d’un groupe G de pre´sentation finie,
qui est :
σ(G) = inf
P
σ(P ),
ou` P de´crit l’ensemble des complexes simpliciaux de dimension infe´rieure ou e´gale a` 2 et
de groupe fondamental G.
Pour tout groupe non libre de pre´sentation finie, on a (voir [RS08]) :
σ(G) >
π
16
.
Lorsque G est un groupe de pre´sentation finie non trivial, sans facteur libre isomorphe
a` Z, alors :
σ(G) > C
b1(G)
log2(b1(G) + 2)
,
ou` C > 0 est une constante universelle, et b1(G) est le premier nombre de Betti de G
([BPS12]).
L’aire systolique d’un groupe de pre´sentation finie G est intimement lie´e a` la notion de
complexite´ simpliciale d’un groupe, qui est le nombre minimal de simplexes de dimension
2 d’un complexe simplicial deux dimensionnel de groupe fondamental G (voir [BBB15]).
2.4. Systole relative et volume systolique relatif. Soit π un groupe de pre´senta-
tion finie. Conside´rons un complexe simplicial X de dimension n, muni d’une me´trique
polye´drale g tel qu’il existe une application continue f : X → K(π, 1).
La systole relative de X , note´e ici syst(X, f, g), est la longueur du plus petit lacet c
dans X tel que le lacet f ◦ c soit non contractile dans K(π, 1). On peut alors de´finir le
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volume systolique relatif de V :
σ(X, f, g) =
vol(X, g)
syst(V, f, g)n
.
Pour un polye`dre de dimension 2, lorsque l’application f ne se de´forme pas dans le
squelette de dimension 1 de K(π, 1), on a (voir [KKS+11]) :
aire(X, g)
syst(V, f, g)2
>
1
8
.
2.5. Volume systolique d’une classe d’homologie. Soit π un groupe de pre´sentation
finie. On conside`re une classe d’homologie non nulle h dans Hn(K(π, 1);Z). Cette classe
peut eˆtre repre´sente´e par des pseudo-varie´te´s V , compactes et orientables, de dimension
n. Rappelons qu’une pseudo-varie´te´ de dimension n est un complexe simplicial fini K tel
que :
• dimK = n;
• Chaque simplexe dans K est face d’un simplexe de dimension n (homoge´ne´ite´ de
la dimension);
• Chaque simplexe de dimension n − 1 est face d’exactement deux simplexes de
dimension n (pas de bifurcation);
• De`s que σ et τ sont deux simplexes distincts de dimension n dans K, il existe
une suite σ1 = σ, . . . , σp = τ de simplexes de dimension n dans K tels que pour
tout i dans {1, p− 1} les simplexes σi et σi+1 aient une face de dimension n − 1
commune (forte connexite´).
Il est e´quivalent de dire qu’un complexe simplicial K est une pseudo-varie´te´ de dimen-
sion n lorsque K est de dimension n et lorsqu’il existe un sous-complexe Σ ⊂ K ve´rifiant
les trois proprie´te´s suivantes :
• dimΣ 6 n− 2;
• K \ Σ est une varie´te´ topologique de dimension n dense dans K;
• L’espace K \ Σ est connexe.
Lorsque V est une pseudo-varie´te´ et f : V → K(π, 1), on dit que (V, f) repre´sente h
lorsque f∗[V ] = h, ou`
f∗ : Hn(V ;Z)→ Hn(K(π, 1);Z)
est le morphisme induit en homologie, et [V ] la classe fondamentale de V . La repre´sen-
tation de h par le couple (V, f) est dite normale lorsque le morphisme f∗ : π1(V ) → π
induit par f est un e´pimorphisme.
On peut munir chacune de ces pseudo-varie´te´s d’une me´trique polye´drale g. Le triplet
(V, f, g) s’appelle un cycle ge´ome´trique repre´sentant h. On de´finit alors le volume sys-
tolique de h par
σ(h) = inf
(V,f,g)
σ(V, f, g),
ou` (V, f, g) de´crit l’ensemble des cycles ge´ome´triques qui repre´sentent la classe d’homologie
h.
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D’apre`s [Gro83], pour toute classe d’homologie non nulle h dans Hn(π;Z), on a σ(h) >
0.
Lorsque (V, f) est une repre´sentation normale de h, on dit qu’elle est admissible lorsque
tout e´le´ment de π1(V ) peut eˆtre repre´sente´ par un lacet ne passant pas par le lieu singulier
de V . Dans le cas ou` (V, f) est une repre´sentation normale admissible de h on a :
σ(h) = inf
g
σ(V, f, g),
ou` g de´crit l’ensemble des me´triques polye´drales sur V (voir [BB10]). Soulignons d’ailleurs
que h admet toujours une repre´sentation normale admissible.
Cette pre´sentation de la ge´ome´trie systolique est force´ment incomple`te. On pourra la
comple´ter en consultant les articles [Ber93], [CK03] et [Gro96], ainsi que le livre [Ber03].
Le livre [Kat07] est un e´tat des lieux en 2007. Deux autres re´fe´rences pre´sentent des
re´sultats fondamentaux de cette ge´ome´trie : [Gro83], qui peut en eˆtre conside´re´ comme le
point de de´part, et [Gro99], qui est une version augmente´e de [Gro81].
Donnons enfin comme re´fe´rences, l’article [Gut11], qui relie des ide´es essentielles de la
ge´ome´trie systolique a` d’autres branches des mathe´matiques, ainsi que l’article [AB14],
qui fait le lien entre la ge´ome´trie systolique et la ge´ome´trie de contact.
3. La technique de re´gularisation
3.1. Cycle ge´ome´triques re´guliers. Soient π un groupe de pre´sentation finie et h une
classe d’homologie dans Hn(π;Z). Rappelons qu’un cycle ge´ome´trique repre´sentant h est
un triplet (V, f, g) ou`
• V est une pseudo-varie´te´ de dimension n, compactes et orientables ;
• f : V → K(π, 1) est une application continue telle, qu’au niveau de l’homologie,
f∗[V ] = h, ou` [V ] de´signe la classe fondamentale de V .
• g est une me´trique polye´drale sur V .
Les objets que l’on va utiliser dans la suite sont des cycles ge´ome´triques particuliers qui
repre´sentent une classe d’homologie entie`re non nulle dans Hn(π;Z), dans lesquelles on
dispose d’un controˆle du volume des petites boules. Ils sont de´finis par le the´ore`me suivant.
The´ore`me 4 (Gromov). Soient π un groupe de pre´sentation finie et h une classe d’homologie
entie`re non nulle dans Hn(π;Z). Pour tout ε dans ]0,
1
2 syst(V, f, g)[, il existe un cycle
ge´ome´trique (V, f, g) repre´sentant h tel que :
(1) σ(V, f, g) 6 σ(h) + ε.
(2) Pour R ∈ [ε, 12 syst(V, f, g)], les boules B(R) de rayon R dans V ve´rifient :
vol(B(R)) > AnR
n, (2)
pour une certaine constante universelle An, qui ne de´pend que de la dimension de
h.
Un tel cycle ge´ome´trique est dit ε-re´gulier.
On peut comparer ce re´sultat avec l’ine´galite´ 1, page 4. Ce the´ore`me, dont une de´-
monstration exhaustive se trouve dans [Bul15], est a` la base de plusieurs re´sultats im-
portants de ge´ome´trie systolique. La technique de re´gularisation consiste a` utiliser ces
cycles re´guliers pour obtenir des informations topologiques sur une classe h ∈ Hn(π;Z).
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Elle a permis notamment de relier le volume systolique d’une varie´te´ ferme´e asphe´rique a`
d’autres invariants homotopiques de cette varie´te´.
Je pre´senterai dans le paragraphe 4 comment obtenir, d’apre`s Gromov, une majoration
des nombres de Betti d’une varie´te´ ferme´e asphe´rique en fonction de son volume systolique.
Puis, je de´taillerai, dans le paragraphe 5, la preuve d’un the´ore`me de Sabourau, reliant le
volume systolique et l’entropie volumique d’un cycle ge´ome´trique re´gulier, afin de souligner
les ide´es essentielles de ge´ome´trie systolique qui y interviennent.
3.2. Premie`res illustrations de la technique de re´gularisation. Je vais donner ici
quelques illustrations du the´ore`me 4. Commenc¸ons par une situation e´le´mentaire qui
montre comment l’ine´galite´ (2) sur le volume des boules permet de pre´ciser la topologie
des cycles ge´ome´triques re´guliers.
Soit (V, f, g) un cycle ε-re´gulier qui repre´sente une classe d’homologie non triviale dans
Hn(π;Z). Conside´rons un syste`me maximal B1, . . . , BN de boules ouvertes disjointes de
V de rayon R0 =
1
2 syst(V, f, g). Les boules concentriques 2B1, . . . , 2BN de rayon 2R0
recouvrent V . Appelons N le nerf de ce recouvrement. Il s’agit du complexe simplicial
construit de la manie`re suivante :
• Les sommets p1, . . . , pN de N sont identifie´s avec les boules du re-
couvrement ;
• Deux sommets pi et pj sont relie´s par une areˆte lorsque 2Bi∩2Bj 6= ∅;
• Pour p > 2 entier, les sommets pi0 , . . . , pip forment un simplexe de
dimension p de N lorsque :
2Bi0 ∩ · · · ∩ 2Bip 6= ∅.
On peut alors borner le nombre Nk de simplexes de dimension k de N en fonction du
volume systolique σ(h) de la classe h. Par exemple, on a
vol(V, g) >
N0∑
i=1
vol(Bi) > N0AnR
n
0 ,
ce qui permet de borner le nombre de sommets N0 de N en fonction de σ(h).
La premie`re conse´quence importante du the´ore`me 4 concerne le volume systolique d’une
classe d’homologie non nulle dans Hn(π;Z), lorsque π est un groupe de pre´sentation finie.
The´ore`me 5. Soient π un groupe de pre´sentation finie et n > 1. Il existe une constante
Cn > 0, qui ne de´pend que de n, telle que pour toute classe d’homologie non nulle h dans
Hn(π;Z) on ait :
σ(h) > Cn.
De´monstration. Soit h ∈ Hn(π;Z). Fixons provisoirement ε > 0. Il existe alors, selon
le the´ore`me A, un cycle ge´ome´trique ε-re´gulier (V, f, g) qui repre´sente la classe h. Soit
v ∈ V . On a alors :
vol(V, g) > vol
(
B(v, 12 syst(V, f, g)
)
>
An
2n
syst(V, f, g)n.
Il en re´sulte que σ(V, f, g) >
An
2n
. Ainsi :
σ(h) + ε >
An
2n
.
En faisant tendre ε vers 0, on obtient le re´sultat souhaite´, avec Cn =
An
2n
. 
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On peut alors en de´duire une preuve de l’ine´galite´ systolique de Gromov (the´ore`me 3).
Soit M une varie´te´ essentielle orientable de dimension n, de groupe fon-
damental π. Il existe une application f :M → K(π, 1) telle que f∗[M ] =
h 6= 0, ou`
f∗ : Hn(M ;Z)→ Hn(π;Z)
est le morphisme induit en homologie. D’apre`s le the´ore`me 5, on a σ(h) >
Cn, pour une constante universelle Cn > 0 qui ne de´pend que de n. Mais
(M, f) est une repre´sentation normalise´e admissible de h : selon [BB10],
on a σ(M) = σ(h). 
Gromov utilise aussi le the´ore`me 4 afin de relier des proprie´te´s topologiques de h au
volume systolique. Plus pre´cise´ment, ces cycles re´guliers permettent a` Gromov d’obtenir
des ine´galite´s entre le volume systolique et deux invariants topologiques importants de la
classe h, qui sont :
• La hauteur simpliciale hs(h) de h ∈ Hm(π;Z), qui est le nombre minimal de
simplexes de toute dimension d’un cycle ge´ome´trique qui repre´sente h;
• Le volume simplicial ||h||∆, de´fini comme l’infimum des sommes
∑
|ri| sur toutes
les repre´sentations de h par des cycles singuliers re´els
∑
riσi.
Gromov a notamment obtenu les re´sultats suivants (voir [Gro83], the´ore`me 6.4.C” et
the´ore`me 6.4.D’ et [Gro96], paragraphe 3.C.3).
The´ore`me 6 (Gromov). Soit π un groupe de pre´sentation finie, h ∈ Hm(π;Z), une classe
d’homologie non nulle de dimension m > 2.
(1) Il existe deux constantes positives Cm et C
′
m, qui ne de´pendent que de m, telles
que :
σ(h) > Cm
hs(h)
exp(C′m
√
lnhs(h))
.
(2) Il existe une constante positive C′′m qui ne de´pend que de la dimension m telle que
:
σ(h) > C′′m
||h||∆
(ln(2 + ||h||∆))m
.
4. Nombres de Betti d’une varie´te´ asphe´rique
4.1. Introduction. Soient π un groupe de pre´sentation finie et h ∈ Hn(π;Z). La tech-
nique de re´gularisation permet de relier le nombre de simplexes d’un polye`dre particulier
au volume systolique de h. Plus pre´cise´ment, on va de´montrer le the´ore`me suivant (voir
[Gro83], page 72).
The´ore`me 7 (Gromov). Soient π un groupe de pre´sentation finie, h une classe d’homologie
non nulle dans Hn(π;Z). Il existe un polye`dre P et une application g : P → K(π, 1) tels
que :
• g induit un e´pimorphisme de groupes g∗ : π1(P)→ π1(M);
• le nombre Nk de simplexes de dimension k de P ve´rifie :
Nk 6 Cnσ(h) exp
(
C′n
√
log σ(h)
)
,
ou` Cn et C
′
n sont deux constantes universelles qui ne de´pendent que de n;
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• l’application induite en homologie par g envoie une certaine classe h′ de Hn(P ;Z)
sur la classe h.
Dans tout ce paragraphe, h ∈ Hn(π;Z) et (V, f,G) de´signe un cycle ge´ome´trique ε-
re´gulier qui repre´sente h, ou` ε ∈]0, 12 syst(V, f,G)]. On a donc (voir the´ore`me 4, page 9)
σ(V, f,G) 6 (1 + ε)σ(h) et, pour tout R dans [ε, 12 syst(V, f,G)], les boules B(R) de rayon
R dans V ve´rifient :
vol(B(R)) > AnR
n.
4.2. Nerf associe´ a` un recouvrement particulier de V . On conside`re un recouvre-
ment O de V par des boules ouvertes O1 = B(v1, R1), . . . , ON = B(vN , RN ) telles que,
pour tout i ∈ {1, . . . , N}, on ait :
Ri <
1
6
syst(V, f,G).
On peut re´aliser ge´ome´triquement P dans IRN de la manie`re suivante :
(1) Pour i ∈ {1, . . . , N}, le sommet pi qui correspond a` Oi, est le point de IRN dont
toutes les coordonne´es sont nulles, sauf la i-e`me qui est e´gale a` 1.
(2) Les sommets p1, . . . , pm+1 forment un simplexe euclidien de dimension m lorsque
:
O1 ∩O2 ∩ · · · ∩Om+1 6= ∅.
A ce recouvrement, on associe une partition de l’unite´ de´finie de la manie`re suivante.
On part d’une famille (ψi)16i6N de fonctions ψi : V → IR, continues, telle que, pour tout
i ∈ {1, . . . , N}, la fonction ψi soit strictement positive sur Oi et nulle hors de Oi. Pour i
dans {1, . . . , N} on pose :
φi =
ψi
N∑
j=1
ψj
.
Chacune des fonctions φi est continue, a` valeurs dans [0, 1], strictement positive sur Oi,
et on a :
N∑
i=1
φi = 1.
A cette partition de l’unite´, on peut associer une fonction p : V → P qui, a` un point v
de V , associe le point de coordonne´es (φ1(v), . . . , φN (v)) de IR
N . Elle est bien a` valeurs
dans P . On peut aussi noter (voir par exemple [Dug66], page 172) que p−1(star(pi)) ⊂ Oi
pour tout i ∈ {1, . . . , N}, ou` star(pi) de´signe l’union de l’inte´rieur de tous les simplexes
de P qui contiennent pi.
Remarque 1. Si on conside`re une autre partition de l’unite´
N∑
i=1
ϕi = 1 associe´e au recou-
vrement O = (Oi)16i6N de V , la fonction associe´e p est homotope a` p. En effet, pour t
dans [0, 1] et i ∈ {1, . . . , N}, on pose : Hi(t, .) = (1 − t)ϕi + tϕi. Pour tout t ∈ [0, 1], on
obtient alors une partition de l’unite´
N∑
i=1
Hi(t, .), d’ou` l’application H(t, .) = (1− t)p+ tp,
qui permet de re´aliser une homotopie de p a` p.
Il existe alors une application naturelle de P dans K(π, 1).
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Lemme 1. Avec les notations pre´ce´dentes, il existe une application continue g : P →
K(π, 1) qui induit un e´pimorphisme au niveau des groupes fondamentaux telle que g ◦ p
soit homotope a` f , i.e. telle qu’a` homotopie pre`s, le diagramme suivant commute.
V
p

f
// K(π, 1)
P
g
77
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
De´monstration. Pour k ∈ IN on note Pk le squelette de dimension k de P . Commenc¸ons
par de´finir une application Φ1 : P1 → V de la manie`re suivante :
(1) Pour tout i ∈ {1, . . . , N}, on pose Φ1(pi) = vi, ou`, rappelons le, vi est le centre
de la boule Oi du recouvrement O.
(2) Lorsque pi et pj sont deux sommets de P relie´s par une areˆte γi,j : [0, 1]→ P , on
pose, pour tout t dans [0, 1] :
Φ1(γi,j(t)) = ci,j(t),
ou` ci,j : [0, 1]→ V est un chemin minimisant de vi a` vj .
On peut noter que l’application
p ◦ Φ1 : P1 → P
est homotope a` IdP1 relativement a` P0. En effet, prenons pi et pj deux sommets de
P . Si v ∈ Φ1([pi, pj]), alors p(v) ∈ star([pi, pj ]), ou` star([pi, pj ]) est l’e´toile de [pi, pj].
Il en re´sulte que l’application p ◦ Φ1 : [pi, pj ] → P est homotope a` l’identite´ de [pi, pj]
relativement a` {pi, pj}.
Pour i et j distincts dans {1, . . . , N} et t dans [0, 1], posons :
g
(
γi,j(t)
)
= f ◦Φ1
(
γi,j(t)
)
.
On de´finit ainsi une application g : P1 → K(π, 1) telle que g = f ◦ Φ1. Si maintenant
∆ = [pi, pj, pk] est un simplexe de dimension 2 dans P , son bord ∂∆ est un lacet c tel que
:
long(Φ1(c)) < syst(V, f,G).
Il en re´sulte que g(∂∆) = f(Φ1(∂∆)) est un lacet contractile dansK(π, 1), ce qui permet de
prolonger l’application g au squelette de dimension 2 de P . CommeK(π, 1) est asphe´rique,
il n’y plus d’obstruction a` prolonger g a` P tout entier.
Il reste a` de´montrer que g◦p est homotope a` f . Quitte a` raffiner la structure simpliciale
de V , on peut supposer que les centres des boules v1, . . . , vN sont des sommets de V , et
que tout simplexe de dimension 1 de V est de longueur infe´rieure a` 13 syst(V, f,G). Comme
p ◦ Φ1 : P1 → P est homotope a` IdP1 relativement a` P0, l’application
g ◦ p : ImΦ1 → K(π, 1)
est homotope a` la restriction de f a` ImΦ1. Il existe alors une homotopie ht : ImΦ1 →
K(π, 1) telle que h0 = f et h1 = g ◦ p. Chaque ht se prolonge a` V1 ∪ ImΦ1, ou` V1 est
le squelette de dimension 1 de V . Soit maintenant ∆ un simplexe de dimension 2 de V .
Son bord ∂∆ est un lacet dans V de longueur strictement infe´rieure a` 13 syst(V, f,G), donc
ht(∂∆) est contractile ce qui permet de prolonger ht en une homotopie de f a` g ◦ p sur
le squelette de dimension 2 de V , et il n’y a plus d’obstruction a` prolonger ht en une
homotopie de f a` g ◦ p sur V tout entier.
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Le fait que l’application g∗ : π1(K)→ π soit un e´pimorphisme re´sulte du fait que l’on
peut choisir un cycle (V, f,G) qui est normalise´. 
Remarque 2. Le diagramme commutatif du lemme 1 induit alors un diagramme commu-
tatif au niveau des groupes d’homologie, et on a alors :
g∗(p∗[V ]) = h,
ou` [V ] est la classe fondamentale de V .
4.3. Boules admissibles. On introduit ici la notion de boules admissibles (voir [Gro83],
the´ore`me 5.3.B) du cycle ge´ome´trique ε-re´gulier (V, f,G). Cette notion est aussi utilise´e
dans [BBB15].
De´finition 1. Soit α > 0. Soient R0 =
1
12 syst(V, f,G) et ε, r, R des re´els tels que
ε 6 r 6 R < R0. Pour v ∈ V , on dira que la boule B(v,R) est (α, r)-admissible lorsque :
(1) vol(B(v, 5R)) 6 α vol(B(v,R))
(2) Pour tout R′ ∈ [R,R0], vol(B(v, 5R′)) > α vol(B(v,R′)).
Une boule de rayonR0 sera dite (α, r)-admissible lorsque vol(B(v, 5R0)) 6 αvol(B(v,R0)).
Avec le choix fait de R0, le volume d’une boule admissible est supe´rieure a` AnR
n. Mais
on peut obtenir une borne infe´rieure du volume d’une boule (α, r)-admissible en fonction
de R0 et de α.
Lemme 2. Soit α > 5n. Lorsque B(v,R) est une boule (α, r)-admissible du cycle
ge´ome´trique ε-re´gulier (V, f,G), on a :
volB(v,R) > Cn(α)R
n
0 , (3)
ou` Cn(α) = 5
−m0(α)nAn et m0(α) =
log vol(V,G)− n logR0 − logAn
logα− n log 5
De´monstration du lemme 2. Le cycle ge´ome´trique (V, f,G) est ε-re´gulier, donc vol(B(v,R)) >
AnR
n. Soit m un entier tel que :
5−mR0 6 R 6 5
−m+1R0.
On a alors :
vol(V,G) > vol(B(v, 5R0)) > αvol(B(v,R0)) > α2vol(B(v, 5−1R0))
> α3vol(B(v, 5−2R0)) > . . . > α
mvol(B(v, 5−m+1R0))
> αmvol(B(v,R))
> αmAnR
n
Ainsi vol(V,G) > αmAn5−mnRn0 , donc :
log vol(V,G)− n logR0 − logAn > m(logα− n log 5).
Comme logα− n log 5 > 0, on obtient :
m 6
log vol(V,G) − n logR0 − logAn
logα− n log 5 = m0(α)
Il en re´sulte que vol(B(v,R)) > AnR
n > 5−mnAnR
n
0 > 5
−m0(α)nAnR
n
0 . 
On peut se poser naturellement la question de l’existence de boules admissibles selon
la valeur de α. Il est clair que pour α grand, il y aura des boules admissibles centre´es en
tout point de V . Le lemme suivant pre´cise un peu cela.
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Lemme 3. Soit α > 5n. Pour ε suffisamment petit, le cycle ge´ome´trique ε-re´gulier
(V, f,G) admet des boules (α, r)-admissibles centre´es en chacun de ses points.
De´monstration du lemme 3. On raisonne par l’absurde. Supposons qu’il existe un point
v de V tel qu’aucune boule centre´e en v ne soit (α, r)-admissible. Soit m la partie entie`re
de logR0−log rlog 5 . On a alors : 5
−(m+1)R0 < r 6 5
−mR0.
Le volume de la boule B(v,R0) ve´rifie :
vol(B(v,R0)) > α
mvol(B(v, r)) > αmAnr
n > 5−n
(
5−nα
)m
AnR
n
0
> 5−n
(
5−nα
)log
5
R0
5r AnR
n
0 .
Comme lim
r→0
(5−nα)
log
5
R0
5r = +∞, cette dernie`re ine´galite´ est impossible pour r suffisam-
ment petit. 
4.4. De´monstration du the´ore`me 7. Rappelons que (V, f,G) est un cycle ge´ome´trique
re´gulier qui repre´sente la classe h dans h ∈ Hn(π;Z). Choisissons α > 5n, de sorte que l’on
puisse appliquer les lemmes 2 et 3. On construit alors un “syste`me maximal”B1, . . . , BN
de boules (α, r)-admissibles disjointes de V de la manie`re suivante :
• On prend un point v1 de V et on note B1 la boule (α, r)-admissible de plus grand
rayon (que l’on note R1) centre´e en v;
• Supposons alors construites B1, . . . , Bj . On prend pour Bj+1 la boule (α, r)-
admissible de plus grand rayon (note´Rj+1) ne rencontrant pas les boulesB1, . . . , Bj .
Ce processus de construction est correct, puisque le rayon des boules admissibles est minore´
par r. Notons v1, . . . , vN les centres des boules ainsi construites. On peut noter que les
boules concentriques 2B1, . . . , 2BN , de rayons respectifs 2R1, . . . , 2RN , recouvrent V . En
effet, raisonnons par l’absurde et supposons qu’il existe v ∈ V qui n’appartienne a` aucune
des boules 2B1, . . . , 2BN . On a alors, pour tout i ∈ {1, . . . , N}, dist(v, vi) > RN . Mais
il existe une boule admissible de centre v et de rayon infe´rieur a` RN , ce qui contredit la
maximalite´ du syste`me B1, . . . , BN .
De´sormais P de´signe le nerf de ce recouvrement et p : V → P l’application canonique
induite par une partition de l’unite´ subordonne´e a` ce recouvrement. Selon le lemme 1, il
existe g : P → K(π, 1) tel que, a` homotopie pre`s, le diagramme suivant soit commutatif.
V
p

f
// K(π, 1)
P
g
77
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
Pour k ∈ {0, . . . , N}, notons Nk le nombre de simplexes de dimension k de P . Pour
majorer N0, il n’y a pas de difficulte´. Avec les notations du lemme 2, on a :
vol(V,G) >
N∑
i=1
vol(Bi) > N0Cn(α)R
n
0 .
Comme R0 =
1
12
syst(V, f,G), on obtient :
N0 6
12n
Cn(α)
σ(V, f,G).
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Notons que le re´sultat du lemme 2 est encore valable en augmentant m0(α). On peut
donc choisir :
m0(α) =
log vol(V,G)− n logR0
logα− n log 5 .
Prenons, pour l’instant, α de sorte que : logα = n log 5 + log vol(V,G)− n logR0. Il vient
ainsi m0(α) = 1 et Cn(α) = 5
−nAn. On en de´duit que :
N0 6 60
nA−1n σ(V, f,G).
On va maintenant majorer le nombre N1 de simplexes de dimension 1 de N : il s’agit
du nombre de doubles intersections entre boules du recouvrement.
Fixons j ∈ {1, . . . , N}. On suppose que la boule 2Bj rencontre les boules 2Bjr pour
r = 1, . . . , sj et jr > j. La boule concentrique 5Bj de rayon 5Rj contient alors toutes les
boules Bjr (et c’est cette proprie´te´ qui motive la de´finition des boules admissibles). En
effet, pour v ∈ Bjr on a :
dist(v, vi) 6 dist(v, vjr ) + dist(vjr , vj)
< Rjr + 4Rj 6 5Rj
Comme la boule Bj est α-admissible, il vient :
vol(Bj) > α
−1vol(5Bj) > α
−1
sj∑
r=1
vol(Bjr )
Ainsi, en utilisant le lemme (2), on obtient :
vol(V,G) >
m∑
j=1
vol(Bj) > α
−1
m∑
j=1
(
sj∑
k=1
vol(Bjk)
)
> α−1
m∑
j=1
sjCn(α)R
n
0 > α
−1Cn(α)R
n
0
m∑
j=1
sj︸ ︷︷ ︸
=N1
.
Avec R0 =
1
12
syst(V, f,G), il vient :
N1 6
12nα
Cn(α)
σ(V, f,G). (4)
Avec diffe´rents choix de α, on peut alors borner N1 de diffe´rentes manie`res en fonction
de σ(h).
Prenons encore m0(α) =
log vol(V,G)− n logR0
logα− n log 5 et α de sorte que :
logα = n log 5 +
√
log vol(V,G)− n logR0
= n log 5 +
√
log σ(V, f,G) + n log 12.
Il vient m0(α) = (log σ(V, f,G) + n log 12)
1
2 . Avec (4) on obtient :
N1 6 60
nA−1n σ(V, f,G) exp
(
(1 + n log 5)
√
log σ(V, f,G) + n log 12).
Comme σ(V, f,G) 6 (1 + ε)σ(h), on obtient, en faisant tendre ε vers 0 (N1 e´tant
inde´pendant de ε) :
N1 6 60
nA−1n σ(h) exp
(
(1 + n log 5)
√
log σ(h) + n log 12
)
.
Regardons maintenant comment se majore N2. Fixons j dans {1, . . . , N}. Pour jr > j
avec r ∈ {1, . . . , sj}, on suppose que les boules Bj , Bjr et Bjrk ou` jrk > jr et k ∈
{1, . . . , sjr} ont une intersection non vide. Comme pre´ce´demment, la boule B(j, 5Rj)
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contient toutes les boules Bjr , et chaque boule 5Bjr contient toutes les boules Bjrk . Il
vient alors :
vol(V,G) >
N∑
j=1
vol(Bj) > α
−1
N∑
j=1
vol(5Bj) > α
−1
N∑
j=1
sj∑
r=1
vol(Bjr )
> α−2
N∑
j=1
sj∑
r=1
vol(5Bjr ) > α
−2
N∑
j=1
sj∑
r=1
sjr∑
k=1
vol(Bjrk)
> α−2
N∑
j=1
sj∑
r=1
sjr∑
k=1
Cn(α)R
n
0 > α
−2Cn(α)R
n
0
N∑
j=1
sj∑
r=1
sjr︸ ︷︷ ︸
=N2
.
Il vient doncN2 6
12nα2
Cn(α)
σ(V, f, g). De la meˆme manie`re, on obtientNk 6
12nαk
Cn(α)
σ(V, f, g),
ce qui donne :
Nk 6 12
nαken log 5m0(α) σ(V, f, g).
Avec la meˆme valeur de m0(α) et de α, il vient :
αk = 5kn exp
(
k
√
log vol(V,G) − n logR0
)
,
d’ou` : Nk 6
(
12.5k
)n
A−1n σ(h) exp
(
(k + n log 5)
√
log σ(h) + n log 12
)
.
Cette formule e´tant encore valable pour k = 0, le the´ore`me 7 est ainsi de´montre´.
Remarque 3. On ne peut remplacer r par ε dans la de´finition des boules (α, r)-admissibles.
En effet, le nombre Nk de simplexes de dimension k de P de´pend de α et de r. Or, pour
obtenir le re´sultat final, on fait tendre ε vers 0.
4.5. Une majoration des nombres de Betti d’une varie´te´ asphe´rique. Le the´ore`me
7 permet de majorer les nombres de Betti d’une varie´te´ ferme´e asphe´rique M en fonction
de son volume systolique (comparer avec [Gro83], page 75). Rappelons qu’un espace
topologique X est dit asphe´rique lorsque pour i > 2 on a πi(X) = 0.
The´ore`me 8 (Gromov). Soit M une varie´te´ ferme´e de dimension n, orientable et as-
phe´rique. Les nombres de Betti de M ve´rifient, pour k ∈ {0, . . . , n} :
bk(M) 6 Cσ(M) exp(C
′
√
log σ(M)),
ou` Cn et C
′
n sont deux constantes universelles qui ne de´pendent que de la dimension.
De´monstration. Soit π le groupe fondamental de M . Puisque M est asphe´rique, on a
M = K(π, 1). Selon le the´ore`me 7, il existe un polye`dre P et une application φ : P →M
tels que :
• le nombre Nk de simplexes de dimension k de P ve´rifie :
Nk 6 Cσ(M) exp
(
C′
√
log σ(M)
)
, (5)
ou` Cn et C
′
n sont deux constantes universelles qui ne de´pendent que de n;
• l’application induite en homologie par φ envoie une certaine classe h′ de Hn(P ;Z)
sur la classe fondamentale [M ] de M .
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Fixons k dans {0, . . . , n}. On conside`re le “cup-product”
Hk(M ; IR)×Hn−k(M ; IR)→ Hn(M ; IR),
ainsi que la “forme biline´aire” ψk : H
k(M ; IR) × Hn−k(M ; IR) → IR de´finie, pour (α, β)
dans Hk(M ; IR)×Hn−k(M ; IR), par :
ψk(α, β) = α ` β([M ]) ∈ IR.
Rappelons que Hk(M ; IR) est le dual alge´brique de Hk(M ; IR). Pour β dans H
n−k(M ; IR)
conside´rons
ψ
β
k : α 7→ ψk(α, β) = α ` β([M ]),
qui est une forme line´aire sur Hk(M ; IR). On dispose ainsi d’une application line´aire :
ϕk : H
n−k(M ; IR)→ Hk(M ; IR)∗,
de´finie par ϕk(β) = ψ
β
k , ou` H
k(M ; IR)∗ est le dual alge´brique de Hk(M ; IR). On peut
alors de´finir le rang de [M ] par :
rgk([M ]) = rg(ϕk).
Ce rang de´pend bien suˆr de k, et on peut de´finir de la meˆme manie`re le rang d’une classe
homologique quelconque de Hn(M ; IR) ou de Hn(P ; IR). On a alors :
rgk([M ]) 6 rgk(h
′) 6 dimHk(P ; IR) 6 Nk. (6)
De´signons maintenant par D : Hk(M ; IR) → Hn−k(M ; IR) l’isomorphisme de Poincare´
(voir [Hat02]). Si a de´signe le “cap-product” :
a: Hn(M ; IR)×Hk(M, IR)→ Hn−k(M ; IR),
on a D(α) = [M ] a α. Soit tD : Hn−k(M)
∗ → Hk(M)∗ la transpose´e de D. L’application
tD est un isomorphisme et, pour α ∈ Hk(M ; IR) et β ∈ Hn−k(M ; IR), on dispose de la
relation classique ([Hat02] page 249) :
α ` β([M ]) = β([M ] a (α)) = β ◦D(α) = tD(β)(α).
Ainsi ϕk =
tD : c’est un isomorphisme, donc rg(ϕk) = bk(M). On peut alors conclure en
combinant (5) et (6). 
Remarque 4. Pour une classe homologique quelconque h ∈ Hn(π; IR), la de´monstration
ci-dessus permet de dire que :
rgk(h) 6 Cnσ(h) exp(C
′
n
√
log σ(h)),
ou` Cn et C
′
n sont deux constantes universelles qui ne de´pendent que de n.
5. Entropie volumique et volume systolique
5.1. Introduction. Le but de ce paragraphe est de pre´senter comment la technique de
re´gularisation permet d’obtenir des relations liant l’entropie volumique et le volume sys-
tolique. Avant de voir ces relations, il est ne´cessaire de rappeler quelques notions. Dans
la suite, toutes les varie´te´s conside´re´es sont compactes et sans bord. On verra aussi une
relation entre l’entropie volumique, le volume systolique et le quotient embolique d’une
varie´te´ compacte.
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5.2. Entropie volumique et entropie volumique minimale d’une varie´te´. Passons
maintenant aux notions d’entropie volumique et d’entropie volumique minimale. Soit
(M, g) une varie´te´ riemannienne compacte sans bord. On fixe m0 ∈M et m˜0 ∈ M˜ tel que
p(x˜0) = m0. On notera dans la suite p : M˜ →M son reveˆtement universel riemannien et
on identifiera π1(M,m0) et le groupe des automorphismes du reveˆtement.
De´finition 2. L’entropie volumique de (M, g) est :
hvol(g) = lim
R→+∞
log(vol(B(m˜0, R))
R
,
ou` B(m˜0, R)) de´signe la boule de centre m˜0 et de rayon R dans M˜ .
Cette limite existe bien, par compacite´ de M , et ne de´pend pas du choix du point m˜0
(voir [Man79]).
De´finition 3. Soit M une varie´te´ compacte sans bord de dimension n > 2. L’entropie
volumique minimale de M est :
ω(M) = inf
g
hvol(M, g)vol(M, g)
1
n ,
l’infimum e´tant pris sur toutes les me´triques riemanniennes sur M .
Remarque 5. (1) L’entropie volumique minimale est un invariant du type d’homotopie
de M . Cela est de´montre´ par Babenko dans [Bab92].
(2) Lorsque M admet une me´trique localement syme´trique g0 de courbure ne´gative
alors :
ω(M) = hvol(M, g0)vol(M, g0)
1
n .
Le cas n = 2 a e´te´ de´montre´ par Katok (voir [Kat82]) et le cas n = 3 par Besson,
Courtois et Gallot (voir [BCG91]).
(3) Gromov a relie´ l’entropie volumique minimale au volume simplicial ||M || d’une
varie´te´ M de dimension n, ou` ||M || = inf
{∑
|ri|
}
, l’infimum e´tant pris sur
tous les cycles re´els
∑
riσi qui repre´sentent la classe fondamentale de M . Plus
pre´cise´ment, il a montre´ dans [Gro82] qu’il existe une constante Cn qui ne de´pend
que de la dimension de M telle que :
ω(M) > Cn ||M || .
(4) Dans [Bru08], Brunnbauer a montre´ (par exemple) que, pour une varie´te´ orientable
M , de dimension n de groupe fondamental π, alors ω(M) ne de´pend que de
la valeur de f∗[M ] ∈ Hn(π;Z) ou` f∗ est l’application induite en homologie par
l’application classifiante f :M → K(π, 1).
(5) Manning a de´montre´ que l’entropie volumique de la varie´te´ (M, g) est relie´e a`
l’entropie topologique htop(M, g) du flot ge´ode´sique de (M, g) (voir [Man79] et
[KH95]) par l’ine´galite´ :
hvol(M, g) 6 htop(M, g).
De plus il y a e´galite´ lorsque (M, g) est a` courbure ne´gative.
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5.3. Entropie volumique relative. On peut de´finir diffe´rentes entropies volumiques
relatives de la manie`re suivante. Soit (M, g) une varie´te´ riemannienne compacte de groupe
fondamental π. Il est possible, pour tout sous groupe distingue´ G de π, de de´finir l’entropie
volumique de M associe´e a` G en conside´rant le reveˆtement galoisien M˜ → M associe´ a`
G, au lieu du reveˆtement universel de M , dans la de´finition 2 (voir [Bab92]). Notons
hvol(M, g,G) l’entropie ainsi de´finie. En particulier, on a : hvol(M, g, π) = hvol(M, g).
L’entropie volumique minimale associe´e a` G, est alors (par de´finition) :
ωG(M) = inf
g
hvol(M, g,G),
l’infimum e´tant pris sur toutes les me´triques riemanniennes sur M de volume 1.
Parmi ces entropies minimales, on retrouve ω(M). Il y aussi l’entropie minimale ho-
mologique ωH(M) associe´e au sous-groupe H = kerψ de π, ou` ψ : π1(M)→ H1(M)/Tor.
Babenko a de´montre´, dans [Bab92], que toutes ces entropies minimales sont des invari-
ants homotopiques de M et que, par exemple, dans le cas ou` M est orientable, lorsque
l’application classifiante f : M → K(π1(M), 1) ve´rifie f∗[M ] = 0, alors ωG(M) = 0 pour
tout sous-groupe distingue´ G d’indice infini dans π1(M).
Soient maintenant π un groupe de pre´sentation finie, h ∈ Hn(π;Z) et (V, f, g) un cycle
ge´ome´trique repre´sentant h. On peut de´finir (voir [Sab06]) de la meˆme manie`re l’entropie
volumique du cycle ge´ome´trique (V, f, g) en regardant la croissance du volume des boules
dans le reveˆtement galoisien V˜ → V associe´ au sous-groupe distingue´ ker f∗ de π1(V ):
hvol(V, f, g) = lim
R→+∞
log(vol(B(m˜0, R))
R
,
ou` m˜0 ∈ V˜ . On a alors le re´sultat suivant :
The´ore`me 9 (Sabourau). Pour tout cycle ge´ome´trique (V, f, g) ε-re´gulier qui repre´sente
une classe d’homologie non triviale dans Hn(π;Z), on a :
hvol(V, f, g) 6
1
β syst(V, f, g)
log
(
σ(V, f, g)
Anαn
)
ou` α > ε, β > 0, 4α+ β < 12 et la constante An est donne´e par le the´ore`me A.
On va voir dans la suite la de´monstration de ce re´sultat. Mais auparavant, on a besoin
de rappeler quelques re´sultats sur l’entropie.
Remarque 6. On peut de´finir l’entropie volumique minimale de h par :
ω(h) = inf
(X,f,g)
hvol(V, f, g)vol(V,G) 1n ,
ou` (V, f, g) de´crit l’ensemble des cycles ge´ome´triques qui repre´sentent h. L’ine´galite´ du
the´ore`me 9 donne alors, pour α > 0 et β > 0 qui ve´rifient 4α+ β < 12 :
ω(h) 6
σ(h)
1
n
β
log
(
σ(h)
Anαn
)
.
5.4. Entropie volumique et classes d’homotopie des lacets. Avant de de´montrer
le the´ore`me 9, rappelons une autre de´finition de l’entropie volumique d’une varie´te´ rie-
mannienne compacte, qui est relie´e au nombre Pm0(L) de classes d’homotopie de lacets de
point base m0 ayant un repre´sentant de longueur infe´rieure a` L. Soit (M, g) une varie´te´
riemannienne compacte de groupe fondamental π. On note d˜ist la distance induite par
celle de M sur son reveˆtement universel riemannien M˜ . Dans la suite, on de´signera par ∆
un domaine fondamental de l’action de π sur M˜ et on de´signera par H(m0, L) l’ensemble
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des classes d’homotopie de point base m0 ∈M qui peuvent eˆtre repre´sente´es par un lacet
de longueur infe´rieure a` L. Je rappelle le re´sultat bien connu suivant (voir pas exemple
[Kat07]).
The´ore`me 10. Soient (M, g) une varie´te´ riemannienne compacte et m0 ∈ M . On a
alors :
hvol(M, g) = lim
L→+∞
log(Pm0 (L))
L
.
On commence par montrer le lemme suivant.
Lemme 4. On a :
Pm0(L) = card
{
γ ∈ π | d˜ist(m˜0, γ · m˜0) 6 L
}
.
De´monstration du lemme 4. Tout lacet c de point base m0 dansM se rele`ve en un unique
chemin c˜ dans M˜ d’origine m˜0. Si on prend maintenant deux lacets c1 et c2 de point base
m0 dans M , ces deux lacets sont homotopes si et seulement si les chemins c˜1 et c˜2 (qui
ont pour origine m˜0) ont meˆmes extre´mite´s (proprie´te´ de rele`vement des homotopies) i.e.
si et seulement s’il existe γ ∈ π tel que
c˜1(1) = c˜2(1) = γ · m˜0.
Soit H ∈ H(m0, L), repre´sente´e par un lacet c : [0, 1]→M de longueur infe´rieure a` L.
On associe a` cette classe l’unique e´le´ment γ ∈ π tel que c˜(1) = γ · m˜0. On a alors :
d˜ist(m˜0, γm˜0) 6 long(c˜) = long(c) = L.
On a donc correctement de´fini une application clairement injective :
φ : H(m0, L)→
{
γ ∈ π | d˜ist(m˜0, γ · m˜0) 6 L
}
.
Il reste a` montrer que φ est surjective. Prenons γ ∈ π tel que d˜ist(m˜0, γ · m˜0) 6 L. Soit
c˜ une ge´ode´sique minimisante de m˜0 a` γ · m˜0. Le lacet c = p◦ c˜ (qui est de point base m0)
est de longueur infe´rieure a` L et γ est l’image de la classe d’homotopie de c par φ. 
De´monstration du the´ore`me 10. Soit D le diame`tre de ∆ ; c’est aussi le diame`tre de tout
translate´ de ∆ par un e´le´ment de π, puisque π agit par isome´tries sur M˜ . Posons N1(L) =
card
{
γ ∈ π | γ ·∆ ⊂ B(m˜0, L) 6= ∅
}
ou` B(m˜0, L) de´signe la boule ferme´e de centre m˜0 et
de rayon L. On a :
N1(L) 6 card
{
γ ∈ π | d˜ist(m˜0, γ · m˜0) 6 L
}
= Pm0(L).
Or si m˜ ∈ B(m˜0, L −D), il existe p˜ ∈ ∆ et γ ∈ π tel que m˜ = γ · p˜, donc m˜ ∈ γ ·∆ et
γ ·∆ ⊂ B(m˜0, L). Il en re´sulte que N1(L) vol(∆, g˜) > vol(B(m˜0, L−D)) et ainsi :
Pm0(L) >
vol(B(m˜0, L−D))
vol(M, g)
.
En passant au logarithme naturel, en divisant par L et en passant a` la limite inf lorsque
L tend vers +∞ :
lim inf
L→+∞
logPm0(L)
L
> hvol(M, g) (7)
Posons maintenant N2(L) = card
{
γ ∈ π | γ ·∆ ⊂ B(m0, L+D)
}
. On a :
card
{
π · m˜0 ∩B(m˜0, L) 6= ∅
}
6 N2(L).
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MaisN2(L)vol(∆, g˜) 6 vol(B(m˜0, L+D)). Il en re´sulte que Pm0(L) 6
vol(B(m˜0, L+D))
vol(M, g)
,
et ainsi :
lim sup
L→+∞
logPm0(L)
L
6 hvol(M, g) (8)
Avec (7) et (8), on obtient le re´sultat souhaite´. 
Remarque 7. Le the´ore`me 10 est encore valable pour l’entropie relative hvol(V, f, g) d’un
cycle ge´ome´trique, la de´monstration en est identique.
5.5. De´monstration du the´ore`me 9. C’est le mode`le type d’illustration de la technique
de re´gularisation. Je vais suivre [Sab06]. On e´tablit d’abord le re´sultat suivant, qui nous
conduira directement a` la preuve du the´ore`me 9 .
Lemme 5 (Sabourau). Soient π un groupe de pre´sentation finie, (V, f, g) un cycle ge´ome´trique
repre´sentant une classe h ∈ Hn(π;Z). Pour α > 0, soit (B1, . . . , BNα) un syste`me maxi-
mal de boules ouvertes disjointes de M de rayon
Rα 6 α sys(V, f, g). (9)
Lorsque β > 0 ve´rifie α+ 2β < 12 , on a:
hvol(V, f, g) syst(V, f, g) 6
logNα
β
.
De´monstration. Notons que les boules concentriques 2B1, . . . 2BNα de rayon 2R recouvrent
V . Pour i ∈ {1, . . . , Nα}, on note xi le centre de la boule Bi et on pose, m0 = x1.
Soit c : [0, L] → V un lacet parame´tre´ par la longueur d’arc avec m0 = c(0), tel que
f ◦ c ne soit pas un lacet contractile dans K(π, 1) . Soit β > 0. On pose :
Lβ = β syst(V, f, g) (10)
Supposons que Lβ 6 L. Pour k entier naturel tel que kLβ 6 L, on conside`re les points
mk = c(kLβ).
Notons s le plus grand des entiers k tels que kLβ 6 L. Soit i ∈ {0, . . . , s}. Le point mi
est recouvert : il existe donc ji ∈ {1, . . . , Nα} tel que mi ∈ B(xji , 2R). On pose pi = xji ,
et on a donc dist(mi, pi) < 2R.
b
b
b
b
b
b
mk
mk+1 mk+2
pk
pk+1 pk+2
Pour m et q points de M , on notera [m, q] un plus court chemin de m a` q. Pour
chaque k ∈ {1, . . . , s− 1}, on note ck la restriction de c au segment [kLβ, (k + 1)Lβ], et
on conside`re le lacet αk de´fini par :
αk = ck ∗ [mk+1, pk+1] ∗ [pk+1, pk] ∗ [pk,mk],
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ou` ∗ de´signe la concate´nation des chemins. Bien suˆr, il peut y avoir plusieurs plus courts
chemins de mk a` pk : on choisit le meˆme chemin pour la construction des lacets αk et
αk−1. Il vient alors :
long(αk) = long(ck) + dist(mk+1, pk+1) + dist(pk+1, pk) + dist(mk, pk)
6 Lβ + 4Rα + dist(pk, pk+1)
6 2(Lβ + 4Rα)
6 2(β + 4α)syst(V, f, g))
Ainsi, lorsque 2(β + 4α) < 1, l’image du lacet αk par l’application f : V → K(π, 1) est
contractile. Il en va de meˆme pour les lacets
α0 = c0 ∗ [m1, p1] ∗ [p1,m0] et αs = cs ∗ [ms, ps] ∗ [ps,m0].
Conside´rons alors le lacet
c′ = [m0, p1] ∗ [p1, p2] ∗ · · · ∗ [ps,m0], (11)
D’apre`s ce qui pre´ce`de, le lacet f ◦ c′ est homotope au lacet f ◦ c. De plus, deux lacets c1
et c2 de point base m0 qui repre´sentent des e´le´ments distincts de π1(V )/ker f∗ permettent
de construire, par (11), deux lacets c′1 et c
′
2 qui repre´sentent encore des e´le´ments distincts
de π1(V )/ker f∗.
Or il y a Nsα lacets distincts construits a` partir de la formule (11) (en choisissant, bien
entendu, le meˆme chemin minimisant entre les centres des boules du recouvrement).
Ainsi : Pm0(L) 6 N
s
α. Comme s 6
L
β syst(M, g)
, il vient alors :
logPm0(L) 6 s logNα 6
L
β syst(V, f, g)
logNα,
ce qui prouve le lemme 5. 
De ce lemme, de´coule imme´diatement la preuve du the´ore`me 9. PrenonsRα = αsyst(V, f, g).
Supposons que (V, f, g) soit un cycle ε-re´gulier. Puisque α < 12 , le the´ore`me 4 page 9
s’applique : pour tout i ∈ {1, . . . , Nα} on a vol(Bi) > AnrRnα pour tout i ∈ {1, . . . , Nα}.
Ainsi
vol(V, f, g) > NαAnrR
n
α,
et avec l’ine´galite´ du lemme 5, on obtient
hvol(V, f, g) syst(V, f, g) 6
1
β
log
σ(V, f, g)
Anαn
,
ce qui prouve le the´ore`me 9.
5.6. Une ine´galite´ liant le volume systolique, l’entropie volumique et le quotient
embolique. Le but de ce paragraphe est de pre´senter une ine´galite´ reliant l’entropie
volumique minimale, le volume systolique et le quotient embolique d’une varie´te´ compacte.
Avant d’e´noncer cette ine´galite´, il est ne´cessaire de rappeler quelques notions.
Soit (M, g) une varie´te´ riemannienne de dimension n > 1. On conside`re le rapport :
emb(M, g) =
vol(M, g)
inj(M, g)n
,
ou` inj(M, g) de´signe le rayon d’injectivite´ de la varie´te´ (M, g), que l’on appellera quotient
embolique de (M, g).
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Berger a de´montre´ dans [Ber80] l’existence d’une constante Cn > 0 qui ne de´pend que
de la dimension de M telle que :
emb(M, g) > Cn (12)
Cela autorise la de´finition suivante.
De´finition 4. Soit M une varie´te´ (compacte sans bord) de dimension n. La constante
embolique de M est :
emb(M) = inf
g
emb(M, g),
l’infimum e´tant pris sur toutes les me´triques riemanniennes g sur M .
Remarque 8. La constante Cn de l’ine´galite´ (12) est explicite, il s’agit de
ωn
πn
, ou` ωn
de´signe le volume de la sphe`re unite´ Sn de IRn+1. De plus, Berger a de´montre´ qu’il y
a e´galite´ dans (12) si et seulement si (M, g) est la sphe`re de dimension n munie de sa
me´trique canonique g.
On aura besoin dans la suite du re´sultat suivant, de´montre´ dans [Cro80], qui met en
jeu le rayon d’injectivite´ d’une varie´te´ compacte (voir [GHL90]).
The´ore`me 11. Soit (M, g) est une varie´te´ riemannienne compacte sans bord de dimen-
sion n. Il existe une constante cn > 0, qui ne de´pend que de la dimension de M , telle que
les boules B(R) de M de rayon R ∈ [0, 12 inj(M, g)] ve´rifient :
vol(B(R)) > cnR
n. (13)
Remarque 9. (1) L’e´nonce´ de ce re´sultat est a` compare´ avec le the´ore`me 4 page 9. Les
techniques mises en jeu dans la de´monstration utilise bien entendu la courbure,
qui n’intervient pas en ge´ome´trie systolique.
(2) On dispose d’une expression explicite de la constante cn. En de´signant par ωn le
volume de la sphe`re unite´ Sn dans IRn+1 muni de la me´trique canonique, on a
cn =
2n−1ωnn−1
ωn−1n nn
.
On peut maintenant e´noncer un re´sultat qui relie le volume systolique, l’entropie volu-
mique et le quotient embolique d’une varie´te´ compacte.
The´ore`me 12. Soit (M, g) une varie´te´ riemannienne compacte non simplement connexe.
Pour α > 0 et β > 0 tels que α+ 2β < 12 , on a :
ω(M) 6
σ(M, g)
1
n
β
log
emb(M, g)
cnαn
,
ou` σ(M, g) est le volume systolique de (M, g) et cn est la constante de´finie par le the´ore`me
11.
La preuve du the´ore`me 12 est calque´e sur celle du the´ore`me 9. On a besoin au pre´alable
du lemme suivant (comparer au lemme 5).
Lemme 6. Soient (M, g) une varie´te´ riemannienne compacte non simplement connexe,
α > 0. Soit (B1, . . . , BNα) un syste`me maximal de boules ouvertes disjointes de M de
rayon
Rα = α inj(M, g). (14)
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Lorsque β > 0 ve´rifie α+ 2β < 12 , on a:
hvol(M, g) syst(M, g) 6
logNα
β
.
De´monstration du lemme 6. La preuve suit pas a` pas celle du lemme 5. On regarde seule-
ment la contractibilite´ des lacets dans M . Comme tout lacet de longueur 2 inj(M, g) est
contenu dans une boule de rayon inj(M, g) qui est contractile, car diffe´omorphe a` une
boule euclidienne, on a 2 inj(M, g) 6 syst(M, g). On obtient, en gardant les notations de
la de´monstration du lemme 5, long(αk) 6 2(β + 2α) syst(M, g). 
De´monstration du the´ore`me 12. Soit g une me´trique riemannienne sur M . Le the´ore`me
11 permet de majorer Nα. En effet, on a :
vol(M, g) >
Nα∑
i=1
vol(Bi) > NαcnR
n
α.
Ainsi Nα 6
emb(M, g)
αncn
, donc, avec le lemme 6, il vient :
hvol(M, g) syst(M, g) 6
1
β
log
emb(M, g)
αncn
.
En multipliant chacun des membres de cette ine´galite´ par vol(M, g)
1
n , on obtient l’ine´galite´
du the´ore`me 12, en passant a` la borne infe´rieure dans l’ine´galite´ de gauche. 
Remarque 10. Avec la meˆme technique, Sabourau a prouve´ (voir[Sab06]), que pour α +
4β < 12 , on a :
ω(M) 6
emb(M)
1
n
β
log
emb(M)
cnαn
,
en prenant Lβ = β inj(M, g) dans (10).
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