Extracting natural gas from shale formations can create local economic benefits such as public revenues but also disamenities such as truck traffic, both of which change over time. We study how shale gas development affected zip code level housing values in Texas' Barnett Shale, which splits the Dallas-Fort Worth region in half and is the most extensively developed shale formation in the U.S. We find that housing in shale zip codes appreciated more than nonshale zip codes during peak development and less afterwards, with a net positive effect of five to six percentage points from 1997 to 2013. The greater appreciation in part reflects improved local public finances: the value of natural gas rights expanded the local tax base by $82,000 per student, increasing school revenues and expenditures. Within shale zip codes, however, an extra well per square kilometer was associated with a 1.6 percentage point decrease in appreciation over the study period.
INTRODUCTION
The U.S. has become the global leader in natural gas production by drilling in shale formations (EIA, 2013) . Drilling has created jobs and generated public revenues for local and state governments in a time of tight budgets (Weber, 2012; Pless, 2012 ). Yet, environmental and quality of life concerns have led several states and cities to impose a moratorium on the key technology used to extract natural gas from shale. In 2013, New York, North Carolina, Maryland, and Vermont had a moratorium on hydraulic fracturing ("fracking") -the method of injecting a mix of water and chemicals underground at high pressure to create fissures in the shale. The support for moratoriums reflects a range of concerns such as the eye-sore of natural gas infrastructure, groundwater polluted by fracking fluids, and the boom-bust nature of energy development. Timmins (2012, 2013) , for example, found that at least in the short term properties in Pennsylvania dependent on groundwater lost value when an unconventional gas well was located nearby.
We study the medium to long-term effects of shale gas development on zip code level housing values over the 1997 to 2013 period in Texas' Barnett Shale. In doing so, we connect the natural resource economics literature on the effects of extractive industries to the public economics literature on local public finances and property values. The two literatures intersect in our study: in Texas the value of oil and gas rights enter the property tax base once drilling begins, generating revenue for local schools and governments.
The Barnett Shale has had more wells drilled over a longer time and in a smaller area than any other shale formation in the U.S. Extensive drilling started in the early 2000s in some areas of the Barnett, allowing us to observe the effect of development on housing values over a decade. By 2009 the Barnett Shale had 13,740 wells, about ten times more than in Pennsylvania's Marcellus Shale -the location of prior studies on shale gas development and housing values (Railroad Commission of Texas, 2014; PA DEP, 2014) .
The Barnett Shale also conveniently splits the Dallas-Fort Worth area in half, with all of the drilling occurring on the western side and none occurring on the eastern side. The clear demarcation of shale and nonshale areas, all within the Dallas-Fort Worth regional economy, provides spatial variation in drilling determined by geological endowments alone and therefore aids in separating the effect of development from confounding factors.
Our zip code-level analysis is well suited to reveal how the net effect of development on local property values evolves over time. Our study period covers a decade of development, including a period of frenetic drilling in the mid-2000s followed by a slow down after 2008 when natural gas prices fell by 50 percent. Development may create broadly-felt disamenities that change over time. The noise and truck traffic from drilling eventually subside but leave the landscape with an eyesore of pipes and tanks. The economic stimulus from the industry may also change as drilling slows but production and royalties begin to flow.
We find that shale zip codes appreciated relative to nonshale zip codes from 2005 to 2008, the period of peak drilling. This switched in the 2009-2013 period when nonshale zip codes appreciated more, though to a lesser degree. Over the entire 1997-2013 period, shale zip codes appreciated 5 to 6 percentage points more than nonshale zip codes. The greater appreciation in part reflects the incorporation of natural gas rights into the property tax base, which increased local public revenues. By the 2009-2012 period the assessed value of oil and gas revenues had expanded the tax base by $82,000 per student in shale school districts. This in turn increased school revenues, expenditures, and fund balances. To the extent that housing values fully capture the economic cost of disamenities from development the results suggest that up to 2013 improved local public finances have more than offset the disamenties for the typical homeowner. The finding may not hold over a longer study period or in states such as Pennsylvania or Oklahoma where oil and gas rights are not taxed as property.
Several studies have used housing values to measure how households value having an unconventional gas well nearby. Muehlenbachs, Spiller, and Timmins (2012) and Gopalakrishnan and Klaiber (2013) both use data on housing transactions for Washington County, Pennsylvania. They both find that proximity to natural gas wells lowers the value of properties dependent on groundwater but has the opposite effect for houses dependent on public water. The authors suggest that the positive effects reflect a combination of lease and royalty payments, inmigration, and overall greater economic activity supported by development.
Similarly, Muehlenbachs, Spiller, and Timmins (2013) use property-level sales data from Pennsylvania (and New York border counties) to estimate the heterogeneous effects of shale gas wells on housing values based on the proximity to wells and dependence on ground water. Most relevant for our analysis are their findings for the effect of shale gas development on housing values in a broad geographic area. They find that the number of wellbores drilled has a positive effect on home values; however, the effect is only for bores drilled within a one year period. Bores drilled in excess of one year have no impact, which the authors interpret as a bust aspect of well drilling.
In contrast to the prior three studies, which focus on the more recently developed Marcellus Shale in Pennsylvania, we study the Barnett Shale, which has a longer drilling history and covers a more densely populated area. The longer drilling history allows us to separate the 1997-2013 period into four phases of development: pre-drilling, modest drilling, peak drilling, and slowdown. Moreover, by cutting the Dallas-Fort Worth region in half, the geography of the Barnett aids in identification since it exogenously creates two groups of zip codes: one that is over the shale and has experienced extensive drilling, and another without drilling or the potential for it. This contrasts with comparisons on the Pennsylvania-New York border since natural gas companies leased land for drilling in New York border counties prior to the State's moratorium and will likely drill there if it is lifted.
A second difference is that we use zip code data, which are well suited for estimating how extensive drilling affects the value of the typical zip code residence. Our housing value measure -the Zillow Home Value Index (ZHVI) -is a measure of the median housing value and reflects information on all single family and condominium housing in a zip code.
A third difference is that existing studies have largely ignored how development may affect housing values through local public finances. This partly reflects the location of prior studies -Pennsylvania -a state that does not tax oil and gas rights as property. Several oil and gas producing states such as Texas require the owners of oil and gas rights to pay property taxes on the assessed value of their rights (Kent et al., 2011) .
The public economics literature has extensively studied the link between local public finances, local schools, and property values. The capitalization of local fiscal variables into housing values has long been theoretically asserted (Oates, 1969; Edel and Sclar, 1974; Yinger, 1982) . Empirically, Oates (1969) found that higher property taxes decrease property values while more school spending per student increase them, two findings that subsequent studies have largely supported (Bradbury, Mayer, and Case, 2001; Barrow and Rouse, 2004; Lang and Jian, 2004) . Still other research establishes a strong link between school quality and housing values (Black, 1999; Fack and Grenet, 2010) . If shale gas extraction expands the local property tax base, all else constant, we would expect property values to increase if any one of three events occur: a decline in property tax rates, an increase in public services, or an improvement in school finances. Although we do not explore changes in property tax rates or public service provision, we show that greater tax revenues in shale school districts increased school spending and fund balances.
The Barnett Shale and Its Development
The Barnett Shale formation received its name in the early twentieth century when geologists found an organic rich shale deposit near the Barnett Stream (Railroad Commission of Texas, 2013) . The Shale covers many counties but its most productive areas are near its eastern boundary, which divides the Dallas-Fort Worth region.
As Figure 1 illustrates, this is where most drilling has occurred.
Texas led the advancement of hydraulic fracturing (Rahm, 2011) , which was needed to free gas from the Barnett's hard shale. Much of the impetus for development of the Barnett and the advancement of hydraulic fracturing came from George Mitchell, the founder of Mitchell Energy. The company experimented with hydraulic fracturing there throughout the 1990s but with mixed success. As of 1998, the US Geological Survey still estimated that the Barnett held only modest amounts of gas and as late as 2000 the president of Mitchell Energy described it as a black tombstone in an interview on CNBC. But by 2001 Mitchell's wells had proven sufficiently fruitful for Devon Energy to buy the company at a premium. In the following years the industry's wide-spread skepticism of the Barnett evaporated as natural gas prices increased and justified the more expensive horizontal wells that would prove most successful in drawing gas from the Barnett (Zuckerman, 2013).
Companies must obtain permits prior to drill, so permit submissions indicate drilling intentions. The number of submitted permits for five key Barnett Shale counties (for which Zillow zip code housing value data are available) shows that less than 75 permits were submitted in each year from 1997 to 1999 (Figure 2 ). There was a small uptick in 2000 and then a larger increase in 2001 with 736 permits submitted. The growth continued until 2008 when the industry submitted more than 4,500 permits in that year alone. Submissions fell in 2009 along with the price of natural gas. They continued to decline and in 2013 companies submitted fewer than 650 permits.
Of the five counties considered, Denton County was the earliest to experience an increase in permitting and drilling. As Figure 2 indicates, the small increase in permits submitted in 2000 was almost entirely accounted for by Denton County; in that year, Denton accounted for 84 percent of the permits submitted in the five counties. and 2012, it shrank to 0.14 points as drilling slowed.
A MODEL OF SHALE GAS DEVELOPMENT AND HOUSING VALUES
We expand on an intertemporal model of housing services developed originally by Schwab (1982) . We follow the original notation but expand the model to consider expected disamenity and amenity effects from drilling activities. Disamenities may include health risks (perceived or actualized), as well as general declines in the quality of life from greater truck traffic and noise. Amenities may include indirect financial remuneration from drilling activities through increased local tax revenues for schools and infrastructure. Greater tax revenues could also reduce the household's tax burden on housing service by reducing the mill rate.
Consider a consumer who purchases a house in which she will live for two periods. The two periods constitutes the lifecycle (or planning horizon) of a purchasing decision. At the beginning of the first period the consumer purchases a stock of Z units of housing. The flow of housing services is a constant proportion of that stock, and we will assume no physical depreciation of the housing stock outside of damages from drilling which we treat explicitly. The consumer's utility in each period depends on her consumption of housing services and a composite good. The intertemporal utility function is the discounted present value, where the discount rate is the pure rate of time preference, δ, of utility in the two periods, as given by
C 1 and C 2 represent consumption of the composite good in period 1 and 2.
The consumer receives a stream of real income of Y 1 and Y 2 , where Y 1 includes all of the consumer's wealth at the beginning of the problem. The consumer wishes to have an exogenously determined stock of wealth W at the end of the second period. We assume zero inflation to simplify the exposition. The purchase price per unit of housing is denoted by P. The composite consumption good is the numeraire good, giving it a price of one in both periods.
The consumer finances the purchase of the house with a standard level payment mortgage for 100 percent of the purchase price PZ. Like Schwab (1982) , we assume that the mortgage has an infinite term and the consumer repays the entire principal as a balloon payment when the house is sold at the end of the second period.
Letting ρ denote the real interest rate the interest payment in each period is ρ ·PZ.
We assume that all drilling occurs in the first period. Although no drilling occurs in the second period, the disamenity or amenity effects may persist and evolve. We specify the total disamenity and amenity effects in each period as a proportion of the initial housing purchase price PZ, with and representing the proportional disamenity and amenity effect. A proportional effect has an intuitive appeal: greater traffic and noise arguably causes a larger absolute decline in the value of five bedroom luxury home than that of an outdated two bedroom home. Similarly, a proportional amenity effect fits with the scenario of greater public revenues causing a reduction in the property tax mill rate, which would give a decline in tax burden proportional to the assessed value of the home.
The intertemporal budget constraint requires that the present value of income less the present value of expenditures on the composite good and housing meets or exceeds the wealth target W. We define R 1 and R 2 as the present value of housing expenditure per dollar of mortgage principal in the first and second periods:
Note that amenity and disamenity effects have different subscripts because we allow the effects to differ across the two periods. R 2 is the difference between the mortgage payment, ρ ·PZ, and the proceeds from the sale of the house net of the mortgage repayment. The uncertainty whether ρ + γ 2 is greater or smaller than 1 + 2  (i.e whether R 2 is negative or positive) motivates households to set aside precautionary savings in the first period.
The budget constraint can then be written as
It shows that an increase in the expected rate of the disamenities, γ, raises the cost of housing in both periods; a greater rate of amenities, , has the opposite effect.
We further assume that households save in the first period to meet second-period housing and consumption expenditures and the wealth target. Thus,
A lack of first period borrowing supposes that banks are unwilling to provide unsecured loans or loans secured by expected equity from future appreciation.
The consumer maximizes her utility in (1) subject to the budget constraint in (4) and the implicit borrowing limit in (7). Schwab (1982) defines (7) as an "effective" constraint because capital market imperfections limit consumer's present and future spending behavior. In our case, we envision the constraint as reflecting uncertainty about the consequences of natural gas development on housing values as captured by the net effect of γ and . This uncertainty motivates precautionary savings in the first period. We provide the first order conditions and their interpretations in the Appendix.
We explore and interpret the derivative of the demand for housing with respect to expected disamenity and amenity effects from drilling activities. Consider the change in the demand for housing from changes in expenditures R 1 and R 2 , which are incurred to access Z units of housing stock. Total differentiation of the consumer's demand function for housing yields 12 12
Let ω denote the intensity of drilling in the consumer's area. If the change in γ t is dγ t then dR 1 must be term on the right-hand side of (9) to be negative and the second term to be positive for each period. Which term dominates is an empirical question whose answer may change with time. The net effect may be positive in the initial period (amenity effect outweighs disamenity effect) but turn negative in the second period, or vice versa. In our model the consumer correctly anticipates the effects of drilling on housing values. In practice, knowledge about the amenitity and disamenity effects will evolve with drilling, and as it does, so will the difference in housing values across areas with and without drilling.
COMPARISONS AND IDENTIFICATION
We compare appreciation in housing across shale and nonshale zip codes, where shale zip codes are defined to have more than 99 percent of their area in the shale and nonshale zip codes have less than 1 percent.
The basis for our empirics is that nonshale zip codes, particularly when selected for certain characteristics, provide a credible counterfactual -how housing in shale zip codes would have appreciated in the absence of drilling. Because we have housing values prior to the boom in drilling, we can test and account for any differences in initial appreciation trends across the two groups.
We perform our regression analysis with the full sample of shale and nonshale zip codes and with subsamples selected for greater comparability. Limiting the analysis to treatment (shale) and control (nonshale) observations that share the same covariate space can make causal inference less model-dependent and more accurate and efficient (Ho et al., 2007; Crump et al., 2009 ). As Imbens (2014) shows, linear regression methods can give excessive influence to treatment observations in an area of the covariate space lacking control observations or vice versa. Examples of using matching as a precursor to regression when estimating causal effects are Ravallion and Chen (2005) and Pender and Reeder (2011) .
Creating a more homogenous subsample addresses a potential threat to identification: shocks to housing values unrelated to drilling that affected shale and nonshale zip codes differently. Shocks such as changes in housing demand arguably affect similar neighborhoods similarly -at least more so than if the neighborhoods had different demographics and types of houses and so forth. Limiting the sample to the most comparable shale and nonshale zip codes makes it more likely that two groups experienced similar shocks over the study period. Indeed, Perdomo (2011) and Paredes (2011) use this assumption as the basis for using matching to study the effects of programs on housing values.
Our first approach to creating a more comparable subsample is to match each shale zip code with a nonshale zip based on the propensity score. The propensity score is the conditional probability of assignment to a particular treatment given a set of observed covariates (Rosenbaum and Rubin, 1983) . A perfect predictor of being a shale zip code is an indicator variable for being in the Barnett Shale, however, using only socioeconomic variables to estimate the propensity to be a shale zip code captures the extent that shale and nonshale zip codes have different characteristics. As in Rubin (2006) and Imbens and Wooldridge (2008) , we match without replacement, thereby creating a nonshale group that is non-repeating and is as observationally equivalent to the shale zip codes (as measured by the propensity score) as possible without dropping observations from the shale group.
Our second approach is to exclude zip codes with extreme values of the propensity score. Because the propensity score is a one-dimensional summary of the observable differences between shale and nonshale zip codes, trimming on it removes the shale zip codes that have characteristics substantially different from any Zestimate for each house is an estimate of what it would sell for in a conventional, non-foreclosure, arms-length sale. Zillow estimates the Zestimate using sales prices and home characteristics. Bun (2012) shows that the distribution of actual sale prices for homes sold in a given period match the distribution of Zillow estimated sale prices for the same set of homes, implying that the Zestimate does not systematically under or overstate sale prices. The median Zestimate, the ZHVI, is also robust to the changing mix of properties that sell in different periods because it involves estimating a sales price for every home. By
incorporating the values of all homes in an area -not just those homes that sold -it avoids the bias associated with median sale prices (Dorsey et al., 2010; Bun, 2012) .
Unlike the ZHVI, the S&P/Case-Shiller Home Price Index only uses information from repeat-sales properties and is value weighted, giving trends among more expensive homes greater influence on overall estimated price changes (S&P/Case Shiller; Winkler, 2013) . The S&P/Case-Shiller index, nonetheless, is wellknown and widely used. In the aggregate the ZHVI and the S&P/Case-Shiller index track closely, with a Pearson correlation coefficient of 0.95 and median absolute error of 1.5 percent (Humphies, 2008) . Three other studies find similar results when comparing various versions of the two indexes, finding correlations of 0.92 or higher (Guerrieri et al, 2010; Schintler and Istrate, 2011; Winkler, 2013) . We compare the ZHVI for Dallas-Fort Worth with the corresponding S&P/Case-Shiller index and find a correlation of 0.95.
For matching we use 14 zip code-level variables from the 2000 Census (U.S. Census Bureau, 2013) .
Variables include demographic characteristics (the share of the population that is white, the population share by age group, the share with a college education or more), income measures (the share by income class and median household income) and housing-related characteristics (the share of the zip code area that is urban, population density, the share of housing that is vacant, the median age of housing, and median real estate taxes). A full list of variables with definitions is in Appendix Table A1 .
Comparing Shale and Nonshale Zip Codes
Because County). Figure 3 shows the location of the shale and nonshale zip codes used in the analysis, with counties labeled in bold.
The 2000 Census shows that the typical suburban zip code in the Dallas-Fort Worth area had a predominately white, high income population: in the average zip code roughly 8 of 10 people were white, and the median household had more than $55,000 in income. Of greater interest is comparing shale and nonshale zip codes. Testing for statistical differences in means using a t-test has the disadvantage of depending on the sample size -the larger the sample, the more likely that two means are statistically different from each other even though the difference may be economically small. A more informative measure is the normalized difference, calculated as the difference in means for the two groups divided by the sum of their standard deviations. As a rule of thumb, Imbens and Wooldridge (2009) suggest that linear regression may be misleading when there are normalized differences larger than 0.25 standard deviations.
We calculate the normalized difference across shale and nonshale zip codes for 14 variables. The average normalized difference was generally small, with an average absolute value of 0.169 (Table 1) . Only one of the 14 variables -the share of the population that is white -had a normalized difference larger than 0.25 standard deviations (the fifth column in Table 1 ).
When going from the full to the more comparable subsamples we exclude shale zip codes in Denton
County because of the earlier timing of drilling there. We then estimate the propensity score by entering all 14 variables linearly into a bivariate Probit model. 1 Dropping Denton shale zip codes and applying propensity score matching reduces the normalized difference in most dimensions, giving an average absolute normalized difference of 0.096. Using the method outlined in the prior section, we calculate the optimal thresholds for trimming on the propensity score, which are 0.059 and 0.941. Trimming based on the propensity score drops two zip codes that were in the matched sample and adds four zip codes excluded from it. Doing so provides further improvement in comparability as measured by the normalized difference: the average absolute difference is now 0.073 standard deviations, with the largest difference being 0.323 (column 7 in Table 1 ).
HOUSING VALUE EMPIRICS

Empirical Model
We estimate how housing appreciated across Barnett Shale zip codes and nonshale zip codes over time.
Our dependent variable is the difference in the log of the ZHVI from one month to the next. We specify the empirical model as (10) where Shale i is a dummy variable that equals one if a zip code is as shale zip code as defined previously and zero otherwise.
The shale dummy variable is well-suited to our focus -estimating the net effect of drilling on the value of a typical residence over time. It is also suited for our study area, where many wells were drilled throughout a small area, thus the effects of the industry will be broadly felt. As Figure 1 shows, a deluge of drilling occurred on a band around the western edge of the Fort Worth city limit. (A richer visual can be obtained through Google
Maps: find Fort Worth and zoom to the west. What look like squares of sand generally indicate natural gas wells).
Natural gas wells, compressor stations, injection wells and other features of the industry will be scattered across the landscape. It would be difficult to control for them or to estimate their unique effects in a finer analysis. The shale indicator variable also has the advantage of being based entirely on a geological feature deep underground. 
Period and
where the continuous time trend variable t and its square is interacted with the vector of period dummy variables, allowing for distinct nonlinear time trends in the different periods. The month and period dummy variables give additional flexibility by shifting the intercept of the time trend depending on the month or period.
The first differenced model and fixed effects model (a dependent variable in levels but accounting for a zip code specific effect) both control for unobserved variables that are time invariant and zip code specific. Under the strict exogeneity assumption -each independent variable in each period is uncorrelated with the error term in its corresponding period and in every other period -both models give consistent coefficient estimates. However, when the temporal dimension of the dataset is large and the cross-sectional dimension is small, the fixed effect model relies on assuming normality in the error term for drawing inference because asymptotic conditions are unlikely to hold. (In our application we have 76 zip codes and 201 month-year combinations). First-differencing can turn a persistent time series into a weakly dependent process, meaning that as more time separates two observations of the same zip code, the values become less and less correlated (or almost independent). One can therefore appeal to the central limit theorem and assume that the parameter estimates are asymptotically normally distributed (Wooldridge, 2002) .
A weakly dependent time series may nonetheless still exhibit serial correlation. We calculate HuberWhite standard errors clustered by zip code, which allow for arbitrary heteroskedasticity and serial correlation within the same zip code over time.
Appreciation by Period
Using the coefficients from the model, we calculate and display the average difference in appreciation rates between shale and nonshale zip codes over the four periods (Figure 4 Table 2 shows the exact coefficient estimates behind Figure 4 and their associated standard errors.
Total Appreciation, 1997-2013
We now estimate the difference in appreciation across shale and nonshale zip codes over the entire study period. This change represents the net effect of drilling on housing values from prior to development to when development slowed to pre-2001 levels as evidenced by submitted well permits. We regress the log difference in the annual average ZHVI from 1997 to 2013 ̅̅̅̅̅̅̅ ̅̅̅̅̅̅̅ on a constant, the shale indicator variable, and the same control variables as before. In all comparisons, we find that over the study period housing appreciated five to six percentage points more in shale zip codes than in nonshale zip codes (top section in Table   3 ).
Comparing ZHVI and Census-Based Estimates
Because the Zillow Housing Value Index has been used in few research studies, we compare estimates of the average difference in appreciation using the ZHVI with those using Census Bureau data. For our beginning period value, we take the zip code median home value of owner-occupied housing from the 2000 Decennial Census. The long form of the census questionnaire, which collected housing values, was eliminated after the 2000 Census. For the end period, we therefore use the median housing value as measured by the American Community Survey 2012 five-year estimate, which is based on data collected from 2008 to 2012. Similar to the analysis in the prior section, we take the log difference and estimate the average difference in appreciation across shale and nonshale zip codes.
For comparison, we estimate the same model but using as the dependent variable the log difference between the 2000 ZHVI and the 2008-2012 average ZHVI.
The ZHVI and Census Bureau data give very similar estimates (second and third sections of Table 3 ). For the matched and trimmed samples, both data give estimates that shale zip codes appreciated about 11 percentage points more than nonshale zip codes over the decade. The standard errors from the Census Bureau data are about 3.5 times larger than for the ZHVI, which is unsurprising given that the American Community Survey collects data on a sample whereas the ZHVI incorporates information from all housing in a zip code.
Did Shale and Nonshale Zip Codes Experience Different Demographic Changes?
A common concern of studies of housing values over time is that consumer preferences change as the local population evolves and sorts into neighborhoods based on preferences. In our study area people who are indifferent to the disamenities of drilling may have sorted into drilling zip codes. The empirical model assumes that shale gas development is the only difference between shale and nonshale zip codes that changed over time and affected housing values. Sorting implies that another variable, namely consumer preferences, may have also changed across shale and nonshale zip codes.
We compare the mean change in seven demographic variables using the 2000 Decennial Census and the 2008-2012 American Community Survey five-year average. We consider the change in the percent of the population that is white, the percent that has a college education or better, the percent that is 60 or older, and the percent that is age 20 to 40. We also look at the change in the log of median household income, the log of the median real estate tax, and the log of the year when the median age house was built. The age of the housing stock could indicate whether drilling potentially affected housing values by influencing where new housing development occurred.
Shale and nonshale zip codes experienced similar demographic and economic changes over the majority of the study period. The difference in the change is generally small and always statistically insignificant. The largest changes with the smallest standard errors are for median household income and median real estate taxes.
On average shale zip codes had a 6.7 percentage point decline in median real estate taxes paid compared to nonshale zip codes and a 4.8 percentage point increase in median household income.
Drilling Intensity and Total Appreciation
An advantage of the shale dummy variable is that it is based on subsurface geology, not surface characteristics or human decisions. An alternative measure of development, the number of wells drilled in a zip code, is more likely to be correlated with local unobservable characteristics since it reflects the decisions of landowners, drilling companies, and local policy makers. At the same time, the number of wells drilled speaks to the intensive margin relationship between drilling and housing values. We therefore proceed with caution and estimate the relationship between the number of wells drilled in a zip code and total appreciation over the study period.
We Timmins, 2012, 2013; Gopalakrishnan and Klaiber, 2013) .
We regress the log difference in the annual average ZHVI from 1997 to 2013 ̅̅̅̅̅̅̅ ̅̅̅̅̅̅̅ on a constant and the number of wells drilled, with and without controlling for the covariates used in prior regressions. Because of the limited degrees of freedom, we estimate the model controlling for a subset of the original list of 14 covariates and for the full set.
An additional well per square kilometer was associated with a 1.6 percentage point decline in appreciation from 1997 to 2013. The effect is precisely estimated considering the small number of observations. It is also robust to controlling for a variety of zip code characteristics. This result is in line with Gopalakrishnan and Klaiber's (2013) finding that properties surrounded by agricultural lands suffered greater depreciation from drilling, presumably because agricultural lands are easy to access and are therefore more likely to be drilled in the future.
The negative relationship between drilling intensity and housing values is not necessarily inconsistent with our finding that shale zip codes appreciated 5 to 6 percentage points more than nonshale zip codes over the study period. More drilling means more localized disamenities; one well can imply several thousand more truck trips on local roads. Zip code well density however likely has a weaker correlation with amenity effects. Greater county tax revenues from industry activity for example may fund better local public services (or lower tax rates) that improve housing values throughout the county. The Shale indicator variable would capture such broadly distributed effects better than the zip code well density variable.
WHAT EXPLAINS GREATER APPRECIATION IN SHALE ZIP CODES?
There are at least three possible explanations for the increase in housing appreciation in shale versus nonshale zip codes as drilling and production expanded. An intuitive but unlikely explanation is that housing values capitalize the value of natural gas rights. In Texas, a long tradition of split estates (separating surface and mineral rights) has resulted in many residential property owners no longer owning the rights to the subsurface.
(Admittedly, the extent of split estates is unknown; data on the topic are scarce). Moreover, when the rights have substantial value, the owners tend to retain them when selling the property, in which case the sales price would not reflect the value of the rights. This has been particularly true of new homes where builders and developers have been retaining mineral rights across the United States, a practice also identified in the Dallas-Fort Worth area (Conlin and Grow, 2013) . the Dallas-Fort Worth area (Conlin and Grow, 2013) . Finally, land is leased before drilling. If the increased value of gas rights associated with residential properties caused the greater appreciation, we would expect to see more appreciation when the leases were signed. Instead we see the greatest appreciation during the period of peak drilling, which came after the period of peak leasing.
An alternative explanation is that drilling stimulated economic activity, increasing the demand for labor and with it the demand for housing. Natural gas development is associated with greater local income and employment (Weber, 2012 (Weber, , 2013 , and the explanation likely causes housing appreciation in rural settings. Our suburban context makes it unlikely that greater labor demand would create localized appreciation, but to probe this potential explanation, we compare the average change in the log of the total adult population and the log of total employment across shale and nonshale zip codes. Looking at the change from the 2000 Decennial Census to the American Community 5-year average of 2008-2012, shale zip codes had slightly higher population and employment growth but the differences in growth were statistically insignificant. We also compare total appreciation for Johnson and Ellis counties, whose common border more or less matches the boundary of the shale. Both counties arguably form part of the same labor market: the county seat of both counties is less than a half an hour drive from the Dallas-Fort Worth beltway. The proximity to the Dallas-Fort Worth suburbs would provide an ample supply of housing within commuting distance to Johnson County, yet on average zip codes in
Johnson County (shale area) appreciated 6.7 percentage points more than those in Ellis County from 1997 to 2013, a difference that is statistically significant.
A third explanation is that residents indirectly benefited from an expansion in the property tax base improved the finances of local governments and schools. In Texas and other states, property tax law treats the rights to subsurface resources as property on which taxes are assessed. Property taxes in turn fund local governments and schools. Improved local finances and especially school finances may then be capitalized into house values.
Evidence of an Expanded Local Tax Base
In Texas oil and gas rights form part of the property tax base once production begins in the area covered by the leased rights. A third party assessor specialized in valuing oil and gas rights will then determine their market value using information such as data from nearby wells and projections of energy prices. The owners of the rights then pay property taxes on the assessed value. Values are reassessed annually to reflect changes in production, prices, and any other factors affecting their market value.
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Data from the Texas Education Agency's Public Education Information Management System provides property tax data from the 1998/1999 school year to the 2011/2012 year for public school districts. Using the spatial data on school districts, we defined shale and nonshale school districts using the area in the Barnett Shale and the degree of urbanization -the same as in the zip code sample. 3 The school district sample has 40 shale districts and 44 nonshale districts, which are mapped in Figure 6 .
2 More details on oil and gas property tax assessment can be found through the Tarrant Appraisal District website (www.tad.org) and in particular: https://www.tad.org/ftp_data/DataFiles/MineralInterestTermsDefinitions.pdf. 3 School district spatial data were obtained on the website of the Texas Education Agency: http://ritter.tea.state.tx.us/SDL/sdldownload.html. Property tax data are available at http://www.tea.state.tx.us/index2.aspx?id=2147494789&menu_id=645&menu_id2=789.
The value of the property tax base is reported for five categories of property: Land, Commercial, Oil and Gas, Residential, and Other. We estimate how the tax base per enrolled student evolved over time in shale and nonshale zip codes by estimating (12) where is the dollars of property tax base per student for different categories of property. As before, is a vector of binary variables indicating a period. Except for beginning the first period in 1998 and ending the last period in 2011, we use the same periods as in the section on appreciation by period.
In the 1998-2000 period the total tax base per student was about 10 percent higher in shale zip codes (about $21,000 more) but the difference was statistically insignificant (Table 6) The change in the residential property tax base provides additional support for our earlier findings based on the ZHVI. From the first to the last period the residential property tax base increased by about $18,000 in shale zip codes relative to nonshale zip codes, which represents about 12 percent of the average value over the study period. Unlike with oil and gas property, residential property is generally only reassessed once every three years. 
School Finances
The Texas Education Agency Public Education Information Management System also provides data that allow us to explore how the expanded tax base affected school district finances. We estimate the same model as in (13) but where is one of five school district financial outcomes, all on a dollars per student basis: local revenues, state revenues, total revenues, operating expenditures, and the school district fund balance.
School districts in shale areas had roughly similar financial situations in the 1998-2000 and 2001-2004 periods (Table 7) Multiple studies estimate the elasticity of housing prices with respect to changes in school spending per student (Bradbury, Mayer, and Case, 2001; Downes and Zabel, 2002; Brasington and Haurin, 2006) . The estimates are generally around 0.50. By the 2009-2011 period total school revenues per student had increased about $600 more in shale zip codes relative to nonshale zip codes, an increase that represents about 9 percent of the beginning shale zip code level. Assuming that all of the increase in revenues is eventually spent and applying an elasticity of 0.50 implies greater housing appreciation of 4.5 percent. This suggests that improved school finances accounts for much of the greater appreciation of shale zip codes (5 to 6 percentage points) over the study period.
CONCLUSION
Shale zip codes appreciated more than nonshale zip codes from the beginning of large-scale development of the Barnett Shale to the end of 2013 when development had largely ceased. Although development increased housing values as reflected in the Zillow Home Value Index and Census median housing values, it is possible that drilling and hydraulic fracturing in particular created disamenities for some or perhaps most residents. Indeed, within shale zip codes, greater well density was associated with less appreciation. Our findings imply that to the extent that housing values fully capture the economic cost of disamenities from development for the typical housing property the positive economic effects such as improved local public finances more than offset the negative externalities up to 2013. We note, however, that housing values may not fully reflect the value of all disamenities. Currie et al. (2012) show that the health effects of a toxic plant are observed over a larger area than housing market effects.
Our finding may not appear in other regions since the perceived risks of oil and gas development may vary by region and affect the discount that potential homebuyers place on living near a well or other oil and gas infrastructure. Risk perceptions and subsequent housing capitalization reflect what information is available, and several studies show that households underestimate risk exposure prior to information provision (Sanders, 2012; Mastromonaco, 2012; Oberholzer-Geeand Mitsunari, 2006; Davis, 2004) . Especially with newer technologies, people in different regions of the country may have different information or prior beliefs about risks. Moreover, the differences may reflect actual differences in risks: it may have taken drilling companies from Texas several years to learn how to adapt their practices to conditions in Pennsylvania.
The link between oil and gas development, local public finances, and property values may be the primarily channel through which development affects property values in the long term and is an area ripe for research. We present direct evidence that increases in the value of natural gas rights expanded the property tax base and generated greater local public revenues, but property tax policies vary by state. The law in many other major producing states like Arkansas, Colorado, Louisiana, Utah, and Ohio dictates that oil and gas rights are included in property tax assessments, but states like Pennsylvania and Wyoming are notable exceptions and details vary from state to state (Kent et al., 2011) . Furthermore, our study of housing values over a decade of development is still a medium term analysis in certain aspects. In the last period of our analysis shale zip codes appreciated less than nonshale zip codes on average. The expanded tax base will not remain large for many years on account of natural gas rights alone, and the industry may have created public liabilities that become more apparent in time. Note: ***,**,* indicate statistical significance at the 1, 5, and 10 percent levels. Robust standard errors are in parenthesis. The dependent variable is the change from the 2000 Decennial Census to the American Community 5-year average of 2008-2012. For median income, real estate taxes, and year built, the dependent variable is the log difference in the variable. The negative adjusted R-squared indicates a low (unadjusted) R-squared and that adding the shale variable provides insufficient explanatory power to justify to overcome the penalty that the adjusted R-squared formula imposes for adding an independent variable. Note: ***,**,* indicate statistical significance at the 1, 5, and 10 percent levels. Robust standard errors clustered by school district are in parenthesis. All dependent variables are in 2000 dollars and are measured on a per student basis. The excluded period is the 1998-2000 period. 
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First Order Conditions for the Theoretical Model
Assuming an interior solution to the utility maximization problem and that (7) from above holds with weak inequality, we derive the following first order conditions RPunits of the composite good in the second period. By combining (A.1) and (A.2) the interpretation changes slightly so that if the consumer considers increasing her consumption of housing, then she must sacrifice the sum of 1 RPand (the current value of) 2 RP units of the composite good in the first period.
