Abstract. In this paper, we outline two improvements to the fast sweeping method to improve the speed of the method in general and more specifically in cases where the speed is changing rapidly. The conventional wisdom is that fast sweeping works best when the speed changes slowly, and fast marching is the algorithm of choice when the speed changes rapidly. The goal here is to achieve run times for the fast sweeping method that are at least as fast, or faster, than competitive methods, e.g. fast marching, in the case where the speed is changing rapidly. The first improvement, which we call the locking method, dynamically keeps track of grid points that have either already had the solution successfully calculated at that grid point or for which the solution cannot be successfully calculated during the current iteration. These locked points can quickly be skipped over during the fast sweeping iterations, avoiding many time-consuming calculations. The second improvement, which we call the two queue method, keeps all of the unlocked points in a data structure so that the locked points no longer need to be visited at all. Unfortunately, it is not possible to insert new points into the data structure while maintaining the fast sweeping ordering without at least occasionally sorting. Instead, we segregate the grid points into those with small predicted solutions and those with large predicted solutions using two queues. We give two ways of performing this segregation. This method is a label correcting (iterative) method like the fast sweeping method, but it tends to operate near the front like the fast marching method. It is reminiscent of the threshold method for finding the shortest path on a network, [F. Glover, D. Klingman, and N. Phillips, Oper. Res., 33 (1985), pp. 65-73]. We demonstrate the numerical efficiency of the improved methods on a number of examples.
hyperbolic conservation laws and monotone numerical schemes have been devised for the numerical computation of (1.1). Level set methods are also described in [15] .
There are two general methods for computing the solution to (1.1). The first is to introduce a time-dependent term and iterate until convergence; see [25] . The advantage of this idea is that high-order methods are well developed for time-dependent Hamilton-Jacobi equations; for a review see [21] . However, there is a CFL condition that restricts the time step size, and the iterations are on the order of one of the spatial dimensions.
The second general method is to discretize the static equation (1.1), which results in a nonlinear system. There are two different algorithms to solve this nonlinear system efficiently. The first is the fast marching method [5] , [16] , [17] , [18] , [23] . This method takes advantage of causality. For the Eikonal equation, the characteristics are in the direction, ∇T , so information flows from small times to big times. Because of this causality, if all the points, x, in the domain, D, are put in ascending order of arrival times, the solution can be obtained by calculating each point once. Of course ordering the points in this way requires knowledge of the unknown arrival times T . The fast marching method determines the proper order during the calculation using a heap and uses an upwind numerical scheme that preserves the causality of the arrival times T . Because this method requires some sorting, the running time of the method is O(n × log(n)), where n is the number of points in the domain. More recently two O(n) fast marching methods have been developed [10] , [24] . The speedup in the first method is gained by placing the arrival times into bins, each of which contain all the points which have arrival times in a small range. The bins are ordered, but the points in each bin are not, so no sorting is required. This introduces some additional error that is bounded by the bin size. The second method accepts groups of points at a time. The size of the group is chosen so that each point can be calculated in at most two iterations. Fast marching methods have also been extended to triangular domains, [11] , [19] , and convex anisotropy [19] , [20] .
The second algorithm, the fast sweeping method, uses Gauss-Seidal iterations with alternating directions to solve the nonlinear system [1] , [8] , [4] , [9] , [12] , [13] , [14] , [22] , [27] . On rectangular grids, in one dimension the iterations alternate from left to right and in two dimensions the iterations alternate between up-left, up-right, down-left, and down-right. In general there are 2 N directions, where N is the number of dimensions in the problem. During each iteration, all of the characteristics that lie in the direction of the sweep are followed as long as the characteristic direction continues to lie in the direction of the sweep. In this way groups of characteristics are covered simultaneously. While in general the convergence is governed by a contraction property and is quite slow if the discretization scheme preserves the causality the number of iterations required essentially depends on how many times the characteristics change direction; see [27] . This depends strongly on the speed function, f , but for fixed f , is constant; hence the running time of the method is O(n) with a constant that depends on the speed function. Fast sweeping methods have also been extended to triangular domains, [14] , and convex anisotropy [9] , [13] . One important property of the fast sweeping method is that it is an iterative method, and the value at each grid point does not need to be correct after the first visit. This is advantageous for high-order methods, [25] , [26] , and more general problems [8] .
In this paper we describe some improvements to the fast sweeping method that increase the speed of the algorithm with more significant increases in the cases where the speed is changing rapidly. While the fast sweeping method is already very fast, whenever the sweep direction does not match the characteristic direction or the arrival time has already been successfully computed in a previous iteration, the calculations made are unnecessary and take up a large percentage of the total running time, especially when the number of iterations is large. To remove most of these unnecessary calculations, we introduce a locking procedure that locks out points whose arrival times are already calculated or cannot be successfully calculated in the current iteration. While the logic to control the locking procedure takes some additional time to compute, we emphasize that it
• is based only on causality and requires no sorting,
• is small compared to the computation time,
• significantly cuts down on the number of calculations, • converges to the same answer as the original fast sweeping method. While this locking technique significantly improves the speed of the fast sweeping method, it still visits the exact same number of points as the original method. The improved speed is gained by doing a quick check to determine if an update is needed at each grid point. This means that there is some mild dependence on the speed function. As the number of times the characteristic direction changes is increased, the running time increases linearly just like the original fast sweeping method. However, the constant is based on the time to do a quick check (no calculations) as opposed to the time to do the calculations at one grid point, a significant improvement. This locking method performs particularly well when the number of sweeps is small (less than 10).
To further remove the dependence of the running time on the speed function, we develop a second method that no longer visits every point during every sweep. Instead, all of the points that are not locked out are placed in a queue. Unfortunately, it is not possible to keep the fast sweeping ordering without at least occasionally sorting. We believe it is possible to keep the ordering with only O(1) sorts and will pursue this possibility in a future work. Instead, points are taken out of the queue in an almost increasing order, much like the O(n) fast marching method that uses bins, but the locking procedure described above detects points where the causality of the discretization scheme has been violated and recalculates these points.
The rest of this paper is composed as follows. The discretization scheme is described in section 2. A review of the fast sweeping method is given in section 3. In section 4 we describe the locking and queue procedures. Discussion of when each method is appropriate is given in section 5. Some examples are given in sections 6 and 7 to demonstrate accuracy and efficiency. Finally some concluding remarks are given in section 8.
Discretization.
Solving for the arrival times relies on using the isotropic Eikonal equation
We use the Godonov Hamiltonian to discretize (1.1) because it is an upwind scheme and converges very quickly. At interior grid points in a two-dimensional rectangular mesh, we are solving the equation
where x neb is the smaller arrival time of the two neighbors in the x direction (x neb = min(T (x − 1, y), T (x + 1, y))), y neb is the smaller arrival time of the two neighbors in the y direction (y neb = min(T (x, y − 1), T (x, y + 1))), and x + = max(x, 0). Solving Figure 1 shows a one-dimensional illustration of the method with f = 1 and the initial condition T (x) = 0, where x is the center of the computation line. We show the initial state of the T in Figure 1 (A). The arrival times are shown again after sweeping from left to right in Figure 1 (B). Notice that everywhere to the right of the point source, where the characteristic direction is to the right, the solution is now correct. However, the points more than one grid point to the left of the point source are incorrect, and their calculation was unnecessary. After an additional sweep from the right to the left, the correct answer is obtained (Figure 1(C) ). Note that the points to the right of the point source have been recalculated even though, at those points, the solution was already correct. Figure 2 (C), although the entire top half was updated, the arrival times are only accurate in the upperleft quadrant, and points in the upper-right quadrant will get updated to the correct values in the next sweep. Another sweep is required (not shown) that does not change the arrival times but rather determines that the method has finished converging. This means that by the time the method is completed, every point has been calculated five times and only one of these calculations actually updated the point to a correct value. Ideally the method would realize when an update would yield meaningful information and only then perform a time-consuming calculation.
Another drawback of the regular fast sweeping method is that the number of iterations (sets of sweeps in each direction) depends on how many turns the gradient takes. An example to illustrate this would be a speed profile where there is an impassable spiral with the source in the center so that the arrival times propagate outward through the spiral. Because we need to travel through the spiral to get the proper arrival time on the outside, the number of sweeps needed (and therefore the calculation time) depends on the number of times the spiral wraps around. This dependence of the calculation time on the speed profile would ideally be minimized or eliminated. We illustrate this in section 7.4. calculations. Next, in section 4.2 we store the unlocked grid points in a data structure so that locked points no longer have to be visited and checked to see if useful calculations can be made. Depending on the speed profile, however, this can actually slow down the speed of the computation. We solve this in section 4.3 by using a slightly different data structure. We emphasize that the solution obtained with both methods is exactly the same as that obtained from the original fast sweeping method.
Locks.
As mentioned earlier, one of the drawbacks of the fast sweeping method is that time-consuming calculations are performed at points where an update will not yield any meaningful information ( Figure 3 ). This is especially true during the first few sweeps, where the arrival time at most points will be its initial value of infinity. Also, there is no need to calculate the time for a point whose neighbors have not changed since the last time we calculated it (since we will just recompute the same value). In addition, from the discretization scheme (2.1), it is obvious that when the arrival time at a point is updated, the only points that can be affected by this new arrival time are neighboring points with larger arrival time. In our locking scheme, we will maintain a locking structure at each point; points we should calculate will be unlocked, and points we should skip over without calculating (points where calculations would yield no useful information) will be locked. The method, on a 2D rectangular grid, is as follows.
Initialization. 1. Set initial arrival time at all points to infinity. 2. Set proper arrival times for any fixed values (sources). 3. Lock every point. 4 . Unlock the points directly north, south, east, and west of any fixed values (sources). While sweeping.
1. If a point is locked, proceed to the next one without computing anything. 2. If a point is unlocked, compute the arrival time at it using the Godunov numerical flux.
• If the computed time is greater than or equal to the previous time at the point, do nothing.
• If the computed time is less than the previous time at the point, update the time at the point. For each locked point north, south, east, and west of the point, if the time at the neighbor is more than the time at the current point, unlock the neighbor. 3. Lock the point. Stopping condition.
• During a single sweep, no points are updated (every point is locked). This method has the advantage of quickly skipping over points that would otherwise be unnecessarily calculated. We measured the improvement on a 640 × 640 example with a constant f and a single point source at the center of the computation area. The time values obtained largely depend on what computer used to measure them as well as the state of the computer (processes running, CPU load) at the time of the measurement. We used a computer with an Intel Pentium M 1600 MHz processor with 512MB RAM running Windows XP SP2. Measuring the total time it took to do the calculation 10 times obtained the following results:
• Regular sweeping = 2.7 seconds;
• Locking sweeping = 1.8 seconds;
• Only initialization = 0.5 seconds. The percent of time the locking method takes compared to the regular fast sweeping method is 100 × (1.8 − 0.5)/(2.7 − 0.5) = 59%. This is close to the best-case example for the fast sweeping method, where only 1.25 sweeps are required. In examples where the fast sweeping method requires more sweeps (see the example in section 7.4), the fast sweeping method performs much worse than the locking sweeping method. Using this method, the number of unnecessary calculations is reduced and thus addressed the first issue mentioned at the end of section 3. However, the second issue is not addressed: this method is still takes the same number of iterations as the traditional fast sweeping method on a given speed profile. Each iteration is faster, but the dependence of the number of sweeps on the speed profile still exists. If many sweeps are required, a lot of time is wasted during the Gauss-Seidal iterations performing the check required to skip locked nodes (in the locking algorithm this is the first step performed while sweeping). While the locked nodes are "quickly" skipped over, for some speed profiles a locked node may be skipped over dozens or, in extreme cases, hundreds of times. In addition, in extreme cases where the speed profile changes very rapidly (see the example in section 7.3), the fast sweeping algorithm performs extremely poorly. While the locking scheme performs better than the fast sweeping method on these examples, it is still not competitive with fast marching methods. We address these issues in the next two sections.
A queue.
In this section we remove the need to visit and quickly skip over locked nodes by storing the unlocked nodes in a data structure. Unfortunately it is not possible to maintain the fast sweeping ordering without at least occasionally sorting, so we drop the Gauss-Seidal sweeps in favor of another iteration method. The simplest way to accomplish this is to use a queue to store the unlocked points over which we iterate. Points to calculate are taken from the front of the queue, while points that are unlocked are put in the back of the queue. On a 2D rectangular grid the single queue algorithm is as follows.
Initialization. 1. Set initial arrival time at all points to infinity.
Set proper arrival times for any fixed values (sources).
3. Lock every point. 4 . Unlock the points directly north, south, east, and west of any fixed values (sources) and place them in a queue. While queue is not empty, 1. Take a point from the front of the queue. Compute the arrival time at this point using (2.1).
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(a) The arrival times for a single point source constant speed example using the single queue method.
The bright line near the edges represents the points currently in the queue. The method finishes optimally, calculating each point exactly once.
(b) The arrival times for a poor performing example for the single queue method. The bright lines near the edges represent the current points in the queue. The stripes of points within the queue continuously find faster arrival times for points directly above and below the source (center). These additional recalculations slow down the method significantly. Some of the points in the queue are within the already-computed area, which indicates that times are being recalculated. • If the computed time is less than the previous time at the point, update the time at the point. For each unlocked point north, south, east, and west of the point, if the time at the neighbor is more than the time at the current point, unlock the neighbor and place it at the back of the queue. 2. Lock the point. Figure 4 (a) shows this method on an example with constant speed and a single source point in the center of a 2D computation area. The bright lines near the edges represent the points currently in the queue at various points in the computation. Since the points in the queue are all on the edge of the computation area, this example shows good performance. Every point is calculated once, which is optimal.
This single queue method performs well when the speed is uniform throughout the region. However, when the speed varies throughout the computation area, the performance declines dramatically. This is due to the necessary recomputation of points whose fastest arrival time occurs by traveling though fast regions, rather than directly from the source point. This is illustrated in Figure 4 (b). In this example, there is a single source point at the center of the computation area. There speeds are arranged in vertical stripes such that the further you go from the source in the x direction, the faster you move ( Figure 5 ). The result is that many points are recomputed as better arrival times are found. This is an illustration of poor performance because many points are inserted into the queue over and over (the bright stripes indicate the points in the queue).
Two queues.
In this section we improve upon the one queue method by calculating the arrival times in an "almost increasing" order. This is accomplished by segregating all of the unlocked points into two groups. The first group of unlocked points have a small predicted arrival time and should be calculated soon. The second group of unlocked points have a large predicted arrival time and should not be calculated soon. This is accomplished using two queues and a queue cutoff. Points to be calculated are removed from the first queue, and its locked neighbors with larger arrival times are added to either the first or the second queue, depending on their predicted arrival time (large or small). The simplest way to predict the arrival time of a recently unlocked point is to use the arrival time of the point that just was updated. If this arrival time is smaller (greater) than the queue cutoff, the neighboring point is inserted at the back of the first (second) queue. When the first queue becomes empty, the cutoff is increased and the grid points in the second queue are moved to the first queue. In this way, points with predicted smaller arrival times (points whose neighbors had smaller arrival times) are given priority when calculating over points with predicted larger arrival times. Since we are still only inserting into one of two queues, the insertion operation is still O(1). The two queue algorithm on a 2D rectangular grid is as follows.
Initialization. 1. Set initial arrival time at all points to infinity. 2. Set proper arrival times for any fixed values (sources). 3. Lock every point. 4 . Unlock the points directly north, south, east, and west of any fixed values (sources) and place them in the first queue. While at least one of the two queues is not empty, 1. While the first queue is not empty, • Take a point from the front of the first queue. Compute the arrival time at this point using (2.1).
-If the computed time is greater than or equal to the previous time at the point, do nothing. -If the computed time is less than the previous time at the point, update the time at the point. For each unlocked point north, south, east, and west of the point, if the time at the neighbor is more than the time at the current point, unlock the neighboring point. Place the newly unlocked neighboring points at the back of the first (second) queue if the arrival time at the current point is less (greater) than the queue cutoff.
• Lock the point. 2. Remove all the points in the second queue and place them into the first queue. 3. Increase the queue threshold (see sections 4.3.1 and 4.3.2 below). Figure 6 (a) is an illustration of the method on a single point source constant speed example. The bright lines near the edges indicate points that are in either of the queues. The solution progresses in a circular shape rather than a diamond shape as in the one queue method (Figure 4(a) ). This is similar to how the fast marching method would perform the calculation. Since this method does not compute points with much larger arrival times, the method performs well on the increasing speed example in Figure 4 (b). Notice that in Figure 6 (b) there are less points in the queues (bright lines) than in the same example using one queue method. This indicates that fewer points are being recalculated unnecessarily. Also, since there are not points in the queues in the middle of the computation area, computations are not being redone, as was the case in Figure 6 (b).
Static queue cutoff.
When using the two queue method, you must have a cutoff which is used to distinguish which points should be inserted into the first queue versus which points should be inserted into the second queue. Care must be taken when selecting this cutoff as it will affect the speed of the method, although, as mentioned earlier, the final calculated arrival times will always be the same. A cutoff that is too large will result in all of the points being inserted into the first queue, and the method will perform identically to that of the single queue method. A cutoff that is too small will result in most of the points being inserted into the second queue, and the method will also perform similar to the single queue method. To take advantage of any speedups offered by the two queue method, the cutoff must be set somewhere between these two extremes.
A strategy is also needed when increasing the queue cutoff after the first queue becomes empty. The simplest approach, which we use in the following examples, is to always increase the current cutoff by a constant amount. For example if the cutoff was initially 0.1, points unlocked from any point with an arrival time less (more) than 0.1 would be put into the first (second) queue. After the first queue becomes empty, all of the grid points with an arrival time less than 0.1 are computed correctly. The points in the second queue are moved to the first queue, and the queue cutoff is increased to 0.2. Now points unlocked from any point with an arrival time less (more) than 0.2 are put into the first (second) queue. The next time the first queue becomes empty the queue cutoff would be increased to 0.3, and so on until no more points remain in either queue indicating the calculation is complete.
Since the single queue method performs optimally when the speed is constant, we use a different example to test the effect of changing the queue size. The example we (a) The effect of the queue cutoff on the number of points calculated in a 160 × 160 random speed example. Here speeds are random at all points between 1 and 10, inclusive. The regular fast sweeping nethod takes calculates 1,049,600 points on this example (about 25 times as many as the static queue method does with an ideal queue cutoff).
(b) The effect of the queue cutoff on the number of points calculated in a 160 × 160 random speed example. Here speeds are random at all points between 10 and 20, inclusive. The regular fast sweeping method takes calculates 1,049,600 points on this example. use in Figure 7 (a) has a single source point in the center and speeds randomly selected between 1 and 10 at all points. When the queue cutoff is set too low, the method performs identically to the single queue method. With a well-chosen queue cutoff, however, we can obtain the same answer with only about 25% of the calculations. The ideal queue cutoff, for this example, appears to be between 0.2 and 0.3, with a larger cutoff being preferred over one that is too small. It would appear a good choice for a cutoff would be one that is slightly more than 1/AvgSpeed, where AvgSpeed = f avg × h, where f avg is the average of f over the region of calculation. In this case, AvgSpeed = 5.5 and h = 1, and 1/AvgSpeed = 0.1818. A safer cutoff would use the minimum speed rather than the average speed to make sure the cutoff is not too small (which leads to particularly poor performance). A safe cutoff for this example would be 1/M inSpeed = 1/1 = 1.0. Using the safe cutoff, however, leads to slightly worse performance.
This heuristic is also correct when we change the speeds to be randomly chosen between 10 and 20. In this case, AvgSpeed = 15 and 1/AvgSpeed = 0.0667. Figure  7(b) shows the effect of different queue cutoffs on the number of calculations in this example. The ideal queue cutoff lies between 0.070 and 0.120.
In our experience, a formula for determining a good queue cutoff when the speeds do not vary by more than an order of magnitude throughout the computation area is
Dynamic queue cutoff.
In examples with speeds that vary significantly, using 1.5/AvgSpeed may lead to poor performance. For example, consider a computation area where the speeds on the left half are random between 1 and 10, as in Figure 7 (a), and the speeds on the right half are random between 101 and 110, as in Figure 7 (b). The calculated ideal queue cutoff is around 1.5/55.5 = 0.027, while the ideal queue cutoff using this scheme is actually closer to 0.2. Finding the ideal cutoff requires solving the entire problem many times so is therefore not always feasible. One possible strategy requiring further research would be to downsample the prob- lem, find the ideal cutoff, then solve the larger problem. However, large changes in speeds in different areas may create a situation where there is no single queue cutoff that is best (one may be good while we are calculating in a slower region, another may be better for a faster region, while one in between may perform poorly in both areas).
For these reasons, we introduce a method of dynamically changing the queue cutoff so that performance stays high and we do not need to solve the problem to determine if a specific cutoff is adequate. To determine whether the cutoff needs to be increased or decreased, we track the number of points we are inserting into each queue. For the examples in Figures 7(a) and 7(b) , the ideal cutoff occurs when we insert about 50% of the points into the first queue. Figure 8 shows the percent of points inserted into the first queue for different queue cutoff sizes in the random (1-10) example of Figure 7(a) . Therefore, if we track this percent while calculating and notice that we are inserting less than this percent into the first queue, we should increase the queue cutoff. If the percent that is going into the first queue is too large, we should decrease the queue cutoff.
One observation is that a cutoff that is too large performs only slightly more calculations than the ideal cutoff, but one that is too small does significantly more calculations. For this reason, the proposed method is slightly cautious in that it tries to maintain the number of points being inserted into the first queue between 65% and 75%, instead of at exactly 50%.
To track the percent, every inserted point increases the count of the number of points we have inserted. If the point happens to go into the first queue, the count of the number of points that we have inserted into the first queue increases. The queue cutoff is adjusted when the first queue becomes empty using the follow approach: ; queueCutoff := queueCutoff + cutoffStep, insertedIntoF irstQueue := 0, insertedT otal := 0. In this way, the percent of points we insert into the first queue tries to move between 65 and 75, and performance is close to ideal. The initial value of cutoffStep is set using the heuristic at the end of section 4.3.1, as it is probably close to a cutoff which will give good performance. Even a poor initial cutoff will eventually be fixed, but the method may take some time before it converges on a good value.
We multiply by 1.5 and divide by 2 so that there is a convergence to a value (if we used the same number we may end up constantly overshooting and undershooting a value). We chose to divide by the higher number because too low a percent is fixed more quickly than too high of a percent (since the first queue will become empty quicker and that is when cutoffStep is adjusted). An area for future research would be to find another way to adjust the queue cutoff so that it converges on an ideal percent more quickly (perhaps by not waiting until the first queue becomes empty).
Method uses.
We have outlined two basic methods for solving the isotropic Eikonal equation with a few different variations of each of them. Here we detail the strengths and weaknesses of each variation.
The locking sweeping method is the first attempt to reduce the number of calculations performed by the fast sweeping method. This outperforms the fast sweeping method on all except the most trivial examples. Its computational complexity is O(n) but with a smaller constant than the fast sweeping method. When the speed function has large variations, the locking sweeping method is much faster than the fast sweeping method, but on small to medium size problems such as the ones we tested, this method still takes longer than the fast marching method. Like the fast sweeping method, this method is also very simple and extremely easy to code.
The single queue method is an attempted improvement on the locking sweeping method which eliminates the need to sweep over points where calculations are unnecessary. This method performs optimally when the speed is constant throughout the entire computation area. It also performs well on piecewise constant speed profiles, where it is generally the fastest method of those described in this paper. Slight changes within the computation area, even as small as 1% of the speed, are enough to slow this method down and make one of the two queue methods preferable. We note that this algorithm is essentially the D'Esopo-Pape algorithm for finding the shortest path on a network adapted to our problem. We also note that there are two well-known procedures to improve the D'Esopo-Pape algorithm, small label first (SLF), and large label last (LLL). These methods try to keep small arrival times at the front of the queue and large labels at the end of the queue. We refer the interested reader to the second chapter of [3] .
The static two queue method uses a heuristic based on the speed profile to provide a means to segregate the points with predicted low arrival times from the points with predicted high arrival times. This heuristic is reasonably accurate when the speed is uniform or uniformly distributed throughout the computation area. So the method will perform well when the speed is uniformly distributed throughout the region, such as in section 7.2, but not so well when the speeds change greatly over the computation area (section 7.6). In this example, using an ideal queue cutoff, rather than the heuristic, still performs more calculations than the dynamic two queue method.
The dynamic two queue method is designed to address this concern of the static two queue method. The queue cutoff is allowed to change as the computation progresses. In our trials this method has always performed well, always outperforming both the fast sweeping method and the fast marching method. It does take some time to compute the new cutoff, so on problems where the static two queue method works well, this method is slightly slower, though still very good. However, there are many problems where there is no good static cutoff and a dynamic cutoff is necessary for good performance. We again note that the two queue methods are essentially the threshold method, [6] , for finding the shortest path on a network adapted to our problem. The SLF and LLL algorithms mentioned above can also be applied to the two queue methods to improve performance.
6. Accuracy. All of the methods described in this paper solve the nonlinear system of equations obtained using the first order discretization scheme (2.1) applied at each grid point. This paper is primarily concerned with the efficiency each method solves this system of equations, but we first give a brief demonstration that these methods are first order. The efficiency of these methods are explored in the next section.
To demonstrate the first order accuracy we solve two classic problems. The first is a single point source with constant speed:
The exact solution for this problem is T (x, y) = x 2 + y 2 . We solve this problem for decreasing step sizes and tabulate the L 1 and L ∞ errors for each method in Table 1 . These errors clearly show first order convergence for all methods. Note that the arrival times found by each method are identical.
The second problem is
The exact solution for this problem is T (x, y) = min( (x − 1) 2 + (y − 1) 2 , (x + 1) 2 + (y + 1) 2 ). The solution for this example is not smooth along the line y = −x. We solve this problem for decreasing step sizes and tabulate the L 1 and L ∞ errors for each method in Table 2 . Once again the arrival times found by each method are identical, and the errors clearly show first order convergence.
Examples.
In this section we test the efficiency of our new algorithms on a number of examples. While the purpose of this paper is to improve the fast sweeping method, we also give results for the fast marching method for added perspective. It is already well known, [7] , that the fast sweeping method is generally faster when the speed function is roughly constant, and the fast marching method is generally faster when the speed function has large changes. The purpose of our method is to improve the performance of the fast sweeping method when the speed function has large gradient. Table 3 The 7.1. Point source, constant speed. In this example, the computation area has a constant speed of one everywhere and the source is at the center. The fast marching method finishes calculating last, followed by the regular fast sweeping method, even though the fast sweeping method finishes after only five passes through the computation area. The single queue method performs optimally by computing each point once. The two queue methods perform slightly worse on this example, but are still better than the regular fast sweeping method and the fast marching method. The relative calculation times and the calculations per grid point are given in Table 3 . Calculations were performed starting with a computation area with 80×80 = 6400 points and increasing the width and height in increments of 80, up to 1280 × 1280 = 1, 638, 400 points. We are interested in improving the performance of the fast sweeping method, especially when there are sharp changes in speed, and will now show a number of examples that are generally problematic for the fast sweeping method. This will be the only example we show where the regular fast sweeping method outperforms the fast marching method. 
number of calculations per grid point (CPG) and calculation time performed by the fast sweeping (FS), locking sweeping (LS), single queue (SQ), two queue static (TQS), two queue dynamic (TQD), and fast marching (FM) methods

Random speeds 1-10.
This example considers a computation area free of obstacles and with an integer speed at each point randomly chosen between 1 and 10, inclusive. The source is in the center of the computation area. The random speeds produce many changes in the characteristic direction, depending on the size of the computation area. For this reason, methods that depend on the changes in the characteristic, particularly the regular fast sweeping method and the locking method perform progressively worse on progressively larger examples. The nonuniform speed also makes the single queue method perform poorly. The fastest method is the two queue static cutoff method, closely followed by the two queue dynamic cutoff method and then the fast marching method. Calculations were performed starting with a computation area with 80×80 = 6400 points and increasing the width and height in increments of 80, up to 1280 × 1280 = 1, 638, 400 points. The calculations per grid point and the calculation time are displayed in Table 4 . This is a particularly difficult problem for the fast sweeping method as well over 50 sweeps are required on the largest examples. The method does not appear linear because more randomness is introduced as the size of the problem gets bigger (and thus the number of sweeps required also increases).
7.3.
Random speeds 1-10,000. In this example we consider a computation area that contains random integer speeds between 1 and 10,000, inclusive, at every point with the source point at the center. This makes the characteristic change many times and therefore requires many sweeps by the fast sweeping method. The results are similar to that of the random 1-10 example in section 7.2, except that methods with dependencies on the speed profile (regular fast sweeping, locking), perform even worse. The nonuniform nature of the speed profile also makes the single queue method perform poorly. The number of calculations per grid point and the calculation time is shown in Table 5 . 
Constant speed spirals.
In this example we consider a computation area of size 640×640 that has constant speed everywhere with a point source at the middle. There is an impassable spiral wall that emits outward from the source point which requires that the characteristic change direction often. We consider many similar speed profiles where the spiral turns an increasing number of times. The number of spins in the spiral determines the number of sweeps necessary. Figure 9 shows the speed profiles. Table 6 shows the calculations per grid point and calculation time of the methods. The fast sweeping method has a large dependence on the number of turns, while the locking sweeping scheme has a much smaller one. The other methods do not depend on the number of turns in the spiral. The fastest method on this example is the single queue method, as the speed is constant at every passable point. The spirals are generated using the following C code: a = 5; for (t = 0.001; t <= numTurns * 2 * pi;
where a is the number of grid points between spiral walls, numT urns is the number of turns in the spiral, speed is a 2D array of the speeds at every point, and (int) is an explicit type cast.
Random speed spirals.
This example is similar to the constant spiral speed example in section 7.4 except that instead of a constant speed everywhere, the speed is randomly selected to be either 100 or 101 at every point. The computation area is 640 × 640 and the source is at the center. This slight change in speed is enough to change the characteristic to require the regular fast sweeping method to do six sweeps on a spiral with one turn instead of two sweeps (which would happen if the speed was constant). Table 7 displays the number of calculations per grid (a) Images of the speed profiles used. A shows a spiral example with one turn, B has two turns, C has three turns, D has ten turns. The dark region indicates speed zero (the wave can not pass through these points). The source is located at the center of the spiral. point and calculation time for each of the methods versus the number of turns in the spiral. Again, the regular fast sweeping method and the locking method display a linear dependence on the number of turns in the spiral. The small change in speed (varying by 1/100th) was enough to slow down the single queue method and make it take 400% of the calculation time of the same method on the constant speed spiral example (0.13 seconds on constant speed and 0.521 seconds on the slightly random speed). The two queue methods' calculation time and the fast marching method's calculation time appear unaffected by the slight changes in speed. 
Horizontally increasing speeds.
This example focuses on a speed profile which increases horizontally from the center. The source is located in the center of the computation area. Since the fastest way to get to a point under the source is to first go to a side, then go down, then come back, the single queue method continuously finds better paths to these points. This results in terrible performance for the single queue method, as times are recalculated many times before the correct one is reached. Examples such as this one are our motivation in section 4.3 to create a two queue method. Also, the heuristic used for the two queue static cutoff method is a poor one in this example, and the performance is near the single queue method's. The heuristic is bad because the speed varies by such a significant amount that the average speed is not representative of the entire area. A heuristic based on the median may perform better on this particular example, but further analysis has revealed that no single queue cutoff performs as well as the dynamic two queue method which adjusts the cutoff during computation. The speed profile is displayed in Figure 5 . The number of calculations per grid point and calculation time for the different methods is shown in Table 8 . Calculations were performed starting with a computation area with 80 × 80 = 6400 points and increasing the width and height increments of 80, up to 1280 × 1280 = 1,638,400 points. Comparisons of calculation times for different static queue cutoffs are provided in Figure 10. 
Conclusions.
In this paper we have outlined a number of improvements to the fast sweeping method on rectangular grids. These improvements are aimed at improving performance and do not effect the answer obtained. The first speedup was to skip calculations of points where a calculation would not yield useful information. This was accomplished by maintaining a lock structure at each point. The next change was to remove the Gauss-Seidal iterations in order to stop iterating over locked points. This was accomplished by using a queue, which has O(1) insert and remove operations. This method is extremely fast for some problems, in particular problems with piecewise constant speed. We showed that using a single queue, however, can in some cases result in many unnecessary computations and may actually hurt performance. This was remedied by using a second queue to separate points with predicted high arrival times from points with predicted lower arrival times. This is possible because the Godunov upwind difference scheme progresses the computation from smaller arrival times to larger arrival times. The segregation method was discussed, and a segregation heuristic based on the speed profile was given. Also, a method that dynamically changes the way to separate the predicted small arrival times from the predicted large arrival times was given. This method works well on all tested speed profiles. Given a reasonable segregation method, the two queue method outperforms the fast sweeping method in all cases we have tested.
Finally, we give some comments on the extension of our methods to triangular domains and convex anisotrophic media. These methods are derived from shortest path algorithms which do not have an underlying grid structure, so we expect that they will carry over to triangulated domains without incident. This will be the subject of a future work. It would also be interesting to apply these methods to anisotropic media, but for anisotropic problems computing the arrival times in increasing order does not decouple the system of equations if the characteristic and the gradient are not in the same quadrant (see [20] and [13] ). We expect that the locking scheme can still be applied as long as all of the neighbors are unlocked instead of just unlocking the neighbors with smaller arrival time. It is not clear how this would affect the two queue method because the method tries to calculate the arrival times in an "almost increasing" order.
