ABSTRACT. In this paper, we obtain the existence of positive solutions and establish two corresponding iterative schemes for the following third order three-point boundary value problem
1. Introduction. The purpose of this paper is to consider the existence of positive solutions and establish two corresponding iterative schemes for the following third order three-point boundary value problem (BVP for short), (1) (φ(u )) (t) + q(t)f (u(t)) = 0, 0 ≤ t ≤ 1, Very recently, BVP (1) has been studied in [9] . As for the background for BVP (1), we refer the reader to [9] . For more details about the third order three-point BVP, we refer the reader to [2 5, 7 10] and their references. Now, we concentrate on [9] . The authors in [9] obtained the existence of three positive solutions for BVP (1) by using the fixed point theorem due to Avery-Peterson. They proved the following lemma (a key lemma, which is critical in changing BVP (1) into an equivalent integral equation).
has a unique solution
Unfortunately, this lemma is wrong since we get u (t) + h(t) = 0 by (2) . So the conclusions of [9] should be reconsidered. In fact, the same mistake has also been made in Lemma 2.11 in [5] .
We point out that the methods used in [2 5, 7 9] are all fixed point theorems, such as Krasnoselskii, Leggett-Williams and Avery and Peterson and so on. Completely different from the above references, in this paper, by improving the classical monotone iterative technique of Amann [1] , we obtain not only the existence of positive solutions for (1) but also give two iterative schemes approximating the solutions.
The paper is organized as follows. After this section, some lemmas will be established in Section 2. In Section 3, we give our main result in Theorem 3.1, and an example is also given to demonstrate our results.
Preliminaries.
We consider the Banach space E = C[0, 1] equipped with norm w = max 0≤t≤1 |w(t)|. In this paper, a positive solution w * of (1) means a solution w * of (1) satisfying w * (t) > 0, 0 < t < 1. We recall that a function w is said to be concave on [0, 1], if
We denote
It is easy to see that P is a cone in C[0, 1]. For w ∈ P , we have w = w(1) and
In the following, we always suppose (H1), (H2) and (H3) hold.
Then, y(t) ≥ 0 is concave and nondecreasing on
Proof. Since (φ(y )) (t) ≤ 0, we know that φ(y )(t) is nonincreasing; thus, we have φ(y (0)) = δφ(y (ξ)) ≤ δφ(y (0)), which means φ(y (0)) ≤ 0, and then φ(y (t)) ≤ φ(y (0)) ≤ 0. As a result, y (t) ≤ 0, i.e., y(t) is concave. Combining y (1) = 0, we have y (t) ≥ y (1) = 0, i.e., y(t) is nondecreasing. From y(0) = βy(ξ) ≥ βy(0), we get y(0) ≥ 0, and then y(t) ≥ y(0) ≥ 0. Above all, y ∈ P .
Then, integrating both sides of equation (4) 
by the boundary value condition φ(u (0)) = δφ(u (ξ)), we have
From equation (5), combining u(0) = βu(ξ) and u (1) = 0, we have 
Now, for each x ∈ P , we define an operator T : P → E by (7)
It is obvious that (T x) ∈ E is well defined, and we may easily verify that T x is a solution of the following BVP (8) (
So now, to find a solution of BVP (1) in P is equal to finding a fixed point of T in P . As for T , we have the following properties.
Lemma 2.2. T : P → P is completely continuous and nondecreasing.
Proof. First we prove T P ⊆ P . For all u ∈ P , by the definition of T u, we see (T u) ∈ C 2 [0, 1] and
Since f : [0, +∞) → R + is continuous and nondecreasing, q ∈ L 1 [0, 1] is nonnegative on (0, 1) and, by the expression of T u, we may easily know T : P → P is completely continuous and nondecreasing. 
Then, there are two sequences {w n } and {v n } in P which satisfy
So, by assumption (H2), we have
T w = (T w)(1)
and we denote (13) w n+1 = T w n , (n = 0, 1, 2, . . . ).
, and there exists a w
By Lemma 2.2, T is nondecreasing, and we know that T w 1 ≤ T w 0 which means that w 2 (t) ≤ w 1 (t), 0 ≤ t ≤ 1. By induction,
Hence, we assert that w n → w * . Let n → ∞ in (13). By the continuity of T , we obtain T w * = w * , which means that w * is the solution of BVP (1). Since w * ≥ b > 0 and w * is a nonnegative concave function on [0, 1], we conclude that w * (t) > 0, t ∈ (0, 1).
, and we denote
, and there exists a v
By Lemma 2.2, T is nondecreasing, and we know that
Hence, we assert that 
v n (t) ≤ w n (t) can be easily obtained due to v 0 (t) ≤ w 0 (t) and the fact that T is nondecreasing. 
where A, B are defined as in (10), then, all the conclusions of Theorem 3.1 hold.
Proof. It is very easy to verify that condition (H4) of Theorem 3.1 can be obtained from condition (15) in Corollary 3.1. We omit the proof.
Example 3.1. Consider the following BVP,
where φ(u) = u. 
where w 0 (t) = a, v 0 (t) = bt. Both w n and v n converge to the solution of BVP (16). Figures 1 and 2 show the characteristic of the curves of the successive iteration.
Remark 3.1. We recall that we have already used the technique of iteration to study BVP with a p−Laplacian operator, for example [6, 10] . The following similar problem to BVP (1) has been studied in But, in [10], when we rewrite the BVP (17) into an equivalent integral equation, an unknown parameter must be included in the integral equation. As a result, we can also give two sequences, which converge to the solution of BVP (17) theoretically, but we cannot give the curves of successive iteration due to the unknown parameter.
