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The universal DAHA of type (C∨1 , C1) and
Leonard pairs of q-Racah type
Kazumasa Nomura and Paul Terwilliger
Abstract
A Leonard pair is a pair of diagonalizable linear transformations of a finite-dimensional
vector space, each of which acts in an irreducible tridiagonal fashion on an eigenbasis
for the other one. Let F denote an algebraically closed field, and fix a nonzero q ∈ F
that is not a root of unity. The universal double affine Hecke algebra (DAHA) Hˆq of
type (C∨1 , C1) is the associative F-algebra defined by generators {t
±1
i }
3
i=0 and relations
(i) tit
−1
i = t
−1
i ti = 1; (ii) ti + t
−1
i is central; (iii) t0t1t2t3 = q
−1. We consider the
elements X = t3t0 and Y = t0t1 of Hˆq. Let V denote a finite-dimensional irreducible
Hˆq-module on which each of X , Y is diagonalizable and t0 has two distinct eigenvalues.
Then V is a direct sum of the two eigenspaces of t0. We show that the pair X +X
−1,
Y + Y −1 acts on each eigenspace as a Leonard pair, and each of these Leonard pairs
falls into a class said to have q-Racah type. Thus from V we obtain a pair of Leonard
pairs of q-Racah type. It is known that a Leonard pair of q-Racah type is determined
up to isomorphism by a parameter sequence (a, b, c, d) called its Huang data. Given a
pair of Leonard pairs of q-Racah type, we find necessary and sufficient conditions on
their Huang data for that pair to come from the above construction.
1 Introduction
Throughout the paper F denotes an algebraically closed field. Fix a nonzero q ∈ F that is
not a root of unity. An F-algebra is meant to be associative and have a 1.
We begin by recalling the notion of a Leonard pair. We use the following terms. A square
matrix is said to be tridiagonal whenever each nonzero entry lies on either the diagonal, the
subdiagonal, or the superdiagonal. A tridiagonal matrix is said to be irreducible whenever
each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
Definition 1.1 (See [12, Definition 1.1].) Let V denote a vector space over F with fi-
nite positive dimension. By a Leonard pair on V we mean an ordered pair of F-linear
transformations A : V → V and A∗ : V → V that satisfy (i) and (ii) below:
(i) there exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing A∗ is diagonal;
(ii) there exists a basis for V with respect to which the matrix representing A∗ is irre-
ducible tridiagonal and the matrix representing A is diagonal.
We say that A,A∗ is over F. By the diameter of A,A∗ we mean dimV − 1.
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Note 1.2 According to a common notational convention, A∗ denotes the conjugate-trans-
pose of A. We are not using this convention. In a Leonard pair A,A∗ the F-linear trans-
formations A and A∗ are arbitrary subject to (i) and (ii) above.
We refer the reader to [2, 3, 8, 12–14] for background on Leonard pairs.
We recall the notion of an isomorphism of Leonard pairs. Let V (resp. V ′) denote a
vector space over F with finite positive dimension, and let A,A∗ (resp. A′, A∗′) denote a
Leonard pair on V (resp. V ′). By an isomorphism of Leonard pairs from A,A∗ to A′, A∗′
we mean an F-linear bijection f : V → V ′ such that both fA = A′f and fA∗ = A∗′f .
We recall some facts about the eigenvalues of a Leonard pair. We use the following
terms. Let V denote a vector space over F with finite positive dimension and let A : V → V
denote an F-linear transformation. Then A is said to be diagonalizable whenever V is
spanned by the eigenspaces of A. We say A is multiplicity-free whenever A is diagonalizable
and each eigenspace of A has dimension one. Let A,A∗ denote a Leonard pair on V . Then
each of A,A∗ is multiplicity-free (see [12, Lemma 1.3]). Let {θr}
d
r=0 denote an ordering
of the eigenvalues of A. For 0 ≤ r ≤ d let 0 6= vr ∈ V denote an eigenvector of A
associated with θr. Observe that {vr}
d
r=0 is a basis for V . The ordering {θr}
d
r=0 is said to
be standard whenever the basis {vr}
d
r=0 satisfies Definition 1.1(ii). A standard ordering of
the eigenvalues of A∗ is similarly defined. Let {θr}
d
r=0 denote a standard ordering of the
eigenvalues of A. Then the ordering {θd−r}
d
r=0 is also standard and no further ordering is
standard. A similar result applies to A∗.
Definition 1.3 Let d ≥ 0 denote an integer and let {θr}
d
r=0 denote a sequence of scalars
in F. The sequence {θr}
d
r=0 is said to be q-Racah whenever there exists a nonzero α ∈ F
such that θr = αq
2r−d + α−1qd−2r for 0 ≤ r ≤ d. The scalar α is uniquely determined by
{θr}
d
r=0 if d ≥ 1, and determined up to inverse if d = 0. We call α the parameter of the
q-Racah sequence.
For a q-Racah sequence {θr}
d
r=0 with parameter α, the inverted sequence {θd−r}
d
r=0 is
q-Racah with parameter α−1.
Definition 1.4 Let A,A∗ denote a Leonard pair over F with diameter d. Then A,A∗ is
said to have q-Racah type whenever for each of A,A∗ a standard ordering of the eigenvalues
forms a q-Racah sequence.
Referring to Definition 1.4, assume that A,A∗ has q-Racah type. Let {θr}
d
r=0 (resp.
{θ∗r}
d
r=0) denote a standard ordering of the eigenvalues of A (resp. A
∗). Let a (resp. b)
denote the parameter of the q-Racah sequence {θr}
d
r=0 (resp. {θ
∗
r}
d
r=0). It is known that
A,A∗ is determined up to isomorphism by a, b, d and one more nonzero scalar c ∈ F. The
sequence (a, b, c, d) is called a Huang data of A,A∗. The scalar c is defined up to inverse if
d ≥ 1, and arbitrary if d = 0 (see Section 2). For a Huang data (a, b, c, d) of A,A∗, each
of (a±1, b±1, c±1, d) is a Huang data of A,A∗. Moreover A,A∗ has no further Huang data,
provided that d ≥ 1.
Next we recall the universal double affine Hecke algebra Hˆq. The double affine Hecke
algebra (DAHA) was introduced by Cherednik [1]. The DAHA of type (C∨1 , C1) was studied
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by Macdonald [7, Ch. 6], Noumi-Stokman [9], Sahi [10, 11], Koornwinder [5, 6], and Ito-
Terwilliger [4]. The algebra Hˆq was introduced by the second author as a generalization of
the DAHA of type (C∨1 , C1). We now recall the definition of Hˆq. For notational convenience
define I = {0, 1, 2, 3}.
Definition 1.5 (See [16, Definition 3.1].) Let Hˆq denote the F-algebra defined by genera-
tors {t±1i }i∈I and relations
tit
−1
i = t
−1
i ti = 1 i ∈ I, (1)
ti + t
−1
i is central i ∈ I, (2)
t0t1t2t3 = q
−1. (3)
The algebra Hˆq is called the universal DAHA of type (C
∨
1 , C1).
Referring to Definition 1.5, for i ∈ I define
Ti = ti + t
−1
i .
Note that Ti is central in Hˆq.
Definition 1.6 Let V denote a finite-dimensional irreducible Hˆq-module. By Schur’s
lemma each Ti acts on V as a scalar. Write this scalar as ki + k
−1
i with 0 6= ki ∈ F.
Thus
Ti = ki + k
−1
i on V. (4)
We refer to {ki}i∈I as a parameter sequence of V.
Referring to Definition 1.6, note that each ki is defined up to inverse. So each of the 16
sequences {k±1i }i∈I is a parameter sequence of V, and V has no further parameter sequence.
Observe by (4) that (ti− ki)(ti− k
−1
i )V = 0. Thus the eigenvalues of ti are among ki, k
−1
i .
We consider the following elements of Hˆq:
X = t3t0, Y = t0t1, A = Y + Y
−1, B = X +X−1. (5)
It is known that each of A, B commutes with t0 (see Lemma 3.6). By an XD (resp. YD)
Hˆq-module we mean a finite-dimensional irreducible Hˆq-module on which X (resp. Y ) is
diagonalizable. An Hˆq-module is said to be feasible whenever (i) it is both XD and YD;
(ii) t0 has two distinct eigenvalues. Let V denote a feasible Hˆq-module with parameter
sequence {ki}i∈I. Then k
2
0 6= 1. Moreover t0 is diagonalizable on V with eigenvalues k0
and k−10 . Observe that V is a direct sum of the two eigenspaces of t0, and each eigenspace
is invariant under A, B. We remark that t0 does not commute with X, Y , and so the
eigenspaces of t0 may not be invariant under X, Y .
We now state our first main result.
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Theorem 1.7 Let V denote a feasible Hˆq-module. Then A,B act on each eigenspace of t0
as a Leonard pair of q-Racah type.
Let V denote a feasible Hˆq-module. By Theorem 1.7 we obtain a pair of Leonard pairs
of q-Racah type. In order to describe how these Leonard pairs are related, we use the
following notion. Let A,A∗ denote a Leonard pair on V and let A′, A∗′ denote a Leonard
pair on V ′. We say that these Leonard pairs are linked whenever the direct sum V ⊕ V ′
supports a feasible Hˆq-module structure such that V , V
′ are the eigenspaces of t0 and
A|V = A, B|V = A
∗, A|V ′ = A
′, B|V ′ = A
∗′. (6)
We now state our second main result.
Theorem 1.8 Suppose we are given two Leonard pairs A,A∗ and A′, A∗′ over F that have
q-Racah type. Then these Leonard pairs are linked if and only if there exist a Huang data
(a, b, c, d) of A,A∗ and a Huang data (a′, b′, c′, d′) of A′, A∗′ that satisfy one of (i)–(vii)
below:
Case d′ − d a′/a b′/b c′/c Inequalities
(i) −2 1 1 1
(ii) −1 q q q a2 6= q−2d b2 6= q−2d
(iii) 0 q2 1 1 b2 6= q±2d a2 6= q−2
(iv) 0 1 q2 1 a2 6= q±2d b2 6= q−2
(v) 0 1 1 q2 a2 6= q±2d b2 6= q±2d c2 6= q−2
(vi) 1 q−1 q−1 q−1 a2 6= q−2d b2 6= q−2d
(vii) 2 1 1 1
Remark 1.9 Referring to Theorem 1.8, in each of (ii)–(vi) there appear some inequalities.
For each of these inequalities we explain the role in our construction of a feasible Hˆq-module.
The inequalities in the first column are needed to make Y diagonalizable. The inequalities
in the second column are needed to make X diagonalizable. The inequalities in the third
column are needed to make t0 have two distinct eigenvalues.
Remark 1.10 Referring to Theorem 1.8, for d ≥ 2 we have a2 6= q−2 and b2 6= q−2 by
Lemma 2.8(i), so these inequalities can be deleted from the table.
Remark 1.11 Suppose we exchange our two Leonard pairs in Theorem 1.8. In the con-
ditions (i)–(vii), the Huang data (a, b, c, d) and (a′, b′, c′, d′) are exchanged. After this
exchange, the conditions (i), (ii), (vi), (vii) become the original conditions (vii), (vi), (ii),
(i) respectively. Concerning the conditions (iii)–(v), we replace each of a, b, c, a′, b′, c′
with its inverse after the above exchange. Then the conditions (iii)–(v) become the original
conditions (iii)–(v) respectively.
In a moment we will summarize the proof of Theorems 1.7 and 1.8. Prior to that we
explain the significance of the cases that show up in Theorem 1.8. Let V denote an XD
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Hˆq-module. For µ ∈ F, let the subspace VX(µ) consist of the vectors v ∈ V such that
Xv = µv. Thus VX(µ) is nonzero if and only if µ is an eigenvalue of X, and in this case
VX(µ) is the corresponding eigenspace. As we will see in Lemmas 6.1 and 6.2, for µ, ν ∈ F
with µν = 1 (resp. µν = q−2) the subspace VX(µ) + VX(ν) is invariant under t0, t3 (resp.
t1, t2). Motivated by this, we consider the following diagram.
Let µ, ν ∈ F. We say µ, ν are 1-adjacent (resp. q-adjacent) whenever their product is
1 (resp. q−2). For a subset M of F we define the diagram of M, that has vertex set M, and
µ, ν ∈M are connected by a single bond (resp. double bond) whenever µ, ν are 1-adjacent
(resp. q-adjacent). If µ = ν then the single bond (resp. double bond) becomes a single loop
(resp. double loop). The reduced diagram of M is obtained by deleting all the loops in the
diagram of M.
Let V denote an XD Hˆq-module. By the X-diagram of V we mean the diagram of M,
where M is the set of eigenvalues of X on V. As we will see in Lemma 6.7, the reduced
X-diagram is a path. So the reduced X-diagram has one of the following types:
DS : 	
 	
 	
 	
 · · · · · · 	
 	

DD : 	
 	
 	
 	
 · · · · · · 	
 	
 (7)
SS : 	
 	
 	
 	
 · · · · · · 	
 	

If the above diagram has only one vertex, we interpret it to be DS. For each of (7) we
choose an ordering of the eigenvalues {µr}
n
r=0 of X as follows:
DS:
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	

DD:
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	
 (8)
SS:
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	

It turns out that each eigenspace of X has dimension one (see Proposition 7.8). For each
end-vertex µ of the diagram, we consider the action of {ti}i∈I on VX(µ). As we will see in
Lemma 8.1,
Case VX(µ0) is invariant under VX(µn) is invariant under
DS t0, t3 t1, t2
DD t0, t3 t0, t3
SS t1, t2 t1, t2
(9)
For each ti, consider the action of ti on V. For this action any two distinct eigenvalues are
reciprocals. For the reduced X-diagram DD one of the following cases occurs (see Lemma
8.2):
Case
Eigenvalues of t0 on
VX(µ0) and VX(µn)
Eigenvalues of t3 on
VX(µ0) and VX(µn)
DDa same reciprocals
DDb reciprocals same
(10)
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Similarly, for the reduced X-diagram SS one of the following cases occurs (see Lemma 8.3):
Case
Eigenvalues of t1 on
VX(µ0) and VX(µn)
Eigenvalues of t2 on
VX(µ0) and VX(µn)
SSa same reciprocals
SSb reciprocals same
(11)
We refer to each case DS, DDa, DDb, SSa, SSb as the X-type of V. An XD Hˆq-module is
determined up to isomorphism by its dimension, its parameter sequence, and its X-type
(see Note 9.3). The cases (i)–(v) in Theorem 1.8 correspond to the X-types as follows:
(i) (ii) (iii) (iv) (v)
DDa DS SSa DDb SSb
(12)
The cases (vi) and (vii) are reduced to (ii) and (i) by exchanging our two Leonard pairs
(see Remark 1.11).
Recall that V has 16 parameter sequences {k±1i }i∈I. In view of (9)–(11) we adopt the
following convention for most of the paper:
Case Rule
DS
k0 (resp. k3) is the eigenvalue of t0 (resp. t3) on VX(µ0)
k1 (resp. k2) is the eigenvalue of t1 (resp. t2) on VX(µn)
DD k0 (resp. k3) is the eigenvalue of t0 (resp. t3) on VX(µ0)
SS k1 (resp. k2) is the eigenvalue of t1 (resp. t2) on VX(µ0)
(13)
Under this convention, the following equation holds (see Lemma 12.1):
X-type of V Equation
DS k0k1k2k3 = q
−n−1
DDa k20 = q
−n−1
DDb k23 = q
−n−1
SSa k21 = q
−n−1
SSb k22 = q
−n−1
(14)
Below we summarize our proof of the main theorems. Until starting the proof summary
of Theorem 1.8, the following notation is in effect. Let V denote an XD Hˆq-module with
dimension n + 1, n ≥ 1. We consider the reduced X-diagram of V. Let {µr}
n
r=0 denote
the eigenvalues of X on V, as shown in (8). Choose a parameter sequence {ki}i∈I of V that
satisfies (13). Assume that k0 6= k
−1
0 . Let V(k0) denote the subspace of V consisting of
v ∈ V such that t0v = k0v. The subspace V(k
−1
0 ) is similarly defined.
Towards Theorem 1.7, we make the following observations (A)–(C).
(A) The eigenvalues {µr}
n
r=0 are determined by {ki}i∈I, using (13) and the shape of the
diagram.
(B) We indicated earlier that for each single bond µ, ν the subspace VX(µ) + VX(ν)
is invariant under t0. It turns out that the intersections of this subspace with V(k0) and
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V(k−10 ) each have dimension one. Call these intersections bond subspaces. For an endvertex
µ that is incident to a double bond, by (9) VX(µ) is invariant under t0, so it is contained
in one of V(k0), V(k
−1
0 ). Call VX(µ) a bond subspace. Note that each of V(k0), V(k
−1
0 ) is
a direct sum of its bond subspaces. Also note that t0 has only one eigenvalue on V if and
only if n = 1 and V has X-type DDa.
(C) For each vertex µ the subspace VX(µ) is an eigenspace of X with eigenvalue µ. Since
B = X +X−1, VX(µ) is invariant under B with eigenvalue µ + µ
−1. For each single bond
µ, ν we have µν = 1, so on VX(µ) and VX(ν) the eigenvalue of B is the same. Therefore B
acts on VX(µ) + VX(ν) as µ+ ν times the identity.
We summarize our proof of Theorem 1.7. Assume that V is feasible. First consider the
action of A,B on V(k0). We pick a nonzero vector in each bond subspace of V(k0). By
(B) these vectors form a basis for V(k0). We order these vectors along with the ordering
{µr}
n
r=0, and denote them by {wr}
d
r=0. By (C) the vectors {wr}
d
r=0 are eigenvectors of B.
By (A) the corresponding eigenvalues are represented in terms of {ki}i∈I, and we find that
these eigenvalues form a q-Racah sequence. We indicated earlier that for each single (resp.
double) bond µ, ν the subspace VX(µ) + VX(ν) is invariant under t0 (resp. t1). By this
we see that the matrix representing A with respect to {wr}
d
r=0 is tridiagonal, and it turns
out that this tridiagonal matrix is irreducible. We have described the action of A,B on
V(k0), and the action of A,B on V(k
−1
0 ) is similar. So far for each of V(k
±1
0 ) there exists
a basis with respect to which the matrix representing A is irreducible tridiagonal and the
matrix representing B is diagonal whose diagonal entries form a q-Racah sequence. There
is an automorphism σ of Hˆq that fixes t0 and swaps A, B. Applying the above fact to the
twisted Hˆq-module V
σ , we find that for each of V(k±10 ) there exists a basis with respect to
which the matrix representing B is irreducible tridiagonal and the matrix representing A
is diagonal whose diagonal entries form a q-Racah sequence. Therefore A,B act on each
V(k±10 ) as a Leonard pair of q-Racah type.
Towards Theorem 1.8, we do the following (D)–(G).
(D) We construct a certain basis {ur}
n
r=0 for V such that for 1 ≤ r ≤ n we have
Y eur−1 ∈ F(ur−1 − ur), where e = 1 if µr−1, µr are 1-adjacent, and e = −1 if µr−1, µr are
q-adjacent.
(E) We obtain the action of X±1 and Y ±1 on the basis {ur}
n
r=0. The results show that
with respect to the basis {ur}
n
r=0 the matrices representing X
±1, B are lower tridiagonal,
and the matrices representing Y ±1, A are upper tridiagonal.
(F) We obtain some inequalities for {ki}i∈I from the facts that X is diagonalizable on
V, {µr}
n
r=0 are mutually distinct, and each VX(µr) has dimension one (see Lemma 12.4).
Also, using the basis {ur}
n
r=0 we obtain necessary and sufficient conditions on {ki}i∈I for
Y to be diagonalizable on V (see Corollary 14.8).
(G) Assume that V is feasible, and consider the two Leonard pairs of q-Racah type
from Theorem 1.7. We represent a Huang data of each Leonard pair in terms of {ki}i∈I
as follows. First consider the Leonard pair A,B on V(k0). Using the basis {ur}
n
r=0 from
(D) we construct a basis for V(k0) with respect to which the matrix representing A (resp.
B) is lower bidiagonal (resp. upper bidiagonal). By construction the diagonal entries of
this matrix give an ordering of the eigenvalues of A (resp. B) on V(k0), and it turns out
(see Lemma 2.4) that this ordering is standard. This standard ordering forms a q-Racah
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sequence. Let a (resp. b) denote the parameter of this q-Racah sequence. We represent a
(resp. b) in terms of {ki}i∈I. We remark that the above standard ordering of the eigenvalues
of B coincides with the one from the proof summary of Theorem 1.7 (see Proposition 11.12
and Corollary 19.6). We define a certain nonzero c ∈ F in terms of {ki}i∈I. Using the
equitable Askey-Wilson relations (see Lemma 20.1), we show that (a, b, c, d) is a Huang
data of the Leonard pair A,B on V(k0). So far, we have represented a Huang data of the
Leonard pair A,B on V(k0) in terms of {ki}i∈I. We similarly represent a Huang data of the
Leonard pair A,B on V(k−10 ) in terms of {ki}i∈I.
We now summarize our proof of Theorem 1.8. First consider the “only if” direction.
Suppose we are given two Leonard pairs A,A∗ on V and A′, A∗′ on V ′ that have q-Racah
type. Assume that these Leonard pairs are linked. So we have a feasible Hˆq-module
structure on V := V ⊕ V ′ such that V , V ′ are the eigenspaces of t0 and (6) holds. Let
{ki}i∈I denote a parameter sequence of V that satisfies (13). First assume that V = V(k0)
and V ′ = V(k−10 ). In (G) we described a Huang data (a, b, c, d) of A,B on V(k0) and a
Huang data (a′, b′, c′, d′) of A,B on V(k−10 ). These Huang data are displayed in Proposition
21.1. For these Huang data the value of d′− d and the ratios a′/a, b′/b, c′/c are as follows.
X-type of V d′ − d a′/a b′/b c′/c
DS −1 q q q
DDa −2 1 1 1
DDb 0 1 q2 1
SSa 0 q2 1 1
SSb 0 1 1 q2
Using (F), (14) and k20 6= 1 we get the following inequalities:
X-type of V inequalities
DS a2 6= q−2d b2 6= q−2d
DDa
DDb a2 6= q±2d b2 6= q−2
SSa b2 6= q±2d a2 6= q−2
SSb a2 6= q±2d b2 6= q±2d c2 6= q−2
Now we find that the following case in Theorem 1.8 occurs:
X-type of V DS DDa DDb SSa SSb
Case (ii) (i) (iv) (iii) (v)
For the case V = V(k−10 ) and V
′ = V(k0) the argument is similar.
Next consider the “if” direction. Suppose we are given two Leonard pairs A,A∗ on V
and A′, A∗′ on V ′ that have q-Racah type. Assume that there exist a Huang data (a, b, c, d)
of A,A∗ and a Huang data (a′, b′, c′, d′) of A′, A∗′ that satisfy one of the conditions (i)–(vii).
We may assume that the Huang data satisfy one of (i)–(v) by exchanging our two Leonard
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pairs if necessary. For each case (i)–(v), we define scalars {ki}i∈I as follows:
Case k0 k1 k2 k3
(i) q−d a c b
(ii) (abcq1−d)1/2 aq−dk−10 cq
−dk−10 bq
−dk−10
(iii) aq q−d−1 b c
(iv) bq c a q−d−1
(v) cq b q−d−1 a
(15)
In case (ii), take any one of the square roots of abcq1−d for the value of k0. We construct an
XD Hˆq-module V with dimension d+d
′+1 and parameter sequence {ki}i∈I in the following
way. Set n = d + d′ + 1 and let V denote a vector space over F with basis {vr}
n
r=0. We
define scalars {µr}
n
r=0 as follows:
Case Definition of µr
(i), (ii), (iv) µr = k0k3q
r if r is even, µr =
(
k0k3q
r+1
)−1
if r is odd
(iii), (v) µr =
(
k1k2q
r+1
)−1
if r is even, µr = k1k2q
r if r is odd
We find that the reduced diagram of {µr}
n
r=0 is as in (8) with
(i) (ii) (iii) (iv) (v)
DD DS SS DD SS
Using this diagram we define the action of {ti}i∈I on {vr}
n
r=0 as follows. For 0 ≤ r ≤ n− 1
such that µr, µr+1 are 1-adjacent (resp. q-adjacent), we define the action of t0, t3 (resp.
t1, t2) on Fvr + Fvr+1 by (46)–(49) (resp.(50)–(53)). The remaining actions are defined
by (43). It turns out that these actions give an Hˆq-module structure of V. Moreover, this
Hˆq-module V is XD and has X-type
(i) (ii) (iii) (iv) (v)
DDa DS SSa DDb SSb
(16)
The inequalities in Theorem 1.8 yield some inequalities for {ki}i∈I (see Lemma 24.3). By
these inequalities we find that {ki}i∈I satisfy the conditions in (F) that make Y diagonaliz-
able on V, so V is YD. We also find that t0 has two distinct eigenvalues on V, so V is feasible.
By Theorem 1.7 A,B act on each eigenspace of t0 as a Leonard pair of q-Racah type. These
Leonard pairs have Huang data that are displayed in Proposition 21.1. Using (15) we find
that these Huang data coincide with (a, b, c, d) and (a′, b′, c′, d′). Thus the Leonard pair
A,B on V(k0) (resp. V(k
−1
0 )) and the Leonard pair A,A
∗ (resp. A′, A∗′) have a common
Huang data. So the Leonard pair A,B on V(k0) (resp. V(k
−1
0 )) and the Leonard pair A,A
∗
on V (resp. A′, A∗′ on V ′) are isomorphic. Let f : V(k0) → V (resp. f
′ : V(k−10 ) → V
′)
denote the corresponding isomorphism of Leonard pairs. Consider the F-linear bijection
f ⊕ f ′ : V = V(k0) + V(k
−1
0 ) → V ⊕ V
′. We define an Hˆq-module structure on V ⊕ V
′ so
that f ⊕ f ′ is an isomorphism of Hˆq-modules. By construction the Hˆq-module V ⊕ V
′ is
feasible, the subspaces V and V ′ are the eigenspaces of t0, and (6) holds. Thus the Leonard
pairs A,A∗ and A′, A∗′ are linked.
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The paper is organized as follows. In Section 2 we recall some materials concerning
Leonard pairs. In Section 3 we recall some basic facts about Hˆq. In Sections 4 and 5
we consider certain elements of Hˆq and study their properties. In Section 6 we study the
X-diagram. In Section 7 we show that X is multiplicity-free on an XD Hˆq-module. In
Section 8 we study the cases DS, DDa, DDb, SSa, SSb, and we do (A). In Section 9 we
investigate the structure of an XD Hˆq-module. In Section 10 we investigate the eigenspaces
of t0, and we do (B). In Section 11 we prove Theorem 1.7. In Section 12 we obtain some
(in)equalities for {ki}i∈I. In Sections 13 we do (D). In Section 14 we obtain the action of
Y ±1 on the basis {ur}
n
r=0, and we do (F). In Section 15 we obtain the action of {ti}i∈I on
the basis {ur}
n
r=0. In Section 16 we obtain the action of X
±1 on the basis {ur}
n
r=0. In
Sections 17–21 we do (G). In Section 22 we prove the “only if” direction of Theorem 1.8.
In Sections 23 and 24 we prove the “if” direction of Theorem 1.8.
2 Preliminaries for Leonard pairs
In this section we recall some materials concerning Leonard pairs. We first recall the notion
of a parameter array, and next recall the notion of a Huang data.
Fix an integer d ≥ 0. Let M denote a (d+1)× (d+1) matrix with all entries in F. We
index the rows and columns by 0, 1, . . . , d. Let V denote a vector space over F with basis
{vr}
d
r=0, and consider a linear transformation A : V → V . We say M represents A with
respect to {vr}
d
r=0 whenever Avs =
∑d
r=0Mr,svr for 0 ≤ s ≤ d.
Lemma 2.1 (See [12, Theorem 3.2].) Let V denote a vector space over F with dimension
d + 1, and let A,A∗ denote a Leonard pair on V . Let {θr}
d
r=0 (resp. {θ
∗
r}
d
r=0) denote a
standard ordering of the eigenvalues of A (resp. A∗). Then there exists a basis for V with
respect to which the matrices representing A,A∗ are
A :


θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd


, A∗ :


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d


for some scalars {ϕr}
d
r=1 in F. The sequence {ϕr}
d
r=1 is uniquely determined by the ordering
({θr}
d
r=0, {θ
∗
r}
d
r=0). Moreover ϕr 6= 0 for 1 ≤ r ≤ d.
With reference to Lemma 2.1 we refer to {ϕr}
d
r=1 as the first split sequence of A,A
∗
associated with the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0). By the second split sequence of A,A
∗
associated with the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0) we mean the first split sequence of A,A
∗
associate with the ordering ({θd−r}
d
r=0, {θ
∗
r}
d
r=0).
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Definition 2.2 Let A,A∗ denote a Leonard pair over F. By a parameter array of A,A∗
we mean a sequence
({θr}
d
r=0, {θ
∗
r}
d
r=0, {ϕr}
d
r=1, {φr}
d
r=1), (17)
such that {θr}
d
r=0 is a standard ordering of the eigenvalues of A, {θ
∗
r}
d
r=0 is a standard
ordering of the eigenvalues of A∗, and {ϕr}
d
r=1 (resp. {φr}
d
r=1) is the corresponding first
split sequence (resp. second split sequence) of A,A∗.
Let A,A∗ denote a Leonard pair over F with diameter d, and let (17) denote a parameter
array of A,A∗. Then by [12, Theorem 1.11] the parameter arrays of A,A∗ are as follows:
({θr}
d
r=0, {θ
∗
r}
d
r=0, {ϕr}
d
r=1, {φr}
d
r=1),
({θr}
d
r=0, {θ
∗
d−r}
d
r=0, {φd−r+1}
d
r=1, {ϕd−r+1}
d
r=1),
({θd−r}
d
r=0, {θ
∗
r}
d
r=0, {φr}
d
r=1, {ϕr}
d
r=1),
({θd−r}
d
r=0, {θ
∗
d−r}
d
r=0, {ϕd−r+1}
d
r=1, {φd−r+1}
d
r=1).
Lemma 2.3 (See [12, Theorem 1.9].) Consider two Leonard pairs over F. Assume that
these Leonard pairs have a common parameter array. Then these Leonard pairs are iso-
morphic.
A square matrix is said to be upper bidiagonal whenever each nonzero entry lies on
the diagonal or the superdiagonal, and lower bidiagonal whenever its transpose is upper
bidiagonal.
Lemma 2.4 (See [15, Corollary 7.6].) Let V denote a vector space over F with dimension
d + 1, and let A,A∗ denote a Leonard pair on V . Assume that there exists a basis for V
with respect to which the matrix representing A (resp. A∗) is lower bidiagonal (resp. upper
bidiagonal) with (r, r)-entry θr (resp. θ
∗
r) for 0 ≤ r ≤ d. Then {θr}
d
r=0 (resp. {θ
∗
r}
d
r=0) is a
standard ordering of the eigenvalues of A (resp. A∗).
Lemma 2.5 (See [3, Corollary 6.4].) Let A,A∗ denote a Leonard pair over F with diameter
d, and let (17) denote a parameter array of A,A∗. Assume that A,A∗ has q-Racah type,
and let a, b denote nonzero scalars in F such that
θr = aq
2r−d + a−1qd−2r, θ∗r = bq
2r−d + b−1qd−2r (0 ≤ r ≤ d). (18)
Then there exists a nonzero c ∈ F such that
ϕr = a
−1b−1qd+1(qr − q−r)(qr−d−1 − qd−r+1)(q−r − abcqr−d−1)(q−r − abc−1qr−d−1), (19)
φr = ab
−1qd+1(qr − q−r)(qr−d−1 − qd−r+1)(q−r − a−1bcqr−d−1)(q−r − a−1bc−1qr−d−1) (20)
for 1 ≤ r ≤ d. Moreover c is unique up to inverse, provided that d ≥ 1.
With reference to Lemma 2.5, for the case d = 0 the conditions (19) and (20) become
vacuous, so any nonzero c ∈ F satisfies these conditions. For the case d ≥ 1, the scalars a, b,
c are determined up to inverse of c by the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0), since the parameter
array (17) is determined by the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0).
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Definition 2.6 Let A,A∗ denote a Leonard pair over F with diameter d that has q-Racah
type, and let (17) denote a parameter array of A,A∗. Let a, b, c denote nonzero scalars
in F that satisfy (18)–(20). Then the sequence (a, b, c, d) is called a Huang data of A,A∗
corresponding to the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0).
With reference to Definition 2.6, assume d ≥ 1. Let (a, b, c, d) denote a Huang data of
A,A∗ corresponding to the ordering ({θr}
d
r=0, {θ
∗
r}
d
r=0). Then by [3, Lemma 8.1] for each
standard ordering of the eigenvalues of A,A∗ the corresponding Huang data of A,A∗ are
as follows:
Standard ordering Huang data
({θr}
d
r=0, {θ
∗
r}
d
r=0) (a, b, c
±1, d)
({θr}
d
r=0, {θ
∗
d−r}
d
r=0) (a, b
−1, c±1, d)
({θd−r}
d
r=0, {θ
∗
r}
d
r=0) (a
−1, b, c±1, d)
({θd−r}
d
r=0, {θ
∗
d−r}
d
r=0) (a
−1, b−1, c±1, d)
Lemma 2.7 Consider two Leonard pairs over F that have q-Racah type. Assume that these
Leonard pairs have a common Huang data. Then these Leonard pairs are isomorphic.
Proof. Let (a, b, c, d) denote a common Huang data of the two Leonard pairs. By (18)–
(20) the Huang data (a, b, c, d) determines a parameter array of each Leonard pair. Thus
these Leonard pairs have a common parameter array. By this and Lemma 2.3 these Leonard
pairs are isomorphic. ✷
We mention a lemma for later use.
Lemma 2.8 (See [3, Lemmas 7.2, 7.3].) Let a, b, c denote nonzero scalars in F. Then the
sequence (a, b, c, d) is a Huang data of a Leonard pair over F of q-Racah type if and only if
the following (i) and (ii) hold:
(i) neither of a2, b2 is among q2d−2, q2d−4, . . . , q2−2d;
(ii) none of abc, a−1bc, ab−1c, abc−1 is among qd−1, qd−3, . . . , q1−d.
3 Basic facts about Hˆq
In this section we collect some basic facts about Hˆq. For more background information we
refer the reader to [16]. The following two lemmas are immediate from Definition 1.5.
Lemma 3.1 In the algebra Hˆq the scalar q
−1 is equal to each of
t0t1t2t3, t1t2t3t0, t2t3t0t1, t3t0t1t2.
Lemma 3.2 There exists an automorphism ̺ of Hˆq that sends
t0 7→ t1 7→ t2 7→ t3 7→ t0.
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Lemma 3.3 There exists an automorphism σ of Hˆq that sends
t0 7→ t0, t1 7→ t
−1
0 t3t0, t2 7→ t1t2t
−1
1 , t3 7→ t1.
Proof. This is routinely checked, or see [4, Lemma 4.2]. ✷
The following lemmas are routinely checked.
Lemma 3.4 The automorphism ̺ from Lemma 3.2 sends
X 7→ Y 7→ q−1X−1 7→ q−1Y −1 7→ X.
Lemma 3.5 The automorphism σ from Lemma 3.3 sends
X 7→ t−10 Y t0, Y 7→ X, A 7→ B, B 7→ A,
T0 7→ T0, T1 7→ T3, T2 7→ T2, T3 7→ T1.
We collect some identities in Hˆq.
Lemma 3.6 (See [16, Corollary 6.2].) For i, j ∈ I the following hold:
(i) titj + (titj)
−1 = tjti + (tjti)
−1;
(ii) titj + (titj)
−1 commutes with each of ti, tj.
Lemma 3.7 We have
Xt0 − t0X
−1 = XT0 − T3, (21)
qXt2 − q
−1t2X
−1 = T1 − q
−1X−1T2. (22)
Proof. To verify (21), eliminate T0 (resp. T3) using T0 = t0 + t
−1
0 (resp. T3 = t3 + t
−1
3 )
and simplify the result using t3 = Xt
−1
0 . To obtain (22), apply ̺
2 to each side of (21) and
use Lemma 3.4 to find
q−1X−1t2 − qt2X = q
−1X−1T2 − T1.
In this equation, multiply each term on the left by X and on the right by X−1. This yields
(22). ✷
13
4 The elements Gi
We consider the following elements of Hˆq that will help us investigate Hˆq-modules.
Definition 4.1 Define
G0 = t0 − t3t0t
−1
3 , G1 = t1 − t0t1t
−1
0 ,
G2 = t2 − t1t2t
−1
1 , G3 = t3 − t2t3t
−1
2 .
In this and the next section, we describe the Gi. We focus on how G0, G2 interact with
X; similar results describe how G1, G3 interact with Y . Our results are summarized as
follows. Let V denote an XD Hˆq-module with parameter sequence {ki}i∈I. We show that
each of G20, G
2
2 acts on V as a Laurent polynomial in X. In particular G
2
0, G
2
2 act on each
X-eigenspace in V as a scalar multiple of the identity. We compute these scalars in terms
of {ki}i∈I.
Lemma 4.2 We have
XG0 = G0X
−1, X−1G0 = G0X,
XG2 = q
−2G2X
−1, X−1G2 = q
2G2X.
Proof. Using X = t3t0 and G0 = t0 − t3t0t
−1
3 one verifies
G0t3 −X
−1G0X
−1t3 = t0t3 + (t0t3)
−1 − t3t0 − (t3t0)
−1.
In this equation, the right-hand side is zero by Lemma 3.6(i). So G0t3 = X
−1G0X
−1t3. In
this equation, multiply each side on the left by X and on the right by t−13 to get XG0 =
G0X
−1. In this equation, multiply each side on the left by X−1 and on the right by X to
get X−1G0 = G0X. In this equation, apply ̺
2 to each side and simplify the result using
Lemma 3.4 to get XG2 = q
−2G2X
−1. In this equation, multiply each side on the left by
X−1 and on the right by X to get X−1G2 = q
2G2X. ✷
Lemma 4.3 We have
G0 = t0(1−X
−2) + T3X
−1 − T0, (23)
G0 = t3(X
−1 −X) + T3X − T0, (24)
G2 = t2(1− q
2X2) + qT1X − T2, (25)
G2 = t1(qX − q
−1X−1) + q−1T1X
−1 − T2. (26)
Proof. In (21), multiply each side on the right by X−1 and use Xt0X
−1 = t0−G0 to get
(23). In (23), eliminate t0 using t0 = T3X − t3X to get (24). Concerning (25), apply ̺
2 to
(23) and use Lemma 3.4. The line (26) is similarly obtained from (24). ✷
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Proposition 4.4 We have
G20 = (X +X
−1)2 − (X +X−1)T0T3 + T
2
0 + T
2
3 − 4, (27)
G22 = (qX + q
−1X−1)2 − (qX + q−1X−1)T1T2 + T
2
1 + T
2
2 − 4. (28)
Proof. We first show (27). We claim
X−1 −X = t0X
−1G0 + (T3X
−1 − T0)t3. (29)
In (29), represent each side in terms of t0, t3, T0, T3 using X = t3t0, X
−1 = t−10 t
−1
3 ,
G0 = t0 − t3t0t
−1
3 , t
−1
0 = T0 − t0, t
−1
3 = T3− t3, and simplify the results using the fact that
T0, T3 are central. This gives (29). In (29), multiply each side on the right by X
−1 −X,
and simplify the results using Lemma 4.2 to find
(X−1 −X)2 = t0(1−X
−2)G0 + (T3X
−1 − T0)t3(X
−1 −X). (30)
By (23) t0(1 −X
−2) = G0 − (T3X
−1 − T0). By (24) t3(X
−1 −X) = G0 − (T3X − T0). In
(30) eliminate t0(1−X
−2) and t3(X
−1−X) using these comments, and simplify the result
to find
(X−1 −X)2 = G20 − T
2
0 − T
2
3 + (X +X
−1)T0T3.
This implies (27). Concerning (28), apply ̺2 to each side of (27) and use Lemma 3.4.
✷
5 The action of Gi on the eigenspaces of X
Let V denote an XD Hˆq-module. In this section we describe how the elements {ti}i∈I, G0,
G2 act on the eigenspaces of X.
Lemma 5.1 For 0 6= µ ∈ F
G0VX(µ) ⊆ VX(µ
−1), G2VX(µ) ⊆ VX(q
−2µ−1).
Proof. We first show G0VX(µ) ⊆ VX(µ
−1). Pick any v ∈ VX(µ). Then X
−1v = µ−1v. By
Lemma 4.2 XG0 = G0X
−1. Using these comments we argue XG0v = G0X
−1v = µ−1G0v.
So G0v ∈ VX(µ
−1). We have shown G0VX(µ) ⊆ VX(µ
−1). The proof of G2VX(µ) ⊆
VX(q
−2µ−1) is similar. ✷
For indeterminates λ, s, t define
G(λ, s, t) = λ−2(λ− st)(λ− st−1)(λ− s−1t)(λ− s−1t−1). (31)
The following lemma is routinely verified.
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Lemma 5.2 We have
G(λ, s, t) = (λ+ λ−1)2 − (λ+ λ−1)(s + s−1)(t+ t−1) + (s+ s−1)2 + (t+ t−1)2 − 4.
Moreover G(λ, s, t) is equal to each of the following:
G(λ−1, s, t), G(λ, s−1, t), G(λ, s, t−1).
The action of G20, G
2
2 on V is given as follows. Let {ki}i∈I denote a parameter sequence
of V.
Lemma 5.3 The following hold on V:
G20 = G(X, k0, k3), G
2
2 = G(qX, k1, k2). (32)
Proof. We first show the equation on the left in (32). By Definition 1.6 T0 = k0 + k
−1
0
and T3 = k3 + k
−1
3 on V. By this and (27)
G20 = (X +X
−1)2 − (X +X−1)(k0 + k
−1
0 )(k3 + k
−1
3 ) + (k0 + k
−1
0 )
2 + (k3 + k
2
3)
2 − 4
on V. In the above line, the the right-hand side is equal to G(X, k0, k3) by Lemma 5.2.
Thus the equation on the left in (32) holds on V. The proof of the equation on the right in
(32) is similar. ✷
The following corollary is immediate from Lemma 5.3.
Corollary 5.4 Let 0 6= µ ∈ F.
(i) G20 acts on VX(µ) as G(µ, k0, k3) times the identity.
(ii) G22 acts on VX(µ) as G(qµ, k1, k2) times the identity.
We mention some lemmas for later use.
Lemma 5.5 Let µ denote a vertex of the X-diagram of V that is not incident to a single
loop. Then µ 6= µ−1 and the following hold on VX(µ):
t0 =
µT0 − T3 + µG0
µ− µ−1
, t−10 =
µ−1T0 − T3 + µG0
µ−1 − µ
, (33)
t3 =
T0 − µT3 +G0
µ−1 − µ
, t−13 =
T0 − µ
−1T3 +G0
µ− µ−1
. (34)
Proof. We have µ 6= µ−1 by the definition of a single loop. Now the formula for t0
follows from (23), and the formula for t3 follows from (24). Concerning t
−1
0 and t
−1
3 , use
t−10 = T0 − t0 and t
−1
3 = T3 − t3. ✷
16
Lemma 5.6 Let µ denote a vertex of the X-diagram of V that is not incident to a double
loop. Then qµ 6= q−1µ−1 and the following hold on VX(µ):
t1 =
q−1µ−1T1 − T2 −G2
q−1µ−1 − qµ
, t−11 =
qµT1 − T2 −G2
qµ− q−1µ−1
, (35)
t2 =
T1 − q
−1µ−1T2 − q
−1µ−1G2
qµ− q−1µ−1
, t−12 =
T1 − qµT2 − q
−1µ−1G2
q−1µ−1 − qµ
. (36)
Proof. Similar to the proof of Lemma 5.5. ✷
6 The X-diagram
Let V denote an XD Hˆq-module. In this section we prove that the reduced X-diagram of
V is a path. We then introduce the notion of a standard ordering of the eigenvalues of X.
We also describe some basic facts concerning these notions.
Lemma 6.1 Let W denote a subspace of V that is invariant under X.
(i) W is invariant under t0 if and only if W is invariant under t3.
(ii) W is invariant under t2 if and only if W is invariant under t1.
(iii) W is an Hˆq-submodule of V if and only if W is invariant under each of t0, t2.
Proof. We have XW ⊆ W. This forces XW = W since X is invertible and W is
finite-dimensional.
(i): First assume t0W ⊆ W. This forces t0W = W, and so t
−1
0 W = W. By this and
t3 = Xt
−1
0 we get t3W = W. Next assume t3W ⊆W. We get t0W = W in a similar way.
(ii): Similar to the proof of (i) using t1 = q
−1X−1t−12 .
(iii): Follows from (i) and (ii). ✷
Lemma 6.2 Let µ, ν ∈ F.
(i) Assume that µ, ν are 1-adjacent. Then VX(µ) + VX(ν) is invariant under t0.
(ii) Assume that µ, ν are q-adjacent. Then VX(µ) + VX(ν) is invariant under t2.
Proof. (i): For notational convenience set W = VX(µ)+VX (ν). We first show t0VX(µ) ⊆
W. Pick any w ∈ VX(µ). We show t0w ∈ W. Multiply each side of (21) on the left by
X −µ, and apply the result to w. Simplifying the result using Xw = µw, X−1w = νw and
the fact that T0, T3 commute with X, we find (X − µ)(X − ν)t0w = 0. By this and since
X is diagonalizable we obtain t0w ∈ W. We have shown t0VX(µ) ⊆ W. Interchanging µ
and ν in the above arguments, we obtain t0VX(ν) ⊆W. Therefore t0W ⊆W.
(ii): Similar to the proof of (i), but use (22) instead of (21). ✷
Consider the X-diagram of V, which we are not assuming is reduced.
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Lemma 6.3 Let µ denote a vertex of the X-diagram.
(i) Assume that µ is not incident to a single bond. Then G0VX(µ) = 0.
(ii) Assume that µ is not incident to a double bond. Then G2VX(µ) = 0.
Proof. (i): By Lemma 5.1 G0VX(µ) ⊆ VX(µ
−1). We have VX(µ
−1) = 0 since µ is not
incident to a single bond. By these comments G0VX(µ) = 0.
(ii): Similar. ✷
Lemma 6.4 Let µ denote a vertex of the X-diagram and let v ∈ VX(µ).
(i) Assume that µ is not incident to a single loop. Then Fv + FG0v is invariant under
t0.
(ii) Assume that µ is not incident to a double loop. Then Fv + FG2v is invariant under
t2.
Proof. (i): We show each of t0v and t0G0v is contained in Fv + FG0v. Recall that Ti
(i ∈ I) acts on V as a scalar. Applying (33) to v we find that t0v is contained in Fv+FG0v.
Concerning t0G0v, we may assume G0v 6= 0. By Lemma 5.1 G0v ∈ VX(µ
−1). In particular
VX(µ
−1) 6= 0 and so µ−1 is a vertex of the X-diagram. Now applying (33) to G0v and
using Corollary 5.4(i) we find that t0G0v is contained in Fv + FG0v. The result follows.
(ii): Similar to the proof of (i). ✷
Lemma 6.5 Let µ denote a vertex of the X-diagram and let v ∈ VX(µ).
(i) Assume that µ is not incident to a single bond. Then Fv is invariant under t0.
(ii) Assume that µ is not incident to a double bond. Then Fv is invariant under t2.
Proof. (i): By Lemma 6.3(i) G0v = 0. By this and Lemma 6.4(i) Fv is invariant under
t0.
(ii): Similar. ✷
Lemma 6.6 The X-diagram of V is connected.
Proof. Let C denote a connected component of the X-diagram, and let W denote the
sum of the subspaces VX(µ) for µ ∈ C. By Lemmas 6.2 and 6.5 W is invariant under each
of t0, t2. By this and Lemma 6.1(iii) W is an Hˆq-submodule of V, and this forces W = V
since V is irreducible. Therefore C contains every vertex, so the X-diagram is connected.
✷
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Lemma 6.7 The reduced X-diagram of V is a path.
Proof. By Lemma 6.6 the reduced X-diagram is connected. By the construction, each
vertex is 1-adjacent (resp. q-adjacent) to at most one vertex. Moreover there is no cycle
in the reduced X-diagram since q is not a root of unity. By these comments the reduced
X-diagram is a path. ✷
By Lemma 6.7 the reduced X-diagram is one of the types (7). An ordering {µr}
n
r=0
of the eigenvalues of X is said to be standard whenever they are attached to the reduced
X-diagram as in (8). Assume for the moment that the reduced X-diagram of V is DD or
SS. Let {µr}
n
r=0 denote a standard ordering of the eigenvalues of X. Then the ordering
{µn−r}
n
r=0 is also standard and no further ordering is standard.
For the rest of this section, we fix a standard ordering {µr}
n
r=0 of the eigenvalues of X.
By the shape of the diagram the parity of n is as follows:
X-diagram Parity of n
DS even
DD,SS odd
(37)
By the construction, for 0 ≤ r ≤ n the eigenvalue µr is as follows:
X-diagram µr for even r µr for odd r
DS,DD qrµ0 q
−r−1µ−10
SS q−rµ0 q
r−1µ−10
(38)
In particular, µn is as follows:
X-diagram DS DD SS
µn q
nµ0 q
−n−1µ−10 q
n−1µ−10
(39)
Lemma 6.8 Consider the X-diagram of V.
(i) Assume n = 0. Then µ0 cannot be incident to both a single loop and a double loop.
(ii) Assume n ≥ 1. Then at most one of µ0, µn is incident to a loop.
Proof. First consider the case that the X-diagram V is DS. By way of contradiction,
assume that µ0 is incident to a single loop and µn is incident to a double loop. So µ
2
0 = 1
and µ2n = q
−2. By (39) we have µn = q
nµ0. By these comments q
2n+2 = 1, contradicting
the assumption that q is not a root of unity. We have shown the assertion for the case DS.
For the cases DD, SS the proof is similar, and omitted. ✷
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7 The eigenspaces of X
Let V denote an XD Hˆq-module. In this section we show that X is multiplicity-free on V.
We then introduce the notion of an X-standard basis. Consider the X-diagram of V, which
we are not assuming is reduced. We use the following term.
Definition 7.1 Let µ, ν denote distinct vertices of the X-diagram that are 1-adjacent or
q-adjacent. For u ∈ VX(µ) and v ∈ VX(ν), we say that v follows u whenever v = Gu,
where G = G0 if µ, ν are 1-adjacent and G = G2 if µ, ν are q-adjacent.
For the rest of this section, we fix a standard ordering {µr}
n
r=0 of the eigenvalues of X.
Definition 7.2 By a forward chain in V (with respect to the ordering {µr}
n
r=0) we mean
a sequence of vectors {vr}
n
r=0 in V such that
(i) vr ∈ VX(µr) for 0 ≤ r ≤ n;
(ii) v0 6= 0;
(iii) vr follows vr−1 for 1 ≤ r ≤ n.
Definition 7.3 By a backward chain in V (with respect to the ordering {µr}
n
r=0) we mean
a sequence of vectors {vr}
n
r=0 in V such that
(i) vr ∈ VX(µr) for 0 ≤ r ≤ n;
(ii) vn 6= 0;
(iii) vr−1 follows vr for 1 ≤ r ≤ n.
Definition 7.4 A sequence of vectors {vr}
n
r=0 in V is called a chain whenever it is a forward
or backward chain.
Lemma 7.5 Assume that the reduced X-diagram of V is of type DD or SS. Let {vr}
n
r=0
denote a forward chain (resp. backward chain) with respect to the ordering {µr}
n
r=0. Then
{vn−r}
n
r=0 is a backward chain (resp. forward chain) with respect to the ordering {µn−r}
n
r=0.
Lemma 7.6 The following hold.
(i) For a nonzero v ∈ VX(µ0), there exists a unique forward chain {vr}
n
r=0 such that
v0 = v.
(ii) For a nonzero v ∈ VX(µn), there exists a unique backward chain {vr}
n
r=0 such that
vn = v.
Proof. Routine using Lemma 5.1. ✷
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Lemma 7.7 Let µ denote an endvertex of the X-diagram.
(i) Assume that µ is incident to a double bond in the reduced X-diagram of V. Then
VX(µ) is invariant under t0.
(ii) Assume that µ is incident to a single bond in the reduced X-diagram of V. Then
VX(µ) is invariant under t2.
Proof. (i): If µ is incident to a single loop, then µ−1 = µ. If µ is not incident to
a single loop, then VX(µ
−1) = 0. In either case VX(µ
−1) ⊆ VX(µ). By Lemma 6.2(i)
VX(µ) + VX(µ
−1) is invariant under t0. By these comments VX(µ) is invariant under t0.
(ii): Similar. ✷
Proposition 7.8 The following hold.
(i) X is multiplicity-free on V.
(ii) Every chain in V forms a basis for V.
Proof. We assume that the X-diagram of V is of type DS; the proof is similar for the
other types. Note that VX(µ0) (resp. VX(µn)) is invariant under t0 (resp. t2) by Lemma
7.7. We claim that a chain {vr}
n
r=0 in V forms a basis for V provided that the following
conditions hold:
Fv0 is invariant under t0; (40)
Fvn is invariant under t2. (41)
Let W denote the subspace of V spanned by {vr}
n
r=0. Note that W 6= 0 by the definition
of a chain. Using Lemma 6.4 and the conditions (40), (41) one finds that W is invariant
under each of t0, t2. By this and Lemma 6.1(iii) W is an Hˆq-submodule of V, and this
forces W = V since V is irreducible. Therefore {vr}
n
r=0 forms a basis for V.
(i): We construct a chain {vr}
n
r=0 that satisfies (40) and (41). By Lemma 6.8 either µ0
is not incident to a single loop or µn is not incident to a double loop. First assume that
µn is not incident to a double loop. There exists an eigenvector v of t0 that is contained in
VX(µ0) since VX(µ0) is invariant under t0. By Lemma 7.6(i) there exists a forward chain
{vr}
n
r=0 such that v0 = v. This chain satisfies (40) by the construction, and satisfies (41)
by Lemma 6.5(ii). Next assume that µ0 is not incident to a single loop. We can construct
a backward chain {vr}
n
r=0 that satisfies (40) and (41) in a similar way as above. We have
constructed a chain {vr}
n
r=0 that satisfies (40) and (41). By the claim this chain forms a
basis for V, and so VX(µr) is spanned by vr for 0 ≤ r ≤ n. Thus X is multiplicity-free on
V.
(ii): Let {vr}
n
r=0 denote a chain in V. This chain satisfies (40) and (41) by (i) and since
VX(µ0) (resp. VX(µn)) is invariant under t0 (resp. t2). By the claim this chain forms a
basis for V. ✷
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Lemma 7.9 Let µ, ν denote distinct eigenvalues of X.
(i) Assume that µ, ν are 1-adjacent. Then G0VX(µ) = VX(ν) and G0VX(ν) = VX(µ).
(ii) Assume that µ, ν are q-adjacent. Then G2VX(µ) = VX(ν) and G2VX(ν) = VX(µ).
Proof. Routine using Lemma 5.1 and Proposition 7.8(ii). ✷
Definition 7.10 By an X-standard basis for V (corresponding to the ordering {µr}
n
r=0)
we mean a basis {vr}
n
r=0 for V that is a forward chain.
We mention two corollaries for later use. Let {ki}i∈I denote a parameter sequence of V.
Corollary 7.11 Let µ, ν denote distinct eigenvalues of X.
(i) Assume that µ, ν are 1-adjacent. Then G(µ, k0, k3) 6= 0.
(ii) Assume that µ, ν are q-adjacent. Then G(qµ, k1, k2) 6= 0.
Proof. Follows from Corollary 5.4 and Lemma 7.9. ✷
Corollary 7.12 Let µ, ν denote distinct eigenvalues of X.
(i) Assume that µ, ν are 1-adjacent. Then µ is not among
k0k3, k0k
−1
3 , k
−1
0 k3, k
−1
0 k
−1
3 .
(ii) Assume that µ, ν are q-adjacent. Then qµ is not among
k1k2, k1k
−1
2 , k
−1
1 k2, k
−1
1 k
−1
2 .
Proof. Follows from Corollary 7.11 and (31). ✷
8 The X-type of an XD Hˆq-module
In Section 1 we discussed the five cases DS, DDa, DDb, SSa, SSb with reference to some
lemmas. In this section we prove these lemmas. We then define the X-type of an XD Hˆq-
module, and make a rule concerning the corresponding parameter sequence {ki}i∈I. Let V
denote an XD Hˆq-module and let {µr}
n
r=0 denote a standard ordering of the eigenvalues of
X.
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Lemma 8.1 The subspaces VX(µ0) and VX(µn) are invariant under the following ele-
ments:
X-diagram VX(µ0) is invariant under VX(µn) is invariant under
DS t0, t3 t1, t2
DD t0, t3 t0, t3
SS t1, t2 t1, t2
Proof. Follows from Lemmas 6.1 and 7.7. ✷
Lemma 8.2 Assume that the reduced X-diagram of V is DD. Then one of the following
cases occurs:
Case
Eigenvalues of t0 on
VX(µ0) and VX(µn)
Eigenvalues of t3 on
VX(µ0) and VX(µn)
DDa same reciprocals
DDb reciprocals same
Proof. We consider the subspaces VX(µ0) and VX(µn). First assume that the eigenvalues
of t0 on the subspaces are the same. Then the eigenvalues of t3 are reciprocals; otherwise
the eigenvalues of X = t3t0 are the same, and this forces µ0 = µn. Next assume that the
eigenvalues of t0 are reciprocals. Then the eigenvalues of t3 are the same; otherwise the
eigenvalues of X are reciprocals and this forces q−n−1 = 1 since µ0µn = q
−n−1 by (39).
Thus at least one of the cases DDa, DDb occurs. These cases do not occur at the same
time; otherwise the eigenvalues of t0, t3 on the subspaces are contained in {1,−1} and this
forces q−n−1 = ±1 since µ0µn = q
−n−1 by (39). ✷
Lemma 8.3 Assume that the reduced X-diagram of V is SS. Then one of the following
cases occurs:
Case
Eigenvalues of t1 on
VX(µ0) and VX(µn)
Eigenvalues of t2 on
VX(µ0) and VX(µn)
SSa same reciprocals
SSb reciprocals same
Proof. Similar to the proof of Lemma 8.2 using X = q−1t−12 t
−1
1 . ✷
In view of Lemmas 8.2 and 8.3 we make some definitions.
Definition 8.4 We define the X-type of V as follows. We say that V has X-type DS
whenever the reduced X-diagram of V is DS. We say that V has X-type DDa (resp. DDb)
whenever the reduced X-diagram of V is DD and case DDa (resp. DDb) occurs in Lemma
8.2. We say that V has X-type SSa (resp. SSb) whenever the reduced X-diagram of V is
SS and case SSa (resp. SSb) occurs in Lemma 8.3.
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Definition 8.5 A parameter sequence {ki}i∈I of V is said to be consistent with the ordering
{µr}
n
r=0 whenever it follows the rule:
X-type of V Rule
DS
k0 (resp. k3) is the eigenvalue of t0 (resp. t3) on VX(µ0)
k1 (resp. k2) is the eigenvalue of t1 (resp. t2) on VX(µn)
DDa,DDb k0 (resp. k3) is the eigenvalue of t0 (resp. t3) on VX(µ0)
SSa,SSb k1 (resp. k2) is the eigenvalue of t1 (resp. t2) on VX(µ0)
(42)
Lemma 8.6 Assume that the parameter sequence {ki}i∈I is consistent with the ordering
{µr}
n
r=0. Pick nonzero vectors v0 ∈ VX(µ0) and vn ∈ VX(µn). Then
X-type of V Action
DS t0v0 = k0v0 t3v0 = k3v0 t1vn = k1vn t2vn = k2vn
DDa t0v0 = k0v0 t3v0 = k3v0 t0vn = k0vn t3vn = k
−1
3 vn
DDb t0v0 = k0v0 t3v0 = k3v0 t0vn = k
−1
0 vn t3vn = k3vn
SSa t1v0 = k1v0 t2v0 = k2v0 t1vn = k1vn t2vn = k
−1
2 vn
SSb t1v0 = k1v0 t2v0 = k2v0 t1vn = k
−1
1 vn t2vn = k2vn
(43)
Proof. Immediate from Definitions 8.4 and 8.5. ✷
By the construction, among the parameter sequences {k±1i }i∈I of V, at least one se-
quence is consistent with the ordering {µr}
n
r=0. Fix a parameter sequence {ki}i∈I of V
that is consistent with the ordering {µr}
n
r=0. Then the parameter sequences of V that are
consistent with the ordering {µr}
n
r=0 are as follows:
X-type of V Parameter sequences
DS (k0, k1, k2, k3)
DDa,DDb (k0, k
±1
1 , k
±1
2 , k3)
SSa,SSb (k±10 , k1, k2, k
±1
3 )
Assume for the moment that V has X-type among DDa, DDb, SSa, SSb. Recall that the
ordering {µn−r}
n
r=0 is also standard. The parameter sequences of V that are consistent
with the ordering {µn−r}
n
r=0 are as follows:
X-type of V Parameter sequences
DDa (k0, k
±1
1 , k
±1
2 , k
−1
3 )
DDb (k−10 , k
±1
1 , k
±1
2 , k3)
SSa (k±10 , k1, k
−1
2 , k
±1
3 )
SSb (k±10 , k
−1
1 , k2, k
±1
3 )
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By the above observations, the parameter sequences of V that are consistent with a standard
ordering of the eigenvalues of X are as follows:
X-type of V Parameter sequences
DS (k0, k1, k2, k3)
DDa (k0, k
±1
1 , k
±1
2 , k
±1
3 )
DDb (k±10 , k
±1
1 , k
±1
2 , k3)
SSa (k±10 , k1, k
±1
2 , k
±1
3 )
SSb (k±10 , k
±1
1 , k2, k
±1
3 )
Note by this that a parameter sequence of V may be consistent with no standard ordering
of the eigenvalues of X.
We mention two lemmas for later use.
Lemma 8.7 Let {ki}i∈I denote a parameter sequence of V that is consistent with the or-
dering {µr}
n
r=0.
(i) Assume that V has X-type among DS, DDa, DDb. Then
µr =
{
k0k3q
r if r is even,
1
k0k3qr+1
if r is odd
(0 ≤ r ≤ n). (44)
(ii) Assume that V has X-type among SSa, SSb. Then
µr =
{
1
k1k2qr+1
if r is even,
k1k2q
r if r is odd
(0 ≤ r ≤ n). (45)
Proof. (i): By (42) t0 (resp. t3) has eigenvalue k0 (resp. k3) on VX(µ0). By this and
X = t3t0 we get µ0 = k0k3. Now (44) follows from (38).
(ii): Similar to the proof of (i) using X = q−1t−12 t
−1
1 . ✷
Lemma 8.8 In the reduced X-diagram of V, consider an endvertex µ.
(i) Assume that µ is not incident to a double bond. Then G2VX(µ) = 0.
(ii) Assume that µ is not incident to a single bond. Then G0VX(µ) = 0.
Proof. (i): Pick a nonzero v ∈ VX(µ). Note that VX(µ) = Fv. By Lemma 8.1 VX(µ) is
invariant under t1, t2. So v is an eigenvector of t1 and t2. By these comments t1 and t2
commute on VX(µ). By this and Definition 4.1 we get G2VX(µ) = 0.
(ii): Similar. ✷
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9 The action of ti on the X-standard basis
Let V denote an XD Hˆq-module that has parameter sequence {ki}i∈I. Let {µr}
n
r=0 denote
a standard ordering of the eigenvalues of X, and let {vr}
n
r=0 denote a corresponding X-
standard basis for V. In this section we display the actions of {ti}i∈I on {vr}
n
r=0.
Lemma 9.1 For 0 ≤ r ≤ n − 1 such that µr, µr+1 are 1-adjacent, the elements t0, t3 act
on Fvr + Fvr+1 as
t0vr =
µr(k0 + k
−1
0 )− k3 − k
−1
3
µr − µ
−1
r
vr +
µr
µr − µ
−1
r
vr+1, (46)
t0vr+1 =
G(µr, k0, k3)
µr(µ
−1
r − µr)
vr +
µ−1r (k0 + k
−1
0 )− k3 − k
−1
3
µ−1r − µr
vr+1, (47)
t3vr =
µr(k3 + k
−1
3 )− k0 − k
−1
0
µr − µ
−1
r
vr +
1
µ−1r − µr
vr+1, (48)
t3vr+1 =
G(µr, k0, k3)
µr − µ
−1
r
vr +
µ−1r (k3 + k
−1
3 )− k0 − k
−1
0
µ−1r − µr
vr+1. (49)
In (46)–(49) the denominators are nonzero by Lemma 5.5.
Proof. Recall that for i ∈ I the element Ti acts on V as the scalar ki + k
−1
i . Note that
vr+1 = G0vr by the construction. Now applying (33) to vr one finds (46). To get (47),
apply (33) to G0vr and use Corollary 5.4(i). The lines (48) and (49) are similarly obtained
from (34). ✷
Lemma 9.2 For 0 ≤ r ≤ n − 1 such that µr, µr+1 are q-adjacent, the elements t1, t2 act
on Fvr + Fvr+1 as
t1vr =
q−1µ−1r (k1 + k
−1
1 )− k2 − k
−1
2
q−1µ−1r − qµr
vr +
1
qµr − q−1µ
−1
r
vr+1, (50)
t1vr+1 =
G(qµr, k1, k2)
q−1µ−1r − qµr
vr +
qµr(k1 + k
−1
1 )− k2 − k
−1
2
qµr − q−1µ
−1
r
vr+1, (51)
t2vr =
q−1µ−1r (k2 + k
−1
2 )− k1 − k
−1
1
q−1µ−1r − qµr
vr +
q−1µ−1r
q−1µ−1r − qµr
vr+1, (52)
t2vr+1 =
qµrG(qµr, k1, k2)
qµr − q−1µ
−1
r
vr +
qµr(k2 + k
−1
2 )− k1 − k
−1
1
qµr − q−1µ
−1
r
vr+1. (53)
In (50)–(53) the denominators are nonzero by Lemma 5.6.
Proof. Similar to the proof of Lemma 9.1. ✷
In the above, we displayed some actions of {ti}i∈I on {vi}i∈I. The remaining actions
are given in (43).
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Note 9.3 By Lemmas 8.6, 9.1, 9.2 the action of {ti}i∈I on an X-standard basis is de-
termined by the parameter sequence and the X-type of the Hˆq-module. Therefore an
XD Hˆq-module is uniquely determined up to isomorphism by its dimension, its parameter
sequence, and its X-type.
10 The eigenspaces of t0
Throughout this section the following notation is in effect.
Notation 10.1 Let V denote an XD Hˆq-module with dimension n+1. Let {µr}
n
r=0 denote
a standard ordering of the eigenvalues of X. Let {ki}i∈I denote a parameter sequence of V
that is consistent with the ordering {µr}
n
r=0.
In this section we obtain the dimensions of the eigenspaces of t0. Define subspaces of
V:
V(k0) = {v ∈ V | t0v = k0v}, V(k
−1
0 ) = {v ∈ V | t0v = k
−1
0 v}. (54)
Thus V(k0) is the eigenspace of t0 associated with eigenvalue k0, provided that V(k0) 6= 0.
Similar for V(k−10 ).
Definition 10.2 Assume k0 6= k
−1
0 . Define elements of Hˆq:
F+ =
t0 − k
−1
0
k0 − k
−1
0
, F− =
t0 − k0
k−10 − k0
. (55)
Assume for the moment that k0 6= k
−1
0 . Recall that (t0 − k0)(t0 − k
−1
0 )V = 0. So
V = V(k0) + V(k
−1
0 ) (direct sum).
Observe that F+ (resp. F−) acts on V as the projection onto V(k0) (resp. V(k
−1
0 )).
Lemma 10.3 Let µ, ν denote a single bond in the reduced X-diagram of V. Then
t0VX(µ) ⊆ VX(µ) + VX(ν), t0VX(µ) 6⊆ VX(µ), (56)
t−10 VX(µ) ⊆ VX(µ) + VX(ν), t
−1
0 VX(µ) 6⊆ VX(µ). (57)
Proof. By Lemma 7.9(i) G0VX(µ) = VX(ν). The result follows from this and Lemma
5.5. ✷
Lemma 10.4 Assume k0 6= k
−1
0 . Let µ, ν denote a single bond in the reduced X-diagram
of V. Then for 0 6= v ∈ VX(µ) each of F
+v and F−v is nonzero and contained in VX(µ)+
VX(ν).
Proof. By Lemma 10.3 there exist α ∈ F and 0 6= u ∈ VX(ν) such that t0v = αv + u.
Using this and (55) we argue
(k0 − k
−1
0 )F
+v = t0v − k
−1
0 v = (α− k
−1
0 )v + u.
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Thus F+v is nonzero and contained in VX(µ) + VX(ν). The proof is similar for F
−v.
✷
Lemma 10.5 Assume k0 6= k
−1
0 . Let µ, ν denote a single bond in the reduced X-diagram
of V, and set W = VX(µ) + VX(ν). Then the following hold:
(i) W = F+W+ F−W (direct sum);
(ii) each of F+W and F−W has dimension 1;
(iii) F+W = W ∩ V(k0) and F
−
W = W ∩ V(k−10 );
(iv) each of F+VX(µ) and F
+
VX(ν) is equal to F
+
W;
(v) each of F−VX(µ) and F
−
VX(ν) is equal to F
−
W.
Proof. By Lemma 10.4 each of F+VX(µ) and F
−
VX(ν) is nonzero and contained in
W. Similarly, each of F−VX(µ) and F
−
VX(ν) is nonzero and contained in W. By these
comments, each of F+W and F−W is nonzero. By the construction dimW = 2 and
F+W ∩ F−W = 0. Now (i)–(v) follows from these comments. ✷
Lemma 10.6 Assume k0 6= k
−1
0 . Consider the reduced X-diagram of V. Then the di-
mension of V(k0) (resp. V(k
−1
0 )) is equal to the number of single bonds plus the number
of endvertices µ such that µ is incident to a double bond and VX(µ) is contained in V(k0)
(resp. V(k−10 )).
Proof. Follows from Lemmas 8.1 and 10.5. ✷
Lemma 10.7 The following hold.
(i) Assume that V has X-type among DS, DDa, DDb. Then VX(µ0) is contained in
V(k0).
(ii) Assume that V has X-type DDa. Then VX(µn) is contained in V(k0).
(iii) Assume that V has X-type DDb. Then VX(µn) is contained in V(k
−1
0 ).
Proof. Use Lemma 8.6. ✷
Lemma 10.8 Assume n ≥ 1 and k0 6= k
−1
0 . Then the following are equivalent:
(i) t0 has only one eigenvalue on V;
(ii) n = 1 and V has X-type DDa.
Proof. (i)⇒(ii): Assume that t0 has only one eigenvalue on V. Then the reduced X-
diagram contains no single bond; otherwise each of V(k±10 ) is nonzero by Lemma 10.5. So
the reduced X-diagram is DD and n = 1. By this and Lemma 10.7 V has X-type DDa.
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(ii)⇒(i): Assume that n = 1 and V has X-type DDa. Note that V = VX(µ0) +VX(µ1).
By Lemma 10.7(i), (ii) each of VX(µ0), VX(µ1) is contained in V(k0). Thus t0 has only one
eigenvalue k0. ✷
For the rest of this section the following notation is in effect.
Notation 10.9 Assume that t0 has two distinct eigenvalues on V. Define d = dimV(k0)−1
and d′ = dimV(k−10 )− 1.
Lemma 10.10 The d− d′ is as follows:
X-type of V d− d′
DS 1
DDa 2
DDb,SSa,SSb 0
Proof. Follows from Lemmas 10.6 and 10.7. ✷
Corollary 10.11 In the table below we express d and d′ in terms of n:
X-type of V d d′
DS n/2 (n− 2)/2
DDa (n+ 1)/2 (n− 3)/2
DDb (n− 1)/2 (n− 1)/2
SSa,SSb (n− 1)/2 (n− 1)/2
Proof. Follows from Lemma 10.10. ✷
11 Proof of Theorem 1.7
In this section we prove Theorem 1.7. Until above Lemma 11.13, Notation 10.1 is in effect.
Referring to Notation 10.9, for each V(k±10 ) we construct an eigenbasis of B on which A
acts in an irreducible tridiagonal manner.
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Lemma 11.1 With reference to Notation 10.9, there exist nonzero vectors {wr}
d
r=0 in
V(k0) that satisfy the following conditions:
X-type of V Conditions
DS w0 ∈ VX(µ0)
wr ∈ VX(µ2r−1) + VX(µ2r) (1 ≤ r ≤ d)
DDa w0 ∈ VX(µ0)
wr ∈ VX(µ2r−1) + VX(µ2r) (1 ≤ r ≤ d− 1)
wd ∈ VX(µn)
DDb w0 ∈ VX(µ0)
wr ∈ VX(µ2r−1) + VX(µ2r) (1 ≤ r ≤ d)
SSa,SSb wr ∈ VX(µ2r) + VX(µ2r+1) (0 ≤ r ≤ d)
(58)
Proof. Consider the reducedX-diagram of V. First assume that V has X-type DS. Clearly
there exists a nonzero w0 in VX(µ0). By Lemma 10.7(i) w0 is contained in V(k0). Pick any
r (1 ≤ r ≤ d). Observe that µ2r−1, µ2r is a single bond by the shape of the X-diagram.
Define W = VX(µ2r−1) + VX(µ2r). By Lemma 10.5(ii), (iii) W ∩ V(k0) has dimension one.
Thus there exists a nonzero wr ∈ V(k0) that is contained in VX(µ2r−1)+VX(µ2r). We have
shown the result for the case DS. The proof is similar for the other cases. ✷
Lemma 11.2 With reference to Notation 10.9, there exist nonzero vectors {w′r}
d
r=0 in
V(k−10 ) that satisfy the following conditions:
X-type of V Conditions
DS w′r ∈ VX(µ2r+1) + VX(µ2r+2) (0 ≤ r ≤ d
′)
DDa w′r ∈ VX(µ2r+1) + VX(µ2r+2) (0 ≤ r ≤ d
′)
DDb w′r ∈ VX(µ2r+1) + VX(µ2r+2) (0 ≤ r ≤ d
′ − 1)
w′d′ ∈ VX(µn)
SSa,SSb w′r ∈ VX(µ2r) + VX(µ2r+1) (0 ≤ r ≤ d
′)
(59)
Proof. Similar to the proof of Lemma 11.1. ✷
Lemma 11.3 With reference to Lemmas 11.1 and 11.2, the vectors {wr}
d
r=0 (resp. {w
′
r}
d′
r=0)
form a basis for V(k0) (resp. V(k
−1
0 )).
Proof. First assume that V has X-type DS. To simplify notation, set W0 = VX(µ0) and
Wr = VX(µr−1) + VX(µ) for 1 ≤ r ≤ d. Observe that V =
∑d
r=0Wr (direct sum). By
the conditions in Lemma 11.1 wr ∈ Wr ∩ V(k0) for 0 ≤ r ≤ d. By Lemma 10.7(i) and
Lemma 10.5(iii) Wr ∩ V(k0) = F
+
Wr for 0 ≤ r ≤ d. By these comments wr ∈ F
+
Wr for
0 ≤ r ≤ d. By this and F+V =
∑d
r=0 F
+
Wr (direct sum), the vectors {wr}
d
r=0 form a basis
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for F+V = V(k0). Similarly {w
′
r}
d′
r=0 form a basis for V(k
−1
0 ). We have shown the result
for the case DS. The proof is similar for the other cases. ✷
Note that each of A and B commutes with t0 by Lemma 3.6(ii), and so each of V(k0)
and V(k−10 ) is invariant under A, B. We first consider the action of B on V(k
±1
0 ).
Lemma 11.4 The following hold.
(i) Let µ denote a vertex in the X-diagram of V. Then VX(µ) is contained in the
eigenspace of B with eigenvalue µ+ µ−1.
(ii) Let µ, ν denote a single bond in the reduced X-diagram of V. Then VX(µ) + VX(ν)
is contained in the eigenspace of B with eigenvalue µ+ µ−1.
Proof. (i): Clear by B = X +X−1.
(ii): We have ν = µ−1 since µ, ν are 1-adjacent. So each of VX(µ) and VX(ν) is
contained in the eigenspace of B for the eigenvalue µ+ µ−1. ✷
Lemma 11.5 With reference to Notation 10.9, let the bases {wr}
d
r=0 and {w
′
r}
d′
r=0 be from
Lemma 11.3. Then the vectors {wr}
d
r=0 and {w
′
r}
d′
r=0 are eigenvectors of B with the follow-
ing eigenvalues:
X-type of V Eigenvalue of B for wr Eigenvalue of B for w
′
r
DS,DDa,DDb k0k3q
2r + 1
k0k3q2r
k0k3q
2r+2 + 1
k0k3q2r+2
SSa,SSb k1k2q
2r+1 + 1
k1k2q2r+1
k1k2q
2r+1 + 1
k1k2q2r+1
Proof. Follows from Lemmas 8.7 and 11.4. ✷
Next we consider the action of A on V(k±10 ).
Lemma 11.6 Assume k0 6= k
−1
0 . Then the following hold on V:
AF+ = (k0 − k
−1
0 )F
+t1F
+ + k−10 (k1 + k
−1
1 )F
+, (60)
AF− = (k−10 − k0)F
−t1F
− + k0(k1 + k
−1
1 )F
−. (61)
Proof. We first show (60). We have t−10 F
+ = k−10 F
+ on V since F+ acts on V as the
projection onto V(k0). By (4) we have T1 = k1 + k
−1
1 on V. Using these comments and
t−11 = T1 − t1 we argue on V
AF+ = (t0t1 + t
−1
1 t
−1
0 )F
+
= t0t1F
+ + k−10 (T1 − t1)F
+
= t0t1F
+ + k−10 (k1 + k
−1
1 )F
+ − k−10 t1F
+
= (t0 − k
−1
0 )t1F
+ + k−10 (k1 + k
−1
1 )F
+.
Now (60) follows since t0 − k
−1
0 = (k0 − k
−1
0 )F
+. The proof of (61) is similar. ✷
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Lemma 11.7 Assume k0 6= k
−1
0 . Let µ, ν denote a single bond in the reduced X-diagram
of V. Then for 0 6= v ∈ VX(µ) the following hold.
(i) There exist nonzero a, b ∈ F such that F+v = av + bG0v.
(ii) There exist nonzero a, b ∈ F such that F−v = av + bG0v.
Proof. (i): Note that v is a basis for VX(µ). By Lemma 7.9(i) G0v is a basis for VX(ν).
By Lemma 10.4 F+v is nonzero and contained in VX(µ) + VX(ν). By these comments
there exist a, b ∈ F such that F+v = av + bG0v. We show b 6= 0. By way of contradiction,
assume b = 0. Then F+v is contained in VX(µ), and so F
+v is a basis for VX(µ). This
forces F−VX(µ) = 0; this is a contradiction since F
−v 6= 0 by Lemma 10.4. Thus b 6= 0.
We can show a 6= 0 in a similar way.
(ii): Similar. ✷
Lemma 11.8 Let µ denote an eigenvalue of X and let 0 6= v ∈ VX(µ). Then there exist
e, f ∈ F with f 6= 0 such that
t1v = ev + fG2v.
Proof. We may assume n ≥ 1; otherwise the result follows since G2v = 0 by Lemma
8.8(i). First assume that µ is not incident to a double bond in the reduced X-diagram of
V. Then µ is an endvertex of the reduced X-diagram of V that is incident to a single bond.
By Lemma 8.1 VX(µ) is invariant under t1. By Lemma 8.8(i) G2v = 0. The result follows
from these comments. Next assume that µ is incident to a double bond in the reduced
X-diagram of V. Then the result follows from Lemma 5.6. ✷
Lemma 11.9 Assume k0 6= k
−1
0 . Let µ denote an eigenvalue of X and let 0 6= v ∈ VX(µ).
(i) Assume F+v 6= 0. Then there exist α, β, γ ∈ F with βγ 6= 0 such that
F+t1F
+v = αF+v + βF+G2v + γF
+G2G0v.
(ii) Assume F−v 6= 0. Then there exist α, β, γ ∈ F with βγ 6= 0 such that
F−t1F
−v = αF−v + βF−G2v + γF
−G2G0v.
Proof. (i): We assume n ≥ 1; otherwise the assertion holds since G0v = 0 and G2v = 0
by Lemma 8.8. By Lemma 11.8 there exist e, f ∈ F with f 6= 0 such that
t1v = ev + fG2v.
In this equation, apply F+ to each side to get
F+t1v = eF
+v + fF+G2v. (62)
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Similarly, there exist g, h ∈ F with h 6= 0 such that
F+t1G0v = gF
+G0v + hF
+G2G0v. (63)
First assume that µ is incident to a single bond in the reduced X-diagram of V. By Lemma
11.7(i) there exist nonzero a, b ∈ F such that
F+v = av + bG0v.
In this equation, apply F+t1 to each side to get
F+t1F
+v = aF+t1v + bF
+t1G0v. (64)
Combining (62)–(64)
F+t1F
+v = aeF+v + bgF+G0v + afF
+G2v + bhF
+G2G0v.
The result follows since af 6= 0, bh 6= 0, and F+G0v ∈ Span{F
+v} by Lemma 10.5(iv).
Next assume that µ is not incident to a single bond in the reduced X-diagram of V. Then
µ is an endvertex that is incident to a double bond. By Lemma 8.8(ii) G0v = 0. By Lemma
8.1 v is an eigenvector for t0. So either t0v = k0v or t0v = k
−1
0 v. By this and F
+v 6= 0 we
get F+v = v. By this and (62),
F+t1F
+v = eF+v + fF+G2v.
The result follows since G0v = 0 and f 6= 0.
(ii): Similar. ✷
Lemma 11.10 Assume k0 6= k
−1
0 . Let µ denote an eigenvalue of X and let 0 6= v ∈ VX(µ).
(i) Assume F+v 6= 0. Then there exist α, β, γ ∈ F with βγ 6= 0 such that
AF+v = αF+v + βF+G2v + γF
+G2G0v.
(ii) Assume F−v 6= 0. Then there exist α, β, γ ∈ F with βγ 6= 0 such that
AF−v = αF−v + βF−G2v + γF
−G2G0v.
Proof. Follows from Lemmas 11.6 and 11.9. ✷
Lemma 11.11 With reference to Notation 10.9, let the bases {wr}
d
r=0 and {w
′
r}
d′
r=0 be
from Lemma 11.3. Then with respect to the basis {wr}
d
r=0 (resp. {w
′
r}
d′
r=0) the matrix
representing A is irreducible tridiagonal.
Proof. First assume that V has X-type DS. Note that d = n/2 by Corollary 10.11. We
assume d ≥ 1; otherwise the assertion is obviously true. We abbreviate Vr = VX(µr) for
0 ≤ r ≤ n. Define subspaces
W0 = V0, Wr = V2r−1 + V2r (1 ≤ r ≤ d).
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By the construction, wr ∈ F
+
Wr for 0 ≤ r ≤ d. First we consider the action of A on w0.
By the construction F+w0 = w0 6= 0. By Lemma 8.8(ii) G0w0 = 0. By these comments
and Lemma 11.10(i), there exist α, β ∈ F such that
Aw0 = αw0 + βF
+G2w0, β 6= 0. (65)
By Lemma 7.9(ii) G2V0 = V1, and so 0 6= G2w0 ∈ V1. Applying Lemma 10.5(iv) for µ = µ1
and ν = µ2, we find that 0 6= F
+G2w0 ∈ Fw1. So there exists a nonzero β
′ ∈ F such that
F+G2w0 = β
′w1. By this and (65)
Aw0 = αw0 + ββ
′w1, ββ
′ 6= 0. (66)
Next we consider the action of A on wr for 1 ≤ r ≤ d−1. Pick any r such that 1 ≤ r ≤ d−1.
By Lemma 10.5(iv) there exists v ∈ V2r−1 such that wr = F
+v. By Lemma 11.10(i) there
exist α, β, γ ∈ F such that
AF+v = αF+v + βF+G2v + γF
+G2G0v, βγ 6= 0. (67)
By Lemma 7.9
G2V2r−1 = V2r−2, G2G0V2r−1 = V2r+1.
So 0 6= G2v ∈ V2r−2 and 0 6= G2G0v ∈ V2r+1. By Lemma 10.5(iv) (or by F
+
W0 = V0 if
r = 1) F+Wr−1 = F
+
V2r−2. So 0 6= F
+G2v ∈ F
+
Wr−1. Thus F
+G2v = β
′wr−1 for some
nonzero β′ ∈ F. Similarly F+Wr+1 = F
+
V2r+1, and so 0 6= F
+G2G0v ∈ F
+
Wr+1. Thus
F+G2G0v = γ
′wr+1 for some nonzero γ
′ ∈ F. By these comments and (67)
Awr = ββ
′wr−1 + αwr + γγ
′wr+1, ββ
′ 6= 0, γγ′ 6= 0. (68)
In a similar way as above, we can show that there exist α, β ∈ F such that
Awd = βwr−1 + αwr, β 6= 0. (69)
By (66), (68), (69) we find that the matrix representing A with respect to {wr}
d
r=0 is
irreducible tridiagonal. In a similar way, we find that the matrix representing A with
respect to {w′r}
d′
r=0 is irreducible tridiagonal. We have shown the result when V has X-type
DS. The proof is similar for the other types. ✷
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Proposition 11.12 With reference to Notation 10.9, the following hold.
(i) There exists a basis for V(k0) with respect to which the matrix representing A is
irreducible tridiagonal and the matrix representing B is diagonal with the following
(r, r)-entry for 0 ≤ r ≤ d:
X-type of V (r, r)-entry for B
DS,DDa,DDb k0k3q
2r + 1
k0k3q2r
SSa,SSb k1k2q
2r+1 + 1k1k2q2r+1
(ii) There exists a basis for V(k−10 ) with respect to which the matrix representing A is
irreducible tridiagonal and the matrix representing B is diagonal with the following
(r, r)-entry for 0 ≤ r ≤ d′:
X-type of V (r, r)-entry for B
DS,DDa,DDb k0k3q
2r+2 + 1
k0k3q2r+2
SSa,SSb k1k2q
2r+1 + 1k1k2q2r+1
Proof. Follows from Lemmas 11.5 and 11.11. ✷
Lemma 11.13 Let V denote a finite dimensional irreducible Hˆq-module with parameter
sequence {ki}i∈I. Assume that t0 has two distinct eigenvalues on V.
(i) Assume that V is XD. Then for each of V(k±10 ) there exists a basis with respect to
which the matrix representing A is irreducible tridiagonal and the matrix representing
B is diagonal whose diagonal entries form a q-Racah sequence.
(ii) Assume that V is YD. Then for each of V(k±10 ) there exists a basis with respect to
which the matrix representing B is irreducible tridiagonal and the matrix representing
A is diagonal whose diagonal entries form a q-Racah sequence.
Proof. (i): We may assume that {ki}i∈I is consistent with a standard ordering of the
eigenvalues of X on V, by replacing any of {ki}i∈I with its inverse if necessary. Now the
result follows from Proposition 11.12.
(ii): Recall the automorphism σ of Hˆq from Lemma 3.3. By the definition of σ, t0 is
fixed by σ. By Lemma 3.5 σ sends Y 7→ X and swaps A, B. Consider the Hˆq-module V
σ,
where Vσ = V as sets, and the action of x ∈ Hˆq in V
σ is equal to the action of xσ in V.
Observe that the Hˆq-module V
σ is XD. Applying (i) to Vσ we obtain the result. ✷
Proof of Theorem 1.7. Follows from Lemma 11.13. ✷
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12 The parameter sequence of an XD Hˆq-module
Throughout this section Notation 10.1 is in effect. In this section we investigate the pa-
rameter sequence of V.
Lemma 12.1 The parameters {ki}i∈I satisfy the following equation:
X-type of V Equation
DS k0k1k2k3 = q
−n−1
DDa k20 = q
−n−1
DDb k23 = q
−n−1
SSa k21 = q
−n−1
SSb k22 = q
−n−1
Proof. Pick nonzero vectors v0 ∈ VX(µ0) and vn ∈ VX(µn). First assume that V has
X-type DS. By Lemma 8.6 t1vn = k1vn and t2vn = k2vn. By this and X = q
−1t−12 t
−1
1 we
obtain Xvn = q
−1k−11 k
−1
2 vn. So µn = q
−1k−11 k
−1
2 . We have µn = k0k3q
n by Lemma 8.7(i).
Comparing these two values of µn, we obtain k0k1k2k3 = q
−n−1. Next assume that V has
X-type DDa. By Lemma 8.6 t0vn = k0vn and t3vn = k
−1
3 vn. So Xvn = k0k
−1
3 vn, and
hence µn = k0k
−1
3 . By Lemma 8.7(i) µn = (k0k3q
n+1)−1. Comparing these two values of
µn, we obtain k
2
0 = q
−n−1. Next assume that V has X-type DDb. We obtain k23 = q
−n−1
in a similar way. Next assume that V has X-type SSa. By Lemma 8.6 t1vn = k1vn and
t2vn = k
−1
2 vn. By this and X = q
−1t−12 t
−1
1 we obtain Xvn = q
−1k−11 k2vn, and hence
µn = q
−1k−11 k2. By Lemma 8.7(ii) µn = k1k2q
n. Comparing these two values of µn we
obtain k21 = q
−n−1. Next assume that V has X-type SSb. We obtain k22 = q
−n−1 in a
similar way. ✷
Lemma 12.2 The parameters {ki}i∈I satisfy the following inequalities:
X-type of V Inequalities
DS,DDa,DDb k20k
2
3 is not among q
−2, q−4, q−6, . . . , q−2n
SSa,SSb k21k
2
2 is not among q
−2, q−4, q−6, . . . , q−2n
Proof. First assume that V has X-type DS. Since {µr}
n
r=0 are mutually distinct, µ2r −
µ2s−1 6= 0 for 0 ≤ r ≤ n/2 and 1 ≤ s ≤ n/2. By Lemma 8.7(i)
µ2r − µ2s−1 = k0k3q
2r −
1
k0k3q2s
=
k20k
2
3q
2(r+s) − 1
k0k3q2s
.
By these comments k20k
2
3q
2(r+s) 6= 1 for 0 ≤ r ≤ n/2 and 1 ≤ s ≤ n/2. So k20k
2
3 is not among
q−2, q−4, . . . , q−2n. Next assume that V has X-type DDa or DDb. We have µ2r−µ2s−1 6= 0
for 0 ≤ r ≤ (n− 1)/2 and 1 ≤ s ≤ (n+ 1)/2. In a similar way as above, we find that k20k
2
3
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is not among q−2, q−4, . . . , q−2n. Next assume that V has X-type SSa or SSb. We have
µ2r − µ2s−1 6= 0 for 0 ≤ r ≤ (n− 1)/2 and 1 ≤ s ≤ (n+ 1)/2. By Lemma 8.7(ii)
µ2r − µ2s−1 =
1
k1k2q2r+1
− k1k2q
2s−1 =
1− k21k
2
2q
2(r+s)
k1k2q2r+1
.
By these comments k21k
2
2q
2(r+s) 6= 1 for 0 ≤ r ≤ (n− 1)/2 and 1 ≤ s ≤ (n+ 1)/2. So k20k
2
3
is not among q−2, q−4, . . . , q−2n. ✷
Lemma 12.3 The parameters {ki}i∈I satisfy the following inequalities:
X-type of V Inequalities
DS
Neither of k20 , k
2
3 is among q
−2, q−4, q−6, . . . , q−n
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q1−n
DDa,DDb None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
SSa,SSb None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
Proof. First assume that V has X-type DS. By Corollary 7.12(i) µ2r−1 is not among
k−10 k3, k0k
−1
3 for 1 ≤ r ≤ n/2. By Lemma 8.7(i) µ2r−1 = (k0k3q
2r)−1. By these comments
neither of k20 , k
2
3 is among q
−2, q−4, . . . , q−n. By Corollary 7.12(ii) qµ2r is not among
k±11 k
±1
2 for 0 ≤ r ≤ (n − 2)/2. By Lemma 8.7(i) µ2r = k0k3q
2r. By these comments none
of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, . . . , q1−n. Next assume that V has X-type DDa or DDb.
By Corollary 7.12(ii) qµ2r is not among k
±1
1 k
±1
2 for 0 ≤ r ≤ (n − 1)/2. By Lemma 8.7(i)
µ2r = k0k3q
2r. By these comments none of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, . . . , q−n. Next
assume that V has X-type SSa or SSb. By Corollary 7.12(i) µ2r is not among k
±1
0 k
±1
3 for
0 ≤ r ≤ (n − 1)/2. By Lemma 8.7(ii) µ2r = (k1k2q
2r+1)−1. By these comments none of
k1k2k
±1
0 k
±1
3 is among q
−1, q−3, . . . , q−n. ✷
Lemma 12.4 The parameters {ki}i∈I satisfy the following inequalities:
X-type of V Inequalities
DS
Neither of ±k0k3 is among q
−1, q−2, q−3, . . . , q−n
None of ±k0, ±k1, ±k2, ±k3 is among q
−1, q−2, q−3, . . . , q−n/2
DDa
None of ±k±13 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
DDb
None of ±k±10 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
SSa
None of ±k±12 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
SSb
None of ±k±11 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
Proof. First assume that V has X-type DS. By Lemma 12.2 k20k
2
3 is not among q
−2, q−4,
. . . , q−2n. So neither of ±k0k3 is among q
−1, q−2, . . . , q−n. By Lemma 12.3 neither of k20 , k
2
3
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is among q−2, q−4, . . . , q−n. So none of ±k0, ±k3 is among q
−1, q−2, . . . , q−n/2. By Lemma
12.3 k0k3k
−1
1 k2 is not among q
−1, q−3, . . . , q1−n. By Lemma 12.1 k0k1k2k3 = q
−n−1. By
these comments k−21 q
−n−1 is not among q−1, q−3, . . . , q1−n. So neither of ±k1 is among
q−1, q−2, . . . , q−n/2. Similarly, neither of ±k2 is among q
−1, q−2, . . . , q−n/2. Next assume
that V has X-type DDa. By Lemma 12.1 k20 = q
−n−1. By Lemma 12.2 k20k
2
3 is not among
q−2, q−4, . . . , q−2n. By these comments k23q
−n−1 is not among q−2, q−4, . . . , q−2n. So
neither of ±k3 is among q
(n−1)/2, q(n−3)/2, . . . , q, 1, q−1, . . . , q(1−n)/2. So none of ±k±13 is
among 1, q, q2, . . . , q(n−1)/2. By Lemma 12.3 none of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, . . . ,
q−n. For the remaining types, we can show the result in a similar way as the case DDa.
✷
13 A basis {ur}
n
r=0 for V on which X is upper tridiagonal and
Y is lower tridiagonal
Throughout this section Notation 10.1 is in effect. In this section we introduce a certain
basis {ur}
n
r=0 for V. A square matrix is said to be upper tridiagonal whenever each nonzero
entry lies on the diagonal, the superdiagonal, or immediately above the superdiagonal. A
square matrix is said to be lower tridiagonal whenever its transpose is upper tridiagonal.
In later sections we show that with respect to the basis {ur}
n
r=0 the matrix representing
X is upper tridiagonal and the matrix representing Y is lower tridiagonal. To define the
basis {ur}
n
r=0, we consider the following scalars.
Definition 13.1 For r = 0, 1, 2, . . . we define βr ∈ F as follows:
X-type of V Definition of βr
DS, DDa βr =
{
k0k1q
r if r is even
k0k1q
r+1 if r is odd
DDb βr =
{
(k2k3q
r+1)−1 if r is even
(k2k3q
r)−1 if r is odd
SSa βr =
{
(k0k1q
r)−1 if r is even
(k0k1q
r+1)−1 if r is odd
SSb βr =
{
k2k3q
r+1 if r is even
k2k3q
r if r is odd
Definition 13.2 Pick 0 6= u0 ∈ VX(µ0). We define vectors u1, u2, . . . in V inductively as
follows:
ur =
{
ur−1 − βr−1Y ur−1 if µr−1 and µr are 1-adjacent,
ur−1 − βr−1Y
−1ur−1 if µr−1 and µr are q-adjacent.
38
Lemma 13.3 With reference to Definition 13.2, the vectors {ur}
n
r=0 form a basis for V.
Proof. Let {vr}
n
r=0 denote the X-standard basis for V corresponding to the ordering
{µr}
n
r=0. For notational convenience set Vr = VX(µr) for 0 ≤ r ≤ n and V−1 = 0. First
assume that V has X-type DS. By Lemma 8.6 t0v0 ∈ V0 and t
−1
0 v0 ∈ V0. By Lemma 9.1
t0vr ∈
{
Vr−1 + Vr if r is even,
(Vr + Vr+1) \ Vr if r is odd
(1 ≤ r ≤ n).
By this and (4)
t−10 vr ∈
{
Vr−1 + Vr if r is even,
(Vr + Vr+1) \ Vr if r is odd
(1 ≤ r ≤ n).
Similarly, t1vn ∈ Vn, t
−1
1 vn ∈ Vn, and
t1vr ∈
{
(Vr + Vr+1) \ Vr if r is even,
Vr−1 + Vr if r is odd
(0 ≤ r ≤ n− 1),
t−11 vr ∈
{
(Vr + Vr+1) \ Vr if r is even,
Vr−1 + Vr if r is odd
(0 ≤ r ≤ n− 1).
Using these comments one routinely finds that for 0 ≤ r ≤ n− 2
Y vr ∈ (Vr−1 + Vr + Vr+1 + Vr+2) \ (Vr−1 + Vr + Vr+1) if r is even, (70)
Y −1vr ∈ (Vr−1 + Vr + Vr+1 + Vr+2) \ (Vr−1 + Vr + Vr+1) if r is odd.
We now show that {ur}
n
r=0 are linearly independent. To this end we show
ur ∈
(
V0 + V1 + · · ·+ Vr
)
\
(
V0 + V1 + · · ·+ Vr−1
)
(71)
using induction on r = 0, 1, . . . , n. For r = 0 the line (71) obviously holds. For r = 1 we
argue as follows. By Definition 13.2 and the shape of the X-diagram, u1 = u0 − β0Y
−1u0.
We have u0 ∈ V0 and t
−1
0 u0 ∈ V0. We have t
−1
1 v0 ∈ (V0+V1)\V0. So Y
−1v0 ∈ (V0+V1)\V0.
By these comments u1 ∈ (V0+V1)\V0, and so (71) holds for r = 1. Now assume 2 ≤ r ≤ n.
First assume that r is even. By Definition 13.2 and the shape of the X-diagram,
ur = ur−1 − βr−1Y ur−1, ur−1 = ur−2 − βr−2Y
−1ur−2.
Combining these two equations,
ur = ur−1 + βr−1βr−2ur−2 − βr−1Y ur−2.
By induction
ur−1 ∈ V0 + · · · + Vr−1,
ur−2 ∈ (V0 + · · ·+ Vr−2) \ (V0 + · · ·+ Vr−3).
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By (70)
Y vr−2 ∈ (Vr−3 + Vr−2 + Vr−1 + Vr) \ (Vr−3 + Vr−2 + Vr−1).
By these comments (71) holds for even r. Next assume that r is odd. We can show (71)
in a similar way. Thus the vectors {ur}
n
r=0 are linearly independent, and so form a basis
for V. We have shown the result when V has X-type DS. The proof is similar for the other
types. ✷
Lemma 13.4 With reference to Definition 13.2, ur = 0 for r > n.
Proof. Let {vr}
n
r=0 denote the X-standard basis for V such that v0 = u0. By Lemmas
8.6, 9.1, 9.2 we have the actions of {ti}i∈I on {vr}
n
r=0. Using these actions and Definition
13.2, we represent ur inductively for r = 0, 1, . . . , n+ 1 as a linear combination of {vr}
n
r=0.
Here we omit the precise computations. Now using Lemma 12.1 we find that un+1 = 0.
The result follows from this and Definition 13.2. ✷
14 The action of Y ±1 on the basis {ur}
n
r=0
Throughout this section Notation 10.1 is in effect. Let the scalars β0, β1, . . . be from
Definition 13.1 and the vectors u0, u1, . . . be from Definition 13.2. By Lemma 13.3 {ur}
n
r=0
form a basis for V. In this section we obtain the action of Y ±1 on the basis {ur}
n
r=0,
and show that with respect to the basis {ur}
n
r=0 the matrix representing Y
±1 is lower
tridiagonal. As a corollary, we obtain the condition for that Y is diagonalizable on V. Note
that ur = 0 for r > n by Lemma 13.4.
Lemma 14.1 Assume that V has X-type among DS, DDa. Then for 0 ≤ r ≤ n
Y ur =
{
βrur + β
−1
r+2(ur+1 − ur+2) if r is even,
β−1r (ur − ur+1) if r is odd,
(72)
Y −1ur =
{
β−1r (ur − ur+1) if r is even,
βrur + β
−1
r (ur+1 − ur+2) if r is odd.
(73)
Proof. Note by Definition 13.1 that
βr =
{
k0k1q
r if r is even,
k0k1q
r+1 if r is odd
(r = 0, 1, 2, . . .).
Pick any integer r such that 0 ≤ r ≤ n. By Definition 13.2
ur+1 = ur − k0k1q
r+1Y ur if r is odd. (74)
So (72) holds for odd r. By Definition 13.2
ur+1 = ur − k0k1q
rY −1ur if r is even. (75)
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So (73) holds for even r. Applying Y −1 to (74)
Y −1ur+1 = Y
−1ur − k0k1q
r+1ur if r is odd.
By (73)
Y −1ur+1 = (k0k1q
r+1)−1(ur+1 − ur+2) if r is odd.
Combining the above two equations, we obtain (73) for odd r. Applying Y to (75)
Y ur+1 = Y ur − k0k1q
rur if r is even.
By (72)
Y ur+1 = (k0k1q
r+2)−1(ur+1 − ur+2) if r is even.
Combining the above two equations we obtain (72) for even r. ✷
The following three lemmas can be shown in a similar way.
Lemma 14.2 Assume that V has X-type DDb. Then for 0 ≤ r ≤ n
Y ur =
{
βrur + β
−1
r (ur+1 − ur+2) if r is even,
β−1r (ur − ur+1) if r is odd,
Y −1ur =
{
β−1r (ur − ur+1) if r is even,
βrur + β
−1
r+2(ur+1 − ur+2) if r is odd.
Lemma 14.3 Assume that V has X-type SSa. Then for 0 ≤ r ≤ n
Y ur =
{
β−1r (ur − ur+1) if r is even,
βrur + β
−1
r (ur+1 − ur+2) if r is odd,
Y −1ur =
{
βrur + β
−1
r+2(ur+1 − ur+2) if r is even,
β−1r (ur − ur+1) if r is odd.
Lemma 14.4 Assume that V has X-type SSb. Then for 0 ≤ r ≤ n
Y ur =
{
β−1r (ur − ur+1) if r is even,
βrur + β
−1
r+2(ur+1 − ur+2) if r is odd,
Y −1ur =
{
βrur + β
−1
r (ur+1 − ur+2) if r is even,
β−1r (ur − ur+1) if r is odd.
By Lemmas 14.1–14.4 we obtain the following result.
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Lemma 14.5 With respect to the basis {ur}
n
r=0 the matrix representing Y is lower tridi-
agonal with the following diagonal entries:
X-type of V Diagonal entries
DS β0, β
−1
1 , β2, β
−1
3 , . . . , β
−1
n−1, βn
DDa,DDb β0, β
−1
1 , β2, β
−1
3 , . . . , βn−1, β
−1
n
SSa,SSb β−10 , β1, β
−1
2 , β3, . . . , β
−1
n−1, βn
(76)
Proposition 14.6 There exists a basis for V with respect to which the matrix representing
Y is lower tridiagonal with the following diagonal entries:
X-type of V Diagonal entries
DS k0k1,
1
k0k1q2
, k0k1q
2, 1k0k1q4 , . . . ,
1
k0k1qn
, k0k1q
n
DDa,SSa k0k1,
1
k0k1q2
, k0k1q
2, 1k0k1q4 , . . . , k0k1q
n−1, 1k0k1qn+1
DDb,SSb 1k2k3q , k2k3q,
1
k2k3q3
, k2k3q
3, . . . , 1k2k3qn , k2k3q
n
Proof. Follows from Definition 13.1 and Lemma 14.5. ✷
Lemma 14.7 Y is multiplicity-free on any YD Hˆq-module.
Proof. By Proposition 7.8 X is multiplicity-free on any XD Hˆq-module. Consider the
automorphism σ from Lemma 3.3. By Lemma 3.5 σ sends Y 7→ X. The result follows.
✷
Corollary 14.8 The following (i)–(iii) are equivalent:
(i) Y is diagonalizable on V;
(ii) Y is multiplicity-free on V;
(iii) the following inequalities hold:
X-type of V Inequalities
DS,DDa,SSa Neither of ±k0k1 is among q
−1, q−2, q−3, . . . , q−n
DDb,SSb Neither of ±k2k3 is among q
−1, q−2, q−3, . . . , q−n
(77)
Proof. (i)⇒(ii): Follows from Lemma 14.7.
(ii)⇒(i): By the definition.
(ii)⇔(iii): One verifies that the eigenvalues of Y given in Proposition 14.6 are mutually
distinct if and only if (77) holds. ✷
Note 14.9 The action of A on {ur}
n
r=0 is immediately obtained from the action of Y
±1
given in Lemmas 14.1–14.4. Observe that with respect to the basis {ur}
n
r=0 the matrix
representing A is lower tridiagonal. Moreover it is not lower bidiagonal when n ≥ 2.
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15 The action of {ti}i∈I on the basis {ur}
n
r=0
Throughout this section Notation 10.1 is in effect. Let the vectors u0, u1, . . . be from
Definition 13.2. By Lemma 13.3 {ur}
n
r=0 form a basis for V. Note that ur = 0 for r > n by
Lemma 13.4. For notational convenience, define ur = 0 for r < 0. In this section we obtain
the action of {ti}i∈I on {ur}
n
r=0.
Lemma 15.1 Assume that V has X-type DS. Then for 0 ≤ r ≤ n
t0ur =
{
k0q
rur−1 +
(
1
k0qr
− k0 − k
−1
0
)
(ur−1 − ur) if r is even,
1
k0qr+1
(ur − ur+1) if r is odd,
(78)
t1ur =
{
−k1(1− q
r)(1− k20q
r)ur−1 + k1ur + k
−1
1 ur+1 if r is even,
k−11 ur if r is odd.
(79)
Proof. We show (78) and (79) using induction on r = 0, 1, . . . , n. By Definition 8.5
t0u0 = k0u0. So (78) holds for r = 0. By Definition 13.2
u1 = u0 − k0k1t
−1
1 t
−1
0 u0.
In this line, use t−10 u0 = k
−1
0 u0, t
−1
1 = T1 − t1 and (4) to find
t1u0 = k1u0 + k
−1
1 u1.
So (79) holds for r = 0. Now pick any integer r such that 1 ≤ r ≤ n. First assume that r
is odd. By Definition 13.2
ur = ur−1 − k0k1q
r−1t−11 t
−1
0 ur−1.
In this line, apply t1 to each side, use t
−1
0 = T0− t0 and (4), and evaluate t1ur−1 and t0ur−1
by induction. This yields (79) for odd r. By t0 = Y t
−1
1 , t
−1
1 = T1 − t1 and (4)
t0ur = (k1 + k
−1
1 )Y ur − Y t1ur.
In this line, use t1ur = k
−1
1 ur, and evaluate Y ur by (72). This yields (78) for odd r. Next
assume that r is even. By Definition 13.2
ur = ur−1 − k0k1q
rt0t1ur−1.
In this line, evaluate t1ur−1 by induction to find
ur = ur−1 − k0q
rt0ur−1.
In this line, apply t0 to each side, and use t
2
0 = t0T0 − 1 and (4) to find
t0ur = t0ur−1 − k0q
r(k0 + k
−1
0 )t0ur−1 + k0q
rur−1.
In this line, evaluate t0ur−1 by induction. This yields (78) for even r. By t1 = T1 − t
−1
1 ,
t−11 = Y
−1t0 and (4)
t1ur = (k1 + k
−1
1 )ur − Y
−1t0ur.
In this line, use (78) for even r and (73). This yields (79) for even r. ✷
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Lemma 15.2 Assume that V has X-type DS. Then for 0 ≤ r ≤ n
t2ur =
{
k2q
n−r(ur − ur+1) if r is even,
(1−qn−r+1)(1−k22q
n−r+1)
k2qn−r+1
ur−1 + (k2 + k
−1
2 − k2q
n−r+1)ur if r is odd,
(80)
t3ur =
{
k3ur if r is even,
−
(1−qn−r+1)(1−k22q
n−r+1)
k22k3q
2(n−r+1) ur−1 + k
−1
3 ur + k3ur+1 if r is odd.
(81)
Proof. Note that k0k1k2k3 = q
−n−1 by Lemma 12.1. Also note by (3) that Y = q−1t−13 t
−1
2
and Y −1 = qt2t3. We show (80) and (81) using induction on r = 0, 1, . . . , n. By Definition
8.5 t3u0 = k3u0. So (81) holds for r = 0. By Definition 13.2
u1 = u0 − k0k1Y
−1u0.
In this line, use Y −1 = qt2t3, t3u0 = k3u0 and k0k1k3q = k
−1
2 q
−n to find
t2u0 = k2q
n(u0 − u1).
So (80) holds for r = 0. Now pick any integer r such that 1 ≤ r ≤ n. First assume that r
is odd. By Definition 13.2
ur = ur−1 − k0k1q
r−1Y −1ur−1.
In this line, use Y −1 = qt2t3, and evaluate t3ur−1 by induction to find
ur = ur−1 − k0k1k3q
rt2ur−1.
In this line, apply t−12 to each side to find
t−12 ur = t
−1
2 ur−1 − k0k1k3q
rur−1.
In this line, use t−12 = T2 − t2 and (4) to find
t2ur = t2ur−1 + (k2 + k
−1
2 )(ur − ur+1) + k0k1k3q
rur−1.
In this line, evaluate t2ur−1 by induction, and use k0k1k3 = q
−n−1k−12 . This yields (80) for
odd r. By t3 = T3 − t
−1
3 , t
−1
3 = qY t2 and (4)
t3ur = (k3 + k
−1
3 )ur − qY t2ur.
In this line, use (80) for odd r, (72), and k3 = q
−n−1(k0k1k2)
−1. This yields (81) for odd
r. Next assume that r is even. By Definition 13.2
ur = ur−1 − k0k1q
rY ur−1.
In this line, apply t3 to each side, and use Y = q
−1t−13 t
−1
2 , t
−1
2 = T2 − t2 and (4) to find
t3ur = t3ur−1 − k0k1q
r−1(k2 + k
−1
2 )ur−1 + k0k1q
r−1t2ur−1.
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In this line, evaluate t3ur−1 and t2ur−1 by induction. This yields (81) for even r. By
t2 = q
−1Y −1t−13 , t
−1
3 = T3 − t3 and (4)
t2ur = q
−1Y −1(k3 + k
−1
3 )ur − q
−1Y −1t3ur.
In this line, use (81) for even r, (73), and k0k1k3 = q
−n−1k−12 . This yields (80) holds for
even r. ✷
We have obtained the action of {ti}i∈I when V has X-type DS. In a similar way, we
obtain the following four lemmas.
Lemma 15.3 Assume that V has X-type DDa. Then for 0 ≤ r ≤ n
t0ur =
{
− (1−q
r)(1−qn−r+1)
k0qn+1
ur−1 +
(
k0 + k
−1
0 −
1
k0qr
)
ur if r is even,
1
k0qr+1
(ur − ur+1) if r is odd,
t1ur =
{
(1−qr)(1−qn−r+1)
k−11 q
n−r+1
ur−1 + k1ur + k
−1
1 ur+1 if r is even,
k−11 ur if r is odd,
t2ur =
{
1
k0k1k3qr+1
(ur − ur+1) if r is even,
(1−k0k1k2k3qr)(1−k0k1k
−1
2 k3q
r)
k0k1k3qr
ur−1 +
(
k2 + k
−1
2 −
1
k0k1k3qr
)
ur if r is odd,
t3ur =
{
k3ur if r is even,
−k−13 (1− k0k1k2k3q
r)(1− k0k1k
−1
2 k3q
r)ur−1 + k
−1
3 ur + k3ur+1 if r is odd.
Lemma 15.4 Assume that V has X-type DDb. Then for 0 ≤ r ≤ n
t0ur =


k0ur if r is even,
(1−k0k1k2k3qr)(1−k0k
−1
1 k2k3q
r)
k0k22q
2r−n−1 ur−1 + k
−1
0 (ur − ur+1) if r is odd,
t1ur =
{
(k1 + k
−1
1 − k0k2k3q
r+1)ur + k0k2k3q
r+1ur+1 if r is even,(
k1 + k
−1
1 − k0k2k3q
r − 1k0k2k3qr
)
ur−1 + k0k2k3q
rur if r is odd,
t2ur =
{
− (1−q
r)(1−qn−r+1)
k2qr
ur−1 + k2(ur − ur+1) if r is even,
k−12 ur if r is odd,
t3ur =
{(
k3 + k
−1
3 − k3q
r − 1k3qr
)
ur−1 + k3q
rur if r is even,
(k3 + k
−1
3 − k3q
r+1)ur + k3q
r+1ur+1 if r is odd.
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Lemma 15.5 Assume that V has X-type SSa. Then for 0 ≤ r ≤ n
t0ur =
{
− (1−q
r)(1−qn−r+1)
k0qr
ur−1 + k0(ur − ur+1) if r is even,
k−10 ur if r is odd,
t1ur =
{(
k1 + k
−1
1 − k1q
r − 1k1qr
)
ur−1 + k1q
rur if r is even,
(k1 + k
−1
1 − k1q
r+1)ur + k1q
r+1ur+1 if r is odd,
t2ur =


k2ur if r is even,
(1−k0k1k2k3qr)(1−k0k1k2k
−1
3 q
r)
k20k2q
2r−n−1 ur−1 + k
−1
2 (ur − ur+1) if r is odd,
t3ur =
{
(k3 + k
−1
3 − k0k1k2q
r+1)ur + k0k1k2q
r+1ur+1 if r is even,(
k3 + k
−1
3 − k0k1k2q
r − 1k0k1k2qr
)
ur−1 + k0k1k2q
rur if r is odd.
Lemma 15.6 Assume that V has X-type SSb. Then for 0 ≤ r ≤ n
t0ur =
{
1
k1k2k3qr+1
(ur − ur+1) if r is even,(
k1k2k3q
r + 1k1k2k3qr − k0 − k
−1
0
)
ur−1 +
(
k0 + k
−1
0 −
1
k1k2k3qr
)
ur if r is odd,
t1ur =
{
k1ur if r is even,
−k−11 (1− k0k1k2k3q
r)(1− k−10 k1k2k3q
r)ur−1 + k
−1
1 ur + k1ur+1 if r is odd,
t2ur =
{
− (1−q
r)(1−qn−r+1)
k2qn+1
ur−1 +
(
k2 + k
−1
2 −
1
k2qr
)
ur if r is even,
1
k2qr+1
(ur − ur+1) if r is odd,
t3ur =
{
(1−qr)(1−qn−r+1)
k−13 q
n−r+1
ur−1 + k3ur + k
−1
3 ur+1 if r is even,
k−13 ur if r is odd.
16 The action of X±1 on the basis {ur}
n
r=0
Throughout this section Notation 10.1 is in effect. Consider the basis {ur}
n
r=0 from Def-
inition 13.2. In this section we obtain the action of X±1 on {ur}
n
r=0, and show that with
respect to the basis {ur}
n
r=0 the matrix representing X
±1 is upper tridiagonal.
To simplify the action of X±1, we normalize the vectors {ur}
n
r=0 using the following
scalars.
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Definition 16.1 Set e0 = 1. For 1 ≤ r ≤ n define er ∈ F as follows:
X-type of V er
DS,DDa


1
(1−qr)(1−k20q
r)
if r is even
1
(1−k0k1k2k3qr)(1−k0k1k
−1
2 k3q
r)
if r is odd
DDb


− 1
k20(1−q
r)(1−k23q
r)
if r is even
−
k22
(1−k0k1k2k3qr)(1−k0k
−1
1 k2k3q
r)
if r is odd
SSa


− 1
k22(1−q
r)(1−k21q
r)
if r is even
−
k20
(1−k0k1k2k3qr)(1−k0k1k2k
−1
3 q
r)
if r is odd
SSb


1
(1−qr)(1−k22q
r)
if r is even
1
(1−k0k1k2k3qr)(1−k
−1
0 k1k2k3q
r)
if r is odd
In the above, all the denominators are nonzero by Lemmas 12.1 and 12.4.
Definition 16.2 For 0 ≤ r ≤ n define
u′r = e0e1 · · · er ur.
Below we give formulas for the action of X±1 on the basis {u′r}
n
r=0. For notational
convenience, set u′r = 0 for r < 0. These formulas can be routinely obtained using Lemmas
15.1–15.6.
Lemma 16.3 Assume that V has X-type among DS, DDa. Then for 0 ≤ r ≤ n
Xu′r =
{
k0k3q
ru′r + (k0k3q
r)−1(u′r−1 − u
′
r−2) if r is even,
(k0k3q
r+1)−1(u′r − u
′
r−1) if r is odd,
X−1u′r =
{
(k0k3q
r)−1(u′r − u
′
r−1) if r is even,
k0k3q
r+1u′r + (k0k3q
r−1)−1(u′r−1 − u
′
r−2) if r is odd.
Lemma 16.4 Assume that V has X-type DDb. Then for 0 ≤ r ≤ n
Xu′r =
{
k0k3q
ru′r + (k0k3q
r)−1u′r−1 if r is even,
(k0k3q
r+1)−1(u′r − u
′
r−1)− (k
3
0k
3
3q
3r−1)−1u′r−2 if r is odd,
X−1u′r =
{
(k0k3q
r)−1(u′r − u
′
r−1)− (k
3
0k
3
3q
3r−2)−1u′r−2 if r is even,
k0k3q
r+1u′r + (k0k3q
r−1)−1u′r−1 if r is odd.
Lemma 16.5 Assume that V has X-type SSa. Then for 0 ≤ r ≤ n
Xu′r =
{
(k1k2q
r+1)−1(u′r − u
′
r−1)− (k
3
1k
3
2q
3r−1)−1u′r−2 if r is even,
k1k2q
ru′r + (k1k2q
r)−1u′r−1 if r is odd,
X−1u′r =
{
k1k2q
r+1u′r + (k1k2q
r−1)−1u′r−1 if r is even,
(k1k2q
r)−1(u′r − u
′
r−1)− (k
3
1k
3
2q
3r−2)−1u′r−2 if r is odd.
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Lemma 16.6 Assume that V has X-type SSb. Then for 0 ≤ r ≤ n
Xu′r =
{
(k1k2q
r+1)−1(u′r − u
′
r−1) if r is even,
k1k2q
ru′r + (k1k2q
r)−1(u′r−1 − u
′
r−2) if r is odd,
X−1u′r =
{
k1k2q
r+1u′r + (k1k2q
r−1)−1(u′r−1 − u
′
r−2) if r is even,
(k1k2q
r)−1(u′r − u
′
r−1) if r is odd.
Corollary 16.7 With respect to the basis {ur}
n
r=0 the matrix representing X
±1 is upper
tridiagonal.
Proof. By lemmas 16.3–16.6 the matrix representingX±1 with respect to {u′r}
n
r=0 is upper
tridiagonal. The result follows since {u′r}
n
r=0 is a normalization of {ur}
n
r=0. ✷
Note 16.8 The action of B on {u′r}
n
r=0 is immediately obtained from the action of X
±1
given in Lemmas 16.3–16.6. Observe that with respect to the basis {ur}
n
r=0 the matrix
representing B is upper tridiagonal. Moreover it is not upper bidiagonal when n ≥ 2.
17 A basis for V(k±10 )
Throughout this section Notation 10.1 is in effect. Assume k0 6= k
−1
0 . Let the subspaces
V(k±10 ) be from (54), and the elements F
± be from (55). In this section, we construct a
basis for V(k±10 ) with respect to which the matrix representing A is lower bidiagonal and
the matrix representing B is upper bidiagonal. Let the basis {ur}
n
r=0 be from Definition
13.2. The following five Lemmas can be routinely obtained using the action of t0 given in
Lemmas 15.1–15.6.
Lemma 17.1 Assume that V has X-type DS. Then for 0 ≤ r ≤ n
F+ur =

−
1−k20q
r
qr(1−k20)
(
(1− qr)ur−1 − ur
)
if r is even,
− 1
qr+1(1−k20)
(
(1− qr+1)ur − ur+1
)
if r is odd,
(82)
F−ur =


(1−qr)
qr(1−k20)
(
(1− k20q
r)ur−1 − ur
)
if r is even,
1
qr+1(1−k20)
(
(1− k20q
r+1)ur − ur+1
)
if r is odd.
(83)
Lemma 17.2 Assume that V has X-type DDa. Then for 0 ≤ r ≤ n
F+ur =
{
−1−q
n−r+1
1−qn+1
(
(1− qr)ur−1 − ur
)
if r is even,
qn−r
1−qn+1
(
(1− qr+1)ur − ur+1
)
if r is odd,
(84)
F−ur =
{
1−qr
1−qn+1
(
(1− qn−r+1)ur−1 + q
n−r+1ur
)
if r is even,
1
1−qn+1
(
(1− qn−r)ur + q
n−rur+1
)
if r is odd.
(85)
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Lemma 17.3 Assume that V has X-type DDb. Then for 0 ≤ r ≤ n
F+ur =


ur if r is even,
−
(1−k0k1k2k3qr)(1−k0k
−1
1 k2k3q
r)
(1−k20)k
2
2q
2r−n−1 ur−1 +
1
1−k20
ur+1 if r is odd,
F−ur =


0 if r is even,
(1−k0k1k2k3qr)(1−k0k
−1
1 k2k3q
r)
(1−k20)k
2
2q
2r−n−1 ur−1 + ur −
1
1−k20
ur+1 if r is odd.
Lemma 17.4 Assume that V has X-type SSa. Then for 0 ≤ r ≤ n
F+ur =
{
(1−qr)(1−qn−r+1)
(1−k20)q
r
ur−1 + ur +
k20
1−k20
ur+1 if r is even,
0 if r is odd,
F−ur =
{
− (1−q
r)(1−qn−r+1)
(1−k20)q
r
ur−1 −
k20
1−k20
ur+1 if r is even,
ur if r is odd.
Lemma 17.5 Assume that V has X-type SSb. Then for 0 ≤ r ≤ n
F+ur =


− 1
(1−k20)k
−1
0 k1k2k3q
r+1
(
(1− k−10 k1k2k3q
r+1)ur − ur+1
)
if r is even,
− 1−k0k1k2k3q
r
(1−k20)k
−1
0 k1k2k3q
r
(
(1− k−10 k1k2k3q
r)ur−1 − ur
)
if r is odd,
F−ur =


1
(1−k20)k
−1
0 k1k2k3q
r+1
(
(1− k0k1k2k3q
r+1)ur − ur+1
)
if r is even,
1−k−10 k1k2k3q
r
(1−k20)k
−1
0 k1k2k3q
r
(
(1− k0k1k2k3q
r)ur−1 − ur
)
if r is odd.
We obtain a basis for V(k±10 ) by applying F
± to an appropriate subset of {ur}
d
r=0 as
follows.
Lemma 17.6 The subspaces V(k±10 ) have the following bases:
X-type of V Basis for V(k0) Basis for V(k
−1
0 )
DS {F+u2r}
n/2
r=0 {F
−u2r}
n/2
r=1
DDa {F+u2r}
(n−1)/2
r=0 ∪ {F
+un} {F
−u2r}
(n−1)/2
r=1
DDb {F+u2r}
(n−1)/2
r=0 {F
−u2r+1}
(n−1)/2
r=0
SSa {F+u2r}
(n−1)/2
r=0 {F
−u2r+1}
(n−1)/2
r=0
SSb {F+u2r}
(n−1)/2
r=0 {F
−u2r}
(n−1)/2
r=0
(86)
Proof. First assume that V has X-type DS. We first show that {F+u2r}
n/2
r=0 is a ba-
sis for V(k0). By Corollary 10.11 the dimension of V(k0) is n/2 + 1. So it suffices to
show that {F+u2r}
n/2
r=0 are linearly independent. By Lemma 12.4 neither of ±k0 is among
q−1, q−2, . . . , q−n/2. So k20q
2r 6= 1 for 1 ≤ r ≤ n/2. By the assumption, k20 6= 1. By these
comments 1 − k20q
2r is nonzero for 0 ≤ r ≤ n/2. By this and (82) F+u2r is nonzero for
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0 ≤ r ≤ n/2. By this and (82) the vectors {F+u2r}
n/2
r=0 are linearly independent. Next we
show that {F−u2r}
n/2
r=1 is a basis for V(k
−1
0 ). By Corollary 10.11 the dimension of V(k
−1
0 ) is
n/2. So it suffices to show that {F−u2r}
n/2
r=1 are linearly independent. Observe by (83) that
F−u2r is nonzero for 1 ≤ r ≤ n/2. By this and (83) the vectors {F
−u2r}
n/2
r=1 are linearly
independent. We have shown the result when V has X-type DS. The proof is similar for
the other types. ✷
18 The action of A on V(k±10 )
Throughout this section Notation 10.1 is in effect. Assume k0 6= k
−1
0 . Let the subspaces
V(k±10 ) be from (54), and the elements F
± be from (55). Consider the basis (86) for V(k±10 ).
In this section, we obtain the action of A on this basis. The following five Lemmas can be
routinely obtained sing Lemmas 14.1–14.4 and Lemmas 17.1–17.5.
Lemma 18.1 Assume that V has X-type DS. Then for 0 ≤ r ≤ n/2
AF+u2r =
(
k0k1q
2r +
1
k0k1q2r
)
F+u2r −
q2(1− k20q
2r)
k0k1q2r+2(1− k20q
2r+2)
F+u2r+2,
and for 1 ≤ r ≤ n/2
AF−u2r =
(
k0k1q
2r +
1
k0k1q2r
)
F−u2r −
q2(1− q2r)
k0k1q2r+2(1− q2r+2)
F−u2r+2.
Lemma 18.2 Assume that V has X-type DDa. Then for 0 ≤ r ≤ (n − 3)/2
AF+u2r =
(
k0k1q
2r +
1
k0k1q2r
)
F+u2r −
1− qn−2r+1
k0k1q2r+2(1 − qn−2r−1)
F+u2r+2,
AF+un−1 =
(
k0k1q
n−1 +
1
k0k1qn−1
)
F+un−1 +
1− q2
k0k1qn+1
F+un,
AF+un =
(
k0k1q
n+1 +
1
k0k1qn+1
)
F+un,
and for 1 ≤ r ≤ (n− 1)/2
AF−u2r =
(
k0k1q
2r +
1
k0k1q2r
)
F−u2r −
1− q2r
k0k1q2r(1− q2r+2)
F−u2r+2
Lemma 18.3 Assume that V has X-type DDb. Then for 0 ≤ r ≤ (n− 1)/2
AF+u2r =
(
k2k3q
2r+1 +
1
k2k3q2r+1
)
F+u2r − k2k3q
2r+1F+u2r+2,
AF−u2r+1 =
(
k2k3q
2r+1 +
1
k2k3q2r+1
)
F−u2r+1 − k2k3q
2r+3F−u2r+3.
50
Lemma 18.4 Assume that V has X-type SSa. Then for 0 ≤ r ≤ (n− 1)/2
AF+u2r =
(
k0k1q
2r +
1
k0k1q2r
)
F+u2r − k0k1q
2r+2F+u2r+2,
AF−u2r+1 =
(
k0k1q
2r+2 +
1
k0k1q2r+2
)
F−u2r+1 − k0k1q
2r+2F−u2r+3.
Lemma 18.5 Assume that V has X-type SSb. Then for 0 ≤ r ≤ (n − 1)/2
AF+u2r =
(
k2k3q
2r+1 +
1
k2k3q2r+1
)
F+u2r −
1
k2k3q2r+1
F+u2r+2,
AF−u2r =
(
k2k3q
2r+1 +
1
k2k3q2r+1
)
F−u2r −
1
k2k3q2r+1
F−u2r+2.
By Lemmas 18.1–18.5 we obtain the following corollary.
Corollary 18.6 With reference to Notation 10.9, the following hold.
(i) Consider the basis for V(k0) from (86). With respect to this basis the matrix repre-
senting A is lower bidiagonal with the following (r, r)-entry for 0 ≤ r ≤ d:
X-type of V (r, r)-entry for A
DS,DDa,SSa k0k1q
2r + 1
k0k1q2r
DDb,SSb k2k3q
2r+1 + 1k2k3q2r+1
(87)
(ii) Consider the basis for V(k−10 ) from (86). With respect to this basis the matrix repre-
senting A is lower bidiagonal with the following (r, r)-entry for 0 ≤ r ≤ d′:
X-type of V (r, r)-entry for A
DS,DDa k0k1q
2r+2 + 1
k0k1q2r+2
DDb,SSb k2k3q
2r+1 + 1
k2k3q2r+1
SSa k0k1q
2r + 1
k0k1q2r
(88)
19 The action of B on V(k±10 )
Throughout this section Notation 10.1 is in effect. Assume k0 6= k
−1
0 . Let the subspaces
V(k±10 ) be from (54), and the elements F
± be from (55). Consider the basis (86) for V(k±10 ).
In this section we obtain the action of B on this basis. We use the normalized basis {u′r}
n
r=0
from Definition 16.2. The following five Lemmas can be routinely obtained using Lemmas
16.3–16.6 and 17.1–17.5. For notational convenience, set u′r = 0 for r < 0.
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Lemma 19.1 Assume that V has X-type DS. Then for 0 ≤ r ≤ n/2
BF+u′2r =
(
k0k3q
2r +
1
k0k3q2r
)
F+u′2r −
1
k0k3q2r
F+u′2r−2,
and for 1 ≤ r ≤ n/2
BF−u′2r =
(
k0k3q
2r +
1
k0k3q2r
)
F−u′2r −
1
k0k3q2r
F−u′2r−2.
Lemma 19.2 Assume that V has X-type DDa. Then for 0 ≤ r ≤ (n − 1)/2
BF+u′2r =
(
k0k3q
2r +
1
k0k3q2r
)
F+u′2r −
1
k0k3q2r
F+u′2r−2,
BF+u′n =
(
k0k3q
n+1 +
1
k0k3qn+1
)
F+u′n −
1− qn+1
k0k3qn+1
F+u′n−1
and for 1 ≤ r ≤ (n− 1)/2
BF−u′2r =
(
k0k3q
2r +
1
k0k3q2r
)
F−u′2r −
1
k0k3q2r
F−u′2r−2
Lemma 19.3 Assume that V has X-type DDb. Then for 0 ≤ r ≤ (n− 1)/2
BF+u′2r =
(
k0k3q
2r +
1
k0k3q2r
)
F+u′2r −
1
k30k
3
3q
6r−2
F+u′2r−2,
BF−u′2r+1 =
(
k0k3q
2r+2 +
1
k0k3q2r+2
)
F−u′2r+1 −
1
k30k
3
3q
6r+2
F−u′2r−1.
Lemma 19.4 Assume that V has X-type SSa. Then for 0 ≤ r ≤ (n− 1)/2
BF+u′2r =
(
k1k2q
2r+1 +
1
k1k2q2r+1
)
F+u′2r −
1
k31k
3
2q
6r−1
F+u′2r−2,
BF−u′2r+1 =
(
k1k2q
2r+1 +
1
k1k2q2r+1
)
F−u′2r+1 −
1
k31k
3
2q
6r+1
F−u′2r−1.
Lemma 19.5 Assume that V has X-type SSb. Then for 0 ≤ r ≤ (n − 1)/2
BF+u′2r =
(
k1k2q
2r+1 +
1
k1k2q2r+1
)
F+u′2r −
1− k−10 k1k2k3q
2r+1
k1k2q2r+1(1− k
−1
0 k1k2k3q
2r−1)
F+u′2r−2,
BF−u′2r =
(
k1k2q
2r+1 +
1
k1k2q2r+1
)
F−u′2r −
1− k0k1k2k3q
2r+1
k1k2q2r+1(1− k0k1k2k3q2r−1)
F−u′2r−2.
By Lemmas 19.1–19.5 we obtain the following corollary.
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Corollary 19.6 With reference to Notation 10.9, the following hold.
(i) Consider the basis for V(k0) from (86). With respect to this basis the matrix repre-
senting B is upper bidiagonal with the following (r, r)-entry for 0 ≤ r ≤ d:
X-type of V (r, r)-entry for B
DS,DDa,DDb k0k3q
2r + 1k0k3q2r
SSa,SSb k1k2q
2r+1 + 1
k1k2q2r+1
(89)
(ii) Consider the basis for V(k−10 ) from (86). With respect to this basis the matrix repre-
senting B is upper bidiagonal with the following (r, r)-entry for 0 ≤ r ≤ d′:
X-type of V (r, r)-entry for B
DS,DDa,DDb k0k3q
2r+2 + 1
k0k3q2r+2
SSa,SSb k1k2q
2r+1 + 1
k1k2q2r+1
(90)
20 The equitable Askey-Wilson relations
In this section we recall some relations concerning a Leonard pair of q-Racah type.
Lemma 20.1 (See [3, Theorem 10.1].) Let V denote a vector space over F with dimension
d + 1, d ≥ 0. Let A,A∗ denote a Leonard pair on V that has q-Racah type. Let (a, b, c, d)
denote a Huang data of A,A∗. Then there exists a unique F-linear transformation Aε :
V → V such that
A+
qA∗Aε − q−1AεA∗
q2 − q−2
=
(qd+1 + q−d−1)(a+ a−1) + (b+ b−1)(c+ c−1)
q + q−1
I, (91)
A∗ +
qAεA− q−1AAε
q2 − q−2
=
(qd+1 + q−d−1)(b+ b−1) + (c+ c−1)(a+ a−1)
q + q−1
I, (92)
Aε +
qAA∗ − q−1A∗A
q2 − q−2
=
(qd+1 + q−d−1)(c+ c−1) + (a+ a−1)(b+ b−1)
q + q−1
I. (93)
The relations (91)–(93) are called the equitable Askey-Wilson relations.
Note 20.2 In (91)–(93) the right-hand side is invariant when we replace any of a, b, c by
its inverse. Therefore Aε does not depend on the choice of Huang data.
Lemma 20.3 With reference to Lemma 20.1, assume d ≥ 1. Then Aε is the unique F-
linear transformation such that each of the following is a scalar multiple of the identity:
A+
qA∗Aε − q−1AεA∗
q2 − q−2
, A∗ +
qAεA− q−1AAε
q2 − q−2
, Aε +
qAA∗ − q−1A∗A
q2 − q−2
. (94)
Proof. Let α, β, γ ∈ F denote the scalars on the right in (91), (92), (93), respectively.
Assume that there exists an F-linear transformation A˜ε : V → V and scalars α˜, β˜, γ˜ ∈ F
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such that
A+
qA∗A˜ε − q−1A˜εA∗
q2 − q−2
= α˜I, (95)
A∗ +
qA˜εA− q−1AA˜ε
q2 − q−2
= β˜I, (96)
A˜ε +
qAA∗ − q−1A∗A
q2 − q−2
= γ˜I. (97)
We show that Aε = A˜ε. By (93) and (97)
A˜ε = Aε + (γ˜ − γ)I. (98)
In (95) eliminate A˜ε using this, and simplify the result to find
A+
qA∗Aε − q−1AεA∗
q2 − q−2
+
(γ˜ − γ)A∗
q + q−1
= α˜I.
By this and (91)
αI +
(γ˜ − γ)A∗
q + q−1
= α˜I,
and this becomes
(γ˜ − γ)A∗ = (q + q−1)(α˜− α)I.
This forces γ˜ = γ by our assumption d ≥ 1. Now Aε = A˜ε follows from (98). The result
follows. ✷
21 Huang data for the Leonard pairs obtained from a feasi-
ble Hˆq-module
Throughout this section Notation 10.1 is in effect. Assume that V is feasible. By Theorem
1.7 we have a Leonard pair A,B on V(k0) (resp. V(k
−1
0 )) that has q-Racah type. Our target
in this section is to prove the following result.
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Proposition 21.1 The following hold.
(i) The Leonard pair A,B on V(k0) has a Huang data (a, b, c, d) such that
X-type of V a b c d
DS k0k1q
n/2 k0k3q
n/2 k0k2q
n/2 n/2
DDa k1 k3 k2 (n+ 1)/2
DDb k2 k0q
−1 k1 (n− 1)/2
SSa k0q
−1 k2 k3 (n− 1)/2
SSb k3 k1 k0q
−1 (n− 1)/2
(99)
(ii) The Leonard pair A,B on V(k−10 ) has a Huang data (a
′, b′, c′, d′) such that
X-type of V a′ b′ c′ d′
DS k0k1q
(n+2)/2 k0k3q
(n+2)/2 k0k2q
(n+2)/2 (n− 2)/2
DDa k1 k3 k2 (n− 3)/2
DDb k2 k0q k1 (n− 1)/2
SSa k0q k2 k3 (n− 1)/2
SSb k3 k1 k0q (n− 1)/2
(100)
Lemma 21.2 Define d = dimV(k0)− 1 and d
′ = dimV(k−10 )− 1.
(i) Consider the Leonard pair A,B on V(k0). Define scalars {θr}
d
r=0 as follows:
X-type of V Definition of θr
DS,DDa,SSa k0k1q
2r + 1k0k1q2r
DDb,SSb k2k3q
2r+1 + 1
k2k3q2r+1
(101)
Then {θr}
d
r=0 is a standard ordering of the eigenvalues of A.
(i) Consider the Leonard pair A,B on V(k−10 ). Define scalars {θ
′
r}
d
r=0 as follows:
X-type of V Definition of θ′r
DS,DDa k0k1q
2r+2 + 1
k0k1q2r+2
DDb,SSb k2k3q
2r+1 + 1
k2k3q2r+1
SSa k0k1q
2r + 1
k0k1q2r
(102)
Then {θ′r}
d
r=0 is a standard ordering of the eigenvalues of A.
Proof. (i): By Corollaries 18.6 and 19.6 there exists a basis for V(k0) with respect to
which the matrix representing A is lower bidiagonal and the matrix representing B is upper
bidiagonal. Moreover, the diagonal entries of the matrix representing A are given in (87).
Now the result follows by Lemma 2.4.
(ii): Similar. ✷
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Lemma 21.3 Define d = dimV(k0)− 1 and d
′ = dimV(k−10 )− 1.
(i) Consider the Leonard pair A,B on V(k0). Define scalars {θ
∗
r}
d
r=0 as follows:
X-type of V Definition of θ∗r
DS,DDa,DDb k0k3q
2r + 1
k0k3q2r
SSa,SSb k1k2q
2r+1 + 1
k1k2q2r+1
(103)
Then {θ∗r}
d
r=0 is a standard ordering of the eigenvalues of B.
(i) Consider the Leonard pair A,B on V(k−10 ). Define scalars {θ
∗′
r }
d
r=0 as follows:
X-type of V Definition of θ∗′r
DS,DDa,DDb k0k3q
2r+2 + 1
k0k3q2r+2
SSa,SSb k1k2q
2r+1 + 1
k1k2q2r+1
(104)
Then {θ∗′r }
d
r=0 is a standard ordering of the eigenvalues of B.
Proof. Similar to the proof of Lemma 21.2. ✷
Lemma 21.4 (See [16, Proposition 6.6].) Define C = t0t2 + (t0t2)
−1. Then the elements
A,B,C are related as follows:
A+
qBC− q−1CB
q2 − q−2
=
(q−1t0 + qt
−1
0 )T1 + T2T3
q + q−1
, (105)
B+
qCA− q−1AC
q2 − q−2
=
(q−1t0 + qt
−1
0 )T3 + T1T2
q + q−1
, (106)
C+
qAB− q−1BA
q2 − q−2
=
(q−1t0 + qt
−1
0 )T2 + T3T1
q + q−1
. (107)
Lemma 21.5 The following hold.
(i) Let (a, b, c, d) denote a Huang data for the Leonard pair A,B on V(k0). Assume d ≥ 1.
Then
c+ c−1 =
(q−1k0 + qk
−1
0 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(k3 + k
−1
3 )− (a+ a
−1)(b + b−1)
qd+1 + q−d−1
.
(i) Let (a′, b′, c′, d′) denote a Huang data for the Leonard pair A,B on V(k−10 ). Assume
d′ ≥ 1. Then
c′ + c′
−1
=
(qk0 + q
−1k−10 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(k3 + k
−1
3 )− (a
′ + a′
−1
)(b′ + b′
−1
)
qd′+1 + q−d′−1
.
Proof. (i): Note that t0 acts on V(k0) as k0 times the identity. By this and (4), in each
(105)–(107) the right-hand side acts on V(k0) as a scalar multiple of the identity. By this
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and Lemmas 20.1, 20.3 the action of the right-hand side of (107) is equal to the action of
the right-hand side of (93). From this we obtain the result.
(ii): Similar. ✷
Proof of Proposition 21.1. (i): First assume that V has X-type DS. For notational
convenience, Set V = V(k0), and let A : V → V (resp. A
∗ : V → V ) denote the F-linear
transformation that is induced by the action of A (resp. B). By Corollary 10.11 the Leonard
pair A,A∗ has diameter d = n/2. Define scalars {θr}
d
r=0 and {θ
∗
r}
d
r=0 as
θr = k0k1q
2r +
1
k0k1q2r
, θ∗r = k0k3q
2r +
1
k0k3q2r
(0 ≤ r ≤ d). (108)
By Lemmas 21.2 (resp. Lemma 21.3) the sequence {θr}
d
r=0 (resp. {θ
∗
r}
d
r=0) is a standard
ordering of the eigenvalues of A (resp. A∗). Now define scalars
a = k0k1q
d, b = k0k3q
d, c = k0k2q
d.
By (108)
θr = aq
2r−d + a−1qd−2r, θ∗r = bq
2r−d + b−1qd−2r (0 ≤ r ≤ d).
By Lemma 12.1 k0k1k2k3 = q
−2d−1. Using this, one checks that a, b, c satisfy the displayed
equation in Lemma 21.5(i). By this and the last sentence in Lemma 2.5, (a, b, c, d) is a
Huang data of A,A∗. We have shown the result when V has X-type DS. The proof is
similar for the other types.
(ii): Similar. ✷
Corollary 21.6 The following hold.
(i) For the Huang data (a, b, c, d) from Proposition 21.1(i) the parameters {ki}i∈I satisfy
Case k0 k1 k2 k3
DS (abcq1−d)1/2 aq−dk−10 cq
−dk−10 bq
−dk−10
DDa q−d a c b
DDb bq c a q−d−1
SSa aq q−d−1 b c
SSb cq b q−d−1 a
(ii) For the Huang data (a′, b′, c′, d′) from Proposition 21.1(ii) the parameters {ki}i∈I
satisfy
Case k0 k1 k2 k3
DS (a′b′c′q−d
′−3)1/2 a′q−d
′−2k−10 c
′q−d
′−2k−10 b
′q−d
′−2k−10
DDa q−d
′−2 a′ c′ b′
DDb b′q−1 c′ a′ q−d
′−1
SSa a′q−1 q−d
′−1 b′ c′
SSb c′q−1 b′ q−d
′−1 a′
Proof. Use Lemma 12.1. ✷
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Note 21.7 In Corollary 21.6(i) the assertion k0 = (abcq
1−d)1/2 means that k0 is equal to
one of the square roots of abcq1−d. Similar for (ii).
22 Proof of Theorem 1.8; “only if” direction
In this section we prove the “only if” direction of Theorem 1.8.
Lemma 22.1 With reference to Notation 10.1, assume that V is feasible and has X-type
DS. Define scalars a, b, c, d as in (99). Then a2 6= q−2d and b2 6= q−2d.
Proof. By Corollary 14.8 k20k
2
1 6= q
−2n. By Lemma 12.4 k20k
2
3 6= q
−2n. The result follows
from these comments and (99). ✷
Lemma 22.2 With reference to Notation 10.1, assume that V is feasible and has X-type
among DDb, SSa, SSb. Define scalars a, b, c, d as in (99). Then the following inequalities
hold:
X-type of V Inequalities
DDb b2 6= q−2 a2 6= q±2d
SSa a2 6= q−2 b2 6= q±2d
SSb c2 6= q−2 a2 6= q±2d b2 6= q±2d
Proof. First assume that V has X-type DDb. We have k20 6= 1 since V is feasible. By
Lemma 12.1 k23 = q
−n−1. By Corollary 14.8 k22k
2
3 is not among q
−2, q−2n. The result follows
from these comments. Next assume that V has X-type SSa. By Lemma 12.1 k21 = q
−n−1.
By Corollary 14.8 k20k
2
1 6= q
−n−1. By Lemma 12.4 k22 is not among q
n−1, q1−n. The result
follows from these comments. Next assume that V has X-type SSb. We have k20 6= 1 since
V is feasible. By Lemma 12.1 k22 = q
−n−1. By Corollary 14.8 k22k
2
3 is not among q
−2, q−2n.
By Lemma 12.4 k21 is not among q
n−1, q1−n. The result follows from these comments.
✷
Corollary 22.3 With reference to Notation 10.1, assume that V is feasible. Then there
exist a Huang data (a, b, c, d) of A,B on V(k0) and a Huang data (a
′, b′, c′, d′) of A,B on
V(k−10 ) such that the following hold:
X-type of V d′ − d a′/a b′/b c′/c Inequalities
DS −1 q q q a2 6= q−2d b2 6= q−2d
DDa −2 1 1 1
DDb 0 1 q2 1 a2 6= q±2d b2 6= q−2
SSa 0 q2 1 1 b2 6= q±2d a2 6= q−2
SSb 0 1 1 q2 a2 6= q±2d b2 6= q±2d c2 6= q−2
(109)
Proof. Immediate from Proposition 21.1 and Lemmas 22.1, 22.2. ✷
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Proof of Theorem 1.8; “only if” direction. Let A,A∗ (resp. A′, A∗′) denote a Leonard
pair on V (resp. V ′) that has q-Racah type. Assume that these Leonard pairs are linked,
so there exists a feasible Hˆq-module structure on V := V ⊕ V
′ such that V , V ′ are the
eigenspaces of t0 and (6) holds. Let {ki}i∈I denote a parameter sequence of V that is
consistent with a standard ordering of the eigenvalues of X. First assume V = V(k0) and
V ′ = V(k−10 ). By Corollary 22.3 there exist a Huang data (a, b, c, d) of A,B on V(k0) and
a Huang data (a′, b′, c′, d′) of A,B on V(k−10 ) that satisfy (109). Note by (6) that (a, b, c, d)
is a Huang data of A,A∗ and (a′, b′, c′, d′) is a Huang data of A′, A∗′. By (109), for each
X-type of V, these Huang data satisfy the following case in Theorem 1.8:
X-type of V DS DDa DDb SSa SSb
Case (ii) (i) (iv) (iii) (v)
Next assume V = V(k−10 ) and V
′ = V(k0). By Corollary 22.3 in which (a, b, c, d) and
(a′, b′, c′, d′) are exchanged, for each X-type of V there exist a Huang data (a′, b′, c′, d′) of
A,B on V(k0) and a Huang data (a, b, c, d) of A,B on V(k
−1
0 ) that satisfy
X-type of V d′ − d a′/a b′/b c′/c Inequalities
DS 1 q−1 q−1 q−1 a′2 6= q−2d
′
b′2 6= q−2d
′
DDa 2 1 1 1
DDb 0 1 q−2 1 a′2 6= q±2d
′
b′2 6= q−2
SSa 0 q−2 1 1 b′2 6= q±2d
′
a′2 6= q−2
SSb 0 1 1 q−2 a′2 6= q±2d
′
b′2 6= q±2d
′
c′2 6= q−2
In this table we rewrite the inequalities in terms of a, b, c, d:
X-type of V d′ − d a′/a b′/b c′/c Inequalities
DS 1 q−1 q−1 q−1 a2 6= q−2d b2 6= q−2d
DDa 2 1 1 1
DDb 0 1 q−2 1 a2 6= q±2d b2 6= q2
SSa 0 q−2 1 1 b2 6= q±2d a2 6= q2
SSb 0 1 1 q−2 a2 6= q±2d b2 6= q±2d c2 6= q2
Thus case (vi) holds if V has X-type DS, and case (vii) holds if V has X-type DDa. If V
has X-type among DDb, SSa, SSb, we replace each of a, b, c, a′, b′, c′ with its inverse. This
gives
X-type of V d′ − d a′/a b′/b c′/c Inequalities
DDb 0 1 q2 1 a−2 6= q±2d b−2 6= q2
SSa 0 q2 1 1 b−2 6= q±2d a−2 6= q2
SSb 0 1 1 q2 a−2 6= q±2d b−2 6= q±2d c−2 6= q2
For each X-type among DDb, SSa, SSb these Huang data satisfy the following case in
Theorem 1.8:
X-type of V DDb SSa SSb
Case (iv) (iii) (v)
The result follows. ✷
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23 Construction of an XD Hˆq-module
With reference to Notation 10.1, let T denote the X-type of V. By Lemmas 12.1 and 12.4
the parameters {ki}i∈I satisfy the following conditions:
T Conditions
DS
k0k1k2k3 = q
−n−1
Neither of ±k0k3 is among q
−1, q−2, q−3, . . . , q−n
None of ±k0, ±k1, ±k2, ±k3 is among q
−1, q−2, q−3, . . . , q−n/2
DDa
k20 = q
−n−1
None of ±k±13 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
DDb
k23 = q
−n−1
None of ±k±10 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
SSa
k21 = q
−n−1
None of ±k±12 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
SSb
k22 = q
−n−1
None of ±k±11 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
(110)
In this section we prove the following result.
Proposition 23.1 Let n ≥ 0 denote an integer and let {ki}i∈I denote nonzero scalars in
F. Let T be among DS, DDa, DDb, SSa, SSb. Assume that n is even if T is DS and
odd otherwise. Assume that {ki}i∈I satisfy the conditions (110). Then there exists an XD
Hˆq-module V with dimension n+1 that has X-type T and parameter sequence {ki}i∈I that
is consistent with a standard ordering of the eigenvalues of X.
Let n ≥ 0 denote an integer and let {ki}i∈I denote nonzero scalars in F. Fix T among
DS, DDa, DDb, SSa, SSb. Assume that n is even if T is DS and odd otherwise. Assume
that {ki}i∈I satisfy the conditions (110). Define scalars {µr}
n
r=0 as follows. If T is among
DS, DDa, DDb,
µr =
{
k0k3q
r if r is even,
1
k0k3qr+1
if r is odd
(0 ≤ r ≤ n). (111)
If T is among SSa, SSb,
µr =
{
1
k1k2qr+1
if r is even,
k1k2q
r if r is odd
(0 ≤ r ≤ n). (112)
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Lemma 23.2 The scalars {µr}
n
r=0 are mutually distinct.
Proof. Routine using (110). ✷
Lemma 23.3 The reduced diagram of {µr}
n
r=0 is as follows:
T Diagram
DS
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	

DDa,DDb
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	

SSa,SSb
µ0
	

µ1
	

µ2
	

µ3
	
 · · · · · ·
µn−1
	

µn
	

(113)
Proof. Follows from (111) and (112). ✷
We now construct an Hˆq-module. Let V denote a vector space over F with dimension
n + 1, and let {vr}
n
r=0 denote a basis for V. We define the action of {ti}i∈I on {vr}
n
r=0
as follows. Recall the function G from (31). For 0 ≤ r ≤ n − 1 such that µr, µr+1 are
1-adjacent, we define the action of t0, t3 by
t0vr =
µr(k0 + k
−1
0 )− k3 − k
−1
3
µr − µ
−1
r
vr +
µr
µr − µ
−1
r
vr+1, (114)
t0vr+1 =
G(µr, k0, k3)
µr(µ
−1
r − µr)
vr +
µ−1r (k0 + k
−1
0 )− k3 − k
−1
3
µ−1r − µr
vr+1, (115)
t3vr =
µr(k3 + k
−1
3 )− k0 − k
−1
0
µr − µ
−1
r
vr +
1
µ−1r − µr
vr+1, (116)
t3vr+1 =
G(µr, k0, k3)
µr − µ
−1
r
vr +
µ−1r (k3 + k
−1
3 )− k0 − k
−1
0
µ−1r − µr
vr+1. (117)
For 0 ≤ r ≤ n− 1 such that µr, µr+1 are q-adjacent, we define the action of t1, t2 by
t1vr =
q−1µ−1r (k1 + k
−1
1 )− k2 − k
−1
2
q−1µ−1r − qµr
vr +
1
qµr − q−1µ
−1
r
vr+1, (118)
t1vr+1 =
G(qµr, k1, k2)
q−1µ−1r − qµr
vr +
qµr(k1 + k
−1
1 )− k2 − k
−1
2
qµr − q−1µ
−1
r
vr+1, (119)
t2vr =
q−1µ−1r (k2 + k
−1
2 )− k1 − k
−1
1
q−1µ−1r − qµr
vr +
q−1µ−1r
q−1µ−1r − qµr
vr+1, (120)
t2vr+1 =
qµrG(qµr, k1, k2)
qµr − q−1µ
−1
r
vr +
qµr(k2 + k
−1
2 )− k1 − k
−1
1
qµr − q−1µ
−1
r
vr+1. (121)
61
In (114)–(121) the denominators are nonzero by Lemmas 23.2 and 23.3. We have defined
some actions of {ti}i∈I. The remaining actions are defined as follows:
T Action
DS t0v0 = k0v0 t3v0 = k3v0 t1vn = k1vn t2vn = k2vn
DDa t0v0 = k0v0 t3v0 = k3v0 t0vn = k0vn t3vn = k
−1
3 vn
DDb t0v0 = k0v0 t3v0 = k3v0 t0vn = k
−1
0 vn t3vn = k3vn
SSa t1v0 = k1v0 t2v0 = k2v0 t1vn = k1vn t2vn = k
−1
2 vn
SSb t1v0 = k1v0 t2v0 = k2v0 t1vn = k
−1
1 vn t2vn = k2vn
(122)
For i ∈ I we define the action of t−1i on {vr}
n
r=0 by
t−1i vr = (ki + k
−1
i )vr − tivr (0 ≤ r ≤ n). (123)
We have defined the action of {t±1i }i∈I on {vr}
n
r=0.
Lemma 23.4 The above actions of {t±1i }i∈I on {vr}
n
r=0 give an Hˆq-module structure on
V.
Proof. One routinely checks that the defining relations (1)–(3) of Hˆq hold on {vr}
n
r=0.
✷
Lemma 23.5 For 0 ≤ r ≤ n the vector vr is an eigenvector of X with eigenvalue µr.
Moreover X is diagonalizable on V.
Proof. Pick any integer r such that 0 ≤ r ≤ n. One checks t3t0vr = µrvr. Therefore vr
is an eigenvector of X with eigenvalue µr. Now X has n+ 1 mutually distinct eigenvalues
on V by Lemma 23.2. So X is diagonalizable on V. ✷
Lemma 23.6 For 0 ≤ r ≤ n− 1 the following hold.
(i) Assume that µr, µr+1 are 1-adjacent. Then G0vr = vr+1 and G0vr+1 = G(µr, k0, k3)vr.
(ii) Assume that µr, µr+1 are q-adjacent. Then G2vr = vr+1 and G2vr+1 = G(qµr, k1, k2)vr.
Proof. Routine verification. ✷
Lemma 23.7 For 0 ≤ r ≤ n− 1 the following hold.
(i) Assume that µr, µr+1 are 1-adjacent. Then G(µr, k0, k3) 6= 0.
(ii) Assume that µr, µr+1 are q-adjacent. Then G(qµr, k1, k2) 6= 0.
Proof. (i): We claim that µr is not among k0k3, k0k
−1
3 , k
−1
0 k3, k
−1
0 k
−1
3 . First assume
that T is DS. Note that r is odd by (113) and since µr, µr+1 are 1-adjacent. By (111)
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µr = (k0k3q
r+1)−1. By (110) k20k
2
3 is not among q
−2, q−4, . . . , q−2n, and neither of k20 ,
k23 is among q
−2, q−4, . . . , q−n. By these comments µr is not among k0k3, k0k
−1
3 , k
−1
0 k3.
Moreover µr is not equal to k
−1
0 k
−1
3 since q is not a root of unity. Thus the claim holds
when T is DS. Next assume that T is DDa. Note that n is odd by the construction, and r
is odd by (113) and since µr, µr+1 are 1-adjacent. By (111) µr = (k0k3q
r+1)−1. By (110)
k20 = q
−n−1, and k23 is not among 1, q
2, q4, . . . , qn−1. By these comments µr is not among
k0k3, k
−1
0 k3. Moreover µr is not among k0k
−1
3 , k
−1
0 k
−1
3 since q is not a root of unity. Thus
the claim holds when T is DDa. In a similar way we can show the claim when T is among
DDb, SSa, SSb. Now G(µr, k0, k3) 6= 0 by (31) and the claim.
(ii): Similar. ✷
Lemma 23.8 The Hˆq-module V is irreducible and has parameter sequence {ki}i∈I.
Proof. Let W denote a nonzero Hˆq-submodule of V. We claim that vs ∈ W for some s
(0 ≤ s ≤ n). Let s (0 ≤ s ≤ n) denote the maximal integer such that W ∩
∑n
r=s Fvr is
nonzero. Pick a nonzero vector w in W ∩
∑n
r=s Fvr, and write w =
∑n
r=s αrvr. Note that
αs 6= 0 by the maximality of s. By Lemma 23.5 Xw =
∑n
r=s αrµrvr. By these comments
µsw −Xw =
n∑
r=s+1
(µs − µr)αrvr.
By the maximality of s we must have µsw − Xw = 0. By Lemma 23.2 µs − µr 6= 0 for
s + 1 ≤ r ≤ n. By these comments αr = 0 for s + 1 ≤ r ≤ n. Therefore w = αsvs
and the claim follows. By the claim and Lemmas 23.6, 23.7 we find that vr ∈ W for all r
(0 ≤ r ≤ n). So W = V. We have shown that V is an irreducible Hˆq-module. By (123)
{ki}i∈I is a parameter sequence of V. ✷
Proof of Proposition 23.1. In the above we have constructed an Hˆq-module V. By
Lemmas 23.5 and 23.8 the Hˆq-module V is XD, and {ki}i∈I is a parameter sequence of V.
By (122) and Lemmas 23.3, 23.5, V has X-type T and {µr}
n
r=0 is a standard ordering of the
eigenvalues of X. Moreover the parameter sequence {ki}i∈I is consistent with the ordering
{µr}
n
r=0. The result follows. ✷
24 Proof of Theorem 1.8; “if” direction
In this section we prove the “if” direction of Theorem 1.8. Let A,A∗ denote a Leonard pair
on V and let A′, A∗′ denote a Leonard pair on V ′. Assume that these Leonard pairs have
q-Racah type, and let (a, b, c, d) (resp. (a′, b′, c′, d′)) denote a Huang data of A,A∗ (resp.
A′, A∗′). Assume that these Huang data satisfy one of the conditions (i)–(vii) in Theorem
1.8. We show that there exists a feasible Hˆq-module structure on V ⊕ V
′ such that V , V ′
are the eigenspaces of t0 and (6) holds. We may assume that the Huang data satisfy one of
(i)–(v) by exchanging our two Leonard pairs if necessary (see Remark 1.11). For notational
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convenience, we rename the cases (i)–(v) to increase the compatibility with Corollary 22.3;
thus we assume that one of the following cases occurs:
Case d′ − d a′/a b′/b c′/c Inequalities
DS −1 q q q a2 6= q−2d b2 6= q−2d
DDa −2 1 1 1
DDb 0 1 q2 1 a2 6= q±2d b2 6= q−2
SSa 0 q2 1 1 b2 6= q±2d a2 6= q−2
SSb 0 1 1 q2 a2 6= q±2d b2 6= q±2d c2 6= q−2
(124)
For each of the above cases we define {ki}i∈I as follows:
Case k0 k1 k2 k3
DS (abcq1−d)1/2 aq−dk−10 cq
−dk−10 bq
−dk−10
DDa q−d a c b
DDb bq c a q−d−1
SSa aq q−d−1 b c
SSb cq b q−d−1 a
(125)
In case DS we may take either square root as the value of k0; see Remark 24.7 below. Set
n = d + d′ + 1. So V ⊕ V ′ has dimension n + 1. Note that n is even in case DS, and odd
in the other cases. The following two lemmas are immediate from (125).
Lemma 24.1 The scalars {ki}i∈I satisfy the following equation:
Case Equation
DS k0k1k2k3 = q
−n−1
DDa k20 = q
−n−1
DDb k23 = q
−n−1
SSa k21 = q
−n−1
SSb k22 = q
−n−1
(126)
Lemma 24.2 The Huang data (a, b, c, d) and (a′, b′, c′, d′) are represented in terms of
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{ki}i∈I as follows:
Case
a
a′
b
b′
c
c′
d
d′
DS
k0k1q
n/2
k0k1q
(n+2)/2
k0k3q
n/2
k0k3q
(n+2)/2
k0k2q
n/2
k0k2q
(n+2)/2
n/2
(n− 2)/2
DDa
k1
k1
k3
k3
k2
k2
(n+ 1)/2
(n− 3)/2
DDb
k2
k2
k0q
−1
k0q
k1
k1
(n− 1)/2
(n− 1)/2
SSa
k0q
−1
k0q
k2
k2
k3
k3
(n− 1)/2
(n− 1)/2
SSb
k3
k3
k1
k1
k0q
−1
k0q
(n− 1)/2
(n− 1)/2
(127)
By Lemma 2.8 the Huang data (a, b, c, d) and (a′, b′, c′, d′) satisfy the following inequal-
ities:
Neither of a2, b2 is among q2d−2, q2d−4, . . . , q2−2d. (128)
None of abc, a−1bc, ab−1c, abc−1 is among qd−1, qd−3, . . . , q1−d. (129)
Neither of a′
2
, b′
2
is among q2d
′−2, q2d
′−4, . . . , q2−2d
′
. (130)
None of a′b′c′, a′
−1
b′c′, a′b′
−1
c′, a′b′c′
−1
is among qd
′−1, qd
′−3, . . . , q1−d
′
. (131)
The inequalities (128)–(131) have the following consequence.
Lemma 24.3 The scalars {ki}i∈I satisfy the following inequalities:
Case Inequalities
DS
None of ±k0k3, ±k0k1 is among q
−1, q−2, q−3, . . . , q−n
None of ±k0, ±k1, ±k2, ±k3 is among q
−1, q−2, q−3, . . . , q−n/2
DDa
None of ±k±11 , ±k
±1
3 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
DDb
None of ±k±10 , ±k
±1
2 is among 1, q, q
2, . . . , q(n−1)/2
None of k0k3k
±1
1 k
±1
2 is among q
−1, q−3, q−5, . . . , q−n
SSa
None of ±k±10 , ±k
±1
2 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
SSb
None of ±k±11 , ±k
±1
3 is among 1, q, q
2, . . . , q(n−1)/2
None of k1k2k
±1
0 k
±1
3 is among q
−1, q−3, q−5, . . . , q−n
Proof. Routine verification using (124), (125), (128)–(131). ✷
Let T be among DS, DDa, DDb, SSa, SSb. By Lemmas 24.1, 24.3 and Proposition 23.1
there exists an XD Hˆq-module V with dimension n + 1 that has X-type T and parameter
sequence {ki}i∈I that is consistent with a standard ordering of the eigenvalues of X.
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Lemma 24.4 k20 6= 1.
Proof. Note that the value of k0 is given in (125). In case DS, k
2
0 = abcq
1−d and so k20 6= 1
by (129). In case DDa, k20 = q
−2d and so k20 6= 1 by d = d
′+2 ≥ 2 and since q is not a root
of unity. In case DDb, k20 = b
2q2, so k20 6= 1 since b
2 6= q−2 by (124). The proof is similar
for the cases SSa, SSb. ✷
Lemma 24.5 t0 has two distinct eigenvalues k0, k
−1
0 on V.
Proof. Note that t0 has two distinct eigenvalues if and only if each of F
+
V and F−V
is nonzero. First assume that the reduced X-diagram of V has a single bond. Then the
result follows from Lemma 10.5(ii). Next assume that the reduced X-diagram has no single
bond. Then n = 1 and the reduced X-diagram of V is a double bond. So V has X-type
DDa or DDb. If V has X-type DDa then n ≥ 3 since d = d′ + 2 ≥ 2, contradicting n = 1.
Thus V has X-type DDb. By Lemma 8.2 the eigenvalues of t0 on VX(µ0) and VX(µ1) are
reciprocals. By Lemma 24.4 k0 6= k
−1
0 . By these comments t0 has two distinct eigenvalues
on V. ✷
Lemma 24.6 The Hˆq-module V is feasible.
Proof. By the construction V is XD. By Corollary 14.8 and Lemmas 24.1, 24.3, Y is
diagonalizable on V, so V is YD. By Lemma 24.5 t0 has two distinct eigenvalues on V.
Thus V is feasible. ✷
Proof of Theorem 1.8; “if” direction. By Theorem 1.7 and Lemma 24.6 the pair A,B
acts on V(k0) (resp. V(k
−1
0 )) as a Leonard pair of q-Racah type. Moreover comparing (99),
(100) with (127) we find that the Huang data of A,B on V(k0) (resp. V(k
−1
0 )) coincides
with the Huang data of A,A∗ (resp. A′, A∗′). By this and Lemma 2.7 the Leonard pair
A,B on V(k0) (resp. V(k
−1
0 )) is isomorphic to the Leonard pair A,A
∗ on V (resp. A′, A∗′
on V ′). Let f : V(k0) → V (resp. f
′ : V(k−10 ) → V
′) denote an isomorphism of Leonard
pairs. Recall that V = V(k0) + V(k
−1
0 ) (direct sum). So we have the F-linear bijection
f ⊕ f ′ : V → V ⊕ V ′. We define the Hˆq-module structure on V ⊕ V
′ so that f ⊕ f ′ is an
isomorphism of Hˆq-modules. In this Hˆq-module the spaces V , V
′ are the eigenspaces of
t0, and (6) holds by the construction. Therefore the Leonard pairs A,A
∗ and A′, A∗′ are
linked. ✷
Remark 24.7 We defined the integer n and the scalars {ki}i∈I in (125), and constructed
a feasible Hˆq-module V that has dimension n + 1 and parameter sequence {ki}i∈I. In the
definition of k0 in case DS, there appears a square root, so the value of k0 is determined up
to sign. By our construction we obtain an Hˆq-module from each of two values of k0. These
two Hˆq-modules are not isomorphic; otherwise these two Hˆq-modules must have the same
parameters up to reciprocal.
66
References
[1] I. Cherednik, Double affine Hecke algebras, Knizhnik-Zamolodchikov equations, and Macdon-
ald’s operators, Int. Math. Res. Not. (1992) 171–180.
[2] B. Curtin, Spin Leonard pairs, Ramanujan J. 13 (2007) 319–332.
[3] H. Huang, The classification of Leonard triples of QRacah type, Linear Algebra Appl. 436
(2012) 1442–1472; arXiv:1108.0458.
[4] T. Ito, P. Terwilliger, Double affine Hecke algebras of rank 1 and the Z3-symmetric Askey-
Wilson relations, SIGMA 6 (2010) 065, 9 pages; arXiv:1001.2764.
[5] T. H. Koornwinder, The relationship between Zhedanov’s algebra AW (3) and the double affine
Hecke algebra in the rank one case, SIGMA 3 (2007) 063, 15 pages; arXiv:math.QA/0612730.
[6] T. H. Koornwinder, Zhedanov’s algebra AW (3) and the double affine Hecke algebra in the rank
one case, II, The spherical subalgebra, SIGMA 4 (2008) 052, 17 pages; arXiv:0711.2320.
[7] I. G. Macdonald, Affine Hecke algebras and orthogonal polynomials, Cambridge University
Press, 2003.
[8] K. Nomura, P. Terwilliger, Linear transformations that are tridiagonal with respect to both
eigenbases of a Leonard pair, Linear Algebra Appl. 420 (2007) 198-207; arXiv:math/0605316.
[9] M. Noumi, J. V. Stokman, Askey-Wilson polynomials: an affine Hecke algebraic approach, in
Larendo Lectures on Orthogonal Polynomials and Spherical Functions, Nova Sci. Publishers,
New York, 2004, 111-144; arXiv:math.QA/0001033.
[10] S. Sahi, Some properties of Koornwinder polynomials, in q-Series from a Contamporary Per-
spective, Contemp. Math. 254 (2000) 395–411.
[11] S. Sahi, Raising and lowering operators for Askey-Wilson polynomials, SIGMA 3 (2007) 002,
11 pages; arXiv:math.QA/0701134.
[12] P. Terwilliger, Two linear transformations each tridiagonal with respect to an eigenbasis of the
other, Linear Algebra Appl. 330 (2001) 149–203; arXiv:math/0406555.
[13] P. Terwilliger, An algebraic approach to the Askey scheme of orthogonal polynomials, in Or-
thogonal Polynomials and Special Functions, Lecture Notes in Math. 1883, Springer, Berlin,
2006, 255–330; arXiv:math.QA/0408390.
[14] P. Terwilliger, R. Vidunas, Leonard pairs and the Askey-Wilson relations, J. Algebra Appl. 3
(2004) 411–426; arXiv:math.QA/0305356.
[15] P. Terwilliger, Two linear transformations each tridiagonal with respect to and eigenbasis of the
other; the TD-D and LB-UB canonical form, J. Algebra 291 (2005) 1–45; arXiv:math/0304077.
[16] P. Terwilliger, The universal Askey-Wilson algebra and DAHA of type (C∨1 , C1), SIGMA 9
(2013) 047, 40 pages; arXiv:1202.4673
Kazumasa Nomura
Tokyo Medical and Dental University
Kohnodai, Ichikawa, 272-0827 Japan
email: knomura@pop11.odn.ne.jp
67
Paul Terwilliger
Department of Mathematics
University of Wisconsin
480 Lincoln Drive
Madison, Wisconsin, 53706 USA
email: terwilli@math.wisc.edu
Keywords. DAHA, Askey-Wilson polynomial, Leonard pair, tridiagonal pair
2010 Mathematics Subject Classification. 33D80, 33D45
68
