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Orders with Level Diagrams 
ANDRZEJ PELC AND IVAN RIVAL 
We prove that a finite ordered set has a diagram in which, for each element, all upper covers 
are on a horizontal level, iff the ordered set contains no alternating cover cycle. We also show 
how to efficiently draw such horizontally aligned diagrams if they exist. 
INTRODUCTION 
Order is common to data structures. The order itself may arise according to 
precedence relations due to technological constraints, or even to social choice, on an 
underlying set of jobs. In a scheduling problem the jobs may be processed subject to 
the precedence constraints by a set of machines acting in parallel. On the other hand, 
the order may arise as a description of the partial information available among the 
elements of a data set. Thus, in a sorting problem the elements may be numbers to be 
distributed in ascending order or the elements may be names to be alphabetized. 
The actual presentation of such data structures may, of course, play an important 
role in computations, and even in decision-making. There is a single graphical 
representation scheme which is by far the most common and which lies at the heart of 
the modern theory of ordered sets, the 'diagram': and despite its widespread use it is 
little understood (cf. [3], [5]). 
For elements a and b in an ordered set P, say that a covers b or b is covered by a, if 
a> b and, for each x in P, a> x;?; b implies x = b. We also call a an upper cover of b 
and b a lower cover of a. A diagram of P is a pictorial representation of P in the plane 
in which small circles, corresponding to the elements of P, are arranged in such a way 
that, for a and b in P, the circle corresponding to a is higher than the circle 
corresponding to b whenever a;?; b, and a straight-line segment called a covering edge 
is drawn to connect the two circles just if a covers b (without, however, the incidence 
of any other circle on such an edge to avoid unwanted comparabilities). Although any 
diagram determines its ordered set there is considerable variation possible in the 
pictorial rending itself (Figure 1). 
What are the criteria for a 'good' diagram? For one thing, the edges in a diagram are 
usually drawn as 'steep' as possible to emphasize the ordering relation. (Indeed, 
according to its definition no diagram can use any horizontal lines at all.) Another 
concern is to avoid unnecessary crossings of covering edges: a diagram without any 
such crossings is easy to 'read'. 
Among familiar data structures the tree (see Figure 2) is one of the most common. 
One difficulty in drawing a tree is the crowding of circles at successive branchings. But, 
one common feature of essentially all tree diagrams is that the successors of any circle 
are all drawn on the same horizontal level. Such drawings are fairly easy to 'read'. 
Does every ordered set have a diagram in which all upper covers are on a horizontal 
level? It is perhaps surprising that the answer is 'no'. Take the ordered set illustrated in 
Figure 3 for instance. To draw all upper covers horizontal would require that the two 
upper covers x and c2 of a2 have the same y co-ordinate, y1, say. Then c1 and c2 , the 
upper covers of a 1 , must also have this same y co-ordinate. But, as c2 > x, the y 
co-ordinate of c1 is larger than the Figure 4 y co-ordinate of x. 
61 
0195-6698/91/010061+08 $02.00/0 © 1991 Academic Press Limited 
62 A. Pelc and I. Rival 
FIGURE 1. Four diagrams of the ordered set 24 of all subsets of a four-element set ordered by set inclusion. 
FIGURE 2 FIGURE 3 
FIGURE 4. An alternating cover cycle. In diagrams the covering relation is sometimes emphasized by double 
lines. 
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Say that an ordered set is upper levelled if it has a diagram in which, for each 
element, all upper covers are on a horizontal level. Our main result is this: 
A finite ordered set is upper levelled iff it contains no alternating cover cycle. 
MAIN RESULTS 
Our main result about upper levelled orders is a consequence of Theorem 1. Dually, 
a lower levelled order is an ordered set with a diagram in which, for each element, all 
lower covers are on a horizontal level. 
THEOREM 1. For a finite ordered set P, the following statements are equivalent: 
(a) Pis upper levelled. 
(b) There is no sequence x = x 1 , x 2 , ... , Xn = x of elements such that, for any i, X; and 
X;+i have a common lower cover or X; <x;+1, and, for at least one i, X; <x;+i· 
( c) P is lower levelled. 
(d) There is no sequence x = x 1, x 2 , • .. , xn = x of elements such that, for any i, X; and 
X;+i have a common upper cover or X; > xi+ 1, and, for at least one i, X; > X;+i· 
PROOF. (a)~ (b). We argue by contradiction. To this end let a diagram of P be 
drawn on the plane in such a way that upper covers are on horizontals. Suppose that 
there is a forbidden sequence x =x1, x 2 , ••• , Xn =x. If X;+i and X; have a common 
lower cover then they must be on a horizontal. On the other hand, if X;+i > x; then xi+ 1 
must have a larger y co-ordinate than X; and since this must happen at least once, the 
last term of the sequence will have a larger y co-ordinate than the first. As the first and 
last are identical points this is a contradiction. 
(b) ~ (a). We define a relation on P by x - y if x = y or there is a sequence x = x 1 , 
x 2, •.. , Xn = y such that, for any i, X; and X;+i have a common lower cover. It is easy to 
verify that - is an equivalence. Now, consider a relation on the set P* of its 
equivalence classes defined by [x 1- [y] if x' ~ y' for some x' E [x] and y' e [y ]. Let < 
stand for the transitive closure of - . It is an order on P*, for otherwise we would have 
a cycle [x0 ] <[xi]< [x2] < · · · < [xn] < [x0 ] which, in turn, would produce a sequence 
forbidden by (b). 
FIGURE 5 
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We now construct a diagram D of Pin which all elements in an equivalence class are 
on a horizontal level. It will follow, of course, that all upper covers are on a horizontal. 
To start with, take any diagram D* of P*. Plot all elements of P belonging to a class 
at the same horizontal as the circle representing that class in D * and in such a way that 
all straight lines (not just the covering edges) joining pairs of circles from different 
levels have different slopes. Draw all edges corresponding to covers as straight 
segments. In this way we obtain a diagram of P: careful plotting of elements on levels 
is necessary to avoid the incidence of a circle with a covering edge joining two others 
with which it need not be comparable. 
The graphical configuration D obtained in this way is a diagram of P and all upper 
covers are on horizontals. To see this, let a< b in P. Then [a]< [b ]; that is, the circle 
representing [b] in D* has a larger y co-ordinate than that representing [a]. 
Therefore, the circle representing b in D has larger y co-ordinate than that 
representing a. This shows that D is a diagram. Finally, the upper covers of any 
element are - equivalent, so they must be on the same horizontal. 
(c)~(d). The proof is analogous to (a)~(b). 
(b)~(d). It is enough to show that a sequence forbidden by (b) produces one 
forbidden by (d). The other direction will be similar. 
Let x = x1 , x2 , ••• , Xn = x be a sequence forbidden by (b) and let a= a 1 , 
a2 , •.• , an-l be a sequence of elements derived from the x;'s in this way: if X;, X;+ 1 
have a common lower cover, set a; to be this common lower cover; if X;+i ;;ox; set 
a;= X;. Then the sequence a, an-i. an-2' .. . , a2 , a 1 =a is a sequence forbidden by (d). 
Our main result is an easy consequence. A subset {x1, a 1, a2 , ••• , 
an, c1, c2 , .•• , en}, n;;;;. 2, of an ordered set is an alternating cover cycle if, 
c; covers a;, 
C;+l >a;, 
c1 >x >an 
for i ~ n, 
for i ~ n -1, 
are the only comparabilities (see Figure 4). These configurations arise, for example, in 
the study of cutsets; that is, subsets of an ordered set which meet every maximal chain 
(cf. [6]). In fact, the main result of [6] is that a finite ordered set is the union of 
FIGURE 6. 
Orders with level diagrams 65 
antichain cutsets if and only if it contains no alternating cover cycle. They arise too in at 
least one (single-machine) scheduling problem (cf. [1], [2]). 
COROLLARY 2. For any finite ordered set P the following statements are equivalent: 
(a) Pis upper levelled; 
(b) Pis lower levelled; 
(c) P contains no alternating cover cycle. 
PROOF. In view of Theorem 1 it is enough to verify that a sequence satisfying the 
conditions of (b) (or (d)) contains an alternating cover cycle, and that an alternating 
cover cycle generates such a sequence too. This is easy to do although formally tedious 
(cf. [6, Lemma 1]): see Figures 5 and 6. D 
We have proved that a finite order without alternating cover cycles has at least one 
diagram in which, for every element, all of its upper covers are on a horizontal level. 
Such an ordered set may nevertheless have many diagrams which do not satisfy this 
condition. We shall now consider just how an arbitrary diagram of an upper levelled 
order can be directly transformed into one with horizontal upper covers. 
For our present purpose let us consider a diagram as located within a rectangular 
co-ordinate system, with each small circle designated by its x co-ordinate and y 
co-ordinate. An ordered set is upper levelled if it has a diagram the circles of which 
satisfy specific constraints on the differences of their y co-ordinates. No apparent 
constraint is imposed on their x co-ordinates; indeed none, as we shall see, need be. 
For any e > 0, say that two diagrams D1 and D2 of P are e-similar if the difference of 
the x co-ordinates of corresponding elements is always less than e. The point of the 
e-neighbourhood is to avoid unwanted collinearities, just as in the definition and 
construction of a diagram. 
PROPOSITION 3. Let P be a finite upper levelled order and let D be any diagram of P. 
Then, for every e > 0, there is a diagram D' of P e-similar to D in which, for every 
element, all of its upper covers are on a horizontal. 
PROOF. We shall show that D' can be constructed from D by successive upward 
vertical translations of the circles of D together with its required incident edges, along 
with e-shifts horizontally to avoid unwanted incidences. 
To this end we associate with each element a of Pits - equivalence class (as defined 
above in the proof of Theorem 1). We may proceed one element at a time according to 
increasing y co-ordinate to align horizontally its equivalence class. 
Let a be an element the equivalence class [a] of which is not yet entirely aligned 
horizontally. Let Ai, A2 , .•• , Ak be a partition of the set of circles in this equivalence 
class according to decreasing y co-ordinate; that is, A; has a larger y co-ordinate than 
A;+1 for each i = 1, 2, ... , k - 1. As P is upper levelled its set P* of - equivalence 
classes is ordered by <. 
Let {) be the difference between they co-ordinates of Ai and A2 , and let 
U = {[x]: [x] =[a] or [x] >[a] in P*}. 
Now construct another diagram in which, first of all, each element of U -Ai is 
translated vertically up by 6. Carry out any needed horizontal e-shift and then 
construct the appropriate covering edges of P. Except for the elements in the 
equivalence [a], any element translated upward is translated upward along with all 
other elements in its equivalence class. Thus, any equivalence classes already 
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FIGURE 7. 
horizontally aligned in D remain horizontally aligned. Moreover, more elements of [a] 
are horizontally aligned in this new diagram, namely A 1 U A2• We may now repeat this 
construction until all of the original blocks AI> A2 , ••• , Ak of [a] are finally aligned 
horizontally. 
If there is still a - equivalence class not yet entirely aligned we may apply this 
construction to it too. 
According to our results an ordered set is upper levelled iff it is lower levelled. 
Before Theorem 1 or Corollary 2 this did not (at least to us) seem obvious, a priori. 
Still, not every upper levelled order is levelled; that is, an ordered set with a diagram in 
which all upper covers of each element are on a horizontal and, simultaneously, all 
lower covers are on a horizontal. 
Our next result characterizes such orders. The proof is so similar to the proof of 
Theorem 1 that we omit it. 
PRoPosmoN 4. A finite ordered set is levelled iff it contains no sequence x = x 1 , 
x2 , ••• , Xn = x of elements such that, for any i, X; and X;+ 1 have a common upper cover 
or a common lower cover or X; <x;+1; and, for at least one i, X; <x;+i· 
These properties of a diagram are closely related to an order-theoretic property 
already well studied. Let P be an ordered set. For a E P let h(a) stand for the height of 
a, the maximum size of a chain of P the top element of which is a. P is graded if 
h(a)=h(b)+l 
whenever a covers b in P. A levelled order need not be graded (cf. Figure 9). 
Nevertheless, it is easy to see that a graded order has a diagram in which the y 
FIGURE 8. An upper levelled order (hence lower levelled) which is not levelled. 
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FIGURE 9. FIGURE 10. 
co-ordinate of a is larger by one than the y co-ordinate of b, whenever a covers b. 
Actually, there are ordered sets with such diagrams which are not graded (see Figure 
10); although, for ordered sets with a bottom element the existence of such a diagram 
is equivalent to the graded property. 
What are the algorithmic consequences of our results? Using the above arguments 
we can supply efficient algorithms both to check whether an ordered set has a given 
'level-type' property and, if it does, to draw a corresponding diagram. 
Let us assume that data are presented in the form of lists of upper covers of every 
element and that plotting any small circle for the diagram, labelling it, or tracing an 
edge between such circles, all require unit time. It is well known (cf. [7]) that, under 
these assumptions, the following two procedures can be executed in time O(n + m), 
where n is the number of vertices and m is the number of covering pairs. First, the 
binary relation can be tested for the existence of directed cycles which, if one exists, 
means that its transitive closure is not an order. Second, a diagram of the order can be 
produced, as long as there are no directed cycles. Asymptotically, this time estimate is 
optimal. In fact, the same amount of time is sufficient even to test whether an order is 
upper levelled and, if it is, to draw a horizontally aligned diagram of it. To do that we 
first partition the vertices into equivalence classes of the relation - , as defined in the 
proof of Theorem 1. This can be done in time O(n + m). Then the relation - between 
classes may be tested for directed cycles and, as long as there are none, a diagram of 
the corresponding order may be drawn, all in time O(n + m). As in the proof of 
Theorem 1 this diagram may be transformed into a horizontally aligned diagram. 
Again, this may be done in time O(n + m ). Therefore, the entire procedure may be 
carried out within this time of O(n + m ). 
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