We address practical issues concerning the construction and use of decision-theoretic or normative expert systems for diagnosis. In particular, we examine Pathfinder, a normative expert system that assists surgical pathologists with the diagnosis of lymphnode diseases, and discuss the representation of dependencies among pieces of evidence within this system. We describe the belief network, a graphical representation of probabilistic dependencies. We see how Pathfinder uses a belief network to construct differential diagnoses efficiently, even when there are dependencies among pieces of evidence. In addition, we introduce an extension of the belief-network representation called a similarity network, a tool for constructing large and complex belief networks. The representation allows a user to construct independent belief networks for subsets of a given domain. A valid belief network for the entire domain can then be constructed from the individual belief networks. We also introduce the partition, a graphical representation that facilitates the assessment of probabilities associated with a belief network. Finally, we show that the similarity-network and partition representations made practical the construction of Pathfinder.
Introduction
Decision-theoretic or normative expert systems have not become commonplace because they have been difficult to build and use. In this article, however, we introduce several representations that facilitate the construction and use of normative expert systems for diagnosis. These representations are based on the belief network [1, 2] , a graphical representation of uncertain knowledge.
We describe extensions to the belief-network representation in the context of Pathfinder, a normative expert system that assists surgical pathologists with the diagnosis of lymph-node diseases [3, 4, 5] . This medical application is an excellent testbed in which to investigate practical issues concerning normative expert systems. The domain is large: More than 60 diseases can invade the lymph node (25 benign diseases, 9 Hodgkin's lymphomas, 18 nonHodgkin's lymphomas, and 10 metastatic diseases). In addition, there are approximately 130 morphologic, clinical, laboratory, immunologic, and molecular-biologic features that are relevant to the diagnosis of lymph-node diseases. For a detailed description of Pathfinder, see the companion of this article.
Most normative expert systems constructed in the 1960s and 1970s made the inaccurate assumptions that (1) diseases are mutually exclusive and exhaustive, and (2) all features are conditionally independent, given each disease. For the diagnosis of lymph-node diseases, the assumption that diseases are mutually exclusive is appropriate, because co-occurring diseases almost always appear in different lymph nodes or in different regions of the same lymph node. Also, the large scope of Pathfinder makes reasonable the assumption that the set of diseases is exhaustive. The assumption of conditional independence, however, is inaccurate. For example, given certain diseases, finding that mummy cells are present increases greatly the chances that classic Sternberg-Reed cells will be present. Thus, in building Pathfinder, we concentrated on the problem of representing and reasoning with conditionally dependent features. Similarly, in this article, we concentrate on this issue. Nonetheless, the representations described here also facilitate the construction of expert systems for diagnostic problems where multiple diseases may coexist.
Belief Networks
The belief network is a graphical knowledge representation that rigorously describes any probabilistic-inference problem, yet has a human-oriented qualitative structure that facilitates communication between the expert and the probabilistic model. 1 Several researchers have developed and studied belief networks, although they have used various names for this representation such as causal nets [6, 7] , probabilistic cause-effect models [8] , Bayesian belief networks and causal networks [2, 9, 10, 11, 12] , probabilistic causal networks [13] , and knowledge maps [14] .
A belief network is a directed acyclic graph that contains nodes that represent uncertain variables, and arcs that represent dependencies among those variables. Figure 1 shows a belief network for the problem of distinguishing ordinary nodular sclerosing Hodgkin's disease from the cellular phase of nodular sclerosing Hodgkin's disease. The node DISEASE represents the two possible diseases, and the nodes CAP THICKENING (capsule thickening), FCB (prominent fibrocollagenous bands), and FIBROSIS (prominent fibrosis) represent the features that are relevant to the discrimination of these two diseases. For presentation purposes, we sometimes shall use the lower-case letters d, c, b, and f to represent the variables DISEASE, CAP THICKENING, FCB, and FIBROSIS, respectively.
Each node in the belief network is associated with a set of mutually exclusive and exhaustive instances. We shall denote an instance of a variable by subscripting that variable. For the belief network of Figure 1 , the node DISEASE has instances d NS and d CP (ordinary nodular sclerosing Hodgkin's disease and cellular phase of nodular sclerosing Hodgkin's disease); the node CAP THICKENING has instances c <5 , c 5−10 , c 11−20 , and c >20 (<5, 5 − 10, 11 − 20, and > 20 small-lymphocyte diameters); the node FCB has instances b − and b + (absent and present); and the node FIBROSIS has instances f − and f + (absent and present).
In a belief network, an arc from node x to node y reflects an assertion by the builder of that network that the probability distribution for y may depend on the the instances of x. We say that the x conditions y. For example, in Figure 1 , the arcs from the disease node to the feature nodes reflect the expert's belief that the probability of observing a particular instance for each feature may depend on the disease that is present. In addition, the arc from CAP THICKENING to FCB reflects the expert's assertion that the probability distribution for FCB may depend on whether or not there is capsule thickening, even when the identity of the disease is known. Conversely, the lack of arcs in a belief network reflect assertions of conditional independence. In Figure 1 , there is no arc between CAP THICKENING and FIBROSIS nor is there an arc between FCB and FIBROSIS. The lack of these arcs encode the expert's assertion that FIBROSIS is conditionally independent of CAP THICKENING and FCB, given the identity of the patient's disease. Later in this section, we examine in more detail the assertions of conditional independence represented by a belief network.
Each node in a belief network is associated with a set of probability distributions. In particular, a node has a probability distribution for every instance of its conditioning nodes. For example, in Figure 1 , FIBROSIS is conditioned by DISEASE. Thus, FIBROSIS has two probability distributions (shown below the belief network in Figure 1 ): p(f |d NS , ξ), the probability distribution for observing fibrosis given that a patient has ordinary nodular sclerosing Hodgkin's disease, and p(f |d CP , ξ), the distribution for observing fibrosis given that a patient has the cellular phase of nodular sclerosing Hodgkin's disease. The symbol ξ denotes the background knowledge of the expert who provides the probabilities. Similarly, CAP THICK-ENING has two probability distributions. In contrast, FCB is conditioned by both DISEASE and CAP THICKENING. Consequently, this node has eight distributions corresponding to the instances where DISEASE is d NS or d CP , and where CAP THICKENING is c <5 , c 5−10 , c 11−20 , or c >20 . Finally, DISEASE has only one distribution-the prior probability distribution of disease-because it is not conditioned by any nodes.
In general, the construction of a belief network is straightforward. First, the builder of the network orders the variables. Second, the joint probability distribution over the set of variables is expanded using this ordering and the product rule of probability theory. The joint probability distribution over a set of variables is the collection of probabilities for each instance of that set. For example, given the ordering over n variables x 1 , . . . , x n , we expand
Figure 1: A belief network for the discrimination of ordinary nodular sclerosing Hodgkin's disease from cellular phase nodular sclerosing Hodgkin's disease. The features relevant to this diagnostic problem are CAP THICKENING (capsule thickening), FCB (prominent fibrocollagenous bands), and FIBROSIS (prominent fibrosis). The arcs from the disease node to the feature nodes reflect the expert's belief that the likelihood of observing each feature may depend on the disease that has manifested in the lymph node. The arc from CAP THICKENING to FCB represents the expert's assertion that the probability of FCB may depend on whether or not there is capsule thickening, given disease. Conversely, the lack of arcs from CAP THICK-ENING and FCB to FIBROSIS represent the expert's belief that FIBROSIS is conditionally independent of the other two features, given disease. The probability distributions associated with each node are shown below the belief network (see the manuscript for a description of the notation). The probabilities for nodes b and f that are not shown can be computed from the sum rule of probability. For example,
the joint probability distribution over these variables as follows:
Note that Equation 1 is a set of equations: one equation for each instance of the variables. Third, the builder of the network makes assertions of conditional independence that simplify the terms in the expansion. Finally, the expert draws the belief network, given the simplified expansion of the joint probability distribution. In particular, for every variable x, the expert draws an arc to x from each node that conditions x in the simplified expansion. Let us use this construction method to build the belief network in Figure 1 . First, we list the variables in the order d, c, b, and f . Second, we expand the joint probability distribution over these ordered variables to obtain
Third, we make assertions of conditional independence that simplify the terms on the righthand side of Equation 2. In this case, we assert
Combining Equations 2 and 3, we obtain the simplified expansion of the joint probability distribution
Finally, we draw the belief network in Figure 1 by examining each term in the expansion of Figure 1 . Therefore, this belief network and these probability distributions determine a unique joint probability distribution over the variables d, c, b, and f . In general, a belief network and the probability distributions associated with the nodes in the network determine a unique joint probability distribution over the variables in that network.
Probabilistic inference is the computation-via the rules of probability-of one set of probabilities from another set. Given a joint probability distribution over a set of variables, we can compute any conditional probability that involves those variables. For example, suppose we want to compute the probability that a patient has nodular sclerosing Hodgkin's disease, given that fibrocollagenous bands are present. Applying the rules of probability, we have
where d i , c j , and b k denote arbitrary instances of the variables d, c, and b, respectively.
Thus, given a belief network for some domain, we can perform any probabilistic inference in that domain by constructing the joint probability distribution from the belief network, and by applying the rules of probability directly to this joint probability distribution. Such computations, however, are often intractable. Fortunately, researchers have developed algorithms for probabilistic inference that exploit the assertions of conditional independence encoded in a belief network [15, 16, 17, 12, 18] . For each of these algorithms, computation time and memory requirements decrease as the number of conditional-independence assertions increases.
A belief network may represent assertions of conditional independence that are not explicitly made by the expert when he constructs the network. Such assertions follow logically from the assertions made by the expert. By identifying additional assertions of conditional independence, we can check the assertions made by the expert, and simplify probabilistic inference. To identify such assertions, we need the following definitions. The underlying graph of a belief network is an undirected graph obtained from the belief network by replacing every arc with an undirected edge. A trail in a belief network is a sequence of arcs that form a cycle-free path in the underlying graph. A node is a head-to-head node along a trail, if there are two consecutive arcs along the trail that both point to the node. For example, b is a head-to-head node along a trail from c to d in Figure 1 . A trail is activated by a set of nodes Z, if (1) every head-to-head node along the trail either is in Z or has a descendant in Z, and (2) Pearl states without proof that, if Z d-separates X from Y , then X and Y are conditionally independent, given Z [16] . Verma and Pearl prove this result [10] . In addition, Geiger and Pearl prove that the assertions of conditional independence determined by this d-separation criterion are the only assertions that follow logically from those assertions of conditional independence made explicitly by the network builder. That is, they prove that any other valid assertions of conditional independence are a consequence of the particular probabilities assigned to the network; such assertions are not a consequence of the network structure. For example, because c and f are d-separated by d in the belief network of Figure 1 , we know that c and f are conditionally independent, given d. In contrast, because c and f are not d-separated by the empty set, we cannot conclude from this network that c and f are independent.
The belief network for Pathfinder is shown in Figure 2 . We describe how this network was created in the next section. To perform inference in this network, we use a special case of the algorithm described by Lauritzen and Spiegelhalter [12] . The special-case algorithm is extremely efficient, because it takes advantage of the fact that many of the arcs in the network emanate from the disease node. On MS-DOS hardware with a 25 megahertz 486 processor and math coprocessor, Pathfinder can construct or update any differential diagnosis in less than 1 second. For a detailed description of this algorithm, see Heckerman [5] or Suermondt et al. [20] . 
Similarity Networks: The Construction of Belief Networks
A belief network simplifies knowledge acquisition by exploiting a fundamental observation about the ability of people to assess probabilities. Namely, a belief network takes advantage of the fact that people can make assertions of conditional independence much more easily than they can assess numerical probabilities [1, 16] . In using a belief network, a person first builds the graph that reflects his assertions of conditional independence, and only then does he assess the probabilities underlying the graph. Thus, a belief network helps a person to decompose the construction of a joint probability distribution into the construction of a set of smaller probability distributions. This decomposition does not sacrifice a precise probabilistic representation nor the need to make erroneous assumptions of conditional independence.
If an expert believes that-for example-CAP THICKENING and FCB are conditionally dependent, he can represent this dependency explicitly. On the other hand, if he believes that the features are conditionally independent, he can represent this assertion. In either case, a joint probability distribution over the variables in the domain can be constructed. Unfortunately, this decomposition does not make practical the construction of the joint probability distribution for extremely large domains. In fact, we were unable to construct directly the belief network for Pathfinder, shown in Figure 2 ; we were overwhelmed by the number of conditional-independence assertions that we had to consider. Fortunately, however, we developed a representation, called a similarity network, that allowed us to decompose the construction of this belief network into a set of tasks of manageable size [21, 22, 5] .
A similarity network consists of a similarity graph and a collection of local belief networks. A similarity graph is an undirected graph whose vertices (nodes) represent the mutually exclusive diseases, and whose edges connect diseases that an expert considers to be similar or difficult to discriminate in practice. Figure 3 shows the similarity graph for Pathfinder. The edge between INTERFOLLICULAR HD (interfollicular Hodgkin's disease) and MIXED CELLU-LARITY HD (mixed-cellularity Hodgkin's disease), for example, reflects the expert's opinion that these two diseases are often mistaken for each other in practice.
Associated with each edge in a similarity graph is a local belief network. The local belief network for an edge is a belief network that contains only those features that are relevant to the discrimination of the two diseases that are connected by that edge. The local belief networks are typically small, because the disease pairs for which they are constructed are similar. For example, the belief network in Figure 1 is the local belief network for the edge between CELLULAR PHASE NSHD (cellular phase nodular sclerosing Hodgkin's disease) and NODULAR SCLEROSIS HD (ordinary nodular sclerosing Hodgkin's disease) in the similarity graph. The local belief network contains only the features CAP THICKENING, FCB, and FIBROSIS. Thus, the expert believes that only these features are relevant to the discrimination of these two types of nodular sclerosing Hodgkin's disease. Given a similarity graph and all its associated local belief networks for a given domain, we can construct a single belief network for the entire domain-called the global belief network- with a simple procedure. In particular, we construct the graph union of all the local belief networks. The operation of graph union is straightforward. The nodes in the graph union of a set of graphs is the simple union of the nodes in the individual graphs. Similarly, the arcs in the graph union of a set of graphs is the simple union of the arcs in the individual graphs. That is, a node (or arc) appears in the graph union, if and only if there is such a node (or arc) in at least one of the individual graphs. We constructed the Pathfinder belief network in Figure 2 with this procedure.
Under relatively weak conditions, this construction of the global belief network is sound [5] . That is, any joint probability distribution that satisfies the assertions of conditional independence implied by the local belief networks also satisfies the assertions of conditional independence implied by the global belief network. Thus, the similarity-network representation greatly facilitates the construction of large belief networks. In particular, the representation allows an expert to decompose the task of building a large belief network into modular and relatively small subtasks.
Several important features of the similarity-network representation are discussed elsewhere [22, 5] . For example, similarity networks can be extended to include local belief networks for sets of diseases that contain two or more elements. Essentially, we need only to replace the similarity graph with a similarity hypergraph.
3 The representation also can be used in situations where diseases are not mutually exclusive.
A similarity network derives its power from its ability to represent assertions of conditional independence that are not conveniently represented in an ordinary belief network. To illustrate such an assertion, let variable d represent the mutually exclusive and exhaustive diseases d 1 , d 2 , . . . , d n . Further, let d ⊆ denote a subset of these diseases. If d and feature f are independent, given that any one of the elements of d ⊆ is present, we say that f is independent of the subset d ⊆ . Formally, we have
for all instances f i of variable f , and for all diseases d i in d ⊆ . In Equation 5 , the set d ⊆ , which conditions both probabilities, denotes the disjunction of its elements. Using Bayes' theorem, we can show that a feature f is independent of the subset d ⊆ , if and only if
for all pairs d j , d k ∈ d ⊆ , and for all instances f i of feature f . We call the form of conditional independence represented by Equations 5 and 6 subset independence. Although we cannot easily encode assertions of subset independence in a belief network, we can naturally represent such assertions in a similarity network. In particular, if we omit the feature f from the local belief network for the diseases d j and d k , then we are asserting that f is independent of the subset {d j , d k }. In the next section, we examine how to exploit subset independence for probability assessment.
Similarity Networks and Partitions: The Assessment of Probabilities in a Belief Network
In Section 2, we saw that each node in a belief network is associated with a set of probability distributions. In Figure 1 we represented these distributions simply as a table of numbers. We can, however, represent such distributions in a similarity network. For example, consider the feature CAP THICKENING (thickening of lymph-node capsule). In the global belief network, Figure 2 , this feature is conditioned only by DISEASE. Thus, we need to assess the probability distribution for CAP THICKENING, given each disease. Figure 4 (a) shows how we can represent these assessments using the Pathfinder similarity graph. In the figure, only the portion of the similarity graph for Hodgkin's diseases is shown. To simplify the presentation, we shall restrict our attention to these diseases in the remainder of this discussion.
The rounded rectangle labeled with the feature name contains the mutually exclusive and exhaustive instances for the feature: less than 5, 5-10, 11-20, and greater than 20 smalllymphocyte diameters. The four numbers under each disease are the probability distribution for the feature given that disease. For example, the probability that CAP THICKENING is 11-20 small-lymphocyte diameters, given NODULAR SCLEROSIS HD, is 0.4. A black oval on an edge in the similarity graph indicates that the feature CAP THICK-ENING is present in the local belief network corresponding to that edge. Conversely, a white oval on an edge indicates that this feature is absent from that local belief network. As shown in the figure, when a feature is omitted from a local belief network, the conditional probability distributions on either side of an edge are equal. This observation follows from Equation 6 and from the fact that any feature omitted from a local belief network must be independent of the subset consisting of the two diseases associated with that local belief network. Consequently, for the feature CAP THICKENING, we need to assess probability distributions given only L&H NODULAR HD, NODULAR SCLEROSIS HD, CELLULAR PHASE NSHD, SYNCYTIAL NSHD, and RETICULAR TYPE HD.
A problem with this approach to probability assessment is illustrated in Figure 4 (a). Specifically, the probability distributions for the feature CAP THICKENING given INTERFOL-LICULAR HD and DIFFUSE FIBROSIS HD are equal. Because we did not connect these diseases in the similarity graph, however, the equality of these distributions remained hidden until the expert assessed the actual probabilities. We can remedy this difficulty by composing a local belief network for every pair of diseases. For domains such as Pathfinder's that contain many diseases, however, this alternative is impractical.
Alternatively, we can construct a partition of the diseases for each feature to be assessed. In composing a partition for a given feature, we place each disease into one and only one set; we place two or more diseases in the same set, thereby forming subset d ⊆ , only if the feature is independent of subset d ⊆ . After composing the partition for a given feature, we assesses probability distributions for the feature, given each disease. Given Equation 6, however, we need to assess only one probability distribution for each set in the partition.
A partition for the feature CAP THICKENING is shown in Figure 4 (b). In this partition, the diseases are divided into four sets: the singleton sets containing NODULAR SCLEROSIS HD, SYNCYTIAL NSHD, and CELLULAR PHASE NSHD, and the set labeled HODGKIN'S that contains the remaining diseases. The partition reflects the assertion that the feature CAP Figure 4 : (a) Probability assessment using a similarity network. The probability distributions for the feature CAP THICKENING, given the various types of Hodgkin's disease, are shown. The rounded rectangle labeled with the feature name contains the mutually exclusive and exhaustive instances for the feature: < 5, 5 − 10, 11 − 20, and > 20 small-lymphocyte diameters. The numbers below each disease node are the probability distribution for the feature given that disease. A white oval on an edge indicates that the feature is absent in the corresponding local belief network. Conversely, a black oval indicates that the feature is present in the local belief network. Distributions bordering an edge with a white oval must be equal. (b) Probability assessments for the same feature using a partition. In this representation, an expert needs to assess only one probability distribution for each set of diseases.
(a) given that CAP THICKENING is between 11 and 20 small-lymphocyte diameters. Note that, in both of these partitions, the subset of diseases named HODGKIN'S is different from the subset of diseases with the same name in Figure 4 (b).
THICKENING is independent of the subset HODGKIN'S. That is, if the expert knew that the true disease was in the set HODGKIN'S, then his observation of the status of the lymph-node capsule would not change his relative probabilities of the diseases in that set. Consequently, we need to assess only four probability distributions. These distributions, shown below the sets in Figure 4 (b), are the same as those shown in Figure 4 (a). By using this partition, we uncover an additional equality among the distributions for CAP THICKENING before we assess probabilities; we thereby avoid the assessment of one distribution. We can use partitions to assess probability distributions for features that are dependent on other features. For example, as is indicated in Figures 1 and 2 , the probability distribution for FCB (prominent fibrocollagenous bands) depends on the degree of capsule thickening. To assess the probability distributions for FCB, we build a partition for every instance of CAP THICKENING. Figure 5 contains partitions for FCB, given two of the four instances of CAP THICKENING.
Using partitions, we decreased the number of probabilities required by Pathfinder's belief network from 75,000 to 14,000. Furthermore, the time we spent constructing partitions was less than 10% of the time we spent assessing probabilities. This observation may seem surprising, given that a partition must be constructed for each conditioning instance of every feature. Two factors, however, contributed to the efficiency of the approach. First, the task of composing a single partition is straightforward. Apparently, people find it easy to make judgments of subset independence without assessing the probabilities underlying such judgments. Second, partitions often are identical or related from one feature to another. For example, as shown in Figure 5 , the partitions for FCB given two instances of CAP THICKENING are identical. In constructing partitions, we used this close relationship to avoid constructing each partition from scratch.
SimNet: A Graphical Knowledge-Acquisition Tool
To construct Pathfinder, we created SimNet, an implementation of the belief-network, similaritynetwork, and partition representations on the Macintosh computer [5] . The figures shown in this article were created with SimNet.
In practice, an expert first uses SimNet to create a similarity graph. The expert then selects an edge of interest, and the program automatically sets up a belief-network template (containing only the disease node) from which the expert can construct the local belief network corresponding to the selected edge. As the local belief networks are created by the expert, SimNet automatically constructs the global belief network. The expert then uses partitions to assess the probability distributions associated with each feature in the global belief network. a combined hourly rate of $400 for the coauthors of this article, the additional effort to build Pathfinder 2 would more than pay for itself after only three cases had been run.
Summary
Probability-based representations can be practical tools for encoding and reasoning with uncertain medical knowledge. As we have seen, similarity networks and partitions have provided a cost-effective approach for the construction of the Pathfinder belief network. In addition, the Pathfinder belief network has provided efficient means for the computation of differential diagnoses. We hope that our discussion will encourage investigators to develop belief-network inference algorithms and extensions to the representation that will simplify further the construction and use of normative expert systems. 
