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Excitons are bound electron-hole pairs that dominate the optical response of semiconductors and
insulators, especially in materials where the Coulomb interaction is weakly screened. Light ab-
sorption (including excitonic effects) has been studied extensively using first-principles calculations,
but methods for computing radiative recombination and light emission are still being developed.
Here we show a unified ab initio approach to compute exciton radiative recombination in materials
ranging from bulk crystals to nanostructures and molecules. We derive the rate of exciton radiative
recombination in bulk crystals, isolated systems, and in one- and two-dimensional materials, using
Fermi’s golden rule within the Bethe-Salpeter equation approach. We present benchmark calcula-
tions of radiative lifetimes in a GaAs crystal and in gas-phase organic molecules. Our work provides
a general method for studying exciton recombination and light emission in bulk, nanostructured
and molecular materials from first principles.
I. INTRODUCTION
An exciton is a neutral excitation consisting of an
electron-hole pair bound by the Coulomb interaction. In
bulk metals, where the Coulomb interaction is screened
by the conduction electrons, electron-hole pairs can be
regarded as non-interacting, and excitons do not form.
In semiconductors and insulators, and in particular in
molecular and nanostructured materials, where electron-
hole interactions are weakly screened, excitonic effects
dominate the low-energy absorption spectrum and the
radiative processes [1].
Excitons play a key role in understanding carrier dy-
namics and accurately computing light emission pro-
cesses in materials [2–5]. Yet, calculations of radiative
lifetimes typically employ simplified empirical models
that can only qualitatively explain or fit the experimental
data [6–8], or are carried out in the independent-particle
picture [9–11], neglecting excitons altogether. Over the
last few years, first-principles approaches have been de-
veloped for accurately predicting exciton radiative life-
times and light emission [12–14].
These approaches employ the ab initio Bethe-Salpeter
equation (BSE) [15, 16] as a starting point to compute
the exciton radiative lifetimes. A calculation of this kind
was proposed by Spataru et al. [12] to compute the radia-
tive lifetimes in a one-dimensional (1D) system (carbon
nanotubes). We recently formulated the theory of exciton
recombination and radiative lifetimes in two-dimensional
(2D) materials [13, 14], where deriving the radiative life-
times is more difficult and computing and diagonalizing
the BSE Hamiltonian is more computationally demand-
ing than in the 1D case. Our approach has enabled ac-
curate predictions of the radiative lifetimes, as well as
their temperature dependence and anisotropy, in novel
2D semiconductors [13, 14]. However, for the main light
emitters of technological interest, including bulk crys-
tals, molecules, single quantum emitters, quantum dots
and other zero-dimensional (0D) systems, an ab initio
approach for computing exciton recombination and the
associated radiative lifetimes has not yet been rigorously
derived.
In this work, we present a unified formulation of exci-
ton radiative lifetimes in bulk crystals, 2D and 1D ma-
terials, and 0D isolated systems. The bulk and 0D cases
are derived here from scratch, while the 2D and 1D cases,
for which previous derivations exist, are briefly reviewed.
We validate our approach by computing the radiative
lifetimes in a GaAs crystal and in several gas phase or-
ganic molecules. Our work presents a broadly applicable
approach to study light emission in materials, providing
both the relevant equations and an ab initio workflow for
computing radiative lifetimes in materials ranging from
bulk crystals to nanostructures and molecules.
The manuscript is organized as follows. In Sec. II we
briefly review the ab initio BSE approach and derive the
second quantization of light in materials. In Sec. III we
present a general approach for computing exciton radia-
tive lifetimes using Fermi’s golden rule, and derive the
radiative rate as a function of temperature for different
cases, including bulk, 2D, 1D and 0D systems, each in a
separate subsection. In Sec. IV we present numerical cal-
culations of radiative lifetimes in a GaAs crystal and in
gas-phase organic molecules. We summarize the results
and discuss future research in Sec. V.
II. THEORETICAL FRAMEWORK
In this section, we briefly review the ab initio BSE ap-
proach [15, 16] for studying excitons from first principles
(Sec. II A) and derive the second quantization of light in
anisotropic materials (Sec. II B).
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2A. Excitons and the Bethe-Salpeter Equation
An exciton state can be represented in the so-called
“transition space” using pairs of electron-hole states as a
basis. In a periodic system, these states are Bloch wave-
functions characterized by the band index and crystal
momentum. Within the Tamm-Dancoff approximation,
which ignores antiresonant transition terms [17], an ex-
citon state S with center-of-mass momentum Q can be
written as a superposition of electron-hole states,
|SQ〉 =
∑
vck
ASQvck|vk〉h|ck + Q〉e , (1)
where v labels the valence and c the conduction bands, k
is the electron crystal momentum, and the subscripts e
and h denote electron and hole states, respectively. The
expansion coefficients ASQvck can be obtained by solving
the BSE, which is shown diagrammatically in Fig. 1 and
can be written as [15]
L(12; 1′2′) = L0(12; 1′2′)+L0(14¯; 1′3¯)K(3¯5¯; 4¯6¯)L(6¯2; 5¯2′),
(2)
where we use numbers for spacetime coordinates, i.e.,
1 = (r1, t1), and the overlines denote dummy integra-
tion variables. Here, L(12; 1′2′) is the exciton correlation
function and L0(12; 1
′2′) = G1(1, 2′)G1(2, 1′) its non-
interacting counterpart, with G1 the one-body Green’s
function. The key ingredient in the BSE is the ker-
nel K(3¯5¯; 4¯6¯), which encodes the interaction between the
electron and hole. Within the GW approximation, it can
be written as
K(35; 46) = −iδ(3, 4)δ(5−, 6)vc(3, 6)
+iδ(3, 6)δ(4, 5)W (3+, 4), (3)
where the first term is the exchange and the second the
screened Coulomb interaction.
In the transition basis defined in Eq. (1), solving the
BSE reduces to the eigenvalue problem [16]
(Eck+Q−Evk)ASQvck+
∑
v′c′k′
Kvck,v′c′k′A
SQ
v′c′k′ = ES(Q)A
SQ
vck
(4)
where Eck+Q and Evk are the electron and hole quasipar-
ticle energies, and the kernel Kvck,v′c′k′ can be written
in the electron-hole basis as [16]:
Kvck,v′c′k′ = iψvk (4¯)ψ
∗
ck+Q (3¯)
×K (3¯5¯, 4¯6¯)ψ∗v′k′ (5¯)ψc′k′+Q (6¯) , (5)
where ψc(v)k are conduction (valence) single-electron
Bloch wavefunctions.
In practice, the ab initio BSE is solved by construct-
ing the kernel (typically from the static RPA dielectric
function) and diagonalizing Eq. (4) with a linear algebra
package. Several codes implement this workflow, includ-
ing Yambo [18], Abinit [19] and BerkeleyGW [20].
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FIG. 1. The Bethe-Salpeter equation in its Dyson form,
shown using Feynman diagrams. For details, see Ref. [15].
B. Quantization of Light in Bulk Materials
To derive the radiative lifetime in bulk crystals with
general symmetry, we present the non-relativistic the-
ory of second quantization of light in bulk materials.
The theory for isotropic bulk materials is presented in
Ref. [21], and extended here to anisotropic bulk materi-
als. We write the dielectric tensor in diagonal form, r =
diag(x, y, z), and work in a generalized Coulomb gauge
in which∇ · (0rE) = 0. The equation of motion for the
vector potential A becomes
−µ00r ∂
2A
∂2t
=∇× (∇×A) =∇(∇ ·A)−∇2A , (6)
using which we can construct the Lagrangian
L = 1
2
∫
dr
[
0A˙
T (r)rA˙(r)− (∇×A)
2
µ0
]
. (7)
Since the conjugate momentum is Π(r) = 0rA˙(r), the
Hamiltonian reads
H =
∫
dr ΠA˙− L = 1
2
∫
dr
[
ΠT −1r Π
0
+
(∇×A)2
µ0
]
.
(8)
To define creation and annihilation operators for second
quantization, we solve Eq. (6) and obtain
A =
∑
λq
√
~
2V ωλq0
(
aˆλqeλqe
i(q·r+ωλqt) + h. c.
)
, (9)
where h. c. stands for Hermitian conjugate, and the pho-
ton frequencies ωλq and polarization vectors eλq (where
λ labels the mode, and q the photon wavevector) are
obtained by solving Eq. (A15) in Appendix A, with the
polarization vectors satisfying the generalized orthogo-
nality condition [22]
e†λqreλ′q = δλ,λ′ . (10)
This equation, together with eq. (A15) in Appendix A,
provide the photon frequencies and polarization vectors
needed to compute the radiative lifetime in bulk crys-
tals of any given symmetry. Using these results, the
electromagnetic field Hamiltonian in Eq. (8) can be con-
verted to the standard quantum oscillator form, H =∑
λq ~ωλq
(
aˆ†λqaˆλq + 1/2
)
. Additional details are pro-
vided in Appendix A.
3III. EXCITON RADIATIVE LIFETIMES
A. General theory
We use the minimal coupling Hamiltonian to describe
the interaction between electrons and photons, Hint =
− emA · p, where p is the momentum operator and A
the vector potential in second quantized form (here and
below, e and m are the electron charge and mass, respec-
tively, and we use SI units) [23]. The radiative recombi-
nation rate at zero temperature for an exciton in state S
with center-of-mass momentum Q can be written using
Fermi’s golden rule as
γS(Q) =
2pi
~
∑
λq
|〈G, 1λq|Hint|SQ, 0〉|2 δ (ES(Q)− ~ωλq)
=
pie2
0m2V
∑
λq
1
ωλq
|eλq · pS(Q)|2 δ (ES(Q)− ~ωλq) ,
(11)
where the initial state |SQ, 0〉 consists of an exciton and
zero photons, and the final state |G, 1λq〉 is the elec-
tronic ground state plus one emitted photon with po-
larization λ and wavevector q; V is the volume of the
system. The summation runs over the two photon po-
larizations and all possible wavevectors q of the emitted
photon, which has energy ~ωλq, while the delta func-
tion imposes energy conservation. The transition dipole
pS(Q) = 〈G|p|SQ〉 is in general a vector with complex-
valued components (in 2D and 1D systems, the only
nonzero components are those in the plane or line con-
taining the material, respectively). In practice, we use
the velocity operator and compute the transition dipole
as pS(Q) = (−im/~)〈G|[x, HKS]|SQ〉 to correctly in-
clude the nonlocal part of the Kohn-Sham Hamiltonian,
HKS [24]. For light emission, the values of Q compat-
ible with energy conservation are very small. For this
reason, we approximate the dipole of an exciton |SQ〉 as
pS(Q) ≈ pS(0) by solving, as is standard, the BSE at
Q = 0.
The radiative lifetime at finite temperature T for a
given exciton state S can be computed by assuming that
the exciton momentum Q has a thermal equilibrium dis-
tribution, which is a good approximation when (as is
common) the thermalization process is much faster than
radiative recombination [25]. We can thus write the ra-
diative rate of the exciton state S as the thermal average
〈γS〉(T ) =
∫
dQ e−ES(Q)/kBT γS(Q)∫
dQ e−ES(Q)/kBT
. (12)
The radiative lifetime is defined as the inverse of the ra-
diative rate, 〈τS〉 = 〈γS〉−1. We employ an isotropic
effective mass approximation for the exciton disper-
sion [26],
ES(Q) = ES(0) +
~2Q2
2MS
, (13)
where the exciton mass MS is approximated as the sum
of the electron and hole effective masses, MS = m
∗
e+m
∗
h.
Note that the exciton dispersion and effective mass ten-
sor can also be computed (rather than assumed) by solv-
ing the BSE with a finite exciton momentum [27, 28];
this is particularly important in those cases in which a
non-parabolic exciton dispersion is expected. For exam-
ple, Cudazzo et al. [29] have shown that in 2D materials
the exciton dispersion can be either linear or parabolic,
depending on the character of the exciton wavefunction
at finite Q, and Qiu et al. [28] have shown that of the
two lowest-energy bright excitons in MoS2, on has a lin-
ear and the other a parabolic dispersion. Here we focus
on computing the radiative lifetime for excitons with a
parabolic dispersion, and show in Appendix D the cor-
responding results for excitons with a linear dispersion.
In the following, we will also assume that the exciton
mass is large enough for us to set in the delta functions
ES(Q)− ~ωλQ ≈ ES(0)− ~ωλQ.
When only the lowest-energy bright exciton con-
tributes to the photoluminescence, Eq. (12) is a good
approximation for the radiative rate. When multiple ex-
citon states are occupied, an additional average is needed
to include the contributions from all occupied exciton
states. Assuming that the exciton states are occupied
according to a thermal equilibrium distribution, the effec-
tive radiative rate one expects to observe experimentally
is:
〈γ(T )〉eff =
∑
S〈γS〉e−ES(0)/kBT∑
S e
−ES(0)/kBT . (14)
Below, we derive the exciton radiative recombination
rate as a function of temperature in materials with differ-
ent dimensionality. The key quantities employed in the
derivations, including the coordinates, the exciton mo-
mentum Q and transition dipole pS , and the photon po-
larization vectors eλq, are shown schematically in Fig. 2
for each case discussed below. The equations for the bulk
and 0D cases are derived here from scratch, while the 2D
and 1D cases, which have been previously investigated,
are reviewed briefly for completeness.
B. Bulk (3D) materials
We consider a non-magnetic and non-absorbing [30]
anisotropic bulk crystal, in which the static (zero-
frequency) dielectric tensor can be written as
r = diag(x, y, z). (15)
In crystals with cubic, tetragonal, orthorhombic and
hexagonal symmetry, we orient the crystallographic axes
along the {x, y, z} cartesian directions, and in the uni-
axial (tetragonal and hexagonal) cases we additionally
orient the principal axis along the z direction. In crystal
classes with lower symmetry, including monoclinic and
triclinic, we orient the principal axes (i.e., the eigenvec-
tors of r) along the cartesian directions. With these
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FIG. 2. Schematic of the exciton and photon quantities employed in this work. Each panel corresponds to a different dimen-
sionality. (a) Bulk (three-dimensional) anisotropic material, in which momentum conservation requires q = Q, and the photon
polarizations are nondegenerate and specified by the solution of the Maxwell equations [see Eq. (A15) in Appendix A]. (b) Two-
dimensional material, in which the exciton transition dipole pS lies in the xy plane containing the material, and the in-plane
projection of the emitted photon wavevector equals the exciton momentum, namely Q = (q · Qˆ)Qˆ. (c) One-dimensional mate-
rial, where both the exciton momentum and transition dipole lie along the material direction z, and momentum conservation
imposes Q = q · zˆ. (d) Isolated (zero-dimensional) system, with no constraints on the exciton momentum, photon wavevector
and transition dipoles. In all cases, when the two photon polarizations are degenerate, the polarization vectors eλq are chosen
as in-plane (IP) and out-of-plane (OOP), where the IP component is in the xy plane and the OOP in the q− zˆ plane.
choices, our treatment is general and can account for
any crystal symmetry [31]. The photon energy in such
an anisotropic material is modified according to the di-
electric tensor. For a given photon wavevector q =
(qx, qy, qz), there are two propagating modes as solutions
to Maxwell’s equations; they correspond to the two pho-
ton polarizations [21], and their frequencies ω±q are the
solutions of Eq. (A15) in Appendix A:
ω2±q =
−
(
q¯2x
x
+
q¯2y
y
+
q¯2z
z
)
± ω˜2q
2µ00
, (16)
with
ω˜2q =
√√√√(∑
α
q¯2α
α
)2
− 4q2
∑
α
q2αα
xyz
, (17)
where α denotes the cartesian coordinates {x, y, z}, and
q¯2α = q
2
α− q2. The corresponding polarization vectors for
the two modes are
e±q =
1
Λq
qx(ω
2
±q µ00x − q2)
qy(ω
2
±q µ00y − q2)
qz(ω
2
±q µ00z − q2)
 (18)
up to a normalization constant Λq; for details, see Ap-
pendix A. This solution applies to photons propagating
in anisotropic materials with x 6= y 6= z. For materials
with axial or cubic symmetry, in which, respectively, two
or three of the diagonal components of the macroscopic
dielectric tensor are equal, the frequencies and polariza-
tion vectors have simpler expressions, which can be de-
rived from the general case discussed here.
For an exciton in state |SQ〉 with momentum Q =
(Qx, Qy, Qz), we obtain the radiative recombination rate
by applying Fermi’s Golden rule [see Eq. (11)]. Momen-
tum conservation fixes the emitted photon wavevector to
q = Q [see Fig. 2(a)], and the summation over λ adds
together the contributions from the ω±q solutions. As
mentioned before, we approximate the transition dipole
by evaluating it at Q = 0,
〈G|p|S(Q)〉 ≈ 〈G|p|S(0)〉 = pSxxˆ + pSyyˆ + pSz zˆ, (19)
with complex components pSα. Using these results, the
exciton radiative recombination rate at zero temperature
becomes
γ3DS (Q) =
pie2
0m2V
×
∑
λ=±
∣∣∣∣∣∑
α
pSα qα(ω
2
λQµ00α − q2)
Λq
∣∣∣∣∣
2
δ (ES(Q)− ~ωλQ)
ωλQ
.
(20)
Next, we specialize our discussion to cubic or isotropic
materials with a dielectric constant  [i.e., with dielectric
5tensor r = diag(, , )]. Radiative lifetime calculations
for an anisotropic bulk crystal will be presented else-
where. Due to symmetry, in the cubic or isotropic case
the two modes in Eq. (16) become degenerate, with po-
larization vectors perpendicular to each other and to the
direction of photon propagation. Following a convention
we recently used in the 2D case [14], we orient one of the
two polarization vectors to lie in the xy plane, and call
this vector “in-plane” (IP). The other polarization vec-
tor then has a nonzero z component, and is called “out-
of-plane” (OOP). These two polarization vectors can be
written in spherical coordinates as
IP : e1q =
1√

(− sinϕ, cosϕ, 0)
OOP : e2q =
1√

(− cos θ cosϕ,− cos θ sinϕ, sin θ),
(21)
where θ is the polar and ϕ the azimuth angle of the pho-
ton wavevector q [see Fig. 2(a)]. Substituting in Eq. (20),
we obtain the radiative rate at zero temperature for cubic
or isotropic bulk materials (see Appendix B):
γ3D,isoS (Q) =
pie2
0m2V cQ
√

{∣∣∣∣pSxQy − pSyQxQxy
∣∣∣∣2
IP
+
∣∣∣∣QxpSx +QypSyQxy QzQ − pSzQxyQ
∣∣∣∣2
OOP
}
δ
(
ES(Q)− ~cQ√

)
.
(22)
This equation correctly accounts for momentum conser-
vation, which in the bulk case translates to the condi-
tion q = Q. Different from the 0D, 1D and 2D cases,
this result implies that excitons with zero center of mass
momentum cannot decay radiatively, since the result-
ing photon would possess zero momentum and energy.
In contrast, the equations employed so far to compute
from first principles radiative decay in bulk employ ei-
ther simplified independent-particle approaches [10, 11],
which neglect excitons altogether, or formulas appropri-
ate for 0D or 1D [32], which fail to take into account
momentum conservation. Note that neglecting excitons
does not merely change the transition dipole and ener-
gies, but rather, the exciton momentum and dispersion
are essential to accurately computing the temperature
and polarization dependence of light emission.
The radiative recombination rate of a given exciton
state S at temperature T , for isotropic bulk crystals
under the assumption that the exciton momentum has
a thermal equilibrium distribution, is obtained using
Eq. (12) as (see Appendix B)
〈γ3D,isoS 〉(T ) =
8
√
pi e2 ~ p2S
30m2V ES(0)2
(
ES(0)
2
2MSc2kBT
)3/2
,(23)
where the exciton energy ES(0) and the transition
dipole pS (and p
2
S = |pS |2) are obtained by solving
the BSE. The T−3/2 temperature dependence of the
radiative rate (and thus, the T 3/2 temperature de-
pendence of the radiative lifetime) is consistent with
previous semiempirical theoretical treatments [33] and
with low-temperature experimental data [34].
For bulk crystals with a low exciton binding energy
(< 0.1 eV), additional thermal effects include exciton
dissociation and equilibration with free carriers [25].
This topic has been studied extensively experimentally;
the net effect of the coexistence between excitons and
carriers is an increase in the radiative lifetime, which
can be important near room temperature and can cause
the radiative lifetime to deviate significantly from the
T 3/2 trend [34]. Such coupled exciton-carrier dynamics
can be treated with kinetic models but is still beyond
the reach of first-principles calculations.
C. Two-dimensional materials
Novel 2D semiconductors, such as transition metal
dichalcogenides and related layered materials, exhibit
unique optical properties and strongly bound excitons
that govern their light absorption and emission [35].
We have recently proposed a first-principles approach to
compute the radiative lifetime in such 2D materials, as
well as its angular and polarization dependence, which
gives rise to anisotropic light emission [13, 14]. In our
approach, exciton recombination is still described using
the Fermi Golden rule in Eq. (11). However, due to the
lower dimensionality, the transition dipole is restricted to
the 2D plane containing the material:
pS = pSxxˆ + pSyyˆ, (24)
with complex components pSx and pSy. Furthermore,
since translation symmetry applies only in the plane con-
taining the material, momentum conservation is imposed
on the in-plane projection of the emitted photon wavevec-
tor, using (q · Qˆ)Qˆ = Q [see Fig. 2(b)]. Unlike the bulk
case, photons are emitted into the vacuum surrounding
the 2D material (unless a substrate is present), and thus
the emitted photons exhibit two degenerate polariza-
tions. Following the same convention as in the isotropic
bulk case, the IP and OOP polarizations are chosen as in
Eq. (21) with  = 1. Upon integrating over all final pho-
ton states, we obtain the radiative recombination rate of
an exciton S with momentum Q in a 2D material at zero
temperature [14]:
6γ2DS (Q) = γ
2D
S (0)·
(
ES(0)√
E2S(Q)− ~2c2Q2
){∣∣∣∣−pSxpS sinϕ+ pSypS cosϕ
∣∣∣∣2
IP
+
ES(Q)
2 − ~2c2Q2
ES(Q)2
∣∣∣∣pSxpS cosϕ+ pSypS sinϕ
∣∣∣∣2
OOP
}
(25)
where γ2DS (0) =
e2p2S
0m2cAES(0)
is the recombination rate
for Q = 0 and A is the area of the system in the xy
plane. Note that due to momentum conservation there
is an upper limit of Q0 to the momentum of an exciton
that can recombine radiatively; this limit occurs when a
photon is emitted in the plane of the material, in which
case ES(Q) = ~cQ0. Excitons with momentum Q > Q0
cannot emit a photon, and their radiative recombination
rate vanishes since energy and momentum cannot be si-
multaneously conserved upon photon emission.
At finite temperature T , the exciton radiative lifetime
can be computed by assuming, similar to the bulk case,
a parabolic exciton dispersion ES(Q) = ES(0) +
~2Q2
2MS
,
where MS is an in-plane isotropic exciton effective mass.
Taking the thermal average in Eq. (12) of the 2D radia-
tive rate in Eq. (25), we obtain the radiative lifetime [13]
〈τ2DS 〉(T ) = γ2DS (0)−1 ×
3
4
(
2MSc
2kBT
ES(0)2
)
. (26)
This formula has been applied in our recent work [13],
giving temperature dependent radiative lifetimes in ex-
cellent agreement (within 5−10 %) with experimental re-
sults obtained by transient photoluminescence. Gao et
al. [36] also recently applied this formula to study light
emission in bilayer transition metal dichalcogenides. A
similar equation was also employed by Cudazzo et al. [37]
to investigate light emission in 2D materials, but it em-
ployed a prefactor that is incorrect for the 2D case.
D. One-dimensional materials
Excitons have been studied extensively in 1D materi-
als, and first-principles calculations of exciton radiative
lifetimes have been employed to investigate light emission
in single-walled carbon nanotubes [12, 38]. Since defects
and intertube interactions broaden and wash out the ex-
citon spectrum, measuring exciton lifetimes is challeng-
ing in carbon nanotubes, and ab initio calculations have
provided key microscopic insight into exciton recombina-
tion in carbon nanotubes [12].
In a 1D material, such as a nanotube or nanowire, the
dimensionality constrains the exciton transition dipole to
the direction of the material, which we take to be the z
direction. The transition dipole can then be written as
pS = pSz zˆ, and momentum conservation along the z axis
imposes a condition on the emitted photon wavevector,
q · zˆ = Q, for the recombination of an exciton with mo-
mentum Q [see Fig. 2(c)]. Using Fermi’s Golden rule in
Eq. (11), the exciton decay rate in a 1D material at zero
temperature can be written as [12]:
γ1DS (Q) = γ
1D
S (0) ·
ES(Q)
2 − ~2c2Q2
ES(Q)2
, (27)
where γ1DS (0) =
e2p2Sz
0m2~c2Lz and Lz is the length of the sys-
tem along the z direction. The radiative recombination
rate decreases monotonically with Q, and is zero when
Q0 = ES(Q0)/~c. Similar to the 2D case, Q = Q0 is
an upper limit to the exciton momentum for radiative
recombination, and excitons with Q > Q0 cannot recom-
bine radiatively and emit light.
The finite temperature radiative rate is computed
using the thermal average in Eq. (12). Assuming a
parabolic exciton dispersion, the exciton radiative life-
time in a 1D material reads
〈τ1DS 〉(T ) = γ1DS (0)−1 ×
3
4
(√
2piMSkBT
ES(0)/c
)
. (28)
Using this equation, Spataru et al. obtained radiative
lifetimes in carbon nanotubes in good agreement with
experiment [12].
E. Atoms, molecules, and other isolated (0D)
systems
We refer to an atom, molecule, quantum dot or other
isolated light emitter as a 0D system [see Fig. 2(d)]. The
approach presented here applies to both these isolated
emitters and to atoms, ions or other single quantum emit-
ters embedded in an isotropic material. Since there is
no translation symmetry, the crystal momentum can be
taken to be zero and ignored, and we keep only one quan-
tum number to denote the discrete energy levels. Using
these conventions, we write the exciton wavefunction in
the Tamm-Dancoff approximation as
|S〉 =
∑
vc
ASvc|v〉h|c〉e (29)
where v and c are quantum numbers associated with oc-
cupied and unoccupied orbitals, respectively. In general,
when there are no symmetry constraints, the transition
dipole is a complex vector, as in Eq. (19). When the sys-
tem is embedded in an isotropic material with dielectric
constant  (for the 0D system in vacuum, one should set
 = 1), Fermi’s Golden rule gives the exciton recombina-
tion rate at zero temperature (see Appendix C):
γ0DS =
√
e2p2SES
3pi0m2c3~2
. (30)
In CGS units, in which 0 = 1/4pi, we recover the known
result γ0DS ∝ 4/3 p2SES for the radiative rate of an iso-
lated emitter or a defect embedded in a crystal [39], which
is also known as the Einstein A coefficient [40] in the
thermodynamic treatment of light emission. While light
is quantized in our approach, we obtain the same formula
7FIG. 3. Computed radiative lifetimes in a GaAs crystal,
shown as a function of temperature up to 50 K. The lifetimes
are obtained using the thermal average in Eq. (14). The inset
shows the excitons contributing to the thermal average along
with their individual lifetimes at 10 K. In the inset, the zero
of the energy axis is taken to be the lowest exciton energy.
as in Dexter’s work in Ref. [39], where radiation is treated
classically. Due to the absence of crystal momentum for
an isolated emitter, all the excitons satisfying the selec-
tion rules with nonzero transition dipole can undergo an
optical transition and emit a photon. At finite tempera-
ture, since there is no momentum, we take a thermal av-
erage only over different exciton states [using Eq. (14)],
and obtain for the effective radiative recombination rate:
〈γ0D(T )〉eff =
√
e2
3pi0m2c3~2
∑
S p
2
SESe
−ES/kBT∑
S e
−ES/kBT . (31)
IV. NUMERICAL CALCULATIONS
To our knowledge, there are no examples in the litera-
ture of ab initio calculations of radiative lifetimes in bulk
crystals and 0D isolated systems within the BSE frame-
work. We apply our approach to compute from first prin-
ciples the exciton radiative lifetimes in a bulk isotropic
crystal of GaAs and in several small organic molecules
in the gas phase. To compute the radiative lifetimes,
we first carry out density functional theory (DFT) cal-
culations with the Quantum Espresso code [41], using
normconserving pseudopotentials [42] and a plane-wave
basis set. We then carry out GW-BSE calculations with
the Yambo code [18], and compute the radiative lifetimes
by post-processing the BSE results.
For GaAs, we perform DFT calculations on the relaxed
zincblende structure, employing the PBEsol exchange-
correlation functional [43]. We use fully relativistic
normconserving pseudopotentials generated with Pseudo
Dojo [44], and include spin-orbit coupling in all calcu-
lations. The BSE is solved on a 30 × 30 × 30 k-point
grid with a rigid scissor shift applied to the DFT band
structure to match the experimental band gap [45]. We
use a 6 Ry cutoff for the statically screened Coulomb in-
teraction and the highest 4 valence bands and lowest 2
conduction bands to converge the low-energy excitons.
In the radiative lifetime calculations, we use experimen-
tal values for the static dielectric constant and effective
masses [45, 46] to remove a possible source of error. Due
to the light electron mass, which leads to a steep conduc-
tion band valley, fully converging the radiative lifetimes
in GaAs requires very fine Brillouin zone grids with a
large computational cost. Using a double-grid technique,
Kammerlander et al. [47] have shown that a 40× 40× 40
k-point grid is sufficient to converge the BSE absorption
spectrum. Since the radiative lifetimes depend on the en-
ergy and transition dipole of the lowest-energy excitons,
the k-point convergence of the lifetimes is similar to that
of the absorption spectrum. Using the standard BSE
(without the double-grid technique of Ref. 47), the finest
grid we were able to reach is a 30× 30× 30 k-point grid,
which took over 10, 000 CPU cores to compute. Since our
grid is close to the fully converged 40 × 40 × 40 k-point
grid, it allows us to obtain results close to convergence.
Further refinement of the GaAs radiative lifetimes given
here may be possible by using finer grids, though their
computational cost is at present prohibitive.
For the gas-phase organic molecules, we use the exper-
imental structure in all cases, and carry out all calcula-
tions at the Γ-point only. The DFT calculations employ
the PBE exchange-correlation functional and a 90 Ry ki-
netic energy cutoff. In the BSE calculations, we use a
7 Ry cutoff for the statically screened Coulomb interac-
tion, together with GW-corrected electron energy levels
and up to 180 empty states to accurately converge the
low-energy excitons. We employ cubic simulation cells
with sizes between 33 − 38 Bohr and use a truncated
Coulomb interaction.
The computed radiative lifetimes in GaAs as a function
of temperature are shown in Fig. 3. They are obtained
as the thermal average in Eq. (14) of the BSE exciton
radiative rates for a bulk isotropic crystal in Eq. (23).
The inset of Fig. 3 shows the low-energy excitons con-
tributing to this thermal average; the lowest 5 excitons
are dark and associated with spin-forbidden transitions,
and the 3 bright excitons at a slightly higher energy also
contribute to the average. The dark states increase the
average radiative lifetime by an order of magnitude com-
pared to the average lifetime of the bright excitons alone.
The computed BSE radiative lifetimes are of order
1−50 ps below 50 K, and exhibit the T 3/2 trend expected
for bulk crystals at low temperature [34]. Comparing
these results with experiment is not simple. In GaAs,
the radiative processes are known to be affected by the
coupling of excitons with phonons and free electron-hole
pairs, resulting in an intricate nonequilibrium dynamics
that is still the subject of debate [48–50]. The interaction
with phonons is particularly important in GaAs, where
exciton-phonon scattering is thought to provide the mo-
8Fluorobenzene (C6H5F)
Lifetime: 19 ns
Thiophene (C4H4S)
Lifetime: 14 ns
Toluene (C7H8)
Lifetime: 258 ns
Ethylene (C2H4)
Lifetime: 32 ns
FIG. 4. The four molecules studied in this work − fluoroben-
zene, ethylene, thiophene and toluene − and their computed
exciton radiative lifetimes.
mentum needed by excitons to transition toward the ra-
diative region [48, 49]. For this reason, the photolumines-
cence decay is expected to be much slower than the intrin-
sic exciton radiative lifetimes computed here. Consistent
with this view, the measured photoluminescence decay
times are a few ns at low temperatures [48–50], while our
computed radiative lifetimes are a few ps in the same
temperature range. This result confirms that the long
lifetimes observed in GaAs by measuring the photolumi-
nescence decay are the result of nonequilibrium exciton
dynamics rather than an intrinsic exciton lifetime. Fu-
ture work will investigate the coupled nonequilibrium dy-
namics of excitons and phonons, which will enable quan-
titative comparisons with photoluminescence data.
We additionally compute the radiative lifetimes in four
small organic molecules − fluorobenzene, ethylene, thio-
phene and toluene (see Fig. 4). We compare our results
with available experimental data [51] in Table I. The pre-
dicted exciton lifetimes are within a factor of 2 of the
τ (ns) τexp (ns) p
2
S (×106)
Fluorobenzene 19 12 − 23 7.54
Toluene 258 185 0.59
Ethylene 32 − 4.59
Thiophene 14 − 11.5
TABLE I. Comparison of our computed radiative lifetimes,
τ = (γ0D)−1 obtained using Eq. (30), with experimental data
from Ref. [51]. For fluorobenzene, the experimental lifetime
is given as a range, which is obtained by combining data from
Refs. [52, 53] and the quantum yield from Ref. [54]. The
symbol “−” means that we could not find experimental data.
The square transition dipoles are provided in last column in
atomic units.
measured values, and thus in very good agreement with
experiment. We find radiative lifetime of order 10−30 ns
in fluorobenzene, ethylene and thiophene; the lifetime in
toluene is significantly longer, roughly 250 ns and thus an
order of magnitude longer than in the other molecules.
To explain this trend, we show in Table I that the square
of the transition dipole of the lowest bright exciton is an
order of magnitude smaller in toluene than in the other
molecules; since the radiative lifetime is inversely pro-
portional to the square dipole [see Eq. (30)], the weaker
transition dipole explains the longer lifetime in toluene.
The simple intuition is that in molecules like toluene with
small transition dipoles the electron and hole wavefunc-
tions have a small overlap. Future work will attempt
to correlate the lifetimes and dipoles with the molecular
structure and exciton wavefunctions in a wider range of
molecular structures.
One factor contributing to the small discrepancy with
experiment is that we compute the radiative rate us-
ing the ground state molecular structure rather than its
excited-state counterpart. The molecular structure typi-
cally relaxes in the excited state from which light is emit-
ted [55], leading to the so-called Stokes shift − a red-
shift between the absorption onset and emission energy
− which can be sizable in small organic molecules. Since
the exciton energies and transition dipoles are modified
by the structural relaxation, these effects are expected
to account for at least part of the small discrepancy be-
tween our computed radiative lifetimes and the experi-
mental values. Future work will employ recently devel-
oped methods to relax the molecular structure in the
excited state [56, 57] and investigate how the structure
impacts the radiative lifetimes.
The formulas we obtain can be applied using transi-
tion dipole matrix elements that may or may not include
electron-hole interactions. Yet, correctly treating exci-
tons through the BSE is essential whenever the exciton
binding energy is sizeable and whenever the low-energy
optical transitions are excitonic in nature, which is the
case in most molecules and nanomaterials, and in crys-
tals with a large band gap or low dielectric screening.
For example, for the gas-phase molecules, in which the
independent-particle picture fails altogether to describe
the optical excitations due to the large exciton binding
energy, neglecting the electron-hole interaction leads to
large errors in the optical spectra and also in the life-
times. In toluene, the lowest bright exciton is the 27th
eigenstate of the BSE Hamiltonian in order of increas-
ing energy; it has an energy of 4.92 eV and a lifetime
of 258 ns (versus an experimental value of 185 ns). By
contrast, the 27th transition in the independent-particle
Hamiltonian gives a lifetime of 83,000 seconds; the low-
est bright transition in the independent-particle picture
has an energy of 8.2 eV and a lifetime of 350 ns. There-
fore, it is clear that the independent-particle approxima-
tion for radiative lifetimes in molecules gives large and
uncontrolled errors, and that correctly treating the ex-
citons with the BSE is essential for computing radiative
9lifetimes in molecules. Similar comparisons for bulk semi-
conductors will be discussed in detail elsewhere.
V. CONCLUSIONS
We presented a general approach based on DFT and
the ab initio BSE method to compute the radiative life-
times in bulk crystals, 2D and 1D materials, and in 0D
or isolated systems such as a molecule, quantum dot or
single quantum emitter. Diagonalizing the BSE Hamil-
tonian in transition space is computationally expensive.
Since the size of the transition space scales quadratically
with the number of atoms N , a standard diagonaliza-
tion of the BSE Hamiltonian will scale as N6. Yet, once
its eigenvalues and eigenvectors are obtained, the radia-
tive lifetimes calculations shown here only add a small
computational overhead. The temperature dependence
of the exciton radiative lifetime at low temperature is
predicted to be proportional to T 3/2 in bulk, T in 2D
and T 1/2 in 1D materials. The bulk crystal treatment is
applied to a GaAs crystal, where our computed intrinsic
radiative lifetimes are shorter than the values measured
by photoluminescence, but consistent with their interpre-
tation in terms of nonequilibrium dynamics of excitons
coupled to phonons and free carriers. Our approach for
isolated emitters is applied to small organic molecules
in the gas phase, giving computed radiative lifetimes in
good agreement with experiment, up to corrections due
to structural relaxation in the excited state. Our work
provides a framework for predicting the intrinsic exciton
radiative lifetimes in materials with any dimensionality.
Since the BSE is considered a gold standard for comput-
ing optical absorption and excitons [58], it is expected to
also provide accurate results for radiative processes and
light emission. These calculations can provide a bench-
mark for materials in which extrinsic effects due to im-
purities or interfaces dominate the ultrafast dynamics.
They can also guide the interpretation of ultrafast spec-
troscopy measurements and the discovery of new quan-
tum emitters with long radiative lifetimes.
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Appendix A: Second quantization of light in
anisotropic materials
Starting from Maxwell’s equations in a material:
∇ ·D = 0 , ∂D
∂t
=∇×H ; D = 0rE ,
∇ ·B = 0 , −∂B
∂t
=∇×E ; B = µ0H , (A1)
where 0 is the vacuum permittivity and µ0 the vacuum
susceptibility, we define the vector potential A and the
scalar potential Φ:
B =∇×A, E = −∇Φ− ∂A
∂t
. (A2)
We adopt a generalized Coulomb gauge, in which:
Φ = 0, ∇ · (0rE) = 0 , (A3)
and write the equation of motion for A as
−µ00r ∂
2A
∂t2
=∇×(∇×A) =∇(∇ ·A)−∇2A. (A4)
From Eq. (A4), we construct the Lagrangian
L = 1
2
∫
dr
[
0E
T (r)rE(r)− B(r)
2
µ0
]
=
1
2
∫
dr
[
0A˙
T (r)rA˙(r)− (∇×A)
2
µ0
]
. (A5)
The conjugate momentum of the vector potential is
Π(r) =
δL
δA˙(r)
= 0rA˙(r), (A6)
and by performing a Legendre transformation, we write
the Hamiltonian as
H =
∫
dr Π A˙− L = 1
2
∫
dr
[
ΠT −1r Π
0
+
(∇×A)2
µ0
]
.
(A7)
Note that the Hamiltonian for classical electromagnetic
field in vacuum can be recovered by setting r = I.
To define the creation and annihilation operators for
second quantization, we follow the standard procedure
and expand the vector potential in terms of its eigen-
modes, which are labeled by the index λ:
A(r, t) =
∑
λ
qλfλ(r)e
iωλt, (A8)
where qλ are constants representing the amplitudes and
fλ(r) satisfy
ω2λµ00rfλ −∇× (∇× fλ) = 0. (A9)
Since ωλ enters the equation as a square, both +ωλ and
−ωλ can have the same fλ solution. However, since the
vector potential is always real, we need A† = A, so that
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for each qλfλ(r)e
iωλt in Eq. (A8), there must exists a
corresponding term q′λf
′
λ(r)e
−iωλt such that
q′λf
′
λ(r) = q
∗
λf
∗
λ(r). (A10)
For convenience, we label this part of the solution as −λ:
q′λf
′
λ(r)e
−iωλt = q−λf−λ(r)eiω−λt. (A11)
To obtain an orthogonality condition for the solutions,
we substitute fλ(r) =
√
r
−1
√
µ00
gλ(r) and get:
ω2λgλ −
√
r
−1
√
µ00
∇×
(
∇×
√
r
−1
√
µ00
gλ
)
= 0. (A12)
Now with ω2λ as the eigenvalue, gλ are eigenfunctions of a
Hermitian operator and form an orthogonal solution set:∫
dr g†λ(r) · gλ′(r) =
∫
dr µ00f
†
λ(r)rfλ′(r) = δλ,λ′ .
(A13)
In the following, we take plane waves as our eigenmodes,
and label them by their polarization and momentum by
substituting λ→ (λ,q), −λ→ (−λ,−q). We also put
fλq(r) =
eλq√
µ00
eiq·r. (A14)
The equation of motion becomes
ω2λqµ00reλq + q (q · eλq)− q2eλq = 0, (A15)
the orthogonality condition
e†λqreλ′q = δλ,λ′ , (A16)
and the relation connecting λ and −λ:
q∗λqe
∗
λq = q−λ,−qe−λ,−q. (A17)
Then the vector potential can be written as
A(r, t) =
∑
λq
qλq
eλq√
µ00
ei(q·r+ωλqt)
= c
∑
λ>0,q
qλqeλqe
i(q·r+ωλqt) + q∗λqe
∗
λqe
−i(q·r+ωλqt)
(A18)
and the conjugate momentum becomes:
Π(r, t) = c
∑
λq
iqλqωλq0reλqe
i(q·r+ωλqt). (A19)
The Hamiltonian can be written as:
H = 0c2V
∑
λq
ω2λqq
∗
λqqλq
= 0c
2V
∑
λ>0,q
ω2λq(q
∗
λqqλq + qλqq
∗
λq), (A20)
where V is the volume of the system. Finally, we can
define creation and annihilation operators for λ > 0:
aˆλq = c
√
2V ωλq0
~
qλq,
[
aˆλq, aˆ
†
λ′q′
]
= δq,q′δλ,λ′ (A21)
using which the vector potential operator becomes:
A(r, t) =
∑
λq
√
~
2V ωλq0
(
aˆλqeλqe
i(q·r+ωλqt) + h.c.
)
(A22)
and the Hamiltonian:
H =
∑
λq
~ωλq
(
aˆ†λqaˆλq +
1
2
)
. (A23)
Appendix B: Derivation of the radiative lifetime in
isotropic 3D materials
We provide additional details for the derivation of the
radiative recombination rate in isotropic 3D materials,
Eq. (23). In an isotropic bulk material with dielectric
constant , the photon vector potential is given by Eq. (9)
with frequency ωq = c |q|/
√
, and the IP and OOP po-
larization vectors are those in Eq. (21). Due to momen-
tum conservation, the summation over all possible final
photon wavevectors in Eq. (11) is restricted to q = Q.
As a result, we can write the radiative rate as
γ3D,isoS (Q) =
pie2
0m2V cQ
√

{
|−pSx sinϕ+ pSy cosϕ|2IP
+ |pSx cos θ cosϕ+ pSy cos θ sinϕ− pSz sin θ|2OOP
}
× δ
(
ES(Q)− ~cQ√

)
. (B1)
By setting cosϕ = Qx/Qxy, where Qxy is the projection
of Q onto the xy plane, and cos θ = Qz/Q, we obtain
Eq. (22). To obtain the radiative rate at finite temper-
ature T , we plug Eq. (22) into Eq. (12) along with the
parabolic dispersion in Eq. (13). The denominator, due
to lack of angular dependence, reduces to a Gaussian in-
tegral of the kind
∫∞
0
dxx2 exp(−x2) = √pi/4, and gives∫
dQxdQydQze
−ES(Q)/kBT
=
∫
dΩ
∫ ∞
0
dQQ2 e
−~2Q2
2MSkBT =
(
2piMSkBT
~2
)3/2
(B2)
where dΩ = sin θdθdϕ is the differential solid angle, and
we leave out the factor e−ES(0)/kBT , which is present both
in the numerator and denominator and cancels out in the
final result. For the numerator, we note that the exciton
parabolic dispersion can be approximated as flat within
the light cone, so that we can put ES(Q) ≈ ES(0). As a
result, we get
11∫
dQxdQydQz e
−ES(Q)/kBT γ3D,isoS (Q) =
∫
dΩ
∫ ∞
0
dQ Q2e−ES(Q)/kBT γ3D,isoS (Q)
≈ pie
2
0m2V c
√

∫
dΩ
∫
dQ Q
{
|−pSx sinϕ+ pSy cosϕ|2
+ |pSx cos θ cosϕ+ pSy cos θ sinϕ− pSz sin θ|2
}
δ
(
ES(0)− ~cQ√

)
=
pie2
0m2V c
√

∫
dϕ dθ sin θ
∫
dQ Q
{|pSx|2 sin2 ϕ+ |pSy|2 cos2 ϕ
+ |pSx|2 cos2 θ cos2 ϕ+ |pSy|2 cos2 θ sin2 ϕ+ |pSz|2 sin2 θ
}
δ
(
ES(0)− ~cQ√

)
=
8pi2e2p2S
30m2V c
√

∫
dQ Q · δ
(
ES(0)− ~cQ√

)
=
8pi2
√
e2p2SES(0)
30~2c3m2V
. (B3)
After dividing the numerator by the denominator, we
obtain
〈γ3D,isoS 〉(T ) =
8
√
pi e2 ~ p2S
3 0m2V ES(0)2
(
ES(0)
2
2MSc2kBT
)3/2
(B4)
namely the finite temperature radiative lifetime in
Eq. (23).
Appendix C: Derivation of the radiative lifetime in
0D systems
We provide additional details for the derivation of the
radiative recombination rate in 0D systems, Eq. (30).
As discussed above, in the 0D case there is no con-
straint from momentum conservation on the emitted pho-
ton wavevector. Therefore, we replace the summation in
Eq. (11) by an integration over the full momentum space
and write
γ0DS =
pie2
0m2
∑
λ
∫
dΩ dq q2
(2pi)3
|eλq · pS(Q)|2
ωλq
δ (ES − ~ωλq)
(C1)
which comes from rewriting the summation along each
cartesian component α as
∑
qα
=
∫
Lαdqα/2pi, and
LxLyLz = V . In the 0D case, we can apply the pho-
ton quantization solutions used in the 3D case, so that
λ = IP or OOP, and eλq are in the form of Eq. (21) with
ωλq = c|q|/
√
. Note that this approach applies both to
isolated emitters, such as quantum dots and molecules,
as well as to atoms, ions or other single quantum emit-
ters embedded in an isotropic material. Combining these
results, we can write
γ0DS =
pie2
80m2pi3c
√

×∫
dϕ dθ sin θ
∫
dq q
{
|−pSx sinϕ+ pSy cosϕ|2
+ |pSx cos θ cosϕ+ pSy cos θ sinϕ− pSz sin θ|2
}
×δ
(
ES − ~cq√

)
(C2)
and finally obtain Eq. (30),
γ0DS =
√
e2p2SES
3pi0m2c3~2
. (C3)
Appendix D: Radiative lifetime of excitons with
linear dispersion
We provide an additional discussion for excitons with
linear dispersion:
ES(Q) = ES(0) +B|Q|. (D1)
The radiative lifetime at finite temperature can still be
derived using Eq. (12). The linear exciton dispersion
merely changes the phase-space integral in the denomi-
nator of Eq. (12), leading to a simple extension of the
treatment for parabolic exciton dispersion. The phase-
space integral in d dimensions can be written as:
I(d) =
∫
dΩd
∫
dQQd−1 exp
[−BQ
kBT
]
(D2)
where d is the dimensionality of the material and Ωd is
the d−dimensional differential solid angle. We obtain:
I(d) =
8pi(kBT/B)
3 d = 3
2pi(kBT/B)
2 d = 2
2(kBT/B) d = 1
. (D3)
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Using this result together with Eq. (12), we obtain the
radiative lifetimes in isotropic 3-, 2- and 1-dimensional
materials with linear exciton dispersion:
〈γd,isoS 〉linear(T ) =

pi
√
e2~p2S
30m2V ES(0)2
(
BES(0)
ckB~T
)3
d = 3
γ2DS (0)× 23
(
BES(0)
ckB~T
)2
d = 2
γ1DS (0)× 23 BES(0)ckB~T d = 1,
(D4)
where γ2DS (0) and γ
1D
S (0) are the intrinsic radiative rates
in 2D and 1D systems, respectively, which are defined
in the main text and are independent of the exciton
dispersion. The radiative lifetimes, 〈τS〉 = 〈γS〉−1,
for excitons with linear dispersion exhibit a stronger
temperature dependence, 〈τd,isoS 〉linear(T ) ∝ T d, versus
〈τd,isoS 〉parabolic(T ) ∝ T d/2 for the parabolic exciton dis-
persion case. For 2D materials with linear exciton disper-
sions, which have been recently predicted, the radiative
lifetimes are thus expected to follow a T2 trend with tem-
perature.
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