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Abstract
A better understanding of vacuum arcs is desirable in many of today’s ‘big science’ projects in-
cluding linear colliders, fusion devices, and satellite systems. For the Compact Linear Collider
(CLIC) design, radio-frequency (RF) breakdowns occurring in accelerating cavities influence effi-
ciency optimisation and cost reduction issues. Studying vacuum arcs both theoretically as well as
experimentally under well-defined and reproducible direct-current (DC) conditions is the first step
towards exploring RF breakdowns.
In this thesis, we have studied Cu DC vacuum arcs with a combination of experiments, a
particle-in-cell (PIC) model of the arc plasma, and molecular dynamics (MD) simulations of the
subsequent surface damaging mechanism. We have also developed the 2D ARC-PIC code and the
physics model incorporated in it, especially for the purpose of modelling the plasma initiation in
vacuum arcs.
Assuming the presence of a field emitter at the cathode initially, we have identified the con-
ditions for plasma formation and have studied the transitions from field emission stage to a fully
developed arc. The ‘footing’ of the plasma is the cathode spot that supplies the arc continuously
with particles; the high-density core of the plasma is located above this cathode spot. Our results
have shown that once an arc plasma is initiated, and as long as energy is available, the arc is self-
maintaining due to the plasma sheath that ensures enhanced field emission and sputtering.
The plasma model can already give an estimate on how the time-to-breakdown changes with the
neutral evaporation rate, which is yet to be determined by atomistic simulations. Due to the non-
linearity of the problem, we have also performed a code-to-code comparison. The reproducibility
of plasma behaviour and time-to-breakdown with independent codes increased confidence in the
results presented here.
Our MD simulations identified high-flux, high-energy ion bombardment as a possible mecha-
nism forming the early-stage surface damage in vacuum arcs. In this mechanism, sputtering occurs
mostly in clusters, as a consequence of overlapping heat spikes. Different-sized experimental and
simulated craters were found to be self-similar with a crater depth-to-width ratio of about 0.23 (sim)
– 0.26 (exp).
ii
Experiments, which we carried out to investigate the energy dependence of DC breakdown
properties, point at an intrinsic connection between DC and RF scaling laws and suggest the possi-
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Vacuum discharges may appear in different forms in almost every area of today’s big science projects
— may it be unipolar arcs in fusion devices [1–5], multipactor discharges in satellite systems [6–8],
or vacuum arcs in future accelerator designs [9, 10]. Often these discharges are undesired; how-
ever, they may also be used in industry in a controlled manner like in electrical discharge machin-
ing [11, 12], arc welding [13, 14], cutting [15], or in ignition devices [16, 17]. Gaseous arcs and
electrical discharges such as lightnings have been known since ancient times and the processes on-
going in a discharge lamp, for instance, are relatively well understood by now [18, 19]. In contrast,
surprisingly little is understood about the underlying mechanisms of the formation and evolution
of vacuum arcs [20, 21] that can ‘mystically’ form even in ultra high vacuum (UHV) conditions,
where practically no medium between the electrodes is present.
The Compact Linear Collider (CLIC) Study aims at developing a realistic technology for a fu-
ture normal-conducting electron-positron linear collider in the multi-TeV centre of mass energy
range [22]. At the limit of the conventional accelerating technique, the ‘compactness’ of the ma-
chine calls for a high accelerating gradient of 100 MV/m [23], while its efficiency relies on a low
breakdown probability of a few 10−7 1/pulse/m [24], since every vacuum arc in the machine causes
a bunch loss. The constraint on breakdown probability is governed by (i) accelerating length, (ii)
pulse repetition rate, and (iii) the efficiency to be achieved at the interaction point. Reducing the
breakdown probability, however, is desirable not only from the luminosity point of view. Given
the high estimated power consumption of the proposed design (415 MW [25]), efficiency optimi-
sation through breakdown probability reduction could lead to a significant reduction in operation
costs as well.
The present 12 GHz radio-frequency (RF) CLIC accelerating cavity testing strives for perfor-
mance optimisation in order to lay down a baseline concept for the accelerating cavities. When
testing these cavities, incident, transmitted, and reflected signals are monitored all the time. While
normally the transmitted signal is almost the same as the incident signal, on some pulses the trans-
mission drops suddenly to roughly zero and the reflection becomes significant, indicating a break-
down has occurred.
Although RF cavity tests are the most direct way to explore vacuum arcs in CLIC, cavity testing
is time-consuming and costly; thus these tests are not well-suited for studying vacuum arcs. Instead,
vacuum arcs can be generated cost-efficiently and in a controlled manner in two direct-current
(DC) setups at CERN [26, 27]. Despite intrinsic differences between DC and RF testing, the
measurement environment (electric field, pressure in the vacuum chamber, energy available for
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breakdown) in the DC setups is matched to RF cavity parameters as closely as possible.
Since it is generally believed that we need to understand DC vacuum arcs, before we can gener-
alise to RF, a theoretical model is also expected to be first directed at DC vacuum arcs. A full model
of vacuum arcs would have to be able to treat many different processes occurring at different stages.
Amongst others, it should be able to explain (i) what surface features may trigger the field emission
of electrons in the first place [28–31], (ii) how these features may serve as a source of non-electron
species [32, 33], that is, why breakdowns under vacuum can occur at all, (iii) how these features
can be created in the presence of a high electric field [34, 35], (iv) how a plasma forms and evolves
subsequently, and finally, (v) how vacuum arcs damage the cathode surface. The main focus of this
thesis will be on the latter two points.
Over the past fifty or sixty years, much time and effort has been invested into the observation of
different properties of vacuum arcs and, as a consequence, a vast amount of experimentally acquired
knowledge has been accumulated. In order to understand the complex correlation between different
observations and moreover, in order to make predictions, a theoretical approach to the problem is
needed as well. However, despite an equally vast amount of theoretical attempts to explain and
predict certain vacuum arc properties, a model that can describe vacuum arcs in their entirety and
complexity has not been successfully developed yet. Thus both industry and today’s big science
projects keenly await the development of such a model of vacuum arcs.
2 Purpose and structure of this study
2.1 MOTIVATION
The purpose of this study is to better understand the complex plasma-wall interactions that occur
in a vacuum arc. When modelling a transient, non-linear problem, a constant and mutual interplay
between theory and experiments turns out to be an indispensable tool, just as code-to-code com-
parisons are. One of the plasma-wall interactions that has been investigated is the cathode surface
damage caused by the vacuum arc plasma, which provides perhaps the most direct link to experi-
mental observations. A more specific purpose of this study was to obtain a qualitative picture of the
plasma initiation phase after having developed the appropriate tools to this end: a physics model
and a computer code.
The thesis consists of a thesis summary and seven publications, referred to with Roman bold
numbers, six of which have been either published in, accepted in, or submitted to international
peer-reviewed journals and one has been published as a CERN internal technical note.
This thesis is organised as follows: in this Section, a short description of each publication and
the author’s contribution is given. Vacuum arcs are described in Sec. 3. Details on experimental and
numerical methods, as well as on the physics model are given in Sec. 4. All experimental and mod-
elling results are presented in Sec. 5. Conclusions are drawn in Sec. 6. After the acknowledgements
and list of references, the below mentioned publications are attached.
2.2 SUMMARIES OF THE ORIGINAL PUBLICATIONS
In publication I, experimental results of the energy dependence measurements of processing and
breakdown properties, obtained with the DC setup, are detailed. A one- and a two-dimensional
particle-in-cell (PIC) model of plasma initiation in vacuum arcs is presented in publications II and
III, respectively. The software developed for the two-dimensional model is described in IV. A code-
to-code benchmarking study with a simplified discharge model is presented in V. The mechanism
of cathode crater formation due to plasma ions is investigated with the molecular dynamics (MD)
method in VI and is compared to the damage caused by cluster ion bombardment in VII.
PUBLICATION I:
Energy Dependence of Processing and Breakdown Properties of Cu and Mo,
H. Timko, M. Aicheler, P. Alknes, S. Calatroni, A. Oltedal, A. Toerklep, M. Taborelli, W. Wuen-




Experimental results on the energy dependence of Cu and Mo properties measured under DC
conditions are presented in this publication. Besides studying the dependence of the field enhance-
ment factor, saturated field, local field, and damaged area of Cu and Mo on the energy available for
breakdown, a relation between processing efficiency and energy is established as well. For Mo, a
possible explanation of the DC processing mechanism is concluded. The measurements also imply
that certain scaling laws derived from RF cavity testing are valid in DC as well.
PUBLICATION II:
A One-Dimensional Particle-in-Cell Model of Plasma Build-Up in Vacuum Arcs,
H. Timko, K. Matyash, R. Schneider, F. Djurabekova, K. Nordlund, A. Hansen, A. Descoeudres,
J. Kovermann, A. Grudiev, W. Wuensch, S. Calatroni, and M. Taborelli, Contributions to Plasma
Physics 51, 5–21 (2011).
The publication presents a newly developed physics model embedded in a one-dimensional PIC
code, which describes plasma initiation based on the assumption that a field-enhancing feature is
initially present on the cathode. The model includes field emission and neutral evaporation as
initiator mechanisms, and takes several surface processes and collisions into account. Extensive
simulations show how different factors in the model affect, amongst other things, both the time-
to-breakdown and properties of the field emitter. Furthermore, they also identify the prerequisites
for a breakdown to occur.
PUBLICATION III:
Modeling of cathode plasma initiation in copper vacuum arc discharges via particle-in-cell
simulations,
H. Timko, K. Matyash, R. Schneider, F. Djurabekova, K. Nordlund, S. Calatroni, and W. Wuensch,
Physics of Plasmas, submitted for publication (2011).
The previous model has been refined and adapted to a two-dimensional PIC model. This study
focuses on the temporal and spatial evolution of vacuum arcs in their plasma initiation phase and
their interpretation with respect to experimental findings. It identifies the different transitions
leading from field emission to a self-maintaining arc and demonstrates how an arc spot can spread
and potentially initiate other spots at the cathode. With a realistic modelling of the boundary
conditions of the potential, the current-voltage characteristic of arcs is qualitatively investigated,
and thus the model addresses how a steady-state, low-burning-voltage arc is established.
PUBLICATION IV:
2D Arc-PIC Code Description: Methods and Documentation,
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H. Timko, Technical Report, CERN, CLIC Note 872, (2011).
The two-dimensional PIC code developed specifically for the purpose of the above and future
studies is described in detail in this technical note. In the first part, the different methods used
in the code for the field solver, particle pusher, charge assignment and field interpolation schemes,
collisions, etc. are described. Particular features related to the modelling of vacuum arcs are specified
as well. The second part contains a comprehensive list of equations used in the code, including their
derivation and re-scaling (for efficiency, all equations in the code are dimensionless).
PUBLICATION V:
Why perform code-to-code comparisons: a vacuum arc discharge simulation case study,
H. Timko, P. S. Crozier, M. M. Hopkins, K. Matyash, and R. Schneider, Contributions to Plasma
Physics, accepted for publication (2011).
This publication reports on the outcome of a code-to-code comparison between the 1D ARC-
PIC and the two-dimensional ALEPH codes, carried out with a simplified vacuum arc model. Af-
ter identifying and remedying some software flaws in ALEPH, an excellent agreement in time-to-
breakdown and current density predictions is achieved. Moreover, this benchmarking ‘exercise’
has shown how a given choice of different numerical methods can influence the results when a
non-linear, transient problem is modelled.
PUBLICATION VI:
Mechanism of surface modification in the plasma-surface interaction in electrical arcs,
H. Timko, F. Djurabekova, K. Nordlund, L. Costelle, K. Matyash, R. Schneider, A. Toerklep, G.
Arnau-Izquierdo, A. Descoeudres, S. Calatroni, M. Taborelli, and W. Wuensch, Physical Review B
81, 184109 (2010).
Knowing the properties of plasma ions impinging on the cathode surface, the resulting surface
damage and crater formation was investigated with the MD method. Complex crater shapes as seen
in experiments can form as a result of a heat spike sputtering process, which is due to the high flux
and energy of impinging particles. This heat spike sputtering also leads to an enhanced sputtering
yield in the presence of the plasma. Sputtering takes place mainly in clusters, explaining finger-like
structures observed experimentally. Both simulated and measured crater profiles are shown to be
self-similar over several orders of magnitude, with a characteristic depth-to-width ratio.
PUBLICATION VII:
Crater formation by single ions, cluster ions and ion “showers”,
F. Djurabekova, J. Samela, H. Timko, K. Nordlund, S. Calatroni, M. Taborelli, and W. Wuensch,
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Nuclear Instruments and Methods in Physics Research B, article in press (2011).
The connection between crater formation mechanisms due to (i) high-flux single ion impact
(ion ‘showers’) and due to (ii) densely packed cluster ions was investigated for 500 eV Au ions. In
both cases, a similar damage can be observed. However, the underlying crater formation mechanism
differs: while ‘showers’ create damage through overlapping heat spikes, cluster ions lead to explosive
cratering that can be identified through an over-densified front on the surface after the impact.
2.3 AUTHOR’S CONTRIBUTION
A substantial part of the experiments presented in publication I was carried out and the rest was
supervised by the author of this thesis, who also suggested and planned the measurements of spot
size development and processing. The data analysis and publication writing was all completed by
the author.
The vacuum arc physics model in II was developed and implemented in the 1D ARC-PIC code
by the author. The author also carried out all simulations and data analysis, and wrote the publica-
tion.
The 2D ARC-PIC code and the refined physics model described in III was developed by the
author, who also performed the simulations and data analysis, and wrote the publication.
The author wrote the entire 2D ARC-PIC code documentation presented in IV and derived the
re-scaled equations therein.
All simulations carried out with the 1D ARC-PIC code in V were performed by the author. The
author also did all the data analysis, and wrote most of the text of the publication, apart from the
ALEPH code description and part of the introduction.
After some initial simulations by co-authors, all systematic simulations and data analysis in VI
was carried out by the author, who also took part in the measurements and wrote most of the
Methods section.
In VII, the author performed the Cu simulations mentioned in the text and provided consulta-
tion on performing and interpreting the Au simulations.
3 Vacuum arcs
Many facts, and thus, much knowledge has been accumulated about vacuum arcs in the past decades.
Nevertheless, many questions regarding why exactly we observe certain behaviours remain still
unanswered, or have been answered only phenomenologically. What exactly a vacuum arc is, what
facts are known, and what the open questions are, is discussed with respect to this thesis below.
3.1 DEFINITION AND NATURE OF VACUUM ARCS
A vacuum arc can be defined as an electric discharge occurring between two electrodes in vacuum.
Perhaps a broader meaning is carried by the term cathodic arcs; these are arc discharges supplied by
the cathode material which can occur either in vacuum or in the presence of an ambient gas [36].
Yet another type of arc is the unipolar arc; unipolar arcs are similar to vacuum arcs, only instead
of striking between two solid electrodes they strike between one solid electrode and a plasma [37]
(e.g. in a tokamak).
One may also distinguish between arcs and sparks. Sparks are momentary gas discharges that
extinguish by themselves once the charges are neutralised; arcs are continuous discharges that are
able to sustain themselves as long as energy and particles are available to the plasma. In other words,
a spark consumes only the electrostatic energy that is stored in the system, while arcs are typically
supplied by an external energy source as well. In another sense (which is not discussed here), sparks
can also refer to chemically burning, hot particles flying off from a material, such as wood.
Unless the overall anode temperature is very high, arc discharges are always cathode-
Figure 3.1: Picture of a cathode spot
taken 3 µs after ignition with a high
speed camera and an exposure time of
50 ns. A figure from [38].
dominated [36]. That is, the plasma particles are supplied
from the cathode material and the anode is only a passive
electron collector. The ‘footings’ of the arc that supply the
plasma and above which the plasma is the densest, are called
cathode spots (Fig. 3.1). In vacuum arcs, the emission of
electrons from the cathode can occur via two mechanisms:
through thermionic emission, when the cathode tempera-
ture is elevated and/or through field emission, in the pres-
ence of high electric fields [31, 39].
In the context of accelerators, the term electrical break-
down is often used and almost always signifies vacuum arc
discharges that affect the accelerator performance. How-
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ever, electrical breakdowns may also occur in solid state dielectrics and in this case may not involve
an arc or plasma at all.
Breakdowns in a CLIC-like environment fall into the category of vacuum arcs that are initiated
due to high electric fields. The dominant electron emission mechanism is field emission. Since the
electrodes are kept at room temperature, the arcs are of the cathodic type. This was also confirmed
by dedicated experiments with the DC setup, which have shown that the breakdown properties
depend only on the cathode material [40]. The measurement techniques of the DC setup shall be
presented in Sec. 4.1.
3.2 THE ‘LIFE CYCLE’ OF VACUUM ARCS
Below, we summarise the entire ‘life cycle’ of vacuum arcs that are initiated due to a high electric
field. Our description is based on a phenomenological picture of vacuum arcs [20], which has
become widespread in this field. A schematic illustration of the life cycle is given in Fig. 3.2.
Figure 3.2: Schematic illustration of the life cycle of vacuum arcs initiated due to a high electric field
in a phenomenological approach. For other types of arcs, the triggering, emission, and evaporation
mechanisms may differ. Once the arc reaches stage (4), a continuous burning of the arc is initiated,
while the field emitters constantly re-arrange. The life cycle ends and the vacuum arc extinguishes
when the energy available to the arc is consumed.
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Some surface features, like impurities or geometrical features (surface roughness, sharp edges)
left over from the manufacturing and machining processes, may be present on the cathode even
prior to applying any electric field. According to some theories, such features may serve as an ini-
tial field emitter that can trigger a breakdown [28]. On the other hand, assuming a well-prepared
surface, the significance of such features can be negligible. Another explanation for the presence of
field emitters on the cathode surface is that they form while a high external electric field is applied
to the surface. From whiskers to voids [32–34], several triggering mechanisms have been proposed.
However, the dominant mechanism, which might depend on the material and its preparation tech-
nique, is still not definite.
Independent of what the triggering mechanism (1) in Fig. 3.2 is, once a strong enough1 emitter
is present, the vacuum arc life cycle can be summarised as follows:
(2) The external electric field is enhanced at the emitter, and field emission of electrons occurs. The
field emission current may heat the emitter significantly [33]. Due to a mixture of high electric
field and temperature effects, the field emitter serves also as a source of non-electron species. As
a consequence, neutrals accumulate above the emitter. At this stage, negative charges dominate
above the emitter and screen the external potential. Thus the field emission current is limited
by the space charge, that is, the spatial charge distribution, of the emitted electrons themselves.
(3) Through ionisation collisions between neutrals and electrons, more and more ions are pro-
duced. After some time, a plasma and with it a plasma sheath are formed. A plasma can be
defined as a gas of particles containing a non-negligible amount of free charges, which is overall
quasi-neutral and governed by a collective behaviour due to the interactions between the free
charges. Whenever a plasma faces an absorbing boundary, a plasma sheath will form at that
boundary, a layer in which the flow velocities of electrons and ions become balanced through a
difference in densities and a corresponding sheath potential that decelerates electrons and accel-
erates ions.
(4) Once a plasma sheath is present, the vacuum arc enters a ‘steady-state’ or self-maintaining
regime that is often referred to as ‘burning’ (which is unrelated to the word’s conventional
meaning of an exothermic chemical reaction). In parallel, the cathode is continuously bom-
barded with ions which leads to crater formation on the surface. How the vacuum arc becomes
self-maintaining, and how craters can be formed during the early stage of arc burning, will be
addressed in Secs. 5.2.2 and 5.4, respectively.
(5) As a consequence of ion bombardment, the cathode surface is strongly modified and the emitter
distribution is re-arranged. At the same time, the electric field can be enhanced locally to high
1The requirements on a field emitter for a vacuum arc to form shall be discussed in Sec. 5.1.
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values due to the plasma sheath, which can lead to the formation of new field emitters.
A more quantitative picture of what happens during the stages (2)–(5), and what the typical
time- and length scales involved are, shall be given in this thesis. The life cycle of the vacuum arc
comes to an end when the energy available to the arc is exhausted; the vacuum arc extinguishes.
3.3 OBSERVATIONS AND FACTS
The plasma core near the cathode spot can have local electron number densities of up to 1020–
1022 1/cm3 [41, 42], nearing the density of a solid. Further away from the core, the density drops
as the plasma expands into vacuum. Corresponding electron temperatures in the cathode spot are
in the range 1–5 eV [43–45]. For Cu, highly ionised species up to Cu-V can be present [46], with a
mean charge number of two [21].
Vacuum arcs can reach currents up to 10–100 A [21] once they are fully developed. This is
also the typical range seen in experiments with the DC setup (to be discussed in detail in Sec. 5.5).
Current densities in the cathode spot can be as high as 1011–1012 A/m2 [47, 48]. Such extreme
current densities can lead to a fast destruction of sharp tips, that can serve as emitters, in less than a
µs [49, 50].
At the same time, the steady-state burning voltage of an arc is rather low (usually below 100 V);
for a clean Cu surface, the typical burning voltage is about 20 V [21]. The potential across the
Figure 3.3: Schematic potential profile across
the discharge gap. A figure adapted from [36].
discharge gap in a fully developed arc that fills
the whole discharge gap is shown schematically in
Fig. 3.3. The burning voltage is defined as the volt-
age that drops between the anode and the cathode
during the arc. Most of the burning voltage drops
close to the cathode, in the plasma sheath (cathode
fall). The cathode fall is material dependent and, in
addition, it characterises the emission mechanism.
A sheath will form at the anode as well (anode fall),
which can be positive or negative depending on arc current, anode area, etc. [36].
The range of cathode area that is involved in the process of arcing covers many orders of magni-
tude. Field emission measurements carried out at 10−10–10−9 A with the DC setup imply emission
areas in the range 10−20–10−16 m2 [26] based on data fits to the Fowler-Nordheim equation (Eq. 3.1).
In a fully developed arc, with currents up to 10–100 A, the total damaged cathode area after one
arcing event is about (10–100 µm)2 = 10−10–10−8 m2 [27]. Typical damage and crater shapes seen
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for Cu with the DC setup and in CLIC RF cavity tests are shown in Fig. 3.4. In conclusion, both
in terms of current and area, vacuum arcs can cover a range of up to 12 orders of magnitude, which
is why a single modelling method can not cover the full dynamic range of the phenomenon.
Figure 3.4: Scanning electron microscope images of the typical surface damage caused by several
vacuum arcs on a Cu sample measured with the DC setup (left) and on one of the irises of the T18
CLIC test cavity (right).
3.3.1 Cathode spots and their ‘movement’
Cathode spots were defined above as the footings of the arc that supply the plasma (Fig. 3.1). Cath-
ode spots have been investigated for decades now, not only because the number and current densities
can be extracted from studying them, but also because they exhibit a complex dynamic behaviour
in time that can be observed through brightness fluctuations with high speed cameras.
Firstly, cathode spots have sub-structure; they seem to consist of several smaller spots. On dif-
ferent spatial scales, a self-similarity, or fractal-like structure of the spots was observed [51, 52],
which can be related to the stochastic-deterministic nature of arc triggering [36]. Indeed, CLIC
breakdown experiments also show the double nature of vacuum arc triggering: stochastic in terms
of which pulse and where in the pulse the breakdown occurs [10, 53], and yet deterministic con-
cerning the local field required for ignition (to be discussed further in Sec. 4.1).
Secondly, cathode spots seem to ‘wander’ around the cathode; that is, the spot itself does not
move, but rather the centre of ignition changes. When a certain emission site is extinguished,
another one ignites. Therefore, the plasma and with it the light emission follows the location of the
strongest emitter, and thus the spot appears to ‘move’. In the absence of a magnetic field, the spot
‘movement’ can be described with a random-walk model [54, 55]. In the presence of a magnetic
field, the spot follows a retrograde motion in the −j×B direction [56, 57].
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3.3.2 Field emission
For vacuum arcs occurring between room temperature electrodes that are exposed to a high exter-
nal electric field E , the dominant electron emission mechanism is field emission. The field emission
current density jFN can be calculated from the electron tunneling probability over a potential bar-
rier that is lowered by the presence of the electric field; this current density is described by the
Fowler-Nordheim formulae. The original form of the Fowler-Nordheim equation was derived for
the tunneling of an electron through a triangular potential barrier [58]. The form used in the ex-
periments and simulations presented in this thesis is based on a more realistic power-law potential















where IFN is the field emission current, Aem is the emission area, φ is the work function, e the
elementary charge, and Eloc the local field to be defined shortly. The valueφ= 4.5 eV [62] has been
used as an average both for polycrystalline Cu and Mo (investigated in publication I). t (y) and v(y)




























when [ jFN] = A/m
2, [Eloc] = V/m and [φ] = eV, and where ħh is the reduced Planck constant
and me the electron mass. The Wang and Loew approximation [63] has been used for the elliptic
functions t (y) and v(y), setting t (y) = 1 and v(y) = 0.956− 1.062y2.
Unless measuring field emission very close to the surface (e.g. in field electron microscopy), the
variable appearing in Eq. 3.1 is not simply E as one would expect, but is replaced with Eloc
def.= βE ,
containing the field enhancement factor β. This field enhancement factor is a phenomenological
factor that was originally introduced as a constant, because currents obtained in field emission
measurements from large areas — even though following the Fowler-Nordheim trend — turned out
to be much higher than what would be expected based on purely E [61, 64].
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The field enhancement factor is usually attributed to ‘protrusions’ on the cathode surface that
can locally enhance the external electric field. One way to enhance the field is through the presence
of geometrical features (emitter ‘tips’) that curve and densify the field lines at sharp edges. The
geometrical field enhancement of a spherically rounded tip, for instance, is frequently approximated
as β = h/r + 2 [65], where h is the height and r the radius of the tip. Hence, to explain the
experimentally observed β ® 100 for Cu, a 10 nm broad tip would have to be about 500 nm high.
Nobody has ever observed such features; nevertheless, their existence cannot be excluded since they
might simply not be present when the electric field is off and the surfaces are observed.
An alternative explanation of highβ values is given by Schottky’s conjecture on the multiplica-
tion of field enhancement factors, sometimes also called ‘tip on tip’ model. In this model, the final
β is interpreted as a compound of a larger tip with βl — stemming from surface roughness, for in-
stance — and a smaller tip with βs placed on top of it, resulting in a multiplicative enhancement of
β≈βlβs [66]. Another way of obtaining an enhanced electron current could be a locally lowered
work function (cf. Eq. 3.1), when impurities or crystallographic defects are present on or close to
the surface.
3.4 SOME OPEN QUESTIONS
It remains to be proven by future experiments which features serve as a source of enhanced field
emission and how a β can be assigned to these features. What triggers an arc is also investigated in
ongoing theoretical studies [34]; however, knowing the origin of β is not essential for the studies
presented here. Nevertheless, it should be pointed out thatβ is not necessarily a constant but could
depend on other quantities such as E .
All this relates to another question, namely to whether and to what extent breakdown initia-
tion is stochastic or deterministic in its nature. RF Cu cavity tests, for instance, have shown a flat
breakdown distribution over the RF pulse length [53], suggesting a purely probabilistic occurrence.
In contrast, DC Cu breakdown rate experiments interleaved with field emission scans (cf. Sec. 4.1)
have shown that β grows from pulse to pulse prior to breakdown and the breakdown determinis-
tically occurs when a given Eloc is exceeded [67]. Future experiments are planned to investigate the
stochastic/deterministic nature of breakdowns further.
Furthermore,β evolving from pulse-to-pulse indicates that the repetitive application of E could
alter the surface and thus there could be a ‘memory effect’. If so, β could depend on several quan-
tities such as E , the pulse length, the energy stored in the pulse, etc. The possible dependence of
β on other quantities is only one of the open questions to which experiments shall give an answer.
Another essential question is how RF and DC breakdowns relate to each other and how results
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obtained in one case can be translated to the other.
Once the field emission is already present, what remains to be understood is under what condi-
tions a plasma will form and what the role of the local field in the initiation of the plasma is. Also,
a plasma model should explain how this field emission can turn into a fully developed arc.
• What are the transitions the breakdown undergoes during this time?
• How do we get from nano-scale field emission areas to macroscopic damaged spots?
• Can the cathode spot expand and how can we interpret its ‘movement’?
• How does the discharge gap evolve from a high-voltage open-circuit element to a low-burning-
voltage plasma?
All these questions are going to be addressed in Sec. 5.
The properties of a self-maintaining arc plasma and the role of the plasma sheath in this process
are yet to be determined. Furthermore, the lifetime of an arc and what makes it extinguish also
need to be understood. Modelling a non-linear phenomenon, it is also desirable to investigate what
factors in the numerical model may influence the results and predictions of the model.
Finally, since the interaction between the plasma and the cathode surface is essential for vacuum
arcs, a link between plasma fluxes and sputtering yields should be established and incorporated into
both the plasma and the surface damage model. Moreover, obtaining a better understanding of
the crater formation mechanism of breakdowns could help to compare the experiments with the
theory.
4 Methods
Studying vacuum arcs is a challenging task mainly because the different phenomena occurring at
different stages of a vacuum arc are all interconnected and cannot be treated ignoring this connec-
tion. Therefore many areas of physics are inseparably involved in the modelling, and the choice of
tools must reflect this fact. In the following, experimental as well as plasma and materials science
simulation tools are presented.
4.1 MEASUREMENTS WITH THE DC SETUP
In the DC setup, measurements of DC vacuum arcs are carried out under UHV conditions in the
pressure range 2×10−11–10−9 mbar. Discharges are generated between a rectangular Cu sample (the
cathode) and a spherically rounded Cu rod with a diameter of 2.3 mm (the anode), see Fig. 4.1.
The cathode is grounded at all times and the anode is typically powered with +1–2 kV during
Figure 4.1: Discharge gap in one of
the DC setups at CERN.
field emission scans and +4–6 kV during breakdown field mea-
surements. With a discharge gap separation of about 20 µm, the
latter translates to an electric field of 200–300 MV/m, which is
also a typical surface field in RF accelerating cavities [22, 68].
With the aid of field emission scans, the field emission cur-
rent IFE as a function of external electric field E can be ob-
tained. Measuring in the range where space charge effects are
negligible, that is 2× 10−11–10−9 A in the present setup (the
lower limit corresponds to limitations in the measurement
technique), the field enhancement factor β can be obtained
by a fit to the Fowler-Nordheim equation (Eq. 3.1).
In breakdown field measurements, the external electric field
is ramped up step-wise in order to determine the highest elec-
tric field that can be sustained without a breakdown occurring.
This field is the breakdown field Eb. Note that during the voltage ramp the current rises explosively,
in a very non-linear manner (cf. Eq. 3.1). Measuring Eb repeatedly on the same spot, some materials
exhibit conditioning (e.g. Cu) and some de-conditioning (e.g. Mo), which means that after a given
amount of breakdown events, Eb is higher or lower, respectively, than on an undamaged surface;
i.e. processing occurs1. The average breakdown field that is reached after processing is called the
1Solely the cathode is processed here, since the anode is processed with breakdowns on a separate spot, before
acquiring measurement data. After that, measurements are taken on another, virgin spot on the cathode.
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saturated field Esat; this Esat characterises how ‘resistant’ a material is to breakdowns and thus allows
us to rank materials according to this property [40, 69]. Combining field emission scans prior to
breakdown and breakdown field measurements afterwards, the local field Eloc = βEb for Cu, after
processing, was found to always have about the same value, ECu
loc
∼ 10–11 GV/m [67].
It should be remarked that DC processing differs from RF cavity processing in mainly two
aspects: (i) having different energy flows and electrostatic instead of electromagnetic fields and (ii)
the area probed by the breakdown events: in DC, a small area with a radius of around 800 µm is
probed over and over again, whereas in RF most of the breakdowns occur on undamaged areas.
Figure 4.2: Simplified circuit
diagram of the DC setup dur-
ing breakdown field measure-
ments.
In CLIC RF cavity tests, by looking at the energy balance of
incident, transmitted, and reflected signals during a breakdown
event, it was experimentally observed that almost all the energy
stored in a pulse (about 1–10 J [70]) can be ‘missing’. Currently, it
cannot be directly determined how much of this missing energy is
consumed by the vacuum arc itself; however, measurements with
Faraday cups indicate that most of the missing energy might go
into the acceleration of field emission electrons [53]. Thus the
estimated typical range of energy consumption in an RF vacuum
arc is about 1 mJ–1 J [68].
In the DC setup, the energy available to a vacuum arc is stored in an external capacitor; a simpli-
fied circuit is shown in Fig. 4.2. The corresponding capacitance Cext = O (1–10 nF) is variable and
allows by design the investigation of the energy range of about 1 mJ to 1 J reported in publication
I, matching the estimated energy consumption of a breakdown in an RF cavity.
When modelling the plasma initiation on ns timescales, one should take into account that, in
reality, the external capacitor is connected through a couple of metres of wire. Since the signal
transmission speed is limited to the propagation speed of light, about 30 cm/ns, in the first couple
of ns only the much smaller internal capacitance of the discharge gap C ∼ 1–10 pF can serve as a
source of charges.
4.2 PARTICLE-IN-CELL SIMULATIONS
The numerical modelling of plasmas requires methods that are quite different from e.g. methods
that are used to simulate solids. The particles of interest in plasma systems are usually electrons,
neutrals, and ions, and although these particles are not bound together like the particles in a lattice,
they are intrinsically tied together through electromagnetic interactions. Thus, when describing
plasmas, both microscopic and macroscopic information are equally important.
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For the plasma simulations presented in publication III, the sequential 2D ARC-PIC code has
been used. Plasma initiation in vacuum arcs has been simulated with total run times of up to ∼ 1–
1.5 months, using up to 1.5 million particles. Amongst others, the 2D ARC-PIC code shall be
described below.
4.2.1 Computer simulation of plasmas
In principle, the dynamics of a plasma can be fully described by the Newton-Maxwell system of
equations. On the other hand, due to the usually large number of particles in a plasma and limited
computational capacity, keeping track of all individual particles is in practice unrealistic; simpli-
fied approaches are necessary. Depending on whether predominantly microscopic or macroscopic
information is required in the given problem and depending on applicability, a kinetic or fluid de-
scription may be used. However, the applicability of these methods is largely dependent on the
collisionality of the plasma in question.
In the fluid description, the plasma is treated as a single macroscopic object, a ‘conductive fluid’,
that obeys besides hydrodynamic equations also Maxwell’s equations. Computational fluid models
aim at determining the evolution of hydrodynamic macroscopic quantities in a system, such as mass
density, current density, and macroscopic (bulk plasma) velocity. Perhaps the simplest approach is
ideal magnetohydrodynamics, which is a single fluid description that treats the fluid as a perfect
conductor.
More sophisticated approaches, such as multi-fluid models describing different species sepa-
rately, exist as well. Generally, fluid approaches are based on assumptions concerning the equation
of state, electrical resistivity, and above all, collisionality. Since fluid models are based on classical
thermodynamics and hydrodynamics, the applicability of a fluid model is restricted to strongly
collisional plasmas that are in quasi-static equilibrium, that is, they follow locally a Maxwell-
Boltzmann distribution.
In plasmas that are far from a Maxwell-Boltzmann distribution and/or in collisionless plasmas
where thermalisation cannot take place, a kinetic description can be used. Kinetic models aim at
describing the spatial and temporal evolution of both microscopic and macroscopic quantities such
as number density n, temperature T , pressure p, and local information on particle positions r and
velocities v and thus can capture the velocity distribution function locally in the plasma. In a kinetic
description, the macroscopic quantities need to be derived from the microscopic quantities.
Kinetic theory has its roots in assuming a weakly coupled plasma where multiple particle cor-
relations of three or more particles can be neglected. Starting from a fundamental level, a plasma
in which the number of particles for each species is conserved will obey the continuity equation of
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∂ ( f v)
∂ r
+
∂ ( f a)
∂ v
= 0 . (4.1)
Here t , r, and v are independent variables, so∇r ·v= 0. If now the plasma is perfectly collisionless
such that the particles are uncorrelated, one may assume ∇v · a = 0 as well. Thus the fundamental












= 0 , (4.2)
where in plasma physics applications, F usually stands for the Lorentz force F = q(E+ v× B).
Collisions, however, introduce additional forces to the system and alter the evolution of the distri-
bution f . Thus in collisional kinetic theory, by introducing a collision operator we arrive at the



















Although the Fokker-Planck-Maxwell system has less degrees of freedom (DOF) than the origi-
nal Newton-Maxwell system, fully solving Eq. 4.3 for a tokamak plasma, for instance, is currently
still too demanding [73]. To reduce the complexity of the kinetic problem, gyrokinetic and gy-
rofluid models have been developed [74] for the simulation of magnetised plasmas. Gyrokinetic
models aim at reducing one of the six DOF in Eq. 4.3 by moving to guiding-centre2 coordinates and
ignoring the rapidly changing gyrophase of the particle, while taking into account kinetic effects
such as the effect of a finite Larmor radius [73]. Two main types of gyrokinetic models exist [75]:
(i) the Lagrangian approach that samples the distribution function via marker particles and (ii) the
Vlasov or Eulerian models that use a continuum approach to describe f .
On the boundary between kinetic and fluid description there are, for instance, gyrofluid models
that construct different moments of Eq. 4.3 (or Eq. 4.2) and apply an appropriate closure, assuming
thereby an equilibration of flows and currents [76]. Kinetic and fluid descriptions may also be
coupled in hybrid models [77].
For the modelling of plasma initiation in vacuum arcs, the particle-in-cell method [77–80] has
been applied. PIC is a commonly used method in the area of plasma physics that is based on
2In the presence of a uniform or spatially and/or temporally slowly varying magnetic field, the trajectory of a
charged particle can be described as a superposition of a fast gyromotion around the magnetic field lines and a slow
drift of the guiding centre of this gyromotion.
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a kinetic description using the Lagrangian approach. The kinetic approach is essential for the
modelling of the transient plasma initiation phase, where the velocity distributions are far from
Maxwellian. Moreover, only the self-consistent treatment of particle-induced and external fields of
the PIC method can allow for an appropriate treatment of a system where high electric fields and
boundaries (absorbing walls) are present.
With the PIC method, particles are described in a continuous phase space, in a Lagrangian (mov-
ing) reference frame, while plasma macroscopic quantities (potential, densities, etc.) are discretised
onto mesh points in a Eulerian (stationary) frame. Thus the two main components of a PIC code,
the particle mover and the field solver, operate in different spaces. To obtain the forces acting on
particles that enter the particle mover, a field interpolation method is required that interpolates the
electric field from grid points to particle positions. To obtain the charge density that enters the field
solver, charge assignment to the grid points has to be carried out, which extrapolates the number
density from the particle positions. In order to limit the DOF in the system, the PIC method makes
use of the fact that the acceleration due to the Lorentz force depends only on the charge-to-mass ra-
tio (Eq. 4.5b) by simulating superparticles, which correspond to many real particles but are treated
by the code as a single particle.
4.2.2 ARC-PIC simulation procedure and methods
Plasma initiation in vacuum arcs has been modelled with two sequential, electrostatic PIC codes:
the 1D ARC-PIC code [81] and the 2D ARC-PIC code described in publications III and IV. The
1D ARC-PIC and the 2D ARC-PIC codes use a Cartesian and a cylindrically symmetric coordinate
system, respectively. The discharge gap consists of two parallel electrodes in both cases. In the
cylindrically symmetric system, the two coordinates are the distance from the cathode z and the
distance from the symmetry axis r . Since both codes apply the same computational methods, the
same simulation procedure, and differ mainly in their dimensionality, only the 2D ARC-PIC code
is discussed below; the equations of the 1D ARC-PIC Cartesian code can be obtained in the limit
r = 0.
The simulation procedure with the 2D ARC-PIC code follows the usual PIC procedure, as il-
lustrated schematically in Fig. 4.3. The fundamental simulation time step ∆t is the time step at
which the fast motion of electrons is resolved. To save computation time, bigger time steps can be
applied for slower processes and non-electron species. In our simulations, we used only two differ-
ent time steps, setting the injection and collision time steps indicted in Fig. 4.3 to ∆tinj,e =∆t and
∆tinj,Cu =∆tcoll,e =∆tcoll,ion =∆tion = 5∆t .
The simulation is initialised by choosing a given set of parameters which will determine
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Figure 4.3: Schematic of the simulation procedure in the 2D ARC-PIC code. Some steps in the
procedure are carried out only at a multiple of the fundamental time step.
• the external electric circuit,
• the properties of the field emitter,
• the system size and the numerical resolution: the time step ∆t , the grid size ∆z, and the
real-to-superparticle ratio NSP.
The numerical resolution applied in the simulation has to be suitably ‘guessed’ initially. To
ensure the validity of this ‘guess’ and the stability of the solution, the fulfilment of the following
stability conditions is followed regularly in the code:
∆t ® 0.2ω−1pe , (4.4a)










the Debye length. These constraints
can be estimated considering the harmonic oscillations of a linear, unmagnetised plasma [78, 82].
The real-to-superparticle ratio has to be chosen such that the amount of particles is large enough
during the field emission phase to avoid numerical instabilities and, at the same time, low enough
in the final stage of the simulation to avoid memory overflow.
The simulation will start from perfect vacuum, assuming a field emitter that has the chosen
characteristics. This field emitter is a source of electron field emission and Cu neutral evaporation
right from the beginning. Once particles are present in the system, collisions can take place in the
discharge gap and plasma-wall interactions at the boundaries. At the same time, the electric circuit
parameters will determine the total energy available for breakdown, and thus the evolution of the
external potential at the electrodes. The details and assumptions of the physics model incorporated
into the code shall be given in Sec. 4.2.3.
Over the entire simulation time, output is generated typically a few hundred times. The output
contains the phase-space coordinates of the superparticles, the macroscopic quantities of the plasma
derived from these coordinates, as well as information on the particle currents at the boundaries
and resulting electric circuit parameters.
Given that the simulated phenomenon can produce explosively a large amount of particles,
there can be several reasons for the simulation to stop:
• the density grows so high that the stability conditions (Eq. 4.4) are not fulfilled anymore and
the solution becomes unreliable,
• the number of particles grows so high that memory limitations are reached,
• the chosen total simulation time tmax is completed.
The 2D ARC-PIC code is a 2d3v PIC code, where particles are described in a five-dimensional
phase space with two coordinates (2d) and three velocity components (3v). A uniform mesh is used
with an equal grid size in both dimensions,∆z =∆r . The two-dimensional cylindrical system can
be understood as a three-dimensional cylindrical system rotated into the same azimuthal angle, see
Fig. 4.4. Thus, the volume element V increases linearly with radial distance, V (r )∝ r , and with it
the number density n a particle corresponds to decreases as n(r )∝ 1/r .
The PIC particle mover solves Newton’s equation using the finite difference method (FDM):




(E+ vp×B)∆t , (4.5b)
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Figure 4.4: Illustration of the (r, z)-geometry of the 2D ARC-PIC code, where r is the radial coor-
dinate and z the height coordinate (distance from the cathode).
where qp is the charge and mp the mass of the particle p, E the electric and B the magnetic field. The
particle mover applies the Boris method [77, 83], which is an implicit solver calculating particle
velocities from the already updated fields. With an optional external magnetic field the velocity
updating takes the following four steps (note that velocities have three (z, r,ϑ), but fields only two






























Once the velocities are updated, the particles are moved:










For a non-zero ϑ-component of the velocity (originating from e.g. collisions or a magnetic field),
the particles should also move in the ϑ-direction by vp,ϑ∆t . However, since the ϑ-coordinate is
not resolved in the model, instead of moving the particles in ϑ-direction, we rotate the r - and
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ϑ-components of the particle velocity into a frame where ϑ vanishes again. This rotation is deter-























Having thus calculated the new particle positions and velocities, the updated forces and fields
















(ni− ne) , (4.9)
where ni and ne are ion and electron number densities, respectively. A five-point difference approxi-
mation is used to discretise the above expression with the FDM at a given mesh point (z = k , r = j ):
∑
5-p.






where the constants cm are mesh-point dependent. The above sparse matrix inversion problem is
efficiently solved with the lower-upper factorisation method using the SUPERLU package [84].
The linear cloud-in-cell scheme [77] is used to both interpolate the electric field from grid points
Figure 4.5: The ‘shape’ of a particle (red dot) in the
cloud-in-cell scheme and the value of the weight-
ing function W = W (r, z) at the grid points
around the particle.
to particle positions, and to extrapolate num-
ber densities from particle positions to grid
points, see Fig. 4.5. On a uniform grid,
choosing the same schemes for field interpola-
tion and charge assignment ensures appropri-
ate space-symmetry of forces and momentum
conservation [82].
Developed for the treatment of copper
plasma with three species, e−, Cu, and Cu+, the
ARC-PIC codes include collision routines de-
veloped at the Max-Planck-Institut für Plasma-
physik [85]. Collisions are described with the
Monte Carlo algorithm, which is based on the
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concepts developed for the direct Monte Carlo simulation of rarefied gases [86, 87]. The follow-
ing interactions have been implemented, using experimentally-measured, energy-dependent cross
sections:
• Coulomb collisions between the pairs (e−, e−), (Cu+, Cu+), (e−, Cu+) [88],
• Elastic collisions between the pairs (e− + Cu) [89], (Cu + Cu),
• Impact ionisation: e− + Cu −→ 2 e− + Cu+ [90],
• Charge exchange and momentum transfer: Cu+ + Cu −→ Cu + Cu+ [91].
Elastic collisions, Cu + Cu −→ Cu + Cu, have been included as well. Note that, on larger length
scales, Eq. 4.10 takes care of the Coulomb interactions automatically. However, as the field solver is
required to be free of self-forces, inside a cell the field generated by a particle must decrease with de-
creasing distance from the particle. Hence, inter-particle forces inside the cells are underestimated,
which is balanced with the aid of the Coulomb collisions listed above.
In all these collisions, except for the Coulomb collisions, the collision probability Pi is approxi-
mated as
Pi = 1− e
−σnvreld tcoll ≈ σnvrel∆tcoll , (4.11)
where σ is the collision cross-section, n the local density of target particles, vrel the relative velocity
of incident particles, and ∆tcoll the collision time step. Due to the long-range characteristic of
the Coulomb force, the Coulomb scattering involves typically several charged particles and can be
described as a diffusion process in velocity space [92]. Hence, for Coulomb collisions, a binary
collision model [88] was applied. In this model, the variable δ = tanϑ/2, where ϑ is the scattering
angle in the relative velocity frame, is chosen randomly from a Gaussian distribution such that the









where α and β denote the species, nL is the lowest of the different species’ densities, lnλ is the
Coulomb logarithm, and m∗ is the reduced mass. Impact ionisation collisions are treated with an
algorithm similar to the null-collision method described in Ref. [93]. The only difference is that,
in the ARC-PIC codes, the collision probability is calculated for each of the electron-neutral pairs
chosen for collision, and is then compared to a random number R ∈ (0,1) in order to decide whether
the collision takes place.
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4.2.3 Physics model for the vacuum arc
Corresponding to DC experiments, a discharge gap of 20 µm is modelled with two parallel Cu
electrodes. The electrodes have a 12 µm radius in the 2D model, see Fig. 4.6. The cathode is kept
Figure 4.6: Schematic of the 2D simulation system. The 1D system corresponds to the r = 0 line.
at ground potential and the anode is initially powered with a voltage V ∼+4–6 kV, resulting in an
external electric field of E ∼ 200–300 MV/m across the gap. A uniform grid is applied to the whole
simulation domain, with a grid size of typically 0.1 µm in both z and r directions. The time step
is typically O (1–5 fs) and the real-to-superparticle ratio is O (10–100). In the 1D model, the voltage
is set to drop exponentially with a time constant τ once a current density of 2–3× 10−3 A/µm2
is drawn. This value was chosen such that it corresponds to the build-up of an ion current in
addition to the electron current. In the 2D model, the voltage drop is self-consistently calculated
using a realistic circuit model based on Fig. 4.2, in which the energy available for breakdown is
stored in capacitors. In the first 5 ns, only the capacitance of the discharge gap C = O (1–10 pF)
determines the charge Q that is available to the plasma, while later charges can also be supplied
from Cext = O (1–10 nF). Knowing the charge Q(ti) and the current I (ti) at a given time step ti, the




, where C∗ =
(
C if (t ≤ 5 ns) ,
Cext if (t > 5 ns) ,
(4.13)
and where Q(t0) =V0C and Q(ti = 5 ns) =Q(ti-1)+V (ti)Cext ≈V (ti)Cext.
In the beginning, perfect vacuum and a field emitter on the cathode surface are assumed. The
emitter is the source of electron field emission and Cu neutral evaporation. In the 1D simulations,
only the emitter-covered part of the cathode is modelled and the area of the emitter is not resolved.
In the 2D simulations, a cylindrical field emitter with an emission radius of Rem is modelled. In
both cases, the field emitter has initially a field enhancement factor β = β0, leading to a locally
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enhanced field of Eloc = β0E . As the emitter also evaporates, the erosion of the emitter is taken
into account by linearly reducing β with the atoms evaporated; here it is assumed that the field
enhancement factor represents the height to radius aspect ratio of the field emitter [29, 94]. Once
a threshold electron field emission current density jmelt is exceeded, the ‘melting’ of the emitter
takes place; this sets β = 1 in the 1D case and β = βf (see below) in the 2D case. For a large
enough (i.e. classically treatable) tip-like Cu protrusion jmelt = O (1012–1013 A/m2) can be estimated
based on Joule heating. Since in the 2D model Rem is typically O (∆z), in practice the radius of
particle injection Rinj can be chosen to be slightly bigger than Rem to ensure numerical stability. In
addition, in the 2D model, field emission can also occur at the ‘flat’ cathode surface with βf. In all
cases, Fowler-Nordheim emission is applied only up to Eloc = 12 GV/m, which is the validity range
for pure field emission [39]; above 12 GV/m, a constant extrapolation of the curve is used.
In reality, the evaporation of atoms from the emitter is due to a complex interplay of different
thermal and field-related processes [32]. In lieu of a self-consistent, ab initio calculation of evapora-
tion rates via MD simulations [32], a phenomenological evaporation scheme has been used in the
PIC models. Motivated by the fact that the high local field can result in a high enough electron field
emission current density to heat up a thin emitter significantly [33], ‘field assisted thermal evap-
oration’ is assumed that follows the field emission in a constant ratio rCu/e. This is based on MD
simulations [32, 33], which show that sharp field emitter tips, that are heated by the electron cur-
rent, can lead to enhanced atom emission compared to the pure low-temperature field evaporation
of ions [95].
In addition to field emission and neutral evaporation from the field emitter, different sputtering
processes can take place at the electrodes and serve as further sources of electrons and neutrals:
• Cu and Cu+ impinging at either electrode can sputter Cu with an experimentally measured,
energy dependent sputtering yield [96].
• Via MD simulations, plasma ions that are accelerated over the sheath and impinge at the
cathode with a high flux were shown to lead to a heat spike sputtering (see Sec. 5.4). As
a result, the sputtering yield is enhanced compared to the above mentioned experimentally
measured yield. Thus in PIC, above a Cu+ flux of 6× 1023 1/cm2/s incident to the cathode,
an average sputtering yield of Y = 1000 is applied (cf. Fig. 5.8). Note that this enhanced
sputtering yield is only applicable for high-energy ions in the early stage of arc burning, which
shall be discussed in detail in Sec. 5.4.
• High-energy ions can also cause a non-negligible secondary electron yield (SEY) at the cath-
ode. Therefore, above a Cu+ impact energy of 100 eV, a SEY of 0.5 is applied (an estimate
based on [97]).
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Thus, the only source of Cu+ ions in the model is impact ionisation collisions; all particles
that are injected from the boundaries are either electrons or Cu neutrals. The injection of a given

























where r1, r2, and r3 ∈ [0,1] are random numbers and the plus and minus sign is applied for an
injection from the cathode and anode, respectively. The injection temperatures Tp can be adjusted.
4.3 MOLECULAR DYNAMICS SIMULATIONS
The molecular dynamics method [98] is a suitable choice whenever one is interested in gaining mi-
croscopic information on how the phase space variables of particles (atoms or molecules) in a given
system evolve; macroscopic information such as energy, temperature, and pressure can be obtained
through the formalism of a thermodynamic ensemble, by calculating time averaged quantities us-
ing the ergodic hypothesis. Widely applied in materials science and chemistry, one advantage of the
MD method is that it can describe crystal defects and treat collision cascades; a perfect combination
for simulating the breakdown-caused surface damage on the cathode.
For the Cu surface damage simulations presented in VI, the fully parallel PARCAS [99] code has
been used. Single crater formation events have been simulated with up to 2000 processors, total run
times of up to 200000 h, and system sizes of up to 20 million atoms. The techniques used within
PARCAS for this purpose are described below.
4.3.1 Solving the equations of motion
Given that PARCAS is based on the classical MD approach [98], it solves Newton’s equation as an
equation of motion for each atom p in the system:
Fp = mpap , (4.15)
where Fp is the force acting on the atom, mp is the atom’s mass and ap the resulting acceleration.
Since MD treats only the atoms of a lattice, but not the electrons, information on both the inter-
atomic forces and the close-to-equilibrium electronic effects is comprised in the potential energy V
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that determines the force which an atom at position rp is subject to:
Fp =−(∇V )|rp . (4.16)
Contrary to PIC, MD has to track small displacements in the atomic positions. The algorithm
used in PARCAS for solving these equations of motion is the Gear5-algorithm [98], a fifth-order
predictor-corrector algorithm, in which the solution is first ‘guessed’ (predicted) and then corrected
to achieve the desired accuracy. Knowing the particle’s position rp, velocity vp, and acceleration
ap at a given time step ti, the form of these functions at the next time step ti+1 = ti +∆t is first
approximated with a fifth-order Taylor polynomial,












∆t 5 , (4.17)
obtaining also vapproxp (ti+1) and a
approx
p (ti+1) accordingly. On the other hand, the force and the ac-
celeration acting on the particle at the updated position rapproxp (ti+1) can be calculated via Eqs. 4.16





p (ti+1) is used to calculate the corrected v
corr
p (ti+1) and r
corr
p (ti+1).
4.3.2 High energy effects: choice of time step and potential
The potential describing inter-atomic interactions is of central importance in MD (cf. Eq. 4.16) and
must therefore by carefully chosen/constructed depending on the physics problem in question.
Some important factors that need to be taken into account for the simulation of surface modifica-
tion caused by the breakdown of Cu are (i) the high flux of impinging ions, to be taken into account
in the time step and (ii) high-energy effects, to be taken into account in the potential.
The adaptive time step algorithm used in PARCAS [100] ensures that the time step ∆t is suit-
ably chosen for simulations of far-from-equilibrium events such as collision cascades. When ener-
getic particles are present,∆t is decreased to guarantee sufficient accuracy (cf. Eq. 4.17) and energy
conservation, and is increased for computational time saving purposes when the system is close to
equilibrium. Due to the high flux of plasma ions incident on the cathode, the impact time intervals
were as short as O (1–100 fs); in comparison, a typical MD time step is O (1 fs). Thus, special care
had to be taken that there are always at least three time steps simulated between each impact event.
The impact times were selected randomly from a Poisson distribution, with an average flux of about
1025 ions/cm2/s (calculated with PIC simulations).
The well-tested potential by Sabochick and Lam [101–104], based on the embedded-atom
method (EAM) [105, 106], was used for modelling the inter-atomic interactions in Cu. In a lattice,
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long-range interactions are screened and thus in MD it is sufficient to consider only interactions be-
tween close neighbours. Therefore it is usually convenient to divide any N-body potential V into























V3(ri,rj,rk)+ ... , (4.18)
where the first term V1 is only present in case of an external field and the pair potential V2 depends
only on the distance rij = |ri− rj| between the pair. In practice, the summation is carried out only
over atoms that are located within a cut-off radius. Well-suited for the modelling of metals with
a face-centred cubic (FCC) crystal structure, the EAM formalism uses the fact that the electron
density uniquely determines the potential in a solid [107] and thus the atoms of a solid can be
treated as an ‘impurity’ embedded in a sea of electrons. In this approach, the total energy Etot of
the system is expressed as a sum over atom pairs i and j of the short-range pair potential Vij and the




























Regarding high-energy effects, techniques such as energy loss to electrons and repulsive po-
tentials suitable for the simulation of energetic ion interactions with materials [103, 108] were
used. Energy loss to electrons was added as a frictional force slowing down all atoms with a kinetic
energy above that of normal thermal motions [100]. The magnitude of the force was obtained
from the SRIM computer code [109]. The repulsive potential was modified to the Ziegler-Biersack-
Littmark universal potential for inter-atomic separations that are clearly smaller than the equilib-
rium one [110].
4.3.3 Temperature control and boundary conditions
For energy to be conserved, usually a microcanonical, isolated system is modelled. However, when
simulating collision cascades, the system is interacting with its surroundings; the environment
serves as a heat bath of temperature T0, absorbing the heat produced during bombardment. To
avoid unphysical heating in the system, the temperature T of the system has to be adjusted.
In the bombardment simulations in publication VI, a temperature control method after Berend-
sen et al. [111] was utilised. With this method, a friction term is added to the equation of motion
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to adjust the system temperature T to the temperature of the heat bath T0 within a time constant




















at each time step∆t .
The simulation system was assumed to be placed in an ambient temperature of T0 = 300 K,
to which the whole system was thermally relaxed within 1 ps prior to any bombardment. Then,
in one direction, a layer of one cell was fixed at the bottom of the lattice to mimic an underlying
bulk, while bombardment occurred at the top of the lattice. In the perpendicular plane, periodic
boundary conditions were applied. The Berendsen temperature control was applied in a layer of
five cells above the fixed layer as well as at the periodic boundaries.
5 From vacuum arc initiation to extinction
Different stages of the vacuum arc can be experimentally observed with the DC setup: field emis-
sion, breakdown, and resulting surface damage. However, the connection between these different
observations remains to be established in theory. From plasma evolution to the extinction of the
arc — several methods have been used to better understand the different stages and their connection.
The central findings of this thesis are described below.
A crucial element in this study is the modelling of plasma initiation in vacuum arcs, because it
provides a link between field emission and arc development, and thus sub-micron and macroscopic
scales. Moreover, it allows for interrelating theory and measurements in several aspects. Specifically,
one aim is to understand how the transition from field emission to a developed arc takes place and
how the arc can maintain itself. Studying the surface damage both theoretically and experimentally
is also important because here an almost direct comparison between theory and ‘real life’ is possible.
Finally, any information, whether obtained through experiments or theory, that bridges the gap
between DC and RF vacuum arcs is one step on the way to understanding the connection between
the two.
5.1 VACUUM ARC INITIATION
The starting point for the model of plasma initiation in vacuum arcs lies in the experimental ev-
idence of typical field emission parameters measured prior to breakdown. For processed Cu, the
field enhancement factor varies typically in the range β ∼ 30–70, and always such that the local
field leading to breakdown is around Eloc = 10–11 GV/m [67]. The corresponding emission areas
(cf. Eq. 3.1) covering about four orders of magnitude, Aem = O (10−20–10−16) m2 [26], indicate that
electron emission is initially concentrated to a nano-scale region.
The 1D and 2D plasma models are based on two assumptions. Firstly, the existence of a field
emitter on the cathode surface is postulated, which is the source of electron field emission with
a β typical of experiments; in the 2D model, even the emission radii (down to 100 nm) can be
resolved. Secondly, a more crucial assumption is that the emitter also evaporates neutrals and that
this evaporation is proportional to the field emission, with the constant of proportionality being
rCu/e. In the model, the evaporated neutrals are the first atoms that appear in the discharge gap;
without these atoms, no vacuum arc would develop. Thus the time-to-breakdown is expected to




Two requirements for plasma build-up1 have been identified based on the 1D model in II. For
the plasma to build up, the right combination of electrons and Cu neutrals needs to be present in
the discharge gap. Firstly, field emission needs to be initially ‘strong’ enough in order to overcome
the space charge screening of the potential. The ‘strength’ of the field emission can be measured in
terms of jFN, or alternatively, in terms of Eloc (cf. Eq. 3.1). Simulations with different combinations
of an initialβ and an external electric field E showed that, independent of the strength of the neutral
source, no ionisation avalanche (see next paragraph), and thus no plasma, could be produced with
Eloc ® 8 GV/m. However, when starting initially from Eloc ¦ 10 GV/m, a slowly but steadily
growing field emission current density was observed (as will be seen later in Fig. 5.2). This slowly
but steadily growing current density is due to the first ionisations occurring in the system that start
to reduce the space charge screening of the potential, and hence, lead to a rising current density.
If a strong enough neutral source is also present, this growing field emission will lead to an
ionisation avalanche. Since neutrals move very slowly compared to the electrons, they accumulate
over the field emitter forming a ‘cloud’ of neutral gas. The ionisation avalanche or ‘runaway’ occurs
when the neutral density becomes high enough so that on average the electron mean free path of
the impact ionisation, lmfp = 1/(σnCu), becomes smaller than the system length lsys. Note that
densities can vary by orders of magnitude over the system length; typically a local density of nCu ∼
1018 1/cm3 close to the emitter is sufficient to lead to a runaway. Once this critical neutral density
is reached, plasma formation is unavoidable: ions impinging at the cathode will sputter additional
neutrals, leading to a further increase in neutral density, which then again increases ionisation,
sputtering, and so forth.
The identified two requirements together indicate also that the experimentally observed break-
down threshold of Eloc = 10–11 GV/m might indeed be a material-dependent parameter that is
determined by space-charge effects and ionisation rates in the field emission stage.
5.2 EARLY PLASMA DEVELOPMENT
The above observations reveal the necessary conditions for a vacuum arc, i.e. for a plasma to be
initiated: the presence of a sufficiently strong electron and neutral source. However, they don’t
explain how exactly field emission turns into a developed arc when these conditions are fulfilled.
During its early development, the vacuum arc goes through different stages that were studied in
detail in III. Snapshots of these stages are shown in Fig. 5.1. Two ‘transitions’ can be identified:
firstly, a faster transition that turns a strong field emission into a ‘local arc plasma’ above the field
1To distinguish between field emission and arc burning stages, in this thesis, the term ‘plasma’ is devoted to that
state of matter in the discharge gap which is quasi-neutral and where a plasma sheath is present.
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Figure 5.1: From field emission to a developed vacuum arc: different stages of the plasma initiation
as simulated with the 2D ARC-PIC code. (a) early field emission, (b) field emission before the first
transition, (c) local arc with a plasma sheath already being present, (d) volume-defined phase after
the second transition. Only the upper half of the pictures represents the simulation domain; the
lower half is a mirrored image shown to aid visualisation. Due to the cylindrical geometry of the
simulation domain, the same number of particles corresponds to a lower density the greater the
distance from the symmetry axis. To illustrate the r -dependency of the density, we have scaled
the colour coding of the particles linearly towards white (representing vacuum) as a function of r .
Corresponding number densities are shown in Fig. 5.3. A figure adapted from publication III.
emitter or ‘cathode spot’, see Fig. 5.1 (a,b) to (c); secondly, a slower transition that leads from the
local arc stage to a volume-defined discharge stage, see Fig. 5.1 (c) to (d).
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5.2.1 From field emission to a developed vacuum arc
In the example case of Fig. 5.1, a field emitter with an emission radius of Rem = 100 nm is as-
sumed. An initial local field of Eloc = 10.15 GV/m is assigned to the emitter with an initial field
enhancement factor β0 = 35 and an external electric field E = 290 MV/m. According to Eq. 3.1,
Eloc = 10.15 GV/m corresponds to a total current of IFN = 0.33 A for the above field emitter
size. However, since initially the only charged species is the system is electrons, the space-charge
screening of the external potential causes the local field above the emitter to drop from the initial
10.15 GV/m to a reduced effective value ESC
loc
in the field emission stage. In the 1D simulations, this
space charge effect typically reduced the local field to ESC
loc
≈ 6 GV/m, see Fig. 5.2 (a); however, in
1D simulations electrons can move only in one direction and thus side losses are not taken into ac-
count. In the 2D simulations, the space-charge screening will affect the local field above the emitter
slightly less, due to side losses; then again, numerical fluctuations in the local field are stronger, since
the particle statistics close to the axis is poorer. On average, ESC
loc
≈ 6.4 GV/m in the 2D case shown
in Fig. 5.2 (b), corresponding to an initial space-charge corrected electron field emission current of
about I SCFN = O (0.01 A) in the field emission stage (discussed further in Sec. 5.3).
Figure 5.2: Evolution of local field in the field emission stage as simulated with the PIC method,
which takes space-charge screening automatically into account. Fig. (b) corresponds to the case
shown in Fig. 5.1. Below 0 GV/m, no field emission occurs, above 12 GV/m, the Fowler-Nordheim
equation is truncated. Note that in Figs. (a) and (b) a different set of parameters was used, and in
the 2D model some free parameters of the 1D model were eliminated, so the timescales cannot be
compared to each other.
Then, as the first ions appear in the system, the field emission becomes slowly but steadily
stronger. Just before the first transition, see Fig. 5.1 (b), the electron current increases, but electrons
still spread due to space charge broadly in the radial direction. When the ‘point of no return’, that
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is the condition for an ionisation avalanche as described in Sec. 5.1, is reached, suddenly more and
more ions are produced. Since electrons move fast, a quasi-neutral plasma can be established on a
sub-nanosecond timescale. As a consequence of quasi-neutrality and the presence of an absorbing
boundary, a plasma sheath forms above the cathode and the ion flow towards the cathode is facil-
itated, resulting in a rise in total current. Also electrons exiting this local arc plasma towards the
anode are now much more focussed, see Fig. 5.1 (c). Note that these focussed electrons carry most
of the plasma current and thus, if the anode is close enough and the electron current density is high
enough, an anode spot could develop and anode material could be evaporated.
After this first transition, neutrals slowly start to fill the discharge gap. Neutrals accumulate in
the gap due to their comparatively long travel time through the gap. The timescale of this accu-
mulation depends partly on the strength of the neutral source, which is at this stage determined by
sputtering. However, the average travel time is mainly given by the injection temperature of the
neutrals assumed in the model, which influences the timescale of accumulation largely. In the case
of Fig. 5.1, the neutral injection temperature (cf. Eq. 4.14) was set to TCu = 14.5 eV, and resulted in
a filling time of about 4 ns. By the term ‘filling time’, we mean the time that is required to establish
an equilibrium between neutrals entering and exiting the system. TCu was chosen such that it would
match the typical temperature of sputtered atoms, which is O (10 eV) [112], so in terms of the ref-
erence temperature Tref = 2900 eV, to which all temperatures were rescaled in our code, we picked
TCu = 0.005×Tref. The choice of Te− is less critical, since electrons are immediately accelerated after
injection, and hence, we chose a reasonable value of Te− = 10
−4×Tref = 0.29 eV.
Finally, the vacuum arc enters the stage of a volume-defined discharge, see Fig. 5.1 (d), in which
the plasma can fill in principle the whole discharge gap, provided that (i) there is enough time to
reach this stage and (ii) the neutral density becomes high enough along the symmetry axis to lead
to sufficient ionisation.
5.2.2 A self-maintaining plasma
In the region where a plasma is present, the plasma sheath, see Fig. 5.3, concentrates the external
potential into a small layer above the plasma-surface interface. This leads to a local enhancement of
the external electric field of up to 5–6 GV/m, see Fig. 5.4, above the original cathode spot in the case
of Fig. 5.1. Since the thickness of the plasma sheath is of the order of λD, the field enhancement due
to the plasma sheath is roughly given by the ratio Lpl/λD, where Lpl is the ‘length’ of the plasma.
Hence, the sheath can result in a field enhancement — at least above the original cathode spot
— that is able to maintain the level of electron emission even without any other source of field
enhancement. Combining this with the fact that the neutral sputtering, coming from plasma ions
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Figure 5.3: Typical number densities and potential profiles of the arc shown in Fig. 5.1 after the
first transition and for three different radial distances in the system. Note that close to the axis the
sheath is concentrated into a sub-micron region of ∼ 0.2–0.3 µm above the cathode, and that in
the first ∼ 3–4 µm beyond the sheath the potential is flat, which is where the plasma is located, cf.
Fig. 5.1. A figure adapted from publication III.
bombarding the cathode, leads to a volume-defined discharge phase in which the source of ions is
automatically provided, it can be concluded that the plasma is self-maintaining as long as energy for
the arc burning is available. Thus the presence of the plasma creates an environment that provides
a sufficient flow of both electrons and neutrals from the cathode into the plasma in order to make
the burning of the vacuum arc, once ignited, essentially unstoppable.
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Figure 5.4: The z-component of the electric field across the discharge gap. Above the cathode spot,
the electric field is locally enhanced to about 5 GV/m.
5.2.3 Plasma expansion and cathode spots
In parallel with the transitions that the vacuum arc goes through, the plasma above the cathode
also expands involving a bigger and bigger surface area until the maximum current is reached (cf.
Fig. 5.1). The reason for this expansion lies in the establishment of a plasma sheath, which due to its
field enhancement, triggers field emission also from outside the region of the original field emitter
that has an assumed average2 βf = 2. At the same time, neutrals spread like a gas in each direction,
so ions can be created in this broader region as well; the plasma expands.
As more and more of the cathode surface serves as a source of electron emission, the footing of
the plasma, that is, the cathode spot necessarily grows with the plasma. Even though simulations
are limited to a few orders of magnitude in dynamic range, they demonstrate the basic mechanism
of plasma and cathode spot expansion described above. This mechanism serves as a possible expla-
nation to how field emission areas of 10−20–10−16 m2 [26] can turn into a vacuum arc that damages
a macroscopic region of 10−12–10−8 m2 [27].
Thus it can be seen that even weak neighbouring field emitters — represented in the model with
an average βf — can be involved in the emission process. Hence, once the original field emitter is
2This choice of an average βf = 2 was motivated by the fact that the experimentally measured field emission areas
are much smaller than the resolution of our model, while, at the same time, a β ® 5 was never observed in our
measurements with Cu [67].
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‘exhausted’ (that is, molten or eroded), another neighbouring field emitter can become the domi-
nant emission site. The model suggests that, since the plasma is present over a broad cathode area,
and can activate further emission sites, the plasma would re-arrange itself around this new footing.
This is how the ‘wandering’ or ‘movement’ of the cathode spot can be understood within the frame-
work of this model: not as a movement of the cathode spot itself, but as a constant re-arrangement
of the plasma around the currently dominant field emitter.
5.3 DEPENDENCIES AND CHARACTERISTICS
5.3.1 What influences the time-to-breakdown
What influence the time-to-breakdown are factors that can have an impact on how fast the first
transition is reached, which is mainly depending on the the ionisation rate Γ = nCuneσvrel, where
σ is the cross-section of the ionisation collisions. The ‘candidates’ for such influencing factors are
• the strength of the neutral source determined by rCu/e in our model (influencing nCu),
• the details of the numerical implementation of the ionisation collisions (influencing σ ),
• and factors that can affect to what speed electrons are accelerated (influencing vrel).
The influence of the neutral evaporation to electron field emission ratio rCu/e of the field emitter
Figure 5.5: Dependence of time-to-breakdown on
the neutral evaporation to electron field emission ra-
tio for two different voltage drop time constants. A
figure adapted from II.
with different voltage drop time constants τ
has been investigated in II. The ratio has a
very strong effect on the time-to-breakdown,
see Fig. 5.5, that is, the time of the first tran-
sition to occur. This is because rCu/e influ-
ences the accumulation time of neutrals in
the system in the field emission stage, and
the first transition (the ‘plasma initiation’)
occurs when the critical neutral density for
an ionisation avalanche is reached.
The code-to-code comparison efforts de-
scribed in V have revealed with the aid of a
simplified arc model3 that several other fac-
tors can have a substantial impact on the
time-to-breakdown. One of these factors is
3The one-dimensional discharge model used for the code-to-code comparison assumes a constant neutral and elec-
tron flux from the cathode.
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the scheme used to interpolate in-between and extrapolate outside the available data points of
the energy-dependent cross-section of ionisation collisions; this scheme’s influence on the time-
to-breakdown is O (20 %). The specific numerical collision methods used as well as post-ionisation
energy disposal can also influence the result.
Related to PIC methodology, a zeroth order (constant) scheme for the interpolation of the elec-
tric field from grid points to particle positions has proven to have insufficient accuracy (at least for
the typical grid size used in the simulations). An insufficient accuracy in the field interpolation
shows directly in the electron acceleration close to the cathode, since in the sheath region the elec-
tric field has strong gradients. An inaccurate estimate of the electron acceleration carries over to
the relative velocity of electrons and neutrals in the impact ionisation, which in turn leads to an
inaccurate estimate of ionisation rates; as a result, the time-to-breakdown can be over- or underes-
timated significantly (O (100 %)). Moreover, an insufficient accuracy can also manifest itself in a
non-convergent solution.
Due to the non-linear nature of breakdowns, the exact details of the numerical model can influ-
ence quantitative simulation results (timescales). Nevertheless, good qualitative agreement of break-
down behaviour, potential, and densities was shown with two independent codes in V. Bearing this
in mind, quantitative results of both the 1D and the 2D plasma models should be understood as an
order-of-magnitude estimate.
5.3.2 Current-voltage characteristic, burning voltage, and energy balance
From knowing the evolution of the current-voltage characteristic of vacuum arcs, essential infor-
mation such as the energy consumption and the arc resistance can be extracted, information, that
is also extremely valuable from an experimental point of view. With the PIC models, the early
development (O (10 ns)) of this characteristic curve has been studied (the 1D model is limited to a
current-density–voltage characteristic). Two typical characteristics obtained with the 2D model are
presented in Fig. 5.6.
During the field emission phase, the current I rises rather slowly and the voltage V is almost
unaffected. The corresponding resistance R, if defined as R= dV /dI , is negative and rather large –
the discharge gap represents an open circuit. The negative resistance is due to a rising current with
dropping voltage.
As it can already be seen from Fig. 5.1, the first transition from field emission to a local vacuum
arc plasma happens very fast. What limits the current from rising further than 0.4 A in this case
is the amount of field emission electrons that can be supplied from the emitter. The total plasma
current coming from the emitter region is mainly electron current and thus determined by the
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Figure 5.6: Typical current-voltage characteristics of the vacuum arc. In the first 5 ns, only the
charges of the discharge gap (C ) are assumed to be consumable by the arc, while after 5 ns, the
charges stored in the external capacitor (Cext) are also taken into account. Fig. (a) corresponds to
the arc shown in Fig. 5.1 with C = 0.5 pF and Cext = 1 nF, while Fig. (b) assumes C = 0.3 pF,
Cext = 1 nF, and a somewhat different injection scheme for evaporated neutrals. A figure adapted
from III.
sheath’s local field above the emitter resulting in a given jFN and the emission area (cf. Eq. 3.1).
In reality, the emission area might grow as the current density grows (cf. Sec. 3) and several
emitters could co-exist, which would lead to a further increase in total current. In the model, a
Figure 5.7: Power consumption as a function of time
and integrated energy consumption corresponding
to Fig. 5.6 (a). A figure adapted from III.
constant emission area is assumed. However,
due to the field enhancement of the plasma
sheath, neighbouring emission sites (repre-
sented by an averageβf) can also be involved
in the emission process. Therefore, the to-
tal current can, in some cases, grow further
in the model as well as the cathode spot ex-
pands.
Once the plasma is established, the resis-
tance is also reduced significantly: the pres-
ence of ions facilitates the electron current
flow and a short circuit occurs. Initially,
the arc can only consume the surface charges
of the electrodes, and so the voltage drops
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rapidly. In reality, the voltage would drop until the material-dependent burning voltage of the
arc is reached (cf. Sec. 3). In the simulations, this is implicitly modelled by the charges stored in the
external capacitor that are assumed to be available after 5 ns: in the limit of an infinite capacitance
(where constant energy is supplied), the voltage stabilises to a constant, low value representing the
burning voltage of the arc.
The power consumption as a function of time is shown in Fig. 5.7. With an initial charging
voltage of 5.8 kV, the energy stored in the 0.5 pF capacitance of the discharge gap is 8.41 µJ, while
the external 1 nF capacitance stores 16.82 mJ. After the first 5 ns, almost all the energy stored in the
discharge gap is consumed, the voltage drops to about 2.25 kV. After that, the power consumption
is kept approximately constant at around 870 W. The energy consumption calculated for the entire
duration of 8 ns is 9.692 µJ, as shown in Fig. 5.7.
5.4 EARLY SURFACE DAMAGE
The early-stage surface damage occurring at the cathode, due to impinging plasma ions, was studied
in VI with the MD method. Ions were chosen to impinge on a circular area with radii in the range
of r = 3–25 nm. The impact times of bombarding ions have been randomly chosen from a Poisson
distribution using the average ion flux (∼ 1025 ions/cm2/s), which was calculated with PIC. The
impact energies have been randomly selected from a typical ion energy distribution that the plasma
has during its early stage of development, which was also determined with PIC. The average ion
energy in this distribution was around 8 keV. Note that the assumption of such high energies is valid
Figure 5.8: Sputtering yield and crater rim size as a
function of total deposited energy (plasma ion dose).
A figure adapted from VI.
only for the initiation phase of the vacuum
arc, before the burning voltage is reached,
which is why the validity of the model is re-
stricted to the early-stage surface damage.
To investigate how the degree of dam-
age depends on the deposited dose, differ-
ent doses were applied to areas always of the
same size and with r = 15 nm. The resulting
sputtering yield and crater rim size (number
of adatoms) as a function of total deposited
energy (dose) are shown in Fig. 5.8. A steep
increase in sputtering yield occurs at around
a deposited energy of 0.8 keV/nm2, which is
the energy that is needed to melt the volume
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Figure 5.9: Early-stage cathode surface damage caused by energetic plasma ions. The atoms are
coloured according to the height above the surface, with dark yellow corresponding to the original
surface position, and light yellow and red giving the positions of atoms above the surface. The
height scale is given in ångström to the right. Note the sub-nanosecond timescale that justifies the
assumption of energetic ions in the early stage of a vacuum arc. A figure adapted from VI.
into which the energy is deposited; thus this threshold energy marks a transition.
Below the transition threshold, the crater rim size increases non-linearly with energy; however,
the sputtered particles are mainly single atoms and the damage on the surface stays rather low. Since
ions impinge with high energies, their penetration depth is big (up to 8 nm) and each of the ions
causes a single heat spike4 event that can heat the sample locally to very high temperatures. Below
4A heat spike is a many-body collision cascade in which collisions occur so densely packed that they cannot be
treated independently.
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Figure 5.10: Experimentally measured and simulated crater shapes. The top row shows an SEM
(left) and an AFM (right) picture of the same crater. The bottom row shows a simulated crater. A
figure from VI.
the transition threshold, the heat spikes do not overlap yet and the craters on the surface are only
created by single events; thus the sputtering yield increases roughly linearly with energy and craters
remain rather shallow.
Once the threshold is reached, the dose is large enough to produce overlapping heat spikes. A
large amount of material is excavated from the bulk, which is reflected in the increase in sputtering
yield by more than two orders of magnitude. Craters become deeper and complex crater shapes
form. Also the nature of material removal changes: sputtering occurs mainly in clusters instead of
single atoms.
Above the threshold, a bigger dose will only remove material somewhat deeper from the bulk,
but the mechanism of crater formation remains the same. Hence, the crater rim size and sputtering
yield depend only weakly on the deposited energy above the threshold.
The sequence of events for an overlapping heat spike event is as follows, see Fig 5.9. First a
hot core forms underneath the surface due to the deep penetration of ions. Once the dose is high
enough, this hot core breaks the surface, material bursts out. As a consequence, complex crater
shapes form that resemble experimentally observed craters. Since the material is excavated in large
clusters, elongated, ‘finger-like’ structures can form. Part of these can remain attached to the rim
of the crater, part of them breaks up into droplets that can enter the plasma or fall back onto the
cathode surface to form small secondary craters.
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Due to limited computational capacity (which limits the system size that can be modelled),
MD-simulated craters lag 1-2 orders of magnitude behind typical experimentally observed, single
side craters, see Fig. 5.10. An indication that the crater formation mechanism described above may
Figure 5.11: Self-similarity of experimental and sim-
ulated crater profiles. A figure adapted from VI.
nevertheless be valid on the larger scale of ex-
perimental craters is given by the observed
self-similarity of simulated and experimental
crater profiles over several orders of magni-
tude, see Fig 5.11.
The aspect ratio of craters, that is the ra-
tio of the rim-to-rim width w and the av-
erage rim-to-bottom depth d of the crater,
was investigated for several experimental and
simulated craters. Experimentally, the crater
depth was determined via atomic force mi-
croscopy (AFM), while the crater width was
measured with a scanning electron micro-
scope (SEM). The aspect ratio for experimental single-event side craters was found to be (d/w)exp =
0.26± 0.04, in good agreement with the aspect ratio of simulated craters (d/w)sim = 0.23± 0.03.
However, the above described scenario is not the only possible scenario one could think of.
Crater shapes can form due to several mechanisms such as (i) high-flux single ion impact (ion
‘showers’); (ii) single ion impact, if the impact energy is high enough; or (iii) cluster ion bom-
bardment [113–116]. The relation of surface damage mechanisms due to high-flux plasma ion and
cluster ion bombardment has been investigated for 500 eV Au ions in VII. For this study, Au was
chosen because it has the same crystal structure as Cu, and well-tested inter-atomic potentials were
available for the simulations [117]. Even though similar surface damage occurs in both cases, the
crater formation mechanism due to cluster ions differs from the heat spike mechanism of the plasma
ions described above. In the cluster ion case, fluxes are even higher, O (1028–1029) atoms/cm2/s, and
the cluster impact causes a shock wave with an over-densified front followed by explosive cratering.
5.5 EXTINCTION
Once the burning voltage of the arc is reached and stabilises, a steady-state arc burning can be
achieved if the arc current is maintained with a constant, external power supply. Such a steady-state
arc can then be used in industry, e.g. for arc welding. However, the breakdowns studied in this
thesis are sudden, unpredictable vacuum arc discharges that extinguish as soon as the energy that
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was available in the system is consumed.
CLIC RF cavities are typically operated with ∼ 250 ns long pulses (∼ 150 ns flat top) that
store about 1–10 J energy [70], which gives an upper limit to the energy that can be consumed
by a discharge (cf. Sec. 4.1). In case of a breakdown, due to the high arc currents, the resonant
electromagnetic field in the cavity collapses on the ns timescale; the original pulse form can no
longer be maintained, power is no longer transmitted. With the field collapsing, also the boundary
conditions for the potential change rapidly, which makes the modelling of plasma initiation in an
RF cavity harder to capture than a DC breakdown. What is, however, known from the optical
spectroscopy of RF breakdowns, is that their light emission can last for 1–2 µs [53], and hence,
neutrals and ions are present in the system long after the RF pulse is gone.
In the DC case, there is no pulse form. However, the boundary conditions for the potential are
better-defined. Typical current-voltage characteristics measured with the DC setup are shown in
Fig. 5.12.
Figure 5.12: Current-voltage characteristics measured with the DC setup with different external
capacitances corresponding to different energies stored in the capacitors. Note that the voltage
signal cannot be reliably measured once the low-voltage regime is reached; the negative voltage is an
artifact of this. Oscillations on the current and the voltage signals are due to mechanical resonances
in the measurement system. A figure adapted from I.
The voltage drops exponentially with the time constant of the external RC-circuit. At the same
time, the current rises up to its maximum. Once the energy stored in the external capacitor is used
up, the voltage drops to zero. The current signal, however, can last up to a ∼ 1 µs longer, slowly
decreasing to zero. This is because once the voltage is off, the charged particles of the remaining
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quasi-neutral gas are externally not accelerated anymore and can survive much longer in the dis-
charge gap. Fig. 5.12 (a) suggests a travel time of up to 1 µs and therefore an average ion velocity
of 20 µm/1 µs= 20 m/s for the slowest ions. Time-resolved optical spectroscopy measurements of
breakdowns generated with the DC setup confirm the presence of neutrals and ions in the system
for a total of 2–3 µs [53].
In summary, it can be concluded that in both the DC and RF cases the plasma extinguishes as
follows. Once the energy is consumed, the external voltage drops to zero. Electrons can no longer
be supplied to the plasma. Since electrons are much faster than ions, a part of them may escape the
plasma first, until an electrostatic equilibrium is reached. The remaining gas exhibits a rather long
decay process of cool-down, which can be detected through the light emission of neutrals and ions,
and the current signals that are seen long after the energy resources are depleted.
5.6 DC AND RF SCALING LAWS
While the investigation of DC vacuum arcs is by itself a well-defined problem with many potential
applications, since our primary interest is in RF breakdowns, we would also like to understand how
results obtained in the DC case translate to the RF case. Establishing scaling laws can help to resolve
this problem. Despite major differences between DC and RF breakdowns, several observations
indicate that the underlying physics has to be very similar in both cases.
The above mentioned optical spectroscopy results are only one example of how DC and RF
cases can be compared. Earlier measurements confirmed that in the DC case the breakdown prob-
ability scales with the saturated field in the same way as breakdown rate scales with accelerating
gradient in RF accelerating cavities [40]. The dependence was investigated for both Cu and Mo,
and in both DC and RF cases. The underlying scaling law turns out to be universally valid for both
DC and RF, but the scaling is different for Cu and Mo and is thus material dependent.
By studying then the DC energy dependence of breakdown properties in publication I, we have
established the scaling of the saturated field with the energy available for Cu and Mo, see Fig. 5.13.
Based on extensive Cu accelerating cavity testing, a similar scaling law between the accelerating
gradient Eacc and the pulse length τ for a constant breakdown rate was derived earlier: Eacc ∝
τ−1/6 [9, 10]. Since the DC saturated field Esat and the RF accelerating gradient Eacc scale in the
same way with breakdown probability, and given that Esat corresponds to a constant breakdown
probability of about 10−2 [40], Esat can be directly translated to Eacc. In addition, the RF pulse
length τ can be related to the RF energy stored in a pulse WRF ∝ τV 2 ∝ τE2acc, which can be
directly compared to the energy stored in DC WDC. Therefore, by replacing Eacc with Esat and
τ with WDC, the RF scaling law Eacc ∝ τ−1/6 takes in terms of DC variables the following form:
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Figure 5.13: Scaling of the Cu and Mo saturated field with energy available to the discharge mea-




DC , which is shown in Fig. 5.13 (a) with a solid line. The good agreement between the
DC data and the RF-based fit suggests yet another link between DC and RF.
The two main RF scaling laws for Cu, relating breakdown rate BDR, accelerating field Eacc, and
pulse length τ as BDR∝ E30accτ
5 [10], seem thus both to be valid in DC as well.
5.7 THE FIELD ENHANCEMENT FACTOR
The DC energy dependence studies presented in publication I indicate that the field enhancement
factor of Cu scales with the energy available for breakdown as shown in Fig. 5.14.
To perform these studies, we varied the capacitor that stores the energy for breakdowns in the
DC setup and measured β (via field emission scans) and Eb (via breakdown field measurements) al-
ternately on the same spot. The field emission scans, that are used to determineβ, were carried out
with an electric circuit that is separate from the varied capacitor and are therefore unaffected by the
change in capacitance. Thus, an energy dependence of β can only be explained by previous break-
downs affecting β differently depending on their energy. This could be related, for instance, to the
more effective processing (cf. Sec. 4.1) of the surface observed with higher-energy breakdowns.
A scaling ofβwith energy would also mean that there is a ‘memory effect’: the surface is modi-
fied during the application of the high electric field such that the consequences of this modification
remain detectable later during field emission scans. This in turn militates in favour of deterministic
rather than stochastic breakdowns.
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Figure 5.14: Energy dependence of the Cu field enhancement factor. A figure adapted from I.
In general, a dependence on the energy W ∝ E2 can also be translated to a dependence on the
electric field E , suggesting that β = β(W ) = β(E). Indeed, since a high electric field can lead
to a constant re-arrangement, growth or relaxation, of surface features (e.g. growth from voids is
demonstrated in [34]), a dependence of β on E cannot be excluded. If such a dependence existed,
Eq. 3.1 would have to be modified accordingly.
6 Conclusions and outlook
As a central part of this thesis, we have developed the 2D ARC-PIC code, and the physics model
incorporated in it, to study plasma initiation in Cu vacuum arcs. We identified the requirements for
plasma initiation as (i) a high enough initial local field of around 10 GV/m and (ii) a strong enough
neutral source during the field emission phase that can produce local neutral densities of the order
of 1018 1/cm3 in the vicinity of the field emitter.
From field emission to the early stage of arc burning, we could observe two transitions. Firstly,
a rapid transition from field emission to a local arc plasma that occurs due to a fast ionisation
avalanche and subsequent plasma sheath formation. During this process, both the total current and
the cathode area involved can grow several orders of magnitude. Secondly, a slower transition from
a local arc to a volume discharge can be seen as the discharge gap is steadily filled with neutrals.
Once the arc is initiated, it is self-maintaining through a combination of (i) the plasma sheath
that guarantees a sufficient electron supply from the cathode spot and (ii) intense sputtering due
to ion bombardment that ensures an adequate neutral supply. The cathode spot is thus ‘feeding’
the arc, even if the original field emitter is not present anymore. Our simulations have explicitly
shown how, due to the sheath, the cathode spot can spread sidewards, involving smaller field emitter
sites into the process of arc burning. Hence, the cathode spot also has the potential to ‘move’
to more dominant field emitter sites once the original field emitter is exhausted. Moreover, the
sidewards spreading gives a possible explanation of how the experimentally deduced field emission
areas of 10−20–10−16 m2 [26] can lead to the experimentally observed final damaged regions of 10−12–
10−8 m2 [27].
As a function of the neutral source strength during the field emission stage, we have given an
order-of-magnitude estimate of the time-to-breakdown. However, the time-to-breakdown can be
influenced by several factors in the numerical model. In this regard, our results of a code-to-code
comparison carried out with two independent codes using a simplified model have shown which
are the most important influencing factors and that the time-to-breakdown is reproducible, given
the same conditions.
Furthermore, we have self-consistently modelled the electric circuit of the DC setup in the
PIC simulations and have given thereby a qualitative prediction of the early-stage current-voltage
characteristic and the energy consumption, which can help to benchmark against experiments in
the future.
Coupled to PIC simulations, we have modelled the corresponding early-stage surface damage
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with MD. Above a threshold deposited energy density of 0.8 keV/nm2, the sputtering yield in-
creases significantly. Above this threshold, sputtering occurs dominantly in clusters; finger-like
structures and complex crater shapes form. Our results have shown that the crater shapes of sim-
ulated and experimentally observed DC side craters are self-similar with the same crater depth-to-
width ratio of d/w ≈ 0.23 (sim) – 0.26 (exp). Despite producing similar crater shapes, the crater
formation mechanism due to high-flux single-ion bombardment was found to differ from the mech-
anism due to ion cluster bombardment.
We have also investigated the energy dependence of Cu and Mo breakdown properties experi-
mentally with the DC setup. The scaling of the Cu saturated field suggests that the RF scaling law
Eacc ∼ τ−1/6 might also be valid for DC. Furthermore, the observed scaling of the Cu field enhance-
ment factor with energy suggests a dynamic evolution ofβwith breakdowns occurring at different
electric fields and energies.
Several issues remain to be explored in the future. Firstly, the starting point to the studies
presented in this thesis is field emitters; how such field emitters are created, and what their field
enhancement is due to, is still unknown. Secondly, the plasma model could be refined by taking
into account thermal effects such as thermionic emission, the heating of the emitter, etc.; this,
however, would require more information about the properties of the field emitter. Thirdly, a
desirable future direction would be to achieve a better understanding of the connection between
DC and RF breakdowns as well as to perform more direct benchmarking between theory and
experiments, which is necessary in order to confirm fundamental assumptions in the theoretical
model.
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