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Tracking the Frequency Moments at All Times
Zengfeng Huang Wai Ming Tai Ke Yi
Abstract
The traditional requirement for a randomized streaming algorithm is just one-shot, i.e., algorithm
should be correct (within the stated ε-error bound) at the end of the stream. In this paper, we study
the tracking problem, where the output should be correct at all times. The standard approach for
solving the tracking problem is to run O(logm) independent instances of the one-shot algorithm
and apply the union bound to all m time instances. In this paper, we study if this standard approach
can be improved, for the classical frequency moment problem. We show that for the Fp problem for
any 1 < p ≤ 2, we actually only need O(log logm+logn) copies to achieve the tracking guarantee
in the cash register model, where n is the universe size. Meanwhile, we present a lower bound of
Ω(logm log logm) bits for all linear sketches achieving this guarantee. This shows that our upper
bound is tight when n = (logm)O(1). We also present an Ω(log2m) lower bound in the turnstile
model, showing that the standard approach by using the union bound is essentially optimal.
1 Introduction
All classical randomized streaming algorithms provide a one-shot probabilistic guarantee, i.e., the output
of the algorithm at the end of the stream is within the stated ε-error bound with a constant probability.
In many practical applications where one wants to monitor the status of the stream continuously as it
evolves over time, such a one-shot guarantee is too weak. Instead, a stronger guarantee, which requires
that the algorithm be correct at all times, would be desired. We refer to this stronger guarantee the
tracking problem. The standard approach for solving the tracking problem is to simply reduce the
failure probability of the one-shot algorithm to O(1/m), where m is the length of the stream. This
can be achieved by running O(logm) independent instances of the algorithm and returning the median.
Then by the union bound, with at least constant probability, the output is correct (i.e., within the stated ε-
error bound) at all times. However, the union bound may be far from being tight as the m time instances
are highly correlated. Thus, the question we ask in this paper is: Can this O(logm) factor be further
improved?
We consider this question with the classical frequency moments problem, which is one of the most
extensively studied problems in the streaming literature. Let S = (a1, a2, ..., am) be a stream of items,
where ai ∈ [n] for all i. Let f = (f1, . . . , fn) denote the frequency vector of S, i.e., fi = |{j : aj = i}|
is the number of occurrences of i in the stream S. The p-th frequency moment of f is
Fp(f) =
n∑
i=1
fpi .
In particular, F1 = m and F0 is the number of distinct items in S. This model is also known as the cash
register model. In the related turnstile model, we also allow deletion of items, i.e., each element in the
stream is a pair (ai, ui), where ai ∈ [n] and ui ∈ {−1,+1}. The frequency vector is then defined as
fi = |
∑
j:aj=i
uj |.
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Our results. In Section 2 we consider the F2 tracking problem. The classical AMS sketch [1] gives a
one-shot estimate to the F2 with ε relative error with constant probability. In the turnstile model, it uses
O(logm + log log n) bits of space, which is optimal [3]. (For simplicity of presentation, we suppress
the dependency on ε in stating the bounds.) In the cash register model, it is also possible to implement
the sketch with O(log logm + log n) bits [1] using probabilistic counting [2], so the space needed is
O(min{logm+ log log n, log logm+ log n}), which is also optimal1. Directly using the union bound
for the tracking problem would need O(logm) independent copies of the AMS sketch, but we show that
in the cash register model, only O(log logm + log n) copies are actually needed. The log n factor can
be replaced by logF0, so this bound is never worse than that obtained by the union bound since F0 ≤ n,
and can be much smaller when m≫ n.
We also provide lower bounds for the F2 tracking problem, though our lower bounds require that
the sketch has to be linear, i.e., it can be written as Af where A is some random matrix and f is
the frequency vector. In the cash register model, we show that any linear sketch for the F2 tracking
problem must use Ω(logm log logm) bits. As the O(log logm + log n)-bit implementation of the
AMS sketch uses probabilistic counting, it is no longer a linear sketch, so our upper bound for the F2
tracking problem when restricted to a linear sketch is O((logm+log log n)(log logm+log n)), which
matches the lower bound when n = (logm)O(1). For non-linear sketches, the upper bound can be
O((log logm)2), so the same lower bound cannot hold, but we currently do not have a lower bound for
non-linear sketches. For the turnstile model, we show a lower bound of Ω(log2m) bits. This means that
the standard solution of running O(logm) copies of the AMS sketch and applying the union bound is
already optimal.
Our upper bound analysis extends to any Fp, 1 < p ≤ 2, while our lower bounds hold for any
Fp, 0 < p ≤ 2.
2 Tracking problem of F2
The well-known (fast) AMS sketch [1, 5] can be used to obtain a one-shot estimate of the F2 with con-
stant probability. It uses two hash functions: a 4-wise independent hash function g : [n] → {+1,−1}
and a pairwise independent hash function h : [n] → [k]. Given a frequency vector f = (f1, . . . , fn)
of some S, it computes k counters cj =
∑
i∈[n],h(i)=j fig(i), j = 1, . . . , k, and returns Xˆ =
∑k
j=1 c
2
j
as the estimate of F2(S). It has been shown that for k = O(1/ε2), the AMS sketch returns an ε-
approximation of F2(S) with constant probability. The success probability can be boosted to 1 − δ
by maintaining O(log(1/δ)) independent copies of the sketch and returning the median. To solve the
tracking problem, one could pick δ = Θ(1/m) and apply the union bound, which implies that O(logm)
copies would be needed. Below, we give a tighter analysis showing that only O(log F0 + log logm +
log(1/ε)) copies are actually needed, where F0 is the number of distinct elements in S.
Theorem 2.1. Given a stream S = (a1, a2, ..., am) where ai ∈ [n], let Si = (a1, . . . , ai). The stream is
fed to O(logF0+ log logm+ log(1/ε)) independent copies of the AMS sketch, where F0 is the number
of distinct elements in S and ε > 0 is any small positive real. Let Xˆi be the median estimate of the
sketches after processing Si, then Pr
(∧m
i=1 |Xˆi − F2(Si)| < ǫF2(Si)
)
> 1/2.
We will consider every frequency vector as a n-dimensional point. The basic idea of the proof is
thus to show that nearby points are highly correlated: If the AMS sketch produces an accurate estimate
at one point a, then with good probability it is also accurate at all points within a ball centered at a.
1An Ω(min{logm, log n}) lower bound is shown in [1]; the Ω(log logm) lower bound holds trivially since the output
has at least so many bits if it is a constant-approximation of F2; an Ω(log log n) lower bound is shown for the turnstile model
in [3], but it actually also holds for the cash register model for any small constant ε.
2
More precisely, we view every frequency vector f lying on the n-dimensional Euclidean space Rn. For
a frequency vectors x = (x1, . . . , xn) ∈ Rn, the approximation ratio of the AMS sketch using hash
functions g and h is
Fg,h(x) = (
k∑
j=1
(
n∑
i=1
g(i)I(h(i) = j)xi
)2
)/(xtx) = xtHx/xtx,
where Hi,j = g(i)g(j)I(h(i) = h(j)).
We use F (x) to denote the random variable Fg,h(x) when g, h are randomly chosen. For any a ∈ Rn
and r > 0, denote by B(a, r) the ball centered at a with radius r (using 1-norm distance). Let T0 be the
set of distinct elements appearing in S; note that |T0| = F0. Denote by P the subspace of Rn spanned
by the elements of T0, i.e., P = {x = (x1, . . . , xn) | xi ∈ R if i ∈ S0, else xi = 0}. For j = 1, . . . , k,
let Tj = {i ∈ T0 | h(i) = j}. Then, expand Tj to T ′j by inserting elements that also map to j under h so
that |T ′1| = |T ′2| = ... = |T ′k| = b. Clearly, b 6 F0. Therefore, the approximation ratio can be rewritten
as
Fg,h(x) = x
tH ′x/xtx,
where H ′i,j = g(i)g(j)I(h(i) = h(j))I(i, j ∈ ∪kj=1T ′y).
The main technical lemma needed for the proof of Theorem 2.1 is the following, which essentially
says that all points inside any small ball are “bundled” together.
Lemma 2.2. For any a ∈ F−1g,h([1 − ǫ2 , 1 + ǫ2 ]) ∩ P , Pr[|F (x) − 1| ≤ ǫ for all x ∈ B(a, r) ∩ P ] ≥ 23 ,
where r = Ω( ‖a‖1ǫpoly(F0)).
Given a point a ∈ Rn, hash functions g, h, and any −1 < ε < 1, denote by dg,h(a, ǫ) the minimum
1-norm distance between a and (F−1g,h (1+ǫ)∪F−1g,h(1−ǫ))∩P . Thus it is the minimum 1-norm distance
from a to the boundary of “correct region” using g and h. Note that a itself may or may not be inside the
“correct region”. Before proving Lemma 2.2, we first establish the following lower bound on dg,h(a, ε).
Lemma 2.3. For any a ∈ F−1g,h ([1− ǫ2 , 1 + ǫ2 ]) ∩ P,−1 < ε < 1, dg,h(a, ε) = Ω( ‖a‖1ǫpoly(F0)).
Proof. Let x∗ ∈ (F−1g,h(1 + ǫ) ∪ F−1g,h(1− ǫ)) ∩ P such that dg,h(a, ε) = ‖x∗ − a‖1.
ǫ
2
< |Fg,h(x∗)− Fg,h(a)|
= |x
∗tH ′x∗
x∗tx∗
− a
tH ′a
ata
|
< (maxc∈[0,1]‖∇y
ytH ′y
yty
|y=(1−c)a+cx∗‖2)‖x∗ − a‖2
< (maxc∈[0,1]‖
2((yty)H ′y − (ytH ′y)y)
(yty)2
|y=(1−c)a+cx∗‖2)‖x∗ − a‖2
< (maxc∈[0,1]
4‖H ′‖2
‖y‖2 |y=(1−c)a+cx∗)‖x
∗ − a‖2
< O(
F
3
2
0
‖a‖1 dg,h(a, ε))
In the last inequality, we have ‖x∗ − a‖2 6 ‖x∗ − a‖1 = dg,h(a, ε) and ‖y‖2 > ‖a‖2 > 1√F0‖a‖1.
To compute ‖H ′‖2, decompose H ′ into H ′ = UDU t, where D = diag[b, b, ..., b︸ ︷︷ ︸
k
, 0, ..., 0], and U =
3
[u1 u2 ... um]. For i = 1, . . . , k, we set ui = 1√b


g(1)I(1 ∈ S′i)
g(2)I(2 ∈ S′i)
...
g(m)I(m ∈ S′i)

; note that these ui’s are or-
thonormal. It implies ‖H ′‖2 6 b 6 F0.
We use d(a, ε) to denote the random variable of dg,h(a, ε) when g and h are randomly chosen. We
are now ready to prove Lemma 2.2.
Proof. (of Lemma 2.2) We first rewrite the probability
Pr(|F (x)− 1| ≤ ǫ for all x ∈ B(a, r) ∩ P )
=Pr(|F (a)− 1| ≤ ǫ ∧ d(a, ǫ) ≥ r ∧ d(a,−ǫ) ≥ r)
=1− Pr(|F (a) − 1| > ǫ ∨ d(a, ǫ) < r ∨ d(a,−ǫ) < r)
=1− Pr((|F (a) − 1| ≤ ǫ ∧ d(a, ǫ) < r) ∨ (|F (a) − 1| ≤ ǫ ∧ d(a,−ǫ) < r) ∨ |F (a)− 1| > ǫ).
Next, consider the event d(a, ǫ) ≤ r ∧ |F (a) − 1| < ǫ. By Lemma 2.3, this event implies that
ǫ/2 < F (a)−1 < ǫ. Similarly, the event d(a,−ǫ) < r∧|F (a)−1| < ǫ implies−ǫ/2 > F (a)−1 > −ǫ.
Therefore,
Pr((|F (a) − 1| ≤ ǫ ∧ d(a, ǫ) < r) ∨ (|F (a)− 1| ≤ ǫ ∧ d(a,−ǫ) < r) ∨ |F (a) − 1| > ǫ)
≤Pr(ǫ/2 < F (a)− 1 < ǫ ∨−ǫ/2 > F (a)− 1 > −ǫ ∨ |F (a) − 1| > ǫ)
=Pr(|F (a) − 1| > ǫ/2)
≤1/3,
where the last inequality follows from the error guarantee of the AMS sketch, when using k = c/ε2
counters for an appropriate constant c.
We are now ready to finish off the proof of Theorem 2.1.
Proof. (of Theorem 2.1) Set r = Ω( ‖a‖1ǫpoly(F0)) as in Lemma 2.2. We divide the stream into epochs such
that all frequency vectors inside one epoch are within a ball of radius r. Let f and f+∆f be respectively
the frequency vectors at the start and the end of an epoch. It is sufficient to have ‖∆f‖1 ≤ r, which
means that the ℓ1-norm of the frequency vector increases by a factor of 1 + ǫpoly(F0) every epoch. This
leads to a total of O
(
F0
ǫ logm
)
epochs.
Suppose we run l independent copies of the AMS sketch and always return the median estimate.
Consider any one epoch. Lemma 2.2 has established that any one AMS sketch is good for the entire
epoch with probability at least 2/3. If at any time instance, the median estimate is outside the error
requirement, then that means at least half of the sketches are not good for the epoch, which happens
with probability at most 2−Ω(l) by a standard Chernoff argument. Finally, by the union bound, the
failure probability of the entire stream is 2−Ω(l) · O (F0ǫ logm), meaning it is sufficient to have l =
O
(
log
(
F0
ǫ logm
))
= O(log F0 + log logm+ log(1/ε)).
3 Tracking problem of Fp with p ∈ (1, 2)
Indyk’s algorithm works as following. Given l = Θ( 1
ǫ2
log 1δ ), initialize nl independent p-stable distri-
bution random variable Xji , where i ∈ [n] and j ∈ [l]. Maintain the vector y = Ax, where x is the
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frequency vector and Aj,i = Xji . For query, output s-quantile of |yj| for some suitable s. This estimator
returns ǫ-approximation with error probability δ. Similar to F2, we have the following theorem.
Theorem 3.1. Given a stream S = (a1, a2, ..., am) where ai ∈ [n], let Si = (a1, . . . , ai). If l =
O( 1ε2 (log F0 + log logm + log(1/ε))), let Xˆi be the output of the sketches after processing Si, then
Pr
(∧m
i=1 |Xˆi − Fp(Si)| < ǫFp(Si)
)
> 1/2.
Proof. Basically, the idea is very similar to the proof for F2 so we point out the main different.
Given A, a ∈ P and any −1 < ε < 1, define FA(a) = s−quantileAja‖a‖p be the approximation ratio,
where Aj is j-th row of A, and dA(a, ε) be the minimum 1-norm distance between a and (F−1A (1+ ǫ)∪
F−1A (1− ǫ)) ∩ P . Also, denote x∗ ∈ (F−1A (1 + ǫ)∪ F−1A (1− ǫ)) ∩ P such that dA(a, ε) = ‖x∗ − a‖1.
For fixed j, given any y1, y2 ∈ P such that ‖y2‖1 > ‖y1‖1,
| Ajy2‖y2‖p −
Ajy1
‖y1‖p | <
n∑
i=1
|Aji||((y2)j‖y2‖p −
((y1)j
‖y1‖p |
< (maxi| (y2)i‖y2‖p −
(y1)i
‖y1‖p |)(
n∑
i=1
|Aji|)
< (maxi|(y1)j(‖y2‖p − ‖y1‖p‖y1‖p‖y2‖p )|+ |
(y2 − y1)j
‖y2‖p |)(
n∑
i=1
|Aji|)
< (maxi|(y1)j( ‖y2 − y1‖p‖y1‖p‖y2‖p )|+ |
(y2 − y1)j
‖y2‖p |)(
n∑
i=1
|Aji|)
< (
2‖y2 − y1‖1
‖y1‖p )(
n∑
i=1
|Aji|)
Here, the inequality ‖y2‖p − ‖y1‖p 6 ‖y2 − y1‖p holds when p ∈ (1, 2).
Suppose a ∈ F−1A ([1 − ǫ2 , 1 + ǫ2 ]) ∩ P , consider the line segment between a and x∗, let a0 =
a, a1, ..., aq = x
∗ be the ”switching” point when s-quantile is switched in between different j.
ε
2
<
q−1∑
k=0
(
2‖ak+1 − ak‖1
‖ak‖p )(
n∑
i=1
|Aji|)
<
q−1∑
k=0
(
2‖ak+1 − ak‖1
‖a‖p )(
n∑
i=1
|Aji|)
< O((
‖x∗ − a‖1
‖a‖p )(
∑
i,j
|Aji|))
< O(
poly(F0, l)
‖a‖1 dA(a, ε))
In second last inequality, grouping all the terms with same j. In the last inequality, we have ‖a‖p >
1
F
1− 1p
0
‖a‖1. For the term
∑
i,j |Aji|, as they are independent p-stable distribution random variable,∑
i,j |aij | < C(F0l)
1
p for some large constant C with constant probability. Hence, we can conclude that
dA(a, ε) = Ω(
ε‖a‖1
poly(F0,l)
)
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Finally, decompose the stream as in the proof of Theorem 2.1. The total number of epochs is
O
(
poly(F0,l)
ǫ logm
)
. The error probability for each epoch is at most 2−Ω(ε2l). Therefore, by taking
l = O( 1
ε2
(log F0 + log logm+ log(1/ε))), the final error probability is Θ(1).
Remarks. There are two Fp algorithm in [3] which is more complicated. Our technique may also
applied to these algorithms while we left it as future work.
4 Communication complexity
We first review the definition of the Augmented-Indexing problem AI(k,N). In this problem, Alice has
a ∈ [k]N , and Bob has t ∈ [N ], a1 · · · , at−1 and q ∈ [k]. (We use b to denote the input of Bob). The
function fAI(a, b) evaluates to 1 if at = q, and otherwise it evaluates to 0. The input distribution ν of
the problem defined as follows. a is a uniformly random vector, and t ∈R [N ]. Set q = at with 1/2
probability and set q randomly with probability 1/2.
We define the following communication game, and assume N ≥ 100k. We have k + 1 players
{Q,P1 · · · , Pk}. Player Q gets a vector x ∈ [k]N . Let v ∈ [N ]k be a vector of k distinct indices and
y ∈ [k]k. Each player Pi gets (vi, yi), and also a set of pairs {(vj , yj) | vj > vi} and a prefix of x, i.e.
x1:vi−1. Pi needs to decide whether xvi = yi. Further more, all the players have to answer correctly
simultaneously. The communication is one-way, i.e., only player Q sends a message to each of the other
players. We use AI→k(k,N) to denote this communication problem, and we will show that the it has
communication complexity Ω(kN log k).
Lemma 4.1. Let Π be private coin randomized protocol for AI→k(k,N) with error probability at most
δ ≤ 1/2000 for any input, then the communication complexity of Π is Ω(kN log k).
Proof. We define the input distribution µ as follows. Pick x uniformly randomly, and the distribution
of v is uniform conditioned on all entries in v are distinct. Then for each i, with 1/2 probability, set
yi = xvi and with 1/2 probability pick yi randomly. We will use capital letters to denote corresponding
random variables. Let {M1, · · · ,Mk} be the set of messages Q sends to each player respectively. Given
the input is sampled from µ, we will show that H(Mi) = Ω(N log k) for at least a constant fraction
of these messages. In the rest of the proof, the probability is over the random coins in Π and the input
distribution.
The proof follows the framework of [4]. In our communication problem, each player will know more
information about x than Bob in the Augmented-Indexing problem, which introduce more complication.
Let Li = {j|vj > vi}, and Ei be the event that Pi answer correctly. We define a set of events
Fi = {Ej |j ∈ Li}. Given V = v, we can apply the chain rule
Pr(E1, · · · , Ek|V = v) = ΠiPr(Ei|Fi, V = v).
By our assumption, Pr(E1, · · · , Ek|V = v) ≥ 1 − δ. Using the bound p ≤ e−(1−p) (valid for all
p ∈ [0, 1]), we have ∑
i
(Pr(Ei|Fi, V = v)− 1) ≥ ln(1− δ) ≥ −10δ,
where the last inequality uses the first-order approximation of ln at 1. Multiplying both side of the above
inequality by Pr(V = v) and then sum over all possible v, we have∑
i
(Pr(Ei|Fi)− 1) ≥ −10δ.
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By Markov’s inequality, for at least half of the indices i we have
Pr(Ei|Fi) ≥ 1− 20δ/k.
We call such indices good.
Next we give a reduction, using Π to solve Augmented-Indexing problem. We hardwire a good index
i, and call this protocol Πi. In this protocol, Bob will simulate the behavior of Pi and Alice simulate
the rest of the players. Given an input of the Augmented-Indexing problem a and b = (t, a<t, q), which
is sampled from ν, Alice sets x = a, and then samples k − 1 distinct indices v−i and corresponding
y−i according to our input distribution µ (here we use v−i to denote the vector v excluding the ith
coordinate) and send v−i and y−i to Bob. Bob sets vi = t, yi = q and x<vi = a<t. Bob then checks
whether there is some j 6= i such that vj = t, and if there is, Bob output ’abort’. Notice this only
happens with probability 1/100 since we assume N ≥ 100k. It is easy to verify that, conditioned on
this not happening, the input we constructed for Π is exactly the same as µ.
Alice then runs Π, simulating player Q, and sends Mi to Bob. Also Alice computes the answer of
Pj for j 6= i based on the message Mj . Note that Alice will get the same answer as Pj for j ∈ Li, since
Alice has the entire input of such Pj . Let oj be the answer of Pj . Alice then check whether each of the
answers is correct, and finds the largest vj such that oj is not correct and send s = vj to Bob (if there
exists one, and otherwise set s = 0).
Bob check whether s > t, and if so, output ’abort’, and this happens with probability at most δ. Bob
then runs Π simulating player Pi, and outputs whatever Pi outputs, because Bob has v and y.
Notice that oj is correct for all j ∈ Li if and only if s < t, and in this case all the events in Fi
happen. So the probability that the above protocol outputs ’abort’ is at most 1/50. Conditioned on
’abort’ does not happen, we have s < t, which implies that all events in Fi happen, and the success
probability of Πi is at least Pr(Ei|Fi) ≥ 1− 20δ/k, since i is good.
We next analyze the information cost of the protocol Πi for a good i. By definition
I(Mi, S;X|V, Y ) = H(X|V, Y )−H(X|Mi, V, Y, S).
It is easy to see H(X|V, Y ) ≥ 99N100 log k, since we assume N ≥ 100k. So we only need to upper
bound H(X|Mi, V, Y, S). In Πi, the message send by Alice is Mi, V−i, Y−i, S, then Bob ’abort’ with
probability at most 1/50, and condition on not ’abort’, Bob outputs a correct answer with probability at
least 1− 1/100k. With such properties, we have the following lemma, which is shown in [4].
Lemma 4.2. H(X|Mi, V−i, Y−i, S) ≤ 120N log k.
For completeness, we provide a proof of the above lemma in Appendix A. By property of entropy,
H(X|Mi, V, Y, S) ≤ H(X|Mi, V−1, Y−i, S), so we have
I(Mi, S;X|V, Y ) = Ω(N log k).
Because S only takes logN bits, we get
H(Mi) ≥ H(Mi, S)− logN ≥ I(Mi, S;X|V, Y )− logN = Ω(N log k).
We have shown that there are at least k/2 good i, so we prove that the communication complexity of Π
is Ω(kN log k).
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5 Lower bound of tracking Fp in the cash register model
We will give a reduction from AI→k(k,N). For convenience, we change the definition of AI→k(k,N)
slightly. Here each player Pj gets (vj , yj), and also a set of pairs {(vℓ, yℓ) | vℓ < vj} and a suffix of x,
i.e. xvj+1:N . Pj needs to decide whether xvj = yj . Clear this new problem is equivalent to AI→k(k,N).
For 0 < p ≤ 2 and p 6= 1, we define t = 22p|2p−1−1| and q = t1/p. We have the following lower bound for
tracking Fp.
Theorem 5.1. For any linear sketch based algorithm which can track Fp continuously within accuracy
(1± 2p−2
2p+3
) in the cash register model, the space used is at least Ω(logm log logm/ log q) bits.
Proof. Given an linear sketch algorithm which can track F2 within error (1 ± ε) of an incremental
stream at all time with probability 1 − δ, we show how to use this algorithm to solve AI→k(k,N)
defined above. We use L to denote the algorithm, and L(f) to denote the memory of the algorithm
when the input frequency vector is f . For linear sketch, the current state of algorithm does not depend
on the order of the stream, and only depends on the current frequency vector. Let O(L(f)) denote the
output of the algorithm, when the current memory state is L(f).
Given x, Q runs the following reduction, which use similar ideas as in [3]. Each item in the stream
is a pair (i, xi). For i ∈ [N ], Q insert ⌊qi⌋ items (i, xi). We use f(x) to denote the frequency vector
of this stream, and we can also view f : [k]N → NNk as a linear transformation. Then Q runs the
streaming algorithm to process the stream just constructed, and sends the memory content L(f(x)) to
each of the other players.
For each j, Pj first computes L(f(x≤vj)) = L(f(x− x>vj )). Since the L and f are linear, we can
do this. Then Pj inserts ⌊qvℓ⌋ copies of (vℓ, yℓ) for all ℓ such that vℓ < vj . Pj can do this because he
knows all (vℓ, yℓ) with vℓ < vj . Now the frequency vector is
u = f(x≤vj +
∑
ℓ:vℓ<vj
yℓ · evℓ),
where we use ej to denote the jth standard basis vector. Note that ⌊qi⌋p = ti(⌊qi⌋/qi)p, and thus
ti/2p ≤ ⌊qi⌋p ≤ ti. Let Fp(f) be the pth moment of f . We first consider the case when p > 1. We have
Fp(f(x<vj )) + ⌊qvj⌋p ≤ Fp(u) ≤ 2p · Fp(f(x<vj)) + ⌊qvj ⌋p.
Then Pj inserts ⌊qvj ⌋ copies of (vj , yj), making the frequency vector
f(x≤vj +
∑
ℓ:vℓ≤vj
yℓ · evℓ).
We use fj to denote this vector.
When yj = xvj , then Fp(fj) is at least Fp(f(x<vj )) + 2p⌊qvj ⌋p. On the other hand, if yj 6= xvj ,
then Fp(fj) is at most 2p · Fp(f(x<vj )) + 2⌊qvj⌋p. The difference between these two is at least
(2p − 2) · ⌊qvj⌋p − 2p · Fp(f(x<vj)) ≥
2p − 2
2p
· tvj − 2p · t
vj
t− 1 ,
which is at least 2p−22p+3 fraction of the current Fp by our setting of t. So if the algorithm can estimate Fp
of fj within accuracy (1± 2p−22p+3 ), then Pj can distinguish these two cases.
Now we need to argue that all the players can output a correct answer simultaneously. More pre-
cisely, we need O(L(fj)) to be correct simultaneously for all j. In order to prove this, we construct an
incremental stream such that all fj will appear at sometime during the stream.
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Let us consider the following stream S. Let P be a permutation such that P(v) is the sorted and let
v′ = P(v) and y′ = P(y). The stream has k phases. In phase j for 1 ≤ j ≤ k, we inserts ⌊qi⌋ copies of
(i, xi) for all v′j−1 < i ≤ v′j , and inserts ⌊qv
′
j⌋ copies of (v′j , y′j). (Here we set v′0 = 0). So the number
of items inserted in this stream is at most 2 · qN . Let Sτ be the stream after τ th phase ends and sτ be the
corresponding frequency vector of Sτ .
We can verify that, for every j, fj = sτ , where τ is the rank of vj in v. Since the algorithm is
linear sketch, the output only depends on the frequency vector of the current stream. So the output of
Pj is correct, as long as the output of the streaming algorithm is correct at time τ . However by our
assumption, the streaming algorithm will succeed at all time, since S is incremental. So all the players
will give correct answers simultaneously with probability (1 − δ), which solves the communication
game.
Now suppose the streaming algorithm use space T , then the communication cost of the above pro-
tocol is kT . So T = Ω(N log k). The length of S is at most 2 · qN . Given m, we set N = logq m4 /2
and k = logq m4 /200, so the length of S is at most m, and T = Ω(logm log logm/ log q) for fixed
1 < p ≤ 2. The case when 0 < p < 1 is similar.
6 Lower bound for tracking Fp in turnstile model
In the turnstile model, negative updates are allowed in the stream, so the communication game we
reduce from is simpler. The problem we will use is the k-fold version of AI(k,N). More precisely,
Alice has {a1, · · · , ak} and Bob has {b1, · · · , bk}, where each pair (ai, bi) is an input for AI(k,N) and
bi = (ti, a
i
>ti , qi), and they want to compute a k-bit vector o, such that oi = fAI(a
i, bi) for all i ∈ [k].
We call this problem AIk(k,N), and we have the following results from [4].
Theorem 6.1. For any integer k and N , the communication complexity of solving AIk(k,N) with con-
stant probability is Ω(kN log k).
Theorem 6.2. For any linear sketch based algorithm which can track Fp continuously within accuracy
(1± 0.5) in the turnstile model, the space used is at least Ω(p log2m) bits.
Proof. For 0 < p ≤ 2, we define q = 21/p. Let f : [k]N → NNk be the same linear function
defined as above. We next give a reduction from AIk(k,N) to tracking Fp in the turnstile model. Let
L be a linear sketch. Alice sends L(f(ai)) for i ∈ [k] to Bob. For each i, Bob compute a sketch
Γi = L(f(a
i − ai>ti − qieti)), where ej is the jth vector in the standard basis. It is easy to verify that
2ti/2p ≤ Fp(f(ai<ti)) ≤ 2ti . When qi = aiti , we have f(ai−ai>ti − qieti) = f(ai<ti), and Fp(f(ai<ti))
is at most 2ti . On the other hand, if qi 6= aiti , then Fp(f(ai−ai>ti − qieti)) ≥ 2 ·2ti . So the if the output
O(Γi) is within accuracy (1 ± 0.5)Fp, then Bob can distinguish these two cases, and output fAI(ai, bi)
correctly.
Now we need to prove that Bob can solve k instances simultaneously. As in the proof in cash register
model, we construct a imaginary stream such that the frequency vector each Γi sketched appear in the
stream at sometime, but now we can use negative updates in the stream.
The stream has k phases, and the ith phase corresponds to (ai, bi). In the ith phase, we first inserts
sets of positive updates, so that at the end the frequency vector is f(ai≤ti), then inserts ⌊qti⌋ copies
of ((ti, qi),−1). The last step in this phase is to reverse all the above updates, so that the frequency
vector becomes 0. Clearly, for each i, the frequency vector before the cleaning step in phase i is exactly
f(ai−ai>ti−qieti), which is the vector sketched by Γi. We call the above stream S. By our assumption,
the algorithm L is correct at any time during the stream S, so Bob solves AIk(k,N). The communication
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cost is kT , where T is the amount of space used by L, and thus T = Ω(N log k). The number of updates
in S is at most k2N/p. Given m, we set k =
√
m, and N = p log m2 , so that the number of update is
bounded by m, and we have T = Ω(p log2m).
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A Proof of Lemma 4.2
Proof. We focus on tuples (t, a, r), where r is the private coins used by Alice and Bob in Πi, including
the randomness used in Π and v−i, y−i which are sampled by Alice. Let
U1 = {(t, a, r) : Πi(a, t, at, r) =′ abort′}.
Here we use Πi(a, t, at, r) to denote the output of Πi with input a, t, at (yes instance) and random coins
r. We use f(a, t, q) to denote the corresponding function of Augmented-indexing problem. We define
U2 = {(t, a, r) : ∃q st Πi(a, t, q, r) 6= f(a, t, q) ∧Πi(a, t, q, r) 6=′ abort′}.
We say a tuple good if it does not belong to either U1 or U2. Notice that if (t, a, r) is good, then: (1)
Πi(a, t, at, r) = 1; (2) for every q 6= at, Πi(a, t, q, r) 6= 1.
Lemma A.1. For every index t ∈ N , there is a predictor gt such that
Pr(gt(Mi(A), A<t, V−i, Y−i, S) = At) ≥ Pr((t, A,R) is good).
Proof. We set g′t(Mi(a), a<t, v−i, y−i, s, rB) to any value q such that Πi(a, t, q, r) = 1, where rB is
the random coins used by Bob. (if no such q exists, set arbitrarily). By the above argument, if (t, a, r)
is good, g′t(Mi(a), a<t, v−i, y−i, s, rB) = at, which shows that Pr(g′t(Mi(A), A<t, V−i, Y−i, S,RB) =
At) ≥ Pr((t, A,R) is good). By definition, we have∑
rB
Pr(RB = rB)Pr ((T,A,R) is good |RB = rb)
= Pr((T,A,R) is good ),
so there is an rb, such that Pr ((T,A,R) is good |RB = rb) ≥ Pr((T,A,R) is good ). We then set
gt(Mi(A), A<t, V−i, Y−i, S) = g′t(Mi(A), A<t, V−i, Y−i, S, rb) which proves the lemma.
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Then by Fano’s inequality, we have that
H(At|Mi(A), A<t, V−i, Y−i, S) ≤ 1 + log k · (Pr((t, A, V−i, Y−i) is not good)).
By definition
H(A|Mi(A), V−i, V−i, S) =
N∑
t=1
H(At|Mi(A), A<t, V−i, Y−i, s)
≤ N + log k
N∑
t=1
Pr((t, A, V−i, Y−i) is not good)
Lemma A.2. Pr((T,A,R) is not good) ≤ 1/20.
Proof. By union bound, we only need to show that the probability
Pr((T,A,R) ∈ U1) + Pr((T,A,R) ∈ U2) ≤ 9/20.
We have
Pr((T,A,R) ∈ U1) = Pr(Πi(A,T,AT , R) = abort)
= Pr(Πi(A,T,Q,R) = abort|Q = AT )
= Pr(protocol aborts|Q = AT ).
Since Pr(Q = AT ) = 1/2 and Pr(protocol aborts) ≤ 1/50, we have Pr((T,A,R) ∈ U1) ≤ 1/25. We
also have
Pr((T,A,R) ∈ U2) = Pr
[∨q∈[k](Πi(A,T, q,R) 6= f(A,T, q) ∧Πi(A,T, q,R) 6= abort)]
≤
∑
q∈[k]
Pr [Πi(A,T, q,R) 6= f(A,T, q) ∧Πi(A,T, q,R) 6= abort]
≤
∑
q∈[k]
Pr [Πi(A,T, q,R) 6= f(A,T, q)|Πi(A,T, q,R) 6= abort]
≤ k · Pr [Πi(A,T,Q,R) 6= f(A,T,Q)|Πi(A,T,Q,R) 6= abort]
≤ k · 1
100k
= 1/100.
So Pr((T,A,R) is not good) ≤ 1/20.
As the distribution of T is uniform, we have
N∑
t=1
Pr((t, A, V−i, Y−i) is not good) = N · Pr((T,A, V−i, Y−i) is not good) ≤ 9N/20
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