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POINT PROCESSES OF NON STATIONARY SEQUENCES GENERATED BY
SEQUENTIAL AND RANDOM DYNAMICAL SYSTEMS
ANA CRISTINA MOREIRA FREITAS, JORGE MILHAZES FREITAS, MÁRIO MAGALHÃES,
AND SANDRO VAIENTI
Abstract. We give general suﬃcient conditions to prove the convergence of marked point pro-
cesses that keep record of the occurrence of rare events and of their impact for non-autonomous
dynamical systems. We apply the results to sequential dynamical systems associated to uniformly
expanding maps and to random dynamical systems given by ﬁbred Lasota Yorke maps.
1. Introduction
The complexity of the orbital structure of chaotic systems brought special attention to the study
of limiting laws of stochastic processes arising from such systems, since they borrow at least some
probabilistic predictability to their erratic behaviour.
The ﬁrst step in this research direction is usually the construction of invariant physical measures,
which provide an asymptotic spatial distribution of the orbits in the phase space and endow the
stochastic processes dynamically generated with stationarity. Ergodicity then gives strong laws
of large numbers. The mixing properties of the system restore asymptotic independence and, in
this way, allow to mimic iid processes and prove limiting laws for the mean, such as: central
limit theorems, large deviation principles, invariance principles, among others. However, in many
occasions the exact formula for the invariant measure is not available and one has to rely on
reference measures with respect to which these processes are not stationary anymore. Loosening
stationarity leads to non-autonomous dynamical systems for which the study of limit theorems is
just at the beginning. We mention the recent works [AHN+15, HNTV17, NTV18] and references
therein.
While the limiting laws mentioned so far pertain to the mean or average behaviour of the system,
in the recent years, the study of the extremal behaviour, ie, the laws that rule the appearance of
abnormal observations along the orbits of the system has suﬀered an unprecedented development
([LFF+16]). This study is deeply connected with the recurrence properties to certain regions of the
phase space and was initially performed under stationarity. Very recently, in [FFV17, FFV18],
the authors developed tools to obtain the limiting distribution for the partial maxima of non-
stationary stochastic processes arising from sequential dynamical systems ([BB84, CR07]) and
random transformations or randomly perturbed systems ([Kal86, Kif88]). In the case of random
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transformations, we also mention the papers [RSV14, Rou14, RT15], where limiting laws for the
waiting time to hit/return to shrinking target sets in the phase space (which are related to the
existence of limiting laws for the maximum [Col01, FFT10, FFT11]) were obtained for random
dynamical systems.
The main purpose of this paper is to enhance the study of rare events for non-autonomous sys-
tems and, therefore, in a non-stationary context, by considering the convergence of point pro-
cesses instead of the more particular distributional limiting properties of the maximum or the
hitting/return times statistics. Point processes have revealed as a powerful tool to study the ex-
tremal behaviour of stationary systems. The most simple point processes, the Rare Events Point
Processes (REPP) keep track of the number of exceedances (abnormally high values) observed
along the orbits of the system and allow to recover relevant information such as the expected time
between the occurrence of extremal events, the intensity of clustering, the distribution of the higher
order statistics such as the maximum. For stationary systems, they were studied in [FFT13]. We
will also consider more sophisticated Marked Point Processes of Rare Events (which are random
measures), studied for autonomous systems in [FFMa18] and which not only keep track of the
number of exceedances but also of their impact. In the presence of clustering of rare events, we
will be particularly interested in Area Over Threshold (AOT) marked point processes, which sum
all the excesses over a certain threshold within a cluster, and Peak Over Threshold (POT) marked
point point processes, which consider the record impact of the highest exceedance by taking the
maximum excess within a cluster. The ﬁrst allows to study the eﬀect of aggregate damage, while
the second focuses on the sensitivity to very high impacts. The potential of interest of these results
is quite transversal, but we mention particularly the possible applications to climate dynamics
where the study of extreme events for dynamical systems have proved to be very useful in the
analysis of meteorological data (see for example [SKF+16, MCF17, MCB+18, FACM+19]).
The paper is structured as follows. In Section 2, we generalise the theory developed in [FFV17] in
order to obtain the convergence of Marked Point Processes of Rare Events (MREPP). In particular,
we introduce the notation, concepts and conditions that allow us to state a result that establishes
the convergence of the MREPP to a compound Poisson process for non-stationary stochastic
processes, under some amenable conditions designed for application to non-autonomous systems.
We believe that formula (2.16) which gives the multiplicity distribution of the limiting compound
Poisson process has an interest on its own. Section 3 is dedicated to the proof of the main
convergence result stated in the previous section. In Section 4, we make a non-trivial application
of our main convergence result to some sequential dynamical systems studied in [CR07], deriving
exact formulas for the limiting multiplicity distribution. In Section 5, we establish a convergence
limiting result of the MREPP in the random dynamical systems setting, where we consider ﬁbred
LasotaYorke maps which were introduced in the recent paper [DFGTV18].
2. The setting and statement of results
Let X0,X1, . . . be a stochastic process, where each r.v. Xi : Y → R ∪ {±∞} is deﬁned on the
measure space (Y,B,P). We assume that Y is a sequence space with a natural product structure
so that each possible realisation of the stochastic process corresponds to a unique element of Y
and there exists a measurable map T : Y → Y, the time evolution map, which can be seen as the
passage of one unit of time, so that
Xi−1 ◦ T = Xi, for all i ∈ N.
3The σ-algebra B can also be seen as a product σ-algebra adapted to the Xi’s. For the purpose of
this paper, X0,X1, . . . is possibly non-stationary. Stationarity would mean that P is T -invariant.
Note that Xi = X0 ◦ Ti, for all i ∈ N0, where Ti denotes the i-fold composition of T , with
the convention that T0 denotes the identity map on Y. In the applications below to sequential
dynamical systems, we will have that Ti = Ti ◦ . . . ◦ T1 will be the concatenation of i possibly
diﬀerent transformations T1, . . . , Ti, so that
Xn = ϕ ◦ Tn, for all n ∈ N (2.1)
for some given observable ϕ : Y → R ∪ {±∞}
Each random variable Xi has a marginal distribution function (d.f.) denoted by Fi, i.e., Fi(x) =
P(Xi ≤ x). Note that the Fi, with i ∈ N0, may all be distinct from each other. For a d.f. F we
let F¯ = 1 − F . We deﬁne uFi = sup{x : Fi(x) < 1} and let Fi(uFi−) := limh→0+ Fi(uFi − h) = 1
for all i. We will consider the limiting law of
PH,n := P(X0 ≤ un,0,X1 ≤ un,1, . . . ,XHn−1 ≤ un,Hn−1)
as n→∞, where {un,i, i ≤ Hn− 1, n ≥ 1} is considered a real-valued boundary, with H ∈ N.
We assume throughout the paper that
F¯n,max(H) := max{F¯i(un,i), i ≤ Hn− 1} → 0, as n→∞, (2.2)
and, for some τ > 0,
hn−1∑
i=0
F¯i(un,i) =
hn
n
τ + o(1), (2.3)
for any unbounded increasing sequence of positive integers hn ≤ Hn. In particular, we have
F ∗H,n :=
Hn−1∑
i=0
F¯i(un,i)→ Hτ, as n→∞. (2.4)
The most simple point processes that we will consider here keep track of the exceedances of the
high thresholds un,i by counting the number of such exceedances on a rescaled time interval. These
thresholds are chosen such that
F ∗1,n =
n−1∑
i=0
F¯i(un,i)→ τ, as n→∞, (2.5)
so that the average number of exceedances among the ﬁrst n observations is kept, approximately,
at the constant frequency τ > 0.
2.1. Random measures and weak convergence. We start by introducing the notions of ran-
dom measures and, in particular, point processes and marked point processes. One could introduce
these concepts on general locally compact topological spaces with countable basis, but we will re-
strict to the case of the positive real line [0,∞) equipped with its Borel σ-algebra B[0,∞), where
our applications lie. Consider a positive measure ν on B[0,∞). We say that ν is a Radon measure if
ν(A) <∞, for every bounded set A ∈ B[0,∞). Let M :=M([0,∞)) denote the space of all Radon
measures deﬁned on ([0,∞),B[0,∞)). We equip this space with the vague topology, i.e., νn → ν in
M([0,∞)) whenever ∫ ψ dνn → ∫ ψ dν for every continuous function ψ : [0,∞)→ R with compact
support. Consider the subsets of M deﬁned by Mp := {ν ∈ M : ν(A) ∈ N for all A ∈ B[0,∞)}
and Ma := {ν ∈ M : ν is an atomic measure}. A random measure M on [0,∞) is a random
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element of M, i.e., let (X ,BX ,P) be a probability space, then any measurable M : X → M is a
random measure on [0,∞). A point process N and marked point process A are deﬁned similarly
as random elements on Mp and Ma, respectively.
A point measure ν of Mp can be written as ν =
∑∞
i=1 δxi , where x1, x2, . . . is a collection of not
necessarily distinct points in [0,∞) and δxi is the Dirac measure at xi, i.e., for every A ∈ B[0,∞),
we have that δxi(A) = 1 if xi ∈ A and δxi(A) = 0, otherwise. The elements ν of Ma can be
written as ν =
∑∞
i=1 diδxi , where x1, x2, . . . ∈ [0,∞) and d1, d2, . . . ∈ [0,∞).
A concrete example of a marked point process, which in particular will appear as the limit of the
marked point processes, is the following:
Definition 2.1. Let T1, T2, . . . be an i.i.d. sequence of r.v. with common exponential distribution
of mean 1/θ. Let D1,D2, . . . be another i.i.d. sequence of r.v., independent of the previous one,
and with d.f. π. Given these sequences, for J ∈ B[0,∞), set
A(J) =
∫
1J d
( ∞∑
i=1
DiδT1+...+Ti
)
.
Let X denote the space of all possible realisations of T1, T2, . . . and D1,D2, . . ., equipped with a
product σ-algebra and measure, then A : X → Ma([0,∞)) is a marked point process which we
call a compound Poisson process of intensity θ and multiplicity d.f. π.
Remark 2.2. WhenD1,D2, . . . are integer valued positive random variables, π is completely deﬁned
by the values πk = P(D1 = k), for every k ∈ N0 and A is actually a point process. If π1 = 1 and
θ = 1, then A is the standard Poisson process and, for every t > 0, the random variable A([0, t))
has a Poisson distribution of mean t.
Now, we will give a deﬁnition of convergence of random measures (for more details, see [Kal86]).
Definition 2.3. Let (Mn)n∈N : X → M be a sequence of random measures deﬁned on a prob-
ability space (X ,BX , µ) and let M : Y → M be another random measure deﬁned on a possibly
distinct probability space (Y,BY , ν). We say thatMn converges weakly toM if, for every bounded
continuous function ϕ deﬁned on M, we have
lim
n→∞
∫
ϕdµ ◦M−1n =
∫
ϕdν ◦M−1.
We write Mn
µ
=⇒M .
Checking the convergence of random measures using the deﬁnition is often quite hard, hence, it
is useful to translate it into convergence in distribution of more tractable random variables or in
terms of Laplace transforms. For that purpose, we let S denote the semi-ring of subsets of R+0
whose elements are intervals of the type [a, b), for a, b ∈ R+0 . Let R denote the ring generated by
S. Recall that for every J ∈ R there are ς ∈ N and ς disjoint intervals I1, . . . , Iς ∈ S such that
J = ∪˙ςi=1Ij . In order to ﬁx notation, let aj , bj ∈ R+0 be such that Ij = [aj , bj) ∈ S.
Definition 2.4. Let Z be a non-negative, random variable with distribution F . For every y ∈ R+0 ,
the Laplace transform φ(y) of the distribution F is given by
φ(y) := E
(
e−yZ
)
=
∫
e−yZdµF ,
where µF is the Lebesgue-Stieltjes probability measure associated to the distribution function F .
5Definition 2.5. For a random measure M on R+0 and ς disjoint intervals I1, I2, . . . , Iς ∈ S and
non-negative y1, y2, . . . , yς , we deﬁne the joint Laplace transform ψ(y1, y2, . . . , yς) by
ψM (y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓM(Iℓ)
)
.
If M is a compound Poisson point process with intensity λ and multiplicity distribution π, then
given ς disjoint intervals I1, I2, . . . , Iς ∈ S and non-negative y1, y2, . . . , yς we have:
ψM (y1, y2, . . . , yς) = e
−λ∑ςℓ=1(1−φ(yℓ))|Iℓ|,
where φ(y) is the Laplace transform of the multiplicity distribution π.
Remark 2.6. By [Kal86, Theorem 4.2], the sequence of random measures (Mn)n∈N converges
weakly to the random measure M iﬀ the sequence of vector r.v. (Mn(J1), . . . ,Mn(Jς)) converges
in distribution to (M(J1), . . . ,M(Jς)), for every ς ∈ N and all disjoint J1, . . . , Jς ∈ S such that
M(∂Jℓ) = 0 a.s., for ℓ = 1, . . . , ς, which will be the case if the respective joint Laplace transforms
ψMn(y1, y2, . . . , yς) converge to the joint Laplace transform ψM (y1, y2, . . . , yς), for all y1, . . . , yς ∈
[0,∞).
2.2. Marked Point Processes of Rare Events. Before we give the formal deﬁnition of Marked
Point Processes of Rare Events, we need to introduce some notation and deﬁnitions that will
also be useful to understand the conditions that we will introduce in order to prove their weak
convergence.
Let A ∈ B. We deﬁne a function that we refer to as first hitting time function to A, denoted by
rA : X → N ∪ {+∞} where
rA(x) = min
{
j ∈ N ∪ {+∞} : f j(x) ∈ A} . (2.6)
The restriction of rA to A is called the first return time function to A. We deﬁne the first return
time to A, which we denote by R(A), as the essential inﬁmum of the return time function to A,
R(A) = ess inf
x∈A
rA(x). (2.7)
In what follows, for every A ∈ B, we denote the complement of A as Ac := Y \A.
Let A := (A0, A1, . . .) be a sequence of events such that Ai ∈ T −1i B. For some s, ℓ ∈ N0, we deﬁne
Ws,ℓ(A) =
s+ℓ−1⋂
i=s
Aci , (2.8)
which forbids the occurrence of Ai during the time interval between s and s+ ℓ− 1.
Given a set of thresholds un,i, for each n, i and j ∈ N0 with j < Hn− i, we set
U
(0)
j,n,i := {Xi > un,i}
Q
(0)
j,n,i := U
(0)
j,n,i ∩
j⋂
ℓ=1
(U
(0)
j,n,i+ℓ)
c = {Xi > un,i,Xi+1 ≤ un,i+1, ...,Xi+j ≤ un,i+j}
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and deﬁne the following events, for κ ∈ N:
U
(κ)
j,n,i := U
(κ−1)
j,n,i \Q(κ−1)j,n,i = U (κ−1)j,n,i ∩
j⋃
ℓ=1
U
(κ−1)
j,n,i+ℓ
Q
(κ)
j,n,i := U
(κ)
j,n,i ∩
j⋂
ℓ=1
(U
(κ)
j,n,i+ℓ)
c.
If j = 0 then Q
(0)
0,n,i = U
(0)
0,n,i = {Xi > un,i} and Q(κ)0,n,i = U (κ)0,n,i = ∅ for κ ∈ N.
For j ≥ Hn− i, we set Q(κ)j,n,i = U (κ)j,n,i = ∅ for all κ ∈ N0.
Also, let U
(∞)
j,n,i :=
⋂∞
κ=0 U
(κ)
j,n,i. Note that Q
(κ)
j,n,i = U
(κ)
j,n,i \ U (κ+1)j,n,i for κ ∈ N0 and, therefore,
U
(0)
j,n,i =
∞⋃
κ=0
Q
(κ)
j,n,i ∪ U (∞)j,n,i.
Remark 2.7. The points in U
(κ)
j,n,i are points whose orbit represents a cluster of size at least κ+1,
since there will be points in each U
(κ′)
j,n,i with k
′ taking values between κ and 0. On the other hand,
points in Q
(κ)
j,n,i are points whose orbit represents a cluster of size κ+ 1 exactly.
For each i ∈ N0 and n ∈ N, let Rj,n,i := min{r ∈ N : Q(0)j,n,i ∩Q(0)j,n,i+r 6= ∅}. We assume that there
exists q ∈ N0 such that:
q = min
{
j ∈ N0 : lim
n→∞mini≤n
{Rj,n,i} =∞
}
. (2.9)
When q = 0 then Q
(0)
0,n,i corresponds to an exceedance of the threshold un,i and we expect no
clustering of exceedances.
When q > 0, heuristically one can think that there exists an underlying periodic phenomenon
creating short recurrence, i.e., clustering of exceedances, when exceedances occur separated by at
most q units of time then they belong to the same cluster. Hence, the sets Q
(0)
q,n,i correspond to the
occurrence of exceedances that escape the periodic phenomenon and are not followed by another
exceedance in the same cluster. We will refer to the occurrence of Q
(0)
q,n,i as the occurrence of an
escape at time i, whenever q > 0.
Given an interval I ∈ S, x ∈ X and un,i ∈ R, we deﬁne
Nn,I(x) :=
∑
i∈I∩N0
1
Q
(0)
q,n,i
(x).
Let i1(x) < i2(x) < . . . < iNn,I(x)(x) denote the times at which the orbit of x entered Q
(0)
q,n,i. We
now deﬁne the cluster periods: for every k = 1, . . . , Nn,I(x) − 1 let Ik(x) = [ik(x), ik+1(x)) and
set I0(x) = [min I, i1(x)) and INn,I(x)(x) = [iNn,I (x)(x), sup I).
7In order to deﬁne the marks for each cluster we consider the following mark functions that depend
on the levels un,i and on the random variables in a certain time frame I ∈ S:
mn(I) :=


∑
i∈I∩N0(Xi − un,i)+ AOT case
maxi∈I∩N0{(Xi − un,i)+} POT case∑
i∈I∩N0 1Xi>un,i REPP case,
(2.10)
where (y)+ = max{y, 0} and when I ∩ N0 6= ∅. Also set mn(I) := 0 when I ∩ N0 = ∅.
Finally, we set
An(I)(x) :=
Nn,I(x)∑
k=0
mn(Ik(x)).
In order to avoid degeneracy problems in the deﬁnition of the marked point processes we need to
rescale time by the factor
vn := n/F
∗
1,n
so that the expected average number of exceedances of the levels un,i for i = 0, . . . , n in each
time frame considered is kept ‘constant’ as n → ∞. Recall that the levels un,i satisfy 2.5, and
therefore vn ∼ nτ , where we use the notation A(n) ∼ B(n), when limn→∞ A(n)B(n) = 1. Hence, we
introduce the following notation. For I = [a, b) ∈ S and α ∈ R, we denote αI := [αa, αb) and
I+α := [a+α, b+α). Similarly, for J ∈ R, such that J = J1∪˙ . . . ∪˙Jk, deﬁne αJ := αJ1∪˙ · · · ∪˙αJk
and J + α := (J1 + α)∪˙ · · · ∪˙(Jk + α).
Definition 2.8. We deﬁne the marked rare event point process (MREPP) by setting for every
J ∈ R, with J = J1∪˙ . . . ∪˙Jk, where Ji ∈ S for all i = 1, . . . , k,
An(J) :=
k∑
i=1
An(vnJi). (2.11)
When mn given in (2.10) is as in the AOT case, then the MREPP A computes the sum of all
excesses over the threshold un and, in such case, we will refer to A as being an area over threshold
or AOT MREPP. Observe that in this case we may write:
An(J) =
∑
i∈vnJ∩N0
(Xi − un,i)+.
When mn given in (2.10) is as in the POT case, then the MREPP An computes the sum of the
largest excess (peak) over the threshold un,i within each cluster and, in such case, we will refer to
An as being a peaks over threshold or POT MREPP.
When mn given in (2.10) is as in the REPP case, then the MREPP An is actually a point process
that counts the number of exceedances of un,i and, in such case, we will refer to An as being a
rare events point process or REPP, as it was referred in [FFT13]. Observe that in this case we
have:
An(J) =
∑
i∈vnJ∩N0
1Xi>un,i .
If q = 0 then the AOT MREPP and the POT MREPP coincide and both compute the sum of
all excesses over the threshold un,i. In such situation we say that An is an excesses over threshold
(EOT) MREPP.
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Next, we will introduce the dependence conditions Дq(un,i)
∗ and Д′q(un,i)∗, which are the anal-
ogous of conditions Дp(un) and Д
′
p(un) considered in [FFT15], but designed to establish the
convergence of MREPP (AOT, POT or REPP), which allow us to state our main result. Before
we do that, we need to introduce some additional notation and deﬁnitions.
For x ≥ 0 and κ ∈ N0, we deﬁne the following events:
R
(κ)
n,i (x) := Q
(κ)
q,n,i ∩ {mn(Iκ) > x}
Bn,i(x) :=
∞⋃
κ=0
R
(κ)
n,i (x) ∪ U (∞)q,n,i
An,i(x) := Bn,i(x) ∩
q⋂
ℓ=1
(Bn,i+ℓ(x))
c
where Iκ = [i, iκ,κ+1) and iκ,j denotes the times at which the orbit of the considered point entered
Q
(κ−j)
q,n,i , with i = iκ,0 < iκ,1 < iκ,2 < . . . < iκ,j < . . . < iκ,κ (see Remark 2.7).
In particular, for x = 0 we have
R
(κ)
n,i (0) = Q
(κ)
q,n,i
Bn,i(0) =
∞⋃
κ=0
Q
(κ)
q,n,i ∪ U (∞)q,n,i = U (0)q,n,i
An,i(0) = U
(0)
q,n,i ∩
q⋂
ℓ=1
(U
(0)
q,n,i+ℓ)
c = Q
(0)
q,n,i
and, if q = 0,
R
(0)
n,i(x) = {Xi > un,i,mn([i, i + 1)) > x}, R(κ)n,i (x) = ∅ for κ ∈ N
An,i(x) = Bn,i(x) = R
(0)
n,i(x).
Condition (Дq(un,i)
∗). We say that Дq(un,i)∗ holds for the sequenceX0,X1,X2, . . . if for t, n ∈ N,
i = 0, . . . ,Hn− 1, for x1, . . . , xς ≥ 0 and any J = ∪ςi=2Ij ∈ R with inf{x : x ∈ J} > i+ t,∣∣∣∣∣∣P

An,i(x1) ∩ ς⋂
j=2
{An(Ij) ≤ xj}

− P (An,i(x1))P

 ς⋂
j=2
{An(Ij) ≤ xj}


∣∣∣∣∣∣ ≤ γi(n, t),
where for each n and each i we have that γi(n, t) is nonincreasing in t and there exists a sequence
t∗n = o(n) such that t∗nF¯n,max(H)→ 0 and nγi(n, t∗n)→ 0 when n→∞.
Note that the main advantage of this mixing condition when compared with condition ∆(un) used
by Leadbetter in [Lea91] or any other similar such condition available in the literature is that it
follows easily from suﬃciently fast decay of correlations and therefore is particularly useful when
applied to stochastic processes arising from dynamical systems.
For q ∈ N0 given by (2.9), consider the sequence (t∗n)n∈N, given by condition Дq(un,i)∗ and let
(kn)n∈N be another sequence of integers such that
kn →∞ and knt∗nF¯n,max(H)→ 0 (2.12)
9as n→∞ for every H ∈ N.
Let us give a brief description of the blocking argument and postpone the precise construction of
the blocks to Section 3.1. We split the data into kn blocks separated by time gaps of size larger
than t∗n, where we simply disregard the observations in the corresponding time frame. In the
stationary case, the blocks have the same size and the expected number of exceedances within
each block is ∼ τ/kn. Here, the blocks may have diﬀerent sizes, denoted by ℓH,n,1, . . . , ℓH,n,kn ,
but, as in [FFV17], these are chosen so that the expected number of exceedances is again ∼ τ/kn.
Also, for i = 1, . . . , kn, let LH,n,i =
∑i
j=1 ℓH,n,j and LH,n,0 = 0.
Note that gaps need to be big enough so that they are larger than t∗n but they also need to
be suﬃciently small so that the information disregarded does not compromise the computations.
This is achieved by choosing the number of blocks, which correspond to the sequence (kn)n∈N,
diverging but slowly enough so that the weight of the gaps is negligible when compared to that
of the true blocks.
In order to guarantee the existence of a distributional limit one needs to impose some restrictions
on the speed of recurrence.
Condition (Д′q(un,i)∗). We say that Д′q(un,i)∗ holds for the sequence X0,X1,X2, . . . if there exists
a sequence (kn)n∈N satisfying (2.12) and such that, for every H ∈ N,
lim
n→∞
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r>j
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
= 0 (2.13)
and lim
n→∞
Hn−1∑
j=LH,n,kn
Hn−1∑
r>j
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
= 0 (2.14)
Condition Д′q(un,i)∗ precludes the occurrence of clustering of escapes (or exceedances, when q = 0).
Remark 2.9. Note that condition Д′q(un,i)∗ is an adjustment of a similar condition Д′p(un) in
[FFT15] in the stationary setting, which is similar to condition D(p+1)(un) in the formulation of
[CHM91, Equation (1.2)], although slightly weaker.
When q = 0, observe that Д′q(un,i)∗ is very similar to D′(un,i) from Hüsler, which prevents
clustering of exceedances, just as D′(un) introduced by Leadbetter did in the stationary setting.
When q > 0, we have clustering of exceedances, i.e., the exceedances have a tendency to appear
aggregated in groups (called clusters). One of the main ideas in [FFT12] that we use here is that
the events Q
(0)
q,n,i play a key role in determining the limiting EVL and in identifying the clusters.
In fact, when Д′q(un,i)∗ holds we have that every cluster ends with an entrance in Q
(0)
q,n,i, which
means that the inter cluster exceedances must appear separated at most by q units of time.
In this approach, condition Д′q(un,i)∗ plays a prominent role. In particular, note that if condition
Д′q(un,i)∗ holds for some particular q = q0 ∈ N0, then it holds for all q ≥ q0, and so (2.9) is indeed
the natural candidate to try to show the validity of Д′q(un,i)∗.
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Now, we give a way of deﬁning the Extremal Index (EI) using the sets Q
(0)
q,n,i. For q ∈ N0 given by
(2.9), we also assume that there exists 0 ≤ θ ≤ 1, which will be referred to as the EI, such that
lim
n→∞ maxi=1,...,kn


∣∣∣∣∣∣θ
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)−
LH,n,i−1∑
j=LH,n,i−1
P
(
Q
(0)
q,n,j
)∣∣∣∣∣∣

 = 0. (2.15)
Moreover, we assume the existence of normalising factors an,j for every j = 0, 1, . . . ,Hn− 1 and
n ∈ N, and a probability distribution π such that, for every H ∈ N and x ≥ 0,
lim
n→∞ maxj=0,1,...,Hn−1


∣∣∣∣∣∣
P(An,j(x/an,j))
P
(
Q
(0)
q,n,j
) − (1− π(x))
∣∣∣∣∣∣

 = 0 (2.16)
and in this way obtain a formula to compute the multiplicity distribution of the limiting compound
Poisson process.
Finally, assuming that both Дq(un,i)
∗ and Д′q(un,i)∗ hold, we give a technical condition which
imposes a suﬃciently fast decay of the probability of having very long clusters. We will call it
ULCq(un,i) that stands for ‘Unlikely Long Clusters’. Of course this condition is trivially satisﬁed
when there is no clustering.
Condition (ULCq(un,i)). We say that condition ULCq(un,i) holds if, for all H ∈ N and y > 0,
lim
n→∞
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i(x/an)dx = 0,
lim
n→∞
∫ ∞
0
e−xδn,LH,n,kn ,Hn−LH,n,kn (x/an)dx = 0,
and lim
n→∞
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx = 0
where an is such that P(An,j(x/an,j)) = P(An,j(x/an)) for an,j is as in (2.16), δn,s,ℓ(x) := 0 for
q = 0 and, for q > 0,
δn,s,ℓ(x) :=
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
j=s+ℓ−κq
P
(
R
(κ)
n,j(x)
)
+
s+ℓ−1∑
j=s
∑
κ>⌊ℓ/q⌋
P
(
R
(κ)
n,j(x)
)
+
q∑
j=1
P(Bn,s+ℓ−j(x)) (2.17)
is an integrable function in R+ for n suﬃciently large.
Note that, by deﬁnition, condition ULC0(un,i) always holds. Note also that δn,s,ℓ(x) ≤ δn,s′,ℓ′(x)
if s+ ℓ = s′ + ℓ′ and ℓ ≤ ℓ′. In particular, if ULCq(un,i) holds then, for all H ∈ N and y > 0,
lim
n→∞
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−tH,n,i,tH,n,i(x/an)dx = 0
We are now ready to state the main convergence result:
Theorem 2.A. Let X0,X1, . . . be given by (2.1) and un,i be real-valued boundaries satisfying (2.2)
and (2.3). Assume that Дq(un,i)
∗, Д′q(un,i)∗ and ULCq(un,i)∗ hold, for some q ∈ N0. Assume the
existence of θ satisfying (2.15) and a normalising sequence (an)n∈N such that P(An,j(x/an,j)) =
P(An,j(x/an)) for any j = 0, 1, . . . ,Hn − 1, where an,j are normalising factors such that (2.16)
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holds for some probability distribution π. Then, the MREPP anAn, where An is given by Def-
inition 2.8 for any of the 3 mark functions considered in (2.10), converges in distribution to a
compound Poisson process A with intensity θ and multiplicity d.f. π.
Remark 2.10. If the normalising factors an,j don’t depend on j, then we can naturally choose
an = an,j for every n ∈ N.
Remark 2.11. What is essential, about the mark function mu considered in (2.10) to deﬁne the
respective MREPP, is that it satisﬁes the following assumptions:
(1) mn(I) ≥ 0 and mn(∅) = 0
(2) mn(I) ≤ mn(J) if I ⊂ J
(3) mn(I) = mn(J) if Xi ≤ un,i,∀i ∈ (I \ J) ∩ N0
Note that, in particular, we must have mn(I) = 0 if Xi ≤ un,i,∀i ∈ I ∩ N0.
As long as the above assumptions hold then the conclusion of Theorem 2.A holds for the MREPP
deﬁned from such a mark function mn satisfying the three assumptions just enumerated.
3. Convergence of marked rare events point processes
This section is dedicated to the proof of Theorem 2.A, whose argument follows the same thread
as the one in the proof of [FFMa18, Theorem 2.A.]
3.1. The construction of the blocks. The construction of the blocks is designed so that the
expected number of exceedances in each block is the same. We follow closely the construction in
[FFV17], which was inspired in [Hüs83, Hüs86].
For each H,n ∈ N we split the random variables X0, . . . ,XHn−1 into kn initial blocks, where
kn is given by (2.12), of sizes ℓH,n,1, . . . , ℓH,n,kn deﬁned in the following way. Let as before
LH,n,i =
∑i
j=1 ℓH,n,j and LH,n,0 = 0. Assume that ℓH,n,1, . . . , ℓH,n,i−1 are already deﬁned. Take
ℓH,n,i to be the largest integer such that
LH,n,i−1+ℓH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) ≤
F ∗H,n
kn
.
The ﬁnal working blocks are obtained by disregarding the last observations of each initial block,
which will create a time gap between each ﬁnal block. The size of the time gaps must be balanced
in order to have at least a size t∗n but such that its weight on the average number of exceedances
is negligible when compared to that of the ﬁnal blocks. For that purpose we deﬁne
ε(H,n) := (t∗n + 1)F¯n,max(H)
kn
F ∗H,n
.
Note that by (2.3) and (2.12), it follows immediately that limn→∞ ε(H,n) = 0. Now, for each
i = 1, . . . , kn let tH,n,i be the largest integer such that
LH,n,i−1∑
j=LH,n,i−tH,n,i
F¯ (un,j) ≤ ε(H,n)
F ∗H,n
kn
.
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Hence, the ﬁnal working blocks correspond to the observations within the time frame LH,n,i−1, . . . ,LH,n,i−
tH,n,i−1, while the time gaps correspond to the observations in the time frame LH,n,i−tH,n,i, . . . ,LH,n,i−
1, for all i = 1, . . . , kn.
Note that t∗n < tH,n,i < ℓH,n,i, for each i = 1, . . . , kn. The second inequality is trivial. For the ﬁrst
inequality note that by deﬁnition of tH,n,i we have
ε(H,n)
F ∗H,n
kn
<
LH,n,i−1∑
j=LH,n,i−tH,n,i−1
F¯ (un,j) ≤ (tH,n,i + 1)F¯n,max(H).
The ﬁrst inequality follows easily now by deﬁnition of ε(H,n).
Also, note that, by choice of ℓH,n,i we have
F ∗H,n
kn
≤
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) + F¯ (un,LH,n,i) ≤
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) + F¯n,max(H)
and then it follows that
F ∗H,n
kn
− F¯n,max(H) ≤
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) ≤
F ∗H,n
kn
. (3.1)
From the ﬁrst inequality we get
F ∗H,n − knF¯n,max(H) ≤
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)
which implies that
Hn−1∑
j=LH,n,kn
F¯ (un,j) = F
∗
H,n −
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) ≤ knF¯n,max(H) (3.2)
which goes to 0 as n→∞ by (2.12).
Proposition 3.1. Given events B0, B1, . . . ∈ B, let r, q, s, ℓ ∈ N be such that q < n and define
B = (B0, B1, . . .), Ar = Br \
⋃q
j=1Br+j and A = (A0, A1, . . .). Then
|P(Ws,ℓ(B))− P(Ws,ℓ(A))| ≤
q∑
j=1
P (Ws,ℓ(A) ∩ (Bs+ℓ−j \ As+ℓ−j)) .
Proof. Since Ar ⊂ Br, then clearly Ws,ℓ(B) ⊂ Ws,ℓ(A). Hence, we have to estimate the probability
of Ws,ℓ(A) \Ws,ℓ(B).
Let x ∈ Ws,ℓ(A) \Ws,ℓ(B). We will see that there exists j ∈ {1, . . . , q} such that x ∈ Bs+ℓ−j. In
fact, suppose that no such j exists. Then let κ = max{i ∈ {s, . . . , s + ℓ − 1} : x ∈ Bi}. Then,
clearly, κ < s + ℓ − q. Hence, if x /∈ Bj, for all i = κ + 1, . . . , s + ℓ − 1, then we must have that
x ∈ Aκ by deﬁnition of A. But this contradicts the fact that x ∈ Ws,ℓ(A). Consequently, we have
that there exists j ∈ {1, . . . , q} such that x ∈ Bs+ℓ−j and since x ∈ Ws,ℓ(A) then we can actually
write x ∈ Bs+ℓ−j \ As+ℓ−j.
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This means that Ws,ℓ(A) \Ws,ℓ(B) ⊂
⋃q
j=1(Bs+ℓ−j \ As+ℓ−j) ∩Ws,ℓ(A) and then
∣∣P(Ws,ℓ(B))− P(Ws,ℓ(A))∣∣ = P(Ws,ℓ(A) \Ws,ℓ(B))
≤ P

 q⋃
j=1
(Bs+ℓ−j \ As+ℓ−j) ∩Ws,ℓ(A)

 ≤ q∑
j=1
P (Ws,ℓ(A) ∩ (Bs+ℓ−j \ As+ℓ−j)) ,
as required. 
Applying this proposition to Bi = Bn,i(x), we have the following lemma, which says that the
probability of not entering Bn,i(x) can be approximated by the probability of not entering An,i(x)
during the same period of time.
Lemma 3.2. For any s, ℓ ∈ N and x ≥ 0 we have
∣∣P(Ws,ℓ(Bn,i(x))) − P(Ws,ℓ(An,i(x)))∣∣ ≤ q∑
i=1
P(Bn,s+ℓ−i(x))
Next we give an approximation for the probability of not entering An,i(x) during a certain period
of time.
Lemma 3.3. For any s, ℓ ∈ N and x ≥ 0 we have∣∣∣∣∣P(Ws,ℓ(An,i(x))) −
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
)∣∣∣∣∣ ≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
Proof. Since (Ws,ℓ(An,i(x)))
c = ∪s+ℓ−1i=s An,i(x) it is clear that∣∣∣∣∣1− P(Ws,ℓ(An,i(x)))−
s+ℓ−1∑
i=s
P(An,i(x))
∣∣∣∣∣ ≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P(An,j(x) ∩An,r(x))
If q > 0, the result follows by the fact that An,r(x) ⊂ {Xr > un,r} and the fact that the occurrence
of both An,j(x) and An,r(x) implies an escape, i.e., the occurrence of Q
(0)
q,n,j1
for some j ≤ j1 < r
(otherwise, the occurrence of An,r(x) and therefore of Bn,r(x) would imply the occurrence of
Bn,r1(x) for some j + 1 ≤ r1 ≤ j + q which would contradict the occurrence of An,j(x)).
If q = 0, the result follows immediately since An,i(x) ⊂ {Xi > un,i} = Q(0)0,n,i.

The next lemma gives an error bound for the approximation of the probability of the process
An([s, s + ℓ)) not exceeding x by the probability of not entering in Bn,i(x) during the period
[s, s+ ℓ). In what follows, we use the notation A s+ℓn,s := An([s, s+ ℓ)).
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Lemma 3.4. For any s, ℓ ∈ N and x ≥ 0 we have
∣∣∣P(A s+ℓn,s ≤ x)− P(Ws,ℓ(Bn,i(x)))∣∣∣ ≤ s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
i=s+ℓ−κq
P
(
R
(κ)
n,i (x)
)
+
s+ℓ−1∑
i=s
∑
κ>⌊ℓ/q⌋
P
(
R
(κ)
n,i (x)
)
if q > 0, and in case q = 0 we have
∣∣∣P(A s+ℓn,s ≤ x)− P(Ws,ℓ(Bn,i(x)))∣∣∣ ≤ s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P(Xj > un,j,Xr > un,r).
Proof. If q > 0, we start by observing that
A∗n,s,ℓ(x) :=
{
A
s+ℓ
n,s ≤ x
}
∩ (Ws,ℓ(Bn,i(x)))c ⊂
s+ℓ−1⋃
i=s+ℓ−q
R
(1)
n,i(x) ∪
s+ℓ−1⋃
i=s+ℓ−2q
R
(2)
n,i(x) ∪ . . . ∪
s+ℓ−1⋃
i=s+ℓ−⌊ℓ/q⌋q
R
(⌊ℓ/q⌋)
n,i (x) ∪
s+ℓ−1⋃
i=s
⋃
κ>⌊ℓ/q⌋
R
(κ)
n,i (x)
since
⋃s+ℓ−κq−1
i=s R
(κ)
n,i (x) ⊂
{
A s+ℓn,s > x
}
for any κ ≤ ⌊ℓ/q⌋. So,
P(A∗n,s,ℓ(x)) ≤
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
i=s+ℓ−κq
P
(
R
(κ)
n,i (x)
)
+
s+ℓ−1∑
i=s
∑
κ>⌊ℓ/q⌋
P
(
R
(κ)
n,i (x)
)
.
Now, we note that
B∗n,s,ℓ(x) :=
{
A
s+ℓ
u,s > x
}
∩Ws,ℓ(Bn,i(x)) ⊂
s+ℓ−1⋃
j=s
s+ℓ−1⋃
r=j+1
Q
(0)
q,n,j ∩ {Xr > un,r}.
This is because no entrance in An,i(x) during the time period s, . . . , s + ℓ − 1 implies that there
must be at least two distinct clusters during the time period s, . . . , s + ℓ − 1. Since each cluster
ends with an escape, i.e., the occurrence of Q
(0)
q,n,j, then this must have happened at some moment
j ∈ {s, . . . , s+ ℓ− 1} which was then followed by another exceedance at some subsequent instant
r > j where a new cluster is begun. Consequently, we have
P(B∗n,s,ℓ(x)) ≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
The result follows now at once since∣∣∣P(A s+ℓn,s ≤ x)− P(Ws,ℓ(Bn,i(x)))∣∣∣ ≤ P({A s+ℓn,s ≤ x}△Ws,ℓ(Bn,i(x)))
= P(A∗n,s,ℓ(x)) + P(B
∗
n,s,ℓ(x))
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If q = 0, we start by observing that {A s+ℓn,s ≤ x} ⊂ Ws,ℓ(Bn,i(x)). Then, we note that
{
A
s+ℓ
n,s > x
}
∩Ws,ℓ(Bn,i(x)) ⊂
s+ℓ−1⋃
j=s
s+ℓ−1⋃
r=j+1
{Xj > un,j} ∩ {Xr > un,r}.
This is because no entrance in Bn,i(x) for i ∈ {s, . . . , s+ ℓ−1} implies that there must be at least
two exceedances during the time period s, . . . , s + ℓ− 1.
Consequently, we have∣∣∣P(A s+ℓn,s ≤ x)− P (Ws,ℓ(Bn,i(x)))∣∣∣ = P({A s+ℓn,s > x} ∩Ws,ℓ(Bn,i(x)))
≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P(Xj > un,j,Xr > un,r)

As a consequence we obtain an approximation for the Laplace transform of A s+ℓn,s .
Corollary 3.A. For any s, ℓ ∈ N, y ≥ 0 and n sufficiently large we have
∣∣∣∣∣E
(
e−yanA
s+ℓ
n,s
)
−

1− s+ℓ−1∑
j=s
∫ ∞
0
ye−yxP(An,j(x/an,j))dx


∣∣∣∣∣
≤ 2
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
∫ ∞
0
ye−yxδn,s,ℓ(x/an)dx
Proof. Using Lemmas 3.2-3.4, for every x > 0 we have when q > 0
∣∣∣∣∣P(A s+ℓn,s ≤ x)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
) ∣∣∣∣∣ ≤
∣∣∣P(A s+ℓn,s ≤ x)− P(Ws,ℓ(Bn,i(x)))∣∣∣
+ |P(Ws,ℓ(Bn,i(x))− P(Ws,ℓ(An,i(x)))| +
∣∣∣∣∣P(Ws,ℓ(An,i(x)))−
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
)∣∣∣∣∣
≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
i=s+ℓ−κq
P
(
R
(κ)
n,i (x)
)
+
s+ℓ−1∑
i=s
∑
κ>⌊ℓ/q⌋
P
(
R
(κ)
n,i (x)
)
+
q∑
i=1
P(Bn,s+ℓ−i(x)) +
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
= 2
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ δn,s,ℓ(x)
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When q = 0, we have∣∣∣∣∣P(A s+ℓn,s ≤ x)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
) ∣∣∣∣∣ ≤
∣∣∣P(A s+ℓn,s ≤ x)− P(Ws,ℓ(Bn,i(x)))∣∣∣
+ |P(Ws,ℓ(Bn,i(x)) − P(Ws,ℓ(An,i(x)))| +
∣∣∣∣∣P(Ws,ℓ(An,i(x)))−
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
)∣∣∣∣∣
≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P(Xj > un,j,Xr > un,r) +
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
0,n,j ∩ {Xr > un,r}
)
= 2
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
0,n,j ∩ {Xr > un,r}
)
+ δn,s,ℓ(x)
Since P(A s+ℓn,s < 0) = 0, using integration by parts we have
E
(
e−yanA
s+ℓ
n,s
)
= e−y.0P(A s+ℓn,s = 0) +
∫ ∞
0
e−yxdP(A s+ℓn,s ≤ x/an)
= P(A s+ℓn,s = 0) + limx→∞
[
e−yxP(A s+ℓn,s ≤ x/an)− e−y.0P(A s+ℓn,s ≤ 0)
]
−
∫ ∞
0
P(A s+ℓn,s ≤ x/an)de−yx
= P(A s+ℓn,s = 0)− P(A s+ℓn,s ≤ 0)−
∫ ∞
0
(−ye−yx)P(A s+ℓn,s ≤ x/an)dx
=
∫ ∞
0
ye−yxP(A s+ℓn,s ≤ x/an)dx
Then, using the assumption that P(An,j(x/an,j)) = P(An,j(x/an)),∣∣∣∣∣E
(
e−yanA
s+ℓ
n,s
)
−

1− s+ℓ−1∑
j=s
∫ ∞
0
ye−yxP(An,j(x/an,j))dx


∣∣∣∣∣
=
∣∣∣∣∣E
(
e−yanA
s+ℓ
n,s
)
−

1− s+ℓ−1∑
j=s
∫ ∞
0
ye−yxP(An,j(x/an))dx


∣∣∣∣∣
=
∣∣∣∣∣∣
∫ ∞
0
ye−yxP(A s+ℓn,s ≤ x/an)dx−
∫ ∞
0
ye−yx

1− s+ℓ−1∑
j=s
∫ ∞
0
ye−yxP(An,j(x/an))

 dx
∣∣∣∣∣∣
≤
∫ ∞
0
ye−yx

2 s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ δn,s,ℓ(x/an)

 dx
= 2
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
∫ ∞
0
ye−yxδn,s,ℓ(x/an)dx

Next result gives the main induction tool to build the proof of Theorem 2.A.
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Lemma 3.5. Let s, ℓ, t, ς ∈ N and consider x1 ∈ R+0 , x = (x2, . . . , xς) ∈ (R+0 )ς−1, s+ ℓ− 1 + t <
a2 < b2 < a3 < . . . < bς−1 < aς < bς ∈ N0. For n sufficiently large we have∣∣P(A s+ℓn,s ≤ x1,A b2n,a2 ≤ x2, . . . ,A bςn,aς ≤ xς)− P(A s+ℓn,s ≤ x1)P(A b2n,a2 ≤ x2, . . . ,A bςn,aς ≤ xς)∣∣
≤ ℓι(n, t) + 4
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2δn,s,ℓ(x1)
where
ι(n, t) = sup
s,ℓ∈N
max
i=s,...,s+ℓ−1
{∣∣∣P(An,i(x1))P( ∩ςj=2 {A bjn,aj ≤ xj})− P( ∩ςj=2 {A bjn,aj ≤ xj} ∩An,i(x1))∣∣∣} .
(3.3)
Proof. Let
Ax1,x := {A s+ℓn,s ≤ x1,A b2n,a2 ≤ x2, . . . ,A bςn,aς ≤ xς}, Bx1 := {A s+ℓn,s ≤ x1}
A˜x1,x := Ws,ℓ(An,i(x1)) ∩ {A b2n,a2 ≤ x2, . . . ,A bςn,aς ≤ xς}, B˜x1 := Ws,ℓ(An,i(x1)),
Dx := {A b2n,a2 ≤ x2, . . . ,A bςn,aς ≤ xς}.
If x1 > 0, by Lemmas 3.2 and 3.4 we have∣∣∣P(Bx1)− P(B˜x1)∣∣∣ ≤ ∣∣∣P(A s+ℓn,s ≤ x1)− P(Ws,ℓ(Bn,i(x1)))∣∣∣+ |P(Ws,ℓ(Bn,i(x1)))− P(Ws,ℓ(An,i(x1)))|
≤
∣∣∣P({A s+ℓn,s ≤ x1}△Ws,ℓ(Bn,i(x1)))∣∣∣ + |P(Ws,ℓ(An,i(x1)) \Ws,ℓ(Bn,i(x1)))|
≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
i=s+ℓ−κq
P
(
R
(κ)
n,i (x1)
)
+
s+ℓ−1∑
i=s
∑
κ>⌊ℓ/q⌋
P
(
R
(κ)
n,i (x1)
)
+
q∑
i=1
P(Bn,s+ℓ−i(x1))
=
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ δn,s,ℓ(x1) (3.4)
and also∣∣∣P(Ax1)− P(A˜x1)∣∣∣ ≤ ∣∣P({A s+ℓn,s ≤ x1} ∩Dx)− P(Ws,ℓ(Bn,i(x1)) ∩Dx)∣∣+ |P ((Ws,ℓ(An,i(x1)) \Ws,ℓ(Bn,i(x1))) ∩Dx)|
≤ ∣∣P (({A s+ℓn,s ≤ x1}△Ws,ℓ(Bn,i(x1)) ∩Dx)∣∣+ |P ((Ws,ℓ(An,i(x1)) \Ws,ℓ(Bn,i(x1))) ∩Dx)|
≤ ∣∣P({A s+ℓn,s ≤ x1}△Ws,ℓ(Bn,i(x1))∣∣ + |P(Ws,ℓ(An,i(x1)) \Ws,ℓ(Bn,i(x1)))|
≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ δn,s,ℓ(x1) (3.5)
If x1 = 0, we notice that {A s+ℓn,s ≤ x1} = {A s+ℓn,s = 0} = {Xs ≤ un,s, . . . ,Xs+ℓ−1 ≤ un,s+ℓ−1} =
Ws,ℓ(Bn,i(0)), so estimates (3.4) and (3.5) are still valid by Lemma 3.2.
Adapting the proof of Lemma 3.3, it follows that∣∣∣P(A˜x1,x)− (1−∑s+ℓ−1i=s P(An,i(x)))P(Dx)∣∣∣ ≤ Err, where
18 A. C. M. FREITAS, J. M. FREITAS, M. MAGALHÃES, AND S. VAIENTI
Err =
∣∣∣∣∣
s+ℓ−1∑
i=s
P(An,i(x))P(D
x)−
s+ℓ−1∑
i=s
P(An,i(x) ∩Dx)
∣∣∣∣∣+
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
Now, since, by deﬁnition of ι(n, t),∣∣∣∣∣
s+ℓ−1∑
i=s
P(An,i(x))P(D
x)−
s+ℓ−1∑
i=s
P(An,i(x) ∩Dx)
∣∣∣∣∣
≤
s+ℓ−1∑
i=s
|P(An,i(x))P(Dx)− P(An,i(x) ∩Dx)| ≤ ℓι(n, t),
we conclude that∣∣∣∣∣P(A˜x1,x)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x))
)
P(Dx)
∣∣∣∣∣ ≤ ℓι(n, t) +
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
(3.6)
Also, by Lemma 3.3 we have∣∣∣∣∣P(B˜x1)P(Dx)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x1))
)
P(Dx)
∣∣∣∣∣ ≤
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
(3.7)
Putting together the estimates (3.4)-(3.7) we get
|P(Ax1,x)− P(Bx1)P(Dx)| ≤
∣∣∣P(Ax1,x)− P(A˜x1,x)∣∣∣+
∣∣∣∣∣P(A˜x1,x)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x1))
)
P(Dx)
∣∣∣∣∣
+
∣∣∣∣∣P(B˜x1)P(Dx)−
(
1−
s+ℓ−1∑
i=s
P(An,i(x1))
)
P(Dx)
∣∣∣∣∣+
∣∣∣P(Bx1)− P(B˜x1)∣∣∣P(Dx)
≤ ℓι(n, t) + 4
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2δn,s,ℓ(x1)

Let us consider a function F : (R+0 )
n → R which is continuous on the right in each variable
separately and such that for each R = (a1, b1]× . . .× (an, bn] ⊂ (R+0 )n we have
µF (R) :=
∑
ci∈{ai,bi}
(−1)#{i∈{1,...,n}:ci=ai}F (c1, . . . , cn) ≥ 0
Such F is called an n-dimensional Stieltjes measure function and such µF has a unique extension
to the Borel σ-algebra in (R+0 )
n, which is called the Lebesgue-Stieltjes measure associated to F .
For each I ⊂ {1, . . . , n}, let FI(x) := F (δ1x1, . . . , δnxn), where δi =
{
1 if i ∈ I
0 if i /∈ I
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If F is an n-dimensional Stieltjes measure function, it is easy to see that FI is also an n-dimensional
Stieltjes measure function, which has an associated Lebesgue-Stieltjes measure µFI . We will use
the following proposition, proved in [FFMa18, Section 4]:
Proposition 3.B. Given n ∈ N, I ⊂ {1, . . . , n} and two functions F,G : (R+0 )n → R such that
F is a bounded n-dimensional Stieltjes measure function, let∫
G(x)dFI(x) :=
{
G(0, . . . , 0)F (0, . . . , 0) for I = ∅∫
G(x)dµFI for I 6= ∅
where µFI is the Lebesgue-Stieltjes measure associated to FI . Then,∫ ∞
0
. . .
∫ ∞
0
e
−y1x1−...−ynxnF (x)dx1 . . . dxn =
1
y1 . . . yn
∑
I⊂{1,...,n}
∫
e
−
∑
i∈I yixidFI(x)
Corollary 3.C. Let s, ℓ, t, ς ∈ N and consider y1, y2, . . . , yς ∈ R+0 , s+ ℓ− 1 + t < a2 < b2 < a3 <
. . . < bς−1 < aς < bς ∈ N0. For n sufficiently large we have
E
(
e−y1anA
s+ℓ
n,s −y2anA b2n,a2−...−yςanA
bς
n,aς
)
= E
(
e−y1anA
s+ℓ
n,s
)
E
(
e−y2anA
b2
n,a2
−...−yςanA bςn,aς
)
+ Err
where
|Err| ≤ ℓι(n, t) + 4
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2
∫ ∞
0
y1e
−y1xδn,s,ℓ(x/an)dx
and ι(n, t) is given by (3.3).
Proof. Using the same notation as in the proof of Lemma 3.5, let F (A)(x1, . . . , xς) = P(Ax1,x),
F (B)(x1) = P(Bx1) and F
(D)(x2, . . . , xς) = P(D
x). Then, F (A), F (B) and F (D) are both bounded
Stieltjes measure functions, with
µF (A)(U1) = P
(
(anA
s+ℓ
n,s , anA
b2
n,a2 , . . . , anA
bς
n,aς ) ∈ U1
)
µF (B)(U2) = P(anA
s+ℓ
n,s ∈ U2) µF (D)(U3) = P
(
(anA
b2
n,a2 , . . . , anA
bς
n,aς ) ∈ U3
)
where U1, U2 and U3 are Borel sets in (R
+
0 )
ς , R+0 and (R
+
0 )
ς−1, respectively.
Therefore, we can apply the previous proposition and we obtain
E
(
e−y1anA
s+ℓ
n,s −y2anA
b2
n,a2
−...−yςanA
bς
n,aς
)
− E
(
e−y1anA
s+ℓ
n,s
)
E
(
e−y2anA
b2
n,a2
−...−yςanA
bς
n,aς
)
=
∑
I⊂{1,...,ς}
∫
e−
∑
i∈I
yianxid(F (A))I(x1, . . . , xς)
−
∑
I⊂{1}
∫
e−
∑
i∈I
yianxid(F (B))I(x1)
∑
I⊂{2,...,ς}
∫
e−
∑
i∈I
yianxid(F (D))I(x2, . . . , xς)
= y1 . . . yςa
ς
n
∫ ∞
0
. . .
∫ ∞
0
e−y1anx1−...−yςanxςF (A)(x1, . . . , xς)dx1 . . . dxς
−
(
y1an
∫ ∞
0
e−y1anx1F (B)(x1)dx1
)(
y2 . . . yςa
ς−1
n
∫ ∞
0
. . .
∫ ∞
0
e−y2anx2−...−yςanxςF (D)(x2, . . . , xς)dx2 . . . dxς
)
= y1 . . . yςa
ς
n
∫ ∞
0
. . .
∫ ∞
0
e−y1anx1−...−yςanxς (F (A) − F (B)F (D))(x1, . . . , xς)dx1 . . . dxς
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Hence, using Lemma 3.5,∣∣∣E(e−y1anA sn,0−y2anA b2n,a2−...−yςanA bςn,aς ))− E(e−y1anA sn,0)E(e−y2anA b2n,a2−...−yςanA bςn,aς )∣∣∣
≤ y1 . . . yςaςn
∫ ∞
0
. . .
∫ ∞
0
e−y1ax1−...−yςaxς
∣∣P(Ax1,x)− P(Bx1)P(Dx)∣∣ dx1 . . . dxς
≤ ℓι(n, t) + 4
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2y1an
∫ ∞
0
e−y1anx1δn,s,ℓ(x1)dx1
= ℓι(n, t) + 4
s+ℓ−1∑
j=s
s+ℓ−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2
∫ ∞
0
y1e
−y1xδn,s,ℓ(x/an)dx

Proposition 3.D. Let X0,X1, . . . be given by (2.1), let J ∈ R be such that J =
⋃ς
ℓ=1 Iℓ where
Ij = [aj , bj) ∈ S, j = 1, . . . , ς and a1 < b1 < a2 < · · · < bς−1 < aς < bς , let un,i be real-
valued boundaries satisfying (2.2) and (2.3), let H := ⌈sup{x : x ∈ J}⌉ = ⌈bς⌉ and let (an)n∈N
be a normalising sequence, an,j normalising factors and π a probability distribution as in (2.A).
Assume that Дq(un,i)
∗, Д′q(un,i)∗ and ULCq(un,i)∗ hold, for some q ∈ N0. Consider the par-
tition of [0,Hn) into blocks of length ℓH,n,j, J1 = [LH,n,0,LH,n,1), J2 = [LH,n,1,LH,n,2), ...,
Jkn = [LH,n,kn−1,LH,n,kn), Jkn+1 = [LH,n,kn,Hn). Let n be sufficiently large so that LH,n :=
max{ℓH,n,j, j = 1, . . . , kn} < n2 infj∈{1,...,ς}{bj − aj} and, finally, let Sℓ be the number of blocks
Ji, i > 1 contained in nIℓ, that is,
Sℓ := #{i ∈ {2, . . . , kn} : Ji ⊂ nIℓ}.
Note that, by definition of LH,n, we must have Sℓ > 1 for every ℓ ∈ {1, . . . , ς}.
Then, for all y1, y2, . . . , yς ∈ R+0 , we have
E
(
e−
∑ς
ℓ=1 yℓanAn(nIℓ)
)
−
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
−−−→
n→∞ 0
Proof. Without loss of generality, we can assume that y1, y2, . . . , yς ∈ R+, because if we had yj = 0
for some j = 1, . . . , ς then we could consider J =
⋃j−1
ℓ=1 Iℓ∪
⋃ς
ℓ=j+1 Iℓ instead. Also, we can assume
that a1 > 0. Let yˆ := inf{yj : j = 1, . . . , ς} > 0 and Yˆ := sup{yj : j = 1, . . . , ς}. We cut each Ji
into two blocks:
J∗i := [LH,n,i−1,LH,n,i − tH,n,i) and J ′i := Ji \ J∗i
Note that |J∗i | = ℓH,n,i − tH,n,i and |J ′i | = tH,n,i.
For each ℓ ∈ {1, . . . , ς}, we deﬁne iℓ := min{i ∈ {2, . . . , kn} : Ji ⊂ nIℓ}. Hence, it follows that
Jiℓ , Jiℓ+1, . . . , Jiℓ+Sℓ−1 ⊂ nIℓ and
LH,n,iℓ+Sℓ−1 − LH,n,iℓ−1 =
iℓ+Sℓ−1∑
j=iℓ
ℓH,n,j ∼ n|Iℓ| (3.8)
First of all, recall that for every 0 ≤ xi, zi ≤ 1, we have∣∣∣∏ xi −∏ zi∣∣∣ ≤∑ |xi − zi|. (3.9)
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We start by making the following approximation, in which we use (3.9),∣∣∣∣∣E
(
e−
∑ς
ℓ=1
yℓanAn(nIℓ)
)
− E
(
e
−
∑ς
ℓ=1
yℓ
∑iℓ+Sℓ−1
j=iℓ
anAn(Jj)
) ∣∣∣∣∣ ≤ E
(
1− e−
∑
ς
ℓ=1
yℓanAn
(
nIℓ\∪
iℓ+Sℓ−1
j=iℓ
Jj
))
≤ E
(
1− e−
∑
ς
ℓ=1
yℓanAn(Jiℓ−1∪Jiℓ+Sℓ )
)
≤ ςKE
(
1− e−anAn(Jiℓ−1)
)
+ ςKE
(
1− e−anAn(Jiℓ+Sℓ)
)
,
where max{y1, . . . , yς} ≤ K ∈ N. In order to show that we are allowed to use the above approxi-
mation we just need to check that E
(
1− e−anAn(Ji)) → 0 as n → ∞ for every i = 1, . . . , kn + 1.
By Corollary 3.A we have for i = 1, . . . , kn
E
(
e−anAn(Ji)
)
= E
(
e
−anA
LH,n,i
n,LH,n,i−1
)
= 1−
LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
e−xP(An,j(x/an,j))dx+ Err, (3.10)
where
|Err| ≤ 2
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
∫ ∞
0
e−xδn,LH,n,i−1,ℓH,n,i(x/an)dx→ 0
as n→∞ by Д′q(un,i)∗ and ULCq(un,i). Since
LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
e−xP(An,j(x/an,j))dx ≤
LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
e−xP(Xj > un,j)dx =
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j) ≤
F ∗H,n
kn
we get E
(
e−anAn(Ji)
) −−−→
n→∞ 1 by (2.3).
If i = kn + 1 then
E
(
e−anAn(Ji)
)
= E
(
e
−anA Hnn,LH,n,kn
)
= 1−
Hn−1∑
j=LH,n,kn
∫ ∞
0
e−xP(An,j(x/an))dx+ Err, (3.11)
where
|Err| ≤ 2
Hn−1∑
j=LH,n,kn
Hn−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
∫ ∞
0
e−xδn,LH,n,kn ,Hn−LH,n,kn (x/an)dx→ 0
as n→∞ by Д′q(un,i)∗ and ULCq(un,i). Since, by (3.2),
Hn−1∑
j=LH,n,kn
∫ ∞
0
e−xP(An,j(x/an,j))dx ≤
Hn−1∑
j=LH,n,kn
∫ ∞
0
e−xP(Xj > un,j)dx =
Hn−1∑
j=LH,n,kn
F¯ (un,j) ≤ knF¯n,max(H)
we get E
(
e−anAn(Jkn+1)
) −−−→
n→∞ 1 by (2.12).
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Now, we proceed with another approximation which consists of replacing Ji by J
∗
i . Using (3.9)
we have∣∣∣∣∣E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ−1
i=iℓ
anAn(Ji)
)
− E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ−1
i=iℓ
anAn(J∗i )
) ∣∣∣∣∣ ≤ E
(
1− e−
∑ς
ℓ=1 yℓ
∑iℓ+Sℓ−1
i=iℓ
anAn(J ′i)
)
≤ K
ς∑
ℓ=1
E
(
1− e−
∑iℓ+Sℓ−1
i=iℓ
anAn(J ′i)
)
≤ K
ς∑
ℓ=1
iℓ+Sℓ−1∑
i=iℓ
E
(
1− e−anAn(J ′i)
)
≤ K
kn∑
i=1
E
(
1− e−anAn(J ′i)
)
Now, we must show that
∑kn
i=1 E
(
1− e−anAn(J ′i)
)
→ 0, as n→∞, in order for the approximation
to make sense. By Corollary 3.A we have
E
(
e−anAn(J
′
i)
)
= E
(
e
−anA
LH,n,i
n,LH,n,i−tH,n,i
)
= 1−
LH,n,i−1∑
j=LH,n,i−tH,n,i
∫ ∞
0
e−xP(An,j(x/an,j))dx+ Err,
(3.12)
where
kn∑
i=1
|Err| ≤2
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−tH,n,i
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
kn∑
i=1
∫ ∞
0
e−xδLH,n,i−tH,n,i,tH,n,i,n(x/an)dx→ 0
as n→∞ by Д′q(un,i)∗ and ULCq(un,i). We get, by (2.12) as well,
kn∑
i=1
E
(
1− e−anAn(J ′i)
)
∼
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−tH,n,i
∫ ∞
0
e−xP(An,j(x/an,j))dx
≤
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−tH,n,i
F¯ (un,j) ≤
kn∑
i=1
ε(H,n)
F ∗H,n
kn
= kn(t
∗
n + 1)F¯n,max(H) −−−→n→∞ 0
Let us ﬁx now some ℓˆ ∈ {1, . . . , ς} and i ∈ {iℓˆ, . . . , iℓˆ +Sℓˆ − 1}. Let Mi = yℓˆ
∑i
ℓˆ
+S
ℓˆ
−1
j=i anAn(J
∗
j )
and Lℓˆ =
∑ς
ℓ=ℓˆ+1
yℓ
∑iℓ+Sℓ−1
j=iℓ
anAn(J
∗
j ). Using Corollary 3.C along with the facts that ι(n, t) 6
γi(n, t) and γi(n, t) is decreasing in t, we obtain
∣∣∣E(e−yℓˆanAn(J∗iℓˆ)−Miℓˆ+1−Lℓˆ)− E(e−yℓˆanAn(J∗iℓˆ))E(e−Miℓˆ+1−Lℓˆ)∣∣∣ ≤ Υn,i
ℓˆ
,
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where
Υn,i = tH,n,iγi(n, tH,n,i) + 4
LH,n,i−1+tH,n,i−1∑
j=LH,n,i−1
LH,n,i−1+tH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2
∫ ∞
0
yℓˆe
−y
ℓˆ
xδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx
≤ ℓH,n,iγi(n, t∗n) + 4
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2Yˆ
∫ ∞
0
e−yˆxδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx
Since E
(
e−yℓˆanAn(J
∗
i )
)
≤ 1 for any i ∈ {1, . . . , kn}, it follows by the same argument that
∣∣∣E(e−Miℓˆ−Lℓˆ)−E(e−yℓˆanAn(J∗iℓˆ))E(e−yℓˆanAn(J∗iℓˆ+1))E(e−Miℓˆ+2−Lℓˆ)∣∣∣
≤
∣∣∣E(e−Miℓˆ−Lℓˆ)− E(e−yℓˆanAn(J∗iℓˆ))E(e−Miℓˆ+1−Lℓˆ)∣∣∣
+ E
(
e
−y
ℓˆ
anAn(J∗i
ℓˆ
)
)∣∣∣E(e−Miℓˆ+1−Lℓˆ)− E(e−yℓˆanAn(J∗iℓˆ+1))E(e−Miℓˆ+2−Lℓˆ)∣∣∣
≤ Υn,i
ℓˆ
+Υn,i
ℓˆ
+1
Hence, proceeding inductively with respect to i ∈ {iℓˆ, . . . , iℓˆ + Sℓˆ − 1}, we obtain
∣∣∣E(e−Miℓˆ−Lℓˆ)− iℓˆ+Sℓˆ−1∏
j=i
ℓˆ
E
(
e−yℓˆanAn(J
∗
j )
)
E
(
e−Lℓˆ
)∣∣∣ ≤ iℓˆ+Sℓˆ−1∑
i=i
ℓˆ
Υn,i
In the same way, if we proceed inductively with respect to ℓˆ ∈ {1, . . . , ς}, we get
∣∣∣∣∣∣E
(
e
−∑ςℓ=1 yℓ
∑iℓ+Sℓ
j=iℓ
anAn(J∗j )
)
−
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(J
∗
i )
)∣∣∣∣∣∣ ≤
ς∑
ℓ=1
iℓ+Sℓ−1∑
i=iℓ
Υn,i
≤
kn∑
i=1
Υn,i ≤ Hnγi(n, t∗n) + 4
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+ 2Yˆ
kn∑
i=1
∫ ∞
0
e−yˆxδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx→ 0
as n→∞, by Дq(un,i)∗, Д′q(un,i)∗ and ULCq(un,i).
24 A. C. M. FREITAS, J. M. FREITAS, M. MAGALHÃES, AND S. VAIENTI
Using (3.9) again, we have the ﬁnal approximation∣∣∣∣∣∣
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
−
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(J
∗
i )
)∣∣∣∣∣∣ ≤ K
ς∑
ℓ=1
iℓ+Sℓ−1∑
i=iℓ
E
(
1− e−anAn(J ′i)
)
≤ K
kn∑
i=1
E
(
1− e−anAn(J ′i)
)
.
We have already proved that
∑kn
i=1 E
(
1− e−anAn(J ′i)
)
→ 0 as n→∞, so we only need to gather
all the approximations to ﬁnally obtain the stated result.

Proof of Theorem 2.A. In order to prove convergence of anAn to a process A, it is suﬃcient to
show that for any ς disjoint intervals I1, I2, . . . , Iς ∈ S, the joint distribution of anAn over these
intervals converges to the joint distribution of A over the same intervals, i.e.,
(anAn(I1), anAn(I2), . . . , anAn(Iς)) −−−→
n→∞ (A(I1), A(I2), . . . , A(Iς)),
which will be the case if the corresponding joint Laplace transforms converge. Hence, we only
need to show that
ψanAn(y1, y2, . . . , yς)→ ψA(y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓA(Iℓ)
)
, as n→∞,
for every ς non-negative values y1, y2, . . . , yς , each choice of ς disjoint intervals I1, I2, . . . , Iς ∈ S and
each ς ∈ N. Note that ψanAn(y1, y2, . . . , yς) = E
(
e−
∑ς
ℓ=1 yℓanAn(Iℓ)
)
= E
(
e−
∑ς
ℓ=1 yℓanAn(vnIℓ)
)
and∣∣∣E(e−∑ςℓ=1 yℓanAn(vnIℓ))− E(e−∑ςℓ=1 yℓA(Iℓ))∣∣∣ ≤ ∣∣∣E(e−∑ςℓ=1 yℓanAn(vnIℓ))− E(e−∑ςℓ=1 yℓanAn(nτ Iℓ))∣∣∣
+
∣∣∣∣∣E
(
e−
∑ς
ℓ=1
yℓanAn(nτ Iℓ)
)
−
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)∣∣∣∣∣
+
∣∣∣∣∣
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
− E
(
e−
∑ς
ℓ=1
yℓA(Iℓ)
)∣∣∣∣∣
where J1, J2, . . . , Jkn+1 are the elements of the partition of [0,Hn) given by Proposition 3.D, with
J =
⋃ς
ℓ=1
1
τ Iℓ. Since vn ∼ nτ , the ﬁrst term on the right goes to 0 as n→∞. By Proposition 3.D,
the second term on the right also goes to 0 as n→∞. Finally, by Corollary 3.A, we have
E
(
e−yℓanAn(Ji)
)
= 1−
LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
yℓe
−yℓxP(An,j(x/an,j))dx+ Err
where
|Err| ≤ 2
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
∫ ∞
0
yℓe
−yℓxδn,LH,n,i−1,ℓH,n,i(x/an)dx
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Using (3.9), we have that∣∣∣∣∣∣
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
−
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ

1− LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
yℓe
−yℓxP(An,j(x/an,j))dx


∣∣∣∣∣∣
≤
ς∑
ℓ=1
iℓ+Sℓ−1∑
i=iℓ
∣∣∣∣∣∣E
(
e−yℓanAn(Ji)
)
−

1− LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
yℓe
−yℓxP(An,j(x/an,j))dx


∣∣∣∣∣∣
≤
ς∑
ℓ=1
iℓ+Sℓ−1∑
i=iℓ
|Err| ≤
kn∑
i=1
|Err|
≤ 2
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r=j+1
P
(
Q
(0)
q,n,j ∩ {Xr > un,r}
)
+
kn∑
i=1
∫ ∞
0
yℓe
−yℓxδn,LH,n,i−1,ℓH,n,i(x/an)dx
→ 0
as n→∞ by Д′q(un,i)∗ and ULCq(un,i), so it follows that
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
∼
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ

1− LH,n,i−1∑
j=LH,n,i−1
∫ ∞
0
yℓe
−yℓxP(An,j(x/an,j))dx


∼
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ

1− LH,n,i−1∑
j=LH,n,i−1
P
(
Q
(0)
q,n,j
)∫ ∞
0
yℓe
−yℓx(1− π(x))dx


∼
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ

1− θ LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)
(
1− π(0) −
∫ ∞
0
e−yℓxdπ(x)
)
=
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ

1− θ(1− φ(yℓ))
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)


∼ e−
∑ς
ℓ=1
∑iℓ+Sℓ−1
i=iℓ
θ(1−φ(yℓ))
∑LH,n,i−1
j=LH,n,i−1
F¯ (un,j)
where φ is the Laplace transform of π, and since we have, by (2.3),∣∣∣∣∣∣
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)− ℓH,n,i
n
τ
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
LH,n,i−1∑
j=0
F¯ (un,j)− LH,n,i
n
τ
∣∣∣∣∣∣+
∣∣∣∣∣∣
LH,n,i−1−1∑
j=0
F¯ (un,j)− LH,n,i−1
n
τ
∣∣∣∣∣∣→ 0
then, by (3.8),
τ
n
iℓ+Sℓ−1∑
i=iℓ
ℓH,n,i ∼ τ
n
.n
∣∣∣∣1τ Iℓ
∣∣∣∣ = |Iℓ|
and ∣∣∣∣∣∣
iℓ+Sℓ−1∑
i=iℓ
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)− |Iℓ|
∣∣∣∣∣∣ ≤
iℓ+Sℓ−1∑
i=iℓ
∣∣∣∣∣∣
LH,n,i−1∑
j=LH,n,i−1
F¯ (un,j)− τ
n
ℓH,n,i
∣∣∣∣∣∣→ 0
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We conclude that
E
(
e−
∑ς
ℓ=1 yℓanAn(vnIℓ)
)
∼
ς∏
ℓ=1
iℓ+Sℓ−1∏
i=iℓ
E
(
e−yℓanAn(Ji)
)
∼ e−θ
∑ς
ℓ=1(1−φ(yℓ))|Iℓ| = E
(
e−
∑ς
ℓ=1 yℓA(Iℓ)
)
where A is a compound Poisson process of intensity θ and multiplicity d.f. π.

4. Application to sequential systems: an example of uniformly expanding map
In this section we will give a detailed analysis of the application of the general result obtained in
Section 2 to a particular sequential system. It is constructed with β transformations, although it
can be generalised to other examples of sequential systems presented in [FFV17, Section 3] after
making the necessary adaptations.
Consider the family of maps on the unit circle S1 = [0, 1], with the identiﬁcation 0 ∼ 1, given by
Tβ(x) = βx mod 1 for β > 1 + c, with c > 0. Note that for many such β, we have that Tβ(1) 6= 1
and, by the identiﬁcation 0 ∼ 1, this means that Tβ as a map on S1 is not continuous at ζ = 0 ∼ 1.
For simplicity we assume that Tβ(0) = 0 but consider that the orbit of 1 is still deﬁned to be
Tβ(1), T
2
β (1), . . . although, strictly speaking, 1 ∼ 0 should be considered a ﬁxed point. In what
follows m denotes Lebesgue measure on [0, 1].
Theorem 4.A. Consider an unperturbed map Tβ corresponding to some β = β0 > 1 + c, with
invariant absolutely continuous probability µ = µβ. Consider a sequential system acting on the
unit circle and given by Tn = Tn ◦ · · · ◦ T1, where Ti = Tβi , for all i = 1, . . . , n and |βn − β| ≤ n−ξ
holds for some ξ > 1. Let X1,X2, . . . be defined by (2.1), where the observable function ϕ achieves
a global maximum at a chosen periodic point ζ of prime period p 1 (we allow ϕ(ζ) = +∞), being
of following form:
ϕ(x) = g
(
dist(x, ζ)
)
, (4.1)
where the function g : [0,+∞) → R ∪ {+∞} is such that 0 is a global maximum (g(0) may be
+∞); is a strictly decreasing homeomorphism g : V → W in a neighbourhood V of 0; and has one
of the following three types of behaviour:
Type 1: there exists some strictly positive function h : W → R such that for all y ∈ R
lim
s→g(0)
g−1(s+ yh(s))
g−1(s)
= e−y; (4.2)
Type 2: g(0) = +∞ and there exists β > 0 such that for all y > 0
lim
s→+∞
g−1(sy)
g−1(s)
= y−β; (4.3)
Type 3: g(0) = D < +∞ and there exists γ > 0 such that for all y > 0
lim
s→0
g−1(D − sy)
g−1(D − s) = y
γ . (4.4)
1T pβ (ζ) = ζ and p is the minimum integer with such property
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Let (un)n∈N be such that nµ(X0 > un)→ τ , as n→∞ for some τ ≥ 0.
Then, the POT MREPP anAn converges in distribution to a compound Poisson process with
intensity θ given by
θ =
{
1− β−p,when the orbit of ζ by Tβ never hits 0 ∼ 1
dµ
dm(0)(1 − β−1) + dµdm (1)(1 − β−p),when ζ = 0 ∼ 1
(4.5)
and multiplicity distribution
π(x) =


1− e−x,when g is of type 1 and an = h(un)−1
1− (1 + x)−β ,when g is of type 2 and an = u−1n
1− (1 − x)γ ,when g is of type 3 and an = (D − un)−1
(4.6)
and, for an = h(un)
−1 the AOT MREPP anAn converges in distribution to a compound Poisson
process with the same intensity θ as above and multiplicity d.f. π given by
π(x) = 1− lim
n→∞hκ(un,q(un)x)(x) (4.7)
where gκ,u(x) =
∑κ
i=0(g(M
ix) − u) with M = βp; κ = κ(u, x) is the only integer such that
x ∈
[
gκ,u
(
g−1(u)
Mκ
)
, gκ,u
(
g−1(u)
Mκ+1
))
; and hk is a strictly monotone homeomorphism hk such that
lim
u→g(0)
gκ,u(g
−1(u)hκ(x))
h(u)
= x. (4.8)
Remark 4.1. Examples of each one of the three types are as follows: g(x) = − log x (in this case
(4.2) is easily veriﬁed with h ≡ 1), g(x) = x−1/α for some α > 0 (condition (4.3) is veriﬁed with
β = α) and g(x) = D − x1/α for some D ∈ R and α > 0 (condition (4.4) is veriﬁed with γ = α).
For these examples, the multiplicity d.f. of the compound Poisson process associated to the AOT
MREPP anAn can be computed as shown in the following table:
Examples of g(x) Respective distribution π(x)
− log(x) 1− (√M)−⌊
√
1+8x/ logM−1
2
⌋e
− x
⌊
√
1+8x/ logM−1
2 ⌋+1
x−1/α 1−
(
1−M−1/α
1−M−(κ(x)+1)/α
)−α
(κ(x)+1+x)−α where κ = κ(x) is the only
integer such that M
κ/α−M−1/α
1−M−1/α ≤ κ+ 1 + x < M
(κ+1)/α−1
1−M−1/α
D − x1/α 1 −
(
1−M1/α
1−M (κ(x)+1)/α
)α
(κ(x) + 1 − x)α where κ = κ(x) is the only
integer such that 1−M
−(κ+1)/α
M1/α−1 < κ+ 1− x ≤ M
1/α−M−κ/α
M1/α−1
Remark 4.2. We point out that in this example we take un,i = un, where (un)n∈N satisﬁes
nµ(X0 > un) → τ , as n → ∞ for some τ > 0, where µ is the invariant measure of the origi-
nal map Tβ.
4.1. Preliminaries. As we said above, we let µ denote the invariant measure of the original map
Tβ and let h =
dµ
dm be its density. In what follows, let Un = {X0 > un}.
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We will assume throughout this subsection the existance of some ξ > 1 such that
|βn − β| ≤ 1
nξ
. (4.9)
Also let 0 < γ < 1 be such that γξ > 1. In what follows P denotes the Perron-Fröbenius transfer
operator associated to the unperturbed map Tβ with respect to the reference Lebesgue measure m.
Recall that Πi = Pi ◦ . . . ◦P1, where Pi is the transfer operator associated to Ti = Tβi , while P i is
the corresponding concatenation for the unperturbed map Tβ. Note that by [CR07, Lemma 3.10],
we have ∥∥∥∥Πi(g)−
∫
gdm h
∥∥∥∥
1
≤ C1 log i
iξ
‖g‖BV . (4.10)
For any measurable set A ⊂ [0, 1], we have
m(T −1i (A)) =
∫
1A ◦ Ti ◦ . . . ◦ T1dm =
∫
1AΠi(1)dm
=
∫
1Ahdm+
∫
1A(Πi(1) − h)dm.
By (4.10), if i ≥ ⌊nγ⌋ (recall that γξ > 1) then we have ∫ |Πi(1)−h|dm ≤ C1 log iiξ = o(n−1), which
allows us to write:
m(T −1i (A)) = µ(A) + o(n−1). (4.11)
4.1.1. Verification of condition (2.3). We want to show that
∑hn−1
i=0 m(Xi > un) =
hn
n τ + o(1) for
any unbounded increasing sequence of positive integers hn ≤ Hn.
We begin with the following lemma.
Lemma 4.3. We have that
hn−1∑
i=0
∫
Un
P i(1) dm =
hn
n
τ + o(1).
Proof. By hypothesis, for all i ∈ N and g ∈ BV we have P i(g) = h ∫ g · hdm + Qi(g), where
‖Qi(g)‖∞ ≤ αi‖g‖BV , for some α < 1. Then we can write:
hn−1∑
i=0
∫
Un
P i(1)dm =
hn−1∑
i=0
∫
h
(∫
1 · hdm
)
1Undm+
hn−1∑
i=0
∫
Qi(1)1Undm
=
hn−1∑
i=0
∫
Un
hdm+
hn−1∑
i=0
∫
Qi(1)1Undm
=
hn
n
nµ(Un) +
hn−1∑
i=0
∫
Qi(1)1Undm.
The result will follow once we show that the second term on the right goes to 0, as n→∞. This
follows easily because
hn−1∑
i=0
∫
Qi(1)1Undm ≤
hn−1∑
i=0
αi
∫
1Undm =
1− αhn
1− α m(Un) −−−→n→∞ 0.

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Since
hn−1∑
i=0
m(Xi > un) =
hn−1∑
i=0
∫
Un
Πi(1)dm =
hn−1∑
i=0
∫
Un
P i(1)dm+
hn−1∑
i=0
∫
Un
Πi(1)− P i(1)dm,
then condition (2.5) holds once we prove that the second term on the right goes to 0 as n→∞.
Let ε > 0 be arbitrary. Since ξ > 1 then
∑
i≥0
log i
iξ
< ∞, so there exists N ≥ ⌊nγ⌋ such that
C1
∑
i≥N
log i
iξ
< ε/2.
On the other hand, using the Lasota-Yorke inequalities (see [FFV17, Section 3]) for both Π and
P , we have that there exists some C > 0 such that |Πi(1) − P i(1)| ≤ C, for all i ∈ N. Let n be
suﬃciently large so that CNm(Un) < ε/2. Then∣∣∣∣∣
hn−1∑
i=0
∫
Un
Πi(1) − P i(1)dm
∣∣∣∣∣ ≤
N−1∑
i=0
∫
Un
|Πi(1)− P i(1)|dm +
∞∑
i=N
∫
Un
|Πi(1)− P i(1)|dm
≤ CNm(Un) + C1
∑
i≥N
log i
iξ
< ε/2 + ε/2 = ε.
4.2. Verification of condition Дq(un,i)
∗. We will use the following proposition, proved in
[FFV17, Section 3].
Proposition 4.4. Let φ ∈ BV and ψ ∈ L1(m). Then for the β transformations Tn = Tβn we
have that ∣∣∣∣
∫
φ ◦ Tiψ ◦ Ti+tdm−
∫
φ ◦ Tidm
∫
ψ ◦ Ti+tdm
∣∣∣∣ ≤ Bλt‖φ‖BV ‖ψ‖1,
for some λ < 1 and B > 0 independent of φ and ψ.
Remark 4.5. As it can be seen in [CR07, Section 3], Proposition 4.4 holds for any sequence
Tβ1 , Tβ2 , . . . of β transformations and not necessarily only for the ones that satisfy condition (4.9).
Condition Дq(un,i)
∗ follows from Proposition 4.4 by taking for each i ≤ Hn− 1,
φi = 1Dn,i(x1) and ψi = 1
⋂ς
j=2{An(Ij−i−t)≤xj},
where for every j ≤ Hn− 1 we deﬁne
Dn,j(x) := Bn,0(x) ∩
q⋂
ℓ=1
(Tj+ℓ ◦ . . . ◦ Tj+1)−1(Bn,0(x))c. (4.12)
Since we assume that (4.9) holds, there exists a constant C > 0 depending on x1 but not on i
such that ‖φi‖BV < C. Moreover, it is clear that ‖ψi‖1 ≤ 1. Hence,∣∣∣∣∣∣m

An,i(x1) ∩ ς⋂
j=2
{An(Ij) ≤ xj}

−m (An,i(x1))m

 ς⋂
j=2
{An(Ij) ≤ xj}


∣∣∣∣∣∣
=
∣∣∣∣
∫
φi ◦ Tiψi ◦ Ti+tdm−
∫
φi ◦ Tidm
∫
ψi ◦ Ti+tdm
∣∣∣∣ ≤ const λt.
Thus, if we take γi(n, t) = constλ
t and t∗n = (log n)2, condition Дq(un,i)∗ is trivially satisﬁed.
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4.3. Verification of condition Д′q(un,i)∗. We start by noting that we may neglect the ﬁrst ⌊nγ⌋
random variables of the process X0,X1, . . ., where γ is such that γξ > 1, for ξ given as in (4.9).
In fact, by the Uniform Doeblin-Fortet-Lasota-Yorke inequality (DFLY) used in [FFV17, Sec-
tion 3], we have
m(An([⌊nγ⌋, n)) ≤ x)−m(An([0, n)) ≤ x) = m(An([0, ⌊nγ⌋)) > 0) ≤
⌊nγ⌋−1∑
i=0
m(Xi > un)
=
⌊nγ⌋−1∑
i=0
∫
1UnΠi(1)dm ≤ C0nγm(Un) −−−→n→∞ 0.
This way, we simply disregard the ⌊nγ⌋ random variables of X0,X1, . . . and start the blocking
procedure, described in Section 3.1, in X⌊nγ⌋ by taking LH,n,0 = ⌊nγ⌋. We split the remaining
n− ⌊nγ⌋ random variables into kn blocks as described in Section 3.1. Our goal is to show that
S′n :=
kn∑
i=1
LH,n,i−1∑
j=LH,n,i−1
LH,n,i−1∑
r>j
m
(
Q
(0)
q,n,j ∩ {Xr > un}
)
+
Hn−1∑
j=LH,n,kn
Hn−1∑
r>j
m
(
Q
(0)
q,n,j ∩ {Xr > un}
)
goes to 0.
We deﬁne for some j, n, q ∈ N0,
Rq,n,j := min
{
r ∈ N : Q(0)q,n,j ∩ {Xj+r > un} 6= ∅
}
,
R˜q,n := min{Rq,n,j, j = ⌊nγ⌋, . . . ,Hn− 1},
Ln := max{ℓH,n,i, i = 1, . . . , kn}
L˜n := max{Ln,Hn− LH,n,kn}.
We have
S′n ≤
Hn−1∑
j=⌊nγ⌋
L˜n∑
r≥Rq,n,j
m
(
Q
(0)
q,n,j ∩ {Xj+r > un}}
)
=
Hn−1∑
j=⌊nγ⌋
L˜n∑
r≥Rq,n,i
∫
1Dq,n,j ◦ Tj · 1Un ◦ Tj+r dm,
where for every j ≤ Hn− 1 we deﬁne
Dq,n,j := Un ∩
q⋂
ℓ=1
(Tj+ℓ ◦ . . . ◦ Tj+1)−1(Un)c. (4.13)
Using Proposition 4.4, with φ = 1Dq,n,j and ψ = 1Un , and the adjoint property of the operators,
it follows that∫
1Dq,n,j ◦ Tj · 1Un ◦ Tj+r dm ≤
∫
1Dq,n,jΠj(1)dm
∫
1UnΠj+r(1)dm +Bλ
r‖1Dq,n,j‖BV ‖1Un‖1.
Using (DFLY), we have∫
1Dq,n,j ◦ Tj · 1Un ◦ Tj+r dm ≤ C20m(Un)2 +BC2λrm(Un)
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for some C2 > 0 (independent of n) such that ‖1Dq,n,j‖BV ≤ C2. Hence,
S′n ≤
Hn−1∑
j=⌊nγ⌋
L˜n∑
r≥Rq,n,i
(
C20m(Un)
2 +BC2λ
rm(Un)
) ≤ C20HnL˜nm(Un)2 +BC2m(Un)Hn L˜n∑
r≥R˜q,n
λr
≤ C20HnL˜nm(Un)2 +BC2m(Un)HnλR˜q,n
1
1− λ.
Now we show that L˜n = o(n). To see this, observe that each ℓH,n,i is deﬁned, in this case, by the
largest integer ℓ such that
LH,n,i−1+ℓ−1∑
j=LH,n,i−1
m(Xj > un) ≤ 1
kn
Hn−1∑
j=⌊nγ⌋
m(Xj > un).
Using (4.11), it follows that
ℓH,n,iµ(Un)(1 + o(1)) ≤ Hn− ⌊n
γ⌋
kn
µ(Un)(1 + o(1)).
On the other hand, by deﬁnition of ℓH,n,i we must have
LH,n,i−1+ℓH,n,i−1∑
j=LH,n,i−1
m(Xj > Un) >
1
kn
Hn−1∑
j=⌊nγ⌋
m(Xj > un)−m(XLH,n,i−1+ℓH,n,i > un).
Using (4.11) again, we have
ℓH,n,iµ(Un)(1 + o(1)) >
Hn− ⌊nγ⌋
kn
µ(Un)(1 + o(1)) − µ(Un)(1 + o(1)).
Together with the previous inequality, we have
ℓH,n,i =
Hn− ⌊nγ⌋
kn
(1 + o(1)) = o(n) (4.14)
for every i = 1, . . . , kn and
Hn− LH,n,kn = Hn− ⌊nγ⌋ −
∑
i=1,...,kn
ℓH,n,i = (Hn− ⌊nγ⌋)o(1) = o(n)
so L˜n = o(n) follows at once. Using this estimate, the fact that limn→∞ nµ(Un) = τ and h ∈ BV ,
we have C20HnL˜nm(Un)
2 → 0.
In order to prove that Д′q(un,i)∗ holds, we need to show that R˜q,n → ∞, as n → ∞. To do that
we consider two cases, whether the orbit of ζ hits 1 or not.
We will consider that the maps Ti, for all i ∈ N0, are deﬁned in S1 by using the usual identiﬁcation
0 ∼ 1. Observe that the only possible point of discontinuity of such maps is 0 ∼ 1. Moreover,
limx→0+ Ti(x) = 0 and limx→1− Ti(x) = βi − ⌊βi⌋.
4.3.1. The orbit of ζ by the unperturbed Tβ map does not hit 1. We mean that for all j ∈ N0 we
have T j(ζ) 6= 1.
We take q = p, where p ∈ N is such that T p(ζ) = ζ and T j(ζ) 6= ζ for all j < p. Let
εn := |β⌊nγ⌋ − β|. (4.15)
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By (4.9) and choice of γ, we have that εn = o(n
−1). Also let δ > 0, be such that Bδ(ζ) is contained
on a domain of injectivity of all Ti, with i ≥ ⌊nγ⌋.
Let J ∈ N be chosen. Using a continuity argument, we can show that there exists C := C(J, q) > 0
such that
dist(Ti+j ◦ . . . ◦ Ti+1(ζ), T j(ζ)) < Cεn, for all j = 1, . . . , J
and moreover Un ∩ Ti+j ◦ . . . ◦ Ti+1(Un) = ∅, for all j ≤ J such that j/q − ⌊j/q⌋ > 0.
We want to check that if x ∈ Q(0)q,n,i for some i ≥ ⌊nγ⌋, i.e., Ti(x) ∈ Dq,n,i, then Xi+j(x) ≤ un, for
all j = 1, . . . , J . By the assumptions above, we only need to check the latter for all j = 1, . . . , J
such that j/q − ⌊j/q⌋ = 0, i.e., for all j = sq, where s = 1, . . . , ⌊J/q⌋.
By deﬁnition of Q
(0)
q,n,i the statement is clearly true when s = 1. Now, we consider s > 1 and let
x ∈ Q(0)q,n,i. We have
dist(Ti+sq(x), Ti+sq ◦ . . . ◦ Ti+q+1(ζ)) > (β − εn)(s−1)qdist(Ti+q(x), ζ).
On the other hand,
dist(Ti+sq ◦ . . . ◦ Ti+q+1(ζ), ζ) ≤ Cεn.
Hence,
dist(Ti+sq(x), ζ) ≥ dist(Ti+sq(x), Ti+sq ◦ . . . ◦ Ti+q+1(ζ))− dist(Ti+sq ◦ . . . ◦ Ti+q+1(ζ), ζ)
≥ (β − εn)(s−1)qdist(Ti+q(x), ζ)− Cεn
≥ (β − εn)(s−1)qm(Un)
2
− Cεn, since x ∈ Q(0)q,n,i ⇒ Xi+q(x) ≤ un ⇔ Ti+q(x) /∈ Un
>
m(Un)
2
, for n suﬃciently large, since εn = o(n
−1).
This shows that Ti+sq(x) /∈ Un, which means that Xi+sq(x) ≤ un.
4.3.2. ζ = 0 ∼ 1. In this case we proceed in the same way as in [AFV15, Section 3.3], which
basically corresponds to considering two versions of the same point: ζ+ = 0 and ζ− = 1. Note
that ζ+ is a ﬁxed point for all maps considered and ζ− is periodic of prime period p.
As the previous case, we take q = p. We observe that Dq,n,i has two connected components, one
to the right of 0 and the other to the left of 1, where none of the two points belongs to the set.
Let J ∈ N be ﬁxed as before. A continuity argument as the one used before allows us to show
that the points of the components of Dq,n,i do not return to Un before J iterates, also. Note that,
the maps are orientation preserving so there is no switching as described in [AFV15, Section 3.3].
4.4. Verification of condition (2.15). Similarly to the previous condition, we disregard the
ﬁrst ⌊nγ⌋ random variables of X0,X1, . . . and start the blocking procedure in X⌊nγ⌋ by taking
LH,n,0 = ⌊nγ⌋. We want to show that
lim
n→∞ maxi=1,...,kn


∣∣∣∣∣∣θ
LH,n,i−1∑
j=LH,n,i−1
m(Xj > un)−
LH,n,i−1∑
j=LH,n,i−1
m
(
Q
(0)
q,n,j
)∣∣∣∣∣∣

 = 0.
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Let εn be deﬁned as in (4.15) and let δn be such that Un = Bδn(ζ). For simplicity, we assume
that we are using the usual Riemannian metric so that we have a symmetry of the balls, which
means that |Un| = m(Un) = 2δn.
We also assume that ζ is a periodic point of prime period p with respect to the unperturbed map
T = Tβ and the orbit of ζ does not hit 0 ∼ 1. In this case, we take θ = 1 − β−q with q = p and
check (2.15).
Using a continuity argument we can show that there exists C := C(J, q) > 0 such that
dist(Ti+q ◦ . . . ◦ Ti+1(ζ), ζ) < Cεn.
We deﬁne two points ξu and ξl of Bδn(ζ) on the same side with respect to ζ such that dist(ξu, ζ) =
(β − εn)−qδn + Cεn and dist(ξl, ζ) = (β + εn)−qδn − (β + εn)−qCεn. Recall that for all i ≥ ⌊nγ⌋,
we have that (β − εn)q ≤ βi+1 · . . . · βi+q ≤ (β + εn)q.
Since we are composing β transformations, then for all i ≥ ⌊nγ⌋, we have
dist(Ti+q ◦ . . . ◦ Ti(ξu), Ti+q ◦ . . . ◦ Ti(ζ)) ≥ δn + (β − εn)qCεn.
Using the triangle inequality it follows that
dist(Ti+q ◦ . . . ◦ Ti+1(ξu), ζ) ≥ δn.
Similarly, dist(Ti+q ◦ . . . ◦ Ti+1(ξl), Ti+q ◦ . . . ◦ Ti+1(ζ)) ≤ δn − Cεn and
dist(Ti+q ◦ . . . ◦ Ti+1(ξl), ζ) ≤ δn.
If we assume that both ξu and ξl are on the right hand side with respect to ζ and ξ
∗
u and ξ
∗
l are
the corresponding points on the left hand side of ζ, then
(ζ − δn, ξ∗u] ∪ [ξu, ζ + δn) ⊂ Dq,n,i ⊂ (ζ − δn, ξ∗l ] ∪ [ξl, ζ + δn).
Hence,
δn − (β − εn)−qδn − Cεn ≤ 1
2
m(Dq,n,i) ≤ δn − (β + εn)−qδn + (β + εn)−qCεn.
Since εn = o(n
−1) = o(δn) then we easily get
lim
n→∞
m(Dq,n,i)
m(Un)
= 1− β−q.
Observe that by (4.11), m(Q
(0)
q,n,i) = m(T −1i (Dq,n,i)) = µ(Dq,n,i) + o(n−1) and m(Xi > un) =
µ(Un) + o(n
−1). Hence, we have that
lim
n→∞
m(Q
(0)
q,n,i)
m(Xi > un)
= lim
n→∞
µ(Dq,n,i)
µ(Un)
.
The density dµdm , which can be found in [Par60, Theorem 2], is suﬃciently regular so that, as in
[FFT15, Section 7.3], one can see that
lim
n→∞
µ(Dq,n,i)
µ(Un)
= lim
n→∞
m(Dq,n,i)
m(Un)
.
It follows that
lim
n→∞
m(Q
(0)
q,n,i)
m(Xi > un)
= 1− β−q.
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Since, as we have seen in (4.14), we can write ℓH,n,i =
Hn
kn
(1 + o(1)), then the previous equation
can easily be used to prove that condition (2.15) holds, with θ = 1− β−q.
For the case ζ = 0 ∼ 1 the argument will follow similarly, although we have to take into account
the fact that the density is discontinuous at 0 ∼ 1. By [Par60] we have that
dµ
dm
(x) =
1
M(β)
∑
x<Tn(1)
1
βn
,
where M(β) :=
∫ 1
0
∑
x<Tn(1)
1
βn dm. In this case, we have θ =
dµ
dm (0)(1 − β−1) + dµdm(1)(1 − β−q).
4.5. Verification of condition (2.16). Once again, we disregard the ﬁrst ⌊nγ⌋ random variables
of X0,X1, . . .. We want to show that
lim
n→∞ maxj=⌊nγ⌋,...,Hn−1


∣∣∣∣∣∣
m(An,j(x/an))
m
(
Q
(0)
q,n,j
) − (1− π(x))
∣∣∣∣∣∣

 = 0.
Observing that by (4.11), m(Bn,i(x)) = m(T −1i (Bn,0(x))) = µ(Bn,0(x)) + o(n−1) and using an
argument similar to the one of the previous condition, we have
lim
n→∞
m(An,i(x))
m(Bn,i(x))
= lim
n→∞
µ(Dn,i(x))
µ(Bn,0(x))
= lim
n→∞
m(Dn,i(x))
m(Bn,0(x))
= θ
where
Dn,j := T −1j (Q(0)q,n,j) = Un ∩
q⋂
ℓ=1
(Tj+ℓ ◦ . . . ◦ Tj+1)−1(Un)c (4.16)
and with the same θ as before. Hence,
lim
n→∞
m(An,i(x))
m(Q
(0)
q,n,i)
= lim
n→∞
θm(Bn,i(x))
θm(Xi > un)
= lim
n→∞
m(Bn,i(x))
m(Xi > un)
Let B˜n,i(x) be the set Bn,i(x) associated to the unperturbed dynamical system given by Tn = (Tβ)n
and X˜i the corresponding unperturbed random variables. Using a continuity argument we can
show that m(Bn,i(x)) ∼ m(B˜n,i(x)) and m(Xi > un) ∼ m(X˜i > un), so that
lim
n→∞
m(Bn,i(x))
m(Xi > un)
= lim
n→∞
m(B˜n,i(x))
m(X˜i > un)
= lim
n→∞
µ(B˜n,i(x))
µ(X˜i > un)
= lim
n→∞
µ(B˜n,0(x))
µ(Un)
For this unperturbed stationary process, it has been proved in [FFMa18, Section 3] that limn→∞
µ(B˜n,0(x/an))
µ(Un)
=
1 − π(x), where π(x) is the distribution given in (4.6) for the POT MREPP anAn and given in
(4.7) for the AOT MREPP anAn. So, limn→∞
m(An,i(x/an))
m(Q
(0)
q,n,i)
= 1− π(x) for that same distribution
π(x) and for any i = ⌊nγ⌋, . . . ,Hn− 1. Hence, (2.16) follows at once.
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4.6. Verification of condition ULCq(un,i). We want to see that, for all H ∈ N and y > 0,
lim
n→∞
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i(x/an)dx = 0,
lim
n→∞
∫ ∞
0
e−xδn,LH,n,kn ,Hn−LH,n,kn (x/an)dx = 0,
and lim
n→∞
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx = 0
where an is as in (2.16) and δn,s,ℓ(x) as in (2.17). Then, for all x ∈ R+0 ,
δn,s,ℓ(x) ≤
⌊ℓ/q⌋∑
κ=1
s+ℓ−1∑
j=s+ℓ−κq
m
(
Q
(κ)
q,n,j
)
+
s+ℓ−1∑
j=s
∑
κ>⌊ℓ/q⌋
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,s+ℓ−j
)
≤
∞∑
κ=1
s+ℓ−1∑
j=s+ℓ−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,s+ℓ−j
)
hence for all x ∈ R+0 and y ∈ R+, we have
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i(x/an)dx ≤
1
y
kn∑
i=1

 ∞∑
κ=1
LH,n,i−1∑
j=LH,n,i−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,LH,n,i−j
) ,
∫ ∞
0
e−xδn,LH,n,kn ,Hn−LH,n,kn (x/an)dx ≤
∞∑
κ=1
Hn−1∑
j=Hn−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,Hn−j
)
and
kn∑
i=1
∫ ∞
0
e−yxδn,LH,n,i−1,ℓH,n,i−tH,n,i(x/an)dx
≤ 1
y
kn∑
i=1

 ∞∑
κ=1
LH,n,i−tH,n,i−1∑
j=LH,n,i−tH,n,i−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,LH,n,i−tH,n,i−j
) .
Let Q˜
(κ)
q,n,j and U˜
(0)
q,n,j be the corresponding sets Q
(κ)
q,n,j and U
(0)
q,n,j associated to the unperturbed dy-
namical system given by Tn = (Tβ)n. Using a continuity argument we can show that m
(
Q
(κ)
q,n,j
)
∼
m
(
Q˜
(κ)
q,n,j
)
and m
(
U
(0)
q,n,j
)
∼ m
(
U˜
(0)
q,n,j
)
. For this unperturbed stationary process, it has been
proved in [FFMa18, Section 3] that
m
(
Q˜
(κ)
q,n,j
)
∼ θ(1− θ)κm
(
U˜
(0)
q,n,j
)
.
so we have m
(
Q
(κ)
q,n,j
)
∼ θ(1 − θ)κm
(
U
(0)
q,n,j
)
. Additionally, using (4.11) (once again neglecting
the ﬁrst ⌊nγ⌋ random variables), m
(
U
(0)
q,n,j
)
= m(T −1j (Un)) ∼ µ(Un) ∼ m(Un), so m
(
Q
(κ)
q,n,j
)
∼
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θ(1− θ)κm(Un) and, by (2.12),
kn∑
i=1

 ∞∑
κ=1
LH,n,i−1∑
j=LH,n,i−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,LH,n,i−j
)
∼ kn
( ∞∑
κ=1
κqθ(1− θ)κm(Un) + qm(Un)
)
=
knq
θ
m(Un) −−−→
n→∞ 0.
Similarly,
∞∑
κ=1
Hn−1∑
j=Hn−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,Hn−j
)
∼ q
θ
m(Un) −−−→
n→∞ 0
and
kn∑
i=1

 ∞∑
κ=1
LH,n,i−tH,n,i−1∑
j=LH,n,i−tH,n,i−κq
m
(
Q
(κ)
q,n,j
)
+
q∑
j=1
m
(
U
(0)
q,n,LH,n,i−tH,n,i−j
)
∼ kn
( ∞∑
κ=1
κqθ(1− θ)κm(Un) + qm(Un)
)
=
knq
θ
m(Un) −−−→
n→∞ 0.
5. Random dynamical systems
We now give another example of a non-stationary system in the form of a fibred dynamical sys-
tem constructed by taking Lasota-Yorke maps on the ﬁbers; we refer in particular to the paper
[DFGTV18].
Let us consider the unit interval I = [0, 1], endowed with the Borel σ-algebra B and the Lebesgue
measure m. Furthermore, let
var(g) = inf
h=g(mod m)
sup
0=s0<s1<...<sn=1
n∑
k=1
|h(sk)− h(sk−1)|.
the variation of the function g ∈ L1(m). We deﬁne BV (I,m) (sometimes shortened in BV ), as
the Banach space with respect to the norm
‖h‖BV = var(h) + ‖h‖1.
For a piecewise C2 function f : [0, 1] → [0, 1], set δ(f) = ess infx∈[0,1]|f ′| and let N(f) denote
the number of intervals of monotonicity of f . Then let (Ω,F ,Q) be a probability space and let
σ : Ω → Ω be an invertible Q-preserving transformation. We will assume that Q is ergodic.
Consider now a measurable map ω 7→ fω, ω ∈ Ω of piecewise C2 maps on [0, 1] deﬁned as above
and such that the map (ω, x) 7→ (PωH(ω, ·))(x) is Q×m-measurable and moreover
N := sup
ω∈Ω
N(fω) <∞, δ := inf
ω∈Ω
δ(fω) > 1, and D := sup
ω∈Ω
|f ′′ω |∞ <∞. (5.1)
H is any Q×m measurable function and H(ω, ·) ∈ L1(m) for a.e. ω ∈ Ω; ﬁnally Pω denotes the
transfer (Perron-Fröbenius) operator associated to fω. For each n ∈ N and ω ∈ Ω, we set
fnω = fσn−1ω ◦ · · · ◦ fω.
For next purposes, we need two more assumption.
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• First we ask that the following uniform covering condition holds: for every subinterval
J ⊂ I,∃k = k(J) s.t. for a.e. ω ∈ Ω, fkω(J) = I.
• Then we require the existence of N ∈ N such that for each a > 0 and any suﬃciently large
n ∈ N, there is c > 0 such that
ess inf PNnω h > c/2‖h‖1, for every h ∈ Ca and a.e. ω ∈ Ω,
where Ca := {φ ∈ BV : φ > 0 and var(φ) 6 a
∫
φdm}.
This cone-type condition will guarantee that the density hω constructed below is strictly
positive, namely
ess inf hω > c/2, for a.e. ω ∈ Ω. (5.2)
The next step is to introduce the probability governing the extreme value distributions. First
of all we can associate to our collection of mappings on I, fω : I → I, ω ∈ Ω the skew product
transformation τ : Ω× I → Ω× I deﬁned by
τ(ω, x) = (σω, fω(x)). (5.3)
The preceding bunch of assumptions on the maps fω, allows us to show that there exist a unique
measurable and nonnegative function hω : Ω× I → R with the property that hω := h(ω, ·) ∈ BV ,∫
hω dm = 1, Lω(hω) = hσω for a.e. ω ∈ Ω and
ess supω∈Ω ‖hω‖BV <∞. (5.4)
If we now deﬁne a probability measure µ on Ω× I by
µ(A×B) =
∫
A×B
hω d(Q ×m), for A ∈ F and B ∈ B, (5.5)
then it follows that µ is invariant with respect to τ . Furthermore, µ is obviously absolutely
continuous with respect to Q×m and is the only measure with these properties.
Let us now consider for any ω ∈ Ω the measures µω on the measurable space (I,B), deﬁned by
dµω = hωdm. We recall here two important properties of these measures. First, the so-called
equivariant property: f∗ωµω = µσω. Second, the disintegration of µ on the marginal Q : if A is any
measurable set in F×B, and Aω = {x; (ω, x) ∈ A}, the section at ω, then µ(A) =
∫
µω(Aω)dQ(ω).
The conditional (or sample) measure µω will constitute the probability underlying our random
processes, which we called P in the preceding sections.
After this preparatory work we can now state the decay of correlations result which will be used
later on. Let µω be, as above, the measure on X given by dµω = hωdm for ω ∈ Ω.Then there
exists K > 0 and ρ ∈ (0, 1) such that∣∣∣∣
∫
φ ψ ◦ fnω dµω −
∫
φdµω ·
∫
ψ dµσnω
∣∣∣∣ 6 Kρn‖ψ‖1 · ‖φ‖BV , (5.6)
for n > 0, ψ ∈ L1(m) and φ ∈ BV (X,m); ‖·‖1 denotes the L1 norm with respect to m.2
We now choose Ω = Y Z, where Y = (1, · · · ,m) is a ﬁnite alphabet with m letters. We associate
to each letter a map satisfying the requirements given above: we call them random Lasota-Yorke
maps. The map σ will therefore be the bilateral shift and Q any ergodic shift-invariant non-atomic
2The result in [DFGTV18], Lemma 4, is stated in a diﬀerent manner. It requires ψ in L∞(m). Since the density
hω is in L∞(m) too as an element of BV (X,m), and moreover is essentially bounded uniformly in ω by (5.4), we
get the ‖·‖1 norm on the right hand side of (5.6).
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ergodic probability measure, for instance, and it is the choice we do here, a Bernoulli measure
with weights p1, · · · , pm.
We now consider the process given by Xk := φ ◦ fkω , k ∈ N, where fkω := fωk ◦ · · · ◦ fω1 , being
ωj ∈ Y, j = 1, · · · k, the ﬁrst k symbols of the word ω. The function φ : I → R ∪ {±} achieves a
global maximum at z ∈ I (we allow φ(z) = +∞), being of the following form: φ(x) = g(dist(x, z),
where g : [0,+∞) → R ∪ {+∞} is such that 0 is a global maximum (g(0) may be +∞,) and g
is a strictly decreasing bijection in a neighborhood of 0. Finally g assumes one of three types of
behavior which we recalled in the statement of Theorem 4.A. We now introduce the marginal
measure µI on I as: µI(B) =
∫
Ω µω(B)dQ(ω), with B a measurable subset of I. As in [FFV17]
we consider all the boundary levels equal un,i = un, i = 1, · · · , n − 1, where un is determined by
the marginal measure µI so that
µn = inf{u ∈ R : µI({x ∈ I : φ(x) 6 u}) > 1− τ
n
}, (5.7)
for some τ > 0. With this choice and by Lemma 9 of [RSV14] we have
Hn−1∑
i=0
µσiω({x ∈ I : φ(x) > un})→ τ, as n→∞, (5.8)
which is our equation (2.3) for the ﬁbred systems. From now on we will set Un := {x ∈ I : φ(x) >
un} which, by the choice of the function g, is an open neighborhood of the point z.
Condition Дq(un,i)
∗ with P = µω can now be worked out easily thanks to the decay of correlations
(5.6), which takes care of observables given by characteristic functions, see the function ψ ∈ L1(m)
in (5.6). We defer for the details to the second part of Proposition 4.3 in [FFV17] which is the
same as in the present context.
We now go the condition Д′q(u∗n,i). We should ﬁrst of all elaborate about the choice of the target
point z. Since we have ﬁnitely many maps fk each of which with ﬁnitely many branches, we could
choose the point z on a set of full m measure in such a way that it will not intersect the preimages
of any order of any of the maps f1, · · · , fm. We should also remember that the statement on the
convergence in distribution for the extreme value law should hold for Q-almost all choice of ω
deﬁning the sample measure µω. This will be useful in the following periodicity considerations,
which will allow us to choose q = 0 in the conditions Дq(un,i)
∗ and Д′q(u∗n,i) above. We begin to
notice that three situations can occur:
• For a given ω, the point z will never come back to itself, namely fkωz 6= z,∀k > 1.
• For a given ω there are ﬁnitely many blocks of periodicity, namely we have ﬁnitely many
sequences of type ωi1 · · ·ωiL ∈ ω for which fωiL · · · fωi1z = z.• For a given ω there are countably many blocks of periodicity like those described in the
preceding item.
We begin to observe that the set of the words with inﬁnitely many blocks of periodicity has
measure zero. We therefore treat now the words with ﬁnitely many blocks of periodicity, the
situation in the ﬁrst item being included in that one. Having ﬁxed such an ω, call nω the last
time fnωω z = z. The proof follows now closely that in section 4.3.1 on the [FFV17] paper to which
we defer for the details. We now point out the main diﬀerences arising in our framework.
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• First of all we use the quenched decay of correlations established in (5.6) applied to the
same observable 1Un . This will produce two asymptotic terms µσiω(Un) and µσjω(Un), j >
i, and the exponential error term containing the Lebesgue measure m(Un).
• The measure of µσiω(Un) will appear in a sum ranging from 1 to n and therefore it will
converge to τ by (5.8).
• The other measure should be expressed in terms of the Lebesgue measure m in order to
compare it with the error term and to establish bounds from below and from above for
the quantity LH,n := max{LH,n,i, i = 1, · · · , kn}. Thanks to (5.2) and (5.4), we have that
there exists two constants c1 and c2 such that for Q-almost any ω ∈ Ω we have that
c1m(Un) 6 µσiω(Un) 6 c2m(Un), ∀i > 1.
• We now come to the main diﬀerence with the analogous proof in section 4.3.1 in [FFV17].
We have to prove that if f iω(x) ∈ Un, then f jω(x) ∈ Un, for the next time with j growing
to inﬁnity. We already put nω the last time f
nω
ω z = z. If we now ﬁx J ∈ N, then
fnω+kω z, k = 1, · · · , J, will never return to z. Since we are composing ﬁnitely many maps,
there will be an ε > 0, such that ∀ω ∈ Ω and k = 1, · · · , J we have dist(fnω+kω z, z) > ε.
Call n the integer such that diameter(Un) <
ε
4δ
−J and Un does not intersect the preimages
up to order J of the family of maps fk, k = 1, · · · , J. If we now take n > max{nω, n}, we
have that ∀x ∈ Un dist(fJωx, z) > ε2 .
We are left with the veriﬁcation of conditions 2.15 and 2.16. By (5.8) and the deﬁnition of
Q
(0)
0,n,j = {φ◦f jω > un}, we see immediately that θ = 1. The computation of 2.16 follows closely that
in the proof of Theorem 3.A in [FFMa18]; we give the details for the type-1 observable g = − log x,
for which h = 1. We are reduced to estimate the ratio
µ
σj
(X0>un+x)
µ
σj
(X0>un)
, where X0(·) = − log dist(·, z)
and z is chosen m-almost everywhere. We have
µσj (X0 > un + x)
µσj (X0 > un)
=
m(B(z, e−un−x))
m(B(z, e−un))
m(B(z, e−un))
∫
B(z,e−un−x) hσjωdm
m(B(z, e−un−x))
∫
B(z,e−un) hσjωdm
,
where B(z, v) denotes a ball of center z and radius v. In the limit of large n the ratio on the
right hand side of the preceding equality goes to 1 by Lebesgue’s diﬀerentiation theorem, while
the ﬁrst ratio on the left hand side goes to e−x. This gives the desired result with the probability
distribution π = 1− e−x. By generalizing we easily get the equivalent of Theorem 4.A in our case
Proposition 5.1. For the random fibred system constructed above and having chosen the observ-
able φ(x) = g(dist(x, z)), where g has one of the three forms given in the statement of Theorem
4.A and z is chosen m-almost everywhere, the POT and AOT MREPP anAn both converge in
distribution to a compound Poisson distribution process with intensity θ = 1 and multiplicity
distribution
π(x) =


1− e−x,when g is of type 1 and an = h(un)−1
1− (1 + x)−β ,when g is of type 2 and an = u−1n
1− (1 − x)γ ,when g is of type 3 and an = (D − un)−1
(5.9)
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