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Abstract
The Lorentz group (V ) is bireflectional and all involutions in (V ) are conjugate. More
generally, we give conditions for two involutions to be conjugate in SO(V ), provided that V
is a vector space over a finite field or over an ordered field.
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1. Introduction
Group elements of order two, or involutions as they are commonly called, have
played a fundamental role in many investigations. It is of interest to know if an
element is a product of involutions and also how many involutions are needed to
express any element in the group. Gustafson et al. [7] showed that an element g
in the general linear group whose determinant is ±1, is a product of four or fewer
involutions. This paper and a preceding one by Radjavi [10] inspired many authors
to show similar results for other groups, e.g. [5].
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In mathematical physics, one is interested in obtaining representations of isometry
groups of curved spacetimes in a manner that would be most intrinsic for quantum
field theories on such spacetimes. For details see Buchholz et al. [2].
In the process it is useful to know that every element in the Lorentz group(3, 1),
the commutator subgroup of O(3, 1), is a product of two or fewer involutions, all
in the same conjugacy class. Buchholz and Summers answered the question in [3],
using the fact that every element in L  (3, 1) is a product br, where b is a boost
and r is a rotation associated with spacelike directions e1 and e2, respectively.
The problem outlined above, points out the importance of more knowledge about
two situations. First it is useful to describe the conjugacy classes of involutions,
second it is advantageous to know how to express any group element as a product of
involutions. The second situation has been addressed by Knüppel and Nielsen in [8]
and Knüppel and Thomsen in [9], so we concentrate on the first one.
I am grateful to S.J. Summers for drawing my attention to both questions.
2. Notation and background
Let V = (V , f ) be a nonsingular vector space over the field K , where f is a
bilinear form. Assume char K /= 2 and dim V = n.
Let O(V ) denote the orthogonal group and SO(V ) the special orthogonal group.
A subspace U of V is called totally isotropic if f (u,w) = 0 for all u,w ∈ U . The
index of V is the dimension of the largest totally isotropic subspace of V. An element
π in O(V ) is called an involution if π /= 1 and π2 = 1. A subgroup G of O(V ) is
called bireflectional if every element in G is a product of two involutions in G. For
π ∈ O(V ) let B(π) = {vπ − v | v ∈ V } and F(π) = {v ∈ V | vπ = v}. If π is an
involution, then B(π) and F(π) are the −1 and 1 eigenspaces of π , respectively.
Everyπ ∈ O(V ) is a product of reflections, i.e.,π = σv1 · · · σvr , wheref (vi, vi) /=
0 and σvi is the reflection in v⊥i .
The mapping
 : SO(V ) → K/K2 : π → f (v1, v1) · · · f (vr , vr ) · K2
is called the spinorial norm.
Let O ′(V ) be the spinorial kernel, i.e.,
O ′(V ) = {π ∈ SO(V ) | (π) = 1 · K2}.
The groups O(V ) and SO(V ) have the same commutator subgroup, denoted by
(V ) [1, Theorem 3.23].
We collect a number of results which we shall use later ([1, Theorems 5.17, 5.19,
5.21, 3.9, 3.16, 5.24], [4], [11], or [6]).
2.1. If V contains nontrivial isotropic vectors, then O ′(V ) = (V ).
E.W. Ellers / Linear Algebra and its Applications 383 (2004) 77–83 79
2.2. The mapping −1V is an element in O ′(V ) if and only if dim V is even and the
discriminant dV of V is a square.
2.3. Let dim V = 4 and suppose the index of V is 1. Then V contains isotropic
vectors, dV is not a square, and
O ′4(V ) = 4(V )  PSL2(K(
√
dV ))
is a simple group.
2.4 (Witt’s theorem). Let V and W be nonsingular spaces that are isometric under
some isometry. Any isometry of a subspace U of V into W can be extended to an
isometry of V onto W.
2.5. Let ω be an isometry of a subspace U of V into V. It is possible to prescribe
the value ±1 for the determinant of an extension ϕ of ω to all of V if and only if
dim U + dim rad U < dim V.
2.6. Suppose that K is a finite field and τ an isometry of a subspace U1 of V
onto some subspace U2 of V. If U2 is contained in a nonsingular subspace W of
codimension  2, then we can extend τ to an element ρ of the group (V ).
Actually, 2.6 is true for any field K provided that the quadratic form f is universal
on W⊥.
3. Conjugacy classes
We shall give conditions for involutions to be conjugate in O(V ) or in (V ).
Assume dim V = 4. If K is finite, then (see [1, Chapter III, Section 6]) all two-
dimensional subspaces of V of index 0 are isometric and the bilinear form f is
universal on all two-dimensional nonsingular subspaces of V . Also, the index of V
is 1 or 2.
Suppose K is ordered (see [1, Chapter III, Section 7]) and the dimension of a
maximal positive definite subspace is 3, that of a maximal negative definite subspace
is 1. In this case we write V = V (3, 1) and O = O(3, 1). Then the index of V is 1
and all two-dimensional subspaces of V of index 0 are isometric. Let U be such a
subspace, then U⊥ is a hyperbolic space and therefore f is universal on U⊥.
Theorem 3.1. Let (V , f ) be a nonsingular vector space over a fieldK with charK /=
2, where f is a bilinear form. Let dim V = 4 and let the index of V be 1. Assume that
all two-dimensional nonsingular subspaces of V of index 0 are isometric and that
f : U⊥ → K: t → f (t, t) is universal
for every nonsingular two-dimensional subspace U of V of index 0.
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Then all involutions in (V ) are conjugate in (V ) and (V ) is bireflectional.
Proof. If ρ in SO(V ) is an involution, then
V = B(ρ) ⊕ F(ρ) and F(ρ) = B(ρ)⊥.
If dim B(ρ) = 4, then ρ = −1V . By 2.2 and 2.3, this involution ρ is not in (V ).
Suppose first that ρ and τ are involutions in SO(V ) and ρ, τ /= −1V . Then
dim B(ρ) = dim B(τ) = 2. If τ is conjugate to ρ, then τ = κρκ−1 for some κ ∈
SO(V ). Thus B(τ) = κB(ρ). If the index of B(τ) is distinct from the index of B(ρ),
then obviously τ is not conjugate to ρ.
If index B(ρ) = index B(τ) = 0, then by assumption B(ρ) and B(τ) are isomet-
ric. By 2.5, there is some element ϕ in SO(V ) such that B(τ) = ϕB(ρ). Choose χ ∈
SO(V ) such that the restriction of χ to F(τ) is in SO(F(τ)) and the restriction of
χ to B(τ) is the identity. Clearly χϕB(ρ) = B(τ). Since f is universal on F(τ), we
can choose χ such that (χ) = (ϕ). Put κ = χϕ. Then (κ) = 1 · K2 , so κ ∈
(V ). Clearly, κρκ−1 is an involution and B(κρκ−1) = κB(ρ) = B(τ). Therefore
κρκ−1 = τ .
If index B(ρ) = index B(τ) = 1, then index B(−ρ) = index F(ρ) = 0 and index
B(−τ) = index F(τ) = 0; indeed, if indexF(ρ) = 1, then indexV  indexB(ρ) +
indexF(ρ) = 2, contradicting our assumption. Thus −τ = κ(−ρ)κ−1 and thus τ =
κρκ−1 for some κ ∈ (V ).
Now suppose ρ ∈ (V ).
If indexF(ρ) = indexB(ρ), then indexB(−ρ) = indexB(ρ). Therefore −ρ =
κρκ−1 for someκ ∈ (V ), hence −1V ∈ (V ), a contradiction. Thus indexF(ρ) /=
indexB(ρ).
If indexB(τ) /= indexB(ρ), then indexB(τ) = indexF(ρ).SinceF(ρ) = B(−ρ),
we get τ = κ(−ρ)κ−1 for some κ ∈ (V ). Clearly, ρ(−ρ) = −1V /∈ (V ), thus
−ρ 	∈ (V ) and therefore τ /∈ (V ).
This shows that all involutions in (V ) are conjugate in (V ).
If every nonsingular two-dimensional subspace of V has index 1, then V has
index 2. Thus there is a nonsingular two-dimensional subspace U of V of index
0. There is a nonisotropic vector u ∈ U and a vector u′ ∈ U⊥ such that f (u, u) =
f (u′, u′), so σuσu′ is an involution in (V ).
Let I+ be the set of involutions in SO(V ) such that index B(ρ) = 0 for every
ρ ∈ I+ and let I− be the set of involutions in SO(V ) such that index B(ρ) = 1 for
every ρ ∈ I−. We have shown that (V ) contains either I+ or I−, but not both.
By Knüppel and Nielsen [8, Theorem A], SO(V ) is bireflectional. Thus (V )
is also bireflectional; indeed, let π ∈ (V ), then π /= −1 and π = ρτ, where ρ and
τ are involutions in SO(V ). If one of them is in (V ), then the other one is also in
(V ). Now let ρ, τ ∈ SO(V ) \ (V ). Either I+ or I− is contained in (V ). Thus
either ρ, τ ∈ I+ and therefore −ρ,−τ ∈ I−, or ρ, τ ∈ I− and therefore −ρ,−τ ∈
I+. Thus −ρ,−τ ∈ (V ) and π = (−ρ)(−τ). 
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Now assume dim V = n and indexV = m  1. Then 2m  n.
For every involutionρ inSO(V ), let rρ = dim B(ρ) and sρ = indexB(ρ).Clearly,
rρ is even and B(ρ) is nonsingular. Therefore 2sρ  rρ  n and sρ  m.
Theorem 3.2. Let (V , f ) be a nonsingular vector space over a fieldK with charK /=
2, where f is a bilinear form. Assume that indexV  1 and that for given r and s
all nonsingular subspaces of V of even dimension r and index s are isometric and f
is universal on every nonsingular at least two-dimensional subspace of V . (This is
true if K is finite and r is even, but not if r is odd.)
Two involutionsρ and τ in SO(V ) are conjugate in SO(V ) if and only if (rρ, sρ) =
(rτ , sτ ). Furthermore, if τ = κρκ−1, then κ can be chosen in (V ). Therefore, if
C is a conjugacy class of involutions in SO(V ), then C ⊂ (V ) or C ∩ (V ) = ∅.
Proof. If τ = ϕρϕ−1, where ϕ ∈ SO(V ), then B(τ) = ϕB(ρ) and therefore (rτ ,
sτ ) = (rρ, sρ).
Conversely, let ρ and τ be involutions such th at (rτ , sτ ) = (rρ, sρ).
If rτ = rρ = n, then τ = ρ = −1V . This happens in particular if dim V = 2.
Now assume that dim V > 2. Let rτ = rρ < n and sτ = sρ . Then dim B(ρ) =
dim B(τ) is even. By assumption, B(τ) and B(ρ) are isometric. By Witt’s theo-
rem, B(ρ)⊥ and B(τ)⊥ are isometric. Now either dim B(ρ) = dim B(τ)  2 or
dim F(ρ) = dim F(τ)  2. If dim F(τ)  2, put F(τ) = T and F(ρ) = W , oth-
erwise put B(τ) = T and B(ρ) = W . In any case, dim T = dim W  2. Also, T is
isometric to W and T ⊥ is isometric to W⊥. Observe that the spaces T and W are
nonsingular because ρ and τ are involutions and char K /= 2. Therefore, the isometry
mapping W⊥ onto T ⊥ can be extended to an isometry ϕ in SO(V ) by Witt’s theorem
for SO(V ).
By assumption, the space T contains vectors of any length. We can choose an
isometry χ of T with (χ) = (ϕ) and χ the identity on T ⊥. Put κ = χϕ. Then
κW = κT and κW⊥ = κT ⊥ and (κ) = 1 · K2 , so κ ∈ (V ). 
4. Conjugacy and signature
In this section we assume that the field K is Euclidean and therefore ordered (see
Artin [1, Chapter III, Section 7]).
Let V be a nonsingular vector space over K and U a nonsingular subspace of
V . Let k and l be the dimension of any maximal positive and any maximal negative
definite subspace of U , respectively.
We define
t (U) = 〈k, l〉.
Then dim U = k + l and the signature sgn U = k − l. Conversely, dim U and
sgn U determine t (U).
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Let t (V ) = 〈p, q〉 and t (U⊥) = 〈k′, l′〉. Then k + k′ = p and l + l′ = q.
Let U and W be two nonsingular subspaces of V such that t (U) = t (W). Then
U and W are isometric and, by Witt’s theorem, there is some ϕ ∈ O(V ) such that
ϕU = W and therefore also ϕU⊥ = W⊥. If dim V  4, then either dim W  2 or
dim W⊥  2. By Witt’s theorem for SO(V ) we may choose ϕ ∈ SO(V ).
Assume t (U) = t (W) = 〈k, l〉 and t (U⊥) = t (W⊥) = 〈k′, l′〉. If k′, l′ > 0, then
W⊥ contains a hyperbolic plane. Therefore we may choose κ ∈ (V ). If k, l > 0,
then W contains a hyperbolic plane. There is some κ ∈ SO(V ) such that κU⊥ =
W⊥ and therefore κU = W. Since W contains a hyperbolic plane, we may choose
κ in (V ). We have seen, if k, l > 0 or k′, l′ > 0, then κU = W for some κ ∈
(V ).
Theorem 4.1. Let V be a vector space over a Euclidean field K with t (V ) = 〈p, q〉
and suppose that p, q > 0.
Two involutions ρ and τ in SO(V ) are conjugate if and only if t (B(ρ)) = t (B(τ)).
Let t (B(ρ)) = t (B(τ)) = 〈k, l〉 and t (F (ρ)) = t (F (τ)) = 〈k′, l′〉. If k′, l′ > 0
(i.e., p > k and q > l) or if k, l > 0, then τ = κρκ−1 where κ may be chosen in
(V ). In this case, let Cρ be the conjugacy class of ρ in SO(V ). Then Cρ ⊂ (V )
or Cρ ∩ (V ) = ∅.
Proof. If ρ and τ are conjugate, then B(τ) = κB(ρ) for some κ ∈ SO(V ), there-
fore t (B(τ)) = t (B(ρ)).
Conversely, if dim B(ρ) = dim V , then dim B(τ) = dim V because t (B(ρ)) =
t (B(τ)). Therefore ρ = τ = −1V . This happens in particular if dim V = 2. Now
assume dim V > 2 and dim B(ρ) < dimV. Suppose t (B(τ)) = t (B(ρ)). Then by
Witt’s theorem we have B(τ) = κB(ρ) for someκ ∈ O(V ). Now either dim B(τ) 
2 or dim F(τ)  2. Therefore we may choose κ ∈ SO(V ). Clearly, κτκ−1 is an
involution in SO(V ) and B(κρκ−1) = B(τ), thus τ = κρκ−1.
If k′, l′ > 0, then F(τ) contains a hyperbolic plane, therefore κ may be taken in
(V ).
If k, l > 0, we first observe that F(τ) = κF(ρ) and therefore B(τ) = κB(ρ) for
some κ ∈ SO(V ). Also, B(τ) contains a hyperbolic plane, thus κ may be taken in
(V ). 
Remark 4.2. If t (V ) = 〈p, q〉, then indexV = min {p, q}. So if U is a subspace of
V with t (U) = 〈k, l〉 and if k, l > 0, then p, q > 0. Hence indexV  1.
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