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Abstract
Bipolar Disorder is a widely known psychiatric disorder with an onset in adolescence or early
adulthood. Also known as manic-depressive illness, bipolar disorder is one of the most common
severe mental illnesses that triggers involuntary mood reactions affecting mainly the ability of
dealing with daily tasks: it is indeed often to experience educational difficulties, job related
problems, interpersonal difficulties, psychosocial dysfunction, marital issues, multiple suicide
attempts, completed suicide and medication side effects [24] [50]. It has been estimated that
there is a recurrence factor on 90% of the patients diagnosed with bipolar disorder during their
lifetime [52] and this is mostly related with a faulty medication system induced by disease’s
comorbidity, where one or more psychiatric pathologies are found to be related with a primary
disorder. Bipolar disorder is often unrecognized and misdiagnosed [59], hence more unexpected
relapses fall into the need of being submitted to a new diagnostic process in order to find which
medication should be prescribed to a certain patient, avoiding worst case scenarios where these
start to have unexpected outcomes like suicidal behaviors.
The growth of machine learning (ML) opens a whole new world when trying to solve problems
within this area. Databases containing patients’ clinical and genetic information have been
disclosed for researching purposes (as an example, BDGene [10] and StepBD [46]). A few studies
in the literature have applied machine learning methods to classify patients according to their
mood [2] and to predict relapses [47] whereas others approached bipolar related disorders such
as schizophrenia [48]. In this work, we focus on patient’s clinical-genetic data disclosed by the
Wellcome Trust Case Control Consortium (WTCCC) [13]. Some works have studied patients
genetic data using this same data set whilst aiming to find gene sequences associated with bipolar
disorder [36]. These studies are limited to the application of a restricted set of genetic data
whilst applying machine learning methods. In this work we would like to advance the area by
(1) applying an unsupervised machine learning approach in order to confirm genetic patterns
mentioned in the literature or discovering new associations, (2) revealing a possible gender-disease
direct relation that matches the specific clinical-genetic features whilst highlighting subgroups
similarities, and (3) discovering gene signatures of individual patients in order to reduce first
cases misdiagnosis rate.
Keywords: Bipolar Disorder, Data Mining, Machine Learning, Unsupervised Learning,
Chromosome, Genetic Variants, Genotype.
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Chapter 1
Introduction
Mental disorders have been around for a long time. For instance, Aretaeus of Cappadocia was a
Greek physician and one of the first to detail symptoms in the medical field regarding mental
illness during the 1st century. For many years his discoveries were left forgotten, but back then
they were already giving evidence for the existence of a link between mania and depression.
"...in those periods of life with which much heat and blood are associated, persons are most
given to mania, namely, those about puberty, young men, and such as possess general vigour." -
Aretaeus of Cappadocia, ca. 150 A.D. [16]
During that period, religious beliefs had such a big influence on people’s thinking - it was
common to see people being executed for having some sort of mental disturbance that could
not be explained by science, thus these were considered cursed. As science kept evolving, these
tragedies no longer happened once people realized that there was a scientific explanation for
these abnormal behaviors - Mental Disorders.
Nowadays these are categorized and properly detailed in several books, scientific magazines
and research articles. In fact, The American Psychiatric Association have mentioned in one of
their publications, Diagnostic and Statistical Manual (DSM) of Mental Disorders [3], that a
mental disorder is a syndrome characterized by clinically significant disturbance in an individual’s
cognition, emotion regulation, or behavior that reflects a dysfunction in the psychological,
biological or development processes underlying mental functioning. These are categorized by
the DSM-5 model - This model uses five different categories/axis in order to better describe a
mental disorder:
• Axis I - Clinical disorders;
• Axis II - Personality disorders and intellectual disabilities;
• Axis III - General medical conditions;
• Axis IV - Psychosocial and environmental problems;
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• Axis V - Global assessment of functioning scale.
This work focus mainly on axis I regarding one of the most common mental disorder - Bipolar
Disorder.
The World Health Organization has revealed that about 60 million people around the globe
have been diagnosed with bipolar disorder and, considering the latest United Nations world
population revision, numbers point out for the existence of approximately 7.6 billion people
worldwide [41]. This means that bipolar disorder is affecting 0,78% of the current world population
considering a limitless age range. It is a disorder with a lifetime prevalence of approximately
between 1% and 2% with a high risk of recurrence manic and depressive episodes, elevated risk
of suicide and a substantial high percentage of heritability as well, between 60% and 80%, but it
is not all bad news: it is also highly treatable usually when recurring to the use of anti-psychotic
medications and psychosocial therapy [26].
Bipolar disorder is highly associated with an elevated amount of costs per year. A study was
realized upon the economic burden of this disease in the United States of America and an article
was published on Journal of Affective Disorders [7]. With regard to Bipolar I Disorder the main
results point out for an annual total cost of 202.1$ billion in 2015 corresponding to an average
cost of 81,559$ per person. These results are directly related with the following outgoing:
• Caregiving (36%);
• Direct healthcare (21%);
• Unemployment (20%).
It has been concluded that it is indeed possible to perform a cost reduction by providing
efficient treatments and also by having better health strategies, in order to optimize the usefulness
of the health system and each country’s resources [12].
In fact, we intend to improve current health system by making use of a bespoke machine
learning model which will be applied on an European cohort of 1998 bipolar disorder samples.
Such data was disclosed by WTCCC, upon agreement between both parties, and as far as we
know only a few work has been made around bipolar disorder cases, whilst applying a machine
learning model that aims for pattern extraction by finding clinical-genetic similarities between
subgroups of bipolar disorder samples. Unsupervised Learning algorithms allow us to reveal such
subgroups in which we can then apply our local analysis. For instance, we have used K-means
algorithm which we found to be suitable for this task, with regards to Knowledge Discovery from
Data (KDD), as we intend to retrieve subgroups which were not identified in recent studies, by
performing a clustering analysis.
In this work, beside highlighting relevant subgroups, we also extract knowledge out of the
data set provided, that would not be possible to acquire without such technology. As a matter of
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fact, we reveal potential indicators of a direct relation between multi-factor clinical features, in
particular gender, and genetic variants present in someone’s genetic code. Such work has never
been accomplished, and we are most likely the first ones to do it when taking in consideration
the WTCCC data set research studies history and the number of chromosomes that were
simultaneously involved in our research. In addition, we have investigated several genes that
have been already associated with presence of bipolar disorder: DISC1 in [35], ARPP21 in
[49],GABRB1 in [45], ANKRD46 in [5], ANK3 in [27] [17], CACNA1C in [27] [51] [17], DUSP6 in
[28], GRIN2B in [60] [40] [31] [34] and SYN3 in [39]. As a result, multiple clusters are retrieved
in which each of these groups include samples’ clinical features and genetic variants genotypes.
Each genetic variant has been carefully analyzed by using a single table for each SNP so patterns
could be extracted and knowledge retrieved accordingly.
In the next chapters we present Fundamental Concepts (Chapter 2) that we find to be essential
throughout this project development; we present current State of Art (Chapter 3) that is directly
and indirectly associated to this ML study; The effect of genetics on bipolar disorder (Chapter 4)
are described prior to the actual experience as several factors were taken in consideration in order
to complete the KDD assignment which is described in detail under Methodology and Experiments
(Chapter 5); lastly, we present this project main results and highlights under Conclusion (Chapter
6) as well as Future Work (Chapter 7) that needs be carried on in order (1) to retrieve more
information than the one extracted by ourselves and (2) to improve current implementation so
we can achieve better performance and results accuracy.

Chapter 2
Fundamental Concepts
Mental Illness is a very common and treatable health problem that regards both humans’ physical
and psychological features. It affects the way you think of yourself and the world in general, as
you can either start looking at it as if nothing really matters in this precise moment, or you can
start thinking that every single moment ahead of you will be great and full of grandiosity and
these might take over your ability to deal with your daily duties, which can affect both your life
and the life of others.
Two main types of depression are mostly referred to in the literature as: Unipolar Disorder
and Bipolar Disorder.
We often make the assumption that these are very distinguishable disorders, which they are
not. In fact, fairly recent evidence suggests that both have their own properties but there are
still many similar characteristics when it comes to describe one disorder and another. This factor
becomes extremely important when we try to assess someone’s clinical health condition in order
to classify its mental illness, as we could misclassify it as unipolar disorder instead of bipolar
disorder, and vice-versa. However, unipolar disorder episodes are mostly described as periods of
depressive behaviors that are not followed by high or energized moments [55].
In the next section we will approach one of the most common types of depression: Bipolar
Disorder.
We will start by presenting some important genetic and bipolar disorder concepts that were
used during this project fulfillment, which include revealing risk factors, symptoms, treatments
and clinical statistic results, and we will end it by describing some of the most important concepts
of both data mining and machine learning.
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2.1 Genetics
Genetic components it is what every single living organism is made up of and it is also what
makes us all different and unique within the same ecosystem. It is essential to understand
elementary genetic concepts when working with technologies in the field of genetics as lack of
theoretical knowledge could lead to misleading results. So we will start our terminology by
presenting the most elementary genetic concept: Cell.
Living organisms main structures are composed of cells in which these contain specific
instructions coded inside the deoxyribonucleic acid (DNA). DNA is a set of two complementary
strands made up of four nucleotides, entitled Adenine, Cytosine, Thymine and Guanine, mostly
referred as simply A, C, T and G, in which A matches T and C matches G, therefore these
nucleotides conceive base pairs consisting on an individual genotype, hence a phenotype (set of
characteristics) is established. As an example, lets consider two children’s blood type inherited
from their parents: for instance, if their father is a blood type AB individual and their mother is
also a blood type AB individual, then both of them have a change of 25% of being a blood type
A, 50% of being a blood type AB and 25% of being a blood type B, as presented in Table 2.1 -
father’s and mother’s blood type regards table’s top and left side respectively.
A B
A A AB
B AB B
Table 2.1: Blood type inheritance.
All the genetic information inside a cell’s nucleus is packed into a bigger structured entitled
chromosome in which is presented with a set of two, one inherited from our father and another
one inherited from our mother. In total there are twenty three pairs of chromosomes, in which
twenty two are autosomes and the last one is a sex chromosome (XX or XY).
These genetic structures are made of a variety of genes that contain specific and unique
sequences present in our DNA, which encode instructions regarding proteins creation process. It
has been estimated that the human genome contains between 20000 and 25000 genes [19]. Each
of these genes are selectively unique, as an example, active genes in brain cells differ from genes
in heart cells simply because these genes perform unique tasks within our organism, hence they
produce unique proteins.
Most of the already known diseases have a genetic pattern associated to it. As it has been
mentioned, inside each gene there is a specific DNA sequence that encodes certain instructions
to be carried on by each of their proteins, that includes how well food and chemicals are
metabolized, how well toxins are detoxified, and many others. A single mutation inside a gene
2.1. Genetics 7
causes a malfunction within our organism, hence it might potentially reveal disease symptoms.
These are associated with something so simple as having a single nucleotide change within a
genetic sequence, whereas some disease may be revealed when a deletion or duplication occurs
within a genetic sequence. This modified protein will still be able to function but with reduced
capacity, however some proteins might even become completely disabled or reveal a new function
different from its original purpose [19].
These gene variants are not always considered disease-related subjects, in fact, 99.9% of
the human genome is identical among all individuals [30]. Therefore, gene variants its what
makes us different and unique within the human population as they produce certain physical
and psychological traits which differ from one individual to another within the same species
population. Two forms of gene variants are:
• Mutations;
In a general sense these are associated to diseases.
• Poymorphisms.
Genetic variations that produce certain physical and psychological traits which result in
having different individuals within the same species population.
Single Nucleotide Polymorphisms (SNPs) are genetic variants that regards one single nucleotide
variation within a DNA sequence. It has been estimated that a single individual might carry
millions of SNPs. This single variation may incur an increased disease risk, therefore could
lead to a disease development in an individual that originally was not meant to it. Most of the
SNPs have no effect on well-being or disease risk/development, however some have been helping
scientists and researchers to reveal associations between SNPs inside certain genes and disease
future development or response to specific drugs for disease treatment purposes.
There are still a few old diagnosis methods that rely only in the health professional diagnostic
results, hence some of the diagnostics are not accurate and in some cases can incur in providing
the wrong medication to a certain patient. However, technological advances in the filed of genetics
have been crucial whenever it comes to create the possibility of performing early diagnostics,
developing new treatments and reducing first cases misdiagnosis rate, where bipolar disorder, in
particular, has been given a lot of attention.
In the next chapter we will present crucial concepts to better understand bipolar disorder as
a whole within the mental illness field.
8 Chapter 2. Fundamental Concepts
2.2 Bipolar Disorder
Formerly called manic depression, bipolar disorder is a mental disorder that causes extreme
changes on our current mood, energy and activity levels. These mood changes range from
extremely energized periods (also known as manic episodes) to very dark and low periods (also
know as depression). It is not a character flaw or a sign of personal weakness, as anyone can
experience mood changes, but a bipolar disorder depressive episode would hardly affect our
ability as human beings of dealing with daily duties, such as going to work or even taking
care of our family and ourselves. Although, these mood changes may vary from long periods
of humor swings, down to short periods of prevalence, considering episodes that last a few
hours, minutes or even seconds [42]. These episodes are associated with moments of a manic
occurence, although scientific research mention unsual mood changes where people experience,
simultaneously, energized and depressive moments within one single manic episode [21].
As like any other mental illness, also bipolar disorder has been classified into different types.
The National Institute of Mental Health defines four different categories/types, however only the
first two are primarily discussed in the scientific literature [42]:
• Bipolar I Disorder - describes manic episodes that last for at least 7 days, or either episodes
that are so severe that the patient needs immediate hospital assistance;
• Bipolar II Disorder - describes episodes with a depressive pattern, as well as hypomanic
episodes where abnormal levels of high energy might be spotted, however not the full
episode occurs like mentioned in bipolar I disorder cases;
• Cyclothymic Disorder - describes multiple hypomanic episodes that last for at least two
years;
• Other specified and unspecified bipolar-related disorders - this last category is used when
it is not possible to fit someone’s diagnostic within one of the first three categories. These
are also treated as rare cases of bipolar disorder.
The most significant differences between these two types of bipolar disorder resides on the
fact that a person with bipolar I disorder has manic episodes, while someone with bipolar II
disorder has hypomanic episodes - its the severeness of an episode and its time of prevalence
that differs from one to another.
As pictured in Figure 2.1, during a bipolar I episode that same person might experience
moments of depression and mania. When one of these two moments reach very high/low values
of moodiness (evidenced in Figure 2.1) usually that is the moment when people get into such a
bad health state, hence He/She should be either treated immediately by a health professional or
should take their medication, in a case where it has been already prescribed.
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Figure 2.1: Bipolar I Disorder episode mood pattern.
In comparison with a bipolar II episode, pictured in Figure 2.2, people do experience relative
patterns of moodiness, although these are less severe and prevail for a brief period of time. A
patient that have been diagnosed with bipolar II disorder would experience hypomania moments,
where it would feel higher levels of energy than the usual, or it would feel more confident and
happy than the usual, but would never reach insane values as these are cases of bipolar I disorder.
Even whilst not reaching a mania state this patient could still get into a depressive state and it
could prevail longer in this same state considering previously described bipolar I disorder episode.
Figure 2.2: Bipolar II Disorder episode mood pattern.
The best way to avoid these raw moments, for those who were diagnosed with bipolar
disorder, is to have family members, close friends and coworkers, that are completely aware of
these patients’ health situation and they must take action once they notice a certain abnormal
behavior, such as to help out these patients on providing a quick access to a health institution or
medication. Based in one single individual we could witness unusual and very likely new patterns.
In fact, as mentioned before, one single patient could experience, simultaneously, rapid cycling
and mixed state symptoms.
Patients that have been successfully diagnosed with bipolar disorder experience symptons
that fall more often into the manic episodes kind, and its very likely that these might differ from
one person to another [42]. With regard to axis I, whilst experiencing a manic episode these
patients may reveal some of the following symptoms:
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• Feel very energetic;
• Have increased activity levels;
• Have difficulties to fall asleep;
• Become irritable very easily;
• Start thinking that it is possible to do everything at once;
• Have an excessive willing of spending money.
In the other hand, these are the most common symptoms that a patient would experience
during a depressive episode:
• Have a feeling of emptiness, loneliness;
• Have no energy to do anything;
• Have either difficulties to fall asleep or the will to sleep too much;
• Have concentration problems;
• Have no food habits so they may eat too much or nothing at all;
• Have periodical thoughts of death.
It is very important to preserve that during bipolar disorder early stages its symptoms are
mistakenly associated with other factors, which are not necessarily related with this disease
prevalence: at a first glance, a health professional would look to a depressive episode as related
with alcohol or drug abuse, or maybe with an unsatisfactory performance level at work, which it
could be true, but unfortunately there are many clinic cases that remain to be diagnosed due to
a bad first interpretation of the real problem, hence a high misdiagnosis rate follows this disease
clinical assessment.
There are many risk factors associated with this mental illness development. In fact, a
National Institute of Mental Health research reveals that there is a set of causes that contribute
for becoming a bipolar disorder carrier, rather than having a single reason for its progression [42].
These risk factors are also very complex as they usually vary from one person to another, hence
achieving a bipolar disorder accurate diagnostic becomes even more harder than what already is.
Therefore, we present a set of main categories that are highly related with a bipolar disorder
episode recurrence:
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• Brain structure and functioning;
– Alcohol and/or drugs abuse will not cause a bipolar disorder episode, but these factors
can lead to experience abnormal behaviors and unusual mood shifts. Since medication
is used to prevent relapses the first thing that any health professional will demand to
do is to perform a detox from any harmful substances so then a proper diagnostic could
be performed. We also consider physical and psychological traumatic experiences as
triggers of a bipolar disorder onset, such as sexual harassment/abuse, the death of a
close person, the lost of a job position or a an important life opportunity.
• Genetics;
– Specific genetic sequences present in human DNA are strong indicators of a possible
bipolar disorder development/recurrence. As an example, several researchers pointed
out CACNA1C as one gene that contain genetic variants which are highly related to
this disease development/recurrence [18].
• Family history.
– Having a direct relative that experienced bipolar disorder episodes in the past is also
an important factor for any health professional diagnostic, since it may indicate that
other family members might experience similar bipolar disorder episodes as this is a
very heritable disease.
All these symptoms and risk factors lead us to the idea that a proper diagnostic needs to
be done once any of these are visible in someone’s behavior. A proper diagnostic significantly
improves people’s quality of life whether this disease is inhibit under a precise and correct
treatment. As an initial step, to be taken by anyone who has the aforementioned symptoms,
we must reach out to a psychiatrist. It is this health professional’s job to provide the right
health care by performing either a physical and/or mental assessment to achieve a more precise
diagnostic. It is common to find people seeking for health professional assistance when they
are already experiencing depressive symptoms or manic episodes, and in these cases it is very
important to have a medical history based on this person’s behavior. Unfortunately, bipolar
disorder is very often primarily diagnosed as a mental-related disorder termed schizophrenia.
According to the National Institute of Mental Health [42], if left untreated, these symptoms
tend to get worse and, having in consideration a long term scenario, it may lead to evolve from a
slow cycling series of episodes to a rapid cycling series of episodes, where low and high stages
tend to happen more often than the usual. Some patients may even reveal a critical behavior
consisting of suicide attempts, drugs/alcohol abuse issues, broken relationships and many other
disturbances.
A typical treatment usually consists in a combination of psychiatric medications and
psychotherapy, and some form of treatment is usually needed throughout most of a person’s
adult life [37]. In fact, medication is one of the most important parts of a patient’s treatment
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as it helps on stabilizing moods and decrease the number of mental illness episodes. There are
currently a few types of medication in world’s health system, such as:
• Mood stabilizers - mostly used to treat manic or hypomanic episodes;
• Antidepressants - mostly used to treat depressive episodes;
• Antipsychotics - mostly used in addition to other medication.
Recovery strategies for this mental illness might reveal effectiveness flaws as never the same
treatment can be applied to other patients: each treatment is unique as each person has their
own characteristics that never work in the same way in comparison to others. In fact, one of
the most important challenges rely on finding and maintaining a daily treatment for the same
patient, as very often health professionals find the need of keeping one patient under different
treatments along their lives. However, people have found themselves very comfortable when
joining a support group that helps on clearing up their minds and keeping a healthy/stable
environment.
The National Institute of Mental Health [42] mentions that there is no knowledge of bipolar
disorder exact causes, however it is known that this is a highly treatable mental illness. It is
important to build a healthy routine where these bipolar disorder patients found themselves
controlled and in control of their current mood, as many can loose it and to start having relapses
after thinking that no longer need their medication nor their treatments.
"Stay active, stay strong, stay positive." - Luis Moreira.
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2.3 Data Mining and Machine Learning
We live in a world where vast amounts of data are collected, on a daily basis, in which Megabytes
nor Gigabytes are enough to measure such amount of data - we often now see it in amounts
of Zettabytes (1 x 1012 GB). This amount of data has being termed as Big Data. Reuters has
recently revealed that the global growth of data in 2020 will be nearly 35 Zettabytes [4]. Due to
this huge amount of produced data the term Big Data has been spread in a world wide scale.
Several companies make profit out of selling data, hence it has become one of the most
profitable business model around the world, but having stored such a big amount of data without
really making it useful it is pointless. There is no doubt that across several years data has been
collected, for the better and for the worse, therefore we must consider that most of the cases,
collecting it and making really useful out of it has helped us many more times than has been
harmful, but it always should be an user decision to allow data collection. We are more than
capable to perform important tasks over data, rather than just focus on profit, such as KDD
that allow us to evolve and improve sensitive areas, some of which are the health area.
Machine learning is definitely one of the most spoken-about fields of Computer Science.
Some examples show back in history that these same ideas were already in use: On our own
history there is no better example of machine learning usage than the Bombe , also known as
(AKA) the Enigma machine, built in 1939 by Alan Turin [57] who was (among other expertise)
a mathematician and a computer scientist. During World War II this machine was designed to
read and process encrypted German messages, hence a human readable message was produced
upon completion of the decryption task. If we look at it in the same way that Alan did, this is
nothing but a system that receives an input, processes it and generates an output. Although,
there is an important detail to be mentioned: A machine learning model is considered valid if it
generates most of the times the same output for different inputs as depicted in Figure 2.3.
Figure 2.3: Machine Learning schematic.
Almost 80 years have passed and we still look at machine learning tasks by using the
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exact same logic but with even more complexity as many more algorithms were designed and
implemented since that period of time.
Machine learning works alongside data mining, however these two fields have their own
features and properties: it is often seen machine learning associated to model construction which
involves the study of algorithms that can automatically perform knowledge extraction without
human intervention, whereas data mining is carried out by a data scientist on a particular data
set with a specific goal in mind. Usually, specific tasks like pattern recognition, that have been
developed in machine learning, are in this person’s focus and it is likely to be used along its
work. Quite often, this data set is massive and it requires to go through a data mining process in
order to reduce its complexity and easily become more understandable, hence a machine learning
model can make use of a data set that follows the principle of a high quality data set: Accuracy,
Completeness and Consistency [23].
Here we present some of the most used data mining algorithms [58] as well as a full review of
their main features:
• C4.5;
– It is one of the most used decision tree algorithms. It was developed between 1970 and
1980 by J. Ross Quinlan who is a machine learning researcher after its predecessor,
ID3 (Iterative Dichotomiser 3). This algorithms has become a benchmark in a manner
that other similar algorithms compare their performance against C4.5 performance.
Both were independently created within the same period, although these two algorithms
follow a similar approach with regards to learning decision trees from training tuples,
as they carry out a greedy learning approach in a manner that decision trees are
built in by adopting a top-down recursive divide-and-conquer strategy [23], in which
a training set is recursively subdivided into smaller subsets of tuples.
• K-means;
– It has been considered one of the simplest clustering analysis and partitioning
algorithms that uses a centroid-based technique. It is this algorithm main goal
to partition a data set D into k clusters (C1, C2, ..., Cn) in which its elements are
similar to each other within a cluster, but different between clusters.
In order to carry out this partitioning task, first of all it defines the centroid of each
cluster as the mean value of the points within it by randomly selecting k elements of
data set D, therefore each of the remaining elements it will go through an evaluation
process based on the Euclidean distance between the current element and the cluster
mean. Then the algorithm itself will improve the within-cluster variation as it computes
a new cluster mean using the elements previously assigned to it, hence all the following
elements to be tested will then use this new cluster mean value. This algorithm
iteration will end once the assignment task is stable, in other words, it will end once
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a newly-formed cluster has the same properties as others that have been previously
created [23].
• Support Vector Machine (SVM );
– This is an algorithm that it was first presented on a 1992 paper, entitled "A training
algorithm for optimal margin classifiers" and written by Vladimir Vapnik, Bernhard
Boser and Isabelle Guyon [6], although there are references of previous work made on
this algorithm prior to this paper issuing. SVM is an algorithm that uses nonlinear
mapping in order to retrieve a higher dimension out of the original data, in which it
searches for the linear optimal separating hyperplane that is able to separate our data
set into two distinct classes with high accuracy [23].
The pros and cons of this algorithm resides mainly on training time and high accuracy:
this is an extremely complex algorithm that is able to model complex nonlinear
decision boundaries but it requires a long period of training time. Despite this fact, it
will perform flawless a modeling task with high accuracy, it is less propitious to data
overfitting and it provides a compact description of the learned model.
They can be used in numerical related tasks as well as for classification tasks: it has
been seen in action in areas like handwritten digit recognition, object recognition and
speech recognition.
• Apriori;
– This is an algorithm known for its ability of finding frequent itemsets within a data set
D that allows association rules discovery which highlist trending transactions within
a data set D. It was proposed by R. Agrawal and R. Srikant in 1994 [1] for mining
frequent itemsets for Boolean association rules and works as follows: first of all, we
perform an initial full scan of the data set D in order to retrieve current items count
and to use the ones that satisfy minimum support (usefulness of discovered rules) -
this set will be denoted as L1-itemsets (Level 1). Next, we use this current level to
retrieve Lk+1-itemsets until no more frequent Lk-itemsets are found.
The main disadvantage of this algorithm resides on the fact that it requires a full
scan in order to get Lk+1-itemsets, however there is an important property that
significantly improves this algorithm’s efficiency by reducing its search space - All
nonempty subsets of a frequent itemset must also be frequent [23]. This means that we
also need to consider a min_sup variable that will be used to prune our Lk-itemsets
in each iteration, in other words:
I ← k-itemset;
if Count(I) ≤ min_sup then I is not frequent.
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We now present an example of this Algorithm application, depicted in Figure 2.4 and
Figure 2.5:
Figure 2.4: Example of a data set D [23].
Figure 2.5: Example of Apriori algorithm application on a data set D [23].
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Several variations have been applied to this algorithm in order to accomplish better
execution efficiency, such as:
∗ Hash-based technique;
∗ Transaction reduction;
∗ Partitioning;
∗ Sampling;
∗ Dynamic itemset counting.
• EM;
– It is this probabilistic algorithm’s main goal to find the maximum-likehood of a model
parameters, whether our data has incomplete fields or some variables are hidden, such
as fuzzy clusters that were not fully optimized. It was first explained and mentioned
on a 1977 paper, entitled "Maximum likelihood from incomplete data via the EM
algorithm" and written by Arthur Dumpster, Nan Laird, and Donald Rubin [14].
With regards to previously mentioned clustering algorithm (k-means), a cluster will
be retrieved after n iterations over our newly created cluster until no improvement
can be obtained, but in some cases this algorithm will retrieve a fuzzy cluster.
We now explain on how EM algorithms can improve our clustering methods, which it
consists in two steps:
1. Expectation step (E-step): Having in consideration current cluster centers, we
perform an initial guess in order to retrieve a probabilistic distribution of our
model. We expect to retrieve objects that belong to the closest cluster;
2. Maximization step (M-step): During this step it is intended to maximize our
cluster (reduce fuzzy data as much as we can), therefore this algorithm adjusts
the center of each cluster so the sum of the distances from the objects assigned to
this cluster and the new center is minimized [23].
As expected, the E-step slowness is directly related with missing data ratio, thus it is
this algorithm main flaw. Although, it has been applied in several ways within the
statistic/probabilistic fields, such as:
∗ Hidden Markov model assessment;
∗ Gaussian mixture model assessment.
• PageRank;
– This is an algorithm that was proposed by four computer scientists, that included
Google’s co-founder Larry Page in a 1997 paper, entitled "The PageRank Citation
Ranking: Bringing Order to the Web" written by Lawrence Page, Sergey Brin, Rajeev
Motwani and Terry Winograd.
PageRank brought to the world wide web a feature that is still present in current
search engines: is a method that will compute a page rank based on the graph of the
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web [44], in other words, every time a user type on some random topic in a search
engine, it will return a list of ranked, indexed and mined web pages according to
that topic. In order to retrieve this ranked list, this algorithm perform as it follows
(simplistic approach):
1. An initial probabilistic distribution is assigned to each page;
2. Each page and its outbound linked pages probabilities will be updated equally
according to how often this pages are accessed.
Each PageRank value is calculated according to this formula (having in consideration three
web pages depicted in Figure 2.6):
Figure 2.6: Example of a web that consists of 3 web pages.
PR(A) = 0.5 + 0.5 ∗ P (C)/1
PR(B) = 0.5 + 0.5 ∗ P (A)/1
PR(C) = 0.5 + 0.5 ∗ P (B)/1
Some of PageRank algorithm pros and cons resides, in one hand, on the fact that this
algorithm can perform measurements in a global scale and it is query independent, on the
other hand, old web pages might get higher ranks.
• AdaBoost;
– Adaptive Boosting (AdaBoost) is a boosting algorithm - it is it main purpose to boost
our classification model accuracy in order to build a strong classifier f(x) as a linear
combination of weak classifiers h(x), by using the following formula:
ht(x)← weak classifiers
f(x) =
∑
t=1 αt ∗ ht(x)
2.3. Data Mining and Machine Learning 19
As an example lets consider a data set D in which tuples are represented as it follows:
(X1, y1), (X2, y2), ..., (Xn, yn), where Xn represents an actual tuple and yn represents
its class label. The first step consists in assigning to each training tuple an equal
weight of 1n in order to retrieve k classifiers we need to execute k iterations through
the rest of the algorithm. For each k round, tuples will be sampled to form a training
set Dk of size n, in which will be select according to their weight. These weights are
adjusted according to how well these tuples were classified, in other words, if a tuple
(Xn, yn) is correctly classified then its weight will decrease, otherwise it would increase
as this algorithm focus on all the misleading classifications.
In the very end, we might get an improved classifier, or a classifier that is less accurate
than the original one, as the overfitting (refers to a model that trains too well) factor
might affect the boosting task. There are other boosting algorithms, such as Bagging,
that are less susceptible to overfitting. Overall, boosting algorithms tend to achieve
better accuracy.
• k-Nearest Neighbors (kNN );
– This is an algorithm that has been widely used in important areas, such as pattern
recognition. It can be used for solving classification and regression problems: essentially
having in consideration classification problems, this algorithm would output a discrete
value, such as k = 1, hence a tuple would simply be assigned to that specific class,
whereas for regression problems it outputs a continuous value, such as k ≥ 1, which
does not specify to which class should this test tuple be assigned to. This algorithm
works as follows, with regards to a three tuples training set:
1. Initially all training tuples are described by n attributes;
2. Each tuple will then be spread out on a n-dimensional space, as depicted in Figure
2.7;
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Figure 2.7: Example of a binary kNN classification training set.
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3. Given an unknown test tuple, kNN will measure the distance between this new
tuple and the current ones, by performing an Euclidean distance measurement
between two points or tuples. As an example, lets say we have two tuples:
X1 = (x11, x12) and X2(x21, x22). Then we could use the following formula:
dist(X1, X2) =
√∑
i=1 (x1i − x2i)2
4. In the end, we should expect one single cluster or multiple clusters distinct from
each other, as depicted in Figure 2.8 after receiving several unknown test tuples.
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Figure 2.8: Example of a clustering visual output.
Unfortunately this algorithms suffers from a poor accuracy when irrelevant attributes
are given to it. However, many improvements have been implemented in order to
reduce the amount of noisy data, such as, pruning. Although, it is very important to
select the proper distance metric, as Euclidean distance is not the only one available.
As a matter of fact, many data scientists use Manhattan distance over Euclidean
distance.
• Naive Bayes;
– This algorithm belongs to the Bayesian classifiers category and is a simple version of a
typical Bayesian classifier. Its main purpose is to estimate the probability that a given
tuple belongs to a certain class by assuming that there is no effect of an attribute
value from one class to another. This is also called: class conditional independence.
In that sense, this version of the algorithm was entitled naive.
As its name indicates, this is an algorithm that follows the Bayes’ theorem: Lets say
we have a tuple X, a class C and an hypothesis H, which designates the probability of
having a tuple X that belongs to a specified class C. Thus, this theorem computes the
probability of a tuple X belonging to a certain class C assuming that we already know
the attribute description of X, and it is described by using the following mathematical
formula:
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P (H | X) = P (X | H).P (H)P (X)
Where,
P (X) ← Prior probability of X;
P (H) ← Prior probability of H;
P (X | H) ← Posterior Probability of having X given that H is true.
P (H | X) ← Posterior Probability of having H given that X is true.
Overall, Bayesian classifiers have the minimum error rate in comparison to other
classifiers [23]. However, having the class conditional independence factor it could
create a disadvantage as that might be a wrongly made assumption.
• CART;
– As previously described CART is also part of a set of decision trees algorithms. In
comparison with C4.5 their main differences reside on the following facts:
∗ CART always performs binary tests, whereas C4.5 allows two or more outcomes
[58];
∗ CART uses the Gini diversity index to rank tests, whereas C4.5 uses information-
based criteria [58];
∗ CART prunes trees using a cost-complexity model whose parameters are estimated
by cross-validation [58];
Results of a performance test between CART, C4.5 and Multi-Layer Perceptrons was
published on a 1991 paper, entitled "Comparison of three classification techniques,
CART, C4.5 and Multi-Layer Perceptrons". Here data scientists used 256 data
examples categorized into 4 classes:
∗ class 1 - 37 data samples;
∗ class 2 - 126 data samples;
∗ class 3 - 84 data samples;
∗ class 4 - 9 data samples.
All 256 data samples were used as both training and testing samples. Here we present
their results, depicted in Figure 2.9:
Figure 2.9: Performance test results of CART, C4.5 and Multi-Layer Perceptrons algorithms [44].
22 Chapter 2. Fundamental Concepts
CART seems that performed better than C4.5 back in 1991. However, after many
years of research and development C4.5 has been improved and is currently used as a
benchmark with regards to decision trees algorithms.
A machine learning model construction process goes through two main stages and once
completed we should have a model/classifier that is able to predict a certain class label attribute
for any new data income with reasonable accuracy:
• Learning stage;
• Classification stage;
2.3.1 Learning
During this stage we start to build a classifier or machine learning model by analyzing our current
data set that is made up of tuples (or samples) and their associated class labels. A tuple, X, is
represented by an n-dimensional attribute vector, X = (x1, x2, x3, ..., xn) and each tuple X is
assumed to belong to a predefined class, as determined by another database attribute, called the
class label attribute. The class label attribute is discrete-valued and unordered. It is categorical
(or nominal) in that each value is used as a category or class. The individual tuples making up
the training set are referred to as training tuples and are randomly sampled from the database to
be analyzed. In the context of classification, data tuples can be referred to as samples, examples,
instances, data points, or objects [23].
From a high level perspective we classify learning algorithms as belonging into one of these
two main categories: Supervised Learning and Unsupervised Learning.
2.3.1.1 Supervised Learning
This is a task where the class label attribute was acknowledged a priori. As an example, lets
consider a data set that contains both lung cancer patients information and controls, such as:
LUNG_CANCER(name, age, sex, cancer_type, age_of_diagnosis, lung_cancer_carrier)
LUNG_CANCER(PatientA, 55, M, SCLC, 55, yes)
LUNG_CANCER(PatientB, 30, F, ND, ND, no)
LUNG_CANCER(PatientC, 60, M, NSCLC, 55, yes)
LUNG_CANCER(PatientD, 75, M, NSCLC, 50, yes)
LUNG_CANCER(PatientE, 20, M, ND, ND, no)
• SCLC, stands for small cell lung cancers;
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• NSCLC, stands for non-small cell lung cancers;
• M/F, stands for Male and Female respectively;
• ND, stands for Not Defined.
Our task is to build a machine learning model that can predictive lung cancer arise. If so,
having in consideration this data set we have already acknowledged our class label attribute:
lung_cancer_carrier (yes or no).
Our training data phase is ready and we can proceed by training our data set. We now
present some examples of extracted classification rules:
IF age ≥ 55 AND sex = M THEN lung_cancer_carrier = yes
IF age ≤ 30 AND sex = F THEN lung_cancer_carrier = no
The main goal is to retrieve a function y = f(X) which can predict the associated class label
y for a given tuple X, thus we pretend to accomplish a function that can separate multiple data
classes with enough accuracy. We often see in the literature this function to be represented in
the form of classification rules, decision trees or mathematical formulas, as depicted in Figures
2.10, 2.11 and 2.12 respectively [23].
Figure 2.10: Machine Learning - classification rules representation.
Figure 2.11: Machine Learning - decision tree representation [23].
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Figure 2.12: Machine Learning - mathematical formula representation.
2.3.1.2 Unsupervised Learning
In contrast to supervised learning we often see unsupervised learning tasks in which the class
label of each training tuple is not known, and the number or set of classes to be learned may not
be known in advance. The main idea is that a computer can learn and extract patterns out of
data whereas a human would not do be able to do it by itself - Artificial Intelligence.
As an example, looking at our previous data set, we could apply an unsupervised learning
approach if our class label attribute was not known in advance, as shown in the following
examples:
LUNG_CANCER(name, age, sex, cancer_type, age_of_diagnosis)
LUNG_CANCER(PatientA, 55, M, SCLC, 55)
LUNG_CANCER(PatientB, 30, F, ND, ND)
LUNG_CANCER(PatientC, 60, M, NSCLC, 55)
LUNG_CANCER(PatientD, 75, M, NSCLC, 50)
LUNG_CANCER(PatientE, 20, M, ND, ND)
Once applied an unsupervised learning algorithm we could try to extract patterns out of this
data which would lead us to the idea that some groups of rules are likely related to the fact of
being/not being a lung cancer carrier. As an example we are going to apply one of the most
used algorithms for unsupervised learning tasks: K-means clustering.
We will consider all our class labels as it follows:
• sex ∈ {1, 2}, for M and F respectively;
• cancer_type ∈ {0, 1, 2}, for ND, SCLC and NSCLC respectively;
• age_of_diagnosis ∈ {0, age_of_diagnosis}, for ND, age_of_diagnosis respectively;
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In result of applying k-means clustering on our data set we have achieved the following
output:
PatientA, 55, 1, 1, 55, 1
PatientB, 30, 20, 0, 0
PatientC, 60, 1, 2, 55, 1
PatientD, 75, 1, 2, 50, 1
PatientE, 20, 10, 0, 0
As depicted in Figure 2.13 we can see that this algorithm successfully distinguished two main
clusters (Cluster id 1 and Cluster id 2 ) - k clusters value was set a priori. In comparison with
our previous data set, where we present which of these tuples have either "yes" or "no" as a class
label attribute, we can see that this algorithm assigned correctly these two Cluster ids without
any previous knowledge (an open-source tool was used for demonstration purposes):
• 0, stands for "no";
• 1, stands for "yes".
Figure 2.13: Machine Learning - K-means clustering.
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2.3.2 Classification
Once completed the Learning stage we can now move forward to the Classification stage where
test data will be used to compute our classifier accuracy: if a reasonable accurate machine
learning model is retrieved we can then submit new data into our model (depicted in Figure
2.14) and testing it in real life situations, such as predicting the possibility of a bipolar disorder
development on first diagnosis cases. In order to make this task possible an accuracy measurement
needs to be done: there are several algorithms in which their main goal is to measure how well a
machine learning model will perform when submitted to new data. We now present evaluation
metrics used for accuracy assessment:
Figure 2.14: Machine Learning - classification stage [23].
• Evaluation metrics;
– Having in consideration this subject the following evaluation metrics will now be
presented: accuracy, sensitivity, specificity, precision, F1 and Fβ, depicted in Figure
2.15. Before jumping on to each measure details, there is an important terminology to
be acknowledged which approaches positive tuples (tuples of the main class of interest)
and negative tuples (all the remaining tuples). As an example, we may consider, in
one hand, a class label bipolar_disorder_development = yes as a positive tuple and,
in the other hand, a class label bipolar_disorder_development = no as a negative
tuple.
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Figure 2.15: Machine Learning - evaluation metrics[23].
In order to understand these metric’s formulas we now describe each variable meaning:
∗ True positives (TP): It is addressed to positive tuples that were correctly classified
by our model, in order words, our model assigns the class label
bipolar_disorder_development = yes to a tuple that should be classified as such;
∗ False positives (FP): It is addressed to negative tuples that were not correctly
classified by our model, in order words, our model assigns the class label
bipolar_disorder_development = yes to a tuple that should be classified as
bipolar_disorder_development = no;
∗ True negatives (TN): It is addressed to negative tuples that were correctly classified
by our model, in order words, our model assigns the class label
bipolar_disorder_development = no to a tuple that should be classified as such;
∗ False negatives (FN): It is addressed to positive tuples that were not correctly
classified by our model, in order words, our model assigns the class label
bipolar_disorder_development = no to a tuple that should be classified as
bipolar_disorder_development = yes;
Once these are defined we may now build a confusion matrix - it can be viewed as a
statistical tool that assess how well our model is capable of classifying different class
tuples. A generic view is depicted on figure 2.16.
A confusion matrix is nothing less than a m by m table in which m represents the
number of classes. Additional rows may be added, such as Total. As illustrated in
Figure 2.16 this variable indicates the number of positive/negative tuples, represented
by P ′ and N ′ respectively, in which P ′ = TP + FP and N ′ = FN + TN . Hence, the
total number of tuples is given by either P ′ +N ′ or P +N .
Once we produce a confusion matrix out of our model results we shall now assess its
reliability:
∗ accuracy: Also known as the percentage of tuples that were correctly classified by
our classifier. We can retrieve this percentage by applying the following formula:
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Figure 2.16: Machine Learning - confusion matrix[23].
accuracy = TP+TNP+N
We can also retrieve our classifier’s error rate out of the accuracy returned value
by simply calculating 1−accuracy(M), in which M represents our current model,
or by applying the following formula:
error rate = FP+FNP+N
Unfortunately accuracy by itself is not enough to assess a model’s classification
reliability: lets consider a model that has been trained to classify tuples of a
medical data set as either bipolar_disorder = yes or bipolar_disorder = no
- class imbalanced problem. If an accuracy of 93.46% is retrieved it might be
misleading by the fact that this value is related to negative tuples instead of
positive tuples. In such scenario the classifier could be correctly labeling only the
tuples associated to bipolar_disorder = no, instead of, bipolar_disorder = yes.
In order to avoid such misleading information we also should apply two extra
evaluation metrics: sensitivity and specificity.
Once these two extra evaluation metrics are applied we should get the following
accuracy formula:
accuracy = sensitivity PP+N + specificity
N
P+N
∗ sensitivity: having in consideration previously mentioned bipolar disorder class
labels, this evaluation metric would tell us how well our model can classify the
positive tuples bipolar_disorder = yes, by applying the following formula:
sensitivity = TPP
∗ specificity: Having in consideration previously mentioned bipolar disorder class
labels, this evaluation metric would tell us how well our model can classify the
negative tuples bipolar_disorder = no, by applying the following formula:
specificity = TNN
∗ precision: It is a measure of exactness that retrieves the percentage of tuples
labeled as positive/negative that indeed are as such and it can be calculated by
applying the following formula:
precision = TPTP+FP
∗ recall: It is a measure of completeness that retrieves the percentage of posit-
ive/negative tuples that were classified as positive/negative respectively and it
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can be calculated by applying the following formula:
recall = TPTP+FN
Unfortunately, also precision and recall values may incur in error in a manner that
when one increases the other decreases - inverse relationship. Lets consider, as
an example, a scenario whilst getting precision/recall out of our bipolar disorder
data set we retrieve a high value of precision, hence our model is more than
capable of correctly labeling bipolar disorder tuples as such, but we may find a low
recall value if it mislabels many other bipolar disorder tuples. Usually precision
is used alongside recall, so we can compare precision values against fixed values
of recall, and vice versa [23]. The bright side resides on the fact that it is possible
to combine both measures into one single evaluation measure: F measure (also
viewed as F1 score or simply Fscore) and Fβ.
∗ F and Fβ measures: F measure uses the harmonic mean of precision and recall
as it gives equal weight to both metrics, whereas Fβ is a weighted measure, in
a manner that assigns a β weight to recall that is β times much weighted than
precision, so if we mention F2 it simply means that recall weight is twice more
than precision weight.
These two percentages can be calculated by using the following formulas:
F = 2 × precision × recallprecision + recall
Fβ = (1+β
2) × precision × recall
β2 × precision + recall
All these metrics have their pros and cons and it goes as it follows: Accuracy
is widely used and reliable when data classes are evenly and fairly distributed.
For class imbalanced problems we may use other metrics, such as Sensitivity,
Specificity, Precision, Recall (same as Sensitivity), F and Fβ.
We shall now describe other evaluation metrics that focus their job on retrieving
a more reliable accuracy evaluation.
• Holdout and random sampling;
– These two methods approach the accuracy assessment task by using a splitting
technique. However, holdout method was designed to be based on the splitting
technique, whereas random sampling makes use of a subsampling technique. Both are
now described individually:
∗ Holdout: It makes use of the main idea behind splitting our data set into a
training/test set as well as by using random sampling to estimate a mean accuracy,
as it follows: first of all, it splits the given data into two sets - training/test set -
usually on a 23 and
1
3 split ratio respectively. Then, it calculates the accuracy by
using only the test set portion, hence the training set it will be used to derive
the model. By using this method we approach the accuracy assessment with a
pessimistic technique as only a portion of the initial data is used to derive the
model.
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∗ Random Sampling: It is a variation of the holdout method in which the holdout
method is repeated k times. The overall accuracy is taken as the average of all
iterations accuracy.
An illustration of this method is depicted in Figure 2.17.
Figure 2.17: Machine Learning - holdout and random sampling [23].
• Cross-validation;
– This method could be viewed as an improved version of the Holdout method where each
subset is used k times as a test set instead of just once throughout the classification
process.
∗ k-fold cross-validation: Lets consider a data set D. The first step of this algorithm
consists in dividing D into k subsets/folds in which all have approximately the
same size.
D = (D1, D2, D3, ... , Dk).
For each iteration a subset k is used as a test set and the remaining k − 1 are
used as training sets. By doing this, every single subset will be used exactly once
as a test set, which it becomes one of the main advantages of this algorithm as it
cares less with the way the data gets divided. However, this algorithm needs to
run k times in order to retrieve all the desirable computations.
After k iterations the accuracy is computed by having in consideration the overall
number of correct classifications of all iterations divided by the total number of
D tuple. Depicted in Figure 2.18 it is possible to see this algorithm behavior.
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Figure 2.18: Machine Learning - K-fold cross-validation.
• Bootstrap.
– This is an algorithm that was first introduced by Bradley Efron in 1993 [29]. Unlike
other accuracy estimations, it samples training tuples uniformly with replacement,
which means that during the sampling process a certain tuple X could be added to
the training set more than one time.
As an example lets consider a set of d tuples. Initially we sample or data set d times
with replacement. Hence, it is expected to retrieve a bootstrap sample (training set)
than contains repeated tuples. Therefore, all the remaining tuples that were not
selected to be part of the training set will then build our test set and be part of it,
hence the probability of a tuple not being chosen is 1− 1d , whereas the probability of
being chosen is 1d . In a case where many tuples exist, then the probability of a tuple
not being chosen tends to be approximately e−1 = 0.368 [29], in the other hand the
probability of a tuple being chosen tends to be approximately 1− e−1 = 0.632 which
these will then build up the training set (.632 bootstrap). Then the overall accuracy
of our model is estimated by computing the following formula where Acc(Mi)test−set
is associated to the model’s accuracy retrieved from bootstrapping a sample i when
applied to a test set, whereas Acc(Mi)train−set is associated to the model’s accuracy
retrieved from bootstrapping a sample i when applied to the original set of tuples.
Acc(M) = 1k
∑k
i=1(0.632 × Acc(Mi)test−set + 0.368 × Acc(Mi)train−set)
In the next chapter we review some of the scientific work around bipolar disorder that is
directly and indirectly associated to our thesis theme.

Chapter 3
State of Art
Over the last years many more research studies have been made around the mental disorders
scope: not just bipolar disorder in specific, but also other pathologies within the same diseases
range and highly related with bipolar disorder, such as schizophrenia.
In the literature we have found some of the main research articles, regarding machine learning
models used to improve patient’s health care, whether they have been diagnosed with bipolar
disorder or not, mentioning the ones where this disease hasn’t been expressed yet. However, a
certain patient might have the genetic information that indicates the possibility of a disease’s
near future development [25] or relapse tendency. We have faced some of the most wise methods
that were used concerning this disease’s main flaws, high misdiagnosis rate, in which we focus
our study by finding patterns of interest between patients subgroups.
One of the main concerns whilst analyzing a data set resides on the fact that there are a lot
of scattered data: some of them are not even valid and have been spread out across the scientific
literature. For instance, [11] worked on a huge genetic database that reveals how bipolar disorder
genetic information overlaps with other mental disorders, such as schizophrenia. They have
mentioned that bipolar disorder is a common and severe psychiatric disorder characterized by
cycles between bouts of mania and depression: it causes a significant impact on patient’s lifestyle
once it was discovered the high risk of suicide tendencies as one of these disorder’s risk factors.
Therefore, we have also evidenced a particular interest in the ways and means used by some
of these researchers concerning direct data collection of a bipolar disorder patient, in where
the Internet of Things (IOT) field has a huge impact on improving current data acquisition
mechanisms.
Whenever we think about data collection mechanisms, efficiency and reliability will always be
two of the main concerns in reference to how well our collection system will perform. Over the
past few years we have seen mobile platforms taking over most of modern machines’ functionalities
in order to produce the same output, but in this case by using a low-powered portable device.
These mobile platforms have been used in many different fields, and mental illness is one of them
- wearable devices are now capable of live capturing health data from an individual that has been
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diagnosed with bipolar disorder, in a manner that allows researchers to get it and compute it
without the need of waiting for this person’s health status daily report - the majority of these
reports actually came either from a health care professional or from the patient itself, filled in
during a medical appointment. In this study [2], self-reported mood scores were recorded on
a daily basis using a bespoke smartphone app - every day participants rated their humor on a
1 to 7 scale (1 meaning "not at all" and 7 meaning "very much") in many different categories,
such as anxiety, elation, sadness, anger, irritability and energy, for a minimum of 2 months per
participant, although 61 out of 130 have freely provided data for 12 more months. This is one
great example of daily reporting without having the need of a regular patient’s attendance on a
medical appointment, in order to fill in a report, hence retrieving patient’s health data.
A signature-based machine learning model was used to analyze data acquired from a clinical
study, which explored daily reporting bipolar disorder carrier’s mood, borderline personality
disorder and healthy volunteers - this model was used to classify participants regarding their
mood and then to predict their mood on the following day. A supervised learning approach was
applied and executed by following these two tasks:
• Classification;
• Mood Prediction.
A total of 130 individuals were submitted into this machine learning approach: 48 participants
were diagnosed with bipolar disorder, 31 were diagnosed with borderline personality and 51
participants were healthy.
To assess this model’s classification performance they have done a Receiver Operating
Characteristic (ROC) curve analysis by using accuracy, sensitivity, specificity and positive
predictive value (PPV) as assessment metrics. The area under the ROC curve was used to assess
this model’s predictive quality by using different thresholds. For accuracy improvements they
also applied a bootstrapping technique with an order value set to 2. The training step was
performed by using each an every one of the available participants, thereupon the proportion
of times period were calculated thus a participant could be classified as either belonging to the
group bipolar disorder, borderline personality disorder or healthy.
The main goal was to correctly predict someone’s mood on the following day rather than
to predict the exact score, but even though in this article they used the following formula in
order to assess the correctness of their score values: |y − ŷ| ≤ 1, where y is the correct score,
assuming that it had predicted correctly, and ŷ ∈ {1, ..., 6}. This specific signature-based model
has proved to be effective when it comes to make predictions over 20 streams of observations
(20 not consecutive days) regarding a participant’s mood. In reference to our model’s samples,
it will be important to remember that we may retrieve better results when considering a small
sampled-data rather than having large data samples.
However, there is one important factor that directly induces a misdiagnosis, which is widely-
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known across the mental illness field, and that is heterogeneity. It is not easy to accurately
diagnose someone’s psychiatric disorder since there are several that evidence similar symptoms
and treatments, and this is something that psychiatrists need to handle by themselves for every
new patient admission. Machine learning models brought to us a whole new world that allows,
not only to accurately identify someone’s disorder, but also to reveal the required treatments for
a certain patient, since different disease’s biological origins might require a different health care
routine.
In this next scientific study [48] we present a machine learning approach capable of exploring
the heterogeneous nature of psychiatric disorders focusing on schizophrenia (in which both have
similar symptoms, therefore are highly related).
To call what it seems an heterogeneity disorder we need to consider multiple factors that will
have influence in the final verdict, thus some questions need to be answered:
• Caucasian/Non-Caucasian?
• Male/Female ?
• With/Without comorbidities?
These are just a few examples of the amount of factors that need to be gathered in order
to corroborate our decision. A potential biomarker found in such a research must have a large
effect size present in patients with matching sample characteristics. When a diagnostic is made
most of them rely on a one-class or two-class separation model in order to discretize a very large
group of patients into subgroups where each group stands for patients with specific features, such
as, heterogeneity. The main goal relies on determining the number of clusters that optimally
split these samples.
Despite heterogeneity they have also faced another relevant characteristic: homogeneity -
the similarity of two or more prediction models, so basically here we can possibly find a two
sampled-models in which both have the same set of features, and in such case the discriminative
features list produced by each model can be compared, and the proportion of discriminative
features shared by them is a qualitative indicator of homogeneity. In case of linear models they
were able to define these set of features as weight vectors. In order to classify two models, as
being more or less homogeneous, they used a function f = cos(a) where a is an angle between
two weight vectors: If a = 0, then we are facing two identical models, thus as a increases more
we face two completely distinct models (heterogeneity).
The following techniques were used to tackle the heterogeneity problem:
• Linear separation;
• Quadratic Transformation + Linear separation;
• ANN (Artificial Neural Networks);
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• HYDRA;
• Decision Tree;
• Normative Modeling.
To further map heterogeneity they compared the sub-typing and classification models against
each other.
In this study they have pointed out that current diagnostic and prognostic models are not
good enough for clinical applications - small-sampled models have 80% or higher accuracy in
average, while large-sampled models show accuracies of about 70%. As a matter of fact, prediction
models can be built to predict multiple responses considering different treatments, leading to
targeted or personalized medicine.
This last point opens up a window in a matter that, clinical features are not enough for
disorder’s diagnostic and treatment, hence clinical and genetic features should be considered and
used to perform an accurate diagnostic. In fact, when studying a bipolar disorder population,
the use of clinical and genetic features throughout our study is essential as clinical factors but
themselves are not enough to retrieve subgroups patterns of interest.
With regards to the genetic field most of the databases, which include people’s genetic
information, are either incomplete or have their info too scattered. In order to provide an
enriched and improved genetic data aggregate to researchers, a new database has been built:
BDGene - a genetic database that integrates multitype genetic factors of bipolar disorder from
published genetic studies [10]. This database includes, not only the usual genetic details, but also
more wider and deeper facts with reference to gene-to-gene relations, such as: SNPs, haplotype,
genes, regions, and more specially, gene-to-gene interactions and pathways.
With reference to relations between these two mental disorders, BDGene has already enough
findings which might become very handy during this thesis development, specially when analyzing
genetic patterns observed in the WTCCC data set that require to be correlated against others
people genetic information within the BDGene database.
This next study that we are about to present also used a genetic approach [36]. However, they
focus their study in prediction tasks rather than finding patterns of interest between sub-groups
of patients, as we intend to do.
Genome-Wide Association Study (GWAS) has been frequently used when it comes to perform
specific tasks, such as prediction or search tasks - examples of predictions have been spotted
within the health field, where they tried to predict disease risk in different individuals given their
genetic sequence by using SNP’s p-value rank, thus the top SNP associations were used as input
for classification purposes. A typical GWAS requires a collection of genotypes from affected and
healthy individuals, which researchers tried to find specific SNPs that frequently vary from one
group to another.
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It has been mentioned that this simple approach by itself is not very accurate and reliable,
even though more studies have used the p-value as a trustful reference. Therefore, to avoid this
prediction model inconvenient during this research they decided to use BootRank, which is a
model that uses bootstrapping for accuracy improvement, hence a better and powerful prediction
model might be achieved. Unfortunately results with better improvements were also the ones
that had more heritability, possibly due to contributions from variants with low minimum allele
frequency (MAF) - second most frequent allele value - so in these situations this model could
become very unusable. Although this research has shown an overall success when it comes to
predict disease risk from gene-related data, as it has been shown that BootRank was able to
detect specific pathways that are associated with different diseases. As a matter of fact, these
pathways are very important as they allow us to see which genes are mostly affected in order for
someone to be diagnosed with bipolar disorder.
The data set used in this study consists in 3500 individuals where 2000 presented cases
and 1500 were controls for 7 different diseases (Diabetes Type 1, Diabetes Type 2, Crohn’s
disease, Coronary Artery Disease, Bipolar Disorder, Rheumatoid Arthritis and Hypertension).
Each disease data was randomly split into two separate sets: a training and a test set, by
using a 5-fold cross-validation strategy. Furthermore, the minimum p-value was calculated for
each SNP so bootstrapping could be applied in order to re-sample the training set, in order to
produce a p-value based ranking for each sample and finally to aggregate all rankings into a final
SNP ranking-based score by calculating the mean value of all p-values of a specific sample. It
was verified that a smaller sample-size approach contributes for better results, as it has been
referenced on previous studies mentioned in this chapter.
By using BootRank they were able to find two important enrichment pathways - representing
our knowledge in reference to the molecular interaction, reaction and relation networks, namely:
• Neuroactive ligand-receptor interaction;
• Propanoate metabolism.
Once the SNP ranking was retrieved they tried to perform disease risk prediction. Researchers
mentioned that this is an extremely difficult task that involves several steps, including training,
modeling and testing. After selecting the top 1000 SNP’s rankings a set of seven algorithms were
used: Random Forest, Regularized Logistic Regression, Support Vector Machine (SVM), Naive
Bayes, Robust Adaboost, Allele count and Log Odds. Area Under Curve (AUC) was then used
to assess the performance of such prediction model - results have shown improvements when
combining multiple classification algorithms, but also have shown that for this specific research
the Naive Bayes algorithm performed really well by producing an AUC value of 0.83.
Prediction tasks are always taken in consideration as almost impossible to accomplish. As a
matter of fact, with regards to bipolar disorder, multiple factors contribute for this task overall
success rate, such as biological pathways which radically change from one individual to another.
Therefore, considering clinical and genetic features individually was never a good strategy, and
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so new approaches had to be pursued in order to make progress in this disease research field and
to try to figure out a way to reduce bipolar disorder main flaws, such as high misdiagnosis rate.
For this reason, having an improved and accurate model built based on extracted patterns, that
uses both clinical and genetic data, could be applied on first diagnostics cases that tend to be
misleading.
In fact, recent studies have proven that there might be a clinical factor which could strongly
help on reducing bipolar disorder cases misdiagnosis rate, and that is the human gender. For
instance, [5] carried on a study which relies in genotype-by-sex direct interaction effects related to
some of the most common mental illness in the modern era: schizophrenia and bipolar disorder.
They applied a method, whilst using a data set provided by Psychiatric Genomics Consortium
(PGC), which tries to reveal direct interactions between gender and disease risk increase or
development. In fact, during their genome-wide analysis 18958 out of 65536 individuals were
diagnosed as bipolar disorder patients, where 96.7% of this population are European individuals
(which is extremely relevant for our research as our data set relies on patients data from the
United Kingdom). Upon completion of their analysis, one specific genetic variant (rs80198067),
present in ANKRD46 gene from chromosome 8, showed a strong relation between gender and
genetic features. Also, ANKRD46 is a gene which encodes a protein that is highly expressed in
frontal cerebral cortex, and this is an important factor to consider as gene CACNA1C, which
is a very common bipolar disorder related gene, has also been associated to an odd frontal
cerebral cortex morphology structure in patients with a certain genotype marker within that
gene [56]. As a matter of fact, this study has shown that A-carrier group, which is the group
of patients that carries genotype with risk allele A, showed significantly increased gray matter
volume and reduced functional connectivity within a corticolimbic frontotemporal neural system
[56]. Moreover, this last study was a genome-wide research that involved a population of 55
bipolar disorder European American patients. Once again, an European population is related
to a bipolar disorder genome-wise study when having in consideration certain specific genetic
features, such as genotype markers within genes.
It has been shown that there is a high possibility of cross-matching clinical and genetic data,
in order to contribute to the current research status of the genetic field, which could lead to a
breakthrough discovery if we prove that there is indeed a direct relation between human gender
and SNPs genotype within certain genes that have been already related with the presence of
bipolar disorder.
We have found one study which also uses data from WTCCC, with regards to bipolar disorder
patients [38]. However, a gender-genotype relation was never revealed as it was only their
intention to study SNPs combinations out of a variety of chromosome’s data. Furthermore,
there are only a few studies in which machine learning has been applied with regards to this
mental disorder research field. For instance, in [33] a set of previously made research studies,
in which machine learning techniques were used, have been reviewed and described alongside
the algorithms used in those scientific studies. Also, they have concluded that despite the
limitations that some studies have faced throughout their research, machine learning algorithms
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can definitely be useful as they provide an abstraction of the problem in which multiple data
types and sources can be simultaneously integrated within the analysis.
Based on current state of art, we have decided to carry on our research and to focus on
revealing a gender-genotype relation, by using WTCCC bipolar disorder data set. Such study has
never been done which we intend to take advantage of and to provide our scientific contribution
whilst revealing clinical-genetic patterns of interest, and similarities between sub-groups of bipolar
disorder patients by applying an unsupervised learning approach in several chromosome’s data.
In the next chapter we will reveal specific details of our research that shows (1) which
chromosome’s genes will be involved in our research, (2) which genetic variants within genes we
intend to carry on our data analysis and (3) how are we going to proceed whilst building our
machine learning model.

Chapter 4
The Effect of Genetics in Bipolar Dis-
order
As years went by researchers needed to find a better way to identify this mental disorder in order
to reduce as much as possible, not just the misdiagnosis rate, but also the total time spent per
patient whenever a health professional tries to find the right treatment, hence patients could
experience a significantly improved quality of life and treatment costs could be reduced. Having in
consideration the estimated amount of people that have been diagnosed with this mental disorder,
it has become even more relevant to the scientific research field what can be done to improve
the whole health system, hence all these controversial factors might be eliminated. Clinical
factors on their own are not enough to assess someone’s health condition, as they can become
false advertisers in a manner that people with similar clinical factors can experience completely
different mental disorder symptoms, and by aiming the genetic approach of this disease we’ve
ended up with the following thesis’ theme: Extraction of a Bipolar Disorder associated genetic
pattern.
There is an important human characteristic to be pointed out that has been proved to be
highly related with mood disorders, and that is the human gender. There are several reasons that
lead us to study this disorder’s prevalence regarding the human gender: it could easily improve
patients list management by giving priority to one of the genders.
An electronic systematic research has revealed that in cases of unipolar disorder depressive
episodes are twice more frequently in women rather than in men [15]. Despite this fact, in cases
of bipolar disorder it has been reported that there is no such association between this disorder
and the human gender. In fact, further statistic results have shown that there is a quiet similar
gender ratio regarding the prevalence of bipolar disorder, however facts point out to an increased
risk of having mixed and rapid cycling episodes in women that have been already diagnosed with
bipolar disorder type II. Regardless the gender it is extremely important to define, as better as
we can, which human characteristics are mostly relevant for the study of bipolar disorder, such
as age of onset - Regarding axis I, which is the axis that this disorder relies on, it is frequent to
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become visible in adults between 20 and 30 years old [47] [15].
We are emphasizing here the unipolar disorder despite this thesis’ theme mainly because when
it comes to diagnosing, unfortunately many patients are misdiagnosed as having unipolar disorder,
hence a bad treatment will be applied to that person in the first place - wrong medications and
wrong therapy, or the lack of them. It is undeniable that bipolar disorder is one of the most
common mental disorders, as mentioned before, but when it comes to treatment there is no
such thing as a reliable plan ready to be triggered for each individual neither for each health
institution that is admiting newly arrived patients, such as hospitals and health care institutions.
Thereupon, there is an estimated delay of 5 to 10 years in average induced by a misleading
diagnosis trial[26].
Researchers around the globe have already identified several genes that present direct and
non-direct associations with bipolar disorder in which these are spread out across the human
genome. Some of these associations reveal a promising interaction between specific genetic
variants and human gender [32], specifically females. Having in consideration a slightly possible
interaction between genetic variants within genes and human gender has caught our attention,
hence we have started to focus on this subject in order to scientifically contribute to this discovery
that could be quiet beneficial to the current world health system, with regards to bipolar disorder
misdiagnosis rate. Indeed, it is a breakthrough discovery as throughout the years bipolar disorder
has never been directly distinguishable by the human gender and other clinical factors, which
turned out to be very important to consider both genetic and clinical factors, as together they
can provide an enhanced medical diagnostic.
During this thesis’ development we will be working with a dataset owned by the Wellcome
Trust Case Control Consortium: EGAD00000000003 (1998 samples of bipolar disorder cases) [8].
We’ve decided to work with case samples only, as other machine learning related studies within
the psychiatric field have revealed more captivating results when applying unsupervised learning
within a group in which individuals present similar characteristics [9], rather than comparing
case samples and controls. Indeed, we have 1998 samples of bipolar disorder patients in which
we intend to find particular subgroups that will support our research work.
We will build a machine learning model focusing on two essential goals: (1) extend other
works in the literature by building other machine learning models for this data, and (2) to learn
patterns that can be used for personalized health care which include a misdiagnosis rate reduce.
We’ve selected multiple chromosomes which contain genetic variants within certain genes
that have been associated to bipolar disorder in previous and recent scientific researches. Some
of these genetic variants are now presented along with their belonging genes:
• DISC1
– It is a gene from chromosome 1 in which the following SNPs have been associated to
the presence of bipolar disorder: rs203368, rs435136 [35];
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• ARPP21
– It is a gene from chromosome 3 in which the following SNPs have been associated to
the presence of bipolar disorder: rs1523041 [49];
• GABRB1
– It is a gene from chromosome 4 in which the following SNPs have been associated to
the presence of bipolar disorder: rs7680321 [45];
• ANKRD46
– It is a gene from chromosome 8 in which the following SNPs have been associated to
the presence of bipolar disorder: rs203368, rs435136 [5];
• ANK3
– It is a gene from chromosome 10 in which the following SNPs have been associated to
the presence of bipolar disorder: rs10994336, rs9804190 [27] [17];
• CACNA1C
– It is a gene from chromosome 12 in which the following SNPs have been associated to
the presence of bipolar disorder: rs1006737, rs4765914, rs4765913 and rs2239063 [27]
[51] [17];
• DUSP6
– It is a gene from chromosome 12 in which the following SNPs have been associated to
the presence of bipolar disorder: rs769700, rs704076, rs770087, rs808820 and rs2279574
[28];
• GRIN2B
– It is a gene from chromosome 12 in which the following SNPs have been associated to
the presence of bipolar disorder: rs1805502 and rs1805247 [60] [40] [31] [34];
• SYN3
– It is a gene from chromosome 22 in which the following SNPs have been associated to
the presence of bipolar disorder: rs9621532 [39].
Even though only a few genes were mentioned we loaded all genetic variants’ information
available regarding each chromosome that has been mentioned before, as more than just analyzing
each set of genotypes within a certain gene, we want to make sure that we don’t restrict our
model to only a portion of each chromosome genetic data. Thus, we loaded genetic variants
details of chromosomes 1, 3, 4, 8, 10, 12 and 22, which together generate a massive data set to be
analyzed, hence cluster analysis can be performed simultaneously for all these genetic variants.
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Our study relies on one specific type of machine learning: Unsupervised Learning.
We’ve chosen this method since it is the most appropriate for our study, as (1) our data set
does not contain any target variable and (2) our main goal is to find patterns of interest within
subgroups of patients that can support our theory - Is there a plausible relation between gender
and genetic variants regarding presence of bipolar disorder?
We applied one of the most used algorithms in cluster analysis: the k-means clustering
algorithm. Our data set was split up into two parts, in which 13 of our data set samples was
used to assess the optimal k clusters value, and we have then applied the k-means algorithm on
the remaining 23 of our data set. Even though this is an unsupervised learning method we’ve
applied the train and test approach based on the optimal k clusters value, as we want to make
sure that our machine learning model is as reliable and accurate as possible when applied to
unseen data. In order to assess the quality of the clusters generated and choose the best k, we
used two metrics: elbow and silhouette.
We will execute the k-means algorithm on our training data in which we will calculate the
total within-cluster sum of square (WSS) for an integer k between one and ten:
{k ∈ < | 1 ≤ k ≤ 10}
Once all results are produced we shall plot the curve of WSS and look for a bend (knee) in
this same plot, as represented in Figure 4.1, where usually it is considered the most appropriate
(optimal) k value to be used throughout the clustering analysis. For instance, when looking to
Figure 4.1 we would select k = 2 as our optimal k value.
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Figure 4.1: Machine Learning - Elbow method for optimal k assessment.
In order to assess Elbow’s method results we shall use the Silhouette method as it will
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measure the quality of our cluster by calculating all average silhouette coefficients for each k
within the interval:
{k ∈ < | 1 < k ≤ 10}
When applying these two methods on our discrete dataset we used the Euclidean distance as
a distance metric parameter in which q and p are Cartesian coordinates of two points within the
Euclidean space:
dist(p, q) =
√∑n
i=1(qi − pi)2
Upon assessment task completion we applied the k-means algorithm to the remaining 23 of
our data set, as previously mentioned, and we want to make sure that k-means always separate
our data samples similarly by assigning a certain sample Xi to the same cluster whenever we run
it, in which X represents our test data and i a specific sample. Hence, our cluster’s information
will remain identical throughout the local analysis task.
An analysis needs to be performed regarding each mentioned gene that has been associated
to bipolar disorder interactions in previous studies - Interpretation task. We analyzed each and
every single-nucleotide polymorphism (SNP’s) genotype so we could than correlate genetic data
and clinical data, such as age, region and gender, in order to extract as many patterns as we
can which support the case where bipolar disorder can in fact be distinguishable taking into
account a multi-factor scenario where specific genetic and clinical details are present in female
individuals but not in male individuals. A genotype-by-sex interaction has been mentioned in
other GWAS [5] but such analysis was never extended to other chromosomes and simultaneously
when building a machine learning model that tries to correlate clinical and genetic data. A recent
study examined combinations of SNPs [38] by using the exact same data set that we used from
WTCCC, however it was never their goal to find any correlation between gender and bipolar
disorder.
The process of extracting particular patterns (considering both genetic and clinical inform-
ation) from our data samples may potentially provide an improvement to the current health
care system: such implementation could potentially be applied directly on health institutions,
by successfully performing a first medical diagnosis, regarding that someone’s genetic and
clinical data would positively correlate our model, hence it would become feasible to reduce the
misdiagnosis rate, that has been shown to be too high during the last decades [53], and also the
annual costs that countries have been dealing whilst maintaining their own health care system.
Until now a patient would only have a proper diagnostic after a clear-cut episode of either mania
or hypomania [20] and our machine learning approach would be able to avoid that scenario by
assessing someone’s genetic and clinical data before an episode has taken place.

Chapter 5
Methodology and Experiments
5.1 Environment Setup
Throughout this project development we have used R and Bash as our programming languages of
choice. The reason we have chosen R relies on the fact that this programming language provides
almost all the required tools/packages when it comes to data analysis and data manipulation:
there are several packages available online which implements almost all features required for this
project completion and these can easily be used for data manipulation when using specific data
structures, such as data frames. As an IDE we have used RStudio which is the most indicated to
be used regarding R projects development.
In order to fulfill this research goals we have used a powerful machine which is capable of
handling Big Data analysis tasks such as ours. This machine’s specs are listed as it follows:
• Operating System: Fedora 20 3.19.8-100.fc20.x86_64
• CPU: 4 × 6 core AMD Opteron 2400 MHz
• RAM: 64 GigaBytes
• SWAP: 66 GigaBytes
• Disk Space Required: 40 GigaBytes
Software specifications regarding this project development are listed as it follows:
• IDE: RStudio Server Version 1.1.456
• Programming Languages:
– R Version 3.2.0
– Bash Version 4.2.53
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• R packages:
– readr
– ggplot2
– dplyr
– plyr
– reshape2
– RColorBrewer
– foreach
– doParallel
– NbClust
– cluster
– beepr
Throughout this project development we have accessed this machine remotetly by using a web
browser. As this machine had rstudio-server service running on its localhost we have established
a port forwarding SSH tunnel in order to access this remote host’s service (figure 5.2) from our
local host as depicted in Figure 5.1:
ssh –L 8787:<remote_host_private_ip>:8787 luis3m@cracs-server1.dcc.fc.up.pt
127.0.0.1:8787 127.0.0.1:8787
Figure 5.1: SSH tunnel between local and remote host.
5.1. Environment Setup 49
Fi
gu
re
5.
2:
R
St
ud
io
se
rv
er
.
50 Chapter 5. Methodology and Experiments
5.2 Data Description
In order to perform our research we have used data of bipolar disorder cases which was disclosed
by the Welcome Trust Case Control Consortium (WTCCC) after signing an agreement between
the Consortium and our Department of Computer Science. The consortium aims for global
disease treatments improvement by providing genetic data which will help researchers all around
the globe to understand global diseases major causes that might be influenced by genetic factors.
They have gathered genetic variants data from up to 500000 sites which have been categorized
by their different phenotypes as described in Table 5.1.
Disease Co-Principal Applicants Cohort Abbreviation
Disease cohorts
Type 1 diabetes John Todd & David Clayton T1D
Type 2 diabetes Mark McCarthy & Andrew Hattersley T2D
Crohn’s disease Miles Parkes & Chris Mathew CD
Breast cancer Michael Stratton & Nanzeen Rahmad BC
Coronary heart disease Alistair Hall & Nilesh Samani CHD
Hypertension Mark Caulfield & Martin Farrall HT
Bipolar disorder Nick Craddock BD
Rheumatoid arthritis Jane Worthington RA
Multiple sclerosis Alastair Compston MS
Ankylosing spondylitis Matthew Brown AS
Autoimmune thyroid disease Stephen Gough ATD
Malaria Dominic Kwiatkowski ML
Tuberculosis Adrian Hill, Melanie Newport & Giorgio Sirugo TB
Control cohorts
1958 Birth Cohort Marcus Pembrey, David Strachan & Peter Shepherd 58C
UK Blood Service Willem Ouwehand UKBS
Table 5.1: WTCCC disease samples [8].
Our research relies in a specific WTCCC data set, as shown in Table 5.2, which uses the
following technology:
• Affymetrix 500K SNP chip;
The Affymetrix 500K SNP chip yields approximately 4 GigaBytes per cohort, therefore all
genotype data provided have been split according to chromosome and sorted according to SNP
position. These data files used throughout the project are now presented in Table 5.3 which
include both genetic variants genotype data and cohort’s clinical data.
Access to quantile normalized signal data has been given, however we have not used it
throughout this project development.
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Dataset Accessionsort descending Technology Type Samples Description
EGAD00000000003 Affymetrix 500K cases 1998 WTCCC1 project Bipolar Disorder (BD) samples
Table 5.2: WTCCC bipolar disorder cases data[8].
Technology Data Files Size
Affymetrix 500K
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_01.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_02.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_03.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_04.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_05.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_06.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_08.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_09.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_10.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_11.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_12.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_13.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_14.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_15.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_16.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_17.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_19.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_20.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_21.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_22.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_23.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_24.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_X.txt
_Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_sample_BD.txt
636 MB
16 MB
620 MB
372 MB
428 MB
744 MB
387 MB
681 MB
925 MB
869 MB
953 MB
1.2 GB
1.5 GB
1.6 GB
1.7 GB
1.4 GB
1.7 GB
1.9 GB
1.9 GB
2.0 GB
2.0 GB
2.5 GB
2.4 GB
128 KB
Table 5.3: WTCCC bipolar disorder cases genetic and clinical data files.
All SNP’s genotype data files have an integer or character as a suffix, which indicates the
chromosome the file is associated with. Therefore, we present a single genetic data file for
each homologous chromosome, in which X is related to the sexual chromosome genetic data.
Furthermore, these data follow a specific text format as presented in Table 5.4 and table 5.5
respectively for genetic and clinical data.
With regards to genetic data, all mentioned files provide specific information, such as SNP
number, Sample number associated to one unique subject, Genotype and Score in which the last
one is related to a score value generated by the CHIAMO algorithm [8] during the genotype
calling task. As a matter of fact, only CHIAMO generated data with a score value greater than
0.9 should be considered whilst analyzing this data set [8]. On the other hand, WTCCC has
provide us some interesting clinical data regarding our samples, such as Gender which is set as 1
for males and 2 for females, Region and Age of Recruitment which is a single integer that defines
a unique age interval, as an example, 3 defines subjects’ age range between 30 and 39 years old.
Unfortunately for us Age of Onset has been provided as Unknown regarding all individuals that
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belong to the BD cohort.
SNP SAMPLE GENOTYPE SCORE
rs10488368 WTCCC65841 AG 1
rs10488368 WTCCC65569 AA 1
rs10488368 WTCCC65777 AA 1
rs10488368 WTCCC65795 AA 1
rs10488368 WTCCC65810 AA 1
rs10488368 WTCCC65823 AG 1
rs10488368 WTCCC65845 AG 1
rs10488368 WTCCC65571 AA 1
rs10488368 WTCCC65779 AA 1
rs10488368 WTCCC65797 AA 1
Table 5.4: WTCCC genetic data description.
SAMPLE GENDER COHORT SUPPLIER PLATE REGION AGE_RECRUITMENT AGE_ONSET
WTCCC65841 2 BD PMHWW 11142A1 Southwestern 3 Unknown
WTCCC65569 2 BD PMHWW 11142A2 Southwestern 5 Unknown
WTCCC65777 2 BD PMHWW 11142A3 Northwestern 6 Unknown
WTCCC65795 1 BD PMHWW 11142A4 Southern 3 Unknown
WTCCC65810 1 BD PMHWW 11142A5 Wales 7 Unknown
Table 5.5: WTCCC clinical data description.
In order to better understand our population of bipolar disorder cases we have carried on a
demographic analysis by using these individuals clinical data, as previously shown in Table 5.5.
Such analysis has been applied on top of the clinical data provided by WTCCC (_Affy-
metrix500K_Chiamo_20070205fs1_Affx_20070205fs1_sample_BD.txt) in regards to bipolar
disorder cases of the 1958 British Birth Cohort and it has been summarized in Table 5.6. We
also present a chart for each clinical factor, Gender, Age and Region depicted in Figures 5.3, 5.4
and 5.5 respectively.
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Bipolar Disorder
1998Population
1958 British Birth Cohort
Gender
Male 37,59%
Female 62,41%
Age
10-19 0,70%
20-29 9,76%
30-39 20,02%
40-49 28,78%
50-59 24,03%
60-69 13,86%
70-79 2,50%
80-89 0,35%
Region
East+West Ridings 1,30%
Eastern 3,15%
London 6,66%
Midlands 23,77%
North Midlands 5,91%
Northern 8,81%
Northwestern 3,40%
Scotland 9,96%
Southeastern 4,75%
Southern 5,81%
Southwestern 5,76%
Wales 20,72%
Table 5.6: WTCCC data demographic analysis.
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5.3 Data Preparation
As it has been mentioned in the previous chapter we have performed a clustering analysis based
on genetic data from chromosomes 1, 3, 4, 8, 10, 12 and 22, in which their associated data files
are now presented accordingly:
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_01.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_03.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_04.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_08.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_10.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_12.txt;
• _Affymetrix500K_Chiamo_20070205fs1_Affx_20070205fs1_gt_BD_Chiamo_22.txt.
Each and every of these files were loaded into a very common R data structure: data frame.
These kinds of structures are loaded into memory allowing us to easily and quickly access our
data, rather than having to read it from disk all the time and to create an IO performance
bottleneck. Figure 5.6 shows how these chromosome data were loaded into RStudio and labeled
accordingly.
58 Chapter 5. Methodology and Experiments
Figure 5.6: RStudio chromosomes data import.
Since we are interested in revealing potential relations, between genetic and clinical data,
our first goal was to retrieve and organize each chromosome genetic data in a manner that we
can have one data frame in RStudio per chromosome that contains all SNP’s genotypes of each
individual.
As these are massive files with thousands of SNPs per chromosome a trivial loop would
certainly fail our performance tests, as more than accomplish our goals we intend to achieve an
algorithm that is fast enough whilst mining our data, otherwise such big data analysis would
take days to accomplish.
Having said that, we decided to make use of the doParallel and foreach R packages by
implementing a parallel processing algorithm in which several slave threads are created out of
the main R session process based on the number of CPU cores available for this task completion.
As an example, we present in Figure 5.7 how we have retrieved all genotypes associated to each
sample from chromosome 1. However, we also present in Appendix A.1, A.2, A.3, A.4, A.5 and
A.6 the R code for the remaining chromosomes data loading process.
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Figure 5.7: Retrieve SNP’s genotypes per sample with parallel processing.
As we can see in Figure 5.7 there is one step in which this code will ask the user to run the
categoricalTodiscrete.sh script which is a Bash script. We present in Appendix A.7 part of that
script which treats chromosome 1 genotype data.
We decided to use Bash, as an auxiliary programming language, due to algorithm’s perform-
ance concerns raised whilst using only RStudio and processing all these data frames using in
memory storage. These data frames are computationally expensive whilst performing certain
operations, such as converting every single qualitative value (e.g. "AA") to a quantitative value
(e.g. 1), in a manner that it would slow down our algorithm’s overall performance. Hence, we
wrote every single data frame to an associated file and we used Bash to perform a simple and
accurate replace, so we can retrieve the following list of files which, despite each sample ID, only
contains discrete data:
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• data01_sample_genotype_df.txt;
• data03_sample_genotype_df.txt;
• data04_sample_genotype_df.txt;
• data08_sample_genotype_df.txt;
• data10_sample_genotype_df.txt;
• data12_sample_genotype_df.txt;
• data22_sample_genotype_df.txt.
Every single genotype has been converted into an associated integer as it follows:
• "AA" → 1;
• "AC" → 2;
• "AG" → 3;
• "AT" → 4;
• "CC" → 5;
• "CG" → 6;
• "CT" → 7;
• "GG" → 8;
• "GT" → 9;
• "TT" → 10.
Upon completion of this task, we just need to read every single modified file and load them
into new data frames, rather than operating on top of the previous ones, and we also label them
accordingly.
Moving on, we now need to merge all our data files into one single genotype file that is going
to be used during the clustering analysis. Once again, instead of using R to combine several data
frames we decided to use Bash as we always aim for an overall algorithm performance improvement.
In order to merge multiple data files we have used the mergeData.sh script presented in Appendix
A.8 which retrieves one single massive data file entitled merged_sample_genotype_df.txt. As
each and every of these data files had sample’s IDs as their first column, the output of merging
them will contain n× number of chromosomes sample’s IDs columns which are nothing more
than duplicated data on our merged data file, and we only intend to keep the first column with
sample’s IDs. Hence, once this massive data file has been loaded into RStudio we have carried on
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with a clean up task, that removes duplicated data out of merged data file and we have labeled
it accordingly: R code associated to these tasks is now presented in Figures 5.8, 5.9 and 5.10
respectively.
Figure 5.8: Merge multiple genotype data files.
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Figure 5.9: Clean duplicated data from merged data file.
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Figure 5.10: Label merged data file accordingly.
In the next section we will present our clustering analysis as well as every single detail of it.
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5.4 Data Analysis
5.4.1 Results
As it has been described in previous sections we started our data analysis by looking into our
sample’s clinical data in order to better understand our population so we could find answers to
the following questions:
• How should we approach this clustering analysis?
• What demographic data has been disclosed?
• In what way will this be helpful regarding our research ?
A demographic analysis has been done and presented in previous sections, however we will
reveal our R code that was able to manage this task, depicted in Figures 5.11, 5.12, 5.13 and
5.14.
Figure 5.11: R code used to perform a demographic analysis I.
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Upon this task completion, and after having our genetic data ready for clustering analysis,
we started our analysis by assessing k-means optimal number of clusters. As our main goal relies
on finding subgroups of patients and then to analyze their clinical and genetic data, we needed
to make sure that we have used the optimal k value whilst running the algorithm. Hence, we
have used two methods:
• Elbow method;
• Silhouette method.
As we were going after a massive data clustering and k-means has shown to be quiet sensitive
to the k clusters value initially chosen [43], we needed to make sure that we have picked the best
value in order to avoid misleading information regarding our subgroups local analysis. Therefore,
these two methods were used throughout this project development.
Even though an unsupervised approach has been used, we followed the idea of splitting our
data set into a train and test data set (commonly seen whilst using a supervised approach) as
we wanted to guarantee that our machine learning model would be suitable when applied in
unseen data. Hence, we have carried along an optimal k value assessment task in 13 of our data
(randomly chosen) and we have performed a clustering analysis on the remaining data.
Here we present the R code used to perform all these tasks:
1. First of all we have removed data frame’s first column as it contains all sample’s IDs
unnecessary to carry on this analysis (depicted in Figure 5.15);
Figure 5.15: R code used to remove sample’s IDs out of the data frame.
2. We had to make sure that no missing values were present in our data frame (depicted in
Figure 5.16);
Figure 5.16: R code used to test missing data in cluster_data data frame.
3. We have carried on the data split task which has extracted 13 of the cluster_data (labeled
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as ktrain_data) data frame in order to use it as train data, therefore 23 of the cluster_data
(labeled as ktest_data) data frame were used as test data (depicted in Figure 5.17). ;
Figure 5.17: R code used to split up cluster_data data frame.
4. The Elbow method was used to assess optimal k clusters value (depicted in Figure 5.18) in
which we have set n = 100 as our initial centroid configuration so the algorithm should
attempt 100 times to calculate the best centroid and to choose the best one before starting
to calculate all within-cluster sum of squares. Therefore, we have calculate all within-cluster
sum of squares for k values between 1 and 10, as previously explained. We also present the
Elbow chart that has been retrieved after running this test (depicted in Figure 5.19);
Figure 5.18: R code used to implement a parallel approach of the Elbow method.
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Figure 5.19: Elbow method chart results.
5. A similar approach has been carried on but this time by using the Silhouette method: it
was used to assess optimal k clusters value (depicted in Figure 5.20) in which we have also
set n = 100 as our initial centroid configuration. Therefore, we have calculate all average
silhouette width values for k values between 2 and 10, as previously explained (we have not
tested k = 1 as the average silhouette width of one single cluster is 0). We also present the
Silhouette chart that has been retrieved after running this test (depicted in Figure 5.21);
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Figure 5.20: R code used to implement a parallel approach of the Silhouette method.
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Figure 5.21: Silhouette method chart results.
Once these results were analyzed there was no clear k value to be set during our clustering
analysis. In fact, both Elbow and Silhouette method reveal that our data does not present
72 Chapter 5. Methodology and Experiments
clear clusters to which samples could be assigned to. However, as we are interested in finding
subgroups of bipolar disorder patients out of our ktest_data data frame, regarding their genetic
variants, we have correlated both methods’ charts in order to select what we have considered to
be the best k value: both have shown that k = 7 could be a suitable value to start our analysis.
The Elbow method was not clear enough but by looking into the Silhouette method results we
were able to see that k = 7 was our second best result. In fact, Elbow also reveals a slight bend
(knee) when k = 7. Therefore, we have started our cluster analysis by using k-means algorithm
and setting the k clusters value to 7 as depicted in Figure 5.21.
Figure 5.22: R code used to apply the k-means algorithm.
This part of the cluster analysis took more than two days to complete, as we have used a
single thread process (as presented in Table 5.7) due to lack of resources spotted whilst handling
our initial parallel approach that tried to execute this algorithm ncore times and retrieve the
best outcome out of those k-means results. Unfortunately it requires more memory than the one
we had available.
Execution start time Execution end time
2018-09-08 09:42:04 2018-09-10 15:13:59
Table 5.7: K-means execution time.
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Here we present our clusters specifications, regarding total samples that have been associated
to one of the 7 available groups. Also, we present the number of samples within each group
(depicted in Figure 5.23), as well as the R code used to perform such analysis that has required
to retrieve the original samples of each data set, upon a restart of our RStudio server (depicted
in Figure 5.24):
• Total samples in ktrain_data: 599;
• Total samples in ktest_data: 1399;
• Total samples per cluster:
– cluster 1: 409;
– cluster 2: 560;
– cluster 3: 6;
– cluster 4: 396;
– cluster 5: 2;
– cluster 6: 24;
– cluster 7: 2.
409
560
6
396
2 24 2
Clusters size
CLUSTER 1
CLUSTER 2
CLUSTER 3
CLUSTER 4
CLUSTER 5
CLUSTER 6
CLUSTER 7
Figure 5.23: K-means clusters size chart.
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Figure 5.24: R code used to assign samples to each associated cluster data frame.
Subsequent to the cluster size analysis we have generated a plot for each cluster regarding
the clinical factor gender. We intend to correlated data that reveals a plausible relation between
gender and genetic data, hence we first present how many samples of each gender were assigned
to each cluster (depicted in Appendix A.9, A.10, A.11, A.12, A.13, A.14 and A.15) which is
summarized this information in Table 5.8.
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Cluster Gender Count
1
Male 152
Female 257
2
Male 202
Female 358
3
Male 1
Female 5
4
Male 146
Female 250
5
Male 2
Female 0
6
Male 9
Female 15
7
Male 0
Female 2
Table 5.8: K-means clusters gender ratio.
Furthermore, we have started our analysis by filling up our cluster’s data frames with relevant
clinical data, as depicted in Figure 5.25 for cluster 1, also in Appendix A.16, A.17, A.18, A.19,
A.20 and A.21 we present our R code for the remaining clusters.
Figure 5.25: R code used to retrieve samples’ clinical data of each cluster.
We shall now retrieve each gene’s SNPs genotype data per sample inside every cluster
according to the correct chromosome. Furthermore, we must find every SNP in our chromosomes
data, otherwise it means that it is not present in WTCCC genetic data and we need to discard it.
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Regarding the ones that are available we have decided to present and compare the five most
countable samples between clusters, in a case where the number of samples within a cluster is
greater than five.
• DISC1 (chromosome 1):
– rs203368
– rs435136
After querying chromosome 1 data set we have found that there is no data available
regarding these two genetic variants of gene DISC1, as depicted in Figure 5.26. Hence, we
will skip it and analyze the remaining genes.
Figure 5.26: R code used to query gene DISC1 chromosome 1 data.
• ARPP21 (chromosome 3):
– rs1523041
After querying chromosome 3 data set we have found that there is indeed data available
regarding this genetic variant of gene ARPP21, as depicted in Figure 5.27 (as expected
it matches the number of samples). Therefore, we will start our genetic analysis by (1)
retrieving each samples’ genotypes regarding this SNP and (2) by appending its results
to our clusters’ data frames so a pattern can be extracted out of our clusters data frames.
In order to retrieve such data we have used the following R code presented in Appendix
A.22 (we have used parallel computation as several queries were made to each chromosome
data).
Figure 5.27: R code used to query gene ARPP21 chromosome 3 data.
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Once results were achieved (presented in Table 5.9) we intend to study the presence of one
specific allele (risk allele), C, as it has been associated with possible interaction between
sex and diagnostic [49].
Region Age of Recruitment Gender rs1523041 Count
Cluster 1
Wales 4 2 CC 10
Wales 4 2 CG 9
Scotland 5 2 CG 8
Northern 4 2 CG 7
Northern 5 2 CC 7
Cluster 2
Midlands 5 2 CG 14
Midlands 5 2 CC 12
Midlands 3 2 CG 11
Midlands 4 2 CG 11
Wales 4 1 CG 11
Cluster 3
North Midlands 4 2 CC 1
North Midlands 1 2 CG 1
Scotland 6 2 CG 1
Scotland 3 1 GG 1
Scotland 3 2 GG 1
Cluster 4
Midlands 5 2 CG 12
Midlands 4 2 CG 10
Midlands 4 2 CC 8
Midlands 5 1 CC 7
Midlands 3 2 CG 7
Cluster 5 Northern 6 1 CC 2
Cluster 6
Midlands 4 2 CG 4
Wales 3 1 CC 2
Midlands 3 1 CG 2
Southern 2 2 CG 2
Wales 2 2 CG 2
Cluster 7
Northwestern 3 2 GG 1
Southwestern 3 2 GG 1
Table 5.9: ARPP21 gene clustering analysis.
• GABRB1 (chromosome 4):
– rs7680321
As similar to previous approach we have started our analysis by making sure that there is
data available regarding this GABRB1 genetic variant, as depicted in Figure 5.28.
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Upon this task completion we present our results in Table 5.10 after following previous
procedure. Furthermore, we focus our research on allele (risk allele), C, as also this variation
has been associated with presence of bipolar disorder [10] [22].
Figure 5.28: R code used to query gene GABRB1 chromosome 4 data.
Region Age of Recruitment Gender rs7680321 Count
Cluster 1
Northern 5 2 TT 17
Wales 4 2 TT 16
Wales 4 1 TT 11
Scotland 5 2 TT 10
Wales 3 2 TT 10
Cluster 2
Midlands 5 2 TT 27
Midlands 4 2 TT 22
Midlands 3 2 TT 20
Wales 4 2 TT 20
Wales 4 1 TT 16
Cluster 3
North Midlands 1 2 TT 1
North Midlands 4 2 TT 1
Scotland 3 1 TT 1
Scotland 3 2 TT 1
Scotland 5 2 CT 1
Cluster 4
Midlands 4 2 TT 20
Midlands 5 2 TT 16
Midlands 5 1 TT 12
Midlands 3 2 TT 11
Wales 4 1 TT 11
Cluster 5 Northern 6 1 TT 2
Cluster 6
Midlands 4 2 TT 4
Midlands 3 2 TT 3
Midlands 3 1 TT 2
Midlands 4 1 TT 2
Southern 2 2 TT 2
Cluster 7
Northwestern 3 2 TT 1
Southwestern 3 2 TT 1
Table 5.10: GABRB1 gene clustering analysis.
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• ANKRD46 (chromosome 8):
– rs80198067
After querying chromosome 8 data set we have found that there is no data available
regarding this genetic variant of gene ANKRD46, as depicted in Figure 5.29. Hence, we
will skip it and analyze remaining genes.
Figure 5.29: R code used to query gene ANKRD46 chromosome 8 data.
• ANK3 (chromosome 10):
– rs10994336
– rs9804190
After querying chromosome 10 data we have received a negative result, as no data is
available regarding these two SNPs of gene ANK3, as depicted in Figure 5.30. Hence, we
will skip it and analyze remaining genes.
Figure 5.30: R code used to query gene ANK3 chromosome 10 data.
• CACNA1C (chromosome 12):
– rs1006737
– rs4765914
– rs4765913
– rs2239063
After querying this chromosome data we have confirmed that there is data available
regarding CACNA1C genetic variants, but only for SNPs rs1006737 and rs4765914, as
depicted in Figure 5.31.
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Upon this task completion we present our results in Tables 5.11 and 5.12 respectively after
following previous procedure. Furthermore, we focus our research on alleles (risk alleles), A
and T, respectively for SNPs rs1006737 and rs4765914.
Figure 5.31: R code used to query gene CACNA1C chromosome 12 data.
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Region Age of Recruitment Gender rs1006737 Count
Cluster 1
Northern 5 2 AG 12
Wales 4 2 AG 10
Northern 4 2 AG 7
Scotland 4 2 GG 7
Wales 4 2 GG 7
Cluster 2
Midlands 5 2 GG 17
Wales 4 2 AG 15
Midlands 3 2 AG 14
Midlands 4 2 AG 14
Midlands 4 2 GG 11
Cluster 3
North Midlands 1 2 GG 1
North Midlands 4 2 AA 1
Scotland 3 1 AG 1
Scotland 3 2 AG 1
Scotland 5 2 AG 1
Cluster 4
Midlands 4 2 GG 13
Midlands 6 2 AG 10
Midlands 5 2 GG 9
Midlands 5 1 AG 8
Midlands 5 2 AG 8
Cluster 5 Northern 6 1 GG 2
Cluster 6
Midlands 4 2 AG 4
Wales 3 1 GG 4
Midlands 3 2 GG 3
Midlands 3 1 GG 2
Midlands 4 1 GG 2
Cluster 7
Northwestern 3 2 AG 1
Southwestern 3 2 AG 1
Table 5.11: CACNA1C gene clustering analysis I.
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Region Age of Recruitment Gender rs4765914 Count
Cluster 1
Wales 4 2 CT 12
Scotland 5 2 CC 10
Wales 4 2 CC 10
Wales 5 2 CC 9
Northern 5 2 CC 8
Cluster 2
Midlands 5 2 CC 20
Midlands 4 2 CC 16
Wales 4 2 CT 14
Midlands 3 2 CC 11
Midlands 3 2 CT 11
Cluster 3
North Midlands 1 2 CC 1
North Midlands 4 2 CC 1
Scotland 3 1 CC 1
Scotland 3 2 CT 1
Scotland 5 2 TT 1
Cluster 4
Midlands 4 2 CC 14
Midlands 5 2 CC 12
Midlands 5 1 CC 11
Wales 4 1 CC 10
Midlands 6 2 CC 9
Cluster 5 Northern 6 1 CC 2
Cluster 6
Midlands 4 2 CT 4
Wales 3 1 CC 4
Midlands 3 2 CC 3
Midlands 3 1 CC 2
Midlands 4 1 CT 2
Cluster 7
Northwestern 3 2 CT 1
Southwestern 3 2 CT 1
Table 5.12: CACNA1C gene clustering analysis II.
• DUSP6 (chromosome 12):
– rs769700
– rs704076
– rs770087
– rs808820
– rs2279574
As similar to other SNPs we have queried chromosome 12 data and we have received
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a negative result, as no data is available regarding these five SNPs of gene DUSP6, as
depicted in Figure 5.32. Hence, we will skip it and analyze remaining genes.
Figure 5.32: R code used to query gene DUSP6 chromosome 12 data.
• GRIN2B (chromosome 12):
– rs1805502
– rs1805247
– rs7301328
Again and similar to other SNPs we have queried chromosome 12 data and we have received
a negative result, as no data is available regarding these three SNPs of gene GRIN2B, as
depicted in Figure 5.33. Hence, we will skip it and analyze remaining genes.
Figure 5.33: R code used to query gene GRIN2B chromosome 12 data.
• SYN3 (chromosome 22):
– rs9621532
After querying this chromosome data we have confirmed that there is data available
regarding SYN3 genetic variant rs9621532, as depicted in Figure 5.32.
Upon this task completion we present our results in Table 5.13 after following previous
procedure. Furthermore, we focus our research on allele (risk allele), A.
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Figure 5.34: R code used to query gene SYN3 chromosome 22 data.
Region Age of Recruitment Gender rs9621532 Count
Cluster 1
Wales 4 2 AA 21
Northern 5 2 AA 15
Scotland 5 2 AA 11
Wales 4 1 AA 11
Wales 5 2 AA 11
Cluster 2
Midlands 5 2 AA 23
Wales 4 2 AA 23
Midlands 4 2 AA 22
Midlands 3 2 AA 18
Wales 4 1 AA 18
Cluster 3
North Midlands 1 2 AA 1
North Midlands 4 2 AC 1
Scotland 3 1 AC 1
Scotland 3 2 AA 1
Scotland 5 2 CC 1
Cluster 4
Midlands 5 2 AA 19
Midlands 4 2 AA 16
Midlands 5 1 AA 15
Midlands 3 2 AA 11
Wales 4 1 AA 11
Cluster 5 Northern 6 1 AA 2
Cluster 6
Midlands 4 2 AA 4
Midlands 3 2 AA 3
Midlands 3 1 AA 2
Midlands 4 1 AA 2
Southern 2 2 AA 2
Cluster 7
Northwestern 3 2 AC 1
Southwestern 3 2 AC 1
Table 5.13: SYN3 gene clustering analysis.
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5.4.2 Discussion
We shall now cross-validate each SNPs genotypes data with available clinical features, in order to
answer the following question: Is there a plausible relation between gender and genetic variants
regarding presence of bipolar disorder?
Before discussing our results, we must highlight that all samples from our data set were
considered a priori to be correctly diagnosed as bipolar disorder patients. Hence, an accurate
diagnostic has been made in the first place.
We have found many particular patterns, regarding these samples clinical-genetic data, and
we described them in the following list:
1. Even before going into detail regarding each clinical-genetic relation, there are two clusters
that caught our attention - cluster 5 and cluster 7. These two clusters have the exact same
size (as presented in Table 5.8), and each cluster samples’ details are now described:
• Cluster 5 : 2 male individuals between 60 and 69 years old from Northern England;
• Cluster 7 : 2 female individuals between 30 and 39 years old from Southwestern
England and Northwestern England respectively.
We went across all our results and we could identify one specific pattern: analyzing samples
of both of these two subgroups, more than having the same age range within clusters, these
individuals maintain the exact same genotype across different genes (ARPP21, GABRB1,
CACNA1C and SYN3) as shown in Table 5.14 and 5.15 respectively, which suggests that
samples of each subgroup might have a common ancestor and be related to each other.
Samples Region Age of Recruitment Gender rs1523041 rs7680321 rs1006737 rs4765914 rs9621532
WTCCC65779 Northern 6 1 CC TT GG CC AA
WTCCC65407 Northern 6 1 CC TT GG CC AA
Table 5.14: Patterns extraction I.
Samples Region Age of Recruitment Gender rs1523041 rs7680321 rs1006737 rs4765914 rs9621532
WTCCC65841 Southwestern 3 2 GG TT AG CT AC
WTCCC65548 Northwestern 3 2 GG TT AG CT AC
Table 5.15: Patterns extraction II.
2. With regards to ARPP21 gene (shown in Table 5.9) we were not able to find any particular
pattern of interest for our theory, as both men and women have present in rs1523041 SNP
genotype the risk allele C. However, we can still see a trending in which women are always
on top of each cluster. Also, age range shown in Age of Recruitment feature for all clusters
shows a trending of bipolar disorder patients being between 40 and 59 years old, which
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matches the average age where people are diagnosed with bipolar disorder, specially women
[54].
3. With regards to GABRB1 gene (shown in Table 5.10) we were a bit surprised that almost
all our samples had TT as rs7680321 SNP genotype. However, it was an expected outcome,
as last research references show as link between this SNP and bipolar disorder whilst having
in consideration a Han Chinese population [45]. Therefore, we would not expect the same
outcome from our European cohort, yet there is one sample with the risk allele C (shown
in Table 5.16), which potentially reveals the existence of a Chinese ancestral within this
sample’s family history. This is very plausible as the United Kingdom, made up of England,
Scotland, Wales and Northern Ireland, is one of the most multicultural regions in the world.
Samples Region Age of Recruitment Gender rs1523041 rs7680321 rs1006737 rs4765914 rs9621532
WTCCC171229 Scotland 5 2 GG CT AG TT CC
Table 5.16: Patterns extraction III.
4. With regards to CACNA1C we found a really strong indicator of SNP-by-Sex interaction
whilst analyzing rs1006737 SNP genotype (shown in Table 5.11) and having in consideration
Northern region, only present in clusters 1 and 5.
• cluster 1 : most individuals from Northern England have the risk allele A and are
women;
• cluster 5 : most individuals from Northern England do not have the risk allele A and
are men.
Even though not all individuals have been presented in Table 5.11, we have just shown a
slight evidence of a SNP-by-Sex interaction regarding SNP rs1006737 whilst taking into
account most countable samples according to our clinical-genetic features in which the
majority of them are in fact women.
There is also a similar pattern with regards to SNP rs4765914 (shown in Table 5.12)
that embraces the SNP-by-Sex interaction theory: considering the risk allele T, across all
subgroups and regions, it is clear that the majority of these patients which have the risk
allele are women. Again, another strong evidence of a possible relation between gender
and genetic variants.
5. With regards to SYN3 we were not able to retrieve a specific pattern that shows a direct
relation between gender and bipolar disorder prevalence, having in consideration risk allele
T of SNP rs9621532 (sown in Table 5.13). However, we are still capable of identifying most
of these samples as women but there is no genetic connection that allows us to extract a
pattern out of this data.
Throughout this project development we have been limited by innumerable factors that have
directly affected our research outcome, such as:
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• Data disclosed by WTCCC it is not rich enough, regarding sample’s clinical features, and
so performing an unsupervised learning task, without having that many data available,
has become a huge challenge since the very beginning. Ideally, we should know a lot more
about these samples’ clinical features, such as age of on set, possibility of existing common
ancestors within this data and main symptoms experienced by each sample during the
period in which they were diagnosed as bipolar disorder patients.
• Use of k-means has its own down points as the outcome completely relies in the number of
k clusters that was established a priori, and unfortunately there was never a clear k value
to be set in the first place. As a matter of fact, our k assessment has revealed the possibility
of using other k clusters values which could potentially reveal different outcomes.
• Even though we have chosen k = 7, as optimal k clusters value, we could indeed had a better
outcome by using our initial parallel approach, which would run the k-means algorithm
ncores times, hence the best result would be the one with lower WSS value. However, due
to lack of our server resources we were not able to run such analysis (which would require
at least ncore times more the amount of RAM required to load our ktest_data set), and so
a single-thread approach was used instead (only one run took place). Therefore, we are
inducing lack of accuracy onto our model, as more than not having a clear k clusters value,
we also did not follow the optimal approach which should consider multiple results and
pick the best one of them. We could have ran multiples times our single-thread approach
(one at the time), but due to lack of time to do it we have carried on this process one time
only - it took approximately 53 hours to finish.
In the next chapters we complete this dissertation by highlighting main results, achieved
throughout this project development, as well as their relevance taking into account a SNP-by-Sex
interaction in bipolar disorder cases (Chapter 6). We also reveal some of the work left undone
that will certainly reveal many other aspects relevant for this mental disorder research (Chapter
7).

Chapter 6
Conclusion
Bipolar Disorder studies regarding clinical-genetic interactions have been released quiet frequently
nowadays as researchers can make progress towards their goals, such as reducing this mental
disorder misdiagnosis rate. We have given evidence of a plausible SNP-by-sex interaction whilst
performing a clustering analysis on WTCCC bipolar disorder cases data: we were able to retrieve
subgroups out of our data set as well as revealing strong evidence of a gender-disorder relationship,
which might be advantageous and helpful for further studies that rely on this same data set.
Even though our results are not clear enough we can still identify relevant patterns within
this data that have not yet been revealed in the past literature: (1) there are two subgroups
of patients that have revealed a high probability of sharing a common ancestor (cluster 1 and
cluster 5); (2) SNPs rs1006737 and rs4765914 of CACNA1C gene have revealed a pattern in
where women are part of the majority of our cohort’s samples groups that have in their genotype
the risk allele A and T respectively for each gene SNP; (3) we have proved that different cultural
population means different ancestors, hence regarding same gene SNP genotype we might have
different encoding, as it has been shown for SNP rs7680321 of GABRB1 gene, in which our
European population groups are less likely to have in their genotype the risk allele C, that has
been shown to be present in Han Chinese population even though both have been associated
with the presence of bipolar disorder.
As per our demographic analysis it was clear that women might have a higher trending of
developing this disease in comparison with men. However, we were trying to find patterns of
interest that could also reveal a SNP-by-Sex interaction, for a certain set of SNPs, which can
lead to a breakthrough development withing the scientific area of mental disorder studies, as it
can help to reduce current misdiagnosis rate and to provide people bespoke treatments, hence a
better quality of life can be achieved.
We have approached this project with an unique strategy as it was never applied such analysis
in that many SNPs at the same time. Hence, we have opened a window for other researchers to
continue this work and investigation in order to retrieve as many genetic patterns as possible, in
behalf of the 1% of the world population that is currently diagnosed with bipolar disorder.
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In the next chapter we shall reveal main strategies, that should be taken in consideration, in
order to allow other researchers to pursuit further goals, within the bipolar disorder research
field whilst using WTCCC data as source of their research.
Chapter 7
Future Work
We have used a bespoke and unique approach throughout this project development. However,
there are still many other tasks left to be done, as well as improving current research project,
such as (1) improving current algorithm used during this research, with regards to the k-means
method, where we should have ran it simultaneously for other k values by using other metrics,
as well as other algorithms rather than analyzing one single run for k = 7. For instance, it will
be important to assess the k clusters value with multiple distance metrics, such as Manhattan
distance, as well as using other methods beside the Elbow and the Silhouette method, such as
the GAP statistic assessment method.
Therefore, it will be possible to, in one hand to match new results with current achieved
results, and in the other hand to reveal new genetic patterns that have not yet been discovered
whilst mining WTCCC data. In order to complete such task it will be required a more powerful
machine capable of handling such big data whilst running clustering algorithms, such as k-means,
in multiple threads at once.
Also, it is mandatory to retrieve as many clinical features as possible from WTCCC, regarding
current data set, as we are very limited with only three of them to be considered during our
analysis.
Furthermore, our study have considered a strict number of chromosomes to be analyzed,
regarding references found in the literature to bipolar disorder, yet there are still others to be
explored in which recent literature might have found references already for them, as well as other
SNPs within current set of studied chromosomes.
We firmly believe that there is a lot more to be looked at it and future work, mentioned in
this section, will certainly contribute to the current SNP-by-Sex interaction research studies that
still need to approach other chromosomes data as well as other clinical features relevant to this
cause.
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Figure A.1: Retrieve SNP’s genotypes per sample with parallel processing I.
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Figure A.2: Retrieve SNP’s genotypes per sample with parallel processing II.
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Figure A.3: Retrieve SNP’s genotypes per sample with parallel processing III.
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Figure A.4: Retrieve SNP’s genotypes per sample with parallel processing IV.
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Figure A.5: Retrieve SNP’s genotypes per sample with parallel processing V.
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Figure A.6: Retrieve SNP’s genotypes per sample with parallel processing VI.
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Figure A.7: Convert categorical data into discrete data.
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Figure A.8: Merge chromosome data files.
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Figure A.9: Kmeans cluster 1 gender ratio I.
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Figure A.10: Kmeans cluster 2 gender ratio II.
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Figure A.11: Kmeans cluster 3 gender ratio III.
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Figure A.12: Kmeans cluster 4 gender ratio IV.
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Figure A.13: Kmeans cluster 5 gender ratio V.
9
15
Cluster 6 - Gender ratio
Male Female
Figure A.14: Kmeans cluster 6 gender ratio VI.
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Figure A.15: Kmeans cluster 7 gender ratio VII.
Figure A.16: R code used to retrieve samples clinical data of each cluster I.
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Figure A.17: R code used to retrieve samples clinical data of each cluster II.
Figure A.18: R code used to retrieve samples clinical data of each cluster III.
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Figure A.19: R code used to retrieve samples clinical data of each cluster IV.
Figure A.20: R code used to retrieve samples clinical data of each cluster V.
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Figure A.21: R code used to retrieve samples clinical data of each cluster VI.
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Figure A.22: R code used to retrieve samples’ genotype of SNP rs1523041.
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