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一一 クラシファイアーシステムによるアフ。ローチ 一一
The Development of the Self Learning Robot Navigator 
An Approach Using the Classifier System 
川上 敬
T akashi KAWAKAMI 
ABSTRACT 
155 
In this paper, a new approach of how to develop the Self Learning Robot Navigator is 
described. For arbitrary navigation tasks, this navigator searches the optimal solutions by 
applying the Classifier System. The classifier system is a machine learning system that 
learns syntactically simple string rules (called classifiers) to guide its performance in an 
arbitrary environment. Based on the proposed method, a robot navigator system is con-
structed and some numerical experiments are carried out. The results of these experiments 
show a usefulness for the proposed method. 
はじめに
近年，自動化技術の進歩に伴い，自ら最適な解を導く事の出来るような高性能を持った機械
学習システムの実現が必要とされている。この機械学習の実現手法として人聞の脳をまねた
ニューラルネットワークが広く知られているが，その一方で，例（イ ンスタンス）からの強力
な学習手法としてのクラシファイアーシステム［Holland,Holyoak, Nisbet, and Thagard, 86] 
が提案されており，その有用性が確認されている ［）｜｜上，他， 91b］。クラシファイアーシス
テムとは，任意の環境において，何らかの実行（戦略）を誘導する為のプロダクショ ン・ルー
ルを学習するような機械学習システムである。
又，完全自動化された工場の実現を考慮した場合，解決しなければならない多くの問題が存
在するが，そのなかでも解決困難な問題の1つとして，工場内を移動する搬送ロボッ卜の移動
に関する指示を与えるロボッ トナピゲータの開発が挙げられる。そこで本論文では，2次元平
面上のロボッ トナピゲーション問題にクラシファイアーシステムを適用し，与えられたナピ
ゲーションタスクに対して自ら最適解を導出可能とする自己学習型のロボッ トナピゲータの開
発を目的とする。
加えて， ここではクラシファイアーシステムの学習性能をさらに向上させる試みに付いても
議論する。一般に複雑な問題を解決しようとする場合，全体の問題を部分問題に分割し， 各問
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題ごとの結果を後に結合するという分割統治の手法が広く用いられることがここでも，部分問
題についての学習結果を蓄積する事により全体としての学習性能を向上させる。その結果とし
てマルチタスク対応型のロボットナピゲーションルールベースの構築可能性についても考察す
る。
本アプローチに基づき，計算機上にロボットナピゲータを構築し，いくつかの数値実験を行
い，その学習性能について考察する。ここで扱うロボットナピゲーション問題とは工場内を移
動するロボットが障害物を回避しながら目的地までの最短経路を学習する問題である。
2 機械学習
学習は非常に広義の概念であり，その一般的意味は，「同ーの試行もしくは同ーの母集団か
らの試行を繰り返すとき，次の回の試行は前の回のものよりも良い性能を示すようなシステム
の変化」［大須賀，佐伯， 87］と定義されるが，絶えず変化する環境に対して適応可能な機械
学習システムの構築を考えた場合，より困難な問題が山積みであり今日まで多くの研究者の注
目を集めてきた。現在までの研究をそのアフローチにより分類すると次の3つになる。
1 ）認知科学的アプローチ
人の学習プロセスをシミュレートしそれにより人の学習メカニズムを解明しようという
アプローチで，ここではまず人間あるいは生物の学習機能を観察，分析により学習メカニ
ズムのモデルを構築しようとするものである。
2）情報論的アフ。ローチ
学習機能を情報論的に考察し，その一般的なメカニズムを理論的に解明しようとするア
プローチで，機能の数学的な分析及びモデル化に重点をおき，一般的な学習方法の分類や
分析，あるいは情報生成の機能等の解明を主たる目的とする。学習法の分類に関しては，
帰納推論，類似推論などの論理的考察が行われ，環境との相互作用に関する分類，即ち教
師あり学習と教師無し学習の比較等についても考察が行われてきた。
3 ）インスタンスからの発見的アプローチ
インスタンスからの発見的学習により，人聞がフログラム不可能（または可能だが非常
に手聞がかかる）な場合に実用的な価値を持つような結果に容易に到達しようというアプ
ローチである。この発見的学習により新しい事実を発見し，それを記憶する事によって次
に同種の問題を扱う際にここで得た結果から出発出来る。インスタンスからの発見を支援
する上でデータベースは不可欠で，このデータベースの追加・更新・削除により最も低い
レベルでの機械学習を実現できる。
又，機械学習システムに関する最も重要な問題点として知識の獲得手法が挙げられる。特に
インスタンスからの学習における最も単純な形式の知識獲得手法はパラメータ学習と呼ばれる
ものである。パラメータ学習においては推論結果となるべき一般規則の形を定め，そこに含ま
れるパラメータ値が逐次的に個別データごとに修正される。そこで本論文では，このインスタ
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ンスからのパラメータ学習を利用できるクラシファイアーシステムを機械学習システムと して
採用し，それにより自己学習型のロボットナピゲータを構築するものとする。
3 自己学習型ロボットナビゲータ
本論文で扱うロボットナピ
ゲータは与えられた任意のナピ
ゲーションタスクに対して，ナ
ピゲ ター自身がナピゲ シーョ ン
問題の解を導出する機械学習シ
ステムである。ここで対象とす
るロボットナピゲーション問題
は，単純な 2次元迷路として扱
う事が出来， この迷路上でロ
ボッ卜が目的地までの最短経路
Robot Navigation Tasks 
1. The Navigation Area 
(Positions of Obstacles) 
2. The Destination 
Position’G' 
3. The Starting Position ’s’ 
歩ーー
Searching the Short田tPath 
from a Starting Position to the 
Goal 
図1 ロボッ トナビゲー ション問題
を学習する（図1）。本問題においてロボットは，次の3項目について知覚可能であるとする。
1 ）現在の位置 （座標）
2）現在地の周りにある障害物
3）現在地が目的地である事
又，ロボットは，指示された方向 （東西南北のいずれか） にl座標単位だけ移動する事が出来
る。ロボットナピゲータの学習能カを検証する為に，予め迷路に関する知識は与えないものと
し， 環境として与えられる迷路は，線形の探索は出来ないものとする。即ち，その経路にルー
プを含む迷路となる。
4 クラシファイアーシステム
Initial State 
Classifiers .,  
0-;.0 ()0 
。：？＠＠
＠’＠＠ 
Evolution －’P 
Learned State 
New Classifiers 
クラシファイアーシステムと
は単純かっ強力な学習能力を持
つ機械学習システムで，エキス
パートシステムで用いられるプ
ロダクションルールペースと類
似の特徴を持っている。システ
ムにおいて，ある環境に対する
実行（戦略）はクラシファイアー
と呼ばれるスト リングルールに
よって表現され，このクラシ
ファイアーの有限個の集合によ 図2 クラシファイアーシステムによる機械学習
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り全ての実行が制御される。従って，クラ
シファイアーシステムによる機械学習では，
学習回数を重ねるごとにクラシファイア一
群を問題に適応するように進化させる事を
目的とする（図 2）。一般に単純なクラシ
ファイアーシステムの構成は図3で示され
るような構成要素を持つ。以下に各構成要
素の詳細について説明する。
4 . 1 Detector 
Detectorはロボットの知覚機関として，
環境からのメッセージをクラシファイアー
システムが処理可能なようにアルファベッ
図3 クラシファイアーシステムの構成
卜または数字による記号列にデコードし， MessageList上に転記する。
4. 2 E何ector
システムにより決定された戦略をロボットが実行できるように記号列から実行命令に翻訳す
る機能を持つ。
4 • 3 Classifler 
lつのクラシファイア一 c(
は，プロダクションルールと同
様に条件部分 Ciと行為部分科
から構成されるストリングルー
ルである（図4）。即ち，
ci= Jo, 1, #I 1c, 
ai= Jo, 1 la, 
ここで，＃は0,1の両者とマッ
チするワイルドカード記号，
{0,1,#t {0,1}1" 
仁ロコ：二cqロコ二二口
、＇•. / : ・. . . ＼ノ
I Classifier I : = I Condition ・＋I Action I 
一 ↓
Messages from 
Environment 
図4 クラシファイアーの構造
Activation 
le, laはそれぞれ，予め決められた，条件部と行為部のストリング長である。即ち，例えば
次に示すような条件部cl, c 2, c 3 ( le= 4とする）があったとすると，受け取られたメッ
セージ（ 1010）に突すして， cl, c 2はマッチするがc3はマッチしない。
cl= 1非1#, 
c 2= # 0 # 0, 
c 3= 1 1 # #, 
このクラシファイアーをロボッ卜ナピゲーション問題に適用する場合，具体的には qは現
在の位置座標とマッチングされ， aiにより移動方向が指示される。又，各クラシファイアー
には，環境への適応度に応じて増減される“強度”が割り当てられる。
4 • 4 Message List 
Competition 
Stage 
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Classifiers 
次に MessageListの上で， De-
tee torによりデコー ドされた環境か
らの情報と各クラシファイアーの条
件部とのマッチングにより，条件を
満たしたクラシファイアーが活性化
する。ここで，活性化したクラシファ
イアーはそれぞれの行為部を Mes-
Message list S蚤ふ
図5 メッセー ジリスト上での競合
sage List上に転記し，そのコード
に従い次の戦略がEffectorにより翻訳され，実行される。 但し，複数のクラシファイ アーが
同時に活性化する事が可能で，この場合にはクラシファイアー聞の競合により，その勝者を決
定する。この競合は各クラシファイアーに対応する強度を基にして行われ，より高い強度を有
するクラシファイアーが選ばれる（図5）。
4 . 5 Credit Assignment 
ここで， 学習を進めるに従ってシステムを進化させる学習フランが必要となる。本論文では
ナピゲータの戦略を与える各クラシファイアーの強度をそのタスクへの適応度に応じて変化さ
せる事によってロボッ 卜ナビ
ゲータを学習させる。この動作
は，クラシファイアーにより指
示された移動の結果に基づき配
当を割り当てる機構によって実
現される（図 6）。例えば，本
システムでは以下のような場合
に配当割当を行う。
P 1 )if （指示された方向に
障害物があり移動できない）
then （負の報酬を与える）
図6 信頼度割り当てによる学習プラン
P 2) if （移動した位置は以前に通過した位置である）
then （負の報酬を与える）
P 3) if （移動した位置は始めて通過する位置である）
then （正の報酬を与える）
P 4) if （指示された方向が1サイクル前の移動に対して直進方向である）
then （正の報酬を与える）
又，このような配当を割り当てる場合，現在の状況は過去の戦略にも影響を受ける為その報酬
を数サイクル前にさかのぼり分配する。
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4 . 6 Genetic Algorithms 
クラシファイアーシステムにおける，もう lつの重要な機械学習機能として，新しいルール
の生成が挙げられる。クラシファイアーシステムでは各戦略を与えるルール，即ちクラシファ
イアーが単純な記号列で表現される為，ジェネティックアルゴリズム
[Holland,75)[Goldberg,89］によるルールの交配によって，非常に容易に新しいルーjレを生成す
ることができる。このジェネティックアルゴリズムは生物システムがもっ集団遺伝学の機構を
模倣した探索アルゴリズムで，その強力な能力が確認されている［Kawakami,Minagawa,and
Kakazu,91] o 
5 計算機実験
上述の方法論に基づき計算機上にクラシファイアーシステムを核とした自己学習型のロボッ
トナピゲータを構築し，その機械学習性能に関する数値実験を行った。
5. 1 実験1
知識の全くない状態からの学習結果を示す。本実験において環境として与えたナピゲーショ
ンタスクは図7に示すもので，図中目的地は‘G’で示され， 5つの出発点を ‘A’～‘E’で示す。
ここではクラシファイアーの初期集団は乱数により発生され，その集団数は2000とした。但
し，クラシファイアー中の‘＃’の個数はストリング長の10%以下に制限し， GAによる新し
いクラシファイアーの生成は行わない。又，報酬の分配については，報酬の総額Rに対して，
2サイクル前までさかのぼり割り当てる。即ち，
S’（Wcf (t)) = S (Wcf (t)) + R *O. 6, 
S’（Wcf (t-1)) = S (Wcf (t-1)) + R *O. 3, 
S' (Wcf (t-2)) = S (Wcf (t-2)) + R *0.1, 
ここで， S(Wcf(t））は時刻tで‘の競合に勝ったクラシファイアーの現在の強度である。
図7 ナピゲーションタスク
これら 5種のタスクそれぞれの学習曲線を図
8に示す。図中，横軸は学習回数，縦軸は学習
性能を示し，次式により計算された値である。
E 
100 
I.earning Tin回
図8 学習結果 （タスク A-E)
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Npathmm 
Performance ＝一一一一一一＊100
c Npathi 
ここでNpathm，.は最短経路における移動回数， Npath，は学習回数iの時の移動回数である。
5. 2 実験2
次に，図9に学習プランの選び方による，解
収束までの学習回数の違いを調べた結果を示す。
ここで用いた学習プランは，先に述べた4つの
単純なルールである。図中，縦軸はナピゲ シーョ
ンの解が収束するまでの学習回数を示し，横軸
はこの学習プランの組合わせを示している。こ
の結果から，学習プランの選び方によって学習
速度が異なることが分る。
150 
帥
~ 
i= 
l10 
E :g 
－」
50 
。
図9 学習プランによる学習回数
2 1+2 1+2+3 1+2+3+4 
Learning Plan 
Task A 
TaskB 
TaskC 
TaskD 
Task E 
5. 3 実験3 図10 知識の蓄積による学習性能の向上
タスク空間上でタスク Eを学習させる為に，
予め部分問題（即ち，タスク A,B,C,D）を学
習させ，その後にタスク Eを学習した場合の
結果を図10に示す。4種の結果はそれぞれ，次
の場合の学習結果を示している。
1：知識なしでの学習結果
2：タスク Aを学習させた後の学習結果
100 江、
~ 80 ∞ 
← ・i 60 
40 
20 
。
3：夕スク A,Dを学習した後の学習結果 1 ~earni 
4：夕スク A,B,C,Dを学習した後の学習結果 ( Task E) 
この図から，部分問題の知識を蓄積する事により，大きな問題をより容易に解決できる事が分
る。
6考察
実験結果をもとに以下の事が推測される。
1 ）ナピゲーショ ンの解は学習回数を重ねるうちに収束する。これは次第にクラシファイアー
聞の強度に大きな差が生じ，有効なクラシファイアーの連鎖がただlつ存在する事を示し
ている。
2）学習の初期段階では，解が振動しているが，これはナピゲーション空間上で未知の領域が
減少するように広範囲の探索を行っていると考えられる。
3）簡単な問題（例えばタスク A）程，解の収束が速い。これは知識が少ない期間にも偶然
良い解を得られる可能性が高く，それにより有効なクラシファイアー を発見しているもの
と考える事が出来る。
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4）本論文で用いた単純な学習プランに対しでも上記の結果が得られた事により，クラシファ
イアーシステムは強力な学習能力を有すると考えられる。
5）事前に学習した知識を有効に利用する事によってクラシファイアーシステムの学習性能を
さらに向上させる事が可能で、あると考える事が出来る。
6）与えられたナピゲーショ ン空間内で幾つかのタスクを追加学習させる事により，進化した
クラシファイア一群は任意のタスクに対応可能なマルチタスク対応型ロボッ卜ナピゲー
ションルールベースと見なす事が出来る。
7 おわりに
以下をもって本論文の結論とする。
1 ）自己学習型のロボットナピゲータを構築する為に，機械学習システムと してクラシファイ
アーシステムを採用し，実験によりその動作を検証し，高い学習性能を持つ事を確認した。
2）いくつかの数値実験にもとづき考察を加え，ロボ、ツ トナピゲー タの学習性能についてその
性質を示した。
3）クラシファイアーシステムにおける機械学習に関して，全体問題を部分問題に分割する事
により，さらに高い学習性能を持つ事を示した。
4）与えられたロボッ トナピゲーションタスクを追加学習させる事により，任意のタスクに対
応可能なマルチタスク対応型のロボットナピゲーションルールベースの構築可能性に付い
て示した。
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