Abstract-Burn-in is a quality improvement procedure challenged by the high leakage currents that are rapidly increasing with IC technology scaling. These currents are expected to increase even more under the new burn-in environments leading to higher junction temperatures, possible thermal runaway, and yield loss during burn-in. The authors estimate the increase in junction temperature with technology scaling. Their research shows that under normal operating conditions, the junction temperature is increasing 1.45 /generation. The increase in junction temperature under the burn-in condition was found to be exponential. The range of optimal burn-in voltage and temperature is reduced significantly with technology scaling.
I. INTRODUCTION AND MOTIVATION
T HE ABILITY to improve performance with reduced power consumption per logic gate made CMOS the dominant technology for integrated circuits. Transistor scaling is the primary factor driving speed performance in microprocessors and memories. Historically, CMOS technology scaling per technology node has: 1) reduced gate delay by 30% allowing an increase in operating frequency of about 43%; 2) doubled transistor density; and 3) reduced energy per transition by about 65% while saving 50% of power [1] . To achieve this, transistor width, length, and oxide dimensions were scaled by 30%. As a result, the chip area decreased by 50% for the same number of transistors, and total parasitic capacitance decreased by 30%. Recent data on microprocessor operating frequencies show this trend [2] . Fig. 1 shows the evolution of Intel microprocessor operating clock frequency and gate delays per clock since 1987.
The supply voltage and transistor threshold voltages are also reduced by 30% under the constant electric field scaling scenario.
must be scaled to maintain a sufficient gate overdrive where varies between 1 and 2 [3] . scaling has a erious impact on increased leakage current. Subthreshold leakage is an inverse exponential function of , so that the chip leakage power increases exponentially with technology scaling. Power density trend adopted from [2] . Assumptions: 15 mm die, 1.52 frequency increase per generation.
Scaling of technology results in higher transistor density and higher clock frequency. The increased clock frequency elevates the dynamic power. Historical trends also suggest that higher transistor density enables higher levels of functional integration and chip area. The total power consumption of high performance microprocessors increases, as Fig. 2 illustrates, for some Intel microprocessors. Note the increasing percentage of off-state leakage current at the 130-and 100-nm nodes.
The increased power consumption and higher clock frequency compromise long-term IC reliability. Techniques are needed for reliability estimation and prediction. The present methods include reliability simulation and accelerated laboratory tests. Reliability prediction is also linked to overall risk management, providing estimation of a reliable risk when a new technology is used without previous field experience.
A crucial parameter of reliability prediction procedures and burn-in testing is the average junction temperature. Junction 0894-6507/03$17.00 © 2003 IEEE temperature is defined as the temperature of the Si lattice, and it has increased significantly due to the increased power consumption in high performance processors. For example, the measured junction temperature of a 1-GHz 64-bit RISC microprocessor implemented in 0.18-um CMOS technology was reported as 135 C at V [4] . This microprocessor had 15.2 million transistors packed in the 210 mm chip area. Reliability prediction procedures and the estimation accuracy of optimal burn-in operating conditions ( , temperature, and time) decrease when transistor geometries are scaled, and we use new materials, technology processes, and operating environments.
There are several ways to estimate junction temperature. One method directly measures junction temperature via thermal sensors at several on-chip locations during normal and burn-in conditions [5] , [6] . Another method uses chip-level three-dimensional (3-D)-electrothermal simulators that can find the steadystate CMOS very large-scale integration (VLSI) chip temperature profile at the corresponding circuit performance [7] , [8] . Both methods have limitations. Thermal sensors are relatively large devices, and a number of them must be placed on the IC for accurate prediction. Furthermore, such sensors may require calibration. Gerosa et al. reported a thermal sensor with a sensing range of 0 C-128 C and a 5-bit resolution (4 C). The size of each sensing element was 0.2 mm [9] . Moreover, thermal sensors can only be used for verification. One may have to resort to other techniques for prediction and estimation. 3-D-electothermal simulators are one approach but cannot be used for large-scale integrated circuits such as microprocessors because of large CPU time. The simulation time of a two-dimensional (2-D) discrete cosine transformation (DCT) chip (107 832 transistors, 8 MHz) was reported at approximately 12 h [8] .
The main objective of this paper is to propose a method for average junction temperature estimation under nominal and stressed conditions. The method can also predict the impact of scaling on average junction temperature. In this work, we focus on the intrinsic behavior of the die and do not consider the packaging issues, such as thermal impedance of the package and other considerations. Junction temperature estimation is crucial for burn-in condition optimization and reliability prediction.
The paper is organized as follows. Section II discusses the junction temperature as a parameter for reliability-prediction procedures. The thermal resistance models of transistors and their impact on the junction temperature are explained in Section III. The impact of CMOS technology scaling on average junction temperature increase at normal and burn-in conditions is analyzed in Section IV. In Section V, we discuss an optimization procedure for burn-in conditions to avoid thermal runaway.
II. JUNCTION TEMPERATURE AS A PARAMETER OF RELIABILITY PREDICTION PROCEDURES
The effects of temperature on microelectronics devices are often assessed by accelerated tests carried out at high temperatures to generate reliability failures in a reasonable time period. Methods such as burn-in are often employed as reliability screens to weed out infant mortalities. Weak gate oxides are one of the major components of such failures. These failures are accelerated due to elevated temperature. There are several dielectric breakdown models available in the literature that can describe intrinsic as well as the defect related breakdown. In the following subsection, we consider three widely used models. It is apparent that junction temperature has influence in time to breakdown. [10] , [11] The E and 1/E models are widely used in intrinsic gate oxide reliability predictions. Both models have physical basis. The E-model is expressed as (1) where is the time to breakdown, is a constant for a given technology, is the field acceleration parameter with unit as megavolts per centimeter, is the oxide field, is the thermal activation energy, is Boltzmann's constant, is the junction temperature (K). The E-model is based on thermo-chemical foundation. If we assume that the breakdown process is a current driven process, then the model predicts (2) where and are constants, is the oxide field, is the activation energy, and is the junction temperature. To increase the drive current and to control the short channel effects, the oxide thickness should decrease at each technology node. The experimental measurements of time to breakdown of ultrathin gate oxides with thickness less than 40 show that the conventional E and TDDB models cannot provide the necessary accuracy of calculation [12] . Hence, starting from 0.13-um CMOS technology ( range is approximately 26-31 ), a new TDDB models should be applied. An advanced TDDB models is the voltage driven breakdown (VDB) model [12] , [13] . The experiments show that the generation rate of stress-induced leakage current (SILC) and charge to breakdown in ultrathin oxides are controlled by gate voltage rather than electric field. Recently, a new time to breakdown model was proposed [14] . This model (3) includes the gate oxide thickness and the gate voltage (3) where is the acceleration factor, is the activation energy, is the oxide thickness acceleration factor, is a constant for a given technology, and is the average junction temperature. Time to breakdown physical parameter values were extracted from experiments as follows:
A. Time-Dependent Dielectric Breakdown Models (TDDB)-Gate Oxide Breakdown Models
1/V, and meV [14] . As mentioned before, all of the above methods describe the behavior of the intrinsic, good quality gate oxide. However, these models can also predict the time to breakdown under extrinsic oxide breakdown conditions, which include oxide damage by ion implantation, plasma damage, mechanical stresses, and contamination from technology processes. Under these conditions, the is reduced. Since, the time to break-down is a strong function of and , the above-mentioned oxide breakdown models can be used to predict the defect related breakdown.
B. Temperature and Voltage Acceleration Factor Models
Several industrial reliability standards are based on temperature and voltage acceleration factor models. The Mil-Hdbk-217F U.S. military standard defines the temperature acceleration factor as [15] ( 4) where is the constant and is the junction temperature (K). The voltage acceleration factor is defined in the CNET reliability procedure as [16] ( 5) where and are constants, is the applied voltage, and is the junction temperature (K). These reliability prediction models show that the average junction temperature is a fundamental parameter and should be accurately estimated for each technology generation. We must understand the properties of new materials and processes used for realizing VLSIs.
III. THERMAL RESISTANCE MODELS OF SEMICONDUCTOR DEVICES
The Arrhenius model predicts that the failure rate of integrated circuits is an inverse exponential function of the junction temperature. A small increase of 10 C-15 C in junction temperature may result in 2 reduction in the lifespan of the device [17] . While represents the ambient temperature for an IC, the relationship between ambient and average junction temperature for a VLSI is often described as in [18] ( 6) where is the ambient temperature, is the total power dissipation of the chip, and is the junction-to-ambient thermal resistance. One must analyze the impact of technology scaling on (6) to estimate the average junction temperature for several technologies. We investigated how the power dissipation and thermal resistance change with technology scaling.
Historically, the initial investigations on technology scaling and thermal resistance were carried out on bipolar transistors. For these devices, the thermal resistance was estimated as in [19] ( 7) where is the thermal conductivity of silicon, is the emitter size, and is the thermal resistance ( C per milliwatt). It was shown that the thermal resistance increased as the emitter size was reduced. Recently, a relationship between the thermal resistance of a MOSFET and its geometrical parameters was derived using a 3-D heat flow equation [20] . This equation is shown below and is obtained for bulk technologies where sub- (8) where is the thermal conductivity of silicon ( W/ m C [21]) and and are channel geometry parameters. The thermal conductivity of silicon has a temperature dependence described as [22] . (9) However, in our calculations we assumed that the thermal resistance of silicon was temperature independent [20] , [21] . The temperature dependence of silicon thermal conductivity is more important in silicon-on-insulator (SOI) technologies where selfheating contributes to a rise in junction temperature. We used the model of (8) for thermal resistance calculations for MOSFETs in different CMOS technologies.
IV. SCALING, JUNCTION TEMPERATURE, AND NORMAL AND BURN-IN CONDITIONS
Rising junction temperature is a major issue for high performance circuits. In low-power applications, the power-supply voltage and transistor sizing are scaled more aggressively to minimize the power consumption [23] , [24] . The transistor threshold voltage is typically higher than for high-performance ICs to suppress the subthreshold leakage. At the same time, the speed relative to the high-performance case should not degrade more than 1.5 [23] . We will focus on high-performance applications where dynamic and static power consumption are considerably high and pose a serious reliability threat.
We define as the maximum toggle frequency of an inverter in a given technology. For dynamic power consumption calculation under normal operating conditions, we considered 70% of . HSPICE simulations were carried out with BSIM model level 49. Transistor models for 0.13-um CMOS technology were adopted from United Microelectronics Corporation (UMC). Transistor models for other CMOS technologies were adopted from Taiwan Semiconductor Manufacturing Corporation (TSMC). The simulation results and transistor sizes are given in Table I . The inverter's load was the standard load element ( -MOSFET) used by the TSMC for inverter ring-oscil- lator simulations. The load element sizes were taken from the TSMC and UMC SPICE model file specified for each analyzed CMOS technology.
We simulated the total power consumption of an inverter toggling at in four different technologies. Thermal resistance of an average transistor was computed from (8) . The average size of a transistor was achieved by averaging the -MOS and -MOS transistor widths. Since the transistor dimensions were reduced, the thermal resistance increased with scaling. Fig. 3 illustrates inverter power dissipation at operating frequency and thermal resistance of an average transistor as functions of technology.
The 0.35-um CMOS technology was used as the reference technology in this investigation. Equation (6) defines as the temperature difference between junction and the ambient.
If is defined as unity for 0.35-um technology, then we may calculate the normalized change in with respect to the reference technology. Using (6) and data presented in Fig. 3 , we estimated the normalized average temperature increase for different technologies (10) Fig. 4 shows the normalized MOSFET junction temperature change with respect to the 0.35-um technology using (10) . As the technology went from 0.35 to 0.18 um, the normalized temperature increased primarily from the increase in thermal resistance with scaling. However, scaling from 0.18 to 0.13 um resulted in a lower normalized MOSFET junction temperature with respect to 0.18-um technology, since the power supply voltage was drastically reduced.
We must also consider the increase in transistor density with scaling when estimating the average normalized temperature increase. The density numbers were adopted from the International Technology Roadmap for Semiconductors (ITRS) [25] , [26] . Fig. 5 illustrates the increased numbers of transistors and 5 . Trend of CMOS logic chips progress (data for graphs were adopted from [25] and [26] ).
chip size with scaling. These graphs allow us to calculate the transistor density in the chip for the given technology.
The normalized temperature increase of a CMOS chip with technology scaling was calculated by multiplying the temperature increase per transistor in Fig. 4 and the transistor density calculated from Fig. 5 . The results are shown in Fig. 6 .
We conclude from Fig. 6 that the normalized temperature increase of the chip is elevated almost linearly with CMOS technology scaling from 0.25 to 0.13 um under normal operating conditions. The estimated junction temperature of a 0.13-um CMOS chip is 3.2 times higher than the junction temperature of 0.35-um CMOS chip. This calculation assumed that the ambient temperature was the same for all analyzed technologies.
A. Estimation of Junction Temperature Increase With Technology Scaling at Burn-In Conditions
The burn-in screening procedure weeds out latent defects from a product and thereby improves the outgoing quality and reliability of the product. During burn-in, ICs are subjected to elevated temperature and voltage in excess of normal operating conditions for a specific period of time. This accelerates the product lifetime through the early part of its life cycle allowing removal of the products that would have failed during that time.
There are die-level burn-in (DLBI) and wafer-level burn-in (WLBI) techniques. The DLBI can handle, contact, and do burn-in stress on several packaged die together, while WLBI has the ability to contact every die location and perform the burn-in test simultaneously on an entire wafer. We restricted ourselves to estimates of junction temperature in conventional static WLBI [27] , [28] . For the DLBI, one must also consider the thermal impedance network of the package [29] . Once this network is known, then (6) can be suitably modified to reflect the total thermal resistance of the die and many types of packages.
We estimated the average power of inverters for different operating conditions and technologies by simulating the inverters at different temperatures and . For static burn-in testing, we varied the stress temperature from 25 C to 125 C. Similarly, the stress voltage was varied from nominal for the given technology to %, and in this simulation (BSIM model level 49) the inverter input was grounded. The simulation gave , and the calculated values of and are given in Table II.  In this table, and are the average current and power dissipation of an inverter, and is per 1 mm of chip area calculated using (11) where is the power dissipation of the off-mode transistor in the inverter, is the thermal resistance of the on-transistor in the inverter, and is the transistor density in the CMOS chip. For a given technology, the thermal resistance was extracted from Fig. 3 and the transistor density was calculated from Fig. 5 , respectively. We assumed a fully static CMOS design. Therefore, half of the total number of transistors are in the off-mode during static wafer level burn-in, and this was taken into account by dividing by 2 in (11).
Each off-mode transistor in a 1-mm chip area was considered as an independent heat source, and the total junction temperature increase of this area over ambient temperature was defined as the multiplication of heat source density and the junction temperature increase of a single transistor. In practice, we must consider the thermal coupling effect of transistors on a chip, which depends on layout. In the first-order approximation, we neglected the thermal coupling effect of transistors in our analysis. Table II shows that the average leakage current and dissipated power is increased by at least two orders of magnitude by technology scaling if the ambient temperature is 85 C or less, and at 125 C, the increase in current and power dissipation with technology scaling is relatively less. However, the increase in is more dramatic due to increased transistor density, leakage current, and the thermal resistance. The normalized temperature increase of a CMOS chip with technology scaling at static wafer level burn-in conditions is shown in Fig. 7 . For static burn-in conditions, Fig. 7 shows that the estimated average junction temperature increase in CMOS chip should be 70 times higher for 0.13-um technology than for the 0.35-um technology. This junction temperature increase with technology scaling is the result of a drastic stand-by leakage power increase, the higher transistor density in advanced CMOS die, and the thermal resistance increase of scaled MOSFETs.
V. BURN-IN LIMITATIONS AND OPTIMIZATION TO AVOID THERMAL RUNAWAY
Since there are major reliability failure mechanisms that are accelerated by temperature, burn-in testing is done at an elevated temperature. These mechanisms include metal stress voiding and electromigration, metal slivers bridging shorts, and gateoxide wearout and breakdown [30] . However, there are physical and burn-in equipment related limitations for temperature and voltage stress. Die failure rate (failures per million) increases exponentially with temperature for most failure mechanisms [31] . As a result, there is a risk of increasing the yield loss if the burn-in conditions are overstressed. Hence, we should optimize the junction temperature of die for normal and burn-in conditions.
A. Physical Limits of Junction Temperature
The maximum operating temperatures for semiconductor devices can be estimated from semiconductor intrinsic carrier density, which depends on the band-gap of the material. When the intrinsic carrier density reaches the doping level of the active region of devices, electrical parameters are expected to change drastically. The highest operating junction temperature for standard silicon technology is about 200 C; however, the circuit performance is reduced substantially [32] . The influence of temperature on some important MOSFET parameters is summarized in Table III .
The junction temperature of a PowerPC microprocessor implemented in a 0.35-um CMOS technology with a 0.3-um effective transistor channel lengths is about 90 C-100 C at an operating speed of 200-250 MHz [33] , [9] . If we use this as the die reference temperature and assume that Fig. 6 estimates the junction temperature increase over room temperature with reasonable accuracy, then we should expect a 2.4 increase in junction temperature over room temperature for the same microprocessor implemented in a 0.18-um CMOS technology. Hence, the should be approximately 156 C-180 C, provided that cooling techniques remain the same. Since this temperature is closed to the physical limit of junction temperature for silicon technology (200 C), the advanced cooling techniques must be developed to reduce the junction temperature. Every second generation of scaling requires new cooling techniques to keep the junction temperature at an acceptable operational level ( 100 C).
B. Power Limitation of Burn-In Equipment
The total number of die that can be simultaneously powered up for burn-in testing will likely be limited by the maximum power dissipation capacity of the burn-in oven. A typical wafer may contain several hundred die. If all dies are active, then the total power dissipation can reach the several kilowatt range. Typically, burn-in ovens have a maximum dissipation power between 2500-6500 W [34]. If we use the power dissipation of a single transistor in an inverter at static stressed conditions from Table II , and the number of transistors of the logic chip for different CMOS technologies from Fig. 5 , then we can estimate the maximum number of die for different technologies that can be simultaneously powered in a burn-in oven using (12) where is the maximum power dissipation of the burn-in oven at stressed conditions, is the power dissipation of a single transistor at static stressed conditions for the given technology, and is the total number of transistors in the logic chip for the given technology. Equation (12) assumes that 50% of the total number of transistors are in off-mode at static burn-in testing (fully static CMOS design of the chip).
A typical burn-in oven, such as the PBC1-80 of Despatch Industries, has a maximum power dissipation of about 2500 W at 125 C [34] . The room ambient temperature is assumed to be 25 C. Now, from (12), we can calculate the maximum number of die that can be powered during burn-in. Fig. 8 plots this calculation over several technology generations. Fig. 8 shows that the maximum number of die that can simultaneously be powered in burn-in is exponentially reduced. The exponential increase in the standby power dissipation is the main cause for such a behavior.
C. Optimization of Burn-In Stress Conditions With Technology Scaling for Fixed Yield Loss
Burn-in yield is the fraction of the total number of stressed devices that meet nominal functional specifications after the burn-in. The optimal burn-in conditions for maintaining the projected failure rate requires that the defect distribution models and their growth models be studied. Although the burn-in is related to the removal of infant mortality, it may affect the yield of semiconductor devices. This is due to the fact that defects will grow during burn-in and some of them will cause yield loss. The amount of the defect growth and yield loss depends on burn-in environment, such as stressed voltage, stressed temperature, and burn-in time. The post burn-in yield loss was studied [35] , [36] , and Kim et al. proposed a post burn-in yield loss model [35] ( 13) where is the yield loss before burn-in and is a constant that depends on stressed temperature and voltage. Using the gate oxide breakdown model (2) and the post burn-in yield loss model (13), Vassighi et al. demonstrated that the post burn-in yield loss is increased exponentially with the elevation of stressed temperature for the given stressed voltage [36] . This result was obtained for 0.18-um CMOS technology . Hence, an overstressed die during burn-in may significantly increase the post burn-in yield loss, especially when junction temperatures at burn-in and normal operating conditions are increased with technology scaling. Thus, to a first order, we want a constant yield loss during burn-in testing with technology scaling. Burn-in temperature and voltage should be optimized for different CMOS technologies to maintain the average junction temperature of the die at the fixed level.
If electrical defect densities are equal, then we assume that the post burn-in yield loss for an advanced CMOS technology should not be worse than the post burn-in yield loss for the 0.35-um CMOS technology. This means that the junction temperature increase over ambient temperature during burn-in testing for advanced technologies should not be higher than the burn-in junction temperature increase for 0.35-um CMOS technology. From Table II , for a 0.35-um CMOS technology, the junction temperature increase over ambient stressed temperature per 1 mm of chip is 0.28 C at V and C. If we plot versus stressed temperature for different stressed voltages, we can find the optimal burn-in temperature and voltage when C/mm for other CMOS technologies. For example, Fig. 9 presents this technique for a 0.25-um CMOS technology using the data from Table II . Similarly, we can find the optimal burn-in temperature for other technologies using data from Table II . The results are shown in Fig. 10 , where the optimal burn-in temperature is presented for different technologies. It is assumed in Fig. 10 that the junction temperature with the scaling remains constant. Since the power densities and device thermal impedance is increasing with scaling, the ambient temperature (burn-in) must be reduced with scaling, as shown in Fig. 10 . In this case, we expect that the post burn-in yield loss for scaled CMOS technologies has the same value as the post burn-in yield loss for 0.35-um CMOS technology if the incoming electrical defect densities are the same for each technology. Fig. 10 shows the optimal stressed temperature is significantly reduced with technology scaling. Recently presented data show that the optimal burn-in temperature used for microprocessors implemented in 0.18-um CMOS technology is 90 C [37] . The expected optimal burn-in conditions for 0.13-um CMOS technology are V and C. If such a trend continues, we will have to cool future generations of CMOS devices during the burn-in below room temperature, if we do not want the post burn-in loss worse than that of the 0.35-um CMOS technology. On the other hand, practical constraints (such as preventing condensation over long time periods) may not allow a drastic reduction in burn-in temperature. In such situations, the post burn-in loss may become larger.
As we scale the technology estimation of burn-in the temperature will become crucial. Therefore, a procedure must be evolved to accurately estimate this temperature. One such procedure is described in the Appendix.
VI. CONCLUSION
We investigated the impact of technology scaling on the burn-in environment and from the average junction temperature estimation, the following conclusions were obtained. 1) Our research shows a steady increase in junction temperature with scaling. Under normal operating conditions, the normalized increase in junction temperature is estimated as 1.45 /generation. The normalized junction temperature increase under the static burn-in conditions becomes exponential with technology scaling. 2) The number of die that can be simultaneously burnt-in is reduced exponentially with the technology scaling, because of the maximum power dissipation limit of burn-in ovens. 3) Finally, our research shows that the optimal stressed temperature in a burn-in environment is significantly reduced with technology scaling.
APPENDIX PROCEDURE FOR AVERAGE JUNCTION TEMPERATURE ESTIMATION
The procedure includes the following steps. 1) Calculate the thermal resistance of the average size MOSFET for the given technology and design using (7) . For example, the average transistor size may be adopted from the SPICE technology file for a ring-oscillator circuit, or the average transistor size may be computed from a given design. 2) Estimate the average power dissipation of the average CMOS inverter at nominal operating conditions and operating frequency. Repeat it for dc and/or ac burn-in conditions. 3) Using (5) and the average transistor density for a given design, compute the average junction temperature of the chip. The typical transistors density for memories and microprocessors may be adopted from the International Technology Roadmap for Semiconductors (ITRS) [26] . 4) Using (10), compute the difference between junction and ambient temperature under burn-in conditions. This method may be used for prediction of optimal burn-in stressed conditions and average die temperature increase at nominal operating conditions, when CMOS technology is aggressively scaled down. His research interests include low-power and high-performance digital circuit design, mixed-signal circuit design, test and manufacturing issues of integrated circuits. He has written a book and two book chapters on testing of integrated circuits. He has contributed to more than 80 papers in various conferences and journals.
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