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I. INTRODUCTION
Although multilayer feedforward and recurrent neural networks have found many important applications in signal processing, training such networks is usually slow due to the nonlinearity and, possibly, the compact structure of these networks. This hinders wide applications of these networks in such important signal processing areas as speech and communication, where the networks need to be adapted rapidly to a nonstationary environment [4] .
One of the interesting approaches used to reduce the training time was based on hidden representations or moving targets [3] , [6] , [9] . Targets were obtained adaptively for either hidden or recurrent units and then used to decompose training an entire (multilayer or recurrent) network into training several single-layer feedforward networks. The approach resulted in fast training algorithms for feedforward networks with hard threshold units [3] but was not effective in training networks with sigmoidal units [6] , [9] . In addition, the algorithms were heuristic, which was less desirable.
On the other hand, the expectation-maximization (EM) algorithm [2] in statistics was developed based on so-called hidden (random) variables. Although similar to moving targets, hidden (random) variables were defined through a sound theoretical framework, and the EM algorithms were developed based on a theoretical foundation for maximum likehood estimation (MLE). When applied to training treestructured networks with the localized modules [5] , the EM algorithm reduced the training time significantly.
Motivated by the idea of moving targets and the EM algorithms, we have developed in our previous work two fast training algorithms for feedforward [7] and recurrent networks [8] . These algorithms have demonstrated that EM algorithms can also be applied effectively to layered and recurrent networks to speed up training. However, since the two algorithms have been developed in separate contexts, their inter-relationships have not been carefully investigated.
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In this correspondence, we will focus on providing a unified framework, based on the EM algorithm, from which both algorithms can be derived in a similar fashion. We will show that the two algorithms are based on a similar probabilistic formulation on hidden targets. Such a formulation will result in an EM algorithm for feedforward networks that reduces the training a nonlinear network into training individual neurons. By the Markov properties of recurrent networks and the mean-field approximation [11] , a recurrent network can be unfolded at each EM step into an equivalent feedforward network. Then, the EM algorithm developed for feedforward networks can be directly applied to improve the training time.
II. UNIFIED NOTATIONS
Consider the discrete time recurrent networks with a fully connected hidden layer as shown in Fig. 1 (3) j , respectively. Letw (2) be the weight vector connecting the recurrent hidden units to the output. Therefore, we can use the above notations for both feedforward and recurrent networks. 2 
III. THE EM ALGORITHM
The method we will use to develop our algorithm is based on the EM algorithm for MLE [2] . Let D I be a set of data observed directly, and let 2 be a set of parameters characterizing the corresponding distribution of the random variables. The maximum likelihood problem is to find an optimal set of parameters 2 opt through maximizing the log likelihood of the data. Since it can be very difficult to maximize the original log likelihood function directly, the EM algorithm has been introduced to simplify this process. A set of hidden (random) variables are introduced. The data for the hidden variables are called missing data. Together with the missing data, the so-called incomplete data D I form a complete data set D c : The EM algorithm converts the original maximum likelihood procedure into a two-step process: the E-step (expectation) and the M-step (maximization). In the E-step, the following conditional expectation can be computed (with respect to hidden variables) of the complete data log likelihood given incomplete data D I and the previous parameters 2 (p) at the pth step
where 2 are the parameters to be obtained in the (next) M-step.
The notation Q(2j2 (p) ) indicates that the conditional expectation 1 The bias corresponds to an input x 0 (n) = 1: 2 No delays exist for feedforward neurons, i.e., the time n + 1 reduces to n:
1053-587X/98$10.00 © 1998 IEEE is a function of 2 and that the expectation is evaluated using 2 (p) as parameters in the probability density function. P (1) represents a probability density function. E stands for the expectation operation.
In the M-step, new parameters 2 (p+1) are found by maximizing the expected log likelihood Q(2j2 (p) ): The algorithm alternates between the E-and M-steps and terminates when a certain convergence criterion is satisfied. Local convergence of the EM algorithm is guaranteed [2] . There is an extended survey on the EM algorithm in [1] .
IV. PROBABILISTIC MODELS

A. Choice of Hidden Variables
For feedforward and recurrent networks, we choose the hidden variablesz to be either the desired hidden targets at the hidden layer for the feedforward networks or the desired hidden states for recurrent neurons of the recurrent networks. Then,z(n) and z(n + 1) denote the corresponding missing data for the feedforward and recurrent networks, respectively, corresponding to the inputx(n) (for 1 n N). The complete data set therefore contains the labeled training samples and the desired hidden target, which is fx(n); t(n);z(n)g N n=1 for feedforward networks, and fx(n);t(n + 1);z(n + 1)g N n=1 for recurrent networks. The incomplete data set is simply the training set fx(n);t(n)g N n=1 : For simplicity, we use the notation fxg; fyg and fzg to represent fx(n)g N n=1 ; ft(n)g N n=1 or ft(n + 1)g N n=1 ; fz(n)g N n=1 or fz(n + 1)g N n=1 , respectively, and we use 2 to represent all the weights in a network. We assume that training samples (sequences for recurrent networks) are drawn independently. So are the desired hidden targets.
Using the notations, we have that the conditional expectation of the complete-data log likelihood defined in (1) can then be expressed as Q(2j2 (p) ) = ln P (fxgj2) + s P (fzgjftg;fxg; 2 (p) ) ln P (fzg; ftgjfxg; 2) dfzg:
B. Choice of Probabilistic Models
To evaluate the expected log-likelihood Q(2j2 (p) ), we need to obtain P (fzgjftg;fxg; 2) and P (fzg; ftgjfxg; 2): In this work, Gaussian distributions are chosen to facilitate the analysis.
1) A Probabilistic Model for Two Layer Feedforward Networks:
For two-layer feedforward networks, we choose P (fzgjfxg; 2) = B1 exp(01E1) (2) P (ftgjfzg; 2) = B 2 exp(02 2 E 2 )
where E1 = 6 N n=1 kx(n) 0h(n)k 2 , which measures the error between the desired and the actual outputs of hidden units. E 2 = 6 N n=1 (t(n) 0z(n) T 1w (2) ) 2 , which characterizes the error between the desired and the actual outputs of the network when the desired hidden values are used as inputs to the second layer. B 1 and B 2 are normalization constants. 1 and 2 are weighting factors. Then, we can obtain [7] P (ftg;fzgjfxg; 2) = A N tz exp(01E1 0 2E2) (z(n) 0ẑ(n)) T 6 01 (z(n) 0ẑ(n))) (5) where Atz = (2=)(1=) L , and Az = (1= (2) L det(6): 6 is a (L 2 L) covariance matrix whose inverse is 6 01 = 2( 1 I + 2w (2) (w (2) ) T ): The superscript p indicates the corresponding value at the pth step. I is an (L 2 L) identity matrix.ẑ(n) is the expectation of hidden targetsz(n) given the nth training pairs and the previous parameter set 2 (p) : The jth (j j L) element of z(n) can be computed as [7] z j (n) = h
where h (p) j (n) represents the jth element ofh(n): e(n) is the training error of the nth training sample satisfying e(n) = t(n) 0 y (p) (n):
2) A Probabilistic Model for Recurrent Networks: For recurrent networks, we note that the output of the recurrent network and the hidden states at the current time step depend only on the hidden states at the previous time step. This results in the Markov property that leads to the conditional probability density functions [8] P (fzgjftg; fxg; 2) = N n=1 P (z(n + 1)jz(n);t(n + 1);x(n); 2)
P (ftg; fzgjfxg; 2) = N n=1 P (t(n + 1);z(n + 1)jz(n);x(n); 2):
Similar Gaussion models to those used for feedforward networks are chosen as the conditional distributions P (z(n + 1)jz(n);x(n); 2) = B 1 exp(0 1 E 1 (n + 1)) (9) P (t(n + 1)jz(n + 1); 2) = B2 exp(02E2(n + 1)) (10) where B1; B2; 1; and 2 are the same as for feedforward networks.
E 1 (n + 1) = kz(n + 1) 0h 0 (n + 1)k 2 , where the jth element of h 0 (n+1) for 1 j L is h 0 j (n+1) = g(x(n) T 1w (1) j +z(n) T 1w (3) j ): Therefore, E 1 (n +1) measures the error between the desired hidden statesz(n + 1) andh 0 (n + 1): Likewise, E 2 (n + 1) = (t(n + 1) 0 z(n +1) T 1w (2) ) 2 , which characterizes the error between the desired and the actual output of the network when the desired hidden states are used as inputs to the output layer. These Gaussian assumptions lead to P (t(n + 1);z(n + 1)jz(n);x(n); 2) = A tz exp(0 1 E 1 (n + 1) 0 2 E 2 (n + 1)) (11) P (z(n + 1)jt(n + 1);z(n);x(n); 2) = A z exp (0 1 2 (z(n + 1) 0ẑ(n + 1)) T 01 (z(n + 1) 0ẑ(n + 1))) (12) where A tz ; A z ; 6; and I are the same as for feedforward networks. z(n + 1) is the conditional expectation ofz(n + 1) conditioned on t(n+1);z(n) andx(n): The jth element ofẑ(n+1) can be expressed asẑ j (n + 1) = h 0 j (n + 1) + 2 w (2) j 1 + 2 kw (2) k 2 e(n + 1) (13) with e(n + 1) = t(n + 1) 0h 0 (n + 1) T 1w (2) : Then, we can obtain the two distributions P (fzgjftg;fxg; 2) and P (ftg;fzgjfxg; 2) similar to those for feedforward networks.
V. APPLYING THE EM ALGORITHM TO FEEDFORWARD AND RECURRENT NETWORKS
A. The E-Step for Feedforward Networks
For feedforward networks, the expected log likelihood can be evaluated by using the established probability models [7] as Q(2j2 (p) ) =Efln P (ftg; fzg; fxgj2)jftg; fxg; 2
whereE c is a constant, and E p = 2 N(w (2) ) T w (2) : E h and E o can be expressed as
) Tẑ (n) 0 t(n)) 2 :
Therefore, the evaluation of the expectation of the log likelihood in the E-step is reduced to finding the expected hidden targets through (6).
B. The E-Step and the Mean-Field Approximation for Recurrent Networks
To evaluate Q(2j2 p ) for recurrent networks, we also need to compute the expectation of the hidden targetsz(n): Sincez(n) now depends onz(n 0 1), due to the nonlinearity of sigmoidal functions, computing the expectation directly is impossible. Therefore, the selfconsistent mean-field approximation [11] is used to approximate the expectation. 3 This approximation replaces the condition onz(n) by its expected value P (z(n + 1)jt(n + 1);z(n);x(n); 2 p ) P (z(n + 1)jt(n + 1);z(n);x(n); 2 p )
where the jth elementz j (n) ofz(n) can be computed recursively throughh j(n + 1) =g(x(n) T 1w (1) j +z(n) T 1w (3) j )
z j (n + 1) h j (n + 1) + 2 w
for every 1 j L and 1 n N:ẽ(n + 1) = t(n + 1)0h(n + 1) T 1w (2) 1h(n+1) is a L 21 vector whose jth element is defined by (18). It is easy to observe that (19) is strikingly similar to (6) . Ifw (3) j 's equal to zero so that the recurrent networks reduce to the feedforward networks,z(n) will equal toẑ(n) for the feedforward networks.
The mean-field approximation essentially unfolds a recurrent network into a two-layer feedforward network shown in Fig. 2 . The weights at the first layer of the unfolded network consist of W (1) and W (3) : The total inputs to the two-layer network consist of the original input at time n and the estimated mean value of the previous hidden targets. Then, the rest of the results will follow those for two layer feedforward networks except that E h = 1 n j (z j (n) 0 g(x(n) T 1w (1) j +z(n) T 1w (3) j )) 2 
(20)
E o = 2 n (w (2) 1z(n) 0 t(n)) 2 :
(21) 3 Please see [8] for more references. 
C. The M-Step
New weights are obtained through maximizing the expected log likelihood Q(2j2 (p) ) in the M-step, which involves solving two separated quadratic minimization problems 
= arg miñ w n (w (2) (n + 1) 0 t(n + 1))
wherew (2) are the new weights connecting hidden units with the output unit, and Ep = (2Nkw (2) k 2 =2
(1 + 2kw
) T (w (2) ) (w (2) ) Tw (2) )=2 1 ( 1 + 2 kw (2) 's are set to zero, we have the M-step for feedforward networks. Therefore, the major computational cost of the M-step for both the feedforward and recurrent networks is in training individual neurons. This can be done rapidly through linear weighted regressions [7] . 
D. Summary of the Algorithm
In this work, we have established a unified framework to derive fast training algorithms for both feedforward and recurrent networks. The key steps can be summarized as follows. Probabilistic models are chosen for hidden states for both two-layer feedforward networks and the recurrent networks. Based on these models, the idea of moving targets have been formulated through the EM algorithm. For the feedforward networks, the expectation of hidden targets are computed at each E-step. In the M-step, they then serve as the targets at the hidden layer to train the first layer weights. They are also used as the inputs to the output unit to train the second-layer weights. Therefore, training two-layer feedforward networks is decomposed to training individual neurons. The mean-field approximation effectively unfolds a recurrent network into an equivalent feedforward network at each EM step. Such a feedforward network uses the expected hidden states at the previous step as a part of the inputs, and the expected hidden states at the current step as the targets at the hidden layer. Then, the maximization method developed for the feedforward network can be applied to achieve fast training for each equivalent feedforward network. The major steps of the unified EM algorithms are summarized in a flowchart given in Fig. 3 . The training time has been reduced 5-15 times by both algorithms on various bench-mark problems [7] , [8] .
Further investigations are needed on how widely our simple models for desired hidden states is applicable for real problems.
