Given a metric measure space (X, d, µ), a weight w defined on (0, ∞) and a kernel k w (x, y) satisfying the standard fractional integral type estimates, we study the boundedness of the operators
Introduction.
It is well known that a basic assumption in the classical Calderón-Zygmung theory in R n is the doubling property of the underlying measure space, i.e. µ(B(x, 2r)) ≤ Cµ(B(x, r)) for all x ∈ R n and r > 0. However, it has been recently shown that many results of the theory still hold for general metric spaces X assuming only that µ(B(x, r)) ≤ Cr n for all x ∈ X and r > 0. The reader is referred to [6, 7, 15] for results on vector-valued inequalities and weights and to [8, 13, 21, 22] for results on classical spaces such as H 1 and BM O in the setting of non-doubling measures.
The aim of this note is to analyze the boundedness of the fractional integral-type operators defined on non-doubling measure spaces acting on Lebesgue spaces and generalized Lipschitz spaces. This study was initiated in the work of J. García-Cuerva and A.E. Gatto (see [4, 5] ) for the classical fractional integral operators and Lipschitz spaces. In this paper we are able to extend some of their results, including weights more general than the potential ones, and to see that a similar theory can be applied to operators defined with kernels more general than the fractional integral ones.
The action of the fractional integral operator on Hölder spaces goes back to the work of Hardy-Littlewood in [9] . Since then, many different extensions have been considered. Similar results for power weights were proved in [16, 17] and later, extended to other classes of weights, including powerlogarithmic type ones, in [14] . On a different direction some development of the theory in the setting of generalized Lipschitz spaces and spaces of homogeneous type was initiated in [11, 12] .
Throughout the paper (X, d, µ) will be a metric measure space, that is a metric space (X, d) equipped with a Borel measure µ such that
for every ball B(x, r) = {y ∈ X : d(x, y) < r}, where n > 0 is some fixed constant and C is independent of of x and r. We shall deal, for simplicity, only with the case diam(X) = ∞.
For us a weight w on an interval I ⊂ (0, ∞) will always be a continuous function w : I → (0, ∞). We shall use weights defined on (0, ∞) but we shall relate them with the known theory for weights defined on (0, 1]. Given w : (0, ∞) → (0, ∞) we denote by w 0 (t) = w(t) and w ∞ (t) = w(1/t) for 0 < t ≤ 1.
We consider the indices m(w), M (w), m ∞ (w) and M ∞ (w) introduced by N.G. Samko in the case of weights defined on the finite interval (0, 1] (see [18] ) or by N.G. et al. in the case [1, ∞) (see [19] ) and we shall also work in the class of weightsW such that there exists a, b ∈ R such that t a w(t) is almost increasing in (0, 1], t b w(t) is almost decreasing in [1, ∞) and
In the paper we shall consider B(X) × B(X)-measurable functions k w : X × X → C that satisfy the following conditions:
and there exists ε > 0 such that
(3) For such kernels we define the operators
and study their boundedness on Lebesgue spaces and generalized Lipschitz spaces.
Our considerations are inspired by those developed in the case w(t) = t α corresponding to the classical fractional integrals. However we will explore the connections between the weight w and the measure µ that still allow the operators K w andK w to be well defined for functions in L p (µ) and will find the dependence between their boundedness on some spaces and the indices the weight w. We shall find a Hardy-Littlewood-Sobolev type inequality for K w in our setting in Theorem 3.3. We will study the boundedness ofK w from L p (µ) into Lip φ for φ(t) = t −n/p w(t) in Theorem 4.3 and from Lip φ into Lip ψ , where ψ depends on φ and w in some special fashion, in Theorem 4.5. Our results recover those obtained in [4] for the fractional integral operator (corresponding to w(t) = t α ) and classical Lipschitz classes (corresponding to φ(t) = t β ). The paper is divided into three sections. In the first one we prove the basic lemmas on weights to be used in the paper. Section 3 is devoted to get conditions on the weights for the operator K w to be defined on L p (µ) for some values on p. Section 4 contains the results onK w and its boundedness on the generalized Lipschitz classes.
As usual A ≈ B means that K −1 A ≤ B ≤ KA for some K > 1, C denotes a constant that may vary from line to line and p stands for the conjugate exponent, 1/p + 1/p = 1.
Admisible weights.
In what follows we shall use the following indices introduced by N.G. Samko for weights defined on (0, 1] (see [18, Def. 2. 
Definition 2.1 We shall say that a weight on (0, ∞) belongs to the classW if there exist a, b ∈ R such that t a w(t) is almost increasing in (0, 1] (i.e. there exists
For a weight w ∈W , we use the notation m w = min{m(w), m ∞ (w)} and
Hence it follows immediately that if w ∈ ∆(σ 1 , σ 2 ) then σ 2 ≤ σ 1 .
Our first objective is to show that the classW can be described asW =
To such a purpose, let us first recall some classical weights considered by Zygmund, Bari and Stechkin (see [1] ) which play an important role in extending results valid for w(t) = t α to more general weights and that will be connected with our class of weights.
Let −∞ < β, γ < ∞ and let w be a weight on (0, 1]. w is said to belong to
w is said to belong toW 0 ([0, 1]) if there exists a ∈ R such that
The class of weights in
is called the generalized Zygmund-Bari-Stechkin class in [10] . These classes of weights have been used by many authors and under different names (see [2, 3] for the notation d and b δ and references therein).
We have the following connection between the Zygmund-Bari-Steckin classes and the former indices (see [18, Pg 125 
(c) For all m(w) > δ > β one has w(t) t δ is almost increasing in (0, 1] (resp. for all M (w) < δ < γ such that w(t) t δ is almost decreasing in (0, 1]). By using this theorem it is easily seen that m(w) ≤ M (w) when w ∈ W 0 ([0, 1]).
Next we prove our claim:
Theorem 2.4 Let w be a weight on (0, ∞). The following are equivalent.
PROOF.
(i) =⇒ (ii). Assume w ∈ ∆(σ 1 , σ 2 ). From (6) and (7) it follows that
(ii) =⇒ (iii). Let w ∈W and define
On the other hand
This concludes the implication.
From Theorem 2.3 we also have that t a 2 u(t) and t b 2 v(t) are almost decreasing in (0, 1] for some a 2 , b 2 ∈ R . This gives that
for some constant C ≥ 1. In particular, combining the previous estimates, we also have
Multiplying by t γ we may assume that a = a 1 = b 1 > 0 and a 2 = b 2 = −a < 0. This allows to see that t a w(t) is almost increasing and t −a w(t) is almost decreasing. Hence w ∈ ∆(a, −a). Example 2.1 Let α, β ∈ R and define
Due to the facts that w ∈ ∆(σ 1 , σ 2 ) implies w −1 ∈ ∆(−σ 2 , −σ 1 ) and w γ ∈ ∆(γσ 1 , γσ 2 ) for γ > 0, it suffices to see that w δ,1 ∈ ∆(δ 1 , −δ) for all
This now follows since log(
and t log(
In particular we have that w α,β ∈ ∆(σ 1 , σ 2 ) whenever σ 2 < −α < σ 1 and β ∈ R.
Let us mention the following useful result given in terms of the indices previously defined.
Theorem 2.5 Let w ∈W and β < m w ≤ M w < γ. Then w ∈ ∆(−β 1 , −γ 1 ) for any β < β 1 < m w and M w < γ 1 < γ.
Proof. Using Theorem 2.3 applied to w 0 and w ∞ , since m(w 0 ) = m(w) > α and M (w ∞ ) = −m ∞ (w) < −α, we have t −β 1 w(t) and t β 1 w ∞ (t) are almost increasing and decreasing in (0, 1] respectively. This shows that t −β 1 w(t) is almost increasing in (0, ∞).
Similarly we get the corresponding result for γ 1 . We shall start by proving a couple of basic lemmas that will be used in the sequel. Lemma 2.6 Let w ∈W and ε ∈ R. Then there exists C > 0 such that, for all x ∈ X and r > 0,
PROOF. Assume w ∈ ∆(σ 1 , σ 2 ). Define, for j = 0, 1, ...,
Note that (6) gives that
Observe that ∪ j B j = B(x, r) \ {x} and µ({x}) = 0. Now, using condition (1), we have
Corollary 2.7 Let w ∈W and −ε < m w . Then there exists C > 0 such that, for all x ∈ X and r > 0,
PROOF. From Proposition 2.5 one obtains w ∈ ∆(σ 1 , σ 2 ) for some ε > σ 1 . Invoking Lemma 2.6 and using (6) we have 
To obtain (14) for 0 < r ≤ 1 apply Corollary 2.7 for ε = 0 to w(t) = w γ,β (t) which belongs to ∆(σ 1 , σ 2 ) whenever −σ 1 < γ < −σ 2 . The case r > 1 follows similarly using w γ,−β .
Lemma 2.8 Let w ∈W and δ ∈ R. Then there exists C > 0 such that, for all x ∈ X and r > 0,
PROOF. Assume again w ∈ ∆(σ 1 , σ 2 ) and now consider for j = 0, 1, ...
As above
Using again (1) we have
Corollary 2.9 Let w ∈W and M w < δ. Then there exists C > 0 such that, for all x ∈ X and r > 0,
PROOF. From Proposition 2.5 one obtains w ∈ ∆(σ 1 , σ 2 ) for some δ > −σ 2 Invoking Lemma 2.8 and (7) we get the estimate X\B(x,r)
To obtain (18) for 0 < r ≤ 1 we use Corollary 2.9 with δ = 0 applied to w −γ,β , which belongs to ∆(σ 1 , σ 2 ) for σ 2 < γ < σ 1 . The case r > 1 follows similarly using the weight w −γ,−β .
3 The weighted fractional kernels Definition 3.1 Let w ∈W . A B(X) × B(X)-measurable function k w : X × X → C is said to be a fractional kernel of weight w if
Denote by K w the operator given by
Note that if 1 0 w(t) t < ∞, in particular if w ∈ ∆(σ 1 , σ 2 ) with σ 1 < 0, then K w is well defined on bounded functions f with bounded support (due to Lemma 2.6), or if w ∈W and w(t) ≤ Ct n for 0 < t < ∞ then K w is well defined on integrable functions f .
Let us extend the definition of such operator to more general functions depending on the properties of w. 
Then K w defines a bounded operator from
We shall see first that
On the one hand, using that w p ∈W , Lemma 2.8 gives
On the other hand, using Hölder's inequality and Lemma 2.6, we have
Now the assumption m(w 0 ) = m(w) > 0 and Theorem 2.3 give
Therefore I(f, x) < ∞ µ-a.e. and, in particular, B(x,1) k w (x, y)f (y)dµ(y) is well defined µ-a.e. We conclude now that
In [4, Theorem 3.2] it was shown that for w(t) = t α and 1 ≤ p < n/α the operator K α maps L p (µ) into L q,∞ (µ) for 1/q = 1/p − α/n extending to the non-doubling setting the Hardy-Littlewood-Sobolev inequality which holds for R n and the Lebesgue measure (see [20] ).
Theorem 3.3 Let w ∈W with 0 < m w ≤ M w < n and let k w be a fractional kernel of weight w. If 1 ≤ p < n/M w , 0 < ε < m w and 0 < δ < n − M w then there exists A > 0 such that, for
µ{x :
PROOF. From Proposition 2.5 we have w ∈ ∆(σ 1 , σ 2 ) for all 0 < −σ 1 < m w ≤ M w < −σ 2 < n. Put σ 1 = ε − m w and σ 2 = −M w − δ. Now, let 1 < p < n/M w , f ∈ L p (µ) and r > 0 and define
Arguing as in Theorem 3.2 and using that m w > 0 in Corollary 2.7, we obtain
Now, using Fubini's theorem and Corollary 2.7 again, we have
and now using that M w p = p M w < (p − 1)n and Corollary 2.9, we have
Now, for each f p = 1, the estimates (6) and (7) allow us to write
we have that φ is continuous, decreasing in (0, ∞), lim r→0 φ(r) = ∞ and lim r→∞ φ(r) = 0. Hence for any λ > 0 there is a unique 0 < r < ∞ such that φ(r) = λ/2 and II r (f, x) ≤ λ/2 for all x ∈ X. Hence we have
To finish the proof observe that if λ ≥ 2C 0 then φ −1 (λ/2) = C 1 λ −q 1 /n where n/q 1 = n/p + σ 1 and that if 0 < λ ≤ 2C 0 then φ −1 (λ/2) = C 2 λ −q 2 /n where n/q 2 = n/p + σ 2 .
The case p = 1 is similar with the obvious modifications.
Let us now analyze the boundedness ofK w on Lipschitz spaces.
Theorem 4.5 Let k w be a fractional kernel with weight w ∈W with regularity ε such that m w > 0. Assume that u ∈W with m u > 0 and M uw < ε. ThenK w (1) = 0 if and only ifK w maps continuously Lip(u) into Lip(uw).
PROOF. AssumeK w (1) = 0. Equivalently
If f ∈ Lip(u), x = y and r = d(x, y) then we can write Conversely, if we assume thatK w is bounded from Lip(u) to Lip(uw) thenK(1) should have norm zero in Lip(uw), that isK(1) is constant, but sinceK w (1)(x 0 ) = 0 the constant should be zero.
Applying the previous result for w(t) = t α and u(t) = t β we recover the following theorem. 
