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1. Introduction
Let A an B be operators on a Hilbert spaceH. We denote by S(A) the similarity orbit of A; that is,
the set of all operators W−1AW where W is an invertible operator onH. We denote by S(A,B) the
simultaneous similarity orbit of the pair (A,B); that is, the set of all pairs (W−1AW ,W−1BW) whereW
is an invertible operator onH. We denote byL(H) the algebra of all operators onH. OnL(H)we
consider the strong operator topology. In this topology, a neighborhood of an operator T inL(H) is
denoted byN(T , F , ρ) and it is deﬁned as follows:
N(T , F , ρ) = {X ∈L(H) : ‖Xf − Tf ‖ < ρ for all f in F},
where F is a ﬁnite subset ofH and ρ is positive real number. The strong topology onL(H) induces
a topology on the Cartesian productL(H) ×L(H), which we also call the strong topology. Let S(A)
and S(A,B) denote the strong closure of S(A) and S(A,B), respectively. In [2], the set S(A) is described for
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any operator A inL(H). In particular, if A has ﬁnite rank, the set S(A) consists of all those operators
whose rank is less than or equal to the rank of A. In [1] are described the pairs (A,B) such that S(A,B)
is strongly dense inL(H) ×L(H). The purpose of this paper is to give a necessary condition for
membership in S(A,B) when A and B are ﬁnite rank operators.
Theorem. Let A and B be ﬁnite rank operators onH, and letm be the dimension of the subspace (ker A)⊥ +
(ker B)⊥. If (X ,Y) belongs to S(A,B), then the dimension of the subspace (ker X)⊥ + (ker Y)⊥ is less than or
equal to m.
2. Preliminaries
LetH1 = (ker A)⊥ + (ker B)⊥ andN = (ker X)⊥ + (ker Y)⊥. Letm and d be the dimensions ofH1
andN, respectively. The assertion about the dimension ofN is proved by contradiction. From now
on we assume that d  m + 1.
If (X ,Y) belongs to S(A,B), then A belongs to S(A) and B belongs to S(B), therefore the ranks of X and
Y are less than or equal tom, and we may assume that X and Y are non-zero operators.
Let {ei : i  1} be an orthonormal basis forH such thatH1 is the span of {ei : 1 i  m}. It follows
that (ker A) ∩ (ker B) is the span of {ei : i  m + 1}.
LetL be the orthogonal complement of (ker X)⊥ inN. ThenN = (ker X)⊥ ⊕L andL =N ∩
(ker X). It follows that Y is injective on the subspace L. Indeed, if Yf = 0 for some f in L, then
f ∈ (ker X) ∩ (ker Y) =N⊥, therefore f ∈N ∩N⊥, which implies that f = 0.
Let r be the rank of X and let {f1, . . . , fr} be an orthonormal basis for (ker X)⊥. Let {fr+1, . . . , fd}
be an orthonormal basis forL. Next we choose fi (i  d + 1) such that {fi : i  1} is an orthonormal
basis forH. Then Xfi = 0 for i  r + 1 and Yfi = 0 for i  d + 1. LetW ∈L(H) be the unitary operator
deﬁned byWei = fi for all i. LetX1 = W−1XW and Y1 = W−1YW . It follows thatW [(ker X1) ∩ (ker Y1)] =
(ker X) ∩ (ker Y), which implies that the dimension of (ker X1)⊥ + (ker Y1)⊥ is equal to d; also (ker X1)⊥
is the span of {e1, . . . , er}, Y1 is injective on the span of {er+1, . . . , ed}, and (ker X1) ∩ (ker Y1) is the span
of {ei : i  d + 1}.
Since S(X ,Y) = S(X1,Y1), by substituting (X1,Y1) for (X ,Y), the proof of the theorem is reduced to
the case when the pair (X ,Y) satisﬁes the following additional conditions:
(ker X)⊥ is the span of {e1, . . . , er}, (1)
Y is injective on the span of {er+1, . . . , ed}, and (2)
(ker X) ∩ (ker Y) is the span of {ei : i  d + 1}. (3)
Let us ﬁx k such that m + 1 k  d. The hypothesis d  m + 1 implies that Yek /= 0. It is shown
below, after two lemmas, that this last conclusion leads to a contradiction.
Since (X ,Y) ∈ S(A,B), we choose an invertible operator Wn such that ‖(W−1n AWn − X)ei‖ < 1n , and
‖(W−1n BWn − Y)ei‖ < 1n , for 1 i  m and i = k. Then it follows that
lim
n→∞W
−1
n AWnei = Xei, and limn→∞W
−1
n BWnei = Yei (4)
for 1 i  m and i = k.
LetWn havematrix [w(n)ij ]with respect to the basis {ei : i  1}. For j  1, letwn(j)be the vector inC
m
deﬁned by 〈w(n)
1j
,w
(n)
2j
, . . . ,w
(n)
mj
〉. Let Wn(m) be the m × m matrix whose columns arewn(1),wn(2), . . . ,
wn(m). For 1 j  m, let Wn(m, j) be the m × m matrix obtained from Wn(m) by replacing its jth
column bywn(k).
Since Aei = Bei = 0 for i  m + 1, it follows that
AWnej = A
〈
wn(j), . . .
〉
, and BWnej = B
〈
wn(j), . . .
〉
for all j  1. (5)
Lemma 1. There exists M > 0 such that Wn(m) is invertible for all n M.
Proof. By contradiction, let us assume that the columnswn(1), . . . ,wn(m) ofWn(m) are linearly depen-
dent for n in an inﬁnite set J. Then for n in J there exists a vector gn in C
m
such that Wn(m)gn = 0
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and ‖gn‖ = 1. Since the unit ball of Cm is compact we may assume, by passing to a subsequence if
necessary, that the sequence {gn : n ∈ J} converges to a vector g = 〈λ1, . . . , λm〉. Then ‖g‖ = 1. If gn =
〈λ(n)
1
, . . . , λ
(n)
m 〉, then
∑m
i=1 λ
(n)
i
wn(i) = 0 for n in J, and from (5) we conclude that∑mi=1 λ(n)i W−1n AWnei =
0 and
∑m
i=1 λ
(n)
i
W−1n BWnei = 0 for n in J. Since λ(n)i → λi as n → ∞ (n ∈ J), taking the limit with respect
to n, from (4) it follows that
∑m
i=1 λiXei = 0 and
∑m
i=1 λiYei = 0. From (1)we conclude that
∑r
i=1 λiXei =
0, therefore λi = 0 for 1 i  r. Then
∑m
i=r+1 λiYei = 0, and from (2) we conclude that λi = 0 for r +
1 j  m. This shows that g = 0, which contradicts the fact that ‖g‖ = 1. The proof of the lemma is
complete. 
Lemma 2. (a) The sequence {[Wn(m)]−1wn(k) : n M}has nobounded subsequence. (b) If for some j (1
j  m) thematrixWn(m, j) is invertible for n inan inﬁnite set J, then the sequence {[Wn(m, j)]−1wn(j) : n ∈ J}
has no bounded subsequence.
Proof. The initial arguments below apply to both (a) and (b). We assume that each sequence has
a convergent subsequence, the one in (a) converging to a vector  = 〈α1, . . . ,αm〉, and the one in (b)
converging to vector = 〈β1, . . . ,βm〉. LetX(m) and Y(m) be the operators fromH1 toHwhich are the
restrictions, toH1, of X and Y , respectively. Then the matrix of X(m), with respect to the orthonormal
basis {ei : i  1}, has as its columns the vectors Xe1, . . . ,Xem. Similarly thematrix of Y(m) has columns
Ye1, . . . ,Yem. For 1 j  m we deﬁne the operator X(m, j), fromH1 toH, whose matrix is obtained
from that of X(m) by substituting Xek for the column Xej . Similarly we deﬁne the operator Y(m, j) by
substituting Yek for Yej in the matrix of Y(m). From (4) and (5) it follows that
W−1n AWnei = W−1n A
〈
wn(i), 0, 0, . . .
〉 → Xei, and
W−1n BWnei = W−1n B
〈
wn(i), 0, 0, . . .
〉 → Yei,
as n → ∞ for 1 i  m and i = k. Therefore,W−1n AWn(m) → X(m) andW−1n BWn(m) → Y(m), as n →
∞; and we also have W−1n AWn(m, j) → X(m, j) and W−1n BWn(m, j) → Y(m, j). Then by making the ﬁrst
two sequences act on the vectors in {[Wn(m)]−1wn(k) : n M} we conclude that the sequences
{W−1A 〈wn(k), 0, 0, . . .
〉 : n M} and {W−1B 〈wn(k), 0, 0, . . .
〉 : n M}
have convergent subsequences, the ﬁrst converging to X(m) = ∑mi=1 αiXei, and the second converging
to Y(m) = ∑mi=1 αiYei. But we saw above, with i = k, that
W−1n A
〈
wn(k), 0, 0, . . .
〉 → Xek , and
W−1n B
〈
wn(k), 0, 0, . . .
〉 → Yek
as n → ∞. Therefore, Xek =
∑m
i=1 αiXei and Yek =
∑m
i=1 αiYei. Since r  m + 1 k  d, from (1) it fol-
lows that Xek = 0, and therefore αi = 0 for 1 i  r. Now Yek =
∑m
i=r+1 αiYei. But this equality cannot
hold because from (2) {Yer+1, . . . ,Yed} is a linearly independent set of vectors. This completes the proof
of Lemma 2(a).
For part (b) we use W−1n AWn(m, j) → X(m, j) and W−1n BWn(m, j) → Y(m, j), which were proved
above. Then by making these sequences act on the vectors of {[Wn(m, j)]−1wn(j) : n ∈ J} we conclude
that each of the vector sequences {W−1A〈wn(j), 0, 0, . . .〉 : n M} and {W−1B〈wn(j), 0, 0, . . .〉 : n M}
have a convergent subsequence, the ﬁrst converging to
X(m, j) =
j−1∑
i=1
βiXei + βjXek +
m∑
i=j+1
βiXei,
and the second converging to
Y(m, j) =
j−1∑
i=1
βiYei + βjYek +
m∑
i=j+1
βiYei.
But from (4) and (5) we have
W−1n A
〈
wn(j), 0, 0, . . .
〉 → Xej and W−1n B
〈
wn(j), 0, 0, . . .
〉 → Yej
1876 J. Barría / Linear Algebra and its Applications 432 (2010) 1873–1877
as n → ∞. Therefore, Xej =
∑j−1
i=1 βiXei + βjXek +
∑m
i=j+1 βiXei, and Yej =
∑j−1
i=1 βiYei + βjYek +∑m
i=j+1 βiYei. Since Xek = 0, the equation for Xej becomes Xej =
∑j−1
i=1 βiXei +
∑m
i=j+1 βiXei. From (1) we
conclude that r + 1 j  m, thereforeXej = 0; hence
∑r
i=1 βiXei = 0,which implies thatβi = 0 for 1
i  r. Now the equation for Yej becomes Yej =
∑j−1
i=r+1 βiYei + βjYek +
∑m
i=j+1 βiYei. Since r + 1 j  m
andm + 1 k  d, from (2) the vectors Yer+1, . . . ,Yem,Yek are linearly independent, and therefore the
last vector equality cannot hold. This completes the proof of Lemma 2(b). 
3. Completion of the proof of the theorem
First we review Cramer’s Rule. Let C be anm × m invertible matrix with column vectors c1, . . . , cm.
Then for a given vector d the ith component of C−1d is equal to det Ci(d)
det C
, where Ci(d) is the matrix
obtained fromC by substitutingd for the column ci, anddet denotes determinant. FromLemma2(a) the
sequence {[Wn(m)]−1wn(k) : n M} has no bounded subsequence. Then one of the components of the
vectors in the sequence gives a sequence of scalarswhich is unbounded. Let us say that this unbounded
component has index i1, 1 i1  m. By Cramer’s Rule the i1th component of [Wn(m)]−1wn(k) is equal
to det Wn(m,i1)
det Wn(m)
. Then we conclude that there is an inﬁnite set N1 of positive integers such that
(a1) Wn(m, i1) is invertible for n ∈ N1, and (b1) lim
n∈N1
det Wn(m)
det Wn(m, i1)
= 0.
From Lemma 2(b) the sequence {[Wn(m, i1)]−1wn(i1) : n ∈ N1} has no bounded subsequence.
We repeat the above argument with this new sequence and conclude that there exists an index i2,
1 i2  m, such that the i2th component of the sequence is unbounded. Since i1th component of
[Wn(m, i1)]−1wn(i1) is equal to detWn(m)detWn(m,i1) , from (b1) we conclude that i2 /= i1. Note that the i2th com-
ponent of [Wn(m, i1)]−1wn(i1) is equal to − detWn(m,i2)detWn(m,i1) , and since this sequence (n ∈ N1) is unbounded,
it follows that there is an inﬁnite subset N2 of N1 such that
(a2) Wn(m, i2) is invertible for n ∈ N2, and (b2) lim
n∈N2
detWn(m, i1)
detWn(m, i2)
= 0.
Now by Lemma 2(b) the sequence {[Wn(m, i2)]−1wn(i2) : n ∈ N2} has no bounded subsequence. The
argument above can be repeated with this new sequence. More generally, let us assume that for some
j(1 j  m − 1) we have distinct indices i1, i2, . . . , ij , and inﬁnite sets N1 ⊃ N2 ⊃ · · · ⊃ Nj , satisfying
the following conditions for each p(2 p j):
(ap) Wn(m, ip) is invertible for n ∈ Np, and (bp) lim
n∈Np
detWn(m, ip−1)
detWn(m, ip)
= 0.
Now we show that there is an index ij+1 in {1, 2, . . . ,m} \ {i1, i2, . . . , ij} and an inﬁnite subset Nj+1
of Nj such that the corresponding assertions (aj+1) and (bj+1) also hold. Indeed, from (aj) we have
that Wn(m, ij) is invertible for n ∈ Nj . Then by Lemma 2(b) the sequence {[Wn(m, ij)]−1wn(ij) : n ∈
Nj} has no bounded subsequence. Note that for l /= ij the lth component of [Wn(m, ij)]−1wn(ij) is
equal to − detWn(m,l)
detWn(m,ij)
. Now from (bp), with 2 p j − 1, this lth component converges to zero for
l ∈ {i1, i2, . . . , ij−1}. For l = ij , the l-th component of [Wn(m, ij)]−1wn(ij) is equal to detWn(m)detWn(m,ij) , and
from (bp), with 1 p j, this lth component also converges to zero. Therefore, the lth component of
[Wn(m, ij)]−1wn(ij) converges to zero for every l in {i1, i2, . . . , ij}. Since {[Wn(m, ij)]−1wn(ij) : n ∈ Nj} has
no bounded subsequence, it follows that some component is not bounded; let us denote the index of
this component by ij+1. Then ij+1 /= ip for 1 p j. As we saw above, the component of index ij+1 is
equal to − detWn(m,ij+1)
detWn(m,ij)
. Since this sequence (n ∈ Nj) is unbounded, there is an inﬁnite subset Nj+1 of Nj
such that the assertions (ap) and (bp) hold for p = j + 1.
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Hence, the recursive argument proves that (ap) and (bp) hold for 1 p m. Now for p = m we
have
(am) Wn(m, im) is invertible for n ∈ Nm, and (bm) lim
n∈Nm
detWn(m, im−1)
detWn(m, im)
= 0.
From Lemma 2(b) we conclude that {[Wn(m, im)]−1wn(im) : n ∈ Nm} has no bounded subsequence.
This is a contradiction because we will show below that the sequence of vectors actually converges to
zero. Indeed, the lth component of [Wn(m, im]−1wn(im), is equal to − detWn(m,l)detWn(m,im) if l /= im, and equal to
detWn(m)
detWn(m,im)
if l = im. Then the conditions (b1), (b2), . . . , (bm) imply that each of the components of the
vectors [Wn(m, im)]−1wn(im), (n ∈ Nm) converges to zero. Hence, the sequence {[Wn(m, im)]−1wn(im) :
n ∈ Nm} is bounded, andwe have reached a contradiction. Therefore, the initial assumption d  m + 1,
stated in the preliminaries, is false, and the proof of the theorem is complete.
Remark. If A and B are ﬁnite rank operators and (X ,Y) ∈ S(A,B), then in addition to the condition given
by the theorem, it is also necessary that X ∈ S(A) and Y ∈ S(B). On the other hand, it is easy to see that
S(A,A) consists of all pairs (X ,X) such that X ∈ S(A). Therefore, the necessary conditions listed above
are far from characterizing the set S(A,B) for an arbitrary pair (A,B) of ﬁnite rank operators.
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