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This paper presents the results obtained with the XFlow solver for the Fifth Drag
Prediction Workshop. The discontinuous Galerkin nite element method is used for the
spatial discretization of the Reynolds-Averaged Navier-Stokes (RANS) equations with a
modied version of the Spalart-Allmaras (SA) turbulence model. Drag convergence is
sought via mesh adaptation driven by an adjoint-weighted residual method. We present
results for the drag polar of the NACA 0012 airfoil under subsonic ow conditions and for
the Common Research Model (CRM) wing-body geometry under transonic ow conditions
and xed lift. The angle-of-attack that yields the desired lift is obtained via a Newton solve
and a lift adjoint. We discuss how this lift constraint adds an additional term to the drag
error estimate.
I. Introduction
The presence of Computational Fluid Dynamics (CFD) tools in the engineering environment has steadily
increased in the past few decades. With the evolution of algorithms and the substantial enhancement of
computational power, CFD tools now provide the ability to explore new congurations and test ow condi-
tions that may be otherwise dicult to produce experimentally. As the range of applications becomes wider
and the number of simulations increases, requirements of high-accuracy and robustness present challenges
for the CFD development community.1
One application of CFD that demands high-accuracy is drag prediction of a large transport aircraft. The
reason being that seemingly small variations in drag signicantly impact the aircraft’s payload.2,3 Aerody-
namic ow over an aircraft, as for many other cases, exhibits features with unknown spatial distribution,
and the range of the features’ length scales can easily span six orders of magnitude. Furthermore, ows can
exhibit singularities that pose additional challenges for the prediction of drag and other outputs. The trivial
solution to these problems is to globally rene the mesh. However, this strategy is generally inecient due
to very large grid sizes required to appropriately resolve the relevant ow features and to accurately predict
the scalars of engineering interest.
The American Institute of Aeronautics and Astronautics (AIAA) organizes drag and lift prediction work-
shops (DPW and HLPW) with the purpose of assessing the capability of state-of-the-art computational
methods and turbulence modeling for predicting forces and moments on relevant geometries in the aeronau-
tical industry. In these workshops, starting meshes are generated based on industry’s best practices and
mesh independence is generally sought via uniform renement studies. Nevertheless, the spread of results
can be signicant.4{7
Mesh adaptation methods present an attractive alternative for accurate calculations on aordable grid
sizes. These methods rely on the denition of an adaptive indicator which localizes the regions of the
computational domain that need mesh modication through renement, coarsening, or node movement. An
eective indicator is obtained through adjoint-based error estimation methods, which have already been
demonstrated for many complex problems, including those in aerospace applications.8 The goal of these
methods is to provide condence measures in the form of error bars for scalar outputs of engineering interest.
In addition, one can use the error contributions of dierent elements or volumes of the computational mesh
as an adaptive indicator that specically targets errors in the outputs of interest.9{14
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Another important aspect of ecient output prediction is the ability to produce high-order approxi-
mations of the solution where smooth features { both in the primal and in the adjoint solutions { are
present. One high-order method that gained popularity in aerodynamic applications is the discontinuous
Galerkin (DG) method. Arguably, its popularity is due to its suitability to both unstructured meshes and to
convection-dominated problems. In addition, DG’s nite element formulation naturally embeds both output
error estimation and the ability to handle meshes with hanging nodes. It is precisely these characteristics
that this work builds upon.
The structure of this paper is as follows. Section II describes the ow solver and the discretization
method. Section III outlines the output error estimation process that drives the mesh adaptation described
in Section IV. Results are presented in Section V and conclusions and future work are discussed in Section VI.
II. Solver Description
The XFlow code is a high-order discontinuous Galerkin (DG) nite element solver for general equation
sets with MPI-based, distributed-memory parallel capabilities. XFlow serves as a platform for development
in research areas such as error estimation, mesh adaptation, and solver algorithms.15{17 In the case of this
work, the equations are the Reynolds-Averaged Navier-Stokes (RANS) equations with a modied version of
the Spalart-Allmaras (SA) turbulence model.
The RANS-SA equations are written in their compact, conservative form as
@tus + @iCis(u)  @iDis(u) = Ss(u); (1)
where Cis and Dis are the convective and diusive uxes respectively, Ss is the SA source term, i 2 [1; ::;dim]
indexes the spatial dimensions, and s indexes the equations of conservation of mass, momentum, energy, and
turbulent viscosity. Accordingly, the state vector is denoted by u = [; vi; E; ~]
T , where  is the density,
vi are the spatial components of the velocity, E is the specic total energy, and ~ is the working variable for
the SA model.
The discontinuous Galerkin (DG) spatial discretization of the ow equations approximates the solution
in a space VH;p of piecewise polynomials of degree p with local support on each element H 2 TH , where
TH is the set of elements resulting from a subdivision of the spatial domain. The resulting weak form reads:
@t(u
H;p;wH;p) + R(uH;p;wH;p) = 0 wH;p 2 VH;p; (2)
where (; ) denotes an inner product and R(uH;p;wH;p) is a weighted residual statement that includes source,
convective, and diusive terms.
The Riemann ux involved in the convective term is approximated with Roe’s18 solver in which the SA
working variable, ~, is transported as a conserved scalar. The diusion term is discretized using the second
form of Bassi & Rebay19 (BR2) and the SA source term is discretized according to Allmaras and Oliver’s20
modications to the original SA model.21 These modications ensure stability of the model at negative ~
and they are specically suited for discontinuous Galerkin discretizations.
The discrete system is obtained by expanding the components the state uH;p and the weight functions





where U is the discrete state, R is the discrete residual operator and M is the block diagonal mass matrix
that corresponds to the volume integral of basis function products on each element in the mesh.
We use the Constrained Pseudo-Transient Continuation (CPTC)22 method for marching Eqn. 3 in time.
This method incorporates physical realizability constraints in the solution path, and thus it improves the
robustness of the DG solver.
A. Scaling of the SA Discrete Equation
Most practical cases in the aeronautical industry are in the Reynolds number regime of 106 ! 107. In
this regime, the SA working variable, ~, typically spans several orders of magnitude. Therefore, it is also






























































where (~)0 is the scaled conserved variable that is stored and evolved by the solver, SA is a user-prescribed
scaling factor, and 1 is the freestream dynamic viscosity. Essentially, we are non-dimensionalizing ~ by a
factor larger than the physical viscosity.
To exemplify the eect of SA, we show in Figure 1 the residual history for two ows at Re = 6:5 106,
one subsonic and one transonic. For each case, three scaling factors are used, SA = 1; 100; 1000. Note
that SA signicantly aects the convergence history. Specically, the larger values of SA ameliorate the
secondary transient observed in RANS computations using DG.23





















(a) RAE2822 - M1 = 0:3, Re = 6:5 106,  = 2:31.





















(b) RAE2822 - M1 = 0:734, Re = 6:5 106,  = 2:79.
Figure 1. Residual convergence using p = 1 for dierent ~ scaling factors (SA).
The drag and lift coecients (CD and CL respectively) for both ow conditions are shown in Table 1
and Table 2. As expected, the scaling factor has virtually no eect on the results. However, it makes the
conserved variables closer in magnitude which, in turn, helps implicit time integration methods.
Table 1. RAE2822 - M1 = 0:3; Re = 6:5 106;  = 2:31 { Comparison of force coecients and maximum values
of x-momentum and SA working variable for dierent scaling factors.
Quantity SA = 1 SA = 100 SA = 1000
CD 0:0122 0:0122 0:0122
CL 0:4507 0:4507 0:4506
(vx)max 1:25182 1:25182 1:25192
(~)0max 1:03775 103 1:03775 101 1:03783
Table 2. RAE2822 - M1 = 0:734; Re = 6:5  106;  = 2:79 { Comparison of force coecients and maximum
values of x-momentum and SA working variable for dierent scaling factors.
Quantity SA = 1 SA = 100 SA = 1000
CD 0:0198 0:0198 0:0198
CL 0:7334 0:7334 0:7334
(vx)max 1:11808 1:11808 1:11811
(~)0max 1:64361 103 1:64362 101 1:64378
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Frequently in the aeronautical industry, CFD simulations are conducted under trimmed conditions, meaning,
under xed, user-dened values of certain outputs { typically lift or pitching moment. This means that certain
boundary condition parameters, e.g. angle of attack, depend on outputs computed from the ow solution.






R(α, U) = 0






Ψ = − ∂J
∂U
Compute
δR = R(α + δα, U)
Update
α ⇐ α + (J − Jtarget)δα
ΨT δR
Figure 2. Adjoint-based boundary-condition parameter correction, here shown for the angle of attack, .
The feedback loop used in this work is illustrated in Figure 2, where Jtarget is the target value of the
output for which the parameter, , is trimmed. The cycle starts by solving the ow equations using an
initial guess for . Then, J is computed and checked against Jtarget under a trimming tolerance, "tol. Until
this tolerance is met,  is corrected using Newton’s method for which the sensitivity of J with respect to
 is needed. This sensitivity is computed via an inner product between an adjoint for J and a residual
perturbation R resultant from a perturbation in . This residual perturbation is computed by evaluating
the residual with the boundary condition perturbed by a small user-dened . In this work,  is one
thousandth of a radian.
In cases where the target value for the output is not achievable or the initial guess is bad, the cycle
in Figure 2 may not converge. In those cases, a contingency plan is needed, e.g., a maximum number of
iterations is assigned or the cycle is restarted with a better initial guess. In the output-based adaptation
framework presented in this work, the boundary conditions are only trimmed if the error estimate for J is
smaller than its trimming tolerance, "tol.
III. Output Error Estimation
Output-based error estimation techniques identify all areas of the domain that are important for the
accurate prediction of an engineering output. The resulting estimates properly account for error propagation
eects that are inherent to hyperbolic problems, and they can be used to ascribe condence levels to outputs
or to drive adaptation. A key component of output error estimation is the solution of an adjoint equation for
the output of interest. In a continuous setting, an adjoint,  2 V, is a Green’s function that relates residual
source perturbations to a scalar output of interest, J(u), where u 2 V denotes the state, and where V is
an appropriate function space. Specically, given a variational formulation of a partial dierential equation:
determine u 2 V such that
R(u;w) = 0; 8w 2 V; (5)
the adjoint  2 V is the sensitivity of J to an innitesimal source term added to the left-hand side of the
original PDE.  satises a linear equation,
R0[u](w; ) + J 0[u](w) = 0; 8w 2 V; (6)
where the primes denote Frechet linearization with respect to the arguments in square brackets. Details on
the derivation of the adjoint equation can be found in many sources, including the review in Ref.8 Specically,
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in the present work we employ the discrete adjoint method, in which the system is derived systematically
from the discretized primal system.24,25
An adjoint solution can be used to estimate the numerical error in the corresponding output of inter-
est. The resulting adjoint-weighted residual method is based on the observation that a solution uH;p in a
nite-dimensional approximation space VH;p, polynomials of order p on a subdivision TH of the domain
into elements H , will generally not satisfy the original PDE. The adjoint  2 V translates the residual
perturbation to an output perturbation via,
J = J(uH;p)  J(u)   R(uH;p; ): (7)
This expression is based on a linear analysis, and hence for nonlinear problems and nite-size perturba-
tions, the result is approximate.
Although the continuous solution u is not required directly, the continuous adjoint  must be approxi-
mated to make the error estimate in Eqn. 7 computable. In practice,  h;p
+
is solved approximately or exactly
on a ner nite-dimensional space Vh;p+  VH;p.26{28 This ner space can be obtained either through mesh
subdivision or approximation order increase20,29,30 { denoted here by changes in the superscript H and p,
respectively.
The adjoint-weighted residual evaluation in Eqn. 7 can be localized to yield an adaptive indicator con-
sisting of the relative contribution of each element to the total output error. In this work, the ner space
is obtained by approximation order increment, VH;p+1  VH;p, and  H;p+1 is approximated by injecting
 H;p into VH;p+1 and applying 5 { unless otherwise noted { element block-Jacobi smoothing iterations. The







H;p); H;p+1   IH;p+1H;p ( H;p)); (8)
where IH;p+1H;p () is an injection operator from p to p + 1 in the coarse mesh TH , and RH corresponds to
the elemental residual as dened in Eqn. 2. Note, the dierence between the coarse-space and ne-space
adjoints is not strictly necessary due to Galerkin orthogonality.8 However, when the primal residual is not
fully-converged to machine precision levels the use of the adjoint perturbation gives better error estimates.
Equation 8 expresses the output error in terms of contributions from each coarse element. A common
approach for obtaining an adaptive indicator is to take the absolute value of the elemental contribution in
Eqn. 8,14,27,31{34
H =
RH (IH;p+1H;p (uH;p); H;p+1   IH;p+1H;p ( H;p)): (9)
With systems of equations, indicators are computed separately for each equation and summed together.
Due to the absolute values, the sum of the indicators,
P
H H , is greater or equal to the original output
error estimate. However, it is not a bound on the actual error because of the approximations made in the
derivation.
A. Drag Error Estimation with Fixed Lift
In a xed-lift run, we directly solve the discrete residual equations and indirectly, via a feedback loop




where L(;U) = CL(;U) CLtarget . Here, we introduce  as an argument in the discrete residual operator
to explicitly denote the parameterization of the free-stream boundary condition.
As we are interested in computing drag with a solution that satises the constraints in Eqn. 10, we form
a Lagrangian by introducing adjoint variables:
L(;U;	R;	L) = D(;U) + 	TRR(;U) + 	CL(;U); (11)
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where D(;U) is the drag function, 	R is the drag adjoint as dened previously and 	C represents the
discrete sensitivity of drag with respect to perturbations in the lift constraint. In the continuum limit, this
would represent the slope of a tangent to the drag polar curve.
We seek variations of the drag function, i.e. a drag error estimate, that satisfy the constraints in Eqn. 10.
This corresponds to setting L = 0 for general perturbation in the input parameters. Taking the variation
of the Lagrangian yields:
L = D + 	TRR| {z }
(a)
+ 	CL| {z }
(b)
= 0; (12)
where \a" is the drag error estimate for xed  described previously,\b" is the inuence of the lift error in
the drag error due to the lift constraint and L is the lift error estimate.





where the sensitivities with respect to  are approximated via an inner product between the drag and lift
adjoints and a residual perturbation due to a perturbation in .
The nal expression for the drag error estimate under a xed-lift constraint is:





where the terms \a" and \b" are respectively approximated using drag and lift adjoints in Eqn. 8. Note that
appropriate sign reversals are required so that Eqn. 14 and Eqn. 8 are compatible.
IV. Mesh Adaptation Mechanics
The elemental adaptive indicator, H , drives a xed-fraction hanging-node adaptation strategy. In this
strategy, which was chosen for simplicity and predictability of the adaptive algorithm, a certain fraction,
fadapt, of the elements with the largest values of H is marked for renement. Marked elements are rened
according to discrete options which correspond to subdividing the element in dierent directions or increasing
the approximation order. For quadrilaterals, the discrete options are: x-renement, y-renement, and xy-
renement, as depicted in Figure 3. Although the option of modifying the local polynomial approximation
order is possible in this framework,17 we consider only h-adaptation. The directions x and y refer to
reference-space coordinates of elements that can be arbitrarily oriented and curved in physical space. Also,
the subelements created through renement inherit the approximation order from the original element. In
three dimensions a hexahedron can be rened in seven ways: three single-plane cuts, three double-plane










Figure 3. Quadrilateral h-renement options. The dashed lines indicate the neighbors of the rened element.
In this work, h-renement is performed in an element’s reference space by employing the coarse element’s
reference-to-global coordinate mapping in calculating the rened element’s geometry node coordinates. The
rened elements inherit the same geometry approximation order and quadrature rules as the parent coarse
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element. As a result, there is no loss of element quality when a nonlinear mapping is used to t the element
to a curved geometry. Therefore, curved elements near a boundary can be eciently rened to capture
boundary layers in viscous ow. For simplicity of implementation, the initial mesh is assumed to capture
the geometry suciently well, through a high enough order of geometry interpolation on curved boundaries,
such that no additional geometry information is used throughout the renements. That is, renement of
elements on the geometry boundary does not change the geometry. We note that for highly-anisotropic
meshes, curved elements may be required away from the boundary, and for simplicity we use meshes with
curved elements throughout the domain.
Note that elements created in a hanging-node renement can be marked for h-renement again in sub-
sequent adaptation iterations. In this case, neighbors will be cut to keep one level of renement dierence
between adjacent cells. This is illustrated in Figure 4.
Figure 4. Hanging-node adaptation for a quadrilateral mesh, with a maximum of one level of renement
separating two elements. The shaded element on the left is marked for isotropic renement, and the dashed
lines on the right indicate the additional new edges formed.
A. Merit Function
The choice of a particular renement option is made locally in each element agged for renement. This






where b and c respectively correspond to measures of the benet and the computational cost of the renement
option indexed by i. These measures depend on the method used for solving the ow equations and they
should be tailored for each specic solver.
During calculation of the merit function, local mesh and data structures are created, one for each element,
that include the agged element and its rst-level neighbors along with the corresponding primal and adjoint
states. In these local structures, the central element is rened in turn according to each of the discrete options.
On the rened local mesh, the merit function is computed and the renement option with the largest value
of m(i) is chosen.
Since we seeking the most ecient way of locally rening an element amongst the available options, it
is important that the cost and benet measures in Eqn. 15 are accurate but tractable representations of
the computational expense and gain in accuracy respectively. In Refs. [17, 22], we discuss these aspects at
length.
In an output-based mesh adaptation cycle, the steady-state residual is driven to zero at each adaptive
step. Therefore, mesh modication on the element level can be interpreted as a local residual perturbation.
Since an adjoint solution represents the sensitivity of an output with respect to a residual perturbation, we





where Rh()j is a discrete residual component in the embedded element, T(i) is a matrix that transfers the
discrete primal and adjoint states to the local meshes for each renement i, and 	 is the discrete coarse-space
adjoint solution. Note that the adjoint variables act as positive weights for each of the perturbations.
In this work, most of the computational time is spent in the GMRES algorithm used to solve the linear
systems that arise at each step of the pseudo-transient continuation method. These systems are sparse,
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hence we approximate the number of oating point operations in applying GMRES by the number of non-








where p denotes the polynomial approximation order and Niface(i) is the number of internal faces due
to renement option i. The rst term in Eqn. 17 accounts for the self-blocks of the residual Jacobian
matrix corresponding to each of the subelements. The second term corresponds to the dependence of the
subelements’ residual on the neighboring states.
V. Results
A. NACA 0012, M1 = 0:15; Re = 6 106, Drag Polar
This case is one of the NASA’s Turbulence Modeling Resource cases.35 The purpose of this case is to
validate the modications made to the SA model. As suggested by NASA’s Turbulence Modeling Resource,
the domain’s outer boundary is located 500 chord-lengths away from the airfoil. We consider eight angles of
attack in the drag polar:  = 0, 2, 4, 6, 8, 10, 12, and 15. For each angle of attack, an initial quartic
mesh is generated by agglomerating 16 quadrilaterals from a linear mesh. The linear meshes are generated
so that the cells downstream from the airfoil are approximately aligned with the wake. Figure 5 shows an
example of an initial quartic mesh.
Figure 5. NACA 0012, M1 = 0:15; Re = 6 106, drag polar: Initial mesh for  = 10 (720 quartic elements).
The polynomial order is p = 2 and the discretized SA equation is scaled by SA = 1000. The adaptation
is driven by drag error with fadapt = 10% and the residual norm is reduced by 8 orders of magnitude at each
adaptive step. To simplify our analyses, we limit the number of the adaptive steps to 6 for all the angles
and measure the error level of the nal result. Figure 6 shows the drag convergence for three representative
angles of attack. The largest nal error estimate over all the angles of attack is approximately 3 drag counts
( 3%) in the  = 15 case.
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(a)  = 0. (b)  = 10.
(c)  = 15.
Figure 6. NACA 0012, M1 = 0:15; Re = 6 106, drag polar: drag convergence for three angles of attack; solid
lines: drag values; dashed lines: drag corrected by its error estimate; shading: magnitude of the sum of error
indicators.

















(a) Lift coecient versus angle of attack.
















XFlow + error estimate
(b) Drag polar
Figure 7. NACA 0012, M1 = 0:15; Re = 6 106, drag polar: comparison with experimental data.
Figure 7 compares our adaptive results with Ladson’s experimental data36 and with results computed
with CFL3D37 on a ne, 897 257 element, structured grid.35 The experimental data consists of three sets
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of wind tunnel runs with varying roughness of carborundum strips to force transition to turbulence at the
5% position along the chord. This reduces transition eects and allows for a more adequate comparison with
fully turbulent simulations.
In spite of the adaptation being driven by drag error, the lift values in Figure 7(a) are in close agreement
with the experimental data. Our computed drag values are within 3% dierence with respect to CFL3D’s
results which is within the spread of 4% in the CFD results with the SA model presented in Ref. [35].
With respect to the experimental values in Figure 7(b), the simulations show slightly larger drag values.
We attribute these dierences to the turbulence model and possibly to experimental measurement precision
as the adjoint-based error estimation and adaptation only targets, and provides an error estimate for, the
discretization error.
(a) 6th drag-adapted mesh and SA-working variable contours. (b) 6th drag-adapted x-momentum adjoint solution for drag.
Figure 8. NACA 0012, M1 = 0:15; Re = 6  106, drag polar: nal mesh, ~ contours, and drag adjoint for
 = 10.
The adjoint solution oers insight on regions of the computational domain where discretization errors
aect the output of interest. Figure 8(b) shows the x-momentum drag-adjoint solution for the  = 10 case.
The most notable feature of this adjoint solution is the stagnation streamline which, in the inviscid limit, is
a weak inverse-square-root singularity.38 This sharp variation of the adjoint is reected in the adapted mesh
in Figure 8(a).
Other features that are important for accurate prediction of drag are the boundary layer, the upper ow
acceleration region, the trailing edge, and the wake. These regions are also frequently targeted for renement
as they present large magnitudes of the adjoint variables.
B. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5 106
This case consists of transonic, turbulent ow over NASA’s Common Research Model.39 This wing-body
geometry mimics a modern passenger aircraft and its purpose is to establish a reference for testing com-
putational tools for simulation and design. This case is considered very challenging for discontinuous nite
element methods and certain aspects of the results presented here could lead to additional investigations in
the future.
The cubic mesh used in this case was generated via agglomeration of linear cells. The initial linear mesh
was generated with the tradeo of being coarse to use in our adaptation routine but ne-enough to represent
the geometry adequately. Figure 9 shows the linear and the agglomerated meshes. The o-wall spacing in
the agglomerated mesh is such that y+  100, based on a at-plate correlation for the coecient of friction
and with the Reynolds number based on the mean aerodynamic chord (ReMAC = 5 106).
The discretized SA equation is scaled by SA = 100 and a slightly modied version
22 of Persson and
Peraire’s40 element-wise constant viscosity shock-capturing scheme is included in the residual operator. The
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(a) Linear mesh used for agglomeration (1218375 elements). (b) Cubic mesh generated via agglomeration (45125 elements).
Figure 9. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5  106: linear and agglomerated cubic
meshes.
convergence criterion is a residual-norm reduction of 8 orders of magnitude from its initial value.
We consider anisotropic h-adaptation at xed p = 1 with fadapt = 10%. Converging the initial solution for
this problem is dicult. The physicality-constrained solver with line-search and the mRDM CFL strategy22 is
used for the rst primal solve. In addition, one step of mesh adaptation based on the physicality constraints41
is taken to help the solver to converge. In subsequent solves, converging the residual is signicantly easier.
The output used for adaptation is the total drag at a xed lift. That is, at each primal solve, the angle
of attack is trimmed so that the coecient of lift is CLtarget = 0:5  0:001. The method for trimming  is
described in Section B.
Due to lack of spatial resolution in the initial mesh, the ow separates (Figure 11(a)) before the lift
requirement is achieved. The solution in the initial mesh is nearly unsteady which makes the adjoint problem
very ill-conditioned and, consequently, causes the error-estimates to be very large as shown in Figures 12(a)
and 12(b). In this situation, the lift requirement is relaxed and the adaptive process proceeds. This decision
is not yet automated and is one of the aspects of this problem that could benet from further research.
After the rst drag-based adaptation step, the ow eld is signicantly dierent (Figure 11(b)). The
supersonic region is larger and no visible ow separation is present. The lift requirement is now satised and
the error estimates for lift and drag are signicantly smaller (Figure 12).
The Mach number contours shown in Figure 11 do not present large dierences after the second adaptation
step. Also, the areas targeted for adaptation are similar to the regions observed in the DPW III - W1 case
presented in Ref. [17]. These regions are: the stagnation streamline, the sonic transition, the shock-boundary-
layer interaction, and the wake.
Figure 10 compares the pressure coecient at two span locations with the corresponding experimental
dataa.42 Note that the initial result is very far from the experiments. However, after one adaptation step
the pressure distribution is much closer to the experimental data and as the adaptation progresses, the shock
prole becomes sharper and the changes in pressure distribution become smaller.
Figure 12 shows the convergence history for drag, lift, and pitching moment. Note that our results for
pitching moment are within the range of data submitted to the workshop, while the drag values are above the
range of results from the workshop. However, it is worth emphasizing that the nest solution presented here
has a factor of 5 to 10 fewer degrees of freedom than the mid-range meshes used in the uniform renement
studies in DPW-V.
aExperimental data was digitized from the 5th Drag Prediction Workshop summary presentation.
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(b) Pressure coecient at 50:24% of the reference span.
Figure 10. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5  106: comparison of pressure
coecient with experimental data.
1. High-Order Mesh and Geometric Irregularities
The mesh agglomeration algorithm used in this work receives as input a linear, multi-block, mesh where
each block has a number of nodes that satises the following law:
Nnode = (q Ni + 1)  (q Nj + 1)  (q Nk + 1); (18)
where q is the desired polynomial order for the geometry representation and [Ni; Nj ; Nk] are the number
of q-th order elements in the [i; j; k] directions. Note that with the above rule for the number of nodes,
geometric irregularities of order g  q, on the agglomerated mesh, can only exist at element borders. The
relevance of this observation is that the block boundaries in the linear mesh should coincide with the geometric
irregularities of order g  q in the source geometry. A mitigation to this problem is to generate locally ner
meshes or to put block boundaries close to geometric irregularities. However, this is not always possible or
easy to achieve.
The irregularities identied on the CRM geometry are: wing trailing edge, wing-fairing junction, cockpit-
nose-cone junction, and fairing-body junction. In the case of our block topology for the initial mesh, a block
boundary is not aligned with the aft portion of the fairing-body junction (Figure 13). This causes oscillations
in the geometry of the agglomerated mesh that aect the computed drag and the robustness of the error
estimates. In general, the slightly wavy geometry where g  q is a possible source of larger drag in our
results (Figure 12(a)), as the geometry is held xed throughout the adaptation.
VI. Conclusions and Ongoing Work
We demonstrated the use of an adaptive discontinuous nite element method to predict drag. The two-
dimensional results show that adjoint-based adaptation quickly { after six adaptation steps { reduces the
discretization error to acceptable levels and allows for a separation between errors in drag due to discretization
and inaccuracies in the turbulence modeling and/or in the experimentation.
The drag prediction results for the CRM geometry show that adjoint-based mesh adaptation can signif-
icantly save degrees of freedom in comparison to uniform renement methods. The variational formulation
of the discontinuous Galerkin method allows for straightforward output error estimation. In the 2D results,
the drag error estimates provide a better correction for the output than in the CRM results. This is related
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(a) Initial mesh ( = 2:8). (b) 1st drag-adapted mesh ( = 2:675).
(c) 2nd drag-adapted mesh ( = 2:465). (d) 3rd drag-adapted mesh ( = 2:37).
(e) 4th drag-adapted mesh ( = 2:2665). (f) 5th drag-adapted mesh ( = 2:1598).
Figure 11. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5  106: slice at 37% of the span (428
inches).
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(a) Drag convergence; dashed line: drag corrected by its error
estimate; red shaded region is delimited by sum of drag error
indicator over the elements.
(b) Lift history; red shaded region is delimited by sum of the
lift error indicator over the elements.
(c) Pitching moment history.
Figure 12. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5 106: drag, lift, and pitching moment
for the sequence of adapted meshes; gray shaded region: range of data submitted to DPW-V.
(a) Pressure contours on nal adapted mesh. (b) Waviness on fairing-body junction.
Figure 13. CRM - wing-body geometry, M1 = 0:85; CL = 0:5; ReMAC = 5  106: waviness on fairing-body
junction.
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to the robustness of the ne-space approximation of the adjoint solution in the CRM case. Investigating this
issue is ongoing work.
Another challenge is managing geometric irregularities as oscillations may occur in the high-order geom-
etry representation. A way to address this problem is to adapt the surface elements of the initial mesh based
on the integrated distance between the high-order elements’ solid boundaries and the source geometry and
to re-project the new nodes created in this adaptation onto the source geometry. This allows for explicit
control over the geometry representation error with the caveat that we need to ensure volume positivity of
the curved elements at the boundary. The development of this algorithm is ongoing work.
The xed-lift constraint adds an extra term in the drag error estimate. This suggests that the adaptation
should be driven by both drag and lift error. The results presented here were obtained before this realization
and we intend to evaluate the impact of combining lift and drag in the adaptive results.
Finally, three-dimensional RANS simulations using discontinuous nite elements is still very challenging
both in terms of robustness and in terms of computational expense. The results, however, are very promising
and further research in these topics will certainly be benecial to aerodynamic performance prediction.
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