ABSTRACT To improve the performance of the synchronization in OFDM systems in the presence of interference, a new synchronization algorithm based on scrambling sequence is proposed in this paper, which redesigns the training sequence with the constant amplitude zero auto-correlation (CAZAC) sequence and an extra scrambling operation. Compared with the traditional scrambling sequence-based algorithm, the simulations carried out both in AWGN and COST 207 4-path rural area (RA) channel show that the proposed synchronization algorithm can still maintain the sharper correlation peak, and achieve accurate symbol timing estimation and carrier frequency offset (CFO) estimation in the interference environment, with a lower out-of-band energy of the spectrum due to a new scrambling sequence. Furthermore, owing to the particularity of the component elements from the scrambling sequence, a low complexity implementation structure is presented here to realize the correlation function of the proposed algorithm with fewer hardware resources.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM), with the advantage of easy realization and high spectrum efficiency, can strongly combat multi-path, so it has become a key technology in various high-speed broadband communication systems. The synchronization is a basic problem that all communication systems need to solve, which directly affects the transmission performance of the entire communication system. Thus in order to guarantee the orthogonality between sub-carriers, OFDM system has a high requirement for the accuracy of synchronization. Generally, synchronization tasks consist of symbol timing synchronization, carrier frequency synchronization and sampling clock synchronization. Moreover, the synchronization algorithm further falls into three categories: training sequence based synchronization algorithm, cyclic prefix (CP) based synchronization algorithm and blind synchronization algorithm. Because of its short acquisition time of the starting point, moderate computational complexity and high synchronization accuracy, the algorithm based on training sequence is often adopted into
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Up till now, lots of typical synchronization algorithms based on training sequence, usually using the correlation properties of training sequence with repetitive structure, have been proposed in OFDM systems to complete symbol timing and carrier synchronization (Schmidle, Minn, Park) [1] - [4] . The training sequence utilized in these algorithms is generated by using pseudo-noise (PN) sequence in every second or fourth sub-carriers in frequency domain, which is unsuitable for non-continuous (NC)-OFDM systems because part of sub-carries is deactivated. In [5] , a training sequence formed due to the random deactivated sub-carries in frequency domain was proposed in NC-OFDM, which reduces the sidelobes in the timing metric. However, the peak to average power ratio (PAPR) of these training sequence is too large while a great number of sub-carriers is activated in the system. As part of family of constant amplitude zero autocorrelation (CAZAC) sequence, zadoff-chu sequence is proposed in OFDM systems to form the training sequence due to the characteristic of constant envelop and cross-correlation [6] .
Nevertheless, the performance of above stated algorithms will be seriously deteriorated in the presence of narrow-band interference (NBI), which cannot meet the requirement of data transmission in environment with strong interference. In recent years, a lot of relevant literatures are proposed to overcome this problem [7] - [10] , which analyze the cause and put forward some solutions. In [7] , it investigated the influence on metric function of a multi-carrier system affected by narrow-band interference, meanwhile, derived the missing and false detection probability of the training sequence. However, any solution was not given in this article. In [8] , a synchronization algorithm was presented to suppress the effects of NBI on the synchronization in OFDM systems, but with the simultaneous increase in complexity and spectrum leakage. Later, an algorithm based on scrambling sequence (−1) n was applied in [10] to combat the interference and good result was obtained. However, the scrambling sequence (−1) n will result in the spectrum spreading and enlarge the out-ofband energy of the spectrum, which is difficult to be adopted in the actual communication systems where filters are used to avoid the adjacent channel interference.
Therefore, this paper does further study and proposes a new anti-interference synchronization algorithm based on CAZAC sequence as an improved scheme in literature [10] , which redesigns the training sequence with an extra scrambling operation. Due to the good properties of CAZAC sequence and the new scrambling sequence, the proposed algorithm can not only obtain a more steady synchronization performance and lower PAPR in the presence of interference, but also be implemented with a low complexity structure. The following parts of this paper are structured as follows: section II and section III respectively introduce the signal model used in this paper and review the existing synchronization algorithm. In section IV, the structure of the training sequence of the proposed algorithm is firstly presented, and the effects including synchronization performance and spectrum leakage on the training sequence of the scrambling operation are investigated simultaneously, which explains the reason why we choose this new scrambling sequence and design a low complexity implementation structure for it. In the end, we conclude the whole paper in section V.
II. SIGNAL MODEL
In this paper, an OFDM system with N sub-carriers is considered. The sampled OFDM symbol is formed by transmitted data through inverse fast Fourier transform (IFFT), which can be expressed as
where X [k] represents the transmitted data on the kth subcarrier, and T s represents the sampling time of OFDM symbol. When N is large enough, x [n] can be considered as a zero-mean complex Gaussian variable with variance
Under the condition of ideal sampling clock synchronization between the transmitter and receiver, the received signal after passing the multi-path fading channel is given by [6] 
where δ is the symbol timing offset (STO) normalized by sampling period, ε is the carrier frequency offset (CFO) normalized by the subcarrier spacing f sub , and the carrier frequency offset is usually divided into integer frequency offset ε i and fractional frequency offset ε f , thus it can be defined as ε = ε i + ε f = f f sub . And w[n] denotes zeromean additive white Gaussian noise with variance σ 2 w , hence the average SNR of system is σ 2 s σ 2 w . In addition, y[n] is the convolution of channel impulse response and transmitted signal, which can be written as
where L is the number of the paths, and h[l] is the channel impulse response (CIR) of lth path. The aim of the synchronization is to estimate the STO δ and CFO ε, and reduce the effect of inter symbol interference (ISI) and inter carrier interference (ICI) on OFDM systems by means of offset compensation.
III. EXISTING SYNCHRONIZATION ALGORITHM
Using the training sequence with the characteristic of excellent auto-correlation and cross-correlation, the synchronization algorithm in OFDM system can obtain accurate timing and frequency estimation. As shown in Fig. 1 , the training sequence of the traditional algorithm, composed of two identical parts in the time domain, is generated by transmitting pseudo random sequence on the even sub-carriers in the frequency domain, which can be denoted as
where c[2k] denotes the pseudo random sequence formed by the binary data through constellation mapping. This training sequence with the repetitive structure can be utilized to find the start point through a metric function which is defined 
where
The estimation of symbol timing offset can be derived from
where n denotes the index of the first sampling point in sliding correlation window, P[n] is the correlation function of the received training sequence r [n] . In general, in order to decrease the computational complexity, the function can be realized by the iteration form of the following formula (9), which reflects the idea of sliding accumulation in the actual implementation. Hence, only one complex multiplier and two adders are needed here.
Then, the carrier frequency offset can be acquired from the correlation function at the correct starting pointn, as shown in formula (10),ε
where angle(·) stands for the phase function whose range is (−π, +π].
IV. PROPOSED SYNCHRONIZATION ALGORITHM
In this section, we propose a new anti-interference synchronization algorithm which improves the one in literature [10] . Then, the anti-interference performance and complexity of the algorithm are analyzed. Finally, the simulation via the computer is presented for verifying the effectiveness of the proposed algorithm.
A. STRUCTURE OF TRAINING SEQUENCE
The structure of the training sequence proposed in this paper is illustrated in Fig. 2 , in time domain, it is composed of four parts with repetitive structure, each of which is N 1 in length. Part A is generated by the CAZAC sequence through N 1 -point FIGURE 2. Structure of training sequence.
IFFT defined in (1), a CAZAC sequence with length of N c can be represented as
where M is a positive integer which is relative-prime to N c , and the properties of CAZAC are
and
where C is a constant value. Then this CAZAC sequence will be inserted into valid subcarriers and transformed into part A in the time domain. The transformation does not change the properties of CAZAC, so the first three parts of proposed training sequence have an excellent characteristic of auto-correlation and crosscorrelation, meanwhile remaining a low PAPR in OFDM systems. And the last part S(A) can be obtained by means of multiplying the part A with the corresponding scrambling sequence, which can be written as
where S[k] represents the scrambling sequence whose length is equal to part A, and its structure will be shown in the following subsection. Like the traditional algorithm, the peak value of the correlation function can be used to evaluate the timing and frequency offset because of the auto-correlation property of the training sequence, but an additional descrambling operation on the received sequence is needed in the proposed algorithm. So the metric function in this algorithm can be expressed as
where P (n) represents the correlation function without normalization which is composed of three parts, given by
and R (n) denotes the energy of received training sequence, written as
Moreover, an square root operation is added here to decrease the difference of the normalized correlation peak value under different SNR conditions, which makes the detection threshold easier to select and improves the detection probability of the correlation peak.
In addition, since the repeat part of the training sequence has the fixed phase difference of φ = −2π εN c N , in which N c is the number of the delayed samples and N is the number of FFT. The frequency offset can be acquired through the phase of the correlation peak value after timing estimation,
where N c = (−N 1 + 2N 1 + 3N 1 ). From the above expression, the range and precision of frequency offset estimation are related to the length of sequence N 1 , hence we can adjust the required range of the frequency offset estimation by setting the length N 1 .
B. ANALYSIS OF ANTI-INTERFERENCE PERFORMANCE
Considering the narrow-band interference in channel, the received training sequence is represented as [10] 
where M is the total number of the interference. I m = I m e jφ m , f m and φ m respectively denote the amplitude, normalized frequency and initial phase of the mth interference. We assume that CIR is invariable in one OFDM symbol and
= 1, therefore the SIR of system is expressed as
For sake of simplicity, in the absence of the noise and channel response, since M = 1, the correlation function at the correct starting point is described as
where N 1 is the length of sequence and S[l] represents the scrambling sequence. Under the assumption that x [n] and I e j2πfn / N are non-coherent, the middle term of (29) can be eliminated after accumulation, so we can see that the accumulation of the product, gotten from the scrambling sequence and interference power, determines the degree to which it affects the correlation function. When the accumulation of the scrambling sequence is near to zero in the correlation window, the value of the second term in the above formula will decrease, namely the impact of interference on the correlation function will degrade greatly, which enables the proposed algorithm obtaining a maximum value at the correct starting point like traditional algorithms. It can be expressed as
C. SCRAMBLING SEQUENCE To sum up, scrambling sequences play a vital role in the antiinterference performance of the algorithm based on the training sequence. Here, two kinds of scrambling sequences which meet the above requirements will be discussed in this subsection, one of which is
, where the value of M is 2 n , it represents the repetition period of the training sequence. For example, when M = 2, the elements will be arranged periodically in the order {+1, −1} to form the training sequence {e j2πk / 2 }, which is used in [10] as the scrambling sequence, and the elements in the order {+1, +j,−1, −j} constitute the sequence {e j2π k / 4 } when M = 4. Another scrambling sequence is m sequence, one of the widely known binary PN sequence, which has a good property of auto-correlation and cross-correlation. In each period of m sequence, the number of elements '-1' almost equals that of elements '1'. So it is widely applied to spread spectrum and scramble signals in digital communication systems.
Obviously, these two kinds of scrambling sequences satisfy the basic condition that the accumulation of the sequence is near to zero in the correlation window. However, due to the great auto-correlation property of m sequence, when descrambling the received training sequence with m sequence, we cannot get the max value of the correlation function, until m sequence is aligned with the scrambling part of the training sequence in the correlation window. In comparison with sequence
, m sequence, regarded as the scrambling sequence at the transmitter, can enlarge the difference of the correlation value between the correct point and its adjacent points, and allow the results of the correlation function to appear in an impulselike shape. This will make it easier for the subsequent peak detection, to provide a basis for improving the accuracy of timing estimation.
On the other hand, in practical systems, filters are adopted to prevent the transmitted signal from affecting other communication systems. Therefore, in order to meet the demands of application, it is necessary to consider the influence of scrambling operation on the spectrum of the training sequence. However, when scrambling the original sequence A by the sequence
, we can find that the product factor e j2πk / M will change the spectrum of the original sequence, which can be written as
where A(e j ) denotes the spectrum of the original sequence A through direct time Fourier transform (DTFT), which is a periodic function of the frequency variable with period 2π . After the multiplication in the time domain by the product factor e j2πk / M , the spectrum of S(A) A(e j( −2π / M ) ) will be shifted to 1 M period compared with that of original sequence A(e j ), which results in the spectrum spreading of the training sequence [A-AAS(A)]in varying degrees. The spectrum of the training sequence, obtained by multiplying the original sequence with the scrambling sequence{e j2πk / M , M = 2} and {e j2πk / M , M = 4}, is illustrated in Fig. 3 . From the figure, we can see that spectrum leakage indeed occur in the spectrum of the training sequence when considering sequence
}as the scrambling sequence, leading to the increased out-of-band energy of the spectrum. Hence when the training sequence pass through the filter, the spreading is unacceptable in the practical communication systems and will deteriorate the performance of synchronization and anti-interference.
Besides that, when scrambling the original sequence A by the m sequence, we can discover that the duration period of one element from m sequence will affect the spectrum of training sequence S(A) as well. Considering a m sequence with duration period T c , the auto-correlation function can be described as where p is the length of the m sequence, and the power spectral density of the m sequence can be expressed as
where sin c(x) = sin x x. When the original sequence A is scrambled by this m sequence, the power spectral density of S(A) can be written as
Thus from the above formula, we can find that the spectrum bandwidth of S(A) is 2 T c , which is inversely proportional to the duration period of one element T c . That is to say, the longer an element of the m sequence lasts, the narrower frequency spectrum of m sequence is, then the spectrum of original sequence scrambled by this m sequence will become narrower, which leads to much higher concentration of energy in the valid frequency band of the spectrum and a lower degree of spectrum spreading. Fig. 4 shows the spectrum of the training sequence which is acquired by m sequence with different duration period, where M1 represents the m sequence whose length is 128 sampling points, and M2 represents a 128 points sequence generated by repeating 8 times for each point of m sequence whose length is 16 points. From the figure we can find that spectrum leakage also appears in the spectrum. But in comparison with the m sequence M1 whose duration period is T s , most of energy still exist in the valid frequency band of the spectrum when scrambling the m sequence M2 whose duration period is 8T s with original sequence A, and the influence on the performance of synchronization through the filter will be weakened greatly.
Above all, in conclusion of the anti-interference performance and practical application requirements, m sequence regarded as the scrambling sequence in the interference environment will give a better result in synchronization. Therefore, the low complexity structure of the algorithm which uses m sequence as the scrambling sequence will be proposed in the next subsection.
D. ANALYSIS OF COMPLEXITY
The synchronization algorithms in OFDM systems always evaluate the estimation of the timing and frequency offset by means of the delay correlation value of the repetitive sequence, so the design of the computing unit using the delay correlation function is the key to realize the synchronization algorithm. Now the implementation structure of the synchronization algorithm based on delay correlation has been presented in some literature, and the complexity is discussed simultaneously. As the pairs of products of correlation function between two adjacent samples (P [n] and P [n − 1]) are almost the same, the traditional algorithm discussed in section II can be computed by a iteration form at low cost, which reflects the idea of sliding accumulation in the actual implementation. However, the hardware cost of the delay correlation function proposed in this paper will increase due to the addition of the scrambling operation (m sequence), which enlarges the different sum of the pairs of products between adjacent samples and makes the traditional sliding accumulation method unsuitable for the hardware implementation. Hence this subsection will focus on discussing the implementation structure of this computing unit.
By analyzing the formula (17), we can find that the operations of descrambling and multiplication with the delayed training sequence can be processed out of order, and end up with the same result of the correlation function. Besides that, apart from one product delay, the pairs of products between two adjacent samples are almost the same before descrambling. Hence we can firstly complete the multiplication process and then delay the pairs of products for different latency, which prepares for the descrambling process at the next step. Moreover, due to the particularity of the component elements from scrambling sequence, the process of descrambling can be implemented with reverse operation instead of multipliers, so as to decrease the consumption of the hardware resource. The parallel implementation structure of the delayed correlation function (P 1,n ) is illustrated in the Fig. 5 . To improve the time efficiency, a pipeline design is utilized in the structure, which is mainly divided into three parts: the left-most dotted box in Fig. 5 is the multiplication module of the received training sequence and its delayed sequence, the middle is the descrambling module, and the right-most one is the accumulator and output module. Besides that, a control unit and a delay unit (z −n ) are applied in the structure to generate the enable signal CE of the input registers D, realizing n data-delayed input for each channel. The signal Capture, as the capture signal of the accumulator registers, is generated by a counter whose mode is the same as the length of sequence N 1 and used to capture the sum of each accumulator.
Firstly the received data will arrive at the delay multiplication module in time order, which can complete the data multiplication of the received sequence and its delayed sequence, only by a complex multiplier and a delay unit (z −N 1 ). Then in order to realize the pipeline structure, the products from the multiplication then fall into N 1 channel and get into the second module for parallel processing, in which the input data of each channel is controlled by the enable signal CE delayed by different latency. When the corresponding enable signal CE is high level, the D register of each channel will write the input data into the next module for descrambling, which can be accomplished through a data selector MUX. As the control port of data selector, the scrambling sequence determines whether or not the data is reversed at this moment, where '-1' indicates reversing while '+1' does not. Finally, the accumulator module in the third part implements the data accumulating and storing after descrambling through an adder and a register, and the signal Capture will capture the output of the accumulator register when the counter reaches N 1 . Therefore, each accumulator in this structure will in turn outputs the result of the delayed correlation function after entering the required data, and the nth accumulator register D will be reset when the output process of accumulation in nth channel is complete, so that a new round of accumulation can be started.
With the decreasing of multipliers, this structure brings a lower hardware cost to compute the correlation function. For the training sequence with the length of N 1 , only one complex multiplier and N 1 adders are needed to realize one part of the delayed correlation function shown in the formula (16), and entire delayed correlation function (P 1,n s , P 2,n s and P 3,n s ) is accomplished just by 3N 1 adders and 5 complex multipliers, two of which are used for the multiplication of three parts in the formula (16).
V. SIMULATION RESULTS
In order to verify the validity of the analysis, by multiplying the original sequence with different scrambling sequences, the influence on correlation function of the training sequence is compared in the AWGN channel with SNR=5dB for different SIR conditions. The parameters of simulation are listed in table I. Considering a training sequence with the parameter N=512, and according to the required range of the frequency offset in project, the length of the sequence is set to N 1 = 128. The simulation results are shown in Fig. 6 . In order to facilitate the observation, the correct starting point has been moved to zero, around which the correlation value of 200 samples is draw in the Fig. 6 . It is clear to see that the correlation value of the surrounding samples decreases rapidly in the presence of interference, and the correlation peak of the training sequence scrambled by m sequence is shaper than that scrambled by
Moreover, with the increase of the narrow-band interference, the value of the sub-peaks will rise at the same time, but still much lower than the peak value and weakly affects the detection of the start point. Hence the proposed training sequence will reduce the search area for the peak value and increase the acquisition probability of the correct point, so as to obtain a stable performance and provide the foundation for the frequency estimation. In addition, a narrow-band interference with SIR=-10dB and a random frequency in the range of [0, N −1] are added to compare the timing and frequency estimation performance of the proposed algorithm to the traditional algorithms (Park and Minn) under AWGN channel and COST 207 4-path RA channel, and for each SNR condition 10000 iterations are simulated by computer, which is illustrated in Fig. 7 and Fig. 8 .
In the figures, M=4, M=2 and m sequence represent the training sequence scrambled by three different scrambling sequence respectively. It is obvious that the synchronization algorithm based on scrambling sequence, especially m sequence, has a better performance of the timing and frequency estimation in both AWGN and multi-path channel when facing the strong interference. Compared with Minn's and Park's method, the algorithm, using m sequence as the scrambling sequence, shows lower timing MSE and frequency NMSE. When SNR is more than -7dB, the MSE of this algorithm decreases more quickly than that of algorithm using the sequence {e j2πk / M , M = 2} in AWGN scenario [10] , meanwhile, still maintaining 10 0 ∼ 10 1 MSE in 4-path RA channel when SNR is more than -1dB, which results in a good timing synchronization performance. And from the frequency estimation graph in Fig. 8 , it can also be seen that the algorithm using m sequence provides a better effect on frequency offset estimation, especially in the COST 207 4-path RA channel.
VI. CONCLUSION
A new anti-interference synchronization algorithm based on training sequence is presented in this paper, which reduces the impact of the narrow-band interference on the synchronization performance with the help of scrambling sequence. The simulation results in the strong interference environment show that the algorithm using m sequence as the scrambling sequence can achieve a better synchronization performance than existing algorithms (Minn and Park) and fulfill a lower spectrum leakage than the conventional anti-interference synchronization algorithm. Moreover, with the specialty of the component elements from scrambling sequence, a low complexity implementation structure of the correlation function is designed here. This structure can complete the timing symbol and frequency offset estimation with less hardware consumption, and has a significant guidance for the application of this algorithm.
