Abstract. This paper is concerned with the stabilisation of linear time-delay systems by tuning a finite number of parameters. Such problems typically arise in the design of fixed-order controllers. As time-delay systems exhibit an infinite amount of characteristic roots, a full assignment of the spectrum is impossible. However, if the system is stabilisable for the given parameter set, stability can in principle always be achieved through minimising the real part of the rightmost characteristic root, or spectral abscissa, in function of the parameters to be tuned. In general, the spectral abscissa is a nonsmooth and nonconvex function, precluding the use of standard optimisation methods. Instead, we use a recently developed bundle gradient optimisation algorithm which has already been successfully applied to fixed-order controller design problems for systems of ordinary differential equations. In dealing with systems of time-delay type, we extend the use of this algorithm to infinite-dimensional systems. This is realised by combining the optimisation method with advanced numerical algorithms to efficiently and accurately compute the rightmost characteristic roots of such time-delay systems. Furthermore, the optimisation procedure is adapted, enabling it to perform a local stabilisation of a nonlinear time-delay system along a branch of steady state solutions. We illustrate the use of the algorithm by presenting results for some numerical examples.
Introduction
Time delays arise naturally in a wide range of scientific domains. Think of finite transmission times in telecommunication, transportation lags in chemical or biological processes and feedback delays in controlled industrial processes. They can also be introduced in a more artificial fashion, e.g. when approximating systems with distributed parameters by low-order delay models. See [14] for more examples. Because the inclusion of time delays may have a large impact on the behaviour and stability of a system, it is important to take them into account in mathematical models. This can be crucial to obtain a qualitatively accurate understanding of the system under consideration. The drawback is that by introducing time delays to a system model, its complexity is heavily increased.
We consider time-delay systems of the form
A j (p) x(t − τ j ), (1.1) where x(t) ∈ R n is the vector of state variables, A j ∈ R n×n , j = 0, . . . , m are the system matrices which smoothly depend on the parameters p ∈ R np , and τ j 0, j = 0, . . . , m are the fixed delays, with τ 0 = 0. The stability properties of the steady state solution x ≡ 0 of (1.1) are determined by the characteristic roots λ, which are defined as the solutions to the nonlinear characteristic equation A system is asymptotically stable if all characteristic roots belong to the open left half plane. In general, the system (1.1) bears an infinite number of characteristic roots and a full placement of all characteristic roots is therefore impossible, since the number of free parameters is finite. However, the number of characteristic roots in any right half-plane, i.e. with (λ) r for r ∈ R, is finite. The stabilisation problem can consequently be interpreted as the problem of finding parameter values p for which the spectral abscissa function α, defined by
is strictly negative. This approach, as followed in this paper, consists of directly solving the following optimisation problem: min
The system is stabilisable if either α(p) is unbounded below, or if (1.5) has a strictly negative solution. In the latter case, the parameters in which this solution is reached, result in an "optimal spectrum", whose characteristic roots are pushed to the left as far as possible in the complex plane and for which the trajectories follow a maximal asymptotic decay rate to the steady state. Note that, from a pure stabilisation point of view, it is not necessary to exactly compute this global minimum, since it suffices to halt the minimisation procedure as soon as parameters are found for which α(p) < 0. Because the spectral abscissa is a nonsmooth function, standard optimisation methods cannot be used to solve (1.5) . Instead, we use a so-called bundle gradient method, specifically the gradient sampling algorithm [6] , an optimisation method that is able to find local minima of general nonsmooth, nonconvex objective functions. In [5] , this algorithm was successfully used to find stabilising low-order static output feedback controllers and recently, it was included in HIFOO [7] , a matlab package for fixed-order controller design and H ∞ -optimisation. In general, these applications can be viewed as finite-dimensional eigenvalue optimisation problems where the number of controller parameters is much smaller than the number of eigenvalues to be controlled. The stabilisation of time-delay systems, being of infinite nature, can consequently be regarded as an extension of the application range of this algorithm to an infinite-dimensional setting.
An alternative approach for the stabilisation of time-delay systems is the class of so-called Lyapunov based methods, where stabilisability conditions and the resulting controller are typically expressed by the solvability of algebraic Riccati equations or by the feasibility of linear matrix inequalities. A drawback of these methods is that, by imposing a special structure on the Lyapunov functional, conservatism is typically induced, in the sense that the resulting stabilisability conditions are sufficient but not necessary. Other possible approaches include algebraic methods (for instance where the delay system is viewed as a system over a ring), methods based on a spectral decomposition (where a finite number of unstable roots is shifted while keeping the others fixed) and methods based on prediction (where a delay-free model is used as a predictor for the system with delay).
These methods typically result in an infinite-dimensional controller, and they are in fact not fit to solve fixedorder stabilisation problems. See [12, 18, 19] for more on the stabilisation of systems with delays.
The structure of this paper is as follows. Section 2 contains preliminaries on time-delay systems. In Section 3, we examine the optimisation method used to minimise the spectral abscissa α(p). Section 4 outlines the numerical procedures to compute the rightmost, stability-determining characteristic roots, enabling the evaluation of α(p) and its gradient. Finally, in Section 5, three examples illustrate our implementation.
Preliminaries on time-delay systems
Some background material on time-delay system of the form (1.1) is presented, based on the monographs [9] and [13] . As the dependence on the model parameters p is not explicitly dealt with in this section, it is suppressed in the notations.
Let τ max be the maximal delay of the system (1.1). Contrary to a system of ordinary differential equations, a continuous function on an interval of length τ max is needed as a starting condition to fully specify the initial value problem of a time-delay system. The function segment which determines the evolution starting from time t, is called the state at t and is denoted by
It belongs to the function space
the function space of all continuous functions mapping the interval [−τ max , 0] into R n and equipped with the supremum norm. Denote by S(t), for t 0, the solution operator (or time-integration operator ) which maps an initial state at time zero onto the corresponding state at time t, i.e.
S(t)x
Since S(t), for t ≥ 0, is a strongly continuous semi-group, one can define a corresponding infinitesimal generator A. This operator, which can be loosely considered as the right-hand derivative of S(t) at zero, is defined by
and where x belongs to the domain
This allows to rewrite the time-delay system (1.1) in the form
In summary, the equation (1.1) can be reformulated over the function space C([−τ max , 0], R n ), both as the mapping (2.1), involving the operator S(t), and as the ordinary differential equation (2.2), involving the operator A.
The spectrum of A solely consists of eigenvalues of finite multiplicity. These eigenvalues are the characteristic roots λ, i.e. the solutions of (1.2). For λ ∈ σ(A), the corresponding eigenfunction is given by
3)
It is important to remark that v is a finite-dimensional vector although A is an infinite-dimensional operator. The spectra of A and S(t) are related by
, then e λt is an eigenvalue of S(t) with eigenfunction (2.3). As a consequence, the characteristic roots λ can be obtained by solving either the finite-dimensional nonlinear eigenvalue problem (2.4), or by solving the eigenvalue problem for the infinite-dimensional linear operators A or S(t), for fixed t.
Nonsmooth, nonconvex optimisation
In Section 3.1, we will first examine some properties of the function α(p), as defined in (1.4) , that make it such a difficult function to optimise. Then, in Section 3.2, we will look at a particular optimisation method that is able to find local minima for nonsmooth optimisation problems, namely the gradient sampling algorithm.
The spectral abscissa function
A first important property of the spectral abscissa α(p) regarding its optimisation is that it is nonconvex, and therefore may have many local minima. Consider, as a constructed example, the system
where p is the variable parameter and is a small, fixed value. Figure 1 shows the real part of the rightmost characteristic roots versus p for = 0.1 (left) and = 0.01 (right). It is clear that for this example the spectral abscissa has several local minima. Moreover, by taking sufficiently small, one can even make the number of minima arbitrarily large, since the function α(p)/ converges uniformly on a compact interval to − 1 2 p sin(p) if tends to zero. It is clear that with such behaviour the global minimum will be very hard to find, and most optimisation algorithms will converge to a local minimum, without being able to give any guarantee about whether or not this is also the global minimum.
But even if we are satisfied with finding a local minimum, standard optimisation algorithms will still fail, because the spectral abscissa α(p) is also a nonsmooth function. Indeed, despite the fact that isolated characteristic roots behave smoothly with respect to changes of the parameters, the spectral abscissa does not. The reason for this is the presence of the maximum operator appearing in (1.4). Indeed, if for certain parameter values there is more than one active characteristic root, i.e. several characteristic roots satisfy (λ) = α(p), it is easy to see that at this point the function α(p) is most likely not differentiable.
A special case of characteristic roots having the same real part are those which have an algebraic multiplicity larger than the geometric multiplicity. When this occurs, α(p) is typically non-Lipschitz even, and thus certainly nondifferentiable. This is for example the case at parameter values where a complex pair of characteristic roots is about to split up into two real characteristic roots, or vice versa.
As another example, consider the one-dimensional system x (t) = px(t), which yields the spectral abscissa
Here, α(p) indeed exhibits a non-Lipschitz point at p = 0, corresponding to a triple characteristic root λ = 0. The parameter value that yields this triple root is also the minimiser of the spectral abscissa function. This is actually not a coincidence, as it is a common observation that the solution of a fixed-order stabilisation problem will have a characteristic root with higher multiplicity (see, for instance, [8] ). For ordinary differential equation systems, the number of characteristic roots with the same real part (coinciding or not) can of course by no means be larger than the dimension of the system. Typical for the delay case is that, since the number of characteristic roots is infinite, the number of active characteristic roots and even their multiplicity can be larger than the system's dimension. This is for example illustrated in [16] .
A problem with characteristic roots of higher multiplicity is that they are very sensitive with respect to small changes to the parameters or to the system's definition. This means that a tiny error in the system model may in practice lead to a huge increase of the spectral abscissa or may even result in the loss of stability. Thus, although (1.5) provides an optimal stability with regard to the spectral abscissa, its solution is often accompanied by a very poor robustness in terms of stability against perturbations. From a practical viewpoint, it is therefore not desirable to achieve the exact minimum of (1.4), and a rough approximation to it is mostly satisfactory. This point could then for example be used as a starting value for a robust stabilisation process, in which another objective, measuring the robustness of the system, is optimised. See [5, 16] for a more elaborate explanation of this two-stage approach which is not pursued in this paper.
The gradient sampling algorithm
For practical nonsmooth functions, such as the spectral abscissa, nondifferentiable points will in general only occur on a set with measure zero, meaning that such functions are in fact differentiable almost everywhere. Indeed, for randomly selected parameter values p, the gradient of α(p) exists with probability one.
It is this property that is exploited by the gradient sampling algorithm, an optimisation method recently developed by Burke, Lewis and Overton. It employs a sampling technique to construct a gradient bundle, which is used in finding a local minimum of a nonsmooth objective function. Its basic steps are given in Algorithm 1.
Algorithm 1. The gradient sampling algorithm
Input: A function φ (continuous and differentiable almost everywhere), ∇φ when it exists.
Step 0: Initialise a starting value p 0 arbitrarily.
Step 1: Compute the nonsmooth steepest descent direction at p k , using a gradient sampling technique.
if the norm of this direction is very small, then stop (succeed).
Step 2: Perform a line search along the direction computed in the previous step to determine a step size that has a lower function value.
Step 3: if Step 2 succeeded, update p k to p k+1 and go back to Step 1, else stop (fail).
Essentially, the outline is exactly the same as the classical steepest descent method, except that a special search direction is used, namely the nonsmooth steepest descent direction. This direction is defined as where · , · is the standard Euclidian inner product, and ∂ c φ(p k ) denotes the Clarke subdifferential (or generalised gradient) at p k , given by
Here, "conv" denotes the convex hull and N is any full-measure subset of a neighbourhood around p k containing differentiable points. The Clarke subdifferential is thus the set containing all (Clarke) subgradients and the nonsmooth steepest descent direction is opposite to the vector for which the minimum of the inner products with the subgradients is maximal. Note that (3.3) can be equivalently defined as the negative of the vector with smallest norm in the Clarke subdifferential, i.e.
Let us now have a closer look at the behaviour of the nonsmooth steepest descent direction by studying several cases that can occur, in order to explain why it is so useful in the gradient sampling algorithm. In Figures 2  and 3 , some typical contour lines of a nonsmooth function are depicted, depending on the configuration of the intersection of smooth manifolds. The dashed vectors represent the negative gradients of these different manifolds in a certain nondifferentiable point, and their convex hull can be considered as the "negative" of the Clarke subdifferential. A full vector denotes the nonsmooth steepest descent direction. As can be seen in the left frame of Figure 2 , the nonsmooth steepest descent direction lies exactly along the negative gradient when there is no nonsmoothness (the two vectors are drawn slightly shifted for visibility reasons). The middle and right frame show configurations where two, respectively three, manifolds meet, but without their gradients being in conflict. In both cases, the line of nonsmooth points will simply be traversed and the descent can continue on the lowest manifold without difficulty.
In the left frame of Figure 3 , another situation occurs. Here, two manifolds come together forming a kind of ridge. A standard optimisation algorithm such as the steepest descent method will jump back and forth across this ridge, taking smaller and smaller steps, and eventually become jammed.
The gradient sampling algorithm, using the nonsmooth steepest descent direction, will behave quite differently. According to definitions (3.3)-(3.5), the nonsmooth steepest descent vector is in this case tangent to the ridge, as it results in an equal decrease of the two intersecting manifolds. Indeed, it is easily seen that precisely along this direction the maximal descent of the overall objective function is achieved.
In the remaining two frames of Figure 3 , two possible configurations for a local nonsmooth minimum are depicted. In such a point, no direction can be found that would achieve a descent and both definitions (3.3) and (3.5) yield the zero vector accordingly. It is indeed observed in these frames that the convex hull closure of the Clarke subdifferential of a local nonsmooth minimum contains the zero vector. This is why such points are so-called Clarke stationary points. Figure 4 shows the evolution path of the gradient sampling algorithm on a typical nonsmooth objective function, as compared to the behaviour of the classical steepest descent algorithm. It is seen that the latter, denoted with a dashed line, indeed strands upon reaching a ridge of nonsmooth points, whereas the full line representing the gradient sampling algorithm, is able to proceed towards the nonsmooth local minimum by following the nonsmooth steepest descent direction.
The nonsmooth steepest descent direction has to be determined in the gradient sampling algorithm (Step 1) outlined before. Because it is in practice difficult to compute this vector exactly, an approximation is constructed using the following computational procedure, whose main steps are as follows Algorithm 2. Approximation of the nonsmooth steepest descent direction
Step 1: Sample a number of gradients in a small neighbourhood around the current point.
Step 2: Collect these gradients into a bundle, serving as an approximation for the Clarke subdifferential.
Step 3: Compute the vector with smallest norm out of this bundle by solving a small quadratic program.
Suppose the current iteration point is p k . Next to the gradient ∇φ(p k ), additional gradients are computed in a number of random points sampled in a small neighbourhood around p k . This neighbourhood is typically chosen to be the ball with centre at p k and radius , where is some small number. If one of the sampled points should happen to be nondifferentiable, it is simply neglected and re-sampled. Along with the gradient in p k , these sampled gradients are then regarded as a bundle of gradients and it was shown in [4] that the closure of the convex hull of this bundle serves as a good approximation to the Clarke subdifferential, as long as a sufficiently large amount of samples is taken. The final direction for the line search is then taken as the negative of the vector out of this convex hull that has the smallest norm. This vector can easily be computed by solving a quadratic program. The fact that the norm of the nonsmooth steepest descent is in theory exactly zero in a nonsmooth local minimum is used as an indication to decide when to stop the gradient sampling algorithm. In particular, if the norm of the computed search direction is smaller than a threshold value, this point is assumed to be a local minimum. An important factor regarding the accuracy of this approximate minimum is the sampling radius that was used in the computation of the nonsmooth steepest descent. Because it is very hard to determine an appropriate value for this beforehand, the gradient sampling algorithm is usually conducted several times, beginning with a relatively large , and repeatedly using a smaller sampling radius, each time starting off at the endpoint of the previous run. For more practical implementation aspects of the gradient sampling algorithm, and a convergence proof, we refer the reader to [6] .
In summary, the gradient sampling procedure can find local minima of a nonsmooth function, under the assumption that it is differentiable almost everywhere. The amount of work this requires is influenced by the number of iterations the algorithm needs to reach a minimum. This factor is not only problem dependent, but can even differ from run to run, because the samples are taken randomly. However, this indeterminism usually has little impact on the total time. The number of optimisation parameters n p affects the number of samples one should take in each iteration to ensure a good approximation of the nonsmooth steepest descent direction, and thus the total number of function evaluations. Practice has proven that the double is a safe choice. The number of state variables n, i.e. the system dimension, is important for the time needed to compute a function evaluation. Because time-delay systems are regarded, instead of ordinary differential equations, the cost of such a function evaluation will turn out to be the dominant calculation task. How this is done exactly in our application is explained in the next section.
Evaluation of objective function and gradient
We now go back to the stabilisation of the time-delay system (1.1). As seen in the previous section, we can use the gradient sampling algorithm if we have a procedure at our disposal that is capable of evaluating the objective function of the minimisation problem (1.5), i.e. the spectral abscissa α, on the one hand, and its gradient, ∇α, on the other hand. First, Section 4.1 discusses how the rightmost characteristic roots of the system (1.1) can be accurately computed, which is needed to determine the spectral abscissa α. Next, Section 4.2 presents how the computation of the gradient ∇α is performed. Section 4.3 extends these procedures to the case of a nonlinear time-delay system. In each of these sections, we also estimate the time complexity of the computational procedure.
Computing the right-most characteristic roots of a time-delay system
There are several numerical techniques to compute the rightmost characteristic roots. For reasons of numerical stability, working directly with the determinant in formula (1.2) is to be avoided. Instead, one usually searches for pairs (λ, v) of a characteristic root λ and corresponding eigenvector v ∈ R n of the nonlinear eigenvalue problem (2.4). Systems of equations such as (2.4) can be solved efficiently and accurately by using Newton's method because (2.4) is finite-dimensional, albeit nonlinear. However, Newton's method only works if good initial guesses for the solutions (λ, v) are available. These can be found by solving an approximate linear eigenvalue problem. In a next step, these approximations are corrected by using Newton's method. We now describe these two steps in more detail.
In the first step, we consider alternatives to (2.4), specifically the operator eigenvalue problems presented in Section 2. The discretisation of the infinite-dimensional operators A and S(t) yields approximating linear eigenvalue problems. Both approaches were studied in the literature: see [2, 3, 21] for the infinitesimal generator approach and see [1, 11, 23] for the solution operator approach.
In our implementation, we use the solution operator approach and approximate the eigenvalues μ = e λh of the solution operator S(h) over a time step h. We follow [11, 23] and discretise this operator into a matrix using a k-step linear multistep method combined with Lagrange interpolation to evaluate the delayed terms. For a more detailed description of our implementation, see [23] . The latter reference also explains the use of special-purpose linear multistep methods that aim at increasing the efficiency while maintaining the accuracy.
In the second step, Newton's method is used to correct the computed characteristic roots up to a desired accuracy. Hence the final accuracy is not affected by the discretisation error in the first step. The discretisation method should only return good starting values for Newton's method. Whether a starting value is good enough to allow for Newton's method to converge is in general problem-dependent. The above procedure has proved to be efficient and accurate for real-life problems, as will be shown in Section 5.
By its definition, the spectral abscissa can easily be obtained by letting the algorithm select the characteristic root with largest real part. If there is a complex conjugate pair of rightmost characteristic roots, then the one with positive imaginary part is selected. In case there is a tie between several (pairs of) characteristic roots, we allow the algorithm to arbitrarily pick one, since the optimisation method, using its sampling strategy, does not rely on exactly which characteristic root is chosen.
The time complexity of this procedure is dominated by the first step, i.e. the solution of an approximate linear eigenvalue problem. For this purpose, we employ the robust QR method, whose cost grows cubic in the size of the matrix. The matrix size is proportional to n, the number of state variables, and inversely proportional to the steplength h used in the linear multistep method. Hence, the time complexity of the first step of the procedure is proportional to n 3 /h 3 . In [10] , a heuristic choice of the steplength h is presented which aims at a large h -and thus a low computational cost -for which the approximations to the rightmost characteristic roots are still excellent. This steplength heuristic is improved in [23] for a class of special-purpose linear multistep methods. The time complexity of the second step is of order n 3 , which is negligible w.r.t. the cost of n 3 /h 3 of the first step.
Evaluation of the gradient
A sufficient condition for differentiability of the spectral abscissa is that there is only one active characteristic root (or a complex conjugate pair of roots), or, in other words, that the rightmost characteristic root (or pair) is isolated. For an arbitrary matrix, this is the case almost always.
The gradient ∇α can be computed analytically. Indeed, let u and v be the respective left and right null vector of the matrix Λ(λ ; p), with λ an isolated characteristic root. Denote by the superscript "H" the complex conjugate transpose. Differentiating the equation Λ(λ ; p)v = 0 results, after some calculus, in the following formula for the gradient of α:
However, tests indicate that in general this formula is not always the most robust choice. Alternatively, the gradient ∇α can be approximated by a finite difference formula, as follows. The number of parameters in system (1.1), n p , equals the dimension of the tangent plane at α(p). Thus, this plane can be constructed -or, equivalently, the gradient ∇α(p) -by using values α(p i ) at n p + 1 points p i close to p. In our implementation, the points p i are selected as the n p +1 vertices of a regular polytope in the space of n p free parameters with centre of mass p and radius ε. For our experiments we used ε = 10 −7 . Thus, in principle, one solves n p + 1 independent eigenvalue problems. However, after computing the active characteristic root λ at the centre of the polytope p, the active characteristic roots at the vertices p i can efficiently be computed using Newton's method with starting value λ . Therefore, the additional cost of order n 3 in computing the gradient is negligible w.r.t. the cost of order n 3 /h 3 in solving the approximate linear eigenvalue problem of Section 4.1.
Extension to nonlinear time-delay systems
Up to now, we have considered a linear delay differential system (1.1) and optimised the maximal real part of the characteristic roots (of its zero steady state solution) by varying the system parameters. There are two important differences when considering a nonlinear delay differential system of the form
where f (·) is continuously differentiable. First, the constant x(t) ≡ 0 is in general not a solution of (4.2). Moreover, the existence and uniqueness of steady states for fixed system parameters no longer hold. E.g., if a steady state solution x ≡ x(t) exists for certain system parameters, then a nearby point in the parameter space can have a steady state "close" to x or there can be no steady state at all. Hence, the spectral abscissa α not only depends on the parameters, but also on the considered steady state x . This implies that for fixed parameter values, the spectral abscissa is not uniquely defined. The investigation of branches of solutions of a nonlinear system for varying parameters is called bifurcation analysis, see e.g. [20] .
The second difference is the meaning of the objective function that is optimised. Consider the linearisation of (4.2) about a particular steady state. One can prove that the characteristic roots of this linearisation determine the local stability of the original nonlinear system in a neighbourhood of this steady state. Hence by optimising the spectral abscissa of the linearisation, we optimise the reaction of the system to small perturbations.
The consequences on the computational procedure are the following. Most importantly, the value of the steady state must be corrected after each change in the system's parameters. For this purpose, we employ Newton's method using the previous solution as initial guess. If for the current point the value of α is negative, then the optimisation algorithm will not leave the current branch. Indeed, because the values of α decrease monotonically along the optimisation path, the procedure will never cross a bifurcation point, where at least one characteristic root resides on the imaginary axis and the value of α is either zero or positive. If no stabilising parameters are found on the initial branch, additional branches that exist for the same parameter range should therefore be independently explored.
A second consequence is that since α is also dependent on the steady state x , we have to adapt formula (4.1) by including a term for the partial derivative w.r.t. x . When computing the gradient by using finite differences, the steady state x must be corrected by Newton's method for all vertices p i of the polytope used in the finite difference formula.
Remark that the influence on the computational cost is again of order n 3 and thus marginal compared to the dominant cost of solving the approximate linear eigenvalue problem of Section 4.1.
Numerical examples
Our matlab algorithm uses the implementation of the bundle gradient optimisation algorithm which is detailed in [6] and whose main steps were given in Section 3.2. To compute the objective function and its gradient, we use the procedure presented in Section 4. Figure 5 . Evolution of the spectral abscissa during the optimisation process (left) and resulting spectrum of the stabilised system (5.1) (right).
A third-order feedback controller system
Consider the system 
For p = 0, the spectral abscissa is positive, rendering the open-loop system unstable. This problem stems from a feedback controller problem and its stabilisation by means of the continuous pole placement method served as an illustrative example in [16] . The exact minimiser of α(p) can be computed analytically once it is observed that the minimum is characterised by four coinciding active characteristic roots λ 1..4 = −0.15. This illustrates the fact that spectral abscissa functions coming from a time-delay system can have minima with a characteristic root with a multiplicity larger than the system's dimension. The optimal parameter values are given by p = 0.471 0.504 0.602 . Applying the bundle gradient algorithm yields (nearly) identical numerical values for the optimal parameters, p = 0.472 0.505 0.603 . The monotonic decrease of the spectral abscissa with the iteration number of the optimisation algorithm can be seen on the left in Figure 5 . On the right, the spectrum of characteristic roots at the final iteration point is shown, and we indeed observe the expected quadruple characteristic root at −0.15. The zoomed-in section of this plot reveals that numerically four distinct active characteristic roots are found, due to the ill condition of computing coinciding characteristic roots.
Heat transfer model
In [24] , a water-based heating system is introduced. The equations that model this heat transfer process read as follows:
6) Figure 6 . Evolution of the controller parameters of the heat transfer model on the right, and the spectral abscissa in function of the algorithms iteration number. Table 1 . Parameter values for the water-based heating system (5.2)-(5.6).
where the x-variables denote the temperature measured at different places in the circuit, and the parameter values are listed in Table 1 . The set-point value x h,set (t) is determined by the static state feedback controller
T .
The (uncontrolled) open loop system has an eigenvalue at zero and is consequently not stable. Using the continuous pole placement method, stabilisation was established by Vyhlidal up to a spectral abscissa of α(K) = −0.0413.
After applying the stabilisation method proposed in this paper, a spectrum was reached with a rightmost eigenvalue with real part equal to −0.06977, at gain values K = 0.364 1.30 3.20 4.03 −1.46 . In Figure 6 , the variation of the controller parameters during the nonsmooth optimisation process is shown, and the corresponding evolution of the spectral abscissa is plotted next to it. It is seen that the decrease of α(K) towards its minimum again happens quite fast. When only an approximate value is required, for example as a starting point for robust stabilisation, a hundred iterations already give a satisfactory result.
The system's spectrum for these optimal gain values is plotted in Figure 7 , along with the spectrum of the initial, uncontrolled system.
A semiconductor laser model
We investigate the stabilisation of a system consisting of a delay differential equation coupled to a partial differential equation. The system models a semiconductor laser subject to conventional optical feedback and lateral carrier diffusion [22] . The system in the complex scalar variable E(t), representing the electric field, and real variable N (x, t), representing the carrier density in the interval x ∈ [−0.5, 0.5], reads as
8) Figure 7 . Spectrum of the heat transfer model before (×) and after (+) stabilisation.
where "i" is the imaginary unit and ζ(t) is a weighted average of the carrier density N (x, t), specifically,
The functions P (x) and F (x) are specified in [22] . We split (5.7) into real and imaginary parts in order to work only with real numbers. The symmetry of the spatial domain about x = 0 is exploited by considering only the interval [0, 0.5] and imposing zero Neumann boundary conditions at x = 0, i.e., ∂N (0, t)/∂x = 0. We also use zero Neumann boundary conditions at x = 0.5. The partial differential system (5.7)-(5.8) cannot be treated directly by our method. It is first transformed to a system of differential equations of the form (4.2). For this purpose, we use a standard finite difference discretisation in space, in particular a second order central difference formula with constant stepsize Δx = 0.5/128. Moreover, (5.9) is approximated using the trapezoidal quadrature rule. This transformation gives a time-delay system of size 131 in the unknowns (E(t)), (E(t)) and N (x j , t) for x j := jΔx ∈ [0, 0.5], with j = 0, . . . , 128. Note that this transformation introduces a discretisation error. However, since the characteristic roots determining the linear stability after space discretisation are computed up to a desired accuracy (cf. Sect. 4), the computed right-most characteristic roots correspond to the original system (5.7)-(5.8) if the error of the spatial discretisation is sufficiently small. That is, if the system's properties are captured sufficiently well by the spatial discretisation. The quality of the characteristic roots is confirmed by our experiments using different numbers of mesh intervals in space.
Due to the form of system (5.7)-(5.8), every solution (E, N ) belongs to a family of solutions of the form (cE, N ) where c is an arbitrary complex number on the unit circle, i.e. |c| = 1. It is said that the system is rotationally symmetric in E. The tangent at this continuum of solutions (cE, N ) is the eigenvector corresponding to a characteristic root at zero. This characteristic root at zero would not occur if one particular solution is selected of the continuum of solutions by imposing a so-called pinning condition or phase condition. It can therefore be safely ignored. For this reason, our algorithm removes the computed characteristic root that is zero, up to rounding error, before the active (pair of) characteristic root(s) is selected.
We fix the parameters to the values β = 3, φ = 0, T = 1000 and delay τ = 1000; and we optimise w.r.t. parameters η and d, representing the feedback strength and diffusion coefficient respectively. To increase the numerical stability of the computations, the time variable and the time delay are rescaled by a factor of 1/1000 and the parameters η and d are rescaled by a factor of 1000. Recall that a nonlinear system can have multiple steady state solutions for a given set of parameters, cf. Section 4.3. In this case, it can be shown that for Figure 8 shows the rightmost characteristic roots for the starting point of the optimisation (left) and for the computed local minimum (right). Figure 9 gives a view on the computed local minimum and some contours of the spectral abscissa α (spaced 0.02 apart) in the parameter space η-d. It also shows the path followed by the optimisation algorithm (dashed line and tick markers) and the points of nondifferentiability (dotted lines). In this figure one can clearly see how the optimisation algorithm tends to follow these lines of nonsmoothness to converge to the local minimum.
Conclusions
The effectiveness of eigenvalue optimisation algorithms, in particular the gradient sampling optimisation algorithm of [6] , in solving fixed-order stabilisation problems for infinite-dimensional time-delay systems was shown. The stabilisation approach we used was based on a direct optimisation of the spectral abscissa function. This was possible by combining the optimisation algorithm with efficient state-of-the-art numerical algorithms for the computation of the stability-determining characteristic roots of a time-delay system. Here, note that, due to the Newton corrections involved in the computation of the characteristic roots in the procedure of Section 4.2, the effect of a time discretisation is completely cancelled out. Hence, the optimisation algorithm works with the exact value of the spectral abscissa of the original delay equation, and not of a discretised version.
Our implementation was tested on the stabilisation of some practical examples and the results were presented. To the best of the authors knowledge, this is the first time that an eigenvalue optimisation approach was applied to infinite-dimensional systems.
An alternative method for the stabilisation of time-delay systems is created in this way, with the following advantages w.r.t. other existing approaches. First of all, the optimisation approach results in a nonconservative stabilisation procedure, in the sense that stabilising parameters can in principle always be found as long as they exist. Most existing methods provide solutions for the stabilisation problem whose construction is based on the feasibility of certain conditions (see, for instance, [12] ). Conservatism is then introduced because these conditions are sufficient, but often not necessary, that is, the system may be stabilisible although the conditions cannot be satisfied.
Another advantage is that additional non-physical characteristic roots, which may be introduced by certain model transformations, can be dealt with in an elegant way. Indeed, the non-physical roots are typically known beforehand, and can be explicitly ignored by the optimisation algorithm. Such transformations are for instance necessary when a system with distributed delays needs to be converted into a system with constant delays [15] . The same thing happens when the system exhibits a rotational symmetry. This is illustrated in the semiconductor laser example, where a non-physical zero characteristic root, due to such a rotational symmetry, is known a priori and can be easily ignored explicitly by the optimisation procedure. Note that existing criteria for asymptotic stability cannot be used for such a problem, as the non-physical unstable characteristic root would, mathematically speaking, render the system unstable for all values of the controller parameters.
Furthermore, no interaction from the user is needed, i.e. the procedure is fully automatic. This is unlike e.g. the eigenvalue based continuous pole placement method [17] , where the evolution of the characteristic roots needs to be monitored.
Finally, the strategy is also very general in the sense that there is no limitation on the number of time delays nor on the type of delays. The extension to periodically varying delays and distributed (or so-called continuous) delays is fairly straightforward, since the method only requires that a procedure to compute the rightmost characteristic roots be at hand.
