Abstract. This paper presents a novel method to construct a dynamic single assignment (DSA) form of array-intensive, pointer-free C programs (or in any other procedural language). A program in DSA form does not perform any destructive update of scalars and array elements, i.e., each element is written at most once. As DSA makes the dependencies between variable references explicit, it facilitates complex analyses and optimizations of programs. This makes it a preferred intermediate form for a number of compiler techniques of growing importance: parallelization, systolic array design, programming heterogeneous architectures, memory optimization, and verification of source code transformations. Existing transformations into DSA perform a complex data flow analysis that is exponential in the program size and that only accepts input programs where all loop bounds, array indexation and conditionals are (possibly piecewise) affine expressions in the loop iterators. Our method removes irregularities from the data flow by adding copy assignments to the program, and then it can use simple data flow analyses. The contributions of this paper are threefold. The DSA transformation presented scales very well with growing program sizes. It is quadratic in the program size -though our experiments indicate that it tends towards linearity-and is polynomial in the loop nest depth, while other existing methods have exponential complexity. Our DSA transformation overcomes a number of important limitations of existing methods; it allows any expression for loop bounds, indexation and conditionals, as long as constant bounds can be found for loop iterators. We have implemented the method and it is being used in the context of memory optimization and verification of those optimizations.
Introduction
In a program in dynamic single assignment (DSA) form, there is only one assignment at run time to each scalar variable or array element [7] . Essentially this form directly encodes all the information gathered by an array data flow analysis, 1. It overcomes a number of limitations in existing methods. Our method is not limited to (possibly piecewise) affine expressions for loop bounds, conditionals and array indexation as are [7, 10] , but instead deals with general expressions including data-dependent expressions which are prevalent even in simple programs like Gaussian elimination with pivoting. The sole restriction is that constant bounds must be found on the loop iterators. 2. It is quadratic in the program size and polynomial in the depth of the loop nests, while existing methods are exponential. Moreover the implementation has been successfully used in the context of memory optimizations [5] and verification of those transformations [22, 23] . For more detailed results on the use with verification, see [21] . Section 2 discusses related work and situates our contribution. Section 3 introduces our approach. We explain the preparatory steps in Sec. 4, we do the DSA transformation in Sec. 5 and Sec. 6 discusses some additional steps. Sec. 7 rounds off the complexity analysis and Sec. 8 presents results of applying our prototype implementation to a number of multimedia kernels. Finally, Sec. 9 concludes.
Related Work
In optimizing compilers, data flow analyses are used to determine what optimizations are possible and how they should be done [1] . Forward data flow analyses propagate information from definitions of variables to their uses; they need to know which definitions reach which uses. One can distinguish the following queries (illustrated on the program in Fig. 1 
):
-What definitions reach a given use? The definitions S1 and S2 reach the use of c in statement S2. -Under what condition does each definition reach a given use? For S2 there are two reaching definitions. The reader can verify that S1 reaches S2 when i is 0 or when j is 6. S2 reaches itself in all other cases. -What instance of a definition reaches what instance of a use? Statement S2 has an instance for each combination of values for i and j, and the reaching definition varies with the instance of S2. The instance for i= i 1 and j= j 1 is denoted S2(i 1 , j 1 ). For S2(i 1 , j 1 ) the reaching definition is S1 when i 1 = 0 or j 1 = 6. The instance of S1 that reaches S2(i 1 , j 1 ) is S1(i 1 + j 1 ).
The amount of information these three questions ask for increases, and so does the difficulty to answer them accurately. Classic compiler theory considers only the first question; this limits the amount of optimization, e.g., in Fig. 1 , S1 assigns a constant 0 to c, but constant propagation would not be done because c changes value in the second loop. The information asked for in the first question can be encoded efficiently in the program (possibly in the intermediate representation) by putting it in static single assignment (SSA) form [6] . In SSA form there is only one assignment to each variable in the program text, making the search for reaching definitions an exercise in variable name matching. A φ-function is used to select the right reaching definition in case there is more than one. The answer to the second question -if it can be answered for a particular case -can be regarded as the φ-functions of SSA form that are made explicit. So in Fig. 1 , instead of assuming that the c[i+j] we read can be produced by either S1 or S2, we can deduce that it is produced by S1 when i is 0 or j is 6. This knowledge allows us to split S2 on that condition and to do constant propagation to the part where the condition is true. The same technique is used to do copy propagation in [12] , although it is not clear for which programs they can do this and how far they can go. Because it is typically useful for optimizing arrayintensive programs -where the savings in memory accesses usually outweigh the cost of splitting statements -the form that encodes the answer to the second question explicitly could be referred to as array SSA (ASSA).
Finally, the answer to the third question completes the information about reaching definitions by indicating the exact instance of a statement that reaches a given use, which is done by giving the values of the iterators of surrounding loops. This information is necessary for optimizations such as general expression propagation. Consider Fig. 2 where the initialization of c to zero is replaced by an expression depending on the iterator k. If we want to propagate S1 to S2 again, we need to determine the correct value of k which will obviously depend on i and j. The third question supplies us with exactly this information. This information can be represented explicitly by putting the program in dynamic single assignment (DSA) form as presented by Feautrier in [7] .
A program in DSA form assigns each array element or scalar variable only once during execution. The DSA form of the program in Fig. 2 is shown in Fig. 3 . We have added an extra statement at the end to indicate where the final coefficients of the product end up being stored. For the conditional split-up we use the C operator ?:. In statement S2, the condition selects between two reaching statements, while in statement S3, it selects between different expressions for the reaching instance. It is surprising how clear the answer to the questions above is from this program. For example S2 reads both c1 and c2, thus both S1 and S2 reach it. It reads c1 when i is 0 or j is 6, hence that is when S1 reaches S2. The exact element read by a given instance S2(i 2 , j 2 ) is c1[i 2 + j 2 ], so it is instance S1(i 2 + j 2 ) that reaches i.e., for k equal to (i 2 + j 2 ). Despite the information being quite detailed, retrieving it is again simply a matter of matching.
Besides providing a compiler with very detailed data flow information, DSA form can enable more transformations. In DSA form, every value produced by an assignment is given its own memory location. Sharing memory locations limits the order in which values are put in those locations and are read from them, and thus limits optimizations that involve moving code or reordering execution. For example a value should not be put in a memory location that is occupied by another value that is still needed by the program, which is called a false dependency. The only constraints left after transformation to DSA are true dependencies which specify that the program should only read from a memory location after a value was written to it. As the name indicates, this kind of dependency is inherent to the program. In summary, DSA enables all reorderings of instructions as allowed by the true dependencies. So DSA is a stronger single assignment form intended for the computational kernels which require advanced transformations or optimizations, e.g., to cope with the ever growing demands of multimedia and network applications [16, 5] , or to map onto the hardware part of an embedded system.
In [7] an automated method is proposed to translate code consisting of assignments to arrays that are arbitrarily nested in for-loops to DSA form, with the limitation that all loop bounds, conditions and indexation are affine expressions of loop iterators and a number of parameters. These limitations are relaxed slightly in [10] by allowing certain kinds of modulo and integer division in expressions for loop bounds, indexation and conditions. Methods to translate to SREs exist as well, e.g., [4] , but they lack the generality of [7] and [10] . However the approach of [7] can be adapted very easily to generate SREs, which is done by [2] .
Finally we note that besides the simple categorization of SSA -ASSA -DSA, there are variations in between. For example [3] defines gated single assignment (GSA) which uses γ functions -instead of φ functions-that have an extra selection predicate as parameter. Another example is weak DSA [14] which is constructed from ASSA form (which uses extra variables to reconstruct the original data flow), and which relaxes the condition of DSA by allowing multiple assignments to a single scalar or array element as long as the value assigned is the same. It is not stated in the report what the advantages of weak DSA are.
Our Approach
Few programs are written in DSA form. Languages that impose DSA form, like Silage [8] or Single Assignment C [18] , exist but are not widely used because DSA form can be awkward to write. Most applications are written in a multiple assignment 3 form. As DSA form is the ideal form to do exact array analyses and transformations on, such programs should be transformed to DSA form before applying optimizations. This is tedious and error-prone when done manually, hence automation is needed.
The methods in [7, 10] have limited applicability as they do not deal with programs that contain data dependent indexation or conditions, as is the case in e.g., Gaussian elimination or motion estimation. This is in our experience an important limitation. Another disadvantage of [7] is that it breaks down for larger programs. The limited scalability is a problem since global optimizations inline functions to optimize over function boundaries. Indeed, aggressive optimizations usually require specializing each call-site anyway to obtain the best results.
Our method realizes a scalable DSA transformation. In practice it is linear in the program size (for constant loop depth). Our method extends on existing methods; it handles all pointer-free code with static memory allocation. It is restricted to a single function though, but this is not a real limitation because functions are inlined as argued above.
The most important obstacle for obtaining a scalable, generally applicable DSA transformation is that the three questions outlined in Sect. 2 need to be answered exactly. The data flow analysis presented in [7] gives exact answers, but because of that it is not generally applicable and slow. Data flow analyses as presented in [1] give approximate answers when control flow paths join, or when an array is accessed, and because of that are generally applicable and fast. The observation underlying our approach is that we can do away with approximations without sacrificing speed when all variables are scalars, there are no if-statements, and every assignment is executed at least once in every iteration of every surrounding loop. In case the program does not have these properties, we apply simple transformations, basically adding copy statements, until it does.
The fact that our DSA transformation method adds many copy operations to the transformed code seems to imply that it is useless in the context of optimization -it both increases memory use and increases the number of memory accesses. This is however no problem for example for functional verification of global transformations [20, 23] which is very powerful but requires that programs be specified in DSA form. One of the transformations it is able to verify requires it to handle addition of copy operations, such that it can look right through the copy operations our method adds. This verification method can handle certain classes of data dependent conditions, but up to now there was no general way of transforming programs with data dependent conditions to DSA form. The presented work remedies that.
The DSA form we obtain can be made more usable by applying advanced copy propagation [24] on it. This removes the bulk of the added copy operations. Currently, advanced copy propagation deals with the same class of programs as the DSA method of [7] ; we are extending it to handle the broader class of programs that our DSA method can transform.
Our running example is discrete convolution (Fig. 4(a) ). The code assumes two signals are given. The first signal consists of 10 samples that are stored in array a. The second signal consists of 1000 samples that are stored in array b. The resulting 1009 samples are stored in array c. We focus on array c only from now on. Features of programs used in the complexity analysis along with the symbols used to denote them are shown in Fig. 4 (b), whose right hand side column contains the corresponding values for our example program. The DSA transformation consists of several steps that are described in subsequent sections. The general overview of the DSA transformation is shown in Fig. 5 , with references to the corresponding sections.
Preparatory steps
From array variables to scalars The main difference between scalars and arrays is that scalars are assigned as a whole while arrays are typically assigned element per element. One way to handle this, as suggested in [6] , is to introduce an Update operation for each assignment to an array element that builds a whole new array with all elements equal to the corresponding elements of the old array except for one element that gets a new value. We use a slightly modified notation emphasizing that the array can be treated as a scalar. The result for our running example is shown in Fig. 6(a) . The Ac functions are technically not necessary as they can be trivially replaced by direct array references, but they emphasize again that c is treated as a scalar. The meaning of an Up function is shown in Fig. 6(b) .
Every Up function has the old array as parameter (here it is still the same as the new array), a number of indexation expressions equal to the number of array dimensions, and the right hand side of the assignment. Setting up these functions is straightforward, and is O(d a ) with d a the maximum number of array dimensions in the program. For a assignments, this takes O(d a · a) time.
Execute every assignment in every iteration The aim is now to transform the program such that each assignment is executed at least once in each iteration of each surrounding loop. The two causes preventing the execution of an assignment are if-statements and loops that have zero iterations (possibly depending on the values of surrounding iterators). The simplest way to overcome these problems is to transform away if statements and replace all loop bounds transformToDSA(program)
1. take special care of output variables (Section 6) for each output variable : add a dummy output statement 2. make arrays scalar (Section 4) for each right hand side array reference a : replace a with a Ac operation for each assignment a :
replace the assignment by an Up operation 3. pad with copy operations (Section 4) find constant loop bounds add no-op copy operations to the program by constants. If these constant upper and lower bounds on iterator values indicate that the body of the loop is never executed, we remove it as the loop was useless to begin with. With a quick inspection of the program in Fig. 6 (a), we determine that the maximum value for the i iterator is 9. We can use this as upper bound on the i loop provided we move the condition that i should be smaller than t to the if-statement. What remains now is the condition. The first step in removing the condition is to add an else-branch to each if-statement -if not yet present -and add a no-op assignment for each variable assigned in the other branch. For our running example this results in Fig. 7(a) . Note that now c is always assigned a value, regardless of the value of the condition of the if-statement. So rather than selecting whether something is assigned, it selects what is assigned. This can be made explicit in C as shown in Fig. 7(b) . Let us now again answer what the last statement is that assigned to c before arriving at S3, and for what value of the surrounding iterators. This has become trivial; the last assignment is done by S2 for t equal to 1008 and i equal to 9.
When all bounds and conditions are affine functions of the iterators, we can use linear programming [19] to find the extremal values for the iterators. Linear programming is polynomial in the problem size, which can be measured by the number of loop bounds and conditions governing a statement. If we call the maximum number of these conditions c, then finding two bounds for each of the (a) Fig. 4(a) with Up and Ac.
for (it = 0; it < 1009; it++)
(b) Meaning v1 = Up(v2,i,e). Fig. 6 . Fig. 4(a) with Up and Ac operations. (a) Padded with copy operations. 
Transformation to DSA form
Reaching definitions analysis In the following two steps, all array references will be changed to attain DSA form. First the left hand sides are transformed, then the right hand sides are changed accordingly. To be able to do the latter, we need information about which definitions can reach each use. This information is obtained by running a reaching definitions analysis [1] . Because of our preparatory transformations, we can do this analysis exactly. Remember that we transformed all arrays to the equivalent of scalars, and that we made sure every assignment is executed at least once in each iteration of each surrounding loop.
The analysis can be performed for each variable separately because variables cannot interfere with the data flow of other variables. For our running example, the analysis for c is depicted graphically in Fig. 8 . We define program points P 1
P 3 S1(t)
P 9 S2(1008, 9) through P 10 , one before and after each assignment, and one at the start and at end of each loop. At each program point we keep the reaching definition instances and the conditions under which they reach. The number of reaching definitions to distinguish, and the conditions for each, are determined as follows:
-At the start of the program (P 1 ), we distinguish one case and denote the reaching instance with ⊥. This can be interpreted as either an uninitialized variable, or the initial value of the variable wherever it may come from. -Upon entering a loop that contains an assignment to the variable we are analyzing (for example P 2 ), we split cases. Either we are in the first iteration of the loop (t = 0), in which case we distinguish the same reaching definitions as just before the loop (in the case of P 2 there is only one), or we are in a later iteration (t > 0), in which case the assignment in the loop has been executed at least once and has killed all reaching definitions from before the loop. In the latter case the reaching definition is taken from the end of the previous iteration of the loop. In case of P 2 , the end of the loop is P 6 , and for t > 0, the reaching definition there is found to be S2(t, 9). Taking into account that we are in the next iteration of the t loop, the reaching definition to P 2 becomes S2(t − 1, 9). -Upon entering a loop that contains no assignment to the variable being analyzed (e.g., P 8 ), the reaching definitions are obviously not affected and hence they are just copied from before the loop.
-Just after a loop (e.g., P 6 ), the reaching definitions are those that reach the end of the last iteration of that loop. The reaching definitions to P 6 are those at P 5 for i = 9. There is only one, and filling in i = 9 gives S2(t, 9). -Directly after an assignment (e.g., P 5 ) all other reaching definitions are killed. Thus the assignment is the only reaching definition, and the reaching instance is obviously the one from the current iteration of the loop. For P 5 this is S2(t, i).
The reader can easily verify that these rules unambiguously determine the cases to discern at each program point and where the reaching definition for each case comes from.
The maximum number of reaching definitions to discern at each program point is one more than the loop depth. At the start of the program we start with one case and zero loop depth. When going through a loop without an assignment of interest, nothing changes and the number of cases is smaller than the maximum. When entering a loop with an assignment of interest, one case is added (hence the maximum number of cases is at worst one more than the loop depth). After the assignment, the number of reaching definitions are reset to one, which is also the number of reaching definitions at the end of the loop. With d l the maximum loop depth, the amount of information kept at each program point is O(d Transformation to DSA form In multiple assignment code involving only scalars, there are two causes of multiple assignments to the same variable; either there are two assignments to the same variable, or an assignment is in a loop. The former cause is removed by renaming the variables in the left hand side of each assignment such that they each write to a different variable. Typically this is done by adding a sequence number at the end of the variable. The latter cause is removed by changing the variable assigned to an array with one dimension for each surrounding loop, and we index that dimension with the iterator of the corresponding loop. For our running example this is shown in Fig. 9 .
After adjusting the left hand sides, we still need to adjust the variable accesses in the right hand sides. It is possible that a number of assignments (definitions) reach a variable access, and which one needs to be read from depends on the values of the iterators. This information was derived by applying the reaching definitions analysis previously described.
For our example, S1(t) is reached by ⊥ when t = 0. In other words when S1 is executed for t equal to 0, we should read from the variable written by the implicit assignment at the start of the program, which is just c. If t > 0, S1(t) is reached by S2(t − 1, 9). So when S1 is executed for t larger than 0, we should read from the variable written by S2(t − 1, 9), which is c2[t-1] [9] . Because of the special form of the left hand sides, the correspondence between S2(t − 1, 9) and c2[ Fig. 9 . Converting Fig. 7(b) to full DSA form.
order and the adjustment for the references to c in S2 and S3 are equally trivial. Filling everything in in Fig. 7 (b) results in Fig. 9 . Adding the sequence number to the left hand side of assignment is a constant time operation, and because we need to add a number of dimensions equal to the number of surrounding for-loops, this step is O(d l · a) with d l the maximum loop nest depth for each of the a assignments. The adjustment of the right hand sides is executed for each variable reference, r in number. This requires little more than just copying the expressions from the calculated reaching definitions, whose worst case size for each reference is O(d 
Additional steps
Expansion of Up and Ac Finally, we need to replace the Up and Ac function by their respective implementations. This is straightforward given the simple definition of these two functions.
There is an Up function for every assignment -at most a in number -which on expansion gets an extra number of loops -one for each dimension of the original array such that the whole array can be written. The maximal dimension of the array reference is then d l + d a , and thus the size of the generated array references is O (d l + d a ) . Since the generation is direct, the expansion of all Up functions requires a time that is O ((d l + d a ) · a) . There is an Ac function at every array reference in the original program -at most r in number -which should be replaced with a new array reference with maximum dimension again
Output variables The piece of code we have been transforming to DSA calculates some result of interest to the user of that code, stores it in c, and at the end S3 outputs it using the output c function. After transformation to DSA, this result is no longer stored in c. This is no problem as the method adjusts S3 as well to read from the newly added arrays -in this case c2. This is under the Fig. 10 . Fig. 9 with output in c.
assumption that we are only interested in the numbers output by output c, and not in the values stored in c at the end of the program. Usually only the computational kernels are transformed, and these kernels pass their results to the rest of the application through output arrays. In this case, our transformation needs to assure that the transformation does not change the values stored in these arrays after execution of the kernel. However, the code of Fig. 9 no longer stores any values in array c. We can trivially solve the problem by adding dummy output statements at the end of the program for each output array that output the complete arrays. In our running example we can consider S3 to be such a dummy output statement. The only thing left to do is to expand this dummy output statement such that it writes to c instead. This results in Fig. 10 . This step adds dummy output statements for o output variables. The number of loops generated and the number of dimensions in the indexation are both equal to the dimension of the output variable, i.e., d a . The generated statements have a total size of O(o · d a ), which is also the time complexity. Each of these dummy assignments has exactly one reaching definition, namely the preceding assignment to the same variable which can be determined in constant time, but finding the indexation of size O(d l ) requires a time that is O(d l ). Setting up the left hand side requires O(d a ) operations, the right hand side requires
Extensions We have described our DSA transformation for the case where all loop bounds, indexation and conditions are affine functions of surrounding iterators. This fact is only used in Sec. 4 to find a constant upper and lower bound for the iterators. Subsequent steps work with those constants instead of the original loop bounds. The sole preceding step is the introduction of the Up and Ac functions, but they take along the indexation literally without analyzing it. This is illustrated in Fig. 6(b) where index is copied literally.
In general, conditions can be data dependent or non-affine, which prevents us from simply using linear programming to find the upper and lower bounds for the loops. We distinguish between bounds containing modulo operations and general non-affine bounds. When the bounds do contain modulo, we can translate the problem of finding a constant upper and lower bound to an equivalent problem that is affine. It is well known that modulo and integer division can be modeled using existential variables, e.g., saying that a = b mod c is the same as saying ∃q ∈ Z Z : 0 ≤ b − q · c < c ∧ a = b − q · c. For the purpose of finding bounds, we can drop the requirement that q should be integer. The condition has become linear and q is just an extra variable in the linear programming problem.
For general non-affine expressions, including data dependent ones, we can take several approaches:
-Find the extremal values for the iterators in the iteration domain with all expressions that are not affine functions of the iterators discarded. This does not work when the only expression bounding an iterator is not affine, but it was applicable in most experiments we have performed. -Use the range of the data type of the iterator as upper and lower bound. This is a crude approximation, but it does not affect our intended use. For both verification and optimizations like advanced copy propagation, the iteration domains would become larger measured by the number of points in it, but their representation stays the same size -only a constant needs to be changed. -A more advanced technique analyzes the range of values that data can take and uses this to find a tighter bound for data dependent conditions. This analysis is actually easier on DSA programs and should be performed after the DSA transformation to tighten the bounds. This is outside the scope of this paper.
With the above extensions we can conclude that our approach works for general kinds of conditions, loop bounds and indexation.
Complexity analysis
Since the whole DSA transformation method is the succession of each of the separate steps, the total complexity is simply the sum of the complexities of all steps. This results in a grand total of O(d a ·a+(p(c)·l+a)+s·d
Assuming that loop depth and array dimension are bounded by a constant, this simplifies to O(o + r + a + s · v + p(c) · l). Because every measure in this formula is worst case proportional to the size of the program, our method is polynomial in the size of the program. c is typically proportional to the depth of nesting, hence we can reasonably assume that p(c) is bounded by a constant as well, and we obtain O(o + a + s · v + r + l). The presence of s · v in this expression is due to the reaching definitions analysis, and this is the only term that could have a tendency to grow large because as the number of statements s increases, the number of variables v is likely to increase as well. This makes our method quadratic. However, our experiments suggest that our method tends towards linearity. The difference between our experiments and our analysis is probably caused by the fact that the big-O notation discards the constant coefficients (when some complexity is O(2 · n), it is also O(n) and vice versa). This seems to indicate that the coefficients of the linear parts of the complexity weigh heaviest -most notably p(c) can be quite a large constant. 
Experimental results
We have implemented our DSA transformation using the Omega library [15] for modeling and simplifying the iteration domains and for finding the extremal values of the iterators. Our implementation has full support for data dependent indexation and conditions, and partial support for extra data types from C (e.g., structs).
We have applied the transformation to a number of multimedia kernels: Gaussian elimination without pivoting (gauss1 and gauss2) and with pivoting (gauss dd1 and gauss dd2), a cavity detector (cavdet1 through cavdet9), a MP3 decoder (mp3 1 and mp3 2) and qsdpcm motion estimation (qsdpcm). These benchmarks are shown in Table 1 . The LOC column lists the number of lines of code, and the d l column lists the maximum loop nest depth. The DSA transformation was run on a Pentium 4 2.4GHz with 768 MB RAM.
Of these benchmarks, only gauss1 and gauss2 do not contain data dependent indexation or conditions and can be handled by [7] . For example gauss dd1 and gauss dd2 search for a pivot and then swap rows depending on the location of the pivot. This location depends on the original matrix elements in a non-trivial way and changes with each iteration. This makes that these programs cannot easily be transformed to a form that [7] would be able to handle. The benchmarks that can be handled by [7] are marked in the last column of Table 1 .
For each benchmark (except qsdpcm) the first version is the original version of the code. The other versions are obtained by applying transformations in order to increase locality of access as well as regularity of access usually by aligning loops and merging them. The effect is that uses and definitions of array elements are moved closer to each other. Because life times of array elements become much smaller, fewer elements are live at each point and less memory is needed to store them. An effect noticeable from Table 1 is that DSA transformation times tend to go down with the amount of locality/regularity improving transformations applied. This is because when the reaching definitions are close to the uses, they are easier to find. Additionally, fewer reaching definitions need to be discerned and the conditions governing them become smaller. The bene-n 1 2 10 25 50 t 1.362s 2.679s 13.20s 32.93s 65.95s t/n 1.362s 1.339s 1.320s 1.317s 1.319 Table 2 . Scalability experiment.
ficial effect of regularity and locality can even outweigh an increase in program size, as illustrated by cavdet1 vs cavdet2. Note that the time for cavdet9 is longer than for cavdet8, which seems to go against the general trend. But in cavdet9 heavily used array elements are copied into smaller arrays, which can be placed in a smaller memory that is faster and consumes less energy [5] . Besides making the program larger, this makes the data flow more complex again. Intuitively, the reason is that these arrays are added when there are many uses for a single definition, and this single definition usually cannot be put close to each use.
To ascertain that our method scales well with growing program size, we have run our DSA transformation on a program of growing size. Usually two programs of differing size have a different loop structure as well, even if the maximum loop depth is the same. This causes a lot of noise on the measurements. A very clear example is the difference between gauss1 and qsdpcm: an increase of roughly a factor 30 in LOC, but an increase of 1750 in transformation time. At play here is the great increase in loop depth. To reduce this noise we have opted to chain the cavity detector kernel (an adaptation of cavdet1) together a number of times (denoted n) with the output array of one instance of the cavity detector the same as the input array of the next instance. This way we can build reasonable programs of a size that is a multiple of the original cavity detector, but with the extra that the code that is added each time has a comparable loop structure. The measurements are shown in Table 2 . The transformation time is shown as t, and the transformation time per instance of the cavity detector is shown as the ratio t/n. This ratio actually decreases, but this is due to a constant startup cost of which each instance's share decreases as the number of instances increases. Another measure for the transformation time for one instance of the cavity detector could be the difference in value for t for n = 1 and n = 2. This difference is 1.317 which t/n seems to converge to, increasing our confidence that our method indeed behaves linearly.
For comparison with the DSA transformation of [7] , we have done some experiments with f2sare [2] , an implementation of [7] . This tool broke down for n = 3 in the scalability experiment as it did not give an answer after several hours of computation. Note though that f2sare is hardly a robust tool, and other, more robust, implementations exist but they (e.g., MatParser [10] ) are usually part of a larger system, so accurate measurements of the DSA transformation only are difficult. Moreover, MatParser [10] is not publicly available.
Conclusion
In this paper we have presented a new method that transforms programs to dynamic single assignment which is in practice linear in the size of the program (for a constant loop depth). This is achieved by adding copy operations in such a way that we can use an exact scalar reaching definitions analysis and a simple way of determining the indexation for each of these reaching definitions whereas existing methods need an expensive, exact array data flow analysis. We have implemented this DSA transformation and it is currently being used as an enabling step for functional verification [20, 23] and memory optimizations [5] . The extra copy operations can be removed by advanced copy propagation [24] . We plan to investigate the interaction between our new DSA transformation and copy propagation as part of future work. On the one hand experiments show that for non-data-dependent code (e.g., gauss1 and gauss2 from Fig. 1 ) all copy operations can be removed, and the resulting code is equivalent to the code Feautrier's method returns. There is the option though to leave some of the copy operations. This would allow to control the complexity of the transformation as well as the complexity of the resulting program as both are tightly linked. This complexity is due to the number of cases that need to be discerned, often due to border conditions which give rise to few copy operation instances that are not worth removing given the cost of doing so. The investigation of this trade-off of the remaining overhead versus transformation time and code complexity. On the other hand, for programs involving data-dependent indexation or conditions, not all copy operations can be removed as that would imply that the program is fully analyzable which is not so in general. In future work, we want to determine how far copy propagation can go in general.
