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Abstract
We point out a correspondence between classical and quantum states, by showing that for every
classical distribution over phase–space, one can construct a corresponding quantum state, such
that in the classical limit of ~→ 0 the latter converges to the former with respect to all measurable
quantities.
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1
An important concept in quantum mechanics is the correspondence principle, first invoked
by Niels Bohr in 1923, which states that quantum mechanics should behave in a classical
manner in the limit of ~→ 0. In this limit, canonical operators must commute, Heisenberg
uncertainty relations should vanish and the equations of classical physics emerge.
Indeed, the behavior of quantum systems in the classical limit has become, naturally,
a central issue in quantum mechanics and is still studied extensively within every sub–
discipline of physics. It has been investigated using a variety of different approaches, a few
of which are the WKB method, Wigner functions, Fourier integral operators and Feynman
integrals (for a review see [1]).
Although considerable progress has been made throughout the years, the mechanism
through which quantum and classical mechanics are interlaced is still not fully understood
and the exact correspondence between the theories is not yet known. In what follows we
point out a correspondence between classical and quantum states, by showing that for every
classical distribution over phase–space, one can construct a corresponding quantum state,
such that in the classical limit of ~ → 0 the latter converges to the former with respect to
all measurable quantities. It should be noted that ~ must not be taken naively to zero in
obtaining the classical limit. The mathematical procedure of taking the limit will only make
sense at the level at which expectation values are concerned [2].
For the sake of simplicity, we start off by considering states described by only one pair of
canonical variables, though a generalization to states with many degrees of freedom can be
obtained in a rather straightforward manner, which will be discussed later on. A pure state
of a classical system with one degree of freedom is described by a point (x0, p0) in phase
space, where x and p are the usual canonical variables. A classical “observable” would be
any real–valued function A(x, p) and a classical “measurement” of that observable on a state
(x0, p0) can thus be given by
〈A〉C =
∫
dxdpδ(x− x0)δ(p− p0)A(x, p) = A(x0, p0) . (1)
A classical observable has the additional property that if one constructs another observable
f(A) where f is a (smooth) function of A, the resultant measurement of f(A) on a state
(x0, p0) would be:
〈f(A)〉C =
∫
dxdpδ(x− x0)δ(p− p0)f(A(x, p)) = f(A(x0, p0)) . (2)
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This is of course not true for quantum observables. Nonetheless, we would like to show
that when the classical limit is taken, (2) is true for the quantum observables we will be
discussing, as well. To make the classical–quantum correspondence, we assign to every
phase–space point (x, p) a unique quantum state:
ρˆ(q,k) ≡ |α〉〈α| (3)
where |α〉 is a coherent state with α ≡ q + ik with q and k being dimensionless variables,
relating to the dimensional x and p by (q, k) = 1√
~
(λx, p/λ) (λ being a ~-independent ”unit
fixing” constant, which will be taken to be 1).
To every classical observable A(x, p), we assign a quantum (Hermitian) operator [3]:
Aˆ ≡ 1
pi
∫
d2αA(x, p)|α〉〈α| = 1
pi
∫
dqdkA(x, p)ρˆ(q,k) . (4)
We note that the assignment presented above is not the usual (first) “quantization” of
classical observables (e.g., the quantum operator assigned to the classical position variable x
is different from the quantum position operator). The expectation value of a measurement
of Aˆ on a state ρˆ(q0,k0) is:
〈Aˆ〉Q ≡ Tr[ρˆ(q0,k0)Aˆ] =
1
pi
∫
d2αA(x, p)Tr[|α0〉〈α0|α〉〈α|] (5)
=
1
pi
∫
d2αA(x, p)|〈α0|α〉|2 .
In order to take the ~ → 0 limit of (5), we switch to the “dimensional” representation by
expressing every (q, k) pair in terms of (x, p), so for the limit, we have:
lim
~→0
〈Aˆ〉Q = lim
~→0
1
pi
∫
dqdkA(x, p)|〈α0|α〉|2 (6)
=
∫
dxdpA(x, p) lim
~→0
1
pi~
exp[−~−1 ((x− x0)2 + (p− p0)2)]
=
∫
dxdpA(x, p)δ(x− x0)δ(p− p0) = A(x0, p0) ≡ 〈A〉C .
where we have used 〈α|α′〉 = exp[−1
2
(q − q′)2 − 1
2
(k − k′)2 − i(qk′ − kq′)].
However, a correspondence between the expectation values of classical and quantum
observables is of course not enough. One must also require that in the classical limit the
following should also hold:
lim
~→0
〈f(Aˆ)〉Q = 〈f(A)〉C . (7)
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Supposing that f(A) has the Taylor series expansion
∑
n fnA
n, (7) reduces to the require-
ment that
lim
~→0
〈Aˆn〉Q = 〈An〉C . (8)
In order to show just that, let us compute the ~ → 0 limit of the expectation value of the
(n− 1)-th moment of the quantum observable Aˆ which is given by:
lim
~→0
〈Aˆn−1〉Q ≡ lim
~→0
Tr[ρˆ(q0,k0)Aˆ
n−1] = lim
~→0
∫ (n−1∏
i=1
pi−1dqidkiA(xi, pi)
)
(9)
× 〈α0|α1〉〈α1|α2〉 · · · 〈αn−1|α0〉
=
∫ (n−1∏
i=1
dxidpiA(xi, pi)
)
lim
~→0
exp[−~−1u†V u]
~n−1pin−1
.
where u† = (x0, p0, x1, p1, · · · , xn−1, pn−1) and V , presented in a (2×2)⊗ (n×n) block form
is:
V(2n×2n) =


1 B 0 · · · 0 BT
BT 1 B 0 · · · 0
0 BT 1 B 0
...
... 0
. . .
. . .
. . . 0
0 · · · 0 BT 1 B
B 0 · · · 0 BT 1


(n×n)
, (10)
1 and 0 being the (2 × 2) unit and zero matrices respectively, and BT is the transpose of
B = −1
2

 1 i
−i 1

.
In order to evaluate the classical limit, we note that V is a normal matrix and as such
it can be written in the form V = UDU † where D is its diagonal eigenvalue matrix and
U is unitary with orthonormal eigenvector basis as its columns. Computation of these
eigenvectors yields:
ekj =
1√
2n

 (−1)k
i

⊗


1
ωj
ω2j
...
ωn−1j


(1×n)
, (11)
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with corresponding eigenvalues µkj = 1 − ω(−1)
k
j where ωj = e
2piij/n, k = 1, 2 and j =
0, ..., n− 1. Noting that µ1,0 = µ2,0 = 0, the term u†V u in the exponent of (9) can thus be
simplified to
u†V u = v†Dv =
2∑
k=1
n−1∑
j=1
µkjv
2
kj , (12)
with v† ≡ u†U . The limit in (9) thus becomes:
lim
~→0
exp[−~−1u†V u]
~n−1pin−1
= lim
~→0
exp[−~−1∑2k=1∑n−1j=1 µkjv2kj ]
pin−1~n−1
(13)
=
∏
k,j δ(vkj)√∏
k,j µkj
=
1
n
∏
k,j
δ(e†kju) =
1
n
δ(U †ru)
where we have used the fact that
∏
k,j µkj =
∏n−1
j=1 (1 − e2piij/n)(1 − e−2piij/n) = n2 and U †r
denotes the conjugate–transpose of the eigenvalue matrix U with its first two eigenvector–
columns (corresponding to the zero eigenvalues) removed. Rewriting u and U †r as
u† = u†0 ⊕ u†i ≡ (x0, p0)⊕ (x1, p1, x2, p2, · · · , xn−1, pn−1) (14)
U †r = U
†
0 ⊕ U †i ≡
1√
2n

 −1 −i
1 −i

⊗




1
1
...
1


⊕


ω−11 ω
−2
1 · · · ω−(n−1)1
ω−12 ω
−2
2 · · · ω−(n−1)2
...
ω−1n−1 ω
−2
n−1 · · · ω−(n−1)n−1




it’s easy to show that:
1
n
δ(U †ru) =
1
n
δ(U †i ui + U
†
0u0) (15)
= δ(ui + UiU
†
0u0) =
n−1∏
i=1
δ(xi − x0)δ(pi − p0) .
Here we have used δ(Mx− n) = | detM |−1δ(x−M−1n), | detUi| = n−1, and (UiU−10 u0)† =
(x0, p0, x0, p0, · · · , x0, p0). Using (15), we arrive at the final result:
lim
~→0
〈An−1〉Q =
∫ (n−1∏
i=1
dxidpiA(xi, pi)δ(xi − x0)δ(pi − p0)
)
(16)
= An−1(x0, p0) ≡ 〈An−1〉C ,
and so it follows by linearity that (7) also holds.
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In an exact analogy, it is easy to work out the expectation value of the multiplication of
any two operators Aˆ1 and Aˆ2 of the form (4):
〈Aˆ1Aˆ2〉Q ≡ Tr[ρˆ(q0,k0)Aˆ1Aˆ2] (17)
=
∫ ( 2∏
i=1
pi−1dqidkiAi(xi, pi)
)
〈α0|α1〉〈α1|α2〉〈α2|α0〉 .
and verify that in the classical limit it becomes
lim
~→0
〈Aˆ1Aˆ2〉Q =
∫ ( 2∏
i=1
dxidpiAi(xi, pi)δ(xi − x0)δ(pi − p0)
)
(18)
= A1(x0, p0)A2(x0, p0) = 〈A1A2〉C
Thus, in the classical limit, the expectation value of the commutator of any two such oper-
ators vanishes
lim
~→0
〈[Aˆ1, Aˆ2]〉Q = 〈A1A2〉C − 〈A2A1〉C = 0 , (19)
as one would expect.
Another important property of the classical–quantum correspondence suggested above is:
lim
~→0
〈[Aˆ1, Aˆ2]〉Q
~
l′Hoˆpital
= lim
~→0
∂
∂~
〈[Aˆ1, Aˆ2]〉Q = i〈{A1, A2}〉C (20)
where {A1, A2} ≡ ∂A1∂x ∂A2∂p − ∂A1∂p ∂A2∂x stands for the Poisson brackets of the corresponding
classical operators. Explicitly written:
∂
∂~
〈[Aˆ1, Aˆ2]〉Q (21)
=
∂
∂~
(
1
pi2
∫
dq1dk1dq2dk2 (A1(x1, p1)A2(x2, p2)− A2(x1, p1)A1(x2, p2)) 〈α0|α1〉〈α1|α2〉〈α2|α0〉
)
=
∫
dx1dp1dx2dp2 (A1(x1, p1)A2(x2, p2)−A2(x1, p1)A1(x2, p2))× ∂
∂~
(
exp[−~−1u†V u]
~2pi2
)
where u† = (x0, p0, x1, p1, x2, p2) and V is as in (10) with n = 3. Noting that the Gaussian
in (21) obeys
∂
∂~
=
1
4
−→∇†

 1 −BT
−B 1

−→∇ (22)
where
−→∇† = ( ∂
∂x1
, ∂
∂p1
, ∂
∂x2
, ∂
∂p2
), we can carefully integrate by parts finally arriving to:
lim
~→0
∂
∂~
〈[Aˆ1, Aˆ2]〉Q = (23)
= i
∫
dx1dp1dx2dp2{A1(x1, p1), A2(x2, p2)} × lim
~→0
exp[−~−1u†V u]
~2pi2
= i〈{A1, A2}〉C .
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So far, we have worked out the classical limit of quantum states, which correspond to
pure classical states (represented by points in phase space). A generalization of this corre-
spondence may be made to classical statistical distributions as well. These would be defined
by non–negative functions P (x, p) over phase–space, with
∫
dxdpP (x, p) = 1. In this case,
the classical expectation value for a function f(A) of a classical observable A(x, p) is given
by:
〈f(A)〉C =
∫
dxdpP (x, p)f(A(x, p)) . (24)
The corresponding quantum state assigned to a classical distribution P (x, p) is the following
density matrix, given here in a P–representation form [4, 5]:
ρˆP ≡
∫
dxdpP (x, p)ρˆ(q,k) . (25)
In this case, the quantum expectation value of the nth moment of the quantum observable
Aˆ operating on ρˆP is given by:
〈Aˆn〉Q ≡ Tr[ρˆP Aˆn] =
∫
dxdpP (x, p)Tr[ρˆ(q,k)Aˆ
n] . (26)
Using the result from (16), the ~→ 0 limit of (26) simply becomes:
lim
~→0
〈Aˆn〉Q =
∫
dxdpP (x, p)An(x, p) ≡ 〈An〉C , (27)
and so we can conclude that (7) holds for arbitrary classical distributions [6] and by the
same token, it is easy to show that the limits of the commutators worked out in (19) and
(20) hold for states of the form (25) as well.
A generalization of the scheme given above to states with many degrees of freedom can
be carried out in a straightforward manner by replacing each phase space point (x, p) with
a pair of vectors (x,p) and each quantum state ρˆ(q,k) with ρˆ(q,k) ≡
∏
⊗ ρˆ(qi,ki).
As an example for an immediate application of our proof above, let us look at the classical
limit of the relative entropy S(ρˆ1|ρˆ2) of two arbitrary quantum states ρˆ1 and ρˆ2 constructed
by the classical distributions P1 and P2 respectively, using (25). The relative entropy is
defined by S(ρ1|ρ2) ≡ 〈log ρˆ1 − log ρˆ2〉ρˆ1 [8], and taking its classical limit, one arrives at
lim
~→0
S(ρˆ1|ρˆ2) = lim
~→0
〈log ρˆ1 − log ρˆ2〉ρˆ1 (28)
= 〈logP1 − logP2〉P1 =
∫
dxdpP1(logP1 − logP2) ≡ K(P1|P2) ,
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which is the relative entropy of the corresponding classical distributions P1 and P2, also
known as the Kullback-Leibler information distance [9].
Up to this point, we have considered the classical limit of a particular set of quantum
states, but establishing a quantum-classical correspondence involves equations of motions as
well. In order to ensure that the time evolution of a quantum system becomes, in the classical
limit, that of its corresponding classical one, let us now prove that the correspondence still
holds under time–evolution. This would be done by showing that
lim
~→0
d
dt
〈Aˆ〉Q = d
dt
〈A〉C (29)
for every classical operator A and its corresponding Aˆ. To do this, we recall that the
equations of motion for these operators are given by
d
dt
〈A〉C = 〈{A,H}〉C + ∂
∂t
〈A〉C (30)
d
dt
〈Aˆ〉Q = −i〈[Aˆ, Hˆ]〉Q
~
+
∂
∂t
〈Aˆ〉Q ,
where H is the Hamiltonian governing the time–evolution of the classical system and Hˆ
is its corresponding quantum one. Using (20), it is easy to verify the right–hand–side of
the quantum equation of motion becomes in the classical limit the right–hand–side of the
classical one, proving (29).
To sum up, in this paper we have presented a scheme which maps classical states as well as
observables to quantum ones, such that in the ~→ 0 limit the latter converges to the former.
Moreover, this correspondence holds under time evolution. We conclude by remarking that
although this mapping is one–to–one it is certainly not onto; within this scheme there exist
quantum states and observables which cannot be constructed from classical ones.
We thank Nir Lev for his help with the mathematical finer points and a special thanks
to Ady Mann for his insight and invaluable comments.
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