Abstract-In this technical note, a necessary and sufficient stability criterion for switched linear systems under dwell-time constraint is proposed by employing a class of time-scheduled homogeneous polynomial Lyapunov functions with a sufficiently large degree. The key feature of this nonconservative condition lies in its convexity in the system matrices, which explicitly facilitates its further extension to uncertain systems. Then, in order to obtain numerically testable condition, a family of LMI conditions are presented with the aid of the idea of dividing the dwell-time interval into a finite number of segments. It is proved that the non-conservativeness can be maintained with a sufficiently large interval dividing parameter. In the end, the result is straightforwardly extended to the uncertain case in virtue of the convexity in the system matrices. Numerical examples are presented to illustrate our findings.
stability. In the recent article [20] , homogeneous polynomial Lyapunov functions are employed to extend the previous quadratic Lyapunov function results in [21] to achieve a nonconservative stability criterion, though the proposed conditions are expressed in the presence of exponential terms exp(·) in the LMI. These exponential terms inevitably prevents its further extensions, e.g. when the uncertainties are encountered with subsystems. Thus, the main problem addressed in this technical note arises here: Can we find a stability criterion for switched system with dwell time constraint, that is also nonconservative and that can be extended to the uncertain case?
This study is carried out in the framework of homogeneous polynomial Lyapunov function, but unlike [20] , our results provide an alternative stability criterion affine in the system matrices. At first, a necessary and sufficient condition is proposed by using a representation of polynomials in an extended space and the concept of sum of squares of polynomials (SOS). However, the proposed condition associated with time-varying matrices and vectors essentially involves infinitely many decision variables. Hence, it is converted into a finite number of LMI feasibility problems by dividing the dwell time interval into subregions, and prove that the non-conservativeness can be reserved with a sufficiently large dividing parameter. Finally, by the merit of convexity in system matrices, a nonconservative result for the uncertain switched systems is presented.
The remainder of this technical note is organized as follows: The preliminaries and problem statement are introduced in Section II. The main results for necessary and sufficient stability criterion for nominal and uncertain system are presented in Section III. Numerical examples are provided in Section IV. Conclusion are given in Section V.
Notations: Let N be the set of natural number and R denote the field of real numbers, R ≥0 stands for the non-negative real numbers, and R n denotes the n-dimensional real vector space, 0 n is the origin and R n 0 : R n \ {0 n }. I n stands for the n × n identity matrix. The notation P 0 (P 0) means P is real symmetric and positive definite (semi-positive definite). A denotes the transpose of A. A ⊗ B is the Kronecker product of the matrices A and B, and A ⊗n means n-th Kronecker power of A. In the rest of this work, we will make extensive uses of the matrix expressions:
II. PRELIMINARIES AND PROBLEM FORMULATION
Let us consider the uncertain switched linear systeṁ
where x(t), x 0 ∈ R n are the state of the system and the initial condition, respectively. σ(t) : R ≥0 → I denotes the switching signal function taking values in a finite set I =: {1, 2, . . . , N}, where N is the number of subsystems. Let the discontinuity points of σ(t) be denoted by t n , and let t 0 stand for the initial time by convention, the switching sequence can be described as S for which the time interval between successive discontinuities of σ(t) satisfies t n+1 − t n ≥ τ , ∀n ∈ N. Time-varying matrices A i (θ(t)), i ∈ I are given in the following form:
where A i,0 , . . . , A i,q ∈ R n×n are given constant matrices, and the time-varying uncertain parameter vector θ(t) = [θ 1 (t) · · · θ q (t)] is assumed to satisfy for all t ≥ 0 the following constraint:
where θ (s) ∈ R q , s = 1, . . . , r and conv{·} is the convex hull. Without loss of generality, the number of vertices in each subsystem is assumed to be equal here. Moreover, it is supposed that θ(t) is regular enough to guarantee that the solution x(t) of the differential (1) exists.
One of the basic problem for the stability analysis of switched systems is to determine the minimal dwell time guaranteeing the exponential stability of switched system, named the minimal dwell time problem which is defined as
At first, we consider the nominal system (5) described bẏ
where A i ∈ R n×n are constant matrices. In the framework of Lyapunov functions, a nonconservative solution to the minimal dwell time problem for nominal system (5) was initially obtained in [22] . Theorem 1- [22] : The system (5) is exponentially stable for any σ(t) ∈ D τ if and only if there exist a set of continuous functions
Based on Theorem 1, some results have been obtained via specific forms of Lyapunov function for the nominal system (5), e.g., the result in [21] is exactly obtained by using quadratic Lyapunov functions, however, it is only a sufficient condition, see the remark in [20] . Meanwhile, the homogeneous polynomial Lyapunov functions has been employed for nominal system (5) in the recent paper [20] . Some preliminaries about homogeneous polynomial function f (x) are briefly introduced in the Appendix, which can be also found in [20] . Note that
and L m (·) used in the rest of this technical note are all defined in Appendix.
Define
in which A i,m is called the extended matrix of A i with respect to x {m} .
It can be computed by
A i,m = (K 0 K 0 ) −1 K T 0 ( m−1 i=0 I n m−1−i ⊗ A i ⊗ I n i )K 0 , where K 0 is a matrix satisfying x ⊗m = K 0 x {m} .
Using the homogeneous polynomial Lyapunov functions as
a nonconservative stability criterion for nominal system (5) can be obtained based on Theorem 1, similar to the one in [20] . Theorem 2: The system (5) is exponentially stable for any σ(t) ∈D τ if and only if there exist a sufficiently large m ∈ N, and matrices
Proof: The proof is quite similar as that in Theorem 6 in [20] by using Theorem 1, which is omitted here.
Remark 1: Theorem 2 allows one to deal with the minimal dwell time problem for the nominal system (5), the τ min can be efficiently calculated via an LMI-based bisection search. However, it is difficult to extend to the uncertain system (1) due to the existence of exponential terms e A i,m τ in (13) . As to this point, it is attractive to find an alternative stability criterion, which can also achieve the nonconservativeness for nominal system (5) as Theorem 2, but more importantly, has promising features to be able to cope with uncertainties.
III. MAIN RESULTS

A. Necessary and Sufficient Condition for Nominal System
At first, inspired by [18] , [20] , [23] , a necessary and sufficient condition for the nominal system (5) is presented.
Theorem 3: The nominal system (5) is exponentially stable with any switching law σ(t) ∈ D τ if and only if there exist a sufficiently large m ∈ N, differentiable symmetric matrix functions
holds for any t ∈ [0, τ ]. Proof-Sufficiency: Define a homogeneous polynomial Lyapunov functions as (14) . Then, we have thaṫ
where
and thus
is satisfied by (21) . Therefore, the exponential stability of nominal system (5) can be established by Theorem 1.
Necessity: According to Theorem 2, if the system (5) is exponentially stable, there exist a sufficiently large m, P i , α i , α i,j such that (11)-(13) holds, so (13) implies there exists an ε * > 0 such that
Thus, for any ε > 0, we can let
. At first, it can be seen that (16) holds with (25) and the set of all solutions to (25) can be expressed by
Substituting (27) into (24), it arrives
Since ε > 0 is arbitrarily chosen, there always exists a sufficiently large ε > 0 such that P i (0) − P i (τ ) +L m (α i,j ) ≺ 0 and thus that (17) holds. The proof is completed.
Remark 2: Some comments are made for Theorem 3:
1) In Theorem 3, the extended system matrix A i,m is affine in the proposed conditions, which is a promising property for further extension to uncertain system. 2) It worth mentioning that, by particularly enforcing m = 1 in conditions (14)- (17), the homogeneous polynomial Lyapunov functions becomes the quadratic, and Theorem 3 is exactly reduced to the result in [23] . Thus, our result can be viewed as an improved version of [23] . 3) Though Theorem 3 provides a nonconservative stability criterion for nominal system (5), it is not numerically testable to check the existence of such time-varying functions P i (t) and α i (t). Thus, in order to apply Theorem 3, we have to turn it into a set of numerically testable conditions.
B. LMI Formulation
Motivated by [5] , [18] , a class of time-scheduled matrix and vector P i (t), α i (t), t ∈ [t n , t n+1 ) playing a key role in the following is introduced as follows:
Consider the interval
. . , L, a set of time segments can be determined as
where β = (t − t n − ζ q )/δ. Then, for the time in [t n + τ, t n+1 ) which is denoted by N n,L , P i (t), α i (t) are set to be
Hence, P i (t), α i (t), t ∈ [t n , t n+1 ) are defined by
where β is defined in (29).
Theorem 4: The nominal system (5) is exponentially stable with any switching law σ(t) ∈ D τ if and only if there exist sufficiently large m, L ∈ N, matrices
Proof: Sufficiency: By the definition of P i (t) and α i (t) as (31) and (32), it is immediate to obtain (33) ⇒ (14); (34), (35) ⇒ (15); (36) ⇒ (16); (37) ⇒ (17), leading to exponential stability of nominal system (5) by Theorem 3.
Necessity: With the aid of Theorem 2, if system (5) is exponentially stable, there exist a sufficiently large m, P i , α i , α i,j such that (11)- (13) holds. Similarly to the proof in Theorem 3, for any ε > 0 there exists a P i,L 0 such that
and also (36) holds.
We particularly let t q = qδ, α i,q = 0, q = 0, . . . , L − 1 and P i,q as
in which Q i (s) ∈Q i for any s, where
, therefore, it yields lim δ→0 Y i (δ) = 0 and from this we can conclude that lim δ→0 Ξ i,q,1 (δ)=0, which means that Ξ i,q,1 (δ) uniformly converges to zero with respect to parameter q, since e A i,m (τ −t q+1 ) is bounded. In addition, it is explicit to see that lim δ→0
so there exist a sufficiently small δ * 1 such that
holds for all δ < δ * 1 . Similarly, we can find a sufficiently small δ * 2 such that
holds for all δ < δ * 2 . By setting δ * = min{δ * 1 , δ * 2 }, we conclude that there exists a sufficiently small δ * such that (34) and (35) hold for any δ < δ * , which is equivalent to the existence of a sufficiently large L * such that (34) and (35) hold for any L > L * . At last, (37) can be established by same guidelines in Theorem 3, by letting q = 0 in (39), substituting it into (38) and employing a sufficiently large ε > 0. The proof is complete.
Remark 3: It is worth to make a comparison between Theorems 2 and 4, which are both numerically testable and nonconservative. It is notable that the conditions (11)- (13) in Theorem 2 and (33)-(37) in Theorem 4 are intrinsically equivalent, provided that L is large enough. Despite the equivalence, the computational complexities of two theorems are different, which are shown in Table I . It is shown that, given a sufficient large degree m, the computational complexity of Theorem 2 only depends on the size of the system but that the one of Theorem 4 also relates to L, which brings in additional computation cost.
C. Robustness Analysis
As to uncertain system (1), we can define the state transition matrix
Associated to this transition matrix, we define the set X i , i ∈ I as
The following theorem is a generalization of Theorem 1. Theorem 5: [22] The uncertain system (1) is exponentially stable for any σ(t) ∈ D τ if and only if there exist a set of continuous functions
hold for all φ i (τ ) ∈ X i , i ∈ I. The set X i , i ∈ I corresponds to all possible transition matrices obtained for all possible trajectories of the uncertain parameter θ(t), which is strongly non-convex and inherently difficult to compute exactly for an uncertain system. Thus, in order to propose a numerically tractable result, we follow the nonconservative result for nominal system, which is affine in system matrices.
First, consider the single system with uncertaintieṡ
Then, the following well-known result is introduced. Lemma 1: [25] The uncertain system (49) is robustly exponentially stable if and only if there exist m ∈ N and matrices P ∈
Based on the above lemma, a necessary and sufficient stability criterion for uncertain switched system (1) is presented.
Theorem 6: The uncertain system (1) is exponentially stable with any switching law σ(t) ∈ D τ if and only if there exist sufficiently large m, L ∈ N,
. , L and vectors
where δ = τ /L, hold for all s = 1, . . . , r. Proof: From Lemma 1, there always exists a sufficiently large m 1 such that (56) holds. Then, we define the the extended state transition matrix Φ i,m (t), i ∈ I as From Theorem 4 to Theorem 6, it can be seen that the key for such extension to solve the stability analysis problem for uncertain switched system (1) is the condition in Theorem 4 is affine in matrices A i,m . However, though Theorem 2 also provides a necessary and sufficient condition for nominal system (5), it is not applicable to be extended to uncertain case.
IV. NUMERICAL EXAMPLES
In this section, two examples are proposed to illustrate our results. The upper bound of dwell time denoted by τ * min in these examples is computed by using Matlab and toolboxes YALMIP [26] , SMRSOFT [27] on a personal computer with Windows 7, Intel Core i5-4200U, 1.6 GHz, 4 GB RAM. In the rest of simulation, the average computational time (ACT) is recorded by running the each program 100 times and obtain the average value of them.
Example 1: Consider the nominal switched system (5) consisting of two modes as
At first, we use Theorem 2, the nonconservative results proposed in [20] , to obtain the following estimation on the upper bound τ * min , shown in Table II .
From Table II , the nonconservative upper bound of dwell time τ * min is 2.9 (m = 1, i.e., the quadratic Lyapunov function is sufficient to achieve the non-conservativeness). This can be confirmed by the simulations in Fig. 1 , taking periodic switching t k+1 − t k = 3.0 (stable) and t k+1 − t k = 2.9 (unstable), respectively. Then, we apply Theorem 4, by which the nonconservative estimation on the upper bound τ * min can be obtained as long as the parameter L is chosen sufficiently large. In Fig. 2 , we observe that the estimated dwell time approaches to the 2.9 as the value of L grows, and it finally reaches the nonconservative upper bound 2.9 as L = 54 with m = 1.
In addition, as stated in Remark 3, Theorem 4 provides a nonconservative condition affine in the system matrices, but the price to pay is the increasing computational cost. It can be observed in Table III that the ACT is increased significantly in order to achieve the nonconservative result as L = 54.
Example 2: Though the system with uncertain parameters is handled in [20] by Theorem 2, only the special case with arbitrary switching, i.e., τ = 0 (implying φ(τ ) = I in Theorem 5), is considered. However, Theorem 2 is not applicable to the general case with τ > 0 such as computing the upper bound of the dwell time, due to the exponential terms e A i,m τ contained in the conditions. In this example, we show the advantages of Theorem 6 with the capability of dealing with uncertainties.
We add uncertainty to the subsystems of Example 1 as follows:
Letting m = 1, the computed upper bound of dwell time with different L is given in Table IV . The estimated upper bound τ * min = 3.5 with the degree m = 1, this can be verified by defining a periodic switching law with t k+1 − t k = 3.6, the state response subjected to a random a is shown in Fig. 3 where the state convergence can be observed.
V. CONCLUSION
In this technical note, by using time-scheduled homogenous polynomial Lyapunov functions with a sufficiently large degree m, a necessary and sufficient stability criterion has been proposed, whose main feature lies in its convexity in the system matrices. Furthermore, a numerically testable condition is presented, and it is proved that the non-conservativeness can be maintained with a sufficiently large interval dividing parameter L. Then, the result is extended to uncertain system. Lastly, let us observe that our approach implies the nonconservativeness can be achieved under the condition that m and L are sufficiently large, but it does not provide further information on how to determine the bounds of m and L, this is also an open problem for homogenous polynomial Lyapunov function approach in other related problems, see [25] . It would be useful to design an appropriate algorithm to determine the bounds of m and L in future studies. The SMR (59) allows one to establish whether a polynomial is SOS via an LMI feasibility test, the reader is referred to [24] for further details in SOS and LMI.
