Abstract
Introduction
Quality assessment of food products is a non trivial task which has been approached in different ways over time. Depending on the food product, different parameters are considered important for the overall quality estimation of the food product. Parameters such as surface color, texture and appearance are very general, and should be assessed in most quality estimation scenarios. Online quality inspection for food process control is today often done by human expert operators who have many years of experience. However, the trend seems to point towards fast non-invasive inspection methods such as Near Infra Red (NIR) technology for quality inspection in different food process control tasks instead. We propose the use of multispectral imaging in the visible as well as the NIR area of the electromagnetic spectrum to quantify chemical properties of food, and thereby stating its level of quality, instead of human operators and as an alternative to standard NIR measurement methods. By employing imaging instead of point measurements it is possible to gain more spatial information about the process, which makes it possible to assess non-chemical as well as chemical quality features. Nonchemical quality features are evaluations of e.g. piece-size, shape and texture. In this study, we are specifically investigating the quality loss of meal elements for professionally prepared meals with regards to change in surface color after super-chilling and during thawing at +5
• C over a period of 14 days. Meal elements are robust semi-prepared convenience components based typically on meat, fish or vegetables and meant for professional use. The authors have recently shown that pre-fried vegetable meal elements have promising properties with respect to high culinary quality and robustness towards freezing and thawing, thereby potentially solving a major hindrance for the use of heat treated vegetables as meal elements [3] . Super chilling involves a partial freezing of the products, which slows down quality deterioration [4] . In [16] an experiment of celeriac stored in an refrigerated environment was carried out and various parameters were measured using traditional methods. Celeriac and carrots were the subjects of this study, where we measured the reflectance properties using a multispectral imaging device called VideometerLab which will be described in the next section. The pre-fried vegetables were produced by a new process for continuous stir-frying in industrial scale, which has been introduced for producing convenience high-quality vegetables [1] . The pre-fried vegetables have a low fat content (typically 1%-2% of the product weight), a texture and flavor similar to what can be achieved in the kitchen, and vitamins are preserved almost 100% [5] . In subsequent studies it was observed that the products may be frozen and re-heated on a frying pan or in a convection oven without any exudation of excess water, which is a major advantage over existing quick-frozen vegetables [2] .
Materials and methods
In the following, the experimental design, the acquisition of digital images of the vegetables and further postprocessing of these are described.
Experimental setup
In the present work the quality of pre-fried vegetables (celeriac and carrots shaped as cubes of size approximately 0.5 cm 3 ) were evaluated (e.g. by means of change in color surface) after freezing and thawing. In a pilot plant, the raw products were pre-fried using a special frying machine "the continuous wok" [1] . After frying, the products were packed in 500g portions in plastic bags and frozen at −30
• C. After four months of freezing, the bags with the pre-fried vegetables were removed from the freezer and thawed up to 14 days at +5
• C in refrigeration. On each day of analysis (day 2, 4, 8, 10, 12 and 14) one plastic bag was taken out from the refrigerator and the contained vegetables were digitized. For both types of vegetables, the samples were digitized using two petri dishes to create a test and training set. The multispectral images were segmented in two steps, first isolating all vegetable-piece in the image, and then separating the pieces from each other. After segmentation, ratios were calculated for all combinations of wavelengths to remove shadow effects and possibly get better baseline separation in different spectral bands. For each ratio in each vegetable-piece, the 1st, 5th, 10th, 25th, 50th, 75th, 90th, 95th and 99th percentiles were calculated. This yielded a total of 3249 variables, in a test and training set having 193 and 192 observations respectively for the carrot data. For the celeriac data, similar datasets were created yielding a total of 3249 variables with 207 and 206 observations in the test and training set respectively. Obviously we need a way to figure out which ratios best describe changes over time. For this task a penalized LS algorithm called LARS-EN which is described later was employed to find a set of optimal components. Subsequently statistical tests were performed to evaluate if the identified changes were significant.
VideometerLab
The acquisition of data was done using VideometerLab(http://www.videometer.com) which acquires multi-spectral images in up to 20 different wavelengths ranging from 430 to 970 nm. The camera setup is seen in Figure 1a . The object, in this paper, vegetables, is placed inside an integrating or Ulbricht sphere which has its interior coated to obtain high diffuse reflectivity for optimal light conditions. In the top of the sphere a camera is located with the sensitivity spectrum seen in Figure  1c . The sensitivity decays towards the near-infrared area, which means that the illuminating diodes in this area needs more power to achieve the same level of intensity as the visible bands. The LEDs, having the spectral radiant power distributions seen in Figure 1b , are strobing successively, resulting in an image for each LED of dimensionality 1280x960. These are calibrated radiometrically as well as geometrically to obtain the optimal dynamic range for each LED as well as to minimize distortions in the lens and thereby pixel-correspondence across the spectral bands. The well defined and diffuse illumination of the optically closed scene aims to avoid shadows and specular reflections. Furthermore, the system has been developed to guarantee the reproducibility of the collected images. This allows for comparative studies of time series of images [8] .
Segmentation of the images
In the experiment we considered one vegetable-piece as an observation. In order to extract each vegetable-piece of the multispectral image seen in Figure 2 , a relative difficult segmentation problem is at hand. This is caused by the fact that the individual pieces were not placed in a systematic manner where they were isolated, but instead lie in lumps, touching each other. This means that they cast shadows on each other as seen in Figure 2 . Furthermore the pieces have very similar spectral fingerprints which means they cannot be discriminated using purely spectral values. As an initial step, the background, meaning everything but the vegetables was isolated. This was done using Otsu's method [13] on the multispectral image, projected onto a hyperplane. The projection function used to carry out this projection, optimally separates pixels coming from one of two populations. These populations are described by two types of labels which were manually annotated. One set of labels contained spectra of petri dish and general background, while the other of vegetable surface, either carrot or celeriac. The labeled data was used to calculate the projection function by means of a Canonical Discriminant Analysis (CDA) [11] . In order to isolate each piece, spatial information is needed, especially gradient information. This information acts as a good guide for the segmentation, and together with morphological transformations employed under a markercontrolled Watershed segmentation as described in [9] we were able to do an automatic segmentation of the vegetables. The result of the segmentation is seen in Figure 2 . This seems to be a relatively good result, although flaws are present. In the upper left corner of the petri dish, two pieces are merged together as a result of bad gradient information. In the middle right side it is seen how a dim piece has been totally ignored by Otsu's method due to its dark appearance. These flaws might be avoided by using an alternative segmentation technique but they were not crucial for the task at hand. 
Feature selection method
Having a feature space with n observations and p variables, there are different ways of using this space to describe a variable depending on it. A common technique used to relate the dependent variable and the feature space in a well-posed problem is by using Ordinary Least Square (OLS). Here we have chosen the dependent variable to be the number of the day the observation belongs to, while the independent variables as mentioned earlier are the ratios of the recorded spectrum. If a problem is well-posed it means among other things that the solution of the problem is unique. Some problems are however not well-posed, which is why many have looked into solving so called ill-posed problems [10] where the covariate matrix does not have full rank. This will always be the case when there are more variables than observations (p > n). If such a problem is to be solved properly using Least Squares (LS), some sort of regularization is necessary. Typically this involves including additional assumptions, such as smoothness of the solution. Tikhonov regularization [15] also known as ridge regression [12] is one of the most common ways of regularizing a linear ill-posed problem or an overdetermined system. The ridge regression minimizes the residual sum of squares like an OLS, but in addition it penalizes the L2-norm of the model coefficients. This means all variables are kept in the model but in a smoothed manner. However, in some situations where p >> n, ridge regression is not well suited because it creates very complex and thus very little interpretable models. This also means that if some variables contain none or little information regarding the dependent variable, they will still contribute to the final model and thus induce noise. Another approach to solve p >> n problems is by using subset selection or stepwise selection. These methods choose variables having largest partial correlation with the dependent variable, and discards the rest. This type of model is also sometimes known as a parsimonious model and is often much more interpretable, although unfortunately often yields lesser prediction ability. The Least Absolute Shrinkage and Selection Operator (LASSO), proposed by Tibshirani in [14] was created to solve this problem. Here an L1-norm penalization of the coefficients is used instead of the L2-norm. This means that a sparse solution, as is the case with stepwise selection, is obtained while still continuously smoothing the coefficients to some degree for good prediction. This approach proved to be an improvement of the ridge regression in many cases, while boosting regression and forward stagewise regression both were invented as alternative methods approximately thereafter. These are all described in [11] . A method able to obtain the solution of all these methods in a computationally fast manner is the Least Angle Regression (LARS) [7] , proposed by Efron. This regression method gives rise to at most the same amount of calculations as an ordinary LS. An alternative regularization and variable selection method is the elastic net (EN) by Zou [17] , which often outperforms forward stagewise regression as well as lasso regression. The elastic net can be incorporated into the LARS regression, commonly known as LARS-EN, and penalizes the L1 as well as the L2 norm of the coefficients; see Equation (1) .
L denotes the loss function, which is the residual sum of squares. θ are the model coefficients and y is the dependent variable, in this case the experimental days. s 1 and s 2 are the constraint bounds on the LASSO and ridge constraints respectively, which together gives the Elastic Net constraint. The Contours as well as constraints of a simple 2 dimensional problem, simulated as an example of Equation 1 is also seen graphically in Figure 3 . This regression scheme is especially suited to solve p >> n problems due to the stability of the L2 norm, and the sparsity property of the L1 norm, which is also shown in [6] . Here the LARS-EN efficiently manages to select a set of suiting variables to detect water in different types of sand, which also is the reason why we have chosen to use it to solve the problem in this paper.
Results and discussion
In order to generalize the model as much as possible a leave one out cross validation (LOO-CV) [11] was used on a training set (A) to estimate the model, and a separate test set (B) was used to evaluate the performance of the model. To further check the repeatability of the model, the training and test set were switched and a new model estimated. Predictions of the estimated models are seen in Figure 4 . The boxes in the figures are standard type boxplots and have lines at the 25th, 50th and 75th percentiles. The whiskers are lines extending from each end of the boxes to show the extent of the rest of the data. Outliers are data with values beyond the ends of the whiskers. By visually inspecting the boxplots in Figure 4 there seems to be a tendency that the celeriac models having MSE: (5.88, 4.77) respectively, generally have a better prediction ability than the carrot models having MSE: (17.31, 13.88). It also seems that there is a difference between some of the groups in each of the four models, which generally increases slightly in the beginning and then flattens out towards the end. Specifically for the carrots it seems that after day 4, the predictions starts to oscillate, as if an equilibrium has been reached. The same is the case for the celeriac after day 8. Figure 5 shows the result of all pairwise two-sided t-tests between all days in each model. The t-tests test the H 0 -hypothesis, that two groups can be assumed to come from the same population at the 5% level of significance. The D2 D4 D8 D10 D12 D14  D2  0  2  2  2  2  2  D4  2  0  0  0  2  1  D8  2  0  0  0  2  0  D10  2  0  0  0  2  1  D12  2  2  2  2  0  2  D14  2  1  0  1  2  0   (a)   D2 D4 D8 D10 D12 D14  D2  0  2  2  2  2  2  D4  2  0  1  2  2  2  D8  2  1  0  2  2  2  D10  2  2  2  0  1  1  D12  2  2  2  1  0  0  D14  2  2  2 statistical tests show that for carrots we are able to verify a significant change in the mean from day 2 to day 4. After day 4 we are not able to verify a significant change in mean for the carrots, which could indicate a steady state has been reached. However, for the celeriac we are able to significantly track a change from day to day until day 12, with the exception of day 8 where some uncertainty appears. As mentioned in the section about the experimental setup, the vegetables were kept in the refrigerator in plastic bags. Plastic bags are not able to isolate oxygen molecules, which is why we believe the change in the spectra is caused by oxidation of the vegetables. An oxidation causes browning/graying of celeriac and carrots to become more pale. An increasing brown/gray color is a change in a wide range of the spectrum, and is essentially a change of brightness.
The most significant components describing the celeriac consists of wavelengths from the entire visible spectrum, which coincides with a general shift in brightness. For the carrots the components seem to have a tendency to lie in the red/NIR area, which also coincides with a general more pale appearance, or removal of redness/orangeness, which essentially is an oxidation of the beta-carotene. This is exactly the color change to expect in an oxidation process of these vegetables.
Conclusions
An objective measure of the quality change of carrots and celeriac was proposed which uses multispectral image analysis. Six images were recorded over 14 days, for two different data sets. Each carrot or celeriac piece was isolated using a combination of a Canonical Discriminant Analysis and watershed algorithm, for a total of around 200 pieces per training and test set, for both carrots and celeriac pieces respectively. A set of 3249 features were extracted for each vegetable piece, giving rise to a very ill posed p >> n problem. A special regression technique, Least Angle Regression-Elastic Net, was performed on both the carrot and celeriac data sets. Test and training were interchanged, resulting in two models per vegetable type. These were estimated to check the repeatability and statistical tests were performed to check if it in fact was possible to discriminate between the different days predicted on behalf of the estimated models. The results showed that the celeriac predictions were somewhat better than the carrots, although a trend was seen in both. We see that there is a large change from day 2 to day 4 in the reflectance spectrum for both carrots and celeriac, and for the celeriac we see the change continuing until day 12. The pairwise two sided t-tests showed exactly that these changes were statistically significant at a 5% level of signif-icance. The corresponding sensory tests showed no difference over the 14 days, which makes it the more important that we are able to detect minor changes using multispectral imaging.
