Abstract-Design debugging is becoming an increasingly difficult task in the VLSI design flow with the growing size of modern designs and their error traces. In this work, a novel abstraction and refinement technique for design debugging is presented that addresses two key components of the debugging complexity, the design size and the error trace length. The abstraction technique works by under-approximating the debugging problem by removing modules of the original design and replacing them with simulated values of the erroneous circuit. After each abstract problem is solved, the refinement strategy uses the resulting UNSAT core to direct which modules should be refined. This refinement strategy is extended by allowing refinement of across time-frames in addition to modules. Experimental results show that the proposed algorithm is able to return solutions for all instances compared to only 41% without the technique demonstrating the viability of this approach in tackling realworld debugging problems.
I. INTRODUCTION When functional verification
, [2] detects a failure, it returns an error trace demonstrating some erroneous behavior in the implementation of the design. Design debugging is the process that follows that aims to determine the root cause of the observed failure. Today, this predominantly manual process is becoming more difficult as design blocks reach millions of synthesized gates and error traces grow to thousands of clock cycles long [3] . Due to this fact, the academic community has placed increased emphasis on automating the growing problem of design debugging which can consume up to 60% of the total verification time [4] .
Recent advances in formal and SAT-based automated debugging techniques [5] , [6] have achieved great strides in developing solutions that can produce scalable and higher quality results compared to earlier methods [7] . The complexity of SAT-based debugging depends primarily on three factors: design size, error trace length, and number of errors to be found (also known as error cardinality). The solution space grows exponentially with the error cardinality in terms of the design size and error trace length [8] . Previous work in automated design debugging aims at managing this complexity by tackling individual components independently [9] - [12] . Among the most promising of these works are abstraction and refinement techniques [9] .
Abstraction and refinement [13] - [15] in the context of verification has provided a scalable and robust method for tackling large industrial instances. Previous work in debugging [9] used a similar approach to manage the design size by abstracting nodes in the design to generate a simpler abstract model. To achieve complete results, the refinement technique requires an increased error cardinality due to the fact that a single error may be mapped to multiple ones in the abstract model. This formulation guarantees that the algorithm will return a superset of the error locations that would have been found in the concrete model. However, the need for a high error cardinality for the method to work inevitably has a direct impact on its performance.
This work introduces a robust sequential abstraction and refinement algorithm for design debugging that manages both the design size and the error trace length without the need to increase the error cardinality that impacts the underlying complexity exponentially. By managing two key parameters of the debugging complexity without the need for an increase in the error cardinality, the problem size can be significantly reduced allowing larger instances to be solved.
The algorithm begins by generating an abstract problem that is a strict under-approximation of a SAT-based debugging formulation. Using simulated values of the erroneous circuit, modules of the design are abstracted reducing the complexity of the design size. After the abstracted problem is solved, the refinement strategy uses UNSAT cores to direct which modules are to be refined avoiding the need for a costly increase in the error cardinality. An extension of this refinement strategy is also presented in which UNSAT cores are utilized to direct not only which modules should be refined, but also at what clock cycles in the error trace they should be refined. This provides an effective way to manage the final component of the debugging complexity, that is, the error trace length.
Experimental results show the efficacy of this technique compared to previous work on large industrial hardware designs with long error traces from OpenCores [16] and from our industrial partners. The proposed abstraction and refinement technique is able to return solutions for 19 of the 22 instances compared to only 9 when the technique is not used. The extension provides further benefits as all 22 instances return solutions at the cost of increased refinement iterations.
The remaining sections of the paper are organized as follows. Section II provides notation and background information. The proposed abstraction and refinement technique is presented in Section III. Section IV present experimental results and Section V concludes this work.
II. PRELIMINARIES A. Notation and Definitions
For sequential circuit , let denote the set of all nets in the circuit. Let , and be a subset of these nets referring to the set of primary inputs, primary outputs, state elements respectively. For each ∈ { , , , }, let denote the corresponding Boolean vector for the ℎ clock-cycle, or time-frame, for the operation of . Furthermore, let denote the ℎ indexed bit in the ℎ time-frame for the Boolean vector . The transition relation for sequential circuit is denoted by ( , +1 , , ). For brevity, we will denote the replicated transition relation for the ℎ clock-cycle as . The transition relation can be written in terms of modules or components corresponding to subcircuits of (e.g. 
B. Design Debugging
When verification fails and produces an error trace, design debugging aims to find all sets of error locations, or suspects, which could potentially explain an observed erroneous behavior. The set of suspects contains the actual and/or equivalent error locations for a fixed error cardinality [7] used by the algorithm.
SAT-based design debugging [5] encodes the problem into a SAT instance where each satisfying assignment corresponds to a set of suspects. All solutions can be found by iteratively blocking previously found solutions. The SAT instance is created in several steps. First, the transition relation is enhanced with a set of candidate error models. Each error model has a corresponding suspect variable, , that corresponds to the ℎ potential error location. The enhanced transition relation with the addition of the suspect variables, = { 0 , . . . , }, is denoted by ( , +1 , , , ) ( for the ℎ clockcycle). Next, is replicated as a time-frame expanded model for the length of the error trace. The error trace predicates are then applied to the initial state, input and output variables of the replicated enhanced transition relation. Finally, the error cardinality constraint (Φ ) is added by constraining the sum of all suspect variables to a constant to denote the search for simultaneous errors. The design debugging problem can be encoded in the following SAT formula:
The solution space of the SAT-based debugging formulation grows exponentially in the error cardinality as follows:
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C. Abstraction and Refinement in Design Debugging
In the context of design debugging, we define an abstraction as an under-approximation if the solutions returned by the abstract problem are a subset of the concrete problem. Abstraction and refinement has recently been applied to design debugging [9] which abstracts module output nodes in the design by disconnecting them from their fan-in. This allows the unused fan-in cone to be removed simplifying the circuit. A predicate is then applied to these nodes to constrain them with the simulated values of the erroneous circuit to create the abstract problem. Suspects corresponding to abstract nodes in the problem are considered spurious and require refinement. After all solutions are found, refinement restores the abstract nodes corresponding to the spurious suspects. To achieve complete results, the error cardinality in the abstract problem must be increased by the total number of suspect variables corresponding to abstract nodes which adversely affects performance shown in Equation 2. This step is necessary because a single error in the concrete problem may map to multiple errors in the abstract one. This can occur if the propagation path of an error passes through multiple abstract nodes requiring a higher cardinality solution. The algorithm terminates when no more spurious suspects are found and guarantees to return a superset of the suspects in the concrete problem.
III. ABSTRACTION AND REFINEMENT

A. Abstraction Formulation
The abstract instance is generated by starting off with the concrete formula from Equation 1 and adding selected constraints that will simplify it. The simplified formula offers the benefit of reducing the solve time and memory footprint compared to the concrete one. The key insight in this formulation is that the initial state and input vectors in the error trace can imply a great deal of additional information. The initial state and input stimulus, along with the erroneous circuit, provide the ability to generate the simulated value of any net in the erroneous circuit at any time-frame. We will use these values to constrain the debugging formula to generate an abstract instance.
We create an abstract debugging instance by applying, for each module , the simulated input ( ) and output ( ) predicates to Equation 1:
This formulation differs from the previous work in [9] in that both the module inputs and outputs are constrained with the simulated values versus just the outputs. This subtle difference results in a strict under-approximation for the abstract instance. This is in contrast to [9] where only the outputs are constrained with their unused fan-in cone removed. As a result, there is no back propagation from these constraints which can lead to additional solutions not found in the concrete problem. Proof: Since 0 only adds additional constraints, it will result in a subset of the satisfying assignments to 0 . Thus, an under-approximation by definition. Although Equation 3 appears to add additional constraints, these constraints in fact allow a simplification of the equation. Applying the module input and output predicates effectively satisfies all the constraints for the corresponding modules. By removing the constraints for each module in the enhanced transition relation, Equation 3 can be re-written as:
The intuition behind this simplification is that, if the simulated input and output predicates of a module are applied, then the constraints for the module are redundant because the applied predicates define its behavior. This results in Equation 4 returning the same set of solutions as before the simplification, also stated by the following lemma:
Lemma 2
0 will return the same solutions as 0 .
Proof:
0 contains the same constraints as 0 except with the module constraints removed. This means that 0 will return a superset of solutions of 0 . Now we show that any solution found in 0 will be found in 0 . By using the same satisfying assignment as 0 , all the clauses except for the module constraints can be satisfied in 0 . However for each module , if there are no active suspect variables inside the module, then the module constraints, , are fully satisfied because with the applied module input predicate, , the constraints amount to simulation of the module to generate the values in the module output predicate, . On the other hand, if there are active suspect variables inside the module, then some of the variables for the corresponding error locations will be disconnected from their fan-in constraints and become free variables. By selecting these free variables to correspond to the simulated values of these nets, the constraints will also be satisfied in a similar manner. In either case, all the module constraints will be satisfied so 0 will always be SAT when 0 is SAT. Equation 4 gives a strict under-approximation of the debugging instance that is greatly reduced in size by the removal of module constraints. Although it has significantly less flexibility than the original formulation in Equation 1, it provides a succinct under-approximation that can be incrementally refined as described in the following subsections.
B. Module Refinement
The under-approximated abstraction from Equation 4 is significantly more constrained than the original debugging formulation in Equation 1. The fully abstracted problem will likely find very few suspects because the removed modules prevent the effect of the error models from propagating to the primary outputs. Thus only suspects that have a direct propagation path to the erroneous output will be found.
The refinement strategy selects a subset of abstracted modules and restores them by removing their module input and output predicates and adding back their original constraints. To select the subset of abstracted modules, an UNSAT core from the solved abstract instance is utilized. Intuitively, the UNSAT core represents the error propagation path backwards from the erroneous output. This path in the concrete instance will pass through many modules. In the abstract one, it will stop at one or more of the abstracted modules.
The refinement strategy uses the UNSAT core to incrementally refine modules on the error propagation path until all modules along the path have been refined. This provides a significant benefit over the refinement strategy from [9] which depends on solutions returned from the abstract problem for refinement. This is due to the fact that the use of solutions for refinement requires a formulation with higher error cardinality because an error can propagate along two separate paths. This is in contrast to using an UNSAT core which will implicitly return multiple propagation paths if they are responsible for the erroneous output.
To extract relevant information from the UNSAT core, it is traversed and clauses from any abstracted module input or output predicates are found. The modules corresponding to those clauses are marked for refinement in the next iteration. On the other hand, if there are no clauses involving module input or output predicates, then we can safely conclude that we have finished solving the problem.
The intuition behind this termination condition is that, since it does not involve any abstracted components, it will also exist in the original debugging formulation from Equation 1. Thus, no more solutions would have been found in Equation 1 either. Given this condition, a stronger result can be implied that the current refined instance contains enough information to find the same equivalent solutions as the concrete one. This is stated formally in the next theorem. . Assume towards a contradiction that 0 has a solution, denoted by ( ), that is not found in 0 and is the resulting UNSAT core given above. Let ( ) denote the blocking clauses from 0 . We know ( ) does not block ( ) from being found in 0 or else 0 would have found ( ). Therefore, 0 ∧ ( ) ∧ ( ) is SAT. However, the UNSAT core only contains clauses from blocked solutions, error trace predicates, glue logic or error cardinality constraints since it does not contain any module input or output predicate clauses. This means the UNSAT core is a subset of the clauses in 0 ∧ ( ) ∧ ( ) which is shown to be SAT, leading to a contradiction. So it must be the case that 0 ∧ ( ) is SAT. Theorem 1 gives us a condition to stop the abstraction refinement process without the need to refine every module. It also shows that this process will eventually provide complete results because in the worst case the abstract problem will degenerate to Equation 1 through refinement. Figure Figure 2 . This instance can be solved returning a subset of the exact solutions 2 and 4 .
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C. Extension to Basic Scheme
It is possible to provide a more fine-grain refinement strategy compared to the one presented earlier while still maintaining an under-approximated abstraction. Since an UNSAT core simply contains clauses involved in unsatisfiability, the clauses can be mapped back to both their corresponding module and time-frame. Utilizing both of these pieces of information allows us to refine in a more detailed manner. This is achieved by traversing the UNSAT core and determining which clauses correspond to added module input and output constraints. For those constraints, we determine both the corresponding module and time-frame instead of just the module. Using this strategy, modules do not need to be refined across all of time-frames but only the ones directly involved with the error. This allows us to manage the trace length by only refining modules that are necessary to debug the given problem.
This strategy allows fewer modules across time-frames to be refined but may cause more iterations because only a small amount of the problem is being refined in each iteration. To provide a trade-off between these two metrics, a radius parameter can be introduced that refines modules that are within time-frames of the module input or output clause involved in the UNSAT core. This balances the number of iterations against the level of the sequential refinement. Theorem 1 still applies to this sequential refinement strategy as it just refines fewer modules in each iteration compared with the strategy introduced in Section III-B. Figure 3 
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D. Overall Algorithm
The overall abstraction and refinement procedure is found in Algorithm 1. It begins by creating an abstract debugging instance in line 6 as described by Equation 4 . Then, it iteratively solves the abstract problem and refines it in the loop of lines 7-14. After each abstract problem is solved, the UNSAT core is extracted and analyzed to determine if it involves any module input or output constraints (lines 8-10). If no constraints are found, then it terminates returning an exact set of solutions according to Theorem 1 (line 11). Otherwise, the problem is refined according to one of the refinement strategies presented in Section III-B or Section III-C. Lemma 1 is implicitly used when creating the refined problem in line 13. This step prunes previously found solutions from being considered in future iterations since we know that each abstract instance is an under-approximation.
The algorithm will always terminate because in the worst case the refinement strategy will cause the abstract problem to degenerate to Equation 1 resulting in a true condition in line 10.
IV. EXPERIMENTS
This section presents the experimental results for the proposed abstraction and refinement algorithm. All experiments are run using a single core of a Core 2 quad-core 2.66 Ghz workstation with 8 GB of RAM and a timeout of 3600 seconds. Algorithm 1 is implemented for both refinement strategies and results are compared to a sequential SATbased debugger [5] and the previous work in abstraction and refinement for design debugging [9] . PicoSAT-v913 [17] is used to solve all SAT instances and generate all UNSAT cores. 
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The effectiveness of the proposed algorithm is shown on industrial Verilog RTL designs from OpenCores [16] and two commercial designs (fxu, s_comm) provided by our industrial partners. Each debugging instance is created by randomly selecting a line in the RTL and inserting a typical industrial RTL error such as a wrong state transition, incorrect operator or incorrect module instantiation. The erroneous design is then run through an industrial simulator with the accompanying testbench where a failure is detected and the error trace recorded. Suspects returned by the debuggers correspond to lines in the RTL such as assignments, if statements, instantiations etc. It should be emphasized that a single location in the RTL typically corresponds to multiple locations in a gate-level formulation. All abstraction techniques use modules which correspond to top-level instantiations in the Verilog design.
The results for all experiments are shown in Table I . Each design is used to create an instance by inserting an error into the design. A number is appended to each design name to indicate which error is inserted. Four sets of experiments are run on each instance corresponding to each of the different debugging methods used. The first set uses the technique based on [5] which we denote as SAT-based debugging. The second set is run with the previous work from [9] which we denote as Suspect Refinement. The final two sets correspond to the abstraction and refinement procedure presented in Algorithm 1 with the two refinement strategies from Section III-B and Section III-C which we will denote as Module Refinement and Sequential Refinement respectively. Sequential refinement is used with a radius parameter of = 20.
The first five columns in Table I show the instance name, number of synthesized gates, number of initial potential suspect locations, the number of modules available for abstraction and number of clock cycles in the error trace. The next 12 columns show the run-time, peak memory and number of suspects returned by each of the four sets of experiments. A * beside the number of suspects denotes that the actual inserted error was found. A TO (MO) entry in the table is used to refer to a time-out (memory-out) condition for that experiment. For TO or MO conditions, the solutions column lists the number of partial suspects returned by that method before the condition occurs.
The benefit of the proposed abstraction and refinement technique is apparent when comparing the number of instances that return solutions. SAT-based debugging is only able to return solutions for 9, or 41%, of the 22 instances while Module Refinement and Sequential Refinement are able to return solutions for 19 and 22 of the instances respectively. The excessive size of the unrolled debugging problem from Equation 1 prevents the SAT-based debugging formulation from fitting into memory while the proposed algorithm is able to deal with these instances.
Comparing the total number of solutions, we can also see the benefit of the proposed technique compared to Suspect Refinement. In almost all of the instances, Suspect Refinement returns an excessive number of solutions due to the fact that it returns a superset of the solutions from Equation 1. This is a significant benefit of Module and Sequential Refinement techniques over Suspect Refinement because an excessive number of solutions negates the benefit of automated debugging techniques to narrow down the list of potential suspects (i.e., method resolution). The aggressive abstraction from the Suspect Refinement technique combined with the need for the refinement strategy to increase the error cardinality are the primary reasons for the large increase in solutions. The refinement strategy also leads to excessive run-times where 14 of the 22 instances cause a time-out due to increased error cardinality. In these cases, the error cardinality is increased in an early iteration before many of the modules are refined, hence a lower reported peak memory for Suspect Refinement.
For the 7 instances where SAT-based debugging does not cause a memory-out or time-out, the run-time performs better in some cases such as fxu2 and worse in others (fxu1). Abstraction and refinement aims to target large industrial instances, so on small instances the trade-off is less beneficial.
For memory we see similar mixed results for the same 7 instances. In the case of fxu3, Theorem 1 is applied generating complete results where many of the modules did not need to be refined. This results in a dramatic reduction in peak memory from 7390 MB with SAT-based debugging to 3372 MB and 4181 MB with the Module and Sequential Refinement techniques. In other cases where refinement required all the modules to be restored such as fxu2, the peak memory is approximately the same (7813 MB vs. 7907 MB and 7970 MB). This slight increase is primarily due to the overhead for abstraction and refinement and the enabling of tracing UNSAT cores in the SAT solver. However despite this slight overhead in memory, the majority of the instances still run using the proposed algorithm where it would not be possible otherwise.
With the two proposed refinement strategies, Theorem 1 is successfully applied in one instance for Module Refinement (fxu3) and four instances for Sequential Refinement (fpu2, fxu3, mem_ctrl2, vga3) where the algorithm terminates without refining all modules. Since this theorem relies on UNSAT cores, it is highly dependent on what the solver returns. Sequential Refinement typically requires more iterations, therefore it has a higher chance that it will find an UNSAT core that can be applied with Theorem 1. However, for both these refinement strategies a dramatic reduction in run-time and memory is achieved when applicable. Figure 4 shows the number of solutions returned from the abstract problem per iteration for both the proposed refinement strategies for ac97_ctrl1,fpu1,fxu2 and conmax1 where mod stands for Module Refinement and seq stands for Sequential Refinement. The first iteration for all instances is the same regardless of the refinement strategy because the abstract problems are identical. Benchmark ac97_ctrl1 shows a case where the refinement of modules across all timeframes is beneficial. In the second iteration of this instance, Module Refinement finds 11 solutions versus 4 for Sequential Refinement. This demonstrates that many of the suspects require propagation across many time-frames, a disadvantage for Sequential Refinement which takes many iterations to achieve the same result. Cases fpu1 and conmax1 on the other hand, show great benefits from using Sequential Refinement. In these cases, the refinement of modules across all time-frames causes the instance to become too large to fit into memory causing a memory-out condition for Module Refinement. This is not an issue for Sequential Refinement which completes more iterations and finds more solutions.
V. CONCLUSION
Design debugging today is a bottleneck in the verification cycle and automation is needed to alleviate its pain. In this work, a novel abstraction and refinement algorithm is presented for design debugging to manage two key components of the problem complexity, the design size and the error trace length. This is accomplished by creating an under-approximate abstract problem that uses simulated values to replace modules of the original design. Following this, UNSAT cores are used to direct which modules to refine. An extension of the basic refinement strategy utilizes the UNSAT core to refine modules across time-frames as well. Experimental results on industrial designs show major benefits in run-time and peak-memory compared to previous state-of-the-art techniques.
