This paper describes a database collecting natural color images, called the Natural Image Database, and shows how it is used for illuminant estimation problems. First, we present significant features of the database. This database is not only a collection of color images of natural scenes, but also includes scene illuminant spectra and camera calibration data. Because these data sets are available via the Internet at http://www.osakac.ac.jp/labs/shoji, the database can be used as the calibrated common test data for evaluating the performance of illuminant estimation algorithms. Second, we focus on two illuminant estimation methods, the subspace method for estimating scene illuminant spectra and the sensor correlation method for classifying illuminant color temperature. The algorithms are briefly described. The former is based on the linear model representation of possible illuminant spectra, and the latter is based on correlation computation between an observed image and the reference illuminant gamuts. The performance of these algorithms is evaluated using the database.
Introduction
A substantial fraction of the images shared on the Internet are taken with digital cameras.
The clear difference between a digital camera and a film-based camera is that the digital camera has no film. Instead, it has a sensor that converts incoming light into electrical signals. Many important features of digital cameras comes as a result of the shift from recording an image on film to recording the image in digital form. Since a digital camera converts light into an image directly without chemical process, the illuminant affects directly the quality of images. The technology requires a more precise knowledge of the illuminant than the conventional silver halide technology.
This requirement can be related to human perceptual ability, called color constancy, to discount the illumination when we judge the color appearance of an object in a natural scene [1] . This demonstrates the subconscious ability of people to separate the illuminant spectrum from surface reflectance, which are contained in the color signal of the light reflected from object surfaces.
Because of its significance, the theory of scene illuminant estimation from image data has a long history, and the estimation algorithms have applications in many fields of color science, computer vision, image processing, color imaging, image reproduction, and image database retrieval. A large number of algorithms for separating surface and illumination components have been proposed. A brief review on these algorithms is found in Ref. [2] . Nearly all algorithms for estimating illuminant spectral power distribution assume that there are physical constraints on the set of possible illuminant spectra, such as the low-dimensional linear model [1] . The linear model representation allows the development of simple estimation algorithms [3] - [10] . A shortcoming of linear models is that accurate illuminant spectral representation is impossible using three sensor outputs, and sometimes the estimation algorithms can be unstable.
An approach of illuminant classification was developed recently [2] [11] [12] , that is more closely related to the engineering practice of classifying the scene illuminant as belonging to one of several likely types. The illuminant classification approach --rather than the illuminant spectral estimation approach --is simple and stable in computations, and appropriate for applications such as photography.
Although a number of algorithms have been proposed for illuminant estimation and classification, the performance of these algorithms cannot be easily compared because there are not enough of common test data sets. In the past, we had to use our own image data with known illuminants and the Macbeth Color Checker as a common test sample. The data used by Funt et al. [13] have been available for several years, and the new dataset (http://www.cs.sfu.ca/~colour/data/) was announced in 2000. The database includes the images of different objects under a single illuminant and the images of a single object under different illuminants. Natural images like outdoor scenes are not found there.
The present paper describes a database collecting natural color images, called the Natural Image Database, that can be used for testing illuminant estimation algorithms. Here, we report two contributions. First, this database is not only a collection of color images of natural scenes, but also includes scene illuminant spectra and camera calibration data. Because these data sets are available via the Internet, the gap between estimation algorithms and practical applications can be closed by using the Natural Image Database as the calibrated common test data. Second, we show how it is used for illuminant estimation problems. Especially we focus on two methods, the subspace method for estimating scene illuminant spectra and the sensor correlation method for classifying illuminants of natural scenes. The algorithms are briefly described and the experimental results are shown on the database.
Natural Image Database

Features
An image database is used in almost all image and vision related fields in these days. We have created the Natural Image Database and posted it on the Internet for originally supporting the study on illuminant estimation and image understanding in natural scenes. This database is now available at the web site of http://www.osakac.ac.jp/labs/shoji. The set of image data is a collection of calibrated color images of natural scenes of indoor and outdoor scenes taken with a CCD digital camera. A significant feature of the present database is a collection of spectral data on scene illuminants and the camera, unlike ordinary image databases. The spectral-power distribution of ambient light was measured for each natural scene, and the scene illuminant spectrum was attached to the image data. The spectral-calibration data such as the spectral-sensitivity functions of the camera are also provided as a common data set. Therefore the performance of any illuminant estimation algorithm is examined effectively by comparing the illuminant estimated from image data with the direct measurement for a variety of natural scenes in the database.
Structure
Image datasets
There are seven sets of natural image data in the current database. Figure 1 temperature of the illumination in each dataset. The camera that we used can be operated in one of two modes on spectral-sensitivity functions. One mode is appropriate for imaging under tungsten illumination (say illuminant A), and another mode is appropriate for imaging under daylight (say D65). Campus was taken under daylight and the image data were converted into the tungsten mode. The elements of images are reflective objects, and lighting objects including the sky are seldom seen in the scenes. Figure 2 shows the window page of Laboratory, where the upper left figure depicts the spectral curve of the measured illuminant. The numerical value of 2876K stands for the correlated color temperature of that illuminant. Some notes are given for the camera and illumination conditions, and the photo album lists all color images in this data set.
The whole image and illuminant data can be downloaded to a client's computer via the Internet by clicking a button. Figure 3 shows the window page of Osaka. The spectral curve is typical for the set of illuminants measured in the scenes. 
Camera information
A Minolta camera (RD-175) was used for image acquisition after some modifications.
First, the original camera system was modified so that the camera gamma values were one for the three sensor types. That is, the transduction curve relating input intensity to digital count is linear for RGB sensors. Second, the spectral sensitivities of this camera were measured in separate experiments using a monochromator (e.g., see [9] ). Figure 4 shows the spectral-sensitivity functions of the camera. The camera can be operated in one of two modes. The tungsten mode is appropriate for imaging under tungsten illumination like illuminant A, and the blue sensor gain is high. The daylight mode is appropriate for imaging under daylight, and the blue sensor gain is much lower. The spectral sensitivity functions have a linear relationship between two modes.
This relationship is given numerically in the database. Operating in the high blue sensor gain improves the performance of scene illuminant classification [2] [12] . Hence, all computations for the illuminant classification were done in this mode.
In this paper the algorithms work for linear image data. However it is not standard to be able to get linear data from a consumer grade camera. Let us consider the issue of applying the algorithms to data that have some unknown gamma applied. We can make roughly the linear property of the image data by using the Macbeth Color Checker.
Six gray patches in the Macbeth
Color Checker are arranged in nearly equal steps of reflectance. Then a series of camera data for these gray patches represent a type of camera gamma. Therefore, a lookup table for un-gamma operation can be created from the data. All image data are corrected via the lookup table for use of our algorithms. 
Illuminant information
Scene illuminants were measured by placing a reference white board in the scene and measuring the reflected light using a spectro-radiometer. Figure 5 shows the illuminant spectral-power distributions measured for Laboratory (a) and Osaka (b). We should note that a set of scene illuminants in the open air has considerable variations in luminance. For an arbitrary illuminant, the correlated color temperature is defined as the color temperature of the blackbody radiator that is visually closest to the illuminant. The correlated color temperature of a daylight illuminant can be related to the CIE (x, y) chromaticity coordinates of the measured spectrum (see [15] , p.145). 
Data formats
In the present version of the database each color image has the fixed sampling size of 572x764 pixels and the fixed quantization level of 24 bits/pixel. All color images are stored in an uncompressed TIFF format. We should mind saturated pixels over the dynamic range. Usually, if a pixel value of RGB is equal to 255, it should be thrown out as a saturated pixel. The present camera has a good linearity below 235. However, if the pixel values are bigger than 235, it indicates the saturation effect clearly. Therefore the value 225 has been chosen as threshold for saturated pixels. Figure 6 shows the data structure of the spectral sensitivity functions of the camera.
Three spectral functions are arranged in the order of R, G, and B, and the value of each function is given in the visible range of wavelengths from 400 nm to 700 nm in 5 nm increments. These numerical data are represented in the precision of single floating point. Figure 7 shows the data structure of the scene illuminant spectra. Each relative distribution of the spectral radiance is given as a column vector in single precision in the same visible wavelength range. If the illuminant array consists of only one column, all the image data have the same illuminant spectral distribution as the given column vector. Finally, the entire data of color images, camera spectral sensitivities, and scene illuminants are compressed in a ZIP format. Figure 6 Data structure of the spectral sensitivity functions. Figure 7 Data structure of the scene illuminant spectra.
Use For Estimating Scene Illuminant Spectral-Power Distribution
Finite-dimensional linear model
Finite-dimensional linear models are used to describe the spectral functions of illuminants and surface reflectances [16] - [20] . The models are effective in the sense that the number of unknown parameters in the spectral functions estimation can be reduced significantly when spectral functions with continuous spectra are represented by only a small number of basis functions. As a result, the linear models with a small number of unknown parameters make it possible to recover those spectral functions from camera data [5] .
We assume that the illuminant spectrum ( ) E λ can be expressed as a linear combination of m basis functions as
where
.., m} is a statistically determined set of basis functions for the illuminant, and { i ε } is a set of scalar weights. We also suppose that the spectral reflectance function can be expressed in the same fashion with n reflectance basis functions as
where { ( ) i S λ , i=1, 2, ..., n} is the set of reflectance basis functions, and { i σ } is the set of weights. 
Camera model
A color image consists of three sensor outputs at each spatial location x. The surface-spectral reflectance ( , ) S x λ , the illuminant spectrum ( ) E λ , and the sensor-spectral sensitivity functions { ( )
Using the linear model expression for the illuminant spectral functions permits us to express the above imaging relationship as the vector equation
where ( ) x ρ is a column vector formed from the outputs { ( ) R x , ( ) G x , ( ) B x } and ε represents an m-dimensional weight vector for illuminant. Moreover S(x) Λ are a 3xm matrix defined as
Thus, the estimation problem is reduced into estimating the illuminant vector ε from the camera outputs.
Estimation algorithm
The subspace method by Maloney and Wandell [5] is one of the computational methods for solving the above estimation problem. The solution method is based on the property that, when the dimensionality of the surface vector in (2) is less than the dimensionality of the sensor output vector, the observed data are restricted to a subspace of the sensor outputs. Figure 9 illustrates this property. When m=n=2, the image of the surface vector by 1 σ and 2 σ spans a plane within the three-dimensional RGB sensor space. This subspace is determined on the illuminant vector ε .
Therefore illuminant estimation is done in a two-step process of identifying the subspace and recovering the illuminant vector. The detailed algorithm is given in Ref. [21] .
The first step is to identify the subspace that contains the set of sensor vectors.
Identifying the subspace is equivalent to finding the vector π perpendicular to the subspace. We can perform a singular value decomposition (SVD) of the RGB data matrix by ( ) x ρ . The direction corresponding to the smallest singular value is then selected as the best direction of π .
The second step is to recover the vector ε from π . Note that the equation . Figure 9 Observed data in a subspace of the sensor space.
Experimental results
First, in order to derive the illuminant basis functions available for describing all scene illuminants, we analyzed a set of spectra from CIE standard lights and several real sources. The data set consisted of (1) CIE standard lights A, B, and C, (2) CIE daylights D55, D65, and D75, and (3) the measured spectra from sunlight, a slide projector, and a tungsten halogen lamp. We neglected neon, fluorescent, and similar illuminants because of their illuminant spectra with spikes. Figure 10 shows the first two basis functions computed from the SVD of the set of nine spectra. The above illuminant spectral estimation algorithm was applied to the images in Laboratory and Osaka. The two-dimensional subspace for each image was determined with the first two components of the RGB data matrix. To build the matrix Π , we used a database of surface-spectral reflectances provided by Vrhel et al. [20] together with the reflectances of the Macbeth Color Checker.
The database consists of 378 measured reflectance spectra of different materials collected from artificial and natural products. Figure 11 shows the estimation results of the illuminant spectral power distributions for all scenes in Laboratory (a) and Osaka (b), where the estimated illuminants from the image data are represented in solid curves. We compare these estimates with direct measurements of the illuminant spectra. In Figure 11 (a), the measured spectrum of the lamp used is represented in a dashed curve.
The illuminant spectral-power distributions are recovered well for most of the scenes. Note in this case that the illuminant spectra are estimated using only two basis functions. For outdoor scenes, however, the estimation accuracy decreased as shown in Figure 11 (b) , where all measured illuminant spectra are between two dashed curves. We consider that the two-dimensional linear model using the present reflectance database includes errors in describing real surface-spectral reflectances for natural products, and the image data are not well confined to a proper subspace in the RGB space, so that the estimation of the perpendicular vector π is unstable. 
Use For Classifying Scene Illuminant
The sensor correlation algorithm was proposed for classifying illuminant color temperature of natural scenes [2] [12] . This illuminant classification is to restrict the estimation to a set of blackbody radiators. Color temperature classification provides simple specifications of many common light sources.
Illuminant and color temperature
We classify scene illuminants according to their blackbody color temperature. The color temperature of a light source is defined as the absolute temperature (in kelvin K) of the blackbody radiator. The equation of the spectral radiant power of the blackbody radiators as a function of temperature T (in K) is given by the formula [25], p. 12
where c 1 = 3.7418 x 10 -16 Watts-m 2 and c 2 =1.4388x 10 -2 Watts-K and λ   is wavelength (m). The set of blackbody radiators includes sources whose spectral power distributions are close to CIE standard lights commonly used in color rendering. Sources with lower color temperatures tend to be redder, while those with higher color temperatures are bluer. Figure 12 compares the spectral-power distributions of blackbody radiators with some light sources in commercial use.
The solid curves represent the black body radiators, and the dashed curves represent an incandescent lamp and CIE daylights.
Differences in color temperature do not correspond to equal perceptual color differences. It was suggested that visually equally significant differences of color temperature correspond more closely to equal differences of reciprocal color temperature [22] . The unit on the scale of micro-reciprocal degrees (10 6 K -1 ) is called "mired". The blackbody radiators are written as a function of reciprocal temperature T' as
where c 1 = 3.7418 x 10 -16 Watts-m 2 and c 2 =1.4388x 10 4 Watts/mired. Therefore, illuminants are classified using the scale of reciprocal color temperature Figure 12 Spectral-power distributions compared between blackbody radiators (solid curves) and some light source in commercial use (dashed curves).
Definition of illuminant gamuts
Illuminant classification algorithms use a set of reference illuminant gamuts to define the anticipated range of sensor outputs. To create these gamuts, we used the same database of surface-spectral reflectances as described in 3.4. The sensor outputs of our camera are predicted using Eq.(3) with blackbody radiators ( ) E λ . Although the camera is operated in one of the two modes, all analyses for illuminant classification were performed in the tungsten mode. The scene illuminants for classification are blackbody radiators spanning 118 mired (8500K) to 400 mired (2500K) in 23.5 mired increments.
The illuminant gamuts are defined on the RB-plane, because the illuminant gamuts for blackbody radiators differ mainly with respect to this plane. The boundary of the illuminant gamut is obtained from the convex hull of the set of (R, B) points. For example, Figure 13 shows the set of data points corresponding to the Vrhel and the Macbeth color checker superimposed on the illuminant gamut for the particular temperature of 182 mired (5500K). The region enclosed with the solid curves represents the illuminant gamut. Figure 14 shows the illuminant gamuts of the blackbody radiators for 13 successive temperatures in the RB-plane. The gamuts are depicted at equal spacing in reciprocal color temperatures. Many cameras exhibit the same good spacing in the RB plane as shown in Figure 14 . Figure 13 Reflectance data points imaged at 182 mired (5500K) on the RB sensor plane. Figure 14 Illuminant gamuts for blackbody radiators for 13 successive temperatures.
Classification algorithms
The sensor correlation method calculates correlation values between an observed image and each of the reference illuminant gamuts in the (R, B) sensor space. An illuminant gamut with the peak correlation is detected, and the corresponding color temperature is selected as the estimate of scene illuminant for the observed image. The improved gamut-based sensor correlation method requires an additional computation on (1) image gamut and (2) image scaling [2] .
(1) Image gamut: The image gamut defines an entire region of possible colors in the RB plane, which is predicted from the observed image data under a certain illuminant. The boundary of the image gamut is obtained from the convex hull of (R, B) pixel values of the observed image.
A correlation value is then computed from the area of the gamuts as
where I A is the area of an image gamut, i A are the area of the i th illuminant gamut, and I i A is the area of the overlap between the image and illuminant gamuts.
(2) Image scaling: The scaling operation is needed for compensating for intensity differences between images. To scale the data, we define values is determined for each of the original image set. To insure the stability of this gamut, we perform simple image filtering for removing noisy pixels (see Ref. [2] for the detail). A single bad pixel might cause various noise effects on the gamut. We identify isolated pixels in RGB-space, and remove these as noisy pixels. Next the entire image is normalized so that the brightest pixel has the maximum intensity, 255. The convex hull of these normalized values is determined on the RB-plane. Once the original image gamut is fixed, the correlation computation is repeated between the image gamut, scaled with a different value of the parameter k, and illuminant gamuts (i=1, 2, …, 13). Finally, we determine the illuminant i max and the parameter k max that give an overall maximum of the correlation function.
We confirmed the usefulness of this approach using the parameter k. Figure 16 shows image gamuts (a) and the corresponding correlation functions (b) with different k values for the image of Bluescreen in Figure 1 . Note that the use of k changes the correlation coupling. In this example, the overall peak correlation is at a color temperature of 188 mired (5312K) for k=0.8.
The increment k ∆ can usually be set to 0.1. 
Experimental results
The illuminant classification algorithm was evaluated using images in Laboratory and Osaka. First, the correlated color temperature of each scene illuminant was determined from the chromaticity coordinates of the measured spectral-power distribution. We used the CIE 1960 UCS chromaticity diagram for this computation (see [15] , p.224 for the details). The correlated color temperature is defined as the temperature of the black body radiator whose perceived color most closely resembles that of selective radiator. A set of straight lines, called isotemperature lines, is drawn on the (u, v) chromaticity plane. These lines are short straight lines crossing the Planckian locus perpendicularly. Therefore, the correlated color temperature can be computed plotting the measurement on the (u, v) diagram and interpolating isotemperature lines that are closest to the measurement. All images in Laboratory have the same correlated color temperature as 2876K.
The temperature for each image in Osaka is listed in the second column in Table 2 . It varies from 5186K to 6066K around 5500K.
Next, the classification algorithm was applied to the image data for classifying the scene illuminants into 13 blackbody radiators spanning 118 mired (8500K) to 400 mired (2500K) in 23. The average of the estimated color temperatures is 2897K, which is very close to the direct measurement 2876K. The biggest discrepancy between the estimate and measurement occurs in image 5, that is due to fluorescence from the bright white shirt. Moreover all colors in image 10 look somewhat reddish. The numerical classification results for Osaka are shown in Table 2 .
We evaluated the performance of the classification algorithm in several ways. First, the mean error between the estimated and measured color temperature is 14.9 mired for Laboratory and Moreover, the color temperature errors are expressed as a range of spectral power distributions. Figure 18 shows the error ranges of spectral power distributions for Laboratory and Osaka, where the solid curves represent the estimated spectral distributions by the blackbody radiators and the dashed curves represent the full spectral curves of the measured illuminants.
All spectral curves are normalized so that the spectral radiance values are one at 560nm.
Comparison with Figure 11 concludes that the classification algorithm gives a better performance than the spectral estimation algorithm. Figure 18 Color temperature errors as a range of spectral power distribution for Laboratory (a) and Osaka (b). The solid curves represent the estimated spectral distributions and the dashed red curve represent the full spectra of the measured illuminants.
Conclusion
We have described a database collecting natural color images, called the Natural Image
Database, and shown how it is used for illuminant estimation problems. First, significant features of the database were presented. Our database is not only a collection of color images of natural scenes, but also includes scene illuminant spectra and camera calibration data. These data sets are available from http://www.osakac.ac.jp/labs/shoji/English/Database/index_e.html via the Internet.
The set of image data is a collection of calibrated color images of indoor and outdoor scenes taken with a CCD digital camera. Therefore it is expected that the gap between illuminant estimation algorithms and practical applications is closed by using this database as the calibrated common test data.
Second, we have focused on two illuminant estimation methods, the subspace method for estimating scene illuminant spectra and the sensor correlation method for classifying illuminant color temperature. The algorithms and features of these methods were briefly described. The former method is based on the low-dimensional linear model representation of possible illuminant spectra. The latter method is based on correlation computation between an observed image and each of the reference illuminant gamuts of black body radiators. The performance of these algorithms was examined on experiments using natural color images and scene illuminant spectra in the database. It was demonstrated that the sensor correlation method was more reliable than the subspace method.
Because some image database is used in almost all image and vision related fields in these days, the present database will be able to have a wide range of application in other research fields than illuminant estimation research. The scenes in the present database are of such a limited style, without light sources, sky and lamps. We will extend the database in such directions in the future.
