. D 0 was adjusted to measured air temperatures using the equation given in Rolston and Moldrup (2002) . Equation (1) was solved numerically (implicit scheme with Newton iteration, Anlauf et al., 1990) for the effective tunnel height h (Livingston et al, 2006) , -lower boundary condition at the soil surface, q l (z = 0, t), which must be estimated by inverse modelling.
For the lower boundary flux a semi-physical function was chosen. We assumed that the lower boundary flux, q l (z = 0, t), was driven by diffusion only. This assumption is supported by findings of Böttcher et al. (2011) . If controlled by diffusion, the course of the FTIR spectrometry measured tunnel N 2 O concentration versus time, C(t), is expected to be linear when plotted against the square root of time (square-root-t-law, Crank, 1979) . The squareroot-t-law (exponent ψ = 0.5),
is applied in chemistry and physics to identify diffusion processes (e.g. Goldman et al., 2009 ).
Since the diffusive flux q causing the increase of C in a chamber or tunnel is the first derivative of the concentration increase, dt dC q = , one may write
Based on Equation (3) we assumed that the following simple function may be used to approximate the lower boundary condition:
with ψ = 0.5. The only unknown parameter in Equation (4a) is q 0 , the predeployment flux at the soil surface at the moment of tunnel closure. Equation (4a) has the shortcoming that it is not defined for t = 0. Thus, for the inverse parameter estimation, the time axis was shifted by ∆t = 1 time unit, taking care that at t = 0 the boundary condition at the soil surface equals q 0 (Equation 4b), which is the predeployment flux q 0 at the moment of tunnel closure
The simplicity of Equation (4b) ensures a unique determination of the unknown parameter by inverse modelling. However, as Equation (4b) with ε = 0.5 proved to be too specific to describe all measurement situations, we also tested an alternative equation with ε varying in the range 0 ≤ ε ≤ 0.5. The applicability of Equation (4b) together with the time shift was not previously clear but was proven with independently simulated data (see section "Simulation of N 2 O fluxes in the soil/tunnel system"). For the iterative adjustment of q 0 in the IMQ0 approach 3 the Gauss-Seidel algorithm with minimization of an objective function φ (Himmelblau, 1970) was applied. The objective function of iteration step s was defined as
where C FTIR is the above mentioned measured N 2 O concentration with FTIR spectrometry, and C model is the modelled N 2 O concentration in the tunnel for the iteratively achieved q 0 of the respective iteration step.
Simulation of N 2
The model and simulations used to calculate scenarios of N O fluxes in the soil/tunnel system 2 O concentration increases in the measurement tunnel are described in section "Simulation of N 2 O fluxes in the soil/tunnel system". The approaches to evaluate the scenarios were given before in the section "Estimation of N 2
The simulations were carried out as follows:
O fluxes obtained by tunnel measurements". S4 a) In the first step without the tunnel, N 2 O production and transport by diffusion in the soil were simulated for 24 h starting with N 2 O concentrations in soil air and depth specific apparent diffusion coefficients which were measured during a preliminary study at the same plot (Böttcher et al., 2011) 
The performance of the approaches was quantified by the coefficient of efficiency (EC) according to Nash and Sutcliffe (1970) : (6) where recently used by different authors as an efficiency measure for pedotransfer functions (Horn et al., 2005 ) and mineralization models (Bauer et al., 2008 ). An EC = 1 indicates perfect performance of the estimation approach, and EC < 0 indicates that the mean simulated q , 0 predicts the simulated data better than the applied estimation approach.
Scenario simulations to prove the evaluation approaches
In this appendix the results of different scenarios are presented in detail, but restricted to approach 1 (NDFE) and approach 3 (inverse modelling, IMQ0). As shown in section for C(t) and EC = 0.9919 for q(t) ( Figure S1 ). However, the match of q(t) is slightly worse than that of C(t) because the objective function (Equation (6), section "Simulation of N 2 O fluxes in the soil/tunnel system") minimized to adjust q 0 is defined by the N 2 O tunnel concentrations, which are in addition affected by diffusion in the tunnel and the modelled "measurement" procedure (compare to section "Simulation of N 2 O fluxes in the soil/tunnel system"). Nonetheless, the applicability of Equation (4b) with ε = 0.5, the semi-physical function based on the square-root-t-law to describe the boundary flux q(t) is confirmed, at least for the simulated scenario without N 2
Based on this scenario, the estimated predeployment N O production in the soil during tunnel deployment.
2 O flux q 0 calculated by IMQ0 and NDFE is shown in Figure S2 
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For scenarios with persisting N 2 O production in 0 -10 cm soil depth, Figure S3 shows that q 0 is largely overestimated by IMQ0 and NDFE. The poor fit obtained by IMQ0 was not expected as this approach yielded an excellent fit in scenarios without N 2 O production ( Figure S2 ). The reason for the failure of the evaluation approaches, especially IMQ0, can be deduced from Figure S4 . After the initial lag phase the N 2 O concentration in the tunnel at the measurement beam height tends to increase linearly, indicating a constant N 2 O flux across the soil-air interface. Linearly increasing gas concentrations in static chambers were often observed (e.g. Forbrich et al., 2010) , and were shown by Conen and Smith (2000) to be expected if gas production persists in the soil after chamber deployment. However, a rather constant flux and resulting linear tunnel concentration increase cannot be described by Equation (4b) from the fact that the parameters q 0 and ε apply to the functional expression of q(t) (Equation (4b)), but C(t) defines the objective function (Equation (6) in section "Estimation of N 2 O fluxes obtained by tunnel measurements"), and the partial derivatives in the algorithm can only be approximated numerically from the tunnel concentrations as δC(t)/δq 0 and δC(t)/δε, S10 where δ represents a small perturbation (Himmelblau, 1970) . Therefore, a simplified calculation scheme was applied. In this scheme the exponent ε was increased stepwise from 0 to 0.5 by increments of 0.01. For each step, q 0 was non-linearly estimated by Gauss-Seidel iteration, and the root-mean-squared-errors (RMSE) between simulated or measured, respectively, and estimated C(t) were calculated. Minimum RMSE was the criterion for best fit of q 0 and ε. To avoid "the problems and pitfalls of multi-parameter optimization" Pedersen et al. (2010) For the simulated scenarios with soil gas production during tunnel deployment evaluation of q 0 by IMQ0, with Equation (4b) and ε fitted, yielded considerably better results ( Figure S5 ).
Independent of the value of q 0 the best fit was always achieved with ε = 0. I.e., q(t) is constant S11 and equals q 0 . However, q 0 was systematically underestimated by IMQ0 in the order of 30%.
This results from the dilemma discussed above in which C(t) defines the objective function as minimized. Although q 0 is underestimated, the course of C(t) evaluated by IMQ0 fits the simulated concentrations ( Figure S4 ) perfectly (EC = 0.9999). In contrast, the evaluated and simulated courses of q(t) do not match ( Figure S6 ) and the calculated coefficient of efficiency is EC = -0.26. This is a basic and virtually un-resolvable problem of the evaluation of the tunnel measurements by IMQ0.
Time ( However, NDFE performed worse (70% miss-estimation) and is thus no alternative. The cause for the large miss-estimation by NDFE was not evaluated in detail, but very probably this is because NDFE was deduced for mixed chambers (Livingston et al., 2006) and not for a system with a long diffusion distance between soil surface and the height of concentration measurement. Therefore, NDFE fails to simulate the sigmoid curve shape of the concentration S12 increase during the first ten to twenty min (compare to Figures S1 and S4 ) and misestimates The simulations were run with or without N in 0 -30 cm depth.
2 O production during tunnel deployment. For evaluation with IMQ0 the exponent ε was also fitted (see above). The results in Figure S7 show rather indifferent estimation accuracy for the scenarios without P. The NDFE performance switched from a clear underestimation (36%) to a slight overestimation (10%) of q 0 . IMQ0 always resulted in underestimation of q 0 . For the depth distribution scenarios II to IV this underestimation was 14%, and for I about 32%. It has to be noted that the estimation accuracies of IMQ0 (approach 3) reported here were obtained with ε fitted. This explains discrepancies to results given in Figure S2 , where scenario II without N 2 O production and ε = 0.5 revealed a small overestimation of q 0 . In the scenarios of Figure S7 without N 2 O production, the exponent always resulted in values ε < 0.5 (mostly ε = 0.4) and q 0 was slightly underestimated. For the scenarios with P, NDFE constantly overestimated q 0 by ca.
70%, and IMQ0 resulted in a constant underestimation between 29 -30%. Thus, for situations with N 2 O production in soil during tunnel deployment the depth distribution of P did not influence the estimation accuracy of q 0 . 
iv) Concluding remarks
From the different scenarios presented, it can be concluded that estimation of q 0 by IMQ0 with ε fitted is superior to the other non-linear evaluation approaches tested. However, unavoidable estimation errors of IMQ0 in the order of up to 30% have to be accepted, as they rely on the inherent dilemma that the time course of N 2 O fluxes, q(t) from t = 0 to t max , are estimated from minimizing an objective function that is defined by the time course of tunnel N 2 O concentrations, C(t). Furthermore, in the scenarios with persisting soil N 2 O production during tunnel deployment, which is likely to occur during on-site measurements (Pedersen et al., 2010) , the estimation error of IMQ0 (and also NDFE) was independent of the depth distribution of N 2 O production.
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The overall performance of NDFE (approach 1), HMR (approach 2) and IMQ0 (approach 3) is presented, discussed and appraised in section "Performance of approaches 1, 2, and 3 to estimate pedeployment flux based on tunnel measurements". Livingston et al. (2006) 
Supplemental
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Supplemental Table S2 : Emission rates as determined by 11 nocturnal chamber measurements during concurrent tunnel closure, evaluated by linear regression (LR), HMR (Pedersen et al., 2010) and NDFE (Livingston et al., 2006 
