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ABSTRAK 
Geographically weighted regression (GWR) adalah metode untuk mengatasi masalah heterogenitas pada 
data spasial yang disebabkan oleh karakteristik antar lokasi tidak sama berdasarkan unsur geografis. 
GWR memberikan matriks pembobot dilokasi pengamatan sehingga menghasilkan pendugaan parameter 
model yang bersifat lokal untuk setiap lokasi penelitian. Fungsi yang digunakan untuk membentuk 
matriks pembobot pada setiap lokasi adalah fungsi fixed gaussian kernel. Dalam menganalisis model 
GWR terkadang ditemukan multikolinearitas lokal disebabkan adanya hubungan antar variabel bebas 
yang menyebabkan nilai galat pada pendugaan parameter besar. Salah satu metode penyelesaian 
multikolinearias adalah regresi ridge yang melakukan transformasi pada masing-masing variabel 𝑋 dan 𝑌 
melalui prosedur pemusatan dan penskalaan. Multikolinearitas  dapat dilihat melalui nilai VIF (Variance 
Inflation Factor). Nilai VIF lebih besar dari 10 mengindetifikasi adanya multikoliniearitas. Metode GWR 
multikolinearitas menggunakan regresi ridge diaplikasikan pada data jumlah angka kematian bayi (AKB) 
di Sulawesi Selatan 2014 dan diperoleh hasil data jumlah AKB tidak mengalami multikolinearias pada 
nilai koefisien VIF  (𝜆 = 0,3). 
Kata kunci : Geographically Weighted Regression, Regresi Ridge, Multikolinearitas, Geographically 
Weighted Regression Ridge, Jumlah Angka Kematian Bayi.  
 
ABSTRACT 
Geographically weighted regression is a method to overcome the problem of heterogeneity in spatial data 
caused by the characteristics between locations is not the same based on geographic elements. GWR 
provides a weighted matrix in the observation location so as to generate predictive model parameters that 
are local to each study site. The function used to form a weighting matrix at each location is a fixed 
gaussian kernel function. In analyzing the GWR model is sometimes found local multicollinearity caused 
by the relationship between independent variables causing the error value in the estimation of large 
parameters. One method of solving multicolinearity is the ridge regression that performs the 
transformations on each of the variables X and Y through centralization and scaling procedures. 
Multicolinearity can be seen through VIF (Variance Inflation Factor) value. VIF values greater than 10 
indicate the presence of multicollinearity. The multicolinearity GWR method using ridge regression was 
applied to data on the number of IMR in South Sulawesi 2014. Multicolinearity GWR method using ridge 
regression was applied to data of infant mortality rate (IMR) in South Sulawesi 2014 and obtained the 
result of data of AKB did not experience multikolinearias at coefficient value of VIF (λ = 0,3). 
 
Keywords: Geographically weighted regression, Ridge Regression, Multicollinearity, Geographically 
Weighted Regression Ridge, Infant Mortality Rate. 
1. PENDAHULUAN 
Geographically weighted regression (GWR) yaitu metode untuk memodelkan data 
dengan variabel respon yang bersifat kontinu dan mempertimbangkan aspek spasial atau lokasi 
(Fotheringham dkk, 2002). Pada model GWR, parameter regresi diasumsikan bervariasi secara 
spasial dengan pendugaan parameter yang bersifat lokal sehingga setiap lokasi pengamatan 
mempunyai nilai koefisien regresi yang berbeda untuk setiap titik lokasi yang diteliti. 
Kekurangan pada metode GWR adalah tidak dapat mengatasi kasus multikolinieritas lokal pada 
analisisnya. Multikolinieritas lokal pada model spasial adalah terdapat satu atau lebih variabel 
bebas yang berkorelasi dengan variabel bebas lainnya disetiap lokasi pengamatan (Ramadhan, 
2012). Salah satu cara untuk mendeteksi adanya multikoliniearitas lokal pada model spasial 
dengan melihat nilai dari Variance Inflation Factor (VIF). Nilai VIF menunjukkan terjadi 
multikolinearitas pada data apabila terdapat variabel yang memliki nilai VIF>10 (Putri, 2011). 
Penambahan regresi ridge pada model GWR diharapkan mampu untuk mengatasi 
multikoliniearitas yang ada pada model GWR. Regresi ridge adalah metode untuk 
mengendalikan kestabilan penduga kuadrat terkecil yang mengalami multikoliniearitas dengan 
cara menambahkan suatu koefisien tetapan bias bernilai positif pada proses pendugaan parameter 
sehingga hasil yang diperoleh memiliki ragam yang lebih kecil daripada hasil dengan 
menggunakan metode MKT (Yulita, 2016). Pada regresi spasial, multikolinieritas dapat diatasi 
menggunakan konsep dari metode regresi ridge dengan memberikan efek pembobot pada setiap 
lokasi dalam perhitungan sehingga terdapat pendugaan parameter untuk setiap titik lokasi. 
 
2. TINJAUAN PUSTAKA 
2.1 Pengujian Pengaruh Spasial 
Pengujian heterogenitas spasial dilakukan dengan menggunakan statistik uji Breusch-
Pagan (BP) dengan hipotesis: 
𝐻0 ∶  𝜎1
2 = 𝜎2
2 = . . . . =  𝜎24
2 = 𝜎2 (Tidak terdapat heterogenitas spasial) 
𝐻1 ∶ Terdapat paling sedikit satu  𝜎𝑖
2 ≠ 𝜎2, 𝑖 =  1,  2,  … ,  24  (Ada heterogenitas spasial) 
Statistik uji : BP = 
1
2
(𝒇′𝒁(𝒁′𝒁)−𝟏𝒁′𝒇)      (2.1) 




− 1         
 
2.2 Model Geographically Weighted Regression  
 Model GWR adalah pengembangan dari model regresi linear untuk memodelkan data 
dengan variabel respon yang mempertimbangkan aspek data spasial atau lokasi. Model dari 
GWR dirumuskan: 
𝑦𝑖 = 𝛽0(𝑢𝑖, 𝑣𝑖) + ∑ 𝛽𝑘(𝑢𝑖, 𝑣𝑖) 𝑥𝑖𝑘 + 𝜀𝑖
𝑝
𝑘=1     (2.3) 
 𝑖 =  1,2, … , 𝑛.  𝑘 =  1,2. . . . , 𝑝      
dengan : 
𝑦𝑖  = nilai observasi variabel respon lokasi ke-i. 
𝑥𝑖𝑘  = nilai observasi variabel prediktor k pada lokasi ke-i. 
𝛽0(𝑢𝑖, 𝑣𝑖) = nilai intersep model GWR. 
𝛽𝑘(𝑢𝑖, 𝑣𝑖) = parameter regresi untuk setiap lokasi ke-i. 
(𝑢𝑖, 𝑣𝑖) = titik koordinat (lintang dan bujur) pada lokasi ke-i. 
𝜀𝑖  = galat pada lokasi ke-i. 
 
2.3 Penentuan Bandwidth optimum  
 Metode yang digunakan untuk memilih bandwidth optimum adalah metode validasi 
silang atau cross validation (CV). Cross Validation (CV) adalah metode untuk mengevaluasi 
model-model regresi dengan suatu ukuran kemampuan prediksi dan memilih satu model yang 
terbaik. Bandwidth optimum adalah bandwidth yang menghasilkan nilai CV minimum. Nilai 
penduga 𝑦𝑖 dari model GWR dinyatakan:  
?̂? = 𝒙′?̂?(𝑢𝑖, 𝑣𝑖) 
     = 𝒙′[𝑿′𝑾(𝑢𝑖, 𝑣𝑖)𝑿]
−1𝑿′𝑾(𝑢𝑖, 𝑣𝑖)𝒚    (2.4) 
dengan 𝒙′𝒊 = (1, 𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝) merupakan elemen baris ke-i dari matriks X. Apabila nilai-nilai 
penduga 𝑦𝑖 seperti pada persamaan (2.4) merupakan fungsi dari  bandwidth (h) ditulis ?̂?𝒊(ℎ). 
Maka nilai bandwidth dengan metode CV diperoleh dengan menghilangkan observasi ke-i dalam 
menduga nilai 𝑦𝑖 pada model. Secara matematis CV dapat dituliskan sebagai berikut 
(Fotheringham dkk, 2002):   
𝐶𝑉(ℎ) =  ∑  (𝒚𝒊 − ŷ𝒊(ℎ))
2𝑛
𝑖=1           (2.5) 
 
2.4 Pemilihan Pembobot 
Fungsi pembobot yang digunakan pada penelitian ini adalah fungsi pembobot  fixed 
gaussian kernel, fungsi ini secara matematis dinyatakan : 









dengan 𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑢𝑗)
2
+ (𝑣𝑖 − 𝑣𝑗)
2
 adalah jarak eucliden antara lokasi (𝑢𝑖, 𝑣𝑖) ke lokasi (𝑢𝑗, 𝑣𝑗) 
dan h adalah parameter non negatif yang biasanya disebut parameter penghalus (bandwidth).  
 
2.5 Pendugaan Parameter Model Geographically Weighted Regression  
Model GWR diasumsikan bahwa daerah yang dekat dengan lokasi pengamatan ke-𝑖 
mempunyai pengaruh yang besar terhadap pendugaan parameternya dari pada daerah yang lebih 
jauh. Pendugaan parameter model GWR dilakukan dengan metode weighted least squares 
(WLS) dengan memberikan pembobot yang berbeda untuk setiap titik lokasi pengamatan (𝑢𝑖, 𝑣𝑖) 
atau 𝑤𝑖𝑗 dimana data diamati. pendugaan parameter WLS yang meminimumkan jumlah kuadrat 
galat dengan menambahkan pembobot untuk setiap lokasi pengamatan (𝑢𝑖, 𝑣𝑖) sebagai berikut: 
∑ 𝑤𝑖𝑗(𝑢𝑖, 𝑣𝑖) 𝜺𝑖




 𝑛𝑖=1  
𝑛
𝑖=1  (2.8) 
maka didapatkan pendugaan parameter GWR: 
?̂?(𝑢𝑖, 𝑣𝑖) =  (𝑿
′𝑾(𝑢𝑖, 𝑣𝑖)𝑿)
−1𝑿′𝑾(𝑢𝑖, 𝑣𝑖)𝒀  
2.6 Multikoliniearitas 
Multikoliniearitas adalah terdapat korelasi antara satu variabel bebas dengan variabel 
bebas yang lain dalam model regresi. Dalam model regresi adanya korelasi antar variabel bebas 
menyebabkan pendugaan parameter regresi yang dihasilkan memiliki galat yang sangat besar.  
Saat pemodelan GWR, perhitungan nilai VIF dilakukan untuk masing-masing variabel prediktor. 
Nilai VIF dinyatakan sebagai berikut : 














2 adalah koefisien determinasi untuk setiap lokasi. 
 
2.7 Korelasi Geographically Weighted Pearson 
Geographically weighted pearson menambahkan unsur pembobot untuk memberikan 
korelasi bersifat lokal dan mengetahui kondisi korelasi peubah-peubahnya pada setiap lokasi 




























   
 
2.8 Transformasi Ridge (Pemusatan dan Penskalaan) 
Pemusatan dan penskalaan data merupakan bagian dari membakukan (standardized) 
variabel sehingga menghasilkan variabel baru. Transformasi variabel yang menyebabkan 𝑋𝑖𝑘 
menjadi 𝑋𝑖𝑘
∗ dan variabel 𝑌𝑖  menjadi 𝑌𝑖
∗ dengan cara pemusatan dan penskalaan. Berikut ini 























2.9 Regresi Ridge  
 Regresi ridge diperkenalkan pertama kali oleh Hoerl dan Kennard (1970) untuk 
mengendalikan kestabilan penduga kuadrat terkecil. Solusi yang dilakukan regresi ridge untuk 
mengatasi multikoliniearitas adalah meminimumkan jumlah kuadrat galat dengan menambahkan 
kendala pada kuadrat terkecil sehingga koefisien menyusut mendekati nol (Hastie dkk, 2009). 
Pendugaan parameter regresi ridge secara umum dapat dirumuskan sebagai berikut: 
?̂?𝑹 = (𝑿
′𝑿 + 𝜆𝑰)−1𝑿′𝒀                                (2.28) 
Menghilangkan multikolinearitas pada model regresi dengan metode regresi ridge adalah 
menambahkan koefisien tetapan bias positif pada matriks (𝑿′𝑿)−1 sehingga di peroleh koefisien 
nilai VIF yang merupakan diagonal utama dari matriks (𝑿′𝑿 + 𝜆𝑰)−1. 
2.10 Geographically Weighted Regression Ridge  
 Geographically weighted regression ridge (GWR Ridge) merupakan metode yang 
mengatasi masalah multikolinieritas pada data spasial. GWR ridge adalah metode perkembangan 
dari regresi ridge. Perbedaan antara metode regresi ridge dan GWR ridge adalah penggunaan 
pembobot sebagai informasi tambahan. WLS adalah metode yang digunakan saat pendugaan 
parameter pada GWR ridge yang dituliskan sebagai berikut: 
∑ 𝑤𝑖𝑗(𝑢𝑖, 𝑣𝑖) 𝜀𝑖




 𝑛𝑖=1  
𝑛
𝑖=1   
Yang dinyatakan dalam bentuk matriks: 
𝜺′𝑾(𝑢𝑖, 𝑣𝑖)𝜺 = (𝒀 − 𝑿𝜷𝑹(𝑢𝑖, 𝑣𝑖))′𝑾(𝑢𝑖, 𝑣𝑖)(𝒀 − 𝑿𝜷𝑹(𝑢𝑖, 𝑣𝑖))   (2.29) 
GWR ridge menambahkan unsur kendala 𝜆(𝜷𝑹
2(𝑢𝑖 , 𝑣𝑖) − 𝑐) pada persamaan (2.29) untuk 
menurunkan nilai VIF pada data yang mengakibatkan multikolinearitas sehingga menghasilkan 
nilai pendugaan yang lebih kecil yang dapat dituliskan: 
?̂?𝑹(𝑢𝑖, 𝑣𝑖) =  (𝑿
′𝑾(𝑢𝑖, 𝑣𝑖)𝑿 + 𝜆𝑰 )
−𝟏𝑿′𝑾(𝑢𝑖, 𝑣𝑖)𝒀     (2.31) 
 
2.11 Uji Keberartian Regresi Model GWR Ridge 
 Uji keberartian regresi pada model GWR ridge dilakukan dengan uji parameter parsial 
dan uji parameter simultan. Pengujian parameter secara simultan bertujuan untuk menguji 
variabel bebas secara bersama-sama (simultan) berpengaruh dalam varibel terikat dengan 
hipotesis pengujian : 
𝐻0 ∶   𝛽1(𝑢𝑖, 𝑣𝑖) =  𝛽2(𝑢𝑖, 𝑣𝑖) = ⋯ =  𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 0 ; 𝑖 = 1,2,… , 𝑛  
 (Tidak terdapat pengaruh variabel bebas terhadap variabel terikat pada model GWR ridge). 
𝐻1 ∶  Ada 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 0 ; 𝑘 = 1,2,… , 𝑝  
 (Ada satu pengaruh variabel bebas terhadap variabel terikat pada model GWR ridge). 















   (2.32)  
Kriteria uji:  Tolak 𝐻0 jika 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 > 𝐹𝑡𝑎𝑏𝑒𝑙, maka dapat disimpulkan terdapat pengaruh variabel 
bebas terhadap variabel terikat pada model GWR ridge (Leung, 2000). 
Uji parameter parsial digunakan untuk mengetahui signifikansi parameter variabel bebas 
secara lokal terhadap variabel terikat pada model GWR ridge untuk setiap lokasi. Hipotesis dari 
uji parsial adalah sebagai berikut: 
𝐻0 ∶  𝛽𝑘(𝑢𝑖, 𝑣𝑖) = 0 untuk i = 1,2,...., n; k = 1, 2, ....., p. 
(Tidak terdapat pengaruh variabel bebas lokal terhadap variabel terikat) 
𝐻1 ∶ 𝛽𝑘(𝑢𝑖, 𝑣𝑖) ≠ 0  (Variabel bebas lokal berpengaruh terhadap variabel terikat) 
Statistik uji: t = 
?̂?𝒌(𝑢𝑖,𝑣𝑖)
?̂? √𝑔𝑘𝑘
       (2.34) 








, 𝑛 − 𝑝 − 1) , 𝑡𝑒𝑟𝑖𝑚𝑎 𝐻0
   
Jika 𝐻0 ditolak maka dapat disimpulkan bahwa parameter ?̂?𝒌(𝑢𝑖, 𝑣𝑖) berpengaruh secara parsial 
terhadap model GWR ridge (Shara, 2012). 
3. METODOLOGI PENELITIAN 
3.1 Sumber Data Penelitian 
 Penelitian ini menggunakan data sekunder yang diperoleh dari dinkes.sulselprov.go.id 
yang merupakan website resmi Profil Dinas Kesehatan Provinsi Sulawesi Selatan. Data yang 
digunakan ialah data Jumlah Angka Kematian Bayi (AKB) tahun 2014 dengan indikator 
pengambilan variabel bebas 𝑋 berdasarkan mortalitas AKB yang dipublikasian pada narasi 
website resmi Profil Dinas Kesehatan Provinsi Sulawesi Selatan. 
 
3.2 Identifikasi Variabel Penelitian 
 Variabel yang digunakan dalam penelitian ini adalah: 
a. Variabel Respon (Y) 
Y  :  Jumlah angka kematian bayi kabupaten/kota di Provinsi Sulawesi Selatan tahun  2014 
(Jiwa). 
b. Variabel Prediktor (X) 
𝑋1  :  Jumlah kelahiran bayi kabupaten/kota di Provinsi Sulawesi Selatan tahun 2014 (Jiwa). 
𝑋2 :  Jumlah bayi berat badan lahir rendah Kabupaten/Kota di Provinsi Sulawesi Selatan tahun 
2014 (Jiwa). 
𝑋3 :  Jumlah tenaga medis di fasilitas kesehatan Kabupaten/Kota di Provinsi Sulawesi Selatan 
tahun 2014 (Jiwa). 
𝑋4 :  Jumlah bayi diberi ASI eksklusif umur 0-6 bulan Kabupaten/Kota di Provinsi Sulawesi 
Selatan tahun 2014 (Jiwa). 
𝑋5 :  Cakupan pemberian vitamin A pada bayi umur 6-11 bulan Kabupaten/Kota di Provinsi 
Sulawesi Selatan tahun 2014 (Jiwa). 
 
4. HASIL DAN PEMBAHASAN 
4.1 Pengujian Heterogenitas Spasial 
Hasil uji BP yang dilakukan menghasilkan nilai BP= 11.915 > 9.236 (𝜒(0.1;6)
2 ) dengan 
mengambil 𝛼 = 10% maka dapat disimpulkan terdapat heterogenitas spasial atau keragaman 
antar lokasi pada data  jumlah AKB. 
 
4.2. Multikoliniearitas   
Variabel 𝑋1 menunjukkan bahwa jumlah kelahiran bayi benilai 17.051 dan 𝑋5 cakupan 
pemberian vitamin A pada bayi umur 6-11 bernilai 13.148 memiliki nilai VIF lebih besar dari 10 
yang berarti terjadi korelasi antara variabel bebas yang menyebabkan adanya multikoliniearitas 






4.3 Model Geographically Weigthed Regresion dengan pembobot Fixed Gaussian 
Tiga lokasi yang menjadi titik pusat penelitian adalah Kabupaten Bantaeng, Kabupaten 
Bone, dan Kabupaten Luwu berdasarkan cakupan pelayanan kesehatan dan letak geogfrafis 
sehingga matriks diagonal untuk Kabupaten Bulukumba, Kabupaten Bone, dan Kabupaten Luwu 
adalah: 
𝑾(𝑢3, 𝑣3)     = 𝑑𝑖𝑎𝑔[𝑤1(𝑢3, 𝑣3)   𝑤2(𝑢3, 𝑣3)   𝑤3(𝑢3, 𝑣3) …   𝑤24(𝑢3, 𝑣3)]  
         = 𝑑𝑖𝑎𝑔[0.756239  0.977898       1               ⋯        0]  
𝑾(𝑢11, 𝑣11) = 𝑑𝑖𝑎𝑔[𝑤1(𝑢11, 𝑣11)   𝑤2(𝑢11, 𝑣11)   𝑤3(𝑢11, 𝑣11) …   𝑤24(𝑢11, 𝑣11)]  
         = 𝑑𝑖𝑎𝑔[0                        0                    0              ⋯       0]  
𝑾(𝑢17, 𝑣17) = 𝑑𝑖𝑎𝑔[𝑤1(𝑢17, 𝑣17)   𝑤2(𝑢17, 𝑣17)   𝑤3(𝑢17, 𝑣17) …   𝑤24(𝑢17, 𝑣17)]  
         = 𝑑𝑖𝑎𝑔[ 0                      0                     0              ⋯ 0.99663] 
 
4.4 Korelasi Geographically Weighted Pearson 
Koefisien korelasi geographically weighted pearson di Kabupaten Bantaeng memiliki 
pengaruh yang kuat dan positif dengan korelasi tertinggi adalah variabel  𝑋1 dan 𝑋5 bernilai 
0.9457 dan korelasi terendah adalah 𝑋3 dan 𝑋5 bernilai 0.7171, di Kabupaten Bone hasil dari 
koefisien korelasi geographically weighted pearson memiliki pengaruh yang kuat dan positif 
adalah variabel 𝑋1 dan 𝑋5 bernilai 0.9443 dan korelasi terendah adalah 𝑋3 dan 𝑋5 bernilai 0.3306 
yang memilki hubungan yang lemah dan positif. Kabupaten Luwu memiliki koefisien korelasi 
terbesar 𝑋1 dan 𝑋5 bernilai 0.9342 yang artinya terdapat korelasi positif dan kuat antar variabel 
𝑋1 dan 𝑋5 dan variabel 𝑋3 dan 𝑋5 bernilai 0.3454 yang artinya terjadi korelasi antar variabel 
namun lemah di Kabupaten Luwu.  
 
4.5.   Pemusatan dan Penskalaan (Transformasi Ridge) 
  Transformasi ridge digunakan untuk menghilangkan pelanggaran asumsi  regresi yang 
diakibatkan adanya multikoliniearitas dengan melakukan pemusatan dan penskalaan pada data. 






selanjutnya adalah menghitung matriks 𝑿’𝑿 maka didapatkan: 




































Matriks (𝑿’𝑿) yang didapatkan dari transformasi ridge selanjutnya digunakan untuk 
menghitung nilai VIF koefisien ?̂?𝑹(𝜆). Apabila matriks (𝑿’𝑿) dihitung nilai inversnya maka 
diketahui nilai VIF pada matriks diagonal utamanya (𝑿′𝑿)−𝟏 adalah sebagai berikut: 




































Diagonal matriks (𝑿′𝑿)−𝟏 menunjukkan nilai VIF untuk semua variabel bebas. 
 
 
4.6 Nilai VIF koefisien ?̂?𝑹(𝜆)  
Nilai VIF dapat dilihat dari diagonal matriks (𝑿′𝑿)−𝟏 yang diperoleh dari matriks (𝑿′𝑿) 
menggunakan data yang telah ditransformasi. Apabila nilai VIF dari diagonal matriks (𝑿′𝑿)−𝟏 
bernilai lebih dari sepuluh (VIF>10) maka mengakibatkan matriks yang tidak memenuhi asumsi 
karena terdapat multikolinearitas sehingga matriks bersifat singular atau determinan matriks 
yang mendekati nol. Regresi ridge menambahkan nilai tetapan bias (𝜆) dengan interval 0 sampai 
1 untuk menurunkan nilai VIF pada matiks (𝑿′𝑿)−𝟏 yang dirumuskan sebagai berikut: 
     ?̂?
𝑹
= (𝑿′𝑿 + 𝜆𝑰)−𝟏 













































































       




































Nilai VIF pada 𝜆=0.3 telah mengalami penurunan dengan nilai VIF yang dibawah satu. 
Dalam memilih nilai penduga ?̂?𝑹(𝜆) adalah mengambil nilai koefisien VIF ?̂?𝑹(𝜆) yang memiliki 
nilai dibawah satu atau mendekati satu karena variabel bebas 𝑋 tidak saling berkorelasi dengan 
varibel lainnya atau antar variabel saling bebas. 
4.7   Nilai koefisien penduga ?̂?𝑹(𝑢𝑖 , 𝑣𝑖)(𝜆) 
Setelah melakukan tahapan tetapan bias (λ) berbagi nilai koefisien VIF ?̂?𝑹(𝜆) maka tahap 
selanjutnya adalah tetapan bias (𝜆) yang berbagi nilai koefisien penduga ?̂?𝑹(𝑢𝑖, 𝑣𝑖)(𝜆). pada 
tahap ini didapatkan nilai penduga GWR ridge untuk setiap lokasi di Kabupaten Bantaeng, 
Kabupaten Bone, dan Kabupaten Luwu. Nilai penduga GWR ridge diambil berdasarkan pada 
nilai koefisien VIF ?̂?𝑹(𝜆) yang paling dekat dengan satu pada saat 𝜆=0.3 sehingga nilai koefisien 
penduga ?̂?𝑹(𝑢𝑖, 𝑣𝑖)(𝜆) untuk mendapatkan penduga koefisien GWR ridge pada Kabupaten 

























Proses pembentukan 𝑋∗ ke 𝑋 dapat dilakukan berdasarkan nilai koefisien penduga 
?̂?𝑹(𝑢𝑖 , 𝑣𝑖) Kabupaten Bantaeng, Kabupaten Bone, dan Kabupaten Luwu dengan menggunakan  
hubungan linear: 




∗,   𝑘 = 1,2,… , 𝑝    ,    𝛽0 =  ?̅? −  𝛽1?̅?1 − 𝛽2?̅?2 − ⋯− 𝛽𝑘?̅?𝑘      
sehingga diperoleh pendugaan parameter setelah di transformasi untuk Kabupaten Bantaeng, 
Kabupaten Bone, dan Kabupaten Luwu: 
?̂?3 =  18.6722 + 0.00143 𝑋1 + 0.0773 𝑋2 − 0.06376 𝑋3 + 0.000663 𝑋4 + 0.000449 𝑋5  
?̂?11 =  20.9413 + 0.001447𝑋1 + 0.088105𝑋2 − 0.12356𝑋3 + 0.000951𝑋4 + 0.000484𝑋5 
?̂?17 =  20.36731 + 0.00118𝑋1 + 0.091803𝑋2 − 0.12662𝑋3 + 0.001551𝑋4 + 0.000516𝑋5  
4.8   Uji Keberartian Regresi Model GWR Ridge 
4.8.1   Uji Simultan (Uji F) 
  Pengujian parameter secara simultan bertujuan untuk melihat pengaruh variabel bebas 
secara simultan terhadap variabel terikatnya. Nilai 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 dengan fungsi pembobot fixed 




= 0.008, dan nilai derajat 
bebas (𝑛 − 𝑝 − 1) adalah 18 maka didapatkan nilai 𝐹0.05,0.008,18 = 2.5767 sehingga 𝐻0 ditolak. 
Dapat disimpulkan bahwa jumlah kelahiran bayi, jumlah bayi berat badan lahir rendah, jumlah 
tenaga medis di fasilitas kesehatan, jumlah bayi yang di beri ASI eksklusif umur 0-6 bulan, 
cakupan pemberian vitamin A pada bayi umur 6-11 bulan berpengaruh secara silmutan terhadap 
jumlah AKB di tiap kabupaten/kota di Provinsi Sulawesi Selatan tahun 2014. 
 
4.8.2   Uji Parsial (Uji t) 
   Pengujian parameter secara parsial bertujuan untuk melihat pengaruh satu variabel 
bebas lokal dalam menerangkan variabel terikat pada model GWR ridge dengan menguji 
koefisien regresi secara individu. Nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 untuk Kabupaten Bulukumba pada 𝑋1
∗ jumlah 
kelahiran bayi sebesar 3.3652, 𝑋2
∗ jumlah bayi berat badan lahir rendah sebesar 3.2367 bernilai 
lebih besar dari nilai 𝑡0,025;18 yang berarti 𝑋1
∗ dan 𝑋2
∗ berpengaruh signifikan terhadap jumlah 
AKB di Kabupaten Bulukumba, sedangkan  𝑋3
∗ jumlah tenaga medis difasilitas kesehatan, 𝑋4
∗ 
jumlah bayi yang diberi ASI eksklusif umur 0-6 dan 𝑋5
∗ cakupan pemberian vitamin A pada 




berpengaruh signifikan terhadap jumlah AKB di Kabupaten Bulukumba.  
Nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Kabupaten Bone untuk 𝑋1
∗ jumlah kelahiran bayi sebesar 3.0468, 𝑋2
∗ 
jumlah bayi berat badan lahir rendah sebesar 4.3795, dan 𝑋3
∗ jumlah tenaga medis difasilitas 
kesehatan sebesar −2.6267 bernilai lebih besar dari 𝑡0,025;18 yang berarti 𝑋1
∗, 𝑋2
∗,  dan 𝑋3
∗ 
berpengaruh signifikan terhadap jumlah AKB di Kabupaten Bone, sedangkan 𝑋4
∗ jumlah bayi 
yang di beri ASI eksklusif umur 0-6 dan 𝑋5
∗ cakupan pemberian vitamin A pada bayi umur 6-11 
bulan memiliki nilai kurang dari 𝑡0,025;18 yang berarti 𝑋4
∗ dan 𝑋5
∗ tidak berpengaruh signifikan 
terhadap jumlah AKB di Kabupaten Bone.  
Nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Kabupaten Luwu untuk  𝑋2
∗ jumlah bayi berat badan lahir rendah sebesar 
4.3618 dan 𝑋3
∗ jumlah tenaga medis difasilitas kesehatan sebesar -2.7105 bernilai lebih besar 
dari 𝑡0,025;18 yang berarti 𝑋2
∗  dan 𝑋3
∗ berpengaruh signifikan terhadap jumlah AKB di 
Kabupaten Luwu, sedangkan 𝑋1
∗ jumlah kelahiran bayi sebesar , 𝑋4
∗ jumlah bayi yang di beri 
ASI eksklusif umur 0-6 dan 𝑋5
∗ cakupan pemberian vitamin A pada bayi umur 6-11 bulan 
memiliki nilai kurang dari 𝑡0,025;18 yang berarti 𝑋1
∗, 𝑋4
∗, dan 𝑋5
∗tidak berpengaruh signifikan 
terhadap jumlah AKB di Kabupaten Luwu. Maka model GWR ridge Kabupaten Bantaeng, 

















Variabel yang tersisa setelah dilakukan pengujian hipotesis parsial untuk Kabupaten 
Bantaeng adalah variabel 𝑋1
∗ dan 𝑋2




Kabupaten Luwu adalah 𝑋2
∗ dan 𝑋3
∗. Proses pembentukan 𝑋∗ ke 𝑋 yang didapatkan berdasarkan 
nilai koefisien penduga ?̂?𝑹(𝑢𝑖 , 𝑣𝑖) dan setelah ditransformasi kebentuk semula pada Kabupaten 
Bantaeng, Kabupaten Bone, dan Kabupaten Luwu: 
?̂?3 =  18.6722 + 0.00143 𝑋1 + 0.0773 𝑋2 
?̂?11 =  20.9413 + 0.00144𝑋1 + 0.0881𝑋2 − 0.1235𝑋3   
?̂?17 =  20.3673 + 0.0918𝑋2 − 0.1266𝑋3 
 
5 KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Berdasarkan hasil dan pembahasan pada penelitian ini, maka dapat ditarik kesimpulan 
sebagai berikut:  
1. Mengatasi masalah GWR multikoliniearitas menggunakan regresi ridge dengan 
menambahkan unsur kendala tetapan bias (𝜆) dengan pendugaan parameter sebagai berikut: 
?̂?𝑹(𝑢𝑖, 𝑣𝑖) =  (𝑿
′𝑾(𝑢𝑖, 𝑣𝑖)𝑿 + 𝜆𝑰 )
−1𝑿′𝑾(𝑢𝑖, 𝑣𝑖)𝒀 
 
2. Model GWR ridge pada data Angka Kematian Bayi di Kabupaten Bulukumba, 
Kabupaten Bone dan Kabupaten Luwu Provinsi Sulawesi Selatan tahun 2014 adalah :  
?̂?3 =  18.67227 + 0.001432 𝑋1 + 0.077309 𝑋2 
?̂?11 =  20.94136 + 0.001447𝑋1 + 0.088105𝑋2 − 0.12356𝑋3   
?̂?17 =  20.36731 + 0.091803𝑋2 − 0.12662𝑋3 
 
5.2 Saran 
Berdasarkan hasil penelitian ini maka saran yang dapat diberikan untuk penelitian 
selanjutnya adalah: 
1. Penelitian selanjutnya dapat menggunakan fungsi pembobot lain, seperti adaptive 
Gaussian, fixed bisquare, adaptive bisquare, tricube, dan adaptive tricube. 
2. Menggunakan metode lain dalam mengatasi multikolinearitas pada GWR seperti analisis 
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