Abstract: At several places in the literature there are indications that many tests are optimal in the sense of Hodges-Lehmann efficiency. It is argued here that shrinkage of the acceptance regions of the tests to the null set in a coarse way is already enough to ensure optimality.
Introduction
There are many ways to describe the relative performance of test procedures in the case of large sample size. An overview of six of such methods is given in Serfling (1980, Chapter 10) . One of these was introduced by Hodges and Lehmann (1956) . Keeping the alternative fixed, two competing tests are compared with respect to the rate at which the probability of the error of the second kind tends to 0, while both tests have the same fixed size. In a sense this is dual to the more familiar notion of Bahadur efficiency. Although the latter was introduced as 'stochastic comparison' based on the behaviour of the level attained or p-value, when considering convergence in distribution of attained levels, Bahadur efficiency may be described in the same way as Hodges-Lehmann efficiency above, changing the roles of the probability of the error of the second kind and the size (cf., e.g., Chandra and Ghosh (19781, Bahadur and Gupta (1986) , Kallenberg (1981 Kallenberg ( , 1983 ). Optimality in the sense of Bahadur efficiency is rather scarce. It seems to be restricted to tests which are not too much different from either likelihood ratio tests or tests based on Kullback-Leibler information numbers. On the other hand there are several places in literature with indications that many tests are optimal in the sense of Hodges-Lehmann efficiency. In TusnAdy (1977, p.391) it is stated in a particular example that "the majority of tests of rate A = 0 for this problem are ERO (exponential rate optimal) at any Q" (ERO with A = 0 corresponds to optimal in the sense of Hodges-Lehmann efficiency). Nikitin (1987, p.78) remarks that a lot of the tests he considers are Hodges-Lehmann optimal in contrast to the Bahadur case. Raghavachari (1983) presents an example where the ranks are asymptotically fully informative in Hodges-Lehmann efficiency sense but not in the Bahadur efficiency sense. Further a number of other examples can be found in Baringhaus (1987) and Kourouklis (1988) . It is the purpose of this note to show that the optimality is due to shrinking of the acceptance regions of the tests to the null set in a coarse way. This basic convergence is enough to ensure Hodges-Lehmann optimality. The same argument is used to show that in regular exponential families many tests including the likelihood ratio test are optimal in the sense of Hodges-Lehmann efficiency. In fact it is enough that the limit of the acceptance regions is not closer to the alternative than the null set in terms of Kullback-Leibler information numbers. On the other hand if a substantial part of the acceptance region comes closer to the alternative than the null set, then Hodges-Lehmann optimality fails.
Basic result
Let 9 be a Hausdorff space and let 9 be the a-field of Bore1 sets in 9'. Let A be the set of all probability measures on 5%'. For P, Q E A the K&back-Leibler information number K(Q, P) is defined
(1)
For any subset 0 of A and any P E A define
with, by convention, K(R, P) = ~0 if fi is empty. Let Xi, X,,... be a sequence of i.i.d. r.v.'s taking values in 9 according to P," A. For each positive integer n the empirical probability measure based on Xi,. . . , X,, is denoted by P,. Consider the testing problem H 0: PEA, against the alternative Hi: P =A,, where A,, A, CA, A, n A, = 6. Let 4, = 4JX1,. . . > x,) denote a (randomized) test function and let s=~~P{&~,:PEA,}, P,(P)=E,(I-4,).
We consider tests of asymptotic level-a, i.e.
n--tm where 0 < 1y < 1 is kept fixed. If for P E A, there exists d = d(P) E (0, m) such that lim n-l log p,(P) = -+d(P), n-m (5)
In view of (6) a sequence of tests (4,} is called Hodges-Lehmann asymptotically optimal at the alternative P if its Hodges-Lehmann index equals 2K(A,, PI.
Consider now tests $, based on test statistics T(pn,), rejecting H, for large values of the test statistics, i.e.
where T is an extended real-valued function on A. Denoting the topology of convergence on all Bore1 sets by 7, it is assumed that T is r-continuous at each Q E A with K(Q, P> < ~0 (cf. Groeneboom et al. (19791, p.554) . Inspection of the proof of Theorem 3.2 in Groeneboom et al. (1979) yields for each r E R and sequence of real numbers {u,) with lim u =o, n-tm n lim sup n -' log P [T(p,) dr+u,] n-m
In many cases n '/'T(P^ > has a limiting distribution under H, and therefore the critical value c, converges to 0, implying b;(S), lim sup n-l log P,(P)
Moreover, often (Q E A: T(Q) < 0) = A, and hence K(fln,, P) > K(A,, P). Together with (6) and (9) this yields that the Hodges-Lehmann index equals K(A,, P) and hence the test is Hodges-Lehmann optimal.
Thus we have proven the following theorem. Remark 2.5. Although the one-sided Kolmogorov-Smirnov test seems to be more appropriate for testing A, against A, in Example 2.2, the two-sided Kolmogorov-Smirnov test is optimal at any P E A,, and in general the one-sided Kolmogorov-Smirnov test is not. This phenomenon is similar to Brown's (1971) heuristic principle 1 (forget 'extra' information about the alternative hypothesis) and may be understood by realizing that enlarging the alternative hypothesis to A -A, usually implies T(Q) > 0 at each Q E A -A, for the new test (consistency), while the change in the acceptance region in the neighbourhood of the null set is of a local character, which is not picked up by the criterion of Hodges-Lehmann efficiency.
We close this section with another application of Theorem 2.1, showing the optimality of a test, which is close to Wilcoxon's one-sample test. Consider the test of the form (7) with this T. Note that this test is closely related to Wilcoxon's one-sample test, which itself is not of the form (71, since T in (7) may not depend on IE, cf. e.g. Serfling (1980, p.174 ). Since T is continuous at each Q with respect to the topology induced by the supremum metric, T is also T-continuous at each Q (cf. Groeneboom et al. (1979) , ~555). Further it is easily seen that lim n +mc, = 0 and therefore, by direct application of Theorem 2.1, the Hodges-Lehmann asymptotical optimality of the test at each alternative P is obtained.
Exponential families
Let X,, X,,.. . , X,, be i.i.d. r.v.'s each distributed according to an exponential family dP,(x) =exp{e'x-$(8)} dp(x),
where I_L is a a-finite non-degenerate measure, 0 denotes the natural parameter {0 E Rk: / exp(8'x) dpL(x) < ~1, and 4(e) = log / exp(e'x) dp( x), e E 0.
For 0 E O* = {0 E 0: E, 11 X, II <a} define The mapping A is l-l on O* (cf. Lemma 2.2 in Berk (1972) ) and A(6) = grad $(fI) if 8 E int 0. We write K(6, f3) for KCP,, P,>, KC@,, 0) = inf{K@, 0): 19 E @,I and similarly K(6, @a>, where 0, c 0. Further a sort of Kullback-Leibler 'distance' from the boundary of 0 to 0 E int 0 is defined by K(e) =SUP{U l :{a~O: zc(6,e) G a} is a compact subset of int 0). (14) Note that if 0 is open and {x E Rk: sup(0'x -@c/3>: f3 E 0) < ~0) is open, then K(0) = m, cf. Kourouklis (1984) . Now we have the following result. With this notation the size-a likelihood ratio test of Ha: 8 E 0, against Hi: 0 E 0, = 0 -0, based on n observations is given by Because 6 E C and B0 E 0, are arbitrary chosen, we have inf{K(6, 0,): 6 E C} > 0. Since lim, ,,d, = 0
condition (15) Brown et al. (1984) . However, if 0, is replaced by 0 -0, the likelihood ratio test is optimal in their example. We conclude with some examples. with f(p, po> continuous in pO, f(po, po> = 0 < f(p, po> for all P ZP,, is Hodges-Lehmann optimal for testing Ha: p =p,, against H,: p Zp,. Note that the whole Cressie-Read class of tests (cf. Cressie and Read (1984) ) is of the form (20).
The preceding example may be generalised in an obvious way to general exponential families and tests based on 'distances', showing that indeed many tests are optimal.
