In this paper, we investigate the channel estimation and decoding methods exploiting the channel sparsity in pilot-assisted Multiple-Input Multiple-Output (MIMO) Vector Orthogonal Frequency Division Multiplexing (V-OFDM) systems. Based on the sparse multipath channels, we utilize orthogonal and non-orthogonal pilot schemes to design the compressed sensing (CS) measurement process. For the optimization of the sensing matrix, we discuss the influence of pilot search algorithms and evaluation criteria and propose a particle swarm optimization (PSO) based pilot search algorithm with the simplified evaluation criterion to improve the pilot design procedure. Meanwhile, the effect of pilot insertion on the Peak-to-Average Power Ratio (PAPR) is reduced by a particular precoding matrix method without affecting the decoding complexity. Simulation data are used to evaluate the classical sparsity adaptive matching (SAMP) algorithms and the proposed Variable Threshold SAMP (VTSAMP) algorithm, and the results show that the improved method has higher channel estimation accuracy with unknown sparsity. On the other hand, to overcome the complexity of CS-based decoding, we design the fully connected Deep Neural Network (FC-DNN) decoders, which combine the results of channel estimation results with the prevalent neural network technology. We observe that when the sparse channels are estimated accurately by CS methods, the proposed FC-DNN can achieve the same performance as the high-precision linear decoder by using the time-domain pilots and channel estimation results.
I. INTRODUCTION
Vector Orthogonal Frequency Division Multiplexing (V-OFDM) is proposed by [1] as a precoded OFDM system, which can be treated as a tradeoff between the spectrum resource management and Peak-to-Average Power Ratio (PAPR) reduction [2] . Admittedly V-OFDM is not the best transmission scheme at present. Similar schemes such as Generalized Frequency Division Multiplexing (GFDM) and Orthogonal Time Frequency Space (OTFS) modulation have achieved stronger anti-jamming performance [3] . However, because of the low complexity in encoding and decoding, V-OFDM is widely used in low-power and miniaturized
The associate editor coordinating the review of this manuscript and approving it for publication was Jiayi Zhang . testing instruments [4] . The index modulation (IM) can be used for V-OFDM to reduce channel estimation errors and improve the Bit Error Ratio (BER) performance [5] .
In recent years, compressed sensing (CS) technology by using sparse or compressed data to reconstruct signals from a few limited sampling data has developed rapidly. Especially for sparse channel estimation in OFDM systems [6] , the estimation algorithms based on CS achieve excellent performance when compared with conventional Least Squares (LS) and Minimum Mean Square Error (MMSE) algorithms. The validity of the pilot optimization with sparse recovery algorithms is conformed in single-input-single-output (SISO) OFDM systems by simulation [7] . The Bayesian method is applied in MIMO-OFDM systems over Doppler sparse environment [8] . In essence, V-OFDM is the OFDM with unitary matrix transformation, which is suitable for the Multiple-Input Multiple-Output (MIMO) technology.
However, there are many problems with the use of CS. It is essential to design a measurement process or sensing matrix that matches the data, and learning of the sparse dictionary increases the complexity of the system when the signal cannot be expressed simply by sparse [9] . Although CS block equalizers are proposed as the iterative solution for minimizing redundancy [10] , the CS-based receiver design still has considerable limitations. With the development of artificial intelligence technology and the improvement of computing power, deep learning assisted communication systems have been widely concerned [11] . The measurement matrix and optimization operation can be accomplished by a deep neural network (DNN) simultaneously [12] . Besides, [13] proposes to use deep learning to solve signal modulation identification (SMI), which is considered as the classical problem in OFDM systems. At present, the deep learning method is considered to be one of the solutions to overcome the shortcomings of CS with acceptable computational complexity and the difficulty of deployment.
Recently, some packages which can create firmware implementations of neural network (NN) algorithms using High-level synthesis (HLS) language are also in the process of development [14] , and it means that we can further simplify the design of the OFDM receiver. Although these feasible frameworks are not mature enough to completely replace the conventional methods, the current work has shown that researchers' attention has changed from the sophisticated communication algorithm to the research of low cost and more straightforward implementation solutions. Hence, this paper designs a pilot-assisted sparse channel estimation scheme in MIMO-V-OFDM systems and the receiver is proposed by using the fully connected Deep Neural Network (FC-DNN) to compensate for the shortcomings of the CS methods. Different from the general communication scheme, we expect to design the MIMO-V-OFDM system with the simple technological process but the advantages of different methods at the same time.
A. RELATED WORK
Within the framework of our proposed systems, the results of CS channel estimation are critical, and it depends on the performance of pilot allocation and recovery algorithms. In conventional pilot-assisted channel estimation such as LS and MMSE with the pilots which have multidetector in equidistant distribution can improve the estimation accuracy [15] . However, when using pilots to achieve compressed measurement, the placements of pilots affect the performance of the measurement matrix. For pilot allocation, the random search algorithm [16] , modified adaptive genetic algorithm (MAGA) [17] based on swarm intelligence, and stochastic sequential search (SSS) [18] algorithm are proposed. Besides, in the process of optimization, different evaluation criteria of sensing matrices [19] , [20] are discussed to obtain better performance. When the placements of pilot symbols are optimized, the estimation results of recovery algorithms are much exact. As popular greedy algorithms, Orthogonal Matching Pursuit (OMP), Compressive Sampling Matching Pursuit (CoSaMP) and other improved matching pursuit algorithms are applied to sparse channel estimation [21] . The above algorithms assume that channel sparsity is known to receivers, of which the application is restricted in practice. Thus, sparsity adaptive matching pursuit (SAMP) can solve the problem. The channel sparsity is estimated according to the restrain isometric property (RIP) from fitting the real sparsity [22] . The SAMP algorithm for time-varying sparse channels achieves excellent results in SISO-OFDM systems, which is based on block-type pilots [23] . The modified SAMP (M-SAMP) is proposed with the dual-threshold iteration to improve the performance of SAMP [24] .
In channel estimation, deep learning methods have made good progress. The fast and flexible denoising convolutional neural network (FFDNet) for mmWave uses the sparse channel matrix as a natural image can improve the performance of channel estimation significantly [25] . Furthermore, in the design of the OFDM decoder, data-driven deep learning OFDM receivers can be designed off-line for signal detection as black boxes. Although the acquisition channel state information (CSI) is not necessary for the neural networks, even as the OFDM transmitted symbols can be detected by several FC-DNN receivers, where only the received data and pilots are input [26] . The DNN model can improve the success probability of decoding for High-density parity-check codes [27] . The ComNet proposed in [28] can replace the conventional FC-DNN OFDM receiver by the participation of sub-networks with different functions. Although the recently proposed NN-based communication receivers show competitive performance, they all lack theoretical deduction and analysis, which leads to negative generality. However, deep learning methods still show great application prospects.
B. CONTRIBUTION
The main contributions of this paper are summarized as follows:
• The pilot design schemes are proposed and applied in MIMO-V-OFDM systems.
-Pilot-assisted channel estimation based on CS can be realized by using them. -Precoding methods become flexible in MIMO-V-OFDM systems.
• The sensing matrix affected by optimized pilot placements is analyzed.
-The performance of swarm intelligence algorithms on searching for the pilot optimum design is contrasted. -Different evaluation criteria of the sensing matrix are discussed.
• The Variable Threshold Sparse Adaptive Matching Pursuit (VTSAMP) is proposed to solve the channel estimation without known sparsity. • Combined with the estimated channels, we train several off-line neural networks as decoders.
C. PAPER ORGANIZATION
The remainder of this paper is organized as follows. The model of the MIMO-V-OFDM system is constructed, and a brief introduction to the CS theory is presented in Section II. Orthogonal pilot schemes for sparse channel estimation are proposed in Section III. Section IV presents a comparative analysis of the optimized pilot placement. An efficient sparsity adaptive algorithm for channel estimation and NN-aided decoders are proposed in Section V. Section VI presents the simulation results and performance evaluation. Section VII concludes the paper. Notations and parameters used in this paper are presented in Table. 1.
II. SYSTEM MODEL AND FUNDAMENTALS
In this section, we introduce the models and theories involved in the paper, as the basis of follow-up discussion.
A. SPARSE CHANNEL MODEL
The time-varying wireless channel between the i-th transmitting antenna and the j-th receiving antenna with L g multipaths can be represented as
where h(τ, t) is the channel impulse response (CIR). α (t) denotes the complex gain, and τ (t) is the -th path delay, the change rate of which depends on the Doppler parameters of the channel. T s is the sampling interval. We assume that all path gains are invariant in one OFDM symbol period, which means
where β is the Doppler scaling factor (DSF). In [29] , similar DSFs are applied in all paths and vary slowly to predigest the calculation. The CIR of wireless communication channels is generally sparse, i.e., most of the energy is concentrated on a few taps, and part of the energy distribution is below the noise threshold, which is equivalent to the number of non-zero taps is much smaller than the channel length. If h <i,j> has only K non-zero elements and K L g , the channel is a K -sparse channel.
B. MIMO-V-OFDM SYSTEM MODEL
V-OFDM is a multicarrier transmission technique, which is considered as a combination of single carrier frequency domain equalization (SC-FDE) and conventional OFDM. The main idea of V-OFDM is to block the transmission data after constellation mapping, which can effectively reduce the length of the Fast Fourier Transform (FFT).
Combining the MIMO technology with V-OFDM, we construct a MIMO-V-OFDM system similar to the classical MIMO-OFDM. We investigate the MIMO system shown in Fig.1 , which consists of N T transmitting antennas and N R receiving antennas. Assume that the total number of subcarriers participating in data transmission is N . The generation of pilots is temporarily ignored, and at the t-th transmitting antenna, the data in the frequency-domain after constellation mapping (such as MPSK and MQAM) is X <t> = [X <t> 0 , X <t> 1 , · · · , X <t> N −1 ], where t = 1, 2, · · · , N T . Before the IFFT process, X <t> is converted to an M ×L vector block
Ml , X <t> Ml+1 , · · · , X <t> (M +1)l−1 ] T , N = M × L, and l = 0, 1, · · · , L − 1. The VB x <t> in the time-domain can be obtained by the IFFT of size L, which is performed on each row of X <t> . Therefore, x <t> can be written as
where F L is an L-point FFT matrix. Similar to conventional OFDM, the multipath effect makes the subcarriers interfere with each other and breaks the orthogonality between the subcarriers. Hence, V-OFDM also needs to add the cyclic prefix (CP) to resist Inter Symbol Interference (ISI) caused by multipath delay. A simple method is to extend x <t> periodically in the protection interval [2] . We use the last L CP columns of x <t> as the CP, i.e.,
are the time-domain data with CP, which are transmitted serially by column. Further, it is equivalent to choosing ML CP data as CP, and ML CP is assumed to be larger than the maximum delay spread of the channel. If L g < N , the CIR between the t-th transmitting antenna and the r-th , · · · , h <t,r> L g −1 , 0, 0, · · · , 0] T and r = 1, 2, · · · , N R . The frequency response corresponding to h <t,r> is
where F N ×L g represents the first L g columns of F N . Ignoring the phase noise, and supposing that the parameters of the channels are unchanged in one symbol period, we can get the time-domain receiving data y <r> ∈ C M ×L after removing CP and blocking at the r-th antenna. Equally, the FFT operations are performed on y <r> by row, and the frequency-domain receiving data Y <r> can be expressed as
where W ∼ CN (0, σ 2 ) is additive white complex Gaussian noise, and H <t,r> l is an M × M channel matrix. In [1] , [4] , the expression format of H <t,r> l is given directly. However, to illustrate the particularity of V-OFDM, we deduce the origin of H <t,r> l in detail. From (2), there is
Take N -point FFT of z <t> = [z <t> 0 , z <t> 1 , · · · , z <t> N −1 ], and we can obtain
There is
Let Z <t> l be the M × 1 vector defined by
By (8) , Z <t> l can be expressed as
where
We briefly denote the one-dimensional data in the time-domain and frequency-domain corresponding to y <r> as g <r> and G <r> . Therefore, similar to (7), (8), (9) and (10), we can obtain
where G <r>
whereH <t,r> l is an M × M diagonal matrix, and H <t,r> l = diag(H <t,r> l , H <t,r> l+L , · · · , H <t,r> l+(M −1)L ). Furthermore, the unity matrix U l can be stated as
and (13) is written as
Let H <t,r>
is equivalent to (5) , and the representation of H <t,r> l can be obtained.
C. COMPRESSED SENSING THEORY
We observe the basic model of CS [30] , and a general linear measurement process can be represented as
where y ∈ R M ×1 , x ∈ R N ×1 , and M N . is the M ×N measurement matrix, and if there exists a vector s ∈ R N ×1 which has only K N nonzero entries and makes x = s, x can be considered as a K -sparse signal on the sparse basis . In compressive sensing theory, to recover a better estimate of s from the compressive measurements y and the sensing matrix , should satisfy the RIP [31] , i.e., for δ ∈ (0, 1), there is
III. CHANNEL ESTIMATION AND ORTHOGONAL PILOT DESIGN
Two pilot schemes are introduced in this section to achieve channel estimation based on CS.
A. PILOT-ASSISTED ESTIMATION
The estimated CIR obtained by channel estimation techniques can be provided to the receiver for the decorrelation of signals from each transmitting antenna to the receiving antenna. According to whether pilots are used or not, channel estimation can be divided into pilot-assisted channel estimation, blind estimation, and semi-blind channel estimation [32] . Blind channel estimation avoids the transmission of the pilot sequence and makes full use of bandwidth resources. However, most blind estimators require more OFDM symbols to obtain higher-order statistics, which increases the complexity of calculation. The advantage of pilot-assisted channel estimation is low computational complexity, but it wastes channel resources. As a compromise scheme, semi-blind estimation utilizes less pilot information with the statistical information to optimize the tracking channel parameters. In this paper, the communication system with fewer transmitting and receiving antennas is studied. Hence, we choose the pilot-assisted channel estimation scheme to improve estimation accuracy. Unlike the conventional LS and MMSE methods, which require uniform pilot distribution to achieve optimal channel estimation performance, the CS channel estimation with non-uniform distributed pilots has better channel estimation performance [16] .
For sparse MIMO channel estimation, orthogonal pilot distribution in the frequency-domain is extensively applied as shown in Fig.2(a) , which means pilots distribute in different positions on different antennas. However, in massive MIMO systems, the non-orthogonal pilot scheme allows different antennas to share the same pilot position. Non-orthogonal pilot distribution depicted in Fig.2 (b) is proposed to improve the spectral efficiency. Besides, a generalized hybrid pilot distribution is proposed using the compact antenna features in [33] , as illustrated in Fig.2(c) .
B. BASIC AND IMPROVED SCHEMES
The focus of this paper is how to use pilots for channel estimation based on CS, i.e., modify (5) to a representation similar to (16) . For this purpose, we construct two orthogonal pilot designs, which can achieve this goal.
1) PILOT SCHEME A
Similar to Fig.2 (a), the P columns in block data X <t> are used as pilots in the frequency-domain, which means that our pilots are inserted by column and recorded as X <t> l∈P t . P t = {P t [0], P t [1] , · · · , P t [P − 1]} represents the pilot position column index on the t-th transmitting antenna. P t satisfies
(15) can be written as
and the other elements in S l are 0. To distinguish different channels at the receiving antenna, pilot data X <t> l∈P t can be operated as
where A P t can be considered as the sensing matrix corresponding to the index P t , W <r> l∈Pt is the noise vector, and [1] . . .
Without considering the spectrum overhead, we use known pilots to realize compressed measurement at the r-th receiving antenna similar to (16) .
2) PILOT SCHEME B
In scheme A, pilot columns are processed separately, and the values are the same. Hence, we propose an improved scheme B, which takes X <t> l∈P t as a whole to realize simultaneous assignment, and guarantees that (23) can be obtained at receiving antennas.
Change the representation of (2) to define that
and X <t> l∈P t can be written as
which is an M × P matrix. Based on the unit matrix I L×L , we construct a coding matrix I <t> ∈ C L×L related to the pilot position index P t . I <t> can be split as
where I <t> ∈ C P×P , and the other elements of I <t> are 0. As shown in Fig.3 (a), X <t> l∈P t is a random full row rank complex matrix. Assuming that the frequency domain data inserted random pilots X <t> l∈P t can be recorded asẊ <t> , we can
, and i = 0, 1, · · · P − 1, (23) can also be obtained at the r-th receiving antenna. Essentially, (28) divides scheme A into two parts: X <t> (with X <t> l∈P t ) and I <t> , which changes scheme A to a linear transformation.
IV. PILOT PLACEMENT OPTIMIZATION: DESIGN CRITERIA AND SEARCH METHODS
In this section, search algorithms are used to generate a better sensing matrix with different design criteria.
We have obtained the compressed measurement in (23) , and in CS theory, if A P t satisfies RIP, thenỸ <r> l∈Pt and A P t can be used to reconstruct h <t,r> with higher probability. Pilot design is carried out with pilot scheme B, and let
where P ∈ C M ×L is the random frequency-domain data matrix, of which values are only related to constellation mapping patterns. Hence, (23) can be written as
whereP
Assuming thatP l∈P t is a fixed random diagonal coefficient matrix, the elements of A P t are only related to S l∈Pt , which is determined by P t . Pilot placement P t determines the extraction of Fourier transform matrix, and then determines the structure of the sensing matrix, which ultimately affects the performance of CS channel estimation.
However, it is difficult to judge whether the sensing matrix satisfies RIP. Moreover, L P cases on the selection of P t makes traversing all the cases to select the appropriate P t unachievable.
A. CRITERIA OF THE SENSING MATRIX
For the first problem, [34] points out that the mutual coherence value can be used to evaluate the sensing matrix A P t , which is defined as
and a smaller µ(A P t ) of A t can be better. The optimization problem is written as arg min
However, [35] investigates that the use of the mutual coherence to evaluate the sensing matrix may not necessarily achieve good reconstruction results. Because the mutual coherence only considers the most extreme case of the coherence between the matrix columns, the sensing matrix with overall coherence is not the optimum one. We normalize A P t by column to obtain A P t , and let
where G P t is a symmetric matrix. That is, the Euclidean distance between G t and I can be used to evaluate the sensing matrix. Considering that the reconstructed signal and all columns of A P t are correlated, a broader criterion is proposed in this paper, i.e.,
where p ≥ 3. For the record, the criterion for evaluating the sensing matrix needs to be selected according to actual simulation or experiment. Primarily, because the composition of the sensing matrix and the selection of the recovery algorithm are different, the evaluation criteria are related to the mode of the final system.
B. SEARCH ALGORITHMS
As for the second problem, if the enumeration method is selected to search for the optimal pilot placement P t , the storage and computing complexity are very high.
When the number of iterations is limited and fixed, the random search algorithm is proposed as a simple pilot optimization algorithm [16] . The idea of the random search is to generate the pilot placement P t randomly at each iteration and calculate the evaluation criterion of A P t corresponding to P t . After reaching the iteration upper limit, the optimal P t and the corresponding A P t are selected as the optimization results. Because the combinations of P t are large, the probability of the same P t appearing in each iteration is small. Besides, only N T combinations of P t are considered in each iteration, which leads to less computation. However, the random search algorithm cannot guarantee that the optimal P t can be obtained after all iterations are completed, which means that repeatedly running or increasing the number of iterations is not omitted in the actual experiment.
Pilot placement optimization is done offline before the transmission system is built, and the running time of the search can be extended. The combinatorial optimization problem can be solved by adaptive adjustment of genetic operators. On this basis, the MAGA is proposed to solve the optimal pilot search problem [17] . This method guarantees the convergence of the optimization process, avoids the process falling into local optimization, and obtains the global optimization. Assuming that the evaluation criterion of A P t corresponding to different P t with high similarity are also approximate, i.e., by changing some elements of P t , the evaluation criterion change of the new A P t is affected slightly. We use particle swarm optimization (PSO), which is more straightforward than GA to search the optimal pilot placement. The PSO-based algorithm is summarized as Algorithm 1. Assuming that β(A P t ) is used as the evaluation criterion, the sensing matrices corresponding to the orthogonal pilots on all transmitting antennas are optimized simultaneously at each iteration, and the optimization problem can be written as arg min
Compared with the random search algorithm, the PSO algorithm and GA are equivalent to swapping the stability of the optimization process with operating time and storage in the pilot placement optimization problem. The performance of the algorithms is volatile in different systems.
V. CHANNEL ESTIMATION AND DECODER DESIGN
In this section, the channel estimation based on CS theory is investigated, and an effective decoding scheme based on the results of channel estimation and deep learning methods is designed.
Algorithm 1 PSO-Based Search Input:
Number of transmit antennas, N T ; Number of the pilot columns, P; The matrix, F N ; the number of iterations, I max .
Output:
Optimal pilot index on each antenna, P t ; 1: (P l∈P t is fixed) Create the initial population ∈ N P s ×J , where P s is population size and J = N T P. Each row of can be expressed as the orthogonal pilot indices. Compute the fitness of each individual in by using (36) with a definite evaluation criterion; 2: Make the inertia coefficient of the global optimal particle is larger than that of other particles, and the search direction of the global optimal particle is adjusted by using an orthogonal direction search [36] . 3: Run according to the basic particle swarm optimization process until I max is reached.
A. COMPRESSIVE ESTIMATION FOR SPARSE CHANNELS
If we obtain the sensing matrix A P t and measurement datã Y <r> l∈P t at the r-th receiving antenna and suppose that A P t = A and pilot data at the same index is also the same. By combining with (30) , the recovery problem is changed to
which aims to find a sparse solution of underdetermined equations. However, the minimization of the 0 norm is complicated. The problem (37) then changes to the minimization of the 1 norm, i.e., min h <t,r>
which makes the calculation less, but results in an infinite solution. If the channel sparsity K is known, and A is a matrix that satisfies RIP or the proposed criteria, the K -sparse solution can be obtained by sparse reconstruction algorithms. Greedy algorithms are widely used in restoration methods. The OMP algorithm is representative, which uses the most matching columns from the sensing matrix to reconstruct the sparse signal. Based on OMP, the CoSaMP applies acrostic compressive sampling matching pursuit to the selection of atoms, which improves the accuracy of signal recovery under specific conditions [37] . The above algorithms require the estimation of channel sparsity or the known channel sparsity K as the input of the algorithm. However, the sparsity of the channel is not constant, which means it can be time-varying or changed by the superposition of the subchannels. The Basis Pursuit (BP) method or the SAMP can be used to solve the problem of unknown sparsity [38] . Hence, the solution of BP and an improved SAMP algorithm are proposed in this paper.
Algorithm 2 VTSAMP Input:
Data extracted by pilot index P t ,Ỹ <r> l∈P t ; The sensing matrix, A ; Parameter, δ 1 , δ 2 (In this paper, δ 1 = 0.02, δ 2 = 0.1).
Output:
The estimated value of superposed sparse channels,ĥ. 
10: If r temp 2 < Preset threshold, quit the iteration; Otherwise, go into next stage; 11: If r temp 2 ≥ r 2 and K down ≤ K up , K down = K down +1, and K mid = K mid + 1, go to step 12; Otherwise, F = F , r = r temp , and go back to Step 8; 12: If K down > K up , F = F , and quit the iteration;
Otherwise, go back to Step 8; 13: <Output>ĥ(F) = ([ ] * ,n∈F ) †Ỹ <r> l∈P t .
We can transform solving (38) , which is a BP problem, into finding another form called the Basis Pursuit De Noising (BPDN). The form is
where τ is a parameter determined by the cardinality of A . Moreover, the BPDN problem can be rewritten as
where N T t=1ĥ <t,r> = U − V . Thus, (40) is a typical bound-constrained quadratic program (BCQP) problem. Although solving the BCQP problem is simple, the input variables and matrices are required to be real without individual transformations and constraints. We segment the compressed dataỸ <r> and the sensing matrix A , and obtain
A new form can be written as
where U , V ≥ 0, and (U − V ) can be used to compose N T t=1ĥ <t,r> . Solving the BCQP problem without the channel sparsity, in which the problem can be converted into convex optimization [39] , still has the disadvantage of slow computation speed. Based on the conventional SAMP algorithm, the VTSAMP algorithm is proposed.
Assuming that the estimated joint channel sparsity is K , and K < K . The initial residuals can be defined as r = Y <r> l∈P t . The indices of the largest K absolute values in (A ) T r constitute = { 0 , 1 , · · · , K −1 }. From (17), we can obtain
where 0 < δ 1 [24] . However, in practice, the value of δ is near 0, which is difficult to determine. At the same time, the restriction of this condition is too strong. Meanwhile, (43) is strong-restriction, which leads to K < K with a high probability. By using norm inequalities, (43) can be written as
Setting (44) as the judgment condition of sparsity adaptation, and combining with the SAMP algorithm, the VTSAMP can be summarized as Algorithm 2, which uses (43) and (44) to locate the range of K to improve the robustness.
B. DEEP LEARNING DECODER
In theory, the best receiver for data detection in MIMO systems is the Maximum Likelihood (ML) detector. However, because of the computational complexity of ML detection, the zero-forcing (ZF) or MMSE method is used for iterative detection and decoding in the actual system [40] . The CS technology we introduced can also be used to design receivers. In the SISO OFDM systems, joint channel estimation and data detection using distributed compressed sensing can be implemented, which still has high complexity [41] .
Conventional linear receivers have the disadvantages of low decoding accuracy and the requirement of circulating computation. Although the representation of CS technology is simple, it often requires the additional design of measurement matrices or sensing matrices. If the signal does not satisfy the sparse representation, the optimize of the dictionary to construct the sparse base is indispensable. In previous sections, the unitary matrix and ranking structure further improve the difficulty of CS design in block transmission of the V-OFDM systems.
In recent years, the neural network and deep learning technology, which connect input and output layers by simulating human brain neurons, have been widely applied. In particular, a method based on deep learning is proposed, which utilizes the independence of transmission codeword, can mend the propagation algorithm of the high-density parity-check codes [27] . Besides, in the current application of NN-based OFDM, the FC-DNN and the deep complex convolutional network (DCCN) are proved to be relatively compact and effective [42] . Compared with conventional manual methods, these schemes simplify the design of the systems and achieve better performance as shown in Fig.4 .
1) LABEL
Before proposing the DNN decoder, we first simplify the MIMO-V-OFDM system, of which the purpose is to prepare for labels generation. As shown in Fig.5 , we build a BPSK modulated 2 × 2 MIMO system. BPSK or QPSK modulated data can be converted into multi-label data for the network training [43] . Let X <1> n be 1 or −1, and X <2> n be j or −j, where n does not retrieve pilot data, and 0 ≤ n ≤ N − 1. The annotations of paired transmission data can be obtained according to Fig.5 and Table. 2. Before off-line training, all the transmission data are randomly generated, and labels can also be obtained correspondingly, which constitutes the dataset.
2) ARCHITECTURE OF NETWORK
Because the networks can be off-line trained and deployed online in the communication system, using a large-scale network to complete decoding is not necessary. Several networks with fewer outputs can be trained separately and used for the decoding different transmitted data [28] . Therefore, as shown in Fig.5 , we train a series of different DNNs, which are equivalent to transforming decoding problem into a multi-label classification problem. The received signals without the CP at receiving antennas and the channel estimation results obtained by the CS restoration algorithm are used as the network input. Moreover, additional pilot data in the time-domain can be transmitted before the OFDM data, which is based on the assumption that the CIR is invariant in one transmitted symbol period (i.e., one pilot-and-data symbol period) [26] . The received data corresponding to these pilots can also be added as the input of the networks.
All complex input data passes through the hidden layers after being divided into real and imaginary parts. To improve the accuracy of training, the output of the l-th network only corresponds to 2M labels, which consists of
3) NETWORK TRAINING
The factors that can be considered in training are the network size, activation functions, loss functions, and optimizers. The networks are trained to minimize the difference between the outputs and labels, and it means that the parameters need to be determined according to the actual training process, which we discuss further in the experimental part.
VI. SIMULATIONS AND DISCUSSION
In this section, we complete the MIMO-V-OFDM system simulation and compare the various indicators of the OFDM system.
The precoding matrix scheme is used to optimize the OFDM signal. First, the universal set of column indexes can be defined as U = {0, 1, · · · , L − 1}, and the pilot index is P = P 1 ∪ P 2 ∪ · · · P N T . The data index on every transmit antenna is D = U P = {D 0 , D 1 , · · · , D D−1 }. Then, similar to Fig.2(b) , we do the following processing for the non-orthogonal pilots which are eventually inserted into the transmitting antennas:
where i = 0, 1, · · · P−1. a and b represent power coefficients with different values to make the pilot data at the same index have only different coefficients. Besides, ''scheme B|P t '' refers to the pilots with the index P t , which is generated according to scheme B. The pilot with the same index P t on different antennas are determined by (29) . The purpose of this approach is to avoid the consistency of the frequency and phase at pilot subcarriers, which leads to apparent peaks in the waveform superposition [44] . If the number of elements in D is D, and D is the power of 2, the Hadamard matrix that only encodes the data can be generated as
,
Moreover, the matrix H D used for precoding can be inserted directly into I <t> , i.e.,
which is inserted into (27) as an additional assignment formula. Hence, (28) with the precoding matrix inserted can be rewritten aṡ
where I <t> new is determined by (27) , (29) and (47) . Let I <t> satisfiy the constraints as
which means that I <t> is an invertible matrix. I <t> new , which consists of H D and I <t> , is also an invertible matrix. At the receiving antenna, there iṡ
whereẎ <r> andẏ are block data in the frequency and time domain. The representation similar to (5) , and it can be written as
H D does not affect the value of pilot data after the inserting process, and we can obtain
In the case of 2 transmit antennas, the CS form of the r-th receiving antenna can be written as
and A P t is the sensing matrix corresponding to P t , where the pilot data corresponding to the same pilot index on different antennas only have the different power coefficients. Thus, similar to solving linear equations, we can obtain the CIR of each channel by using CS recovery algorithms, i.e.,
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A. PAPR IMPROVEMENT AND SIMULATION
The PAPR of the OFDM signal x(n) is defined as
and
which must be considered in the process of transmitter design. The complementary cumulative distribution function (CCDF) can be used to evaluate PAPR, which is defined as
and PAPR 0 is the PAPR threshold. The PAPR is affected by 3 parts: 1). Precoded frequency domain data; 2). Placement of pilot insertion; 3). Values of pilots. However, pilots also affect the performance of the sensing matrix, and we must use alternating optimization to optimize the pilots further, i.e., pilot optimization and PAPR optimization are carried out alternately. Fig.6 shows the CCDF comparison of MIMO-V-OFDM systems. (R) represents the precoding scheme using (48) , and (L) represents the left multiplication by the precoding matrix, i.e.,Ẋ <t> l = H M X <t> l . Fig.6(a) depicts the improvement of PAPR performance in the original V-OFDM system using different precoding schemes. Haar matrix is set as a comparison precoding scheme, of which the application mode is the same as H. Compared with original V-OFDM, the PAPR of the signal with Hadamard(R) is reduced by 2dB at 10 −3 of the CCDF. Haar matrix and Hadamard(L) do not significantly improve the PAPR performance. Fig.6(b) shows the PAPR performance of the precoding schemes with orthogonal pilots. Because 0 data are inserted in the orthogonal positions of the two antennas, the PAPR performance of the signal decreases. In the simulation, Hadamard(R) can achieve better performance at 10 −3 of the CCDF than other schemes. Hence, Hadamard(R) is selected as the only precoding scheme. Based on the utilization of Hadamard(R), the PAPR performance of the nonorthogonal pilot scheme with different pilot proportions is shown in Fig.6(c) . Because the signal on the same antenna has different power factors, the performance of PAPR is further reduced. With fewer pilots inserted, the proposed PAPR optimization scheme achieves the best performance. Compared with the orthogonal pilot scheme using Hadamard(R), the performance of the optimized nonorthogonal pilot scheme using Hadamard(R) rises about 5.5dB. The length of FFT affects the speed of operation but is fixed in practice, which can improve the stability of the system. The impact of FFT length is shown in Fig.6(d) , when the FFT length is small, the effect of the optimization scheme is visible but has little performance improvement over the same pilot proportion. Fig.7 shows the performance of pilot placement optimization algorithms with different evaluation criteria, and (36) is used as the objective function. The maximum number of iterations is set as 500. Each algorithm runs 100 times under different criteria. The error bars represent the standard deviation of the mean optimal value found in each iteration. The random search algorithm has large stochastic volatility at the beginning of the iteration, but with the number of iterations increasing, the standard deviation of the mean optimal value obtained by the random search also decreases. From the results of the random search, we can find that most of the generated sensing matrices have similar performance with the same criterion. Hence, the performance of MAGA and artificial fish swarms algorithm (AFSA) [45] in the pilot search problem are shown for comparison. The standard deviation in each iteration of the MAGA and AFSA is large, which can be easy to trap in local optimum without additional processing.
Because of the forced random variation mechanism and orthogonalization direction processing [36] , which are added in the population iteration process, the proposed PSO-based search algorithm has the best standard deviation and optimal results performance with different criteria.
The average running time of each iteration of Random Search, PSO-based search, MAGA, and AFSA are 1.251s, 12.232s, 56.441s, and 133.561s respectively. Because the running timee of the improved algorithm depends on the extra storage space, the random search speed is the fastest with the same conditions. In practical terms, the purpose of the improved algorithm is to select the optimal pilot placement and the corresponding sensing matrix under limited conditions. We extract different optimization results and estimate the channel using the BCQP method combined with different sensing matrices obtained by the above four criteria, and the performance comparison is summarized in Fig.8 . The Normalized Mean Square Error (NMSE) is adopted to evaluate the channel estimation error, which can be defined as
.
With µ, γ and β(p = 3), the NMSE of channel estimation also improves with the optimization results becoming small, but the performance improvement of NMSE is not obvious. When the criterion is β(p = 4), optimizing pilot is more effective for improving NMSE, and at 10 −3 of the NMSE, the NMSE performance of β(p = 4) improves by 9dB, 2dB and 3.3dB over µ, γ , and β(p = 3). Fig.7 and Fig.8 illustrate that the search algorithm must be combined with an appropriate evaluation criterion. Because the pilot position can not be quantified, the intelligent algorithm suitable for function optimization is not necessarily suitable for this problem. The PSO algorithm with the proposed evaluation criterion of the sensing matrix can be selected while maintaining the appropriate convergence stability. Fig.9 (a) illustrates the performance comparison of different algorithms when p = 128. Because the real sparsity K of the channel changes over time, we must set the input sparsity K artificially when using the conventional matching pursuit algorithm. M-SAMP algorithm achieves better estimation performance in the low-SNR region, but when the SNR is greater than 5dB, the performance of the algorithm is not improved. Therefore, we set the OMP algorithm as a comparison, and make the input K less than K . The performance of the OMP algorithm shows that the sparsity obtained by an adaptive process is less than the real sparsity with the condition (43) . After relaxing the criterion of sparsity, the proposed VTSAMP algorithm can achieve 3.5dB improvement over the BCQP-based method at 10 −4 of the NMSE.
C. COMPARISON OF CHANNEL ESTIMATION ALGORITHMS
As shown in Fig.9(b) , the performance of the recovery algorithms can be improved with the increase of the number of pilots, where the evaluation result of the new sensing matrix is close to that of Fig.9 (a). If K = K , both OMP and CoSaMP can achieve better estimation results. However, in practical systems, channel sparsity is difficult to accurately estimate, which makes the conventional algorithms only be used for reference in this system. Besides, we can point out that the BCQP-based method has excellent performance in the high-SNR region, and the single run time of the BCQP-based method is longer than that of VTSAMP, which is determined by the channel sparsity and the form of compression measurement.
D. PARAMETER SELECTION AND PERFORMANCE OF DNN DECODERS
To reduce the scale of the networks, we set parameters of the MIMO-V-OFDM system as follows: N = 256, L = 64, P = 128, N T = 2, and N R = 2. Each network consists of five layers. The number of input neurons is 4096, and the number of neurons in the output layer is 8, which can be determined by the mapping relationship from Table. 2.
The numbers of neurons in hidden layers are 512, 256, and 128 respectively.
Details of different networks are summarized in Table. 3. In ComNet, channel estimation results obtained by LS channel estimation and the data from the ZF receiver are input into the subnets successively. The basic FC-DNN only takes the data of two consecutive data blocks in the time-domain as the whole frame, which is input into the network. By combining the advantages of the two networks, the proposed network can be regarded as a decoder, which means that we can take the receive data and CS-based channel estimation results as the network input, and the pilot data in the time-domain as assisted data. Different from these networks, to ensure that most neurons can be activated during training, we use LeakyReLU instead of ReLU in the first hidden layer. The LeakyReLU function is defined as
where λ is the scalar multiplier. The Sigmoid function is applied in the output layer, which can map the input data to the interval [0, 1]. To correspond to the labels, we set the output symbols greater than 0.5 to 1, and that less than 0.5 to 0, which can be directly used to calculate the BER. Assuming that the training channels match the actual deployment channels, and the sparsity of each channel is approximate, the BER performance of different methods is compared in Fig.10 . The MMSE detection followed by CS estimation results is used as the conventional linear method of reference. As shown in Fig.10 , the classical FC-DNN, which has excellent performance in the single antenna system, is non-convergence in our MIMO-V-OFDM system. This illustrates that the classical FC-DNN can not directly distinguish the data transmitted through different channels by inputting the received data and the time-domain pilots solely. However, the ComNet with channel estimation subnetwork and proposed FC-DNN (Large) with CS channel estimation results as network inputs have achieved better performance than conventional MMSE. When SNR > 5dB, the BER performance of the proposed FC-DNN (Large) is better than the ComNet. The FC-DNN has better robustness than the ComNet [28] , but in the case of non-sparse channels or removing CP, the performance of the proposed FC-DNN (Large) is degraded because of the inability to obtain accurate CS estimation results.
E. COMPLEXITY ANALYSIS OF THE SIMPLIFIED NETWORK SCHEME AND SUBOPTIMAL DECODERS
The FC-DNN (Large) with all the information as the network input needs 2266536 parameters (2264728 trainable parameters and 1808 non-trainable parameters), which excessives computing resources. Numerous parameters mean that although FC-DNN with all received signal and estimated CIR To keep up with the evaluation of neural networks, we use the amount of floating-point multiplication-adds (FLOPs) as the complexity standard. Because of the requirement of simplifying network labels, two BPSK modulation methods are used in different antennas, which can be equivalent to using QPSK as the decoding basis of conventional linear and nonlinear detection methods. Therefore, QPSK modulation and demodulation is used in calculating the complexity of conventional methods. Corresponding to the BER performance, the algorithm with higher complexity is more likely to achieve excellent decoding performance. However, because our network uses CS results as part of the input, the proposed FC-DNN (Simplified) is the densest NN method in the range of performance loss. However, compared with the complex optimization process but fewer FLOPs such as LR-aided SIC (ZF Processing), the advantages of the NN methods are still not visible. Avoiding the complex calculation flow, the network method based on deep learning is flexible and straightforward in the design process, and more suitable for rapid deployment in the system.
VII. CONCLUSION
In this paper, a practical OFDM framework is constructed by the pilot-assisted method. Firstly, we discuss the design method of pilot-based compressed sensing measurement and the applicability of various optimization algorithms. Besides, we propose a flexible VTSAMP algorithm for channel estimation with unknown sparsity. Finally, the OFDM receiver is redesigned based on the results of compressed sensing and popular neural networks, which simplifies the design process. The simulation results show that the proposed communication scheme significantly improves the performance of traditional conventional in PAPR reduction, channel estimation accuracy, and BER.
This paper uses the ideal channel model and does not extend the system to massive MIMO. In future research, we will apply distributed compressed sensing (DCS) technology to optimize the system, and focus on the interpretability of deep learning methods in the receiver design and the application of DCNN. where f denotes the Doppler frequency of the -th path. Therefore, the channel estimation method based on CS in this paper is only suitable for slow time-varying channels, the reason for which is that f of the channel is ignored (or set to 0) in the simplified model. Without additional optimization, CS estimation can not effectively reduce the impact of ICI caused by the Doppler shift on the channel model, thus reducing the accuracy of channel estimation. Reference [48] proved the sparsity in delay domain and Doppler domain by mathematical derivation. Hence, when considering the fast time-varying channel, the CS technology can still reconstruct the channel parameters with multidimensional sparsity. This paper does not involve more detailed optimization methods, but provides simple performance simulation results over the effect of the high Doppler frequency shift in Fig.12 .
APPENDIX CHANNEL ESTIMATION AND DETECTION PERFORMANCE IN FAST TIME-VARYING CHANNEL
Obviously, without the iterative optimization of the compression measurement process, the performance of the VTSAMP algorithm decreases with the large Doppler shift, which leads to the decrease of channel estimation accuracy. Similarly, due to the influence of VTSAMP, the performance of the NN decoder also shows similar characteristics. However, the simulation results can not show that the training parameter setting or channel estimation algorithm has a more significant impact on the decoding performance. Besides, the method of iterative detection to reduce the influence of the Doppler shift is flexible when combined with the conventional OMP algorithm, which provides a gradual way to improve the method in this paper. YIBING SHI is currently a Professor with the School of Automation Engineering, University of Electronic Science and Technology of China (UESTC). His research interests focus on test theory and design of electronic measurement instruments, comprehensive test of integrated circuits, and electronic systems. VOLUME 8, 2020 
