Hipoeliticidade global para operadores fortemente invariantes by Moraes, Wagner Augusto Almeida de
UNIVERSIDADE FEDERAL DO PARANÁ
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Resumo
A partir do conceito de operadores invariantes em relação a uma decomposição
de um espaço de Hilbert em subespaços de dimensão finita, introduzimos o
sı́mbolo do operador em relação a essa decomposição. Esse sı́mbolo é uma
sequência de matrizes cujas propriedades permitem, por exemplo, afirmar se o
operador está em alguma classe de Schatten-von Neumann e se é possı́vel es-
tendê-lo a um operador limitado. Usamos esses resultados para decompor o
espaço de Hilbert L2(M), sobre uma variedade suave compacta orientável sem
bordo M , como soma direta de autoespaços de um operador diferencial elı́tico
autoadjunto positivo e estudamos propriedades que os operadores invariantes
possuem neste espaço. Por fim, obtemos resultados acerca da hipoeliticidade
global de operadores invariantes sobre M analisando seu sı́mbolo.




From the idea of invariant operators relative to a fixed partition of a Hilbert space
into a direct sum of finite dimensional subspaces, we introduce the operator’s
symbol relative to this decomposition. This symbol is a sequence of matrices
whose properties allow us, for example, to state if the operator belong to some
Schatten-von Neumann class and if it can be extended to a bounded operator. We
apply this results to decompose the Hilbert space L2(M), where M is a orienta-
ble compact smooth manifold without boundary, as direct sum of eigenspaces of
a positive self-adjoint elliptic differential operator and then we study some pro-
perties that the invariants operators have in this space. Finally, we obtain results
about global hypoellipticity of invariant operators on M analyzing their symbol.
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O objetivo deste trabalho é estudar a regularidade das soluções de operadores diferen-
ciais definidos sobre uma variedade fechada. Mais precisamente, se M é uma variedade suave
compacta orientável e sem bordo, D′(M) é o espaço das distribuições definidas sobre M e
P : D′(M) → D′(M) é um operador diferencial, estamos interessados em estabelecer condi-
ções que possam garantir u ∈ C∞(M) sempre que tivermos Pu ∈ C∞(M).
Essa propriedade é conhecida como hipoeliticidade global e uma consequência inte-
ressante dela é a seguinte: se P é um operador diferencial linear globalmente hipoelı́tico emM ,
então kerP ⊂ C∞(M), pois 0 ∈ C∞(M), logo podemos garantir que o kerP possui dimensão
finita (ver [10]).
A hipoeliticidade global tem sido largamente estudada nos últimos anos, principal-
mente no caso em que a variedade fechada M é o toro n-dimensional Tn, basta ver a impressio-
nante lista de autores e revistas respeitáveis que têm publicado artigos abordando esse assunto,
por exemplo: [2], [3], [4], [8], [9], [10], [11], [15], [16], [19] e tantas outras referências citadas
nesses artigos.
Mesmo no caso do toro n-dimensional Tn, investigar a hipoeliticidade global dos ope-
radores diferenciais lineares mais simples, como os campos vetoriais, é um problema desa-
fiador que ainda possui questões em aberto. Talvez a pergunta sem resposta mais famosa e
aparentemente distante de uma solução seja a conjectura de Greenfield-Wallach, que afirma o
seguinte: se uma variedade suave, compacta, sem bordo e orientável admite um campo veto-
rial globalmente hipoelı́tico, então esta variedade é difeomorfa a um toro e este campo vetorial
é C∞−conjugado a um campo vetorial constante cujos coeficientes satisfazem uma condição
diofantina. (ver [6] e [11]).
A maioria dos trabalhos que abordam a questão da hipoeliticidade global no toro fazem
uso da análise de Fourier como principal ferramenta para obter resultados de regularidade, a
partir de condições impostas ao sı́mbolo ou aos coeficientes do operador.
Uma das referências mais citada nessa área, o trabalho de S. Greenfield e N. Wallach
Introdução 2
de 1972, usa apenas a série de Fourier em Tn para caracterizar a hipoeliticidade global de um
operador diferencial através de seu sı́mbolo, e apresenta pela primeira vez a famosa aplicação:
L = ∂x + α∂y, α ∈ R é globalmente hipoelı́tico em T2 se, e somente se, α é um irracional não
Liouville. Ver [9]
Baseado nesse histórico de uso da análise de Fourier para obter propriedades de re-
gularidade no toro, o ideal seria introduzir uma ferramenta similar em uma variedade fechada
qualquer para recuperar esses resultados, sempre que isso fosse possı́vel.
O primeiro passo nessa direção foi dado por S. Greenfield e N. Wallach em [10]. Ins-
pirados pelas ideias de R. Seeley [21], os autores construiram uma espécie de série de Fourier
em M e, a partir disso, generalizaram os resultados sobre operadores diferenciais que comutam
com um operador elı́tico normal fixado provados em [9].
Mais recentemente, J. Delgado e M. Ruzhansky, ver [5], generalizaram a ideia de ope-
radores invariantes para espaços de Hilbert, através da decomposição do espaço em soma direta
de subespaços de dimensão finita. Desse modo, é possı́vel associar um sı́mbolo a cada operador
invariante densamente definido. Tal sı́mbolo é na verdade uma sequência de matrizes, defini-
das nos subespaços de dimensão finita dessa decomposição, que carrega informações sobre o
operador.
O trabalho está organizado da seguinte forma: no capı́tulo 1 fixamos as principais
notações e resultados referentes a espaços de Hilbert e teoria espectral. Em especial, exibimos
uma maneira de decompor o espaço L2(M) como soma direta de autoespaços de um operador
diferencial elı́tico positivo. Além disso, fazemos uma sı́ntese sobre a classe de operadores de
Schatten-von Neumann, listando os principais resultados da teoria necessários nas aplicações
que apresentamos no capı́tulo seguinte.
No capı́tulo 2, apresentamos a teoria geral sobre operadores invariantes em espaços de
Hilbert e mostramos que algumas propriedades desses operadores podem ser caracterizadas por
seus sı́mbolos. Em seguida, no capı́tulo 3, recuperamos a teoria de R. Seeley para introduzir
uma noção de análise de Fourier associada a um operador elı́tico e usamos esses conceitos para
analisar operadores invariantes no espaço L2(M).
Por fim, no capı́tulo 4, estudamos operadores diferenciais invariantes e apresentamos
algumas condições que garantem a hipoeliticidade global desses operadores.
Capı́tulo 1
Preliminares
Neste capı́tulo apresentamos resultados e definições de Análise Funcional e de Opera-
dores Diferenciais que utilizamos no desenvolvimento deste trabalho.
Iniciamos estabelecendo algumas notações. Denotamos por N = {1, 2 · · · } o con-
junto dos números naturais e N0 = N ∪ {0}. Dada uma n−upla α = (α1, · · · , αn) de inteiros
não negativos, também chamada de multi-ı́ndice, e um vetor x = (x1, x2, · · · , xn) ∈ Rn, defi-
nimos xα como
xα = xα11 x
α2
2 · · ·xαnn .
















∂xα11 · · · ∂xαnn
,
no qual
|α | = α1 + · · ·+ αn
é a ordem do multi-ı́ndice α e ∂
∂xj
é a j−ésima derivada parcial.
Além disso, δjk denota o delta de Kronecker, isto é, δjk = 1 para j = k e δjk = 0 para
j 6= k.
1.1 Espaços de Hilbert
Definição 1.1. Um conjuntoH é um Espaço de Hilbert se satisfizer as seguintes condições:
1. H é um espaço vetorial sobre C (ou R);
2. H é munido de um produto interno 〈·, ·〉;
3
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3. H é completo em relação à métrica induzida por esse produto interno;
4. H é separável.
Definição 1.2. Dizemos que os elementos x e y deH são ortogonais se 〈x, y〉 = 0. Um subcon-
junto B deH é dito ortogonal se quaisquer dois elementos distintos de B são ortogonais. Além
disso, se ‖x‖2 = 〈x, x〉 = 1 para todo x ∈ B, dizemos que B é um subconjunto ortonormal.
Definição 1.3. Um subconjuntoB de um espaço com produto internoH é uma base (de Hilbert)
se B é um conjunto ortonormal e o subespaço span(B) é denso emH.
A maioria dos livros de Análise Funcional, como [17] e [20], costumam definir espaço
de Hilbert sem a condição de separabilidade que exigimos acima. Porém, ao exigir essa propri-
edade é possı́vel garantir que todo espaço de Hilbert possui uma base de Hilbert enumerável.
Teorema 1.4 (Identidade de Parseval). Seja H um espaço de Hilbert e B = {ej; j ∈ N} um
subconjunto ortonormal de H. Então, B é uma base de Hilbert se, e somente se, para cada





Definição 1.5. Seja T : D(T ) → H um operador linear em um espaço de Hilbert complexo
H densamente definido, isto é, D(T ) = H. O operador adjunto de Hilbert T ∗ é definido da
seguinte forma: o domı́nio D(T ∗) de T ∗ consiste de todos os elementos y ∈ H tais que existe
y∗ ∈ H satisfazendo
〈Tx, y〉 = 〈x, y∗〉,




Se T = T ∗, dizemos que T é autoadjunto.
Definição 1.6. Seja T : H → H um operador linear limitado autoadjunto. Dizemos que T é
positivo se
〈Tx, x〉 ≥ 0, ∀x ∈ H.
Definição 1.7. Seja T : H → H um operador linear limitado autoadjunto positivo em um
espaço de Hilbert complexoH. Um operador linear limitado autoadjunto A é chamado de raı́z
quadrada de T se
A2 = T.
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Teorema 1.8. Todo operador linear limitado autoadjunto positivo T : H → H possui uma
única raiz quadrada positiva A. Este operador A comuta com todo operador linear limitado
emH que comuta com T .
Um dos conceitos que aparecem em nosso estudo é a decomposição de um espaço
de Hilbert em subespaços de dimensão finita, especialmente o espaço de funções de quadrado
integrável L2. O próximo resultado garante o caminho inverso.




















Sejam X 6= {0} um espaço normado complexo e T : D(T ) → X um operador linear
cujo domı́nio D(T ) é um subespaço de X . Para λ ∈ C, defina o operador
Tλ
.
= T − λI,
no qual I é o operador identidade em D(T ). Se o operador Tλ possuir inversa, a denotamos por
Rλ(T ), isto é,
Rλ(T )
.
= T−1λ = (T − λI)
−1,
e dizemos que Rλ(T ) é o operador resolvente de T .
Definição 1.10. Sejam X 6= {0} um espaço normado complexo e T : D(T )→ X um operador
linear. Um número complexo λ é um valor regular de T se:
1. Rλ(T ) existe;
2. Rλ(T ) é limitado;
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3. Rλ(T ) é densamente definido em X .
O conjunto resolvente ρ(T ) consiste de todos os valores regulares de T . Chamamos
de espectro de T o complementar do conjunto resolvente de T e o denotamos por spec(T ), ou
seja, spec(T ) .= C\ρ(T ).
Podemos particionar spec(T ) em três conjuntos disjuntos:
(a) O espectro pontual, denotado por specp(T ), que consiste dos valores λ para os quaisRλ(T )
não existe. Se λ ∈ specp(T ), existe u ∈ D(T ), com u 6= 0, tal que Tu = λu. Dizemos que
λ é um autovalor de T e u é um autovetor de T associado a λ.
(b) O espectro residual, denotado por specr(T ), que consiste dos valores λ para os quais
Rλ(T ) existe, mas não é densamente definido.
(c) O espectro contı́nuo, denotado por specc(T ), que consiste dos valores λ para os quais
Rλ(T ) existe e é densamente definido, porém não é limitado.
Teorema 1.11 (Teorema Espectral para Operadores Limitados). Seja T : H → H um operador
linear limitado. Se f : C→ C é holomorfa numa vizinhança de spec(T ), então
f(spec(T )) = spec(f(T )).
O resultado acima não é válido ao tomar T não limitado. Porém, em alguns casos,
como f(z) = zα, com α ∈ R, ainda vale
f(spec(T )) = spec(f(T )).
1.3 Operadores Elı́ticos
Começamos essa seção estabelecendo algumas notações que usamos no trabalho todo:
• M é uma variedade diferenciável de classe C∞ compacta, orientável e sem
bordo. Na maioria das vezes vamos nos referir a M apenas como uma varie-
dade fechada;
• C∞(M) é o espaço de todas as funções infinitamente diferenciáveis definidas
em M ;
• D′(M) é o espaço das distribuições sobre M , ou seja, é o espaço dos funcio-
nais lineares contı́nuos sobre C∞(M);
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• Hs(M), com s ∈ R, é o espaço de Sobolev usual sobre a variedade fechada
M ;
• L2(M) é o espaço das funções mensuráveis definidas em M tais que∫
M
|f(x)|2dx <∞.








Além disso, C∞(M) é denso em L2(M) em relação a essa norma e temos
⋂
s
Hs(M) = C∞(M) e
⋃
s
Hs(M) = D′(M) (1.2)

















. O sı́mbolo do operador P = P (x,D) é o polinômio




α, ξ ∈ Rn





α, ξ ∈ Rn.
Definição 1.12. Dizemos que o operador diferencial P é elı́tico se existe uma constante C > 0
tal que
Pm(x, ξ) > C|ξ|, ∀(x, ξ) ∈M ×Rn \ {0},
ou equivalentemente, o sı́mbolo principal de P satisfaz a condição
Pm(x, ξ) 6= 0, ∀(x, ξ) ∈M ×Rn \ {0}.
Proposição 1.13. Seja E um operador diferencial elı́tico de ordem e.
(a) Se u ∈ D′(M) e Eu ∈ Hs(M) então u ∈ Hs+e(M);
(b) f ∈ Hs(M) se, e somente se, (I + E)s/ef ∈ L2(M);
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(c) f ∈ C∞(M) se, e somente se, (I + E)Nf ∈ L2(M), para todo N ∈ N0.
O item (a) dessa proposição segue do corolário 7.1 do livro do Shubin (veja [22] p.54),
e tem como consequênca que todo operador elı́tico é globalmente hipoelı́tico, devido a (1.2).
O próximo resultado é fundamental no desenvolvimento desse trabalho e segue do
Teorema 8.4 de [22] e do fato dos autovalores de um operador autoadjunto serem todos reais.
Teorema 1.14. Se E é um operador elı́tico autoadjunto de ordem e, então spec(E) = specp(E)
e é um subconjunto discreto de R sem pontos de acumulação.
Além disso, para cada λ ∈ spec(E) vale a decomposição
L2(M) = Hλ ⊕H ′λ
que satisfaz as seguintes condições:
1. Hλ ⊂ C∞(M) é um subespaço de dimensão finita tal que (E−λI)NHλ = 0, para algum
N > 0 e é invariante em relação a E. Em outras palavras, o operador E|Hλ tem somente
o autovalor λ e é igual a soma direta de blocos de Jordan de dimensão menor ou igual a
N .
2. H ′λ é um subespaço fechado de L
2(M), invariante com respeito a E e, se denotarmos
por E ′λ a restrição E|H′λ então E
′
λ − λI tem uma inversa limitada (em outras palavras,
λ 6∈ spec(E|H′λ).
Esse teorema garante (por indução) que o espaço L2(M) pode ser decomposto em






1.4 Classes de Operadores de Schatten-von Neumann
Introduziremos agora as classes de Operadores de Schatten-von Neumann, que apare-
cem como generalização das classes de operadores Hilbert-Schmidt e das classes traciais e que
possuem similaridades com os espaços Lp. Faremos um breve resumo dos principais resultados,
cujas demonstrações podem ser encontradas em [18].
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Definição 1.15. Dizemos que um operador linear T : H → H é um operador Hilbert-Schmidt




Denotamos por S2(H) o conjunto de todos os operadores Hilbert-Schmidt.
É possı́vel demonstrar que a soma (1.3) independe da escolha da base ortonormal















Proposição 1.16. Seja T : H → H operador linear.
(a) T ∈ S2(H)⇔ |T | ∈ S2(H) e
‖T‖S2(H) = ‖|T |‖S2(H); (1.5)
(b) T ∈ S2(H)⇔ T ∗ ∈ S2(H) e
‖T‖S2(H) = ‖T ∗‖S2(H); (1.6)
(c) Se T ∈ S2(H), então T é compacto. Em particular, T é limitado e vale
‖T‖L (H) ≤ ‖T‖S2(H). (1.7)
(d) Se T ∈ S2(H) e S ∈ L (H), então ST, TS ∈ S2(H) e
‖ST‖S2(H) ≤ ‖S‖L (H)‖T‖S2(H); (1.8)
‖TS‖S2(H) ≤ ‖T‖S2(H)‖S‖L (H). (1.9)
Teorema 1.17. O espaço de operadores Hilbert-Schmidt S2(H) é um espaço de Hilbert, com







o qual independe da escolha da base ortonormal {ψj}j∈N0 deH.
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em que {µj}j∈N0 é a sequência de autovalores de |T |, chamados de valores singulares de T ,









Definição 1.19. Dizemos que um operador linear limitado T : H → H é operador classe
tracial se
√
|T | ∈ S2(H).
Denotamos por S1(H) o conjunto de todos os operadores classe traciais e para cada
T ∈ S1(H), definimos o traço de T como




no qual {ψj}j∈N0 é uma base ortonormal para H. O Tr (T ) independe da escolha da base
ortonormal deH.
Proposição 1.20. O espaço S1(H) é um subespaço linear de L (H) e T ∈ S1(H) se, e somente




em que {µj}j∈N0 é a sequência de valores singulares de T , contando multiplicidade. Além
disso, se T ∈ S1(H) e {λj}j∈N0 são seus autovalores, contando multiplicidade, então




Proposição 1.21. Seja T : H → H operador linear limitado.
(a) T ∈ S1(H)⇔ |T | ∈ S1(H);
(b) T ∈ S1(H)⇔ T ∗ ∈ S1(H) e
Tr (T ∗) = Tr (T ); (1.16)
(c) Se S ∈ L (H) e T ∈ S1(H), então ST, TS ∈ S1(H) e
Tr (TS) = Tr (ST ). (1.17)
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Definição 1.22. A norma classe tracial de um operador T ∈ S1(H) é definida como
‖T‖S1(H) = Tr (|T |). (1.18)
Proposição 1.23. Se T ∈ S1(H), então T ∈ S2(H) e
‖T‖2S2(H) = Tr (|T |
2); (1.19)
‖T‖S2(H) ≤ ‖T‖S1(H). (1.20)
Além disso,
|Tr (T )| ≤ Tr (|T |) = ‖T‖S1(H); (1.21)
‖T ∗‖S1(H) = ‖T‖S1(H), (1.22)
e para todo S ∈ L (H),
‖ST‖S1(H) ≤ ‖S‖L (H)‖T‖S1(H); (1.23)
‖TS‖S1(H) ≤ ‖T‖S1(H)‖S‖L (H). (1.24)
Por fim,
‖T‖S1(H) = sup{|Tr (ST )|; S ∈ L (H), ‖S‖L (H) = 1}. (1.25)
Proposição 1.24. O espaço S1(H) é um espaço de Banach com respeito a norma classe tracial.
Definição 1.25. Seja 1 ≤ p < ∞ e T : H → H operador linear limitado. Dizemos que
T pertence à Classe de Schatten-von Neumann p, denotada por Sp(H), se para alguma base
ortonormal {ψj}j∈N0 deH, temos
∞∑
j=0
|〈Tψj, ψj〉H|p <∞. (1.26)
Proposição 1.26. Seja T : H → H um operador linear limitado. Então:
(a) T ∈ Sp(H)⇔ |T | ∈ Sp(H);
(b) T ∈ Sp(H)⇔ T ∗ ∈ Sp(H);
(c) Se S ∈ L (H) e T ∈ Sp(H), então ST, TS ∈ Sp(H).




em que {µj}j∈N0 é a sequência de valores singulares de T , contando multiplicidade.
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Corolário 1.28. Se T ∈ Sp(H), então |T |p ∈ S1(H).
Definição 1.29. Em Sp(H), definimos a norma p de Schatten-von Neumann como
‖T‖Sp(H)
.
= (Tr (|T |p))
1
p . (1.28)









Proposição 1.30. Seja T : H → H operador linear compacto.
1. ‖T‖Sp(H) = ‖|T |‖Sp(H), para todo 1 ≤ p <∞.
2. ‖T‖Sp(H) = ‖T ∗‖Sp(H), para todo 1 ≤ p <∞.
Teorema 1.31. Para todo 1 ≤ p <∞, o espaço Sp(H) é um espaço de Banach com relação à
norma ‖ · ‖Sp(H).






. Se T ∈ Sp(H)
e S ∈ Sq(H), então TS ∈ Sr(H) e
‖TS‖Sr(H) ≤ ‖T‖Sp(H)‖S‖Sq(H). (1.30)
Capı́tulo 2
Operadores Invariantes em Espaços de
Hilbert
Neste capı́tulo apresentamos de maneira mais abstrata o conceito de operador invari-
ante, ou multiplicador de Fourier, em espaços de Hilbert. A ideia geral é estabelecer várias
caracterizações desses operadores e aplicar essas noções para descrever algumas proprieda-
des dos operadores, por exemplo, pertencer a alguma classe de Schatten-von Neumann e a
limitação.
Essa diversidade de caracterizações de um operador invariante será fundamental no
próximo capı́tulo, no qual apresentamos uma decomposição conveniente do espaço de Hilbert
L2(M), sendo M uma variedade suave fechada.
2.1 Análise de Fourier e Operadores Invariantes em Espaços
de Hilbert
Sejam H um espaço de Hilbert complexo e H∞ ⊂ H subespaço vetorial denso de H.
Sejam {dj}j∈N0 uma sequência de números naturais e {ekj ; j ∈ N0 e 1 ≤ k ≤ dj} uma base










em soma direta de subespaços de dimensão finita dj . Dessa forma, qualquer f ∈ H, pode ser
13







〈f, ekj 〉Hekj , (2.2)
com a convergência da série emH.







e chamamos de coeficientes de Fourier de f os números f̂(j, k).
Seja
`2(N0, {dj}) =
h : N0 →∏
d
















 12 . (2.5)
Note que o espaço `2(N0, {dj}) é isomorfo ao espaço `2(C) e depende da escolha da
sequência {dj}j∈N0 .
Dessa forma, como {ekj ; j ∈ N0 e 1 ≤ k ≤ dj} é base ortonormal, pelo Teorema 1.4,











|f̂(j, k)|2 = ‖f̂‖2`2(N0,{dj}) (2.6)
e f̂ ∈ `2(N0, {dj}), para todo f ∈ H.
Estabelecida a notação básica, podemos agora passar aos principais resultados desse
capı́tulo.
Teorema 2.1. Seja T : H∞ → H um operador linear. As seguintes condições são equivalentes:
(A) Para cada j ∈ N0, temos T (Hj) ⊂ Hj .
(B) Para cada ` ∈ N0, existe uma matriz σ(`) ∈ Cd`×d` tal que para todo elemento da base ekj
e 1 ≤ m ≤ d`, vale
T̂ ekj (`,m) = σ(`)mkδj`.
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Demonstração.
(A)⇒ (B) :
Por hipótese, para cada j ∈ N0, temos que T (Hj) ⊂ Hj. Considere T
∣∣
Hj : Hj → Hj
e seja σ(j) ∈ Cdj×dj a matriz de T
∣∣










e a matriz σ(j) é definida por
σ(j)mk = 〈Tekj , emj 〉 = T̂ ekj (j,m). (2.7)
Assim,













σ(j)ik〈eij, em` 〉 = σ(j)mkδj` = σ(`)mkδj`.
(B)⇒ (A) :
Como ekj ∈ H∞, para cada j ∈ N0 e 1 ≤ k ≤ dj , o elemento Tekj está bem definido e





















para todo 1 ≤ k ≤ dj . Como {ekj}
dj
k=1 gera Hj , então T (Hj) ⊂ Hj .
Teorema 2.2. Seja T : H∞ → H um operador linear e, para cada f ∈ H∞, denotemos por
f̂(j) ∈ Cdj o vetor coluna cujas entradas são f̂(j, k), com 1 ≤ k ≤ dj . Se
(C) para cada ` ∈ N0, existe uma matriz σ(`) ∈ Cd`×d` tal que
T̂ f(`) = σ(`)f̂(`), ∀f ∈ H∞,
então valem as propriedades (A)-(B) do Teorema 2.1 e as matrizes σ(`) em (B) e em (C)
coincidem.
Além disso, se supormos que ekj ∈ D(T ∗), para todo j > 0 e 1 ≤ k ≤ dj , então
(A)− (C) são equivalentes.
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Demonstração.
(C)⇒ (B) :
Por hipótese, temos que para todo f ∈ H∞ e todo ` ∈ N0, T̂ f(`) = σ(`)f̂(`). Em
particular,




êkj (`,m) = 〈ekj , em` 〉 = δj`δkm.
Assim,













Suponha agora que ekj ∈ D(T ∗), para todo j > 0 e 1 ≤ k ≤ dj e seja f ∈ H∞. Logo,





















































ou seja, T̂ f(`) = σ(`)f̂(`), com σ(`) como na propriedade (B), para todo ` ∈ N.
Observação 1. Para conseguir a equivalência (A) − (C) foi necessário supor que o domı́nio
de T ∗ contenha ekj , para todo j ∈ N0 e 1 ≤ k ≤ dj . Como {ekj} é uma base paraH, segue que
D(T ∗) é denso emH. Em particular, T é um operador fechável.
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Convém ressaltar que esta condição não é restritiva para a análise posterior, uma vez
que é satisfeita nas aplicações que serão apresentadas. Deste modo, a partir de agora vamos
supor que {ekj} ⊂ D(T ∗).
Teorema 2.3. Sejam T : H∞ → H um operador linear e Pj : H → Hj a projeção ortogonal
deH sobre Hj . A condição
(D) para cada j ∈ N0, temos
TPj = PjT emH∞,
implica as propriedades (A)− (C) dos teoremas anteriores.
Além disso, se pudermos estender T a um operador linear limitado T ∈ L (H), então
as propriedades (A)− (D) serão equivalentes.
Demonstração.
(D)⇒ (A) :
Para cada j ∈ N0, temos TPj = PjT em H∞. Como Hj = span{ekj}
dj
k=1 e cada e
k
j
pertence àH∞, temos Hj ⊂ H∞.
Seja f ∈ Hj , logo Pjf = f . Assim,
Tf = T (Pjf) = (TPj)f = (PjT )f = Pj(Tf) ∈ Hj,
e, portanto, T (Hj) ⊂ Hj .
(A)⇒ (D) :
Suponha agora que T pode ser estendido a um operador limitado T ∈ L (H). Como
Hj ⊂ H∞, para todo j ∈ N0, pela propriedade (A) temos que T (Hj) ⊂ Hj . Mostremos
primeiramente que sob essas hipóteses, T (H⊥j ) ⊥ Hj .






〈g, ek` 〉ek` .






〈g, ek` 〉Tek` .













〈g, ek` 〉〈Tek` , f〉 = 0,
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para cada f ∈ Hj . Logo Tg ∈ H⊥j .
Sejam f ∈ H∞ e j ∈ N0. Podemos escrever f = hj + gj , com hj ∈ Hj e gj ∈ H⊥j .
Dessa forma, hj = Pjf e tanto hj , quanto gj estão emH∞. Por hipótese e pelo que foi mostrado
anteriormente, Thj ∈ Hj e Tgj ∈ H⊥j . Assim
PjTf = PjT (hj + gj) = PjThj + PjTgj = Thj = TPjf,
uma vez que PjTgj = 0. Portanto PjT = TPj emH∞.
Definição 2.4. Um operador linear T : H∞ → H é dito invariante, ou um multiplicador de
Fourier em relação a decomposição {Hj}j∈N0 estabelecida em (2.1), se T satisfaz uma das pro-
priedades equivalentes (A)− (C) do Teorema 2.1. Quando a decomposição {Hj}j∈N0 estiver
fixada, dizemos simplesmente que T é invariante, ou que T é um multiplicador de Fourier.
Observação 2. Note que a matriz σ(`) depende da partição (2.1) e também da escolha da base
ortonormal {ekj ; j ∈ N0 e 1 ≤ k ≤ dj}. De fato, por (2.7), temos que
σ(j)mk = 〈Tekj , emj 〉.
Logo, uma simples reordenação dos elementos da base de Hj irá modificar a matriz σ(j).
Essa caracterı́stica abre a possibilidade de, em aplicações concretas da teoria, poder
escolher bases convenientes em cada um dos espaços Hj de modo que as matrizes σ(j) sejam,
por exemplo, triangulares, revelando assim os autovalores do operador, ou ainda diagonais,
quando possı́vel.
Definição 2.5. Seja T : H∞ → H um operador linear invariante. O sı́mbolo matricial de T em
relação a decomposição {Hj} e a base {ekj} é a famı́lia das matrizes σT = {σ(j)}j∈N0 dadas
pelas propriedades (B) e (C) do Teorema 2.1.
O sı́mbolo matricial de T , ou apenas sı́mbolo de T , é uma sequência de matrizes, cujas




= {σ : N0 3 ` 7→ σ(`) ∈ Cd`×d`}.
Quando necessário, indicamos a dependência de σ em relação a uma base ortonor-
mal {eα} escrevendo (σ, {eα}). Além disso, escrevemos Tσ para indicar um operador T cujo
sı́mbolo é σ e escrevemos σT para o sı́mbolo de um operador T .
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Exemplo 2.6. Para o operador identidade T = I , temos σI(j) = Idj , sendo Idj ∈ Cdj×dj a
matriz identidade. Note que as dimensões dj dependem da decomposição de H e não necessa-
riamente dj = 1, para todo j ∈ N0.
Vamos estabelecer agora a relação existente entre os sı́mbolos de um operador inva-
riante em relação a diferentes bases ortonormais. Sejam {eα} e {fα} bases ortonormais de H
e T : H∞ → H um operador invariante. Considere o operador unitário U determinado por
Ueα = fα. Assim, temos que
〈Teα, eβ〉 = 〈UTeα, Ueβ〉 = 〈UTU∗Ueα, Ueβ〉 = 〈UTU∗fα, fβ〉.
Portanto, obtemos a relação
(σT , {eα}) = (σUTU∗ , {fα}). (2.8)
Nas principais aplicações da teoria apresentada neste trabalho precisamos considerar
operadores não limitados definidos emH. Nosso objetivo é estudar propriedades dos operadores
invariantes em relação a uma decomposição do espaço e, para distinguir do caso geral, no
próximo teorema utilizamos a notação E0 para operadores limitados.
Teorema 2.7. SejaE0 ∈ L (H) um operador linear contı́nuo tal que cadaHj seja o autoespaço
associado ao autovalor λj , ou seja, E0ekj = λje
k
j , para todo j ∈ N0 e 1 ≤ k ≤ dj . Nessas
condições, as afirmações (A)− (C) dos Teorema 2.1 e 2.2 são equivalentes à






Além disso, se T pode ser estendido a um operador linear limitado T ∈ L (H), então
as propriedades (A)− (E) são equivalentes à
(F) TE0 = E0T emH,
Demonstração.
Mostraremos que (A) é equivalente a (E). Em seguida, ao supor que T ∈ L (H),
pelo Teorema 2.3, concluiremos que as propriedades (A)− (E) são equivalentes. Deste modo,
mostraremos que (E) é equivalente a (F ) para concluir a demonstração.
(A)⇒ (E) :


































Como ekj é arbitrário, concluı́mos que vale (E).
(E)⇒ (A) :
Como {ekj ; 1 ≤ k ≤ dj} é uma base ortonormal para Hj , basta mostrar que Tekj ∈ Hj .
Se Tekj = 0, não há o que provar. Considere Te
k










ou seja, Tekj é autovetor de E0 associado ao autovalor λj . Portanto Te
k
j ∈ Hj .
Suponha agora que T pode ser estendido a um operador limitado T ∈ L (H). Pelo
Teorema 2.3, temos que as propriedades (A) − (D) são equivalentes. Desta maneira, pelo que
foi mostrado anteriormente, concluı́mos que as condições (A)− (E) são equivalentes. Eviden-
temente (F ) implica (E). Mostremos agora que (E) implica (F ) para concluir a demonstração.
(E)⇒ (F ) :
Como E0 ∈ L (H), temos que TE0 e E0T pertencem à L (H). Deste modo, para
































Portanto, E0T = TE0 emH.
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2.2 Propriedades do Sı́mbolo de um Operador Invariante
Nesta seção pretendemos explorar algumas propriedades de operadores invariantes
analisando o seu sı́mbolo. Como vimos nos Teoremas 2.3 e 2.7, é possı́vel obter informações
adicionais sobre um operador quando esse operador puder ser estendido a um operador limi-
tado. Logo é conveniente saber quais condições o sı́mbolo de um operador deve ter para que
seja possı́vel estendê-lo a um elemento de L (H).
O primeiro passo nessa direção é verificar que o sı́mbolo de uma extensão coincide
com o sı́mbolo original. Obteremos também uma fórmula para o sı́mbolo da composição de
operadores invariantes.
Seja T : H∞ → H um operador invariante que possui uma extensão a um operador
linear limitado T̃ , ou seja, T̃ ∈ L (H) e T̃ |H∞ = T . Como T é um operador invariante, então
T (Hj) ⊂ Hj , para todo j ∈ N0. Do fato de Hj ⊂ H∞, temos que T̃ (Hj) = T (Hj) ⊂ Hj , para
todo j ∈ N0. Portanto, T̃ também é um operador invariante. Além disso, σT = σT̃ . De fato,
por (2.7),




j 〉 = 〈Tekj , emj 〉 = σT (j)mk,
para todo j ∈ N0 e 1 ≤ k,m ≤ dj .
Teorema 2.8. Um operador linear invariante T : H∞ → H pode ser estendido a um operador




Além disso, denotando a extensão ainda por T , vale




(⇐) Vamos supor primeiramente que existe C > 0 tal que
‖σ(`)‖L (H`) ≤ C, ∀` ∈ N0.
Pela Fórmula de Plancherel (2.6), temos
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(⇒) Suponha agora que T ∈ L (H). Assim,
‖Tf‖H ≤ ‖T‖,
para todo f ∈ H com ‖f‖H = 1. Deste modo, T
∣∣
Hj ∈ L (Hj), para todo j ∈ N0. De fato, se
f ∈ Hj é tal que ‖f‖Hj = 1, então ‖f‖H = 1 e
‖T
∣∣
Hjf ‖Hj = ‖Tf‖H ≤ ‖T‖,
logo T
∣∣
Hj ∈ L (Hj) e ‖T
∣∣
Hj ‖L (Hj) ≤ ‖T‖L (H), para todo j ∈ N0.
Como ‖T
∣∣
Hj ‖L (Hj) = ‖σ(j)‖L (Hj), temos que ‖σ(j)‖L (Hj) ≤ ‖T‖H, para todo
j ∈ N0. Logo
sup
`∈N0
‖σ(j)‖L (H`) ≤ ‖T‖H. (2.10)
Por (2.9) e (2.10), concluı́mos que
‖T‖L (H) = sup
`∈N0
‖σ(`)‖L (H`).
Teorema 2.9. Sejam S, T : H∞ → H operadores invariantes com respeito a mesma decom-
posição deH. Se o domı́nio de S ◦T contémH∞, então S ◦T : H∞ → H também é invariante
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com respeito a essa mesma decomposição. Além disso, se σS e σT denotam, respectivamente,
os sı́mbolos de S e T com respeito a mesma base ortonormal, então
σS◦T = σSσT ,
ou seja, σS◦T (j) = σS(j)σT (j), para todo j ∈ N0.
Demonstração.
Pela propriedade (C) do Teorema 2.1, para cada j ∈ N0,
̂(S ◦ T )f(j) = Ŝ(Tf)(j) = σS(j)T̂ f(j) = σS(j)σT (j)f̂(j),
para todo f ∈ H∞. Assim, pelo Teorema 2.1, o operador S ◦ T é invariante e vale
σS◦T = σSσT .
2.3 Operadores de Schatten-von Neumann Invariantes
Nesta seção, mostramos que sob certas condições sobre o sı́mbolo de um operador
invariante T , pode-se garantir que T pertença à classe de Schatten Sr(H), além de exibir uma
fórmula para o traço de T quando T ∈ S1(H).
Primeiramente, observe que classes de Schatten podem ser caracterizadas em termos









De fato, como ‖T‖Sr(H) = ‖|T |‖Sr(H) pela Proposição 1.30, podemos assumir sem
perda de generalidade que T é positivo definido. Note que λ é autovalor de T se, e somente
se, λ é um autovalor de T
∣∣∣H`(λ) , para algum `(λ). De fato, se λ é autovalor de T , existe
ϕλ ∈ H\{0} tal que Tϕλ = λϕλ. Pela propriedade (D) do Teorema 2.1, temos que
TPjϕλ = PjTϕλ = λPjϕλ,
para todo j ∈ N0. Como ϕλ 6= 0, existe `(λ) ∈ N0, tal que P`(λ)ϕλ 6= 0. Assim, como
P`(λ)ϕλ ∈ H`(λ), temos que λ é autovalor de T
∣∣∣H`(λ) :
T
∣∣∣H`(λ) (P`(λ)ϕλ) = T (P`(λ)ϕλ) = λP`(λ)ϕλ.
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Por outro lado, qualquer autovalor de T
∣∣∣H`(λ) é autovalor de T , pois se T ∣∣∣H`(λ) ϕλ =
λϕλ, para algum ϕλ ∈ H`(λ)\{0}, então
T
∣∣∣H`(λ) ϕλ = Tϕλ = λϕλ.
Teorema 2.10. Seja 0 < r <∞. Um operador invariante T ∈ L (H) com sı́mbolo σ pertence
à classe de Schatten Sr(H) se, e somente se,
∞∑̀
=0



















o que prova a primeira afirmação do teorema. Para provar a fórmula para o traço de T quando




















Observação 3. O fato de um operador T : H∞ → H pertencer a uma classe de Schatten
Sr(H) ou poder ser estendido a um operador linear contı́nuo não depende da escolha da
decomposição em subespaços Hj , porém, a invariância do operador T depende. Por isso na
definição deixamos claro que a invariância é com respeito a decomposição Hj . No próximo
capı́tulo exibimos um exemplo no qual a decomposição do espaço de duas maneiras distintas
geram operadores invariantes com respeito a apenas uma.
Capı́tulo 3
Operadores Invariantes em L2(M)
Neste capı́tulo aplicamos a teoria geral desenvolvida no capı́tulo anterior para o caso
H = L2(M) e H∞ = C∞(M), no qual M é uma variedade fechada. Convém observar que
todos os resultados da seção 2.1 são imediatamente aplicáveis nesse caso, a menos do Teorema
2.7, no qual foi necessário supor que o operador é limitado. Na versão deste teorema para o
espaço L2(M), consideramos E um operador diferencial elı́tico, que em geral não é limitado.
Além disso, não iremos supor a extensibilidade do operador T a um operador limitado
para obtermos resultados análogos para as propriedades (D) e (F ) dos teoremas do capı́tulo
anterior, pois esta condição é muito restritiva no ponto de vista de operadores diferenciais.
Veremos que para o estudo no espaço L2(M), é suficiente assumir que T pode ser estendido
a um operador contı́nuo no espaço das distribuições em M D′(M) para obtermos as mesmas
conclusões.
3.1 Análise de Fourier associada a um Operador Elı́tico
Seja M variedade suave, compacta, orientável, sem bordo, de dimensão n, com uma
medida de volume fixa dx. Considere E um operador diferencial elı́tico autoadjunto positivo
em M de ordem e. Os autovalores de E, sem contar sua multiplicidade, formam uma sequência
de números reais que pode ser ordenada como
0 = λ0 < λ1 < λ2 < · · · → ∞
Para cada autovalor λj , o autoespaço Hj correspondente está contido em C∞(M) e
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Seja {ekj ; j ∈ N0 e 1 ≤ k ≤ dj} uma base ortonormal fixada para o espaço de Hilbert
L2(M) tal que {ekj}1≤k≤dj é uma base ortonormal para Hj , para cada j ∈ N0.
Obtemos assim uma decomposição para L2(M), como no capı́tulo anterior, e valem
os resultados obtidos, a excessão do Teorema 2.7, pois o operador E aqui considerado não é
limitado.
Para obter resultados análogos aos Teoremas 2.3 e 2.7, vamos supor que T pode ser
estendido a um operador contı́nuo definido em D′(M).
Como C∞(M) é denso em D′(M) (ver Teorema 4.1.5 de [14]), para cada u ∈ D′(M),
existe sequência {ui}i∈N, com ui ∈ C∞(M), tal que ui −→ u em D′(M).




para j ∈ N0 e 1 ≤ k ≤ dj .
A definição acima estende naturalmente a definição de f̂(j, k) em C∞(M), pois para




f(x)ekj (x) dx = 〈f, ekj 〉 = f̂(j, k).
Proposição 3.2. Sejam u ∈ D′(M) e {ui}i∈N uma sequência em C∞(M) tal que ui −→ u em
D′(M). Então, para todo j ∈ N0 e 1 ≤ k ≤ dj , temos
ûi(j, k) −→ û(j, k).
Demonstração.
Como ui −→ u em D′(M), temos que ui(ekj ) −→ u(ekj ), para todo j ∈ N0 e 1 ≤ k ≤




ui(x)ekj (x) dx = 〈ui, ekj 〉 = ûi(j, k).
Portanto ûi(j, k) −→ û(j, k), para todo j ∈ N0 e 1 ≤ k ≤ dj .
Vejamos agora como caracterizar funções suaves e distribuições através de seus coefi-
cientes de Fourier.
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Proposição 3.3. Seja M uma variedade fechada. Então
(a) f ∈ C∞(M)⇐⇒ ∀N ∈ N,∃CN > 0; ‖f̂(`)‖ ≤ CN
√
d`(1 + λ`)
−N , ∀` ∈ N;







(c) u ∈ D′(M)⇐⇒ ∃N ∈ N, ∃C > 0; ‖û(`)‖ ≤ C
√
d`(1 + λ`)
N , ∀` ∈ N.
Demonstração.
(a) (⇒)
Utilizaremos o fato de que se f ∈ C∞(M), então (I + E)Nf ∈ L2(M), para todo
N ∈ N0. Fixado N ∈ N0, temos que



















































































N |f̂(`,m)| = | ̂(I + E)Nf(`,m)|
= |〈(I + E)Nf, em` 〉|
≤ ‖(I + E)Nf‖L2(M)‖em` ‖L2(M)
= ‖(I + E)Nf‖L2(M) = CN ,
ou de forma equivalente,
|f̂(`,m)| ≤ CN(1 + λ`)−N ,
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−N , ∀` ∈ N0.
(⇐)
Fixado N ∈ N, temos que






N f̂(j, k)ekj . (3.2)
Provemos que a série em (3.2) converge absolutamente, e portanto (I + E)Nf ∈
L2(M).





para todo j ∈ N0.
Para j ∈ N0 fixado, temos que
dj∑
k=1
‖(1 + λj)N f̂(j, k)ekj‖L2(M) =
dj∑
k=1
|(1 + λj)N f̂(j, k)|
= (1 + λj)
N‖f̂(j)‖1
≤ (1 + λj)N
√
dj‖f̂(j)‖
≤ CMdj(1 + λj)N−M
≤ CMdj(1 + λj)−2n.
Assim, pela convergência da série em (3.1), concluı́mos que a série (3.2) converge
absolutamente. Pelo fato de L2(M) ser um Espaço de Hilbert, temos que (I +E)Nf ∈ L2(M).
Deste modo, como a escolha de N ∈ N é arbitrária, (I + E)Nf ∈ L2(M), para todo
N ∈ N e pela Proposição 1.13, concluı́mos que f ∈ C∞(M).
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(b)
Note que f ∈ Hs(M) se, e somente se, (I + E)s/ef ∈ L2(M). Pela fórmula de Plan-
cherel, temos que (I + E)s/ef ∈ L2(M) se, e somente se, {(1 + λj)s/ef̂(j)}j ∈ `2(N0, {dj}),








Se u ∈ D′(M), então existe s ∈ R tal que u ∈ Hs(M). Usando o fato de que se t < s,







−2N |û(j, k)|2 <∞.
Como é uma série de termos positivos, temos que
(1 + λj)
−2N |û(j, k)|2 ≤ C2,


















N , ∀` ∈ N.
Assim,




























Hs(M) = D′(M), concluı́mos que u ∈ D′(M).
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3.2 Operadores Invariantes em L2(M)
Nesta seção recuperamos os resultados obtidos no capı́tulo anterior para o casoH∞ =
C∞(M) e H = L2(M), sendo M uma variedade fechada. Como visto na seção anterior,






em que cada Hj é o autoespaço de E associado ao autovalor λj com dimensão finita dj .
Seja {ekj ; j ∈ N0 e 1 ≤ k ≤ dj} uma base ortonormal fixada para o espaço de Hilbert
L2(M) tal que {ekj}1≤k≤dj é uma base ortonormal para Hj , para cada j ∈ N0. Assim, qualquer

















Teorema 3.4. Seja M uma variedade fechada e T : C∞(M) → L2(M) um operador linear.
Supondo que o domı́nio de T ∗ contém C∞(M), as seguintes condições são equivalentes:
(i) Para cada j ∈ N0, temos T (Hj) ⊂ Hj .
(ii) Para cada j ∈ N0 e 1 ≤ k ≤ dj , temos TEekj = ETekj .
(iii) Para cada ` ∈ N0, existe uma matriz σ(`) ∈ Cd`×d` tal que, para todo ekj ,
T̂ ekj (`,m) = σ(`)mkδj`.
(iv) Para cada ` ∈ N0, existe uma matriz σ(`) ∈ Cd`×d` tal que
T̂ f(`) = σ(`)f̂(`),
para todo f ∈ C∞(M),
Além disso, se T pode ser estendido a um operador linear contı́nuo T : D′(M) →
D′(M), as propriedades (i)− (iv) também são equivalentes às condições:
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(v) Para cada j ∈ N0, temos TPj = PjT em C∞(M).
(vi) TE = ET em L2(M).
Demonstração.
A equivalência entre (i), (iii) e (iv) e as implicações (i) ⇒ (ii) e (iv) ⇒ (ii) são
consequências diretas dos Teoremas 2.1, 2.2 e 2.3, pois não dependem da estrutura do espaço.
Faremos a demonstração de (ii)⇒ (i), (ii)⇒ (iv) e a equivalência entre (i) e (iv), pois alguns
detalhes precisam ser vistos com mais cuidado, como a boa definição de ETekj e TEe
k
j no item
(ii) e a extensão de T : C∞(M)→ L2(M) para um operador contı́nuo T : D′(M)→ D′(M).
(ii)⇒ (i) :
Mostremos primeiramente que ET e TE estão bem definidos em cada ekj . De fato,
como E é operador diferencial elı́tico e ekj ∈ C∞(M), para todo j ∈ N0 e 1 ≤ k ≤ dj , temos
que Eekj ∈ C∞(M) e, portanto, TEekj está bem definido. Além do mais, Tekj ∈ L2(M) e,
como L2(M) ⊂ D′(M), ETekj também está bem definido.
A implicação segue da demonstração (E)⇒ (A) dada no Teorema 2.7 na página 19.
(v)⇒ (i) :
Tomemos f ∈ Hj . Assim, Pjf = f ∈ C∞(M), uma vez que H` ⊂ C∞(M), para
todo ` ∈ N0. Assim,
Tf = TPjf = PjTf ∈ Hj.
Logo T (Hj) ⊂ Hj .
(i)⇒ (v) :







〈g, ek` 〉ek` ,






〈g, ek` 〉Tek` ,
com a convergência em D′(M). Por (i), Tek` ∈ H` ⊂ H⊥j , para ` 6= j. Logo Tg ∈ H⊥j e, em
particular, PjTg = 0.
Mostremos agora que TPj = PjT em C∞(M), para todo j ∈ N0. Seja f ∈ C∞(M) e
escreva f = hj+gj , com hj = Pjf e gj ∈ H⊥j . Note que hj = Pjf e como hj ∈ Hj ⊂ C∞(M),
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temos que gj ∈ C∞(M) e, por (i), Thj ∈ Hj . Assim,
PjTf = PjT (hj + gj) = PjThj + PjTgj = Thj = TPjf,








〈f, ekj 〉ekj ,
com convergência em L2(M), e consequentemente em D′(M). Assumindo T contı́nuo em





























Se T : C∞(M) → L2(M) é um operador que satisfaz alguma das propriedades (i) −
(iv), dizemos que T é invariante, ou um multiplicador de Fourier, em relação a E, ou ainda
que T é E−invariante ou um E−multiplicador de Fourier. Note que isso recupera a noção de
operadores invariantes com respeito a decomposição Hj dada pelo Teorema 2.1. Neste caso, os
espaços Hj são os autoespaços do operador elı́tico E.
Definição 3.5. Se T for um operador invariante em relação a E e puder ser estendido a um
operador contı́nuo T : D′(M)→ D′(M), dizemos que T é fortemente invariante em relação a
E.
O sı́mbolo matricial de T , ou apenas sı́mbolo de T , é uma sequência de matrizes,
possivelmente de diferentes dimensões, dadas pelas propriedades (iii) e (iv). Vamos denotar
por σT o sı́mbolo do operador T e a classe de sı́mbolos por
Σ
.
= {σ : N0 3 ` 7→ σ(`) ∈ Cd`×d`}.
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Observação 4. Seja F uma função para a qual vale o teorema espectral e T = F (E), então
σF (E)(j) = F (λj)Idj ,
sendo Idj ∈ Cdj×dj a matriz identidade.
De fato, para j ∈ N0 fixado, obtemos
σF (E)(j)mk = 〈F (E)ekj , emj 〉 = 〈F (λj)ekj , emj 〉 = F (λj)δkm.
Logo σ(j) = F (λj)Idj .
Como a expressão para o sı́mbolo depende apenas da decomposição do espaço, esta
noção de sı́mbolo de T coincide com a que vimos no capı́tulo anterior.
Definição 3.6. Dizemos que σ ∈ Σ possui crescimento moderado se existem N ∈ N e C > 0
tais que
‖σ(`)‖L (H`) ≤ C(1 + λ`)
N ,
para todo ` ∈ N0. A classe dos sı́mbolos de crescimento moderado é denotada por S ′(Σ)

























Além disso, se σ ∈ S ′(Σ) e f ∈ C∞(M), a convergência em (3.3) é uniforme.

































































Vejamos agora que quando σ ∈ S ′(Σ) e f ∈ C∞(M) a convergência da série em (3.3)
é uniforme.
Como σ ∈ S ′(Σ), existem C > 0 e N ∈ N tais que
‖σ(`)‖L (H`) ≤ C(1 + λ`)
N ,
para todo ` ∈ N0.
Note que



















Considere M ∈ N tal que M −N > 2n. Como f ∈ C∞(M), existe CM tal que, para






















Portanto, pelo M-teste de Weierstrass, segue o resultado.
O próximo resultado é uma versão do Teorema 2.8 adapatado para operadores invari-
antes em L2(M).
Teorema 3.8. Um operador invariante T : C∞(M)→ L2(M) pode ser estendido a um opera-




em que ‖σ(`)‖L (H`) denota a norma do operador em H` induzido pela matriz σ(`). Além disso,
temos
‖T‖L (L2(M)) = sup
`∈N0
‖σ(`)‖L (H`).
Podemos ainda mostrar que sob certas condições sobre o crescimento de ‖σ(`)‖L (H`),
é possı́vel extender o operador T para espaços de Sobolev. Para isso, será útil a seguinte propo-
sição, que é consequência direta da Proposição 2.9:
Proposição 3.9. Sejam S, T : C∞(M)→ L2(M) operadores invariantes com respeito a E. Se
o domı́nio de S ◦ T contém C∞(M), então S ◦ T : C∞(M) → L2(M) também é invariante
com respeito a E. Além disso, se σS e σT denotam, respectivamente, os sı́mbolos de S e T com
respeito a mesma base ortonormal, então
σS◦T = σSσT ,
ou seja, σS◦T (j) = σS(j)σT (j), para todo j ∈ N0.
Corolário 3.10. Seja T : C∞(M) → C∞(M) um operador linear E-invariante, com sı́mbolo
σT , para o qual existam C > 0 e m ∈ R tal que
‖σT (`)‖L (H`) ≤ C(1 + λ`)
m
e ,
para todo ` ∈ N0, sendo e a ordem de E. Então T pode ser estendido a um operador linear
limitado de Hs(M) em Hs−m(M), para todo s ∈ R.
Demonstração.
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Mostremos primeiramente que Tf ∈ Hs−m(M), para todo f ∈ Hs(M). Pelo item (c)
da Proposição 3.3, temos que

























Logo, Tf ∈ Hs−m(M).
Pela Proposição 3.3, a condição de T : Hs(M) → Hs−m(M) ser limitado é equi-
valente ao operador S .= (I + E)(s−m)/e ◦ T ◦ (I + E)−s/e ser limitado em L2(M). Pelas
Proposições 3.9 e 3.3, temos
σS(`) = (1 + λ`)
(s−m)/eId` · σT (`) · (1 + λ)−s/eId` = (1 + λj)−m/eσT (`).
Como ‖σT (`)‖L (H`) ≤ C(1 + λ`)
m
e , para todo ` ∈ N0, concluı́mos que
‖σS(`)‖L (H`) ≤ C.
Assim, pelo Teorema 3.8, o operador S é limitado e, portanto, T : Hs(M) → Hs−m(M) é
limitado.
Podemos ainda traduzir para o contexto de operadores invariantes em L2(M) a carac-
terização das classes de Schatten, feita no Teorema 2.10.
Teorema 3.11. Seja 0 < r < ∞. Um operador invariante T : L2(M) → L2(M) pertence à
Sr(L
2(M)) se, e somente se,
∞∑̀
=0










Operadores Invariantes em L2(M) 37
Exemplo 3.12. Seja H = L2(Tn) sendo Tn = Rn/Zn o toro flat n-dimensional. Considere a
decomposição de L2(M) nos subespaçoes de dimensão 1
Hj = span{e2πij·x}, j ∈ Zn.
Os operadores invariantes com respeito a decomposição {Hj}j∈Zn são as translações invari-





Hj = span{e2πij·x; j ∈ Zn e |j|2 = `}, ` ∈ N0.
Assim, os operadores invariantes em Tn com respeito à partição {Hj}j∈Zn também
são invariantes em relação a decomposição {H̃`}`∈N0 . Além disso, podemos ainda construir
operadores invariantes em relação a decomposição {H̃`}`∈N0 como combinações lineares de
translações invariantes compostas com phase shifts e conjugações complexas.
Capı́tulo 4
Hipoeliticidade Global para Operadores
Fortemente Invariantes
Neste capı́tulo iremos estudar a hipoeliticidade global de operadores diferenciais inva-
riantes através de propriedades de seu sı́mbolo. Para isso, iremos recuperar os resultados obtidos
por Greenfield-Wallach em [10] utilizando a teoria desenvolvida nos capı́tulos anteriores.
4.1 Operadores Diferenciais Invariantes
Denotamos por E um operador diferencial elı́tico autoadjunto positivo de ordem e
definido sobre a variedade fechada M . Seja L : C∞(M) −→ L2(M) um operador diferencial
linear que comuta com o operador elı́tico E. Como L satisfaz a condição (vi) do Teorema 3.4,
segue da definição 3.5 da página 32, que L é um operador fortemente invariante em relação a
E. Assim, para cada ` ∈ N, existe σ(`) ∈ Cd`×d` tal que
L̂f(`) = σ(`)f̂(`),
para todo f ∈ C∞(M).
Vejamos que a relação acima ainda é satisfeita para elementos de D′(M).
Proposição 4.1. Seja L um operador diferencial linear em D′(M) fortemente invariante em
relação a E. Então, para todo u ∈ D′(M) e ` ∈ N0,
L̂u(`) = σ(`)û(`). (4.1)
38
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Demonstração.
Seja u ∈ D′(M) e {ui}i∈N uma sequência em C∞(M) tal que ui −→ u em D′(M).
Como L é um operador diferencial, temos que Lui ∈ C∞(M) e, pela continuidade de L em
D′(M), obtemos Lui −→ Lu em D′(M). Fixados j ∈ N0 e 1 ≤ k ≤ dj , temos
L̂ui(j, k) −→ L̂u(j, k).
Como L é fortemente invariante com relação a E, por (4.1), temos que
L̂ui(j, k) = (σ(j)ûi(j))k ,
e, pela Proposição 3.2,
ûi(j, k) −→ û(j, k).
Assim,
L̂ui(j, k) −→ (σ(j)û(j))k .
Logo L̂u(j, k) = (σ(j)û(j))k e, portanto,
L̂u(`) = σ(`)û(`).
4.2 Condição LMR
Definição 4.2. Seja P um operador diferencial emM . Dizemos que P é globalmente hipoelı́tico
em M se para todo u ∈ D′(M), a condição Pu ∈ C∞(M) implica que u ∈ C∞(M).
Por exemplo, o operador identidade I : D′ → D′ é globalmente hipoelı́tico. Além
disso, operadores diferencias elı́ticos também são globalmente hipoelı́ticos. Ver o comentário
após a Proposição 1.13.
Vejamos agora como a hipoeliticidade global de um operador invariante está relacio-
nada com seu sı́mbolo. Para isso, consideremos os seguintes números associados ao sı́mbolo
do operador P .
Definição 4.3. Sejam P : C∞(M)→ L2(M) um operador invariante com relação à E e σ seu
sı́mbolo. Definimos, para cada ` ∈ N0, os seguintes números:
m(σ(`))
.
= inf{‖σ(`)v‖; v ∈ Cd` e ‖v‖ = 1},
M(σ(`))
.
= sup{‖σ(`)v‖; v ∈ Cdl e ‖v‖ = 1}.
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Note queM(σ(`)) = ‖σ(`)‖L (Cd` ) e que σ(`) é invertı́vel se, e somente se, m(σ(`)) 6=
0. Além disso, se σ(`) é invertı́vel, então M(σ(`)−1) = m(σ(`))−1.
Vejamos agora como caracterizar a hipoeliticidade global de um operador diferencial
invariante através de seu sı́mbolo.
Teorema 4.4. Seja P : C∞(M) → L2(M) um operador diferencial fortemente invariante em
relação a E. Então P é globalmente hipoelı́tico se, e somente se, existem constantes L,M e R,
com L > 0, tais que
m(σ(j)) ≥ L(1 + λj)
M
e , ∀j ≥ R. (4.2)
Demonstração.
(⇐) Como m(σ(j)) ≥ L(1 + λj)
M
e , para todo j ≥ R, temos que m(σ(j)) 6= 0 e,
portanto σ(j) é invertı́vel para todo j ≥ R.
Seja u ∈ D′(M) tal que Pu = f ∈ C∞(M). Pela Proposição 4.1, temos que, para
todo ` ∈ N,
f̂(`) = σ(`)û(`).
Por hipótese, para j ≥ R, o sı́mbolo σ(j) é invertı́vel e podemos escrever
û(j) = σ(j)−1f̂(j).









Dado N ∈ N, considere K ∈ N tal que K > N − M
e
. Como f ∈ C∞(M), pelo item
1 da Proposição 3.3, existe CK > 0 tal que ‖f̂(j)‖ ≤ CK
√
dj(1 + λj)
−K , para todo j ∈ N0.


















Pela Proposição 3.3, concluı́mos que u ∈ C∞(M) e, portanto, o operador P é global-
mente hipoelı́tico.
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(⇒) Procedendo por contradição, construiremos um elemento f ∈ D′(M)\C∞(M)
tal que Pf ∈ C∞(M), o que provará que P não é globalmente hipoelı́tico, gerando uma
contradição com a hipótese.











Assim, para L = R = 1 e M = −e, existe j1 > 1 tal que m(σ(j1)) < (1 + λj1)−1,
logo existe aj1 ∈ Cdj1 com ‖aj1‖ = 1 e ‖σ(j1)aj1‖ < (1 + λj1)−1.
A seguir, para L = 1, M = −2e e R = j1, existe j2 > j1 tal que m(σ(j2)) <
(1 + λj2)
−2, logo existe aj2 ∈ Cdj2 com ‖aj2‖ = 1 e ‖σ(j2)aj2‖ < (1 + λj2)−2.
Prosseguindo desse modo, por indução, obtemos uma sequência {ajk}k∈N, com ajk ∈
Cdjk e ‖ajk‖ = 1, para todo k ∈ N, tal que se l > k, então jl > jk e










 ajk , se ` = jk, para algum k ∈ N0, se ` 6= jk,∀k ∈ N.
Note que
• ‖f̂(`)‖ = 0, se ` 6= jk, para todo k ∈ N;
• ‖f̂(`)‖ = 1, se ` = jk, para algum k ∈ N.
Assim, ‖f̂(`)‖ ≤ (1 + λ`), para todo ` ∈ N0 e segue do item 2 da Proposição 3.3 que
f ∈ D′(M).






. Pelo item 1 da Proposição 3.3 concluı́mos que f /∈ C∞(M), pois caso contrário, ‖f̂(`)‖ → 0,
o que leva a uma contradição, pois ‖f̂(jk)‖ = 1, para todo k ∈ N.




















Assim, por (4.3), temos que
‖P̂ f(jk)‖ = ‖σ(jk)f̂(jk)‖ ≤ (1 + λjk)−k.
Seja N ∈ N. Para k ≥ N , temos que
‖P̂ f(jk)‖ ≤ (1 + λjk)−k ≤ (1 + λjk)−N ,
pois 1 + λjk ≥ 1. Para k ≤ N ,
‖P̂ f(jk)‖ ≤ (1 + λjk)−k = (1 + λjk)N−k(1 + λjk)−N .
Seja CN = max
1≤k≤N
{(1 + λN−kjk } e note que CN ≥ 1. Assim, obtemos
‖P̂ f(jk)‖ ≤ CN(1 + λjk)−N ≤ CNdjk(1 + λjk)−N , ∀k ∈ N.
Logo, pela Proposição 3.3, Pf ∈ C∞(M), o que conclui a prova.
Definição 4.5. O expoente de hipoeliticidade h(P ) de um operador diferencial P globalmente
hipoelı́tico é o supremo dentre todos os M ∈ R tais que a condição (4.2) é satisfeita. Se P não
é globalmente hipoelı́tico, definimos h(P ) = −∞.
Note que se P é um operador diferencial fortemente invariante em relação a E e glo-
balmente hipoelı́tico, então a propriedade (4.2) vale para todo M ≤ h(P ).
4.3 Estimativas Subelı́ticas
Nesta seção apresentamos algumas propriedades que operadores fortemente invarian-
tes e globalmente hipoelı́ticos possuem. Primeiro, recordemos os seguintes resultados bastante
conhecidos, cujas demonstrações podem ser encontradas em [1] e [10].
Lema 4.6 (Rellich-Kondrachov). Se t < s, então a inclusão i : Hs(M) ↪→ H t(M) é compacta.
Lema 4.7. Se P é um operador diferencial em M e kerP ⊂ C∞(M), então kerP possui
dimensão finita.
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Proposição 4.8. Seja P um operador diferencial fortemente invariante em relação a E. Então,
para todo j ∈ N, existe Cj > 0 tal que
‖σ(j)f̂(j)‖ ≥ Cj‖f̂(j)‖,
para todo f ⊥ kerP em Hs(M).
Demonstração. Provemos primeiramente que para cada j ∈ N,
‖σ(j)f̂(j)‖ 6= 0,
para todo f ⊥ kerP em Hs(M), com f̂(j) 6= 0.
De fato, suponha que existe j ∈ N e f ⊥ kerP em Hs(M) com ‖σ(j)f̂(j)‖ = 0 e
f̂(j) 6= 0. Considere f̃ =
dj∑
k=1
f̂(j, k)ekj . Note que, por construção, P f̃ = (σ(j)f̂(j))
>ej = 0.
Desta maneira, f̃ ∈ kerP e, uma vez que f ⊥ kerP , concluı́mos que 〈f, f̃〉s = 0. Portanto
f̂(j) = 0, o que gera uma contradição.
Provemos agora a proposição procedendo por contradição. Fixado j ∈ N, suponha






















2t/e|ĥk(j, i)|2 = dj(1 + λj)2t/e,
para todo k ∈ N0. Deste modo, a sequência {hk}k∈N é limitada em H t(M), para todo t ∈ R.
Pelo Lema 4.6, temos que {hk} possui, para cada t ∈ R, uma subsequência convergente. Em
particular, denotando ainda por {hk} a subsequência convergente, existe g ∈ Hs(M) tal que




Como hk ⊥ kerP , para cada k ∈ N, temos que g ⊥ kerP . Pela continuidade de P ,
temos que Phk → Pg. Por (4.4), temos Phk → 0. Deste modo, Pg = 0 e g ∈ kerP . Portanto
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Proposição 4.9. Seja P um operador diferencial fortemente invariante em relação a E e glo-
balmente hipoelı́tico. Então existe C > 0, tal que para todo m < h(P ),
‖Pf‖s ≥ C‖f‖s+m, quando f ⊥ kerP em Hs(M) e kerP ⊂ C∞(M). (4.5)
Demonstração.
















O operador P sendo globalmente hipoelı́tico, a condição (4.2) do Teorema 4.4 é satis-
feita. Assim, tomando m < h(P ), temos
m(σ(j)) ≥ L(1 + λj)m/e,
para todo j ≥ R.
Como f ⊥ kerP em Hs(M), temos que f̂(0) = 0 e considere
C̃ = min
1≤j<R
{Cj(1 + λj)−m/e}, no qual Cj são as constantes dadas pela Proposição anterior.





























Nosso objetivo agora é mostrar que todo operador diferencial P que satisfaz a desi-
gualdade (4.5) é globalmente hipoelı́tico.
Proposição 4.10. Para qualquer operador diferencial P definido na variedade fechada M e
m > 0, a propriedade (4.5) é equivalente a existir K > 0 tal que
‖f‖s+m ≤ K(‖f‖s + ‖Pf‖s), ∀ f ∈ C∞(M). (4.6)
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Demonstração.
(4.5)⇒ (4.6):
Se f ∈ C∞(M), podemos escrever f = f1 + f2, com f1 ∈ kerP e f2 ⊥ kerP em
Hs(M). Note que Pf = Pf2 e ‖f‖2s = ‖f1‖2s + ‖f2‖2s. Em particular, ‖f‖s ≥ ‖f1‖s.
Como kerP ⊂ C∞(M), pelo Lema 4.7, kerP tem dimensão finita e, portanto, todas
as normas em kerP são equivalentes. Assim, existe K1 > 0 tal que
‖g‖s+m ≤ K1‖g‖s, ∀ g ∈ kerP.
Por (4.5), ‖Pf2‖s ≥ C‖f2‖s+m. Logo, tomando K = max{C−1, K1},
‖f‖s+m ≤ ‖f1‖s+m + ‖f2‖s+m
≤ K1‖f1‖s + C−1‖Df2‖s
≤ K1‖f‖s + C−1‖Df‖s
≤ K(‖f‖s + ‖Df‖s).
(4.6)⇒ (4.5):
Mostremos primeiramente que kerP ⊂ C∞(M). Seja f ∈ kerP . Assim, f ∈ D′(M)
e Pf = 0. ComoD′(M) =
⋃
s∈R
Hs(M), existe s ∈ R tal que f ∈ Hs(M). Assim, (4.6) implica




Hs(M) = C∞(M). Portanto, kerP ⊂ C∞(M).
Provemos agora a desigualdade em (4.5). Suponha que a desigualdade é falsa, assim,
podemos construir uma sequência {fj}j com fj ⊥ kerP em Hs(M) e ‖fj‖s+m = 1 para todo
j ∈ N, tal que ‖Pfj‖s → 0. Como {fj} é limitada em Hs+m(M), pelo Lema 4.6, existe
subsequência (que ainda denotamos por {fj}) convergente em Hs(M): fj → g ∈ Hs(M).
Como P é contı́nuo, Pfj → Pg em Hs−d(M). Como ‖Pfj‖s → 0, temos que ‖Pfj‖s−d → 0.
Logo, Pg = 0 e, portanto, g ∈ kerP .
Como fj ⊥ kerP em Hs(M) e fj → g ∈ Hs(M), temos que g ⊥ kerP em Hs(M).
Assim, g ∈ kerP ∩ (kerP )⊥, logo g = 0. Por outro lado, por (4.6),
1 = ‖fj‖s+m ≤ K(‖fj‖s + ‖Pfj‖s).
Fazendo j → ∞, temos que 1 ≤ K‖g‖s = 0, o que gera uma contradição. Portanto vale a
desigualdade em (4.5).
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Proposição 4.11. Seja P um operador diferencial definido na variedade fechada M e m > 0.
Então (4.6) implica que
kerP ⊂ C∞(M) e P (C∞(M)) é fechado em C∞(M) com a topologia relativa de D′(M),
(4.7)
ou seja, se Pfj → g em algum Hs(M), com fj, g ∈ C∞(M), então g = Ph, para algum
h ∈ C∞(M).
Demonstração.
A demonstração de que kerP ⊂ C∞(M) é a mesma dada na Proposição 4.10. Mos-
tremos que P (C∞(M)) é fechado em C∞(M) com a topologia relativa de D′(M).
Seja {fj}j ⊂ C∞(M) tal que Pfj → g em Hs(M), com g ∈ C∞(M). Podemos
ainda supor fj ⊥ kerP em Hs(M). De fato, para toda fj ∈ C∞(M), podemos escrever
fj = f1j + f2j , com f1j ∈ kerP e f2j ⊥ kerP em Hs(M). Como kerP ⊂ C∞(M) e
fj ∈ C∞(M), temos que f2j ∈ C∞(M) e, além disso, Pf2j = Pfj → g.
Primeiramente, suponha que a sequência {‖fj‖s} é limitada. Como {Pfj} é con-
vergente em Hs(M), a sequência {‖Pfj‖s} é limitada. Logo, por (4.6), concluı́mos que
{‖fj‖s+m} é limitado. Assim, pelo Lema 4.6, a sequência {fj} possui subsequência conver-
gente em Hs(M), a qual ainda continuamos denotando por {fj}: fj → h ∈ Hs(M). Pela
continuidade de P , obtemos Pfj → Ph emHs−d(M). Como Pfj → g emHs(M) e s−d < s,
temos que Ph = g. Por fim, mostremos que h ∈ C∞(M). Por (4.6),
‖h‖s+m ≤ K(‖h‖s + ‖Ph‖s) = K(‖h‖s + ‖g‖s).





Suponha agora que {‖fj‖s} não é limitada. Assim, podemos extrair uma subsequência
(a qual ainda denotamos por fj) tal que ‖fj‖s → ∞. Defina f̃j =
fj
‖fj‖s
. Como Pfj → g em





logo P f̃j → 0 em Hs(M). Por 4.6,
‖f̃j‖s+m ≤ K(‖f̃j‖s + ‖P f̃j‖s),
o que implica que {‖f̃j‖s+m} é limitada e, pelo Lema 4.6, possui subsequência convergente em
Hs(M), a qual continuamos denotando por {f̃j}. Assim, f̃j → t ∈ Hs(M) e Pt = 0, logo
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o que contradiz t = 0. Logo {‖fj‖s} deve ser limitado, após tomarmos como perpendicular a
kerP .
Teorema 4.12. Qualquer operador diferencial definido na variedade fechada M que satisfaça
a condição (4.7) é globalmente hipoelı́tico.
Demonstração. Seja P um operador diferencial definido em M e suponha que Pf = g, com
f ∈ D′(M) e g ∈ C∞(M). Como D′(M) =
⋃
s∈R
Hs(M), temos f ∈ Hs(M), para algum
s ∈ R. Pela densidade de C∞(M) em Hs(M), obtemos uma sequência {fj}j∈N em C∞(M)
tal que fj → f em Hs(M), e portanto Pfj → Pf = g em Hs−d(M). Logo, por (4.7), existe
h ∈ C∞(M) tal que Ph = g e
P (f − h) = Pf − Ph = g − g = 0,
ou seja, f − h ∈ kerP . Como kerP ⊂ C∞(M), temos que f − h ∈ C∞(M). Logo,
f = (f − h) + h ∈ C∞(M) e P é globalmente hipoelı́tico.
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