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ABSTRACT 
 
Water resource planners require dynamic operational forecast information for making 
timely and accurate decisions, driving the necessity for hydrologic models that can account 
for physically explicit processes at the watershed scale. In operational applications, long-term 
average potential evapotranspiration (PET) inputs have been the standard; however, bias in 
the long-term average that underestimates an “observed” PET does not typically reflect 
watershed conditions. As a result, model simulations can lead to uncertainty in hydrologic 
processes such as evapotranspiration (ET), soil moisture, and discharge. Accurate input of 
PET that impact the simulated ET, is one vital component for replicating the overall water 
balance, and can ultimately assist in better decision-making. Over the last fifteen years, 
remote sensing data, specifically from Moderate Resolution Imaging Spectroradiometer 
(MODIS) sensors aboard NASA’s Terra and Aqua satellites, have become readily available 
as MODIS products are part of increasingly vital tools in modeling various Earth system 
processes. Robust testing through three separate analyses was conducted of a MODIS-
derived mean daily PET for input to the current spatially lumped operational hydrologic 
forecast model. 
First, we updated the long-term PET demand curves with a MODIS-derived mean 
daily PET and tested this product for fifteen forecast basins in the Upper Mississippi and Red 
River watersheds of the National Weather Service (NWS) North Central River Forecast 
Center (NCRFC). The updated PET demand curves were next input to the current spatially 
lumped operational Sacramento Soil Moisture Accounting (SAC-SMA) hydrologic forecast 
xiv 
 
 
model. Overall results indicated potential for using a MODIS-derived mean daily PET 
demand as input into the SAC-SMA. 
Second, a dynamic, daily-varying MODIS-derived mean daily PET (MODIS-PET) 
was tested against the current operational practice of climatological PET inputs to the SAC-
SMA. The daily MODIS-PET performed as well as the climatological PET and the model 
simulated ET suggested that the dynamic MODIS-PET may produce a more physically 
realistic representation of ET processes in the lumped SAC-SMA model. 
Third, we conducted sensitivity analysis of the response to PET resolutions of 
temporal variability to the operational streamflow prediction model. The PET inputs included 
the 8-day, Monthly, Seasonal, and Annual mean values. We examined the impact of the PET 
inputs in systems with different hydrologic controls by evaluating the modeled fluxes of 
discharge and ET, and the soil water states for the two climate regions. Overall, only the 
simulations of the Annual PET exhibited sensitivity for all hydrologic controls. Estimating 
PET inputs that are scientifically reasonable, operationally accessible, and that can highlight 
hydrologic controls that impact accurate forecasting are critical to demonstrating the full 
benefit of a satellite data for future operational use.  
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CHAPTER I 
GENERAL INTRODUCTION 
 
Potential evapotranspiration (PET) is one of two required inputs to the hydrologic 
forecast model used by the U.S. National Weather Service (NWS), the spatially lumped 
version of the Sacramento Soil Moisture Accounting Model (SAC-SMA). Conceptually, PET 
is defined as the maximum possible evaporation rate that may occur given meteorological 
conditions and a well-watered surface (Thornthwaite, 1948; Dingman, 2002; Donohue et al., 
2010). While the concept of PET may be simple, determining a PET that physically 
represents watershed conditions can be difficult due to the many ways that PET may be 
computed (Thornthwaite, 1948; Penman, 1948; Montieth, 1964; Priestley and Taylor, 1972; 
Donohue et al., 2010). 
Given that evapotranspiration (ET) is a primary watershed process, the importance of 
PET input to hydrologic models that simulate the ET has been a research focus for advancing 
operational streamflow prediction over the last four decades (Parmele L.H. 1972; Burnash 
1973; Burnash, 1995; Anderson 2002; Fowler, 2002; Oudin et al., 2005; Koren et al., 2010; 
Hobbins et al., 2012; Tong et al., 2014; Barik et al., 2016). Historically, the spatially and 
temporally relevant meteorological data needed to compute daily PET at the watershed scale 
has been lacking (Burnash 1995; Fowler 2002). Knowledge of the spatial and temporal 
dynamic of the PET input is critical for improved understanding of the land surface and 
atmosphere interactions, and PET that do not adequately account for these interactions may 
ultimately result in ineffective model simulations of discharge or ET (Oudin et al., 2005; Mu 
et al., 2007).  
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To predict streamflow for watershed scale operations, forecasters have relied on 
climatological estimates of PET from evaporation pan observations modified through 
coefficients that mirror the regional vegetation and atmospheric processes (Hobbins et al., 
2004; Hobbins et al., 2008; Hobbins et al., 2012). However, in recent years, PET estimates 
with improved spatial and temporal resolution have derived from reanalysis and data 
assimilation (Hobbins et al., 2012; Xia et al., 2015), surface weather variables and empirical 
equations (Oudin et al., 2005; Donohue et al., 2010; Thornton et al., 1997; Caldwell et al., 
2015), and remotely-sensed variables from satellite sources coupled with ground-based 
observations (Jacobs et al., 2009; Mu et al., 2011).  
Hobbins et al. (2012) used thirty years of evaporation pan data and six NLDAS data 
assimilated variables to produce a CONUS scale PET product (Epan) that had good spatial 
resolution (R
2
 = 0.76) in verification studies to 251 evaporation pans across the CONUS. The 
spatial resolution was verified at the monthly temporal scale, though a daily resolution with 
the same spatial capability was the final product. Donohue et al. (2010) explored different 
formulas that compute PET to assess how well each was able to capture the dynamics of 
evaporative demand. They found that empirical equations that utilize at least four key 
atmospheric variables (air temperature, net radiation, actual vapor pressure, and wind speed) 
provide a more realistic temporal resolution. However, they acknowledged that using only 
empirical equations and point-scale meteorological variables lead to inadequate spatial 
resolution. Jacobs et al. (2009) used solar radiation estimates derived from geostationary 
operational environmental satellite (GOES) measurements along with ground-based 
observations including air temperature, dew point temperature, and wind speed to estimate 
PET for application to the operational forecast Sacramento Soil Moisture Accounting (SAC-
3 
 
 
SMA) model (Figure 1.1). Limitations in their study, however, included the requirements of 
ground-based observations of air temperature and wind speed. Despite that limitation, they 
showed the feasibility of using a satellite-based PET for daily streamflow simulations.  
 
 
Figure 1.1. The model schematic of the Sacramento Soil Moisture Accounting model (SAC-
SMA), with, from top to bottom: the land surface, the upper zone and the lower 
zone. The simulated ET leaves the model at five points: E1, E2, E3, E4, and E5. In 
the lower zone, “p&s” refer to primary and supplemental, respectively. 
 
Recent methods using only satellite-based observations of atmospheric and land-
surface conditions have developed to estimate spatially and temporally explicit PET, and ET, 
values (Mu et al., 2007; Kim and Hogue, 2008; 2013; Anderson et al., 2011; Knipper et al., 
2017). Mu et al. (2007) and Kim and Hogue (2008; 2013) both used Moderate Resolution 
Imaging Spectroradiometer (MODIS) variables, though Mu et al. (2007) developed a global, 
8-day ET product using the Penman-Montieth (Montieth, 1965) equation, while Kim and 
Hogue (2008) developed a regional, daily PET product using the Priestley-Taylor formula 
(Priestley and Taylor, 1972). Mu et al. (2007) found spatial agreement (R
2
 = 0.72) with 
Global Modeling and Assimilation Office (GMAO) meteorological data with 19 flux tower 
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sites; however, temporal agreement occurred at an 8-day composite resolution. Kim and 
Hogue (2008) found good daily agreement (R
2
 = 0.71) at four flux tower sites, and though 
the original product was tested at the point-to-pixel scale, other studies using the Kim and 
Hogue method have evaluated this product at the watershed scale (Spies et al., 2015; Barik et 
al., 2016). 
Remotely sensed observations are advantageous because they display current 
watershed and climatic conditions and have the potential to replace the climatological based 
evaporative demand in forecasting applications. Fowler (2002) acknowledged that the 
methods of deriving long-term PE such as from pan evaporation estimates is less desirable 
than using temporal observation data. In addition, Fowler and others have reported that 
model simulated discharge in conceptual rainfall-runoff models did not improve when using 
a dynamic, daily PET input in place of a climatological mean PE (Burnash, 1995; Fowler 
2002; Andreassian et al., 2004; Oudin et al., 2005; Bai et al., 2016). Spies et al. (2015) found 
that the simulated ET for an individual basin modeled in the distributed SAC-SMA was 
nearly identical whether using a climatological PET or satellite-derived PET, despite the 
satellite PET having overall larger (and more physically representative) values. Further, they 
found that increasing the PET input by 50% had no impact on the discharge simulation, 
suggesting a potentially arbitrary upper-limit on the rate of ET that can be simulated. 
 
1.1 Hypotheses and Research Questions 
Potential evapotranspiration (PET) is defined as the maximum possible evaporation 
rate that may occur given meteorological conditions and a well-watered surface. Even though 
PET is a derived estimate, observations of evaporation and transpiration (ET) are difficult to 
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obtain, and in operational hydrologic modeling, hydrologists set up streamflow prediction 
models that use PET in a water balance approach to calculating the watershed ET. Thus, 
improving the spatial and temporal dynamic of PET inputs is critical for improved 
understanding of the land surface and atmosphere interactions, and PET that do not 
adequately account for these interactions may result in ineffective model simulations of 
discharge or ET (Oudin et al., 2005; Mu et al., 2007).  
 This work aims to contribute to the field of operational hydrologic modeling by 
addressing the gaps in understanding ways to improve upon the spatial and temporal 
limitations of PET inputs in streamflow prediction models. The hypotheses and research 
questions presented below were designed to address those knowledge gaps.    
 
Hypothesis #1 
Hydrologic inputs of potential evapotranspiration from satellite-derived sources will improve 
the accuracy of simulated discharge produced using the National Weather Service – River 
Forecasting Center (NWS-RFC) current operational modeling system. 
Research questions relevant to Hypothesis #1 are: 
1) Given that the current operational evaporative demand curves (climatological 
PET inputs) were estimated using data sources that date back several decades 
will skill in the SAC-SMA model be improved by using updated evaporative 
demand curves generated from a satellite-derived PET? 
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Hypothesis #2 
Inputs of a dynamic, daily-varying potential evapotranspiration from satellite-derived 
sources will produce improved model accuracy compared to the current operational 
climatological data potential evapotranspiration input in the National Weather Service – 
River Forecasting Center (NWS-RFC) operational modeling system. 
Research questions relevant to Hypothesis #2 are: 
1) Given the current operational practice of applying inputs of climatological 
PET, can the SAC-SMA model accuracy be improved through use of 
dynamic, daily-varying PET inputs derived from satellite observations?  
2) Why do simulations of the discharge and ET vary between the updated 
evaporative demand curves and the dynamic, daily-varying PET derived from 
satellite observations?  
 
Hypothesis #3 
Testing of hydrologic inputs of a dynamic, daily-varying potential evapotranspiration from 
satellite-derived sources will show variations in the simulated water fluxes in the NWS-RFC 
operational modeling system. 
Research questions relevant to Hypothesis #3 are: 
1) Given the conceptual nature of the current operational model, how do the 
temporal resolution of the PET inputs impact the accuracy of model 
simulations of discharge, ET and soil moisture states?  
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CHAPTER 2 
MODIS-BASED POTENTIAL EVAPOTRANSPIRATION DEMAND CURVES FOR 
THE SACRAMENTO SOIL MOISTURE ACCOUNTING MODEL 
 
Modified from a paper published in The Journal of Hydrologic Engineering
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Abstract 
A satellite-based potential evapotranspiration (PET) product for streamflow 
simulations was tested for fifteen forecast basins in the Upper Mississippi and Red River 
watersheds under the forecasting responsibility of the National Weather Service (NWS) 
North Central River Forecast Center (NCRFC). PET demand curves, long-term average 
estimates of daily PET, were derived using NASA’s Moderate Resolution Imaging 
Spectroradiometer (MODIS) sensor on board the EOS Terra and Aqua satellites. The PET 
demand curves (referred to here as MODIS-PET) were then used as input to the NWS 
Sacramento Soil Moisture Accounting Model (SAC-SMA) and simulated discharge and ET 
were evaluated. Simulations using the MODIS-PET input were compared to simulations 
                                                 
1
 Bowman, A.L., K.J. Franz, T.S. Hogue, and A.M. Kinoshita, 2015: MODIS-based potential evapotranspiration 
demand curves for the Sacramento Soil Moisture Accounting Model. J. Hydro Eng., 21, 1, 
doi:10.1061/(ASCE)HE.1943-5584.0001261. ©American Society of Civil Engineers. Final draft used with 
permission from ASCE. 
2
 Graduate student and Associate Professor, respectively, Department of Geological and Atmospheric Sciences, 
Iowa State University. 
3
 Primary researcher and author. Author for correspondence. 
4
 Professor, Civil and Environmental Engineering, and Director, Hydrologic Sciences and Engineering Program, 
Colorado School of Mines. 
5
 Assistant Professor, Department of Civil, Construction, and Environmental Engineering, San Diego State 
University. 
11 
 
 
produced using the demand curves of the NCRFC (referred to as NC-PET). The MODIS-
PET data tended to correlate better with the PET estimated using tower data from three sites 
located within the study region when compared to the NC-PET. The MODIS-PET overall 
had low positive bias, averaging approximately 0.25 mm day
-1
 while the NC-PET had larger, 
more negative BIAS that averaged almost two mm day
-1
. The MODIS-PET discharge 
simulations had acceptable performance (i.e. Nash Sutcliffe >0.30) for eight of the fifteen 
basins. The simulated ET produced by the MODIS-PET matched the range of the observed 
ET better than the NC-PET when compared to the flux site data. Overall results indicated 
there may be potential for using the MODIS-PET as input into the SAC-SMA though further 
work would need to be completed to assess potential bias in the PET input.    
 
2.1     Introduction 
Potential evapotranspiration (PET) is a main input to the hydrologic forecast model 
used by the U.S. National Weather Service (NWS), the spatially lumped version of the 
Sacramento Soil Moisture Accounting Model (SAC-SMA). PET input data are, in general, 
derived from historical pan evaporation estimations and other climatological observations 
and remain constant from year to year (Burnash, 1995; Anderson, 2002). Pan data can 
provide useful hydrologic information because they are cost effective and integrate relevant 
physical factors such as solar radiation, temperature and wind speed into a single 
measurement of evaporative demand (Hobbins et al., 2004; Roderick et al., 2005, 2007). 
However, pan observations are spatially and temporally limited. A search for observations in 
the United States conducted through the Iowa Environmental Mesonet website 
(http://mesonet.agron.iastate.edu) revealed 197 cooperative observation sites that currently 
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report pan evaporation. Approximately 66% of these observations are concentrated in 
southern and western states.   
Satellite-based observations of atmospheric and land-surface conditions have recently 
been applied to estimate spatially explicit PET values (Anderson et al., 2007; Kim and 
Hogue, 2008; Guerschman et al., 2009). These remotely sensed observations are 
advantageous because they reflect current watershed and climatic conditions and have the 
potential to replace older pan values in forecasting applications. Jacobs et al. (2009) used 
Geostationary Operational Environmental Satellites (GOES) data along with ground-based 
observations and the Penman-Montieth equation to estimate PET for three watersheds in 
Oklahoma and one in Michigan. They applied the PET as input to the SAC-SMA and showed 
the feasibility of using satellite-based PET estimates for daily streamflow simulations.   
PET is commonly estimated by integrating satellite data with ground-based 
measurements (Batra et al., 2006; Jacobs et al., 2009; Cheng et al., 2011), while few studies 
have derived PET solely from remotely sensed data. Jiang and Islam (2001) and Bisht et al. 
(2005) proposed methods in which the Advanced Very High Resolution Radiometer 
(AVHRR) NOAA 14 and NASA Moderate Resolution Imaging Spectroradiometer (MODIS) 
sensor data on board the Earth Observation Satellites (EOS) Terra and Aqua, respectively, 
were used to determine instantaneous, clear sky net radiation, a key component of terrestrial 
PET estimates. Kim and Hogue (2008; 2013) used MODIS data and the Priestley-Taylor 
formulation to compute mean daily PET. Their method assumes PET is directly proportional 
to the net radiation and relatively insensitive to variations in air temperature. The PET 
estimates were shown to agree well with PET values derived from flux observations; for 
example, a correlation coefficient, R
2
 = 0.90 and a slight negative BIAS of -0.67 mm day
-1
 is 
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found in point-scale comparison for all sky conditions at the Bondville, IL flux site in the 
central US (Kim and Hogue, 2008). In the current study, a MODIS-based PET product is 
evaluated for use in the SAC-SMA streamflow prediction model for basins within the 
forecasting responsibility of the NWS North Central River Forecast Center (NCRFC).    
In the operational application of the SAC-SMA, PET input requirements are met 
through the use of basin-specific demand curves. Demand curves are 16
th
 of the month values 
of potential evaporation from which demand for the other days of the month is interpolated. 
As previously mentioned, these values are largely based on historical pan values. Adjustment 
factors (coefficients) may be applied to the demand curves to account for variations in local 
vegetation and growth levels (NOAA Technical Report, NWS 33). As a first attempt at 
identifying an ET demand curve for a basin, the NCRFC combines the demand curves with 
the adjustment factors for input to the SAC-SMA. ET demand curve values may then be 
modified through the model calibration process to improve the simulated water balance (M. 
DeWeese, personal communication, NCRFC, 2013).   
The objective of this work is to determine whether a satellite-based PET, derived 
using the Kim and Hogue (2008) approach, can be used as a suitable alternative for historical 
pan data and eliminate the need for subjective correction methods that attempt to account for 
PET uncertainty. In this initial study, the authors develop a long-term average MODIS-
derived PET for input to the SAC-SMA, similar to the demand curve currently used in the 
operational model. Study sites consist of fifteen NCRFC forecast basins located in the states 
of Iowa, Minnesota and Wisconsin. Six years of daily PET values are computed for each 
basin from available MODIS products. A demand curve, hereafter referred to as the MODIS-
PET, is generated from the six years of daily MODIS-based PET. The MODIS-PET, along 
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with precipitation and temperature data from the NCRFC, are the data input requirements for 
the SAC-SMA. Model simulations of basin discharge and basin average ET are evaluated. 
Results are compared to simulations using the demand curves from the NCRFC, hereafter 
referred to as NC-PET.  
 
2.2     Methods 
2.2.1     Study basins 
Fifteen forecast basins (Figure 2.1) within the NCRFC region were selected after 
consultation with NCRFC forecasters based on the following criteria: 1) headwater basins to 
minimize the influence of structural controls on streamflow; 2) basins identified as difficult 
to model or forecast, and thus may benefit from improved techniques; 3) basins critical to 
flood forecasting; and 4) data availability. Drainage areas range in size from 530 to 6242 km
2
 
and are located in a variety of landscapes, from gently rolling, mixed forest and agricultural 
land typical of Wisconsin, to heavily managed landscapes dominated by row crop throughout 
Iowa and southern Minnesota. The native landscape of the watersheds in Minnesota are 
characterized by glacial terrain with low lying wetlands and an extensive network of glacial 
lakes. Iowa basins are characterized in general by low relief and poorly drained terrain 
consisting of clay-rich till developed from the last glacial maximum, approximately 12,000 
years before present (Johnson et al., 1999; Schilling and Tassier-Surine, 2006).     
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Figure 2.1. National Weather Service (NWS) forecast basins in the North Central River 
Forecast Center (NCRFC) study region. The three Ameriflux sites (with the 
associated basin for analysis) are: Brookings (Redwood River, MN); Brooks 
Field 11 (Squaw Creek, IA); and, Lost Creek (St. Croix, WI). 
 
2.2.2     Data 
Six-hourly basin average precipitation and temperature data for 1993 through 2008 
were obtained from the NCRFC. Annual precipitation increases from north to south and from 
west to east across the study region. Mean daily basin average precipitation ranges from 2.94 
mm day
-1
 in the Clearwater River to 3.90 mm day
-1
 in the Squaw Creek (Table 2.1, Figure 
2.1). The study region is characterized by high frequency and relatively short duration (1-7 
days) precipitation events during summer months, though extended dry periods are not 
uncommon (Kunkel et al., 1999; Gutowski, et al., 2008; Strobe and Budikova, 2011). 
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Daily basin discharge observations are obtained from USGS archives at 
(http://waterdata.usgs.gov/usa/nwis/). Mean daily flows for the 1993-2008 period range from 
0.05 mm day
-1
 to 0.95 mm day
-1
.   
 
Table 2.1. Upper Mississippi and Red River forecast basins and the USGS gage point 
identifiers that represent the forecast points for the National Weather Service 
(NWS) North Central River Forecast Center (NCRFC). Also shown are the basin 
characteristics, including basin size (km
2
), mean daily precipitation, streamflow, 
NC-PET, and MODIS-PET (mm day
-1
). 
 
 
2.2.2.1     PET demand curves  
The NCRFC ET demand values for the 16
th
 of each month were provided for each 
basin and daily values were linearly interpolated between the mid-month values to derive the 
daily NC-PET demand. These daily estimates were applied for all years in the study period, 
remaining static from year-to-year.  
Daily PET estimates based on satellite-derived observations were developed for each 
basin. Eight MODIS Terra and Aqua satellite products (Kim and Hogue, 2008) were used in 
State Basin Name
USGS Station      
ID
Basin size   
(km
2
)
Mean daily 
precipitation       
(mm day
-1
)
Mean daily 
streamflow       
(mm day
-1
)
Mean daily            
NC-PET       
(mm day
-1
)
Mean daily            
MODIS-PET       
(mm day
-1
)
Beaver Creek 05463000 899 3.75 0.18 4.50 6.24
North Raccoon River 05482300 1,813 3.41 0.87 3.80 6.43
Iowa South Skunk River 05470000 816 3.83 0.17 4.00 6.40
Squaw Creek 05470500 530 3.90 0.23 3.98 6.38
Wapsipinicon River 05421000 2,714 3.81 0.16 4.16 6.29
Blue Earth River 05320000 6,242 3.42 0.66 3.44 6.36
Clearwater River 05078000 2,847 2.94 0.05 4.24 5.68
Minnesota High Island Creek 05327000 617 3.13 0.06 3.62 6.27
Kettle River 05336700 2,248 3.08 0.18 3.44 6.03
Redwood River 05315000 671 2.99 0.27 3.78 6.25
Crawfish River 05426000 1,974 3.50 0.31 4.26 5.94
E. Branch, Pecatonica River 05433000 572 3.62 0.86 4.52 6.02
Wisconsin Fox River 04073500 3,471 3.28 0.48 3.98 6.12
Pecatonica River 05432500 707 3.82 0.95 4.44 6.00
St. Croix River 05333500 4,092 2.99 0.52 3.86 6.09
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the estimation of the MODIS-PET (Table 2.2). Instantaneous PET in all-sky conditions at a 
500 m resolution was computed using the Priestley-Taylor (1972) formulation as follows:   
MODIS − PET̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  α(Rnet̅̅ ̅̅ ̅̅ − G̅)
∆
∆+ γ
   (2.1), 
where, Rn is the net radiation, G is the ground heat flux, and  
Δ
Δ+γ
  describes the relationship 
between the saturation vapor pressure and air temperature with γ equal to the psychrometric 
constant (Kim and Hogue, 2008). The Priestley-Taylor coefficient, α, is set to 1.26, which is 
a widely accepted value for evaporation from a well-watered surface in agricultural regions 
under typical atmospheric conditions (Priestley and Taylor, 1972; Davies and Allen, 1973; 
Brutsaert, 1982; Eichinger et al., 1996).  
The original Kim and Hogue (2008) method was slightly modified to use the 16-day 
composite albedo product MCD43A3 in place of the MOD04 Aerosol Product, and the 
MOD06 Cloud Product cloud fraction and cloud optical depth in place of the MOD08 Level 
3 Atmosphere Product (Kim and Hogue, 2013). PET was considered proportional to net 
radiation during all-sky conditions; therefore, the PET during cloudy days was determined 
using the ratio of PET and net radiation in clear sky conditions multiplied by the net radiation 
in cloudy conditions. A sinusoidal function for estimating the diurnal cycle of net radiation 
was applied to the all-sky instantaneous PET estimates to derive the daily mean PET (Bisht 
et al., 2005; Kim and Hogue, 2008).   
MODIS products were obtained from the Level 1 and Atmosphere Archive and 
Distribution System (LAADS Web, http://ladsweb.nascom.nasa.gov/data/). Only daytime 
observations were used, eliminating negative values in the net radiation, and consequently 
the PET calculations. Classification as “daytime” was the sunrise and sunset data from the 
U.S. Naval Observatory website:  (http://aa.usno.navy.mil/data/docs/RS_OneYear.php).  
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Table 2.2. Moderate Resolution Imaging Spectroradiometer (MODIS) sensor products 
and satellite information that were used to compute the MODIS-PET.   
 
 
For this study, the MODIS-PET was computed for the days from May 1 through 
September 30, since this time period was considered the growing season, when ET rates in 
the study region were the most significant to the overall water balance. During the winter 
months ET was considered negligible; NCRFC values range from zero (January 16
th
) to 
about two mm day
-1
 (April 16
th
). Suitable MODIS observations were available, on average, 
for 140 days (out of a possible 153) each year from May 1 through September 30. To mimic 
the operational practice of using site-specific PET demand curves as input to the SAC-SMA, 
a curve was fitted to the daily observations for each basin to develop demand values for each 
Satellite
MODIS Product               
Name
MODIS Variables
Spatial 
Resolution
Temporal 
Resolution
Longitude
Latitude
Solar zenith angle
Terra
MOD05                                 
(Total Precipitable Water)
Water vapor 1 km
5-min 
(Daily)
Cloud fraction
cloud optical thickness
cloud top temperature day
cloud effective emissivity 
day
Surface Temperature
Total ozone
air temperature
dew point temperature
Land Surface Temperature
Land Surface Emissivity
Combined Terra 
and Aqua
MCD43A3                              
(Albedo Product)
Albedo 500 m 16-day
Terra
MOD13Q1                        
(Gridded Vegetation Index)
Normalized Difference 
Vegetation Index
250 m 16-day
Aqua
MYD13Q1                        
(Gridded Vegetation Index)
Normalized Difference 
Vegetation Index
250 m 16-day
1 km
5-min 
(Daily)
MOD06                               
(Cloud Product)
MOD07                          
(Atmospheric Profiles)
1 km
5-min 
(Daily)
1 km
5-min 
(Daily)
1 km
5-min 
(Daily)
MOD11 (Land Surface 
Temperature and Emissivity)
Terra
Terra
Terra
Terra
MOD03                           
(Geolocation Data Set)
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day from May 1 through September 30. Demand from the NC-PET curve was used to fill 
those PET value gaps from October 1 through April 30. The resulting combined, MODIS-
PET demand curve was applied for all years in the study period, remaining static from year-
to-year.  
 
2.2.2.2     Point-scale PET and ET 
Point-scale observations from three Ameriflux sites (http://ameriflux.ornl.gov/) 
(Table 2.3, Figure 2.1) were used to evaluate the ET demand curve values. For the available 
data period at each Ameriflux site, daily, point-scale “observed” PET from May 1 through 
September 30 were derived using the ground-based net radiation, ground heat flux, and air 
temperature observations in the Priestley-Taylor equation (eq. 2.1). The data were then 
averaged by calendar day to mimic the long-term average values that were commensurate 
with the information provided by the demand curves. In addition, latent heat flux 
observations from the three Ameriflux sites were used to evaluate the model simulated basin-
average ET.  
 
Table 2.3. North Central River Forecast Center (NCRFC) study basins, with the associated 
Ameriflux site, for ground-based validation of the MODIS-PET and model 
simulated ET. Also shown are the characteristics of each Ameriflux site. 
 
 
The Ameriflux sites and associated basins are representative of various landscapes 
found throughout the study region. The Brooks Field 11 site is located within 5 km of the 
Basin Ameriflux Site Vegetation Longitude Latitude
Elevation         
(m)
Data           
period
Daily ET 
mean (mm) 
Daily ET 
range (mm) 
Squaw Creek Brooks Field 11 row crop -93.69 41.97 314 2005-2008 2.78 0.03-7.55
Redwood River Brookings grassland -96.84 44.35 510 2004-2008 3.74 0.02-9.72
St. Croix River Lost Creek mixed forest -89.98 46.03 480 2003-2008 1.90 0.03-5.25
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Squaw Creek basin and is characterized by row crop (corn and soybean), typical of the 
agricultural landscape in central Iowa. The Brookings site, located in South Dakota, is within 
20 km of the Redwood River and is representative of grassland and low lying glacial 
wetlands typical of southwestern Minnesota. The Lost Creek site is the farthest from the 
study basin, located within 70 km of the St. Croix River, though the entire region of northern 
Wisconsin is characterized by a mixed forest landscape.   
 
2.2.3     Hydrologic models  
The SNOW17 temperature index model (Anderson, 1973) was used to model 
snowpack processes during the winter months. Inputs to the SNOW17 include air 
temperature and precipitation. The SNOW17 uses air temperature to model snowpack 
processes and model snow as a single layer (Anderson, 1973; Franz et al., 2008). The model 
has nine parameters; the five most sensitive (Anderson, 2002; He et al., 2011) were included 
in the model calibration (Table 2.4). The feasible range for the SNOW17 parameters were set 
according to suggested parameter ranges (Anderson, 2002), those used in other studies (Franz 
et al., 2008; Steffens and Franz, 2012), and values obtained from the NCRFC. The SNOW17 
was applied in a spatially lumped manner and at a 6-hour time step. Model output is melt 
plus rain-on-bare-ground. 
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Table 2.4. SAC-SMA and SNOW17 model parameters and descriptions. The percent change 
reflects the overall change in parameter value from the calibration of the NC-PET 
to the calibration of the MODIS-PET. 
 
 
The SAC-SMA is a continuous, conceptual rainfall-runoff model used by the NWS 
for streamflow forecasting throughout the USA (Anderson, 2002). In our study, the model 
was applied in a spatially lumped manner and at a 6-hour time step. Input to the SAC-SMA 
was output from the SNOW17 during periods with snow cover, and rainfall during periods 
with no snow cover. Input also included the daily PET, which was evenly divided across the 
four model time steps in a given day. The primary output from the SAC-SMA was the 
channel inflow, which was then converted to the basin discharge using a 6-hr unit 
hydrograph that was provided by the NCRFC. 
Within the SAC-SMA, the subsurface was modeled as two soil layers, an upper 
(quicker flow) and lower (slower flow) zone (Figure 2.2). Parameters in each zone describe 
the soil moisture storage capacities, storage drainage rates, and rate of movement from the 
upper to the lower zone (Table 2.4). The upper zone accounts for surface processes and 
Model Parameter Description % change
SACSMA parameter UZTWM upper zone tension water maximum storage -38
UZFWM upper zone free water maximum storage 4
UZK upper zone free water lateral depletion rate 3
LZTWM lower zone tension water maximum storage -2
LZFSM lower zone free water supplementary maximum storage -7
LZFPM lower zone free water primary maximum storage -1
LZSK lower zone supplementary free water depletion rate 5
LZPK lower zone primary free water depletion rate 1
ZPERC maximum percolation rate -4
REXP exponent of the percolation equation 0
PCTIM impervious fraction of basin 2
ADIMP additional impervious area 7
PFREE fraction percolating from upper zone directly to lower zone free water storage 2
SNOW17 parameters SCF snow correction factor 0
MFMAX maximum melt factor -5
MFMIN minimum melt factor 9
SI maximum water equivalent 0
Areal depletion curve PLWHC percent liquid water holding capacity -8
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interception storage while the lower zone accounts for soil processes and includes the 
majority of soil moisture storage and loss to baseflow (Brazil and Hudlow, 1981). 
Percolation of water from the upper to the lower zone is controlled by a nonlinear process 
that is dependent on the upper zone free water content and deficiencies in the lower zone 
storages. Surface runoff occurs only when rainfall exceeds the interflow and percolation 
capacities and the upper zone tension storage is full (Burnash et al., 1973). 
Simulated ET is a function of the PET demand and the available water, and is 
computed at five points within the SAC-SMA, E1, E2, E3, E4 and E5 (Figure 2.2). The 
primary source of the simulated ET comes from the upper zone tension water (E1). E1 is a 
function of the upper zone tension water content, the upper zone tension water maximum 
capacity, and the PET for the given time step. The secondary source of simulated ET is from 
the lower zone tension water (E2), which is a function of the lower zone tension water 
content, the sum of the lower and upper zone tension water maximum capacity, and the 
residual PET after E1 has been met. Minor evaporation, typically less than 5% of the total 
simulated ET, occurs from open water bodies (E3) and impervious surfaces (E4+E5) 
(Burnash, et al., 1973; Burnash, 1995; Anderson, 2002; Thiemann, et al., 2001; Gill, et al., 
2006).   
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Figure 2.2. The model schematic of the SAC-SMA, with, from top to bottom: the land 
surface, the upper zone and the lower zone. The simulated ET leaves the model  
at five points: E1, E2, E3, E4, and E5. In the lower zone, “p&s” refer to primary 
and supplemental, respectively. 
  
2.2.3.1     Model calibration 
The SAC-SMA generally requires site-specific calibration, with some of the 
parameters noted to be sensitive to the input data (Burnash, 1995; Koren et al., 2004; Smith 
et al., 2004; Reed et al., 2004; Moreda et al., 2006). Therefore, to objectively assess all of the 
streamflow simulations, separate parameter sets were identified for each of the NC-PET and 
the MODIS-PET inputs. Parameters were optimized to daily discharge observations from 
USGS gaging stations at each forecast point using the Multi-Step Automatic Calibration 
Scheme (MACS; Hogue et al., 2000; 2006).  
The MACS is a process which optimizes all parts of the hydrograph by calibrating 
key parameters with an objective function in three separate steps. In the first step, all 
parameters are optimized using a log squared error objective function to obtain an overall fit 
to the observed hydrograph. The second step focuses on high flows by employing the root 
mean squared error objective function and calibrating only those parameters that have the 
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most influence on high flows, holding the lower zone parameters found in the first step 
constant. SNOW17 parameters are included in this step. In the final step, the match to low 
flows is refined by calibrating the lower zone parameters, keeping upper zone parameters 
constant at the values obtained in the second step, and again applying the log squared error 
objective function.       
The calibration period was set to October 1, 2000 through September 30, 2008, when 
variable wet and dry periods were observed in many of the basins. Several studies show that 
including both wet and dry periods in the SAC-SMA model calibration produces more robust 
results (Yapo et al., 1996; Hogue et al., 2000; Tang et al., 2007a). The verification period 
was set to October 1, 1992 to September 30, 2000 and included a spin-up period to 
equilibrate model states, from October 1, 1991 to September 30, 1992. 
  
2.2.4     Model and data evaluation statistics 
The NC-PET and MODIS-PET demand curves, simulated discharge, and simulated 
ET were evaluated using general statistics of: bias (BIAS), root mean square error (RMSE), 
coefficient of determination (R
2
), and/or the Nash Sutcliffe Efficiency (NSE):    
BIAS  =  
∑ (𝑆𝑖𝑚𝑡−𝑂𝑏𝑠𝑡)
𝑛
𝑡=1
𝑛
    (2.2), 
RMSE = √
1
𝑛
[∑  𝑆𝑖𝑚𝑡 − 𝑂𝑏𝑠𝑡
𝑛
𝑡=1 ]
2   (2.3), 
R2 = [
∑ (𝑥𝑆𝑖𝑚,𝑡−𝑥𝑆𝑖𝑚̅̅ ̅̅ ̅̅ ̅)(𝑥𝑂𝑏𝑠,𝑡−𝑥𝑂𝑏𝑠̅̅ ̅̅ ̅̅ ̅)
𝑛
𝑡=1
√∑ (𝑥𝑆𝑖𝑚,𝑡−𝑥𝑆𝑖𝑚̅̅ ̅̅ ̅̅ ̅)
2𝑛
𝑡=1
√∑ (𝑥𝑂𝑏𝑠,𝑡−𝑥𝑂𝑏𝑠̅̅ ̅̅ ̅̅ ̅)
2𝑛
𝑡=1
]
2
            (2.4), 
NSE = 1 −  
∑ (𝑂𝑏𝑠𝑡−𝑆𝑖𝑚𝑡)
2𝑛
𝑡=1
∑ (𝑛𝑡=1 𝑂𝑏𝑠𝑡− 𝑂𝑏𝑠𝑡̅̅ ̅̅ ̅̅ ̅)
2    (2.5), 
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where, n is the number of time steps, Simt is simulated discharge and Obst is observed 
discharge at a time, t. Bias quantifies the degree to which an observation or simulated flux is 
overestimated (positive BIAS) or underestimated (negative BIAS). The RMSE indicates the 
magnitude by which the simulated values differ from observed values, with values of zero 
being optimum. NSE indicates how well the model simulation captures the variance of the 
observations with values ranging from −∞ to 1. A negative NSE indicates the residual 
variance of the model simulation is larger than the variance of the observed data; in other 
words, the mean value of observed data is a more accurate predictor of the observations than 
the model simulations.   
Statistics were computed at the daily time step and reported for the May 1 through 
September 30 period, the days for which the MODIS-PET was computed and subsequently 
used to derive the MODIS-PET demand curve values. Simulations from the two wettest and 
the two driest May 1 through September 30 years from the evaluation period were also 
analyzed in an attempt to understand the influence of the PET inputs on model performance 
during extreme years.    
 
2.3     Results and Discussion 
2.3.1     Comparison of MODIS-PET and NC-PET demand curves 
The MODIS-PET demand values for the fifteen basins range, on average, from one to 
four mm day
-1
 higher than the NC-PET demand for the days from May 1 through September 
30 (Figure 2.3). NC-PET demand curves most often peak in mid-July, except for the South 
Skunk River, Squaw Creek, and Blue Earth River, for which the seasonal peak occurs in mid-
August. The MODIS-PET demand curves tend to peak earlier in the year than the NC-PET 
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demand curves, with peaks typically occurring in mid-June or no later than mid-July for all 
basins. The value of the MODIS-PET is largely influenced by the MODIS-derived net 
radiation, which has been shown in point-scale comparisons to have high bias (Bisht et al., 
2005; Kim and Hogue, 2008), though one site (Bondville, IL; Kim and Hogue, 2008) was 
shown to have a slight negative bias in the net radiation. Our findings were also similar to 
those of Jin et al. (2011), where the authors observe that the net radiation estimated using 
MODIS satellite observations peaks in June in the north central region of the USA.   
 
 
Figure 2.3. The NC-PET (gray line) and MODIS-PET (black line) demand curves for the 
fifteen study basins for the days from May 1 through September 30.  
 
Using scatter plots (Figure 2.4) and error statistics (Table 2.5), comparisons of the 
daily PET values from the NC-PET and the MODIS-PET demand curves to the ground-based 
average daily PET were presented for the three flux sites.  
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Figure 2.4. Comparison of the ground-based flux PET estimates with the NC-PET (black 
dots) and the MODIS-PET (circles) demand curves for: (a) the Squaw Creek; (b) 
the Redwood River; and, (c) the St. Croix River. The ground-based flux PET 
estimates reflect the long-term average in a manner similar to the MODIS-PET. 
 
The MODIS-PET values showed better correlation overall with the flux PET than 
with the NC-PET (Table 2.5). The MODIS-PET correlations ranged from 0.31 to 0.63, 
whereas with the NC-PET, the range varied from 0.06 to 0.57. The NC-PET had larger, more 
negative BIAS ranging from -1.16 to -3.16 mm day
-1
. The MODIS-PET overestimated the 
ground-based PET for the Squaw Creek and Redwood River by about one mm day
-1
 and 
underestimated the ground-based PET for the St. Croix River by about 1.27 mm day
-1
. The 
MODIS-PET demand curves matched the magnitude and the daily variability of the ground-
based PET better than the NC-PET demand curves overall (Figure 2.4). The tendency to 
underestimate the PET for the St. Croix River may have been due to thick forest canopy that 
has lower albedo than the other sites (Montenegro et al., 2012), resulting in lower net 
radiation and thus lower MODIS-PET values. Kim and Hogue (2008) evaluated the accuracy 
of the various MODIS variables used to compute the MODIS-PET for the southern portion of 
the study region (Illinois) and found good correlation in point-to-pixel evaluations. 
Exploration of the accuracy of the MODIS variables in the remainder of the study region 
(Spies et al., 2015) found similar results.   
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Table 2.5. Average error statistics for comparisons of the daily ground-based estimated PET 
with the NC-PET, and the MODIS-PET demand curve daily values for the Squaw 
Creek, the Redwood River, and the St. Croix River. 
 
 
2.3.2     Model calibration results 
Of the parameters calibrated, the upper zone tension water maximum storage 
(UZTWM) showed the greatest variation between the NC-PET and MODIS-PET 
calibrations. In general, the optimized calibration value of the UZTWM was 38% smaller for 
the MODIS-PET compared to the NC-PET (Table 2.4). The parameter value for the 
UZTWM was higher for the MODIS-PET in only four basins, the Wapsipinicon River, High 
Island Creek, Clearwater River, and East Branch of the Pecatonica River; however, the 
increase was small (1%, 3%, 4% and 14%, respectively). 
The calibration results showed that the UZTWM parameter was the most sensitive to 
the PET input (Table 2.4). The UZTWM, defined as the amount of storage available for 
water used to meet the PET demand (Burnash, 1995; Tang et al., 2007b; Spies et al., 2015), 
played a major role in controlling the processes for surface runoff (Livneh et al., 2011). 
Because the MODIS-PET was larger than the NC-PET, the volume of simulated ET tended 
to be larger in the MODIS-PET simulation, provided sufficient water was available. As 
Basin PET R
2
BIAS (mm day
-1
)
Squaw Creek NC-PET 0.06 -1.16
M-PET 0.55 1.02
Redwood River NC-PET 0.57 -1.41
M-PET 0.63 1.01
St. Croix NC-PET 0.37 -3.16
M-PET 0.31 -1.27
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simulated ET increased, less water was available to support the discharge simulation, unless 
a limit was placed on the amount of ET that could occur. Through calibration of the SAC-
SMA, this limit was achieved by reducing the size of the UZTWM parameter and thus the 
volume of water available from the upper zone tension storage. To compensate for the higher 
PET demand from the MODIS-PET, the calibration process produced a smaller UZTWM 
value because the MACS algorithm was attempting to distribute more water to discharge and 
less water to ET to better match the observed hydrograph high flows. In addition, the 
UZTWM did not need to be as large in the MODIS-PET simulations because the higher ET 
rates result in a shorter residence time in the model’s upper zone as compared to the NC-PET 
simulations. This means water would move through the system more quickly so less storage 
capacity was needed in that zone. Note that once the water has entered the upper zone tension 
storage it can only leave via simulated ET (Figure 2.2).   
As observed in other studies (NWSRFS, 1999; Tang et al., 2007b), the remaining 
parameters were found to be less sensitive to the PET data input and differ by no more than 
5% on average (Table 2.4). The secondary source of simulated ET occurs from the lower 
zone tension storage but the calibrated values of the LZTWM parameter for the MODIS-PET 
were only 2% lower than the NC-PET parameter value. In addition to the lower zone tension 
making up a smaller portion of the total ET, the apparent insensitivity of the model 
calibration to this value could also be a result of the MACS calibration process. Although the 
MACS attempted to consider the baseflow directly in the calibration process, results were 
heavily influenced by optimization to the hydrograph peaks (Hogue et al., 2000). As a result, 
the calibrations conducted here were not as sensitive to the effects of varying PET demand in 
the lower soil zone as in the upper soil zone.   
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2.3.3     Discharge simulations 
Both the NC-PET and the MODIS-PET demand curves produced discharge 
simulations with an average negative BIAS at all sites, while the MODIS-PET produced a 
slightly more negative BIAS on average (Table 2.6). For the verification period, BIAS in the 
MODIS-PET simulated discharge ranged between -0.09
 
and -0.74 mm day
-1
, whereas the 
NC-PET BIAS ranged from -0.06 to -0.64 mm day
-1
. The consistent overall negative BIAS in 
the MODIS-PET simulations appeared to be the result of the high PET input values, 
necessitating the need for more water allocation to ET thus reducing the water volume 
available for discharge.  
RMSE values for the MODIS-PET discharge simulations were higher than the RMSE 
values for the NC-PET during the verification period by an average of 1.68 mm day
-1
 (Table 
2.6). RMSE in the MODIS-PET simulations ranged from 1.17 to 9.20 mm day
-1 
whereas the 
RMSE in the NC-PET simulation ranged from 0.94
 
to 7.92 mm day
-1
. The Clearwater River 
had the lowest RMSE for all basins for each of the PET data sets tested.   
NSE values for the MODIS-PET discharge simulations were generally lower than for 
the NC-PET. MODIS-PET NSE values ranged from -0.26 to 0.55 during the verification 
period, whereas the NC-PET values ranged from -0.40 to 0.74 (Table 2.6). Moriasi et al. 
(2007) recommended that model simulations may be judged as satisfactory when the NSE 
score >0.50. During the verification period, MODIS-PET met these criteria for only the 
Crawfish River, while the NC-PET met these criteria for seven basins, four of which were in 
Wisconsin. Using a minimum acceptable threshold of NSE >0.30 (Garbrecht et al., 2006; He 
et al., 2011), below which model simulations may be considered poor, the MODIS-PET 
simulations were acceptable for eight of the fifteen basins during the verification period and 
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the NC-PET simulations produced acceptable results for all basins except the High Island 
Creek. 
 
Table 2.6. Error statistics for the simulated discharge in the calibration period (WY2001-
2008) and the verification period (WY1993-2000) including only the days May 1 
through September 30. 
 
 
Although (based on the summary statistics) the MODIS-PET demand curves 
underperformed with respect to simulated discharge relative to the NC-PET demand curves 
at all sites, there were individual years for which the MODIS-PET performed similarly to, or 
better than the NC-PET. Examples included the Clearwater River (2002) where the MODIS-
PET NSE was 0.86 and the NC-PET NSE was 0.56; the Fox River (2006) where the MODIS-
State Basin Name PET BIAS (mm) RMSE (mm) NSE BIAS (mm) RMSE (mm) NSE
Iowa Beaver Creek NC-PET -0.5 6.4 0.33 -0.3 3.6 0.54
MODIS-PET -0.7 9.2 0.12 -0.4 5.4 0.39
North Raccoon NC-PET -0.3 3.9 0.41 -0.2 2.4 0.64
River MODIS-PET -0.5 6.0 0.14 -0.3 3.4 0.50
South Skunk NC-PET -0.2 2.1 0.74 0.0 1.1 0.73
River MODIS-PET -0.5 6.5 0.38 -0.2 2.7 0.52
Squaw Creek NC-PET -0.6 7.9 0.53 -0.1 2.2 0.22
MODIS-PET -0.7 8.7 0.41 -0.2 3.5 -0.18
Wapsipinicon NC-PET -0.9 6.3 0.33 -0.2 3.6 0.35
River MODIS-PET -1.0 7.6 0.22 -0.5 4.1 0.21
Minnesota Blue Earth NC-PET -0.2 3.6 0.46 -0.1 1.2 0.59
MODIS-PET -0.5 6.5 -0.12 -0.2 3.0 0.28
Clearwater NC-PET -0.1 0.9 0.47 0.0 0.8 0.33
MODIS-PET -0.1 1.2 0.32 -0.1 0.7 0.30
High Island NC-PET -0.3 3.4 -0.40 -0.2 1.9 0.44
MODIS-PET -0.4 4.7 -0.26 -0.2 3.2 0.20
Kettle River NC-PET -0.2 2.1 0.54 -0.1 1.8 0.34
MODIS-PET -0.3 3.6 0.31 -0.2 2.6 0.10
Redwood River NC-PET -0.3 3.9 0.41 0.0 1.1 0.48
MODIS-PET -0.5 5.8 -0.04 -0.1 1.5 0.10
Wisconsin Crawfish River NC-PET -0.1 2.1 0.67 0.0 1.8 0.46
MODIS-PET -0.2 2.7 0.55 -0.1 2.2 0.53
E. Branch, NC-PET -0.2 2.6 0.43 -0.1 1.7 0.52
Pecatonica MODIS-PET -0.3 3.2 0.37 -0.2 1.9 0.46
Fox River NC-PET -0.2 1.9 0.52 0.0 1.8 0.67
MODIS-PET -0.2 2.9 0.34 -0.1 2.8 0.47
Pecatonica NC-PET -0.3 3.4 0.54 -0.1 2.1 0.58
MODIS-PET -0.4 4.4 0.37 -0.2 2.7 0.26
St. Croix River NC-PET -0.1 1.0 0.54 0.0 0.8 0.65
MODIS-PET -0.3 3.3 -0.19 -0.2 2.6 0.26
Verification (WY1993-2000) Calibration (WY2001-2008)
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PET NSE was 0.86 while NC-PET NSE was 0.82; and for the St. Croix River (2007) where 
the MODIS-PET NSE was 0.63 and the NC-PET was 0.29.  
 
2.3.3.1     Discharge simulations in the wettest and driest seasons  
For the twelve basins below the 45°N latitude (i.e. all basins in Iowa, southern 
Minnesota and southern Wisconsin, Figure 2.1) 1993 was the wettest year, with precipitation 
levels 15% higher, on average, than the next wettest year in the study period. Several of the 
study basins experienced historic flooding during this year, including the South Skunk River 
(Figure 2.5a). In the 1993 South Skunk River simulation, the NC-PET produced a better 
match, in particular to the peak events, compared to the MODIS-PET. Because the PET 
demand was lower in the NC-PET simulation, the soil store water volume was greater thus 
less water was needed to fill the soil capacities before runoff could occur during rainfall 
events. In contrast, the higher MODIS-PET values resulted in faster depletion of the tension 
zone water (Figure 2.5a), leading to underestimated peak discharge. However, the simulation 
of the recession limbs with the MODIS-PET produced better match with the observed 
discharge than the NC-PET.  
In 2008, the Squaw Creek received 1.6 times more precipitation in 2008 than the 
annual average of the study period (excluding 1993) and 85% of that precipitation fell 
between May 1 and July 31 (Figure 2.5b). In this example, the MODIS-PET simulation 
matched the observed hydrograph well, particularly during the recession periods. Hogue et 
al. (2000) noted that streamflow forecasters rely on reasonable simulations of the hydrograph 
recessions to gain confidence that simulated soil moisture states reflect correct watershed 
conditions, especially when preparing for flooding events. A better match with the recession 
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limbs at the South Skunk River and the Squaw Creek implied that the soil moisture states 
were more accurate for the MODIS-PET rather than the NC-PET simulation for these flood 
years (Figure 2.5a and b).   
Both simulations (NC-PET and MODIS-PET) were poor for the High Island Creek 
(NC-PET NSE = -0.40, MODIS-PET NSE = -0.26) and the Redwood River (NC-PET NSE = 
0.41, MODIS-PET NSE = -0.04) (Figure 2.5 d and f). In these basins, the MODIS-PET 
tended to underestimate the baseflow recessions, which lead to underestimating discharge 
from August through September (Figure 2.5 c, d, f, and h). One possible reason for the 
discharge underestimation could have been the result of biases in either the precipitation or 
the calibration. To support a prolonged baseflow recession, higher water volume was needed 
in the slower moving lower zone storages that were controlled by the free water parameter, 
LZFPM (Yilmaz et al., 2008; Koren et al., 2008). In the Redwood River MODIS-PET 
calibration, for example, the LZFPM parameter value was 14% higher than the NC-PET. 
Increasing the LZFPM parameter thus increased the overall contribution of water from the 
primary baseflow to the discharge simulation. However, the LZFSM parameter that 
controlled the hydrograph recession limb was reduced in the MODIS-PET calibration, 
indicating that less water was available for the supplemental storage. Thus, the MODIS-PET 
simulations tended to have a steeper (faster) recession limb, whereas the NC-PET 
simulations produced a better match to the more prolonged (slower) recession limbs noted in 
the observed discharge from these sites (Figure 2.5 c, d, f, g and h).    
The NC-PET simulation matched the observed hydrograph well for the Blue Earth 
River (NC-PET NSE = 0.50, MODIS-PET NSE = -0.98), the Redwood River (NC-PET NSE 
= 0.40, MODIS-PET NSE = 0.18) and the St Croix River (NC-PET NSE = 0.78, MODIS-
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PET NSE = -0.06), with the exception that a few peaks were underestimated (Figures 2.5 c 
and h, respectively).  
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Figure 2.5. Select wet years for (a) Iowa, South Skunk River, 1993; (b) Iowa, Squaw Creek, 
2008; (c) Minnesota, Blue Earth River, 1993; (d) Minnesota, High Island Creek, 
1993; (e) Minnesota, Kettle River, 2002; (f) Minnesota, Redwood River, 1993; 
(g) Wisconsin, Crawfish River, 2000; (h) Wisconsin, St. Croix River, 1999. Plots 
shown in millimeters per day and include (from top to bottom of each site) the 
mean areal precipitation input (P), simulated evapotranspiration (ET), and 
simulated discharge (Q). 
 
In these same basins (Blue Earth, Redwood, and St Croix) the overall discharge from 
the MODIS-PET simulation tended to be underestimated throughout the season. Livneh et al. 
(2011) noted difficulty in modeling peak flow response with the SAC-SMA for the Big Sioux 
River, located in proximity to the Redwood River and the Brookings flux site. They found 
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that substantial decrease in the upper zone tension parameter, UZTWM, was needed to match 
peak response; this was because less water would be routed to the lower zone for baseflow 
(or to ET in the upper zone) and instead would be sent to discharge. In our study, the 
MODIS-PET parameter value of the UZTWM was 73% smaller compared to the NC-PET 
value for the Redwood River. Likely, the calibration resulted in hydrograph peaks being 
matched more closely at the expense of allocating too little water to meet the demand for 
water in the lower zone. This observation adds to the growing literature that has identified 
deficiencies in modeled subwatershed processes when only streamflow was considered in the 
calibration process (Udnӕs et al., 2007; Parajka and Blӧschl, 2008; Koren et al., 2008; Franz 
and Karsten, 2013).   
Low flows were generally poorly estimated at all sites for both the MODIS-PET and 
the NC-PET in years considered “dry” (Figure 2.6). The MODIS-PET simulations matched 
the peaks for the South Skunk River and Squaw Creek well, and better than for the NC-PET 
(Figure 2.6a and b). At several sites, both demand curves resulted in underestimation of the 
early summer discharge and overestimation of the late summer discharge, leading to errors in 
the water balance at any given time step (Figure 2.6 b c, e, f, and g). Similarly, Jacobs et al. 
(2009) found poor model efficiency during the late-summer dry periods in simulations using 
GOES-derived PET as input to the SAC-SMA.   
The best simulation of low flows occurred with the MODIS-PET for the St. Croix 
River (Figure 2.6h) in which the MODIS-PET matched baseflow better than the NC-PET, 
and produced an NSE = 0.65 while the NC-PET produced an NSE = 0.36. The St. Croix 
River was the only study basin in which the lower zone tension parameter value (LZTWM) 
was larger for the MODIS-PET (by 65%) than for the NC-PET. The lower zone tension 
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water (Figure 2.2) functioned as a component of slower moving water storages in the lower 
soil zone (Burnash, 1995). Thus, the higher lower zone tension water volume resulted in 
more water distribution to the lower zone tension and less to upper zone storages. In a wet 
year, this could result in the upper zone being too dry with runoff events not well reproduced 
for the St. Croix River (Figure 2.5 h). However, in the dry year (Figure 2.6h), the MODIS-
PET produced more accurate simulations when baseflow was the dominant contribution to 
streamflow and runoff was a less significant component of the hydrograph.  
 
2.3.4     Simulations of ET 
Simulated ET from the MODIS-PET was higher than the simulated ET from the NC-
PET for wet year periods in this study mostly since a higher volume of water was available to 
meet the higher potential demand (Figure 2.5, middle panels; Figure 2.3). However, the 
higher volume of water that went to simulated ET meant a reduction in the water availability 
for other hydrologic components. For example, the NC-PET 2008 simulation seasonal water 
budget for the Squaw Creek retained over 4% of the precipitation as soil moisture while the 
MODIS-PET 2008 simulation retained less than 1%. Highlighting the compensation in the 
water budget through the MODIS-PET, a higher percentage of the simulated water budget 
occurred as ET in the MODIS-PET (72%) as compared to the NC-PET (60%).  
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Figure 2.6. Select dry years for (a) Iowa, South Skunk River, 2000; (b) Iowa, Squaw Creek, 
1997; (c) Minnesota, Blue Earth River, 2003; (d) Minnesota, High Island Creek, 
2001; (e) Minnesota, Kettle River, 2006; (f) Minnesota, Redwood River, 2008; 
(g) Wisconsin, Crawfish River, 2003; (h) Wisconsin, St. Croix River, 2006. Plots 
shown in millimeters per day and include (from top to bottom of each site) the 
mean areal precipitation input (P), simulated evapotranspiration (ET), and 
simulated discharge (Q). 
 
During the dry years the simulated ET from the MODIS-PET often spiked higher but 
then fell below the NC-PET simulated ET for extended periods of time (Figure 2.6, middle 
panels). This performance showed how the model responded to the faster rate of soil 
moisture depletion due to the higher MODIS-PET demand. Simulated ET from the MODIS-
PET responded more quickly to the precipitation input as it increased or decreased directly as 
the result of temporal patterns over each site (Figures 2.5 and 2.6, top panels). The NC-PET 
simulated ET was often equal to the PET maximum in both the wet and dry years throughout 
the season, while the simulated ET from the MODIS-PET reached the potential demand 
maximum only in direct connection with precipitation events.   
Simulated ET from the NC-PET and the MODIS-PET were poorly correlated to the 
observed ET from the three flux sites (Figure 2.7; Table 2.7). Although the correlations were 
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higher for the NC-PET (Table 2.7), better match with the observed ET was noted by the ET 
from the MODIS-PET (Figure 2.7 d, e, and f). The low NC-PET values set an upper limit on 
the magnitude of simulated ET such that it was lower than the observed ET from about 2 mm 
day
-1
 (Figure 2.7c) to 7 mm day
-1
 (Figure 2.7b).   
 
 
Figure 2.7. Daily comparisons of the flux tower observed ET and the NC-PET (black dots), 
and the MODIS-PET (open circles) for (a and d) the Squaw Creek; (b and e) the 
Redwood River; and, (c and f) the St. Croix River. 
 
Both the MODIS-PET and the NC-PET simulations underestimated ET for the 
Redwood River (BIAS -0.56 and -0.66 mm day
-1
, respectively, Table 2.7). The Squaw Creek 
ET from the MODIS-PET showed positive BIAS (0.98) while the magnitude of the BIAS 
was slightly smaller for the MODIS-PET simulations for the Squaw Creek and Redwood 
River. Simulated ET BIAS was positive for both PET data sets at the St. Croix River (NC-
PET 1.04 mm day
-1
) and slightly larger for the MODIS-PET (1.21 mm day
-1
).   
 
41 
 
 
Table 2.7. Average error statistics for comparisons of the daily ground-based observed ET 
with the NC-PET, and the MODIS-PET simulated ET for the Squaw Creek, the 
Redwood River, and the St. Croix River. 
 
 
2.3.5     Sensitivity of results to the Priestley-Taylor coefficient  
The model results show that discharge simulations were better when using the NC-
PET demand curves, even after data and site-specific model calibration. One explanation 
may be that the MODIS-PET demand curves were larger in magnitude than the NC-PET 
demand curves, and as a result, discharge was often underestimated to a greater degree in the 
MODIS-PET simulations. Possible sources of error and uncertainty in the MODIS-PET 
included the MODIS observations, the Kim and Hogue method (2008, 2013) used in the 
estimation of the daily PET, or the short time period for generating the MODIS-PET demand 
curves. In this analysis, we were not able to capture daily variability or extremes in the PET 
or ET. Using the daily MODIS-PET values as model input (rather than the MODIS-PET long 
term average) would more likely capture this variability and may lead to better results; this 
will be addressed in ongoing work. 
As mentioned earlier, the value of the MODIS-PET was largely influenced by 
observations of the net radiation derived from MODIS variables. For the three flux sites, the 
basin-average net radiation calculated from the MODIS data compared well with the net 
Basin PET R
2
BIAS (mm day
-1
)
Squaw Creek NC-PET 0.24 -1.16
M-PET 0.15 0.98
Redwood River NC-PET 0.15 -0.66
M-PET 0.07 -0.56
St. Croix NC-PET 0.29 1.04
M-PET 0.01 1.21
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radiation observed at the flux sites, though overall comparison showed a generally high bias 
(Figure 2.8). The average net radiation from the MODIS data was 190 W m
-2
 compared to a 
slightly lower average flux site net radiation of 180 W m
-2
. Studies have found good 
correlation between MODIS observations and point-scale observations (Bisht et al. 2005; 
Kim and Hogue 2008; Jacobs et al. 2009; Jin et al. 2011), though slight degradation when 
comparing the point-scale observations to basin average variables (Spies et al., 2015). 
 
 
Figure 2.8. Comparison of the MODIS variables air temperature and net radiation to the 
ground-based air temperature and net radiation from the flux tower sites at (a, d) 
the Squaw Creek; (b, e) the Redwood River; (c, f) the St. Croix River.  
 
Numerous studies indicated that the Priestley-Taylor coefficient  may vary as a 
function of the wind speed, relative humidity, vapor pressure deficit or canopy conductance. 
Further, the performance of the Priestley-Taylor formula may be improved by adjusting the  
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parameter for a given geographical region or a specific time period (Jury and Tanner, 1976; 
Flint and Childs, 1991; Pereira 2004; Baldocchi and Zu 2007; Anderson et al 2007). In this 
study the constant value of =1.26 was used, a value known to be appropriate for humid 
regions like the upper Midwest (Eichinger et al., 1996; Wang et al., 2004; Kim and Hogue, 
2008). However, researchers also have argued that only under the most saturated conditions 
with partial canopy cover will =1.26. In a study of agricultural fields across the USA, Agam 
et al. (2010) found that as the warm season progressed, soil moisture levels decreased and 
row crops no longer transpired at the potential rate. As a result,  parameter value should 
decrease to account for the increase in surface resistance to the latent heat flux. Still others 
have observed that under well-watered closed-canopy conditions,  could reach values 
approaching =2.0 (Baldocchi et al., 1997; Anderson et al., 2007; Agam et al., 2010).   
Given the uncertainty and variability in the Priestley-Taylor  parameter, the impact 
of the  value on the MODIS-PET demand curve and streamflow simulations in the SAC-
SMA were briefly explored. The Squaw Creek, in which the MODIS-PET had slightly above 
average performance, was used for this analysis (Figure 2.9). The original MODIS-PET was 
the data source for calibration of the SAC-SMA model parameters.  
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Figure 2.9. (a) The MODIS-PET demand curves resulting from changes to the Priestley-
Taylor alpha parameter; (b) the impact to simulated discharge using each alpha 
parameter scenario for a wet year (1993); (c) the impact to simulated discharge 
using each alpha parameter scenario for a dry year (1996). 
   
Model efficiency was higher with  = 0.90 for all years except 2000 (a wet year) and 
1997 (a dry year) (Table 2.8). The average NSE scores improved from 0.43 to 0.50 and the 
average BIAS in simulated discharge decreased from -3.43 mm day
-1
 to -0.10 mm day
-1
. 
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Increasing  to =1.64 does not improve the model efficiency compared to =1.26, although 
there was a notable improvement observed in the year 1995.   
 
Table 2.8. Summary statistics showing the NSE efficiency for discharge simulations with 
changes to the alpha-parameter for the Squaw Creek, IA study site. The modified 
Priestley-Taylor alpha parameter values were  = 0.90 and  = 1.64. Note: The 
numbers in bold highlight the years with improvement in simulation efficiency 
compared to the simulations with  = 1.26. 
 
 
In the wettest year (1993) the scenario  = 0.90 performed the best (Figure 2.9b, 
Table 2.8). With an average of over 100 mm more precipitation than the other warm season 
periods, the lower  value accommodated the limitation on evaporation that resulted from 
increased atmospheric saturation. With the  = 0.90 representing the limit on atmospheric 
conditions, less water was lost to evaporation thus more water was available for routing to 
streamflow (Figure 2.9), which slightly improved upon the simulated hydrographs peaks. 
Although the NSE was greatly improved by using a smaller  value for the year 1993, the 
simulated hydrograph revealed that errors remained in the simulation, likely due to either 
error in the model structure of the SAC-SMA, or in data input errors in the precipitation 
input.     
In the dry year 1996 (Figure 2.9c),  = 0.90 improved the estimation of the 
hydrograph peaks in May to mid-June, but worsened the overestimation of low flows from 
mid-July through September. Similar to 1993, the smaller values of the alpha parameter in 
Alpha
value 1993 1994 1995 1996 1997 1998 1999 2000
0.90 0.70 0.47 0.31 0.59 0.27 0.84 0.53 -7.90
1.26 0.52 0.42 0.25 0.42 0.65 0.72 0.43 -0.15
1.68 0.49 0.44 0.32 0.43 0.63 0.71 0.44 -3.45
NSE
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1996 worked best during wetter periods when ET processes may be suppressed due to higher 
atmospheric water content. However, as conditions dried considerably later in the summer, 
the smaller alpha value resulted in model soil stores that were too large, thus overestimation 
of runoff and discharge peaks were observed.    
In contrast to lowering the  value, the model simulation results appeared relatively 
insensitive to increasing the  value, even during the wettest years when presumably 
conditions were not water limited (Figure 2.9, Table 2.8). Additionally, the  = 1.64 did not 
improve the overestimation of discharge during the late summer 1996 dry period. Spies et al. 
(2015) found that increasing the PET inputs to the spatially-distributed version of the SAC-
SMA (HL-RDHM) also did not improve the erroneously overestimated discharge in the late 
summer in these same study sites. These latter observations point to ET and/or runoff 
generation mechanisms in the model that do not properly capture the watershed dynamics in 
this region during dry periods. 
Results of the  sensitivity test indicate that a varying  value may improve the SAC-
SMA simulations with the MODIS-PET data. Applying lower  values at different times of 
the year, particularly during the early season and under wet conditions, would likely lead to 
improvements in the simulated discharge. Recall that the NC-PET curves often peaked in 
mid-July or mid-August with lower PET in early summer. In contrast, the MODIS-PET 
demand curves peaked in mid-June, consistent with the peak in net radiation. This may be 
one reason the MODIS-PET demand curves did not perform as well as, or better than, the 
NC-PET demand curves. 
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2.4     Conclusions 
The effectiveness of using MODIS products to derive an updated PET demand curve 
for input into the spatially lumped SAC-SMA model was evaluated for a range of watersheds 
in the NCRFC region. The MODIS-PET simulations produced acceptable model efficiencies 
(i.e. NSE >0.30) at only seven sites during the calibration period and eight sites during the 
verification period. The NC-PET, in contrast, produced acceptable model efficiencies at 
fourteen sites during the calibration and the verification period. The higher MODIS-PET 
values resulted in a slightly more negative discharge BIAS compared to the NC-PET. 
However, the MODIS-PET discharge simulations visually matched the observed 
hydrographs well, and out-performed the NC-PET in select individual years.   
One potential advantage of the MODIS-PET was the more realistic representation of 
ET dynamics and range as compared with the observed ET at three flux sites; further 
investigation into the potential high BIAS, however, is warranted. One avenue for correcting 
these biases may be through adjustment of the Priestley-Taylor  parameter. Additional 
investigations should also include assessment of potential biases in the precipitation inputs. A 
low bias in precipitation could be exacerbating the underestimation of discharge in the 
MODIS-PET simulations. 
Finally, potentially valuable information about the daily variability of PET may be 
lost when converting the MODIS-PET daily data to long-term averages. The use of 
climatological PET as input to conceptual models has been identified as a limitation for 
exploring historical watershed behavior (Le Lay et al., 2007; Steffens and Franz, 2012). It 
follows that real-time streamflow simulations conducted for hydrologic prediction would also 
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be limited by the use of static, historical estimates of PET. In follow-on work, the application 
of the MODIS-derived daily PET time series in the SAC-SMA will be evaluated. 
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CHAPTER 3      
CASE STUDIES OF A MODIS-BASED POTENTIAL EVAPOTRANSPIRATION 
INPUT TO THE SACRAMENTO SOIL MOISTURE ACCOUNTING MODEL 
 
A paper published in The Journal of Hydrometeorology
6
 
Angela L. Bowman
7,8
, Kristie J. Franz
2
, and Terri S. Hogue
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Abstract 
 A satellite-based potential evapotranspiration (PET) estimate derived from Moderate 
Resolution Imaging Spectroradiometer (MODIS) observations was tested for input to the 
spatially lumped and gridded Sacramento Soil Moisture Accounting (SAC-SMA) model. 
Fifteen forecast points within the National Weather Service (NWS) North Central River 
Forecast Center (NCRFC) forecasting region were the basis for this analysis. Through a 
series of case studies, the MODIS-derived PET estimate (defined as MODIS-PET) was 
evaluated for input to the SAC-SMA by comparing streamflow simulations with those from 
traditional SAC-SMA ET demand. Two prior studies have evaluated the MODIS-PET data 
1) to compute new long-term average ET demand values, and 2) to input a time series (i.e. 
daily time-varying PET) to the NWS Hydrology Lab Research Distributed Hydrologic Model 
(HL-RDHM), a spatially distributed version of the SAC-SMA. This current paper presents 
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results from a third test in which the MODIS-PET time series is input to the lumped SAC-
SMA. In all cases, evaluation is between the MODIS-PET data to the long-term average 
values used by the NWS. Similar to prior studies, results of the current analysis are mixed 
with improved model evaluation statistics for four of fifteen basins tested. Of the three cases, 
using the time-varying MODIS-PET as input to the distributed SAC-SMA led to the most 
promising results with model simulations that are at least as good as those when using the 
SAC-SMA ET demand. Analyses of the model simulated ET suggests that the time-varying 
MODIS-PET input may produce a more physically realistic representation of ET processes in 
both the lumped and distributed versions of the SAC-SMA model. 
 
3.1     Introduction 
Historically, spatially and temporally relevant meteorological data needed to compute 
daily potential evapotranspiration (PET) at the watershed scale has been lacking (Burnash 
1995; Fowler 2002). As a result, PET inputs into hydrologic models typically consist of long-
term averages rather than time-varying values. This practice is generally acceptable, as time-
varying PET inputs appear to add little value to streamflow simulations (Burnash 1995; 
Oudin et al. 2005a). Oudin et al. (2005a and b) evaluated the sensitivity of PET inputs into 
four rainfall-runoff models and concluded that long-term average PET inputs result in 
adequate streamflow simulations, thus negating the need for time-varying PET inputs. At the 
same time, though, for the purposes of operational use they questioned whether hydrologic 
models would be more effective with time-varying inputs that have better temporal 
resolution. In a 1981 study (Lindsey and Farnsworth 1997), the NWS compared the use of 
daily varying versus mean monthly PET inputs to hydrologic forecast models and found 
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overall improved streamflow simulations using the daily PET estimates. Recent advances in 
estimating daily PET from satellite (Kim and Hogue 2008; 2013) and modeling systems (Xia 
et al. 2014; 2015) have made access to spatially relevant PET for operational modeling 
possible. Thus, there is a need to revisit the potential benefits and limitations of applying a 
time-varying PET in operational streamflow prediction. 
Previous and current work explores the application of a daily, 500 m MODIS-derived 
PET estimate developed by Kim and Hogue (2008, 2013) for application in NWS streamflow 
forecast models in watersheds of the Upper Mississippi and Red River basins (Bowman et al. 
2015; Spies et al. 2015; Barik et al. 2016). The NWS applies the current operational 
streamflow prediction model—the Sacramento Soil Moisture Accounting (SAC-SMA) 
model—in a spatially lumped manner and inputs monthly or daily average values of 
evapotranspiration (ET) demand derived from historical values (Burnash 1995; Anderson 
2002). A spatially distributed version of the SAC-SMA, called the Hydrology Laboratory 
Research Distributed Hydrologic Model (HL-RDHM), also uses gridded long-term ET 
demand values created from maps of potential evaporation in Farnsworth et al. (1982). The 
MODIS-derived PET estimates (hereafter referred to as MODIS-PET) have been explored as 
input to each version of the SAC-SMA in prior work (case 1 and case 2, described below). 
The current work adds a third analysis to finalize all possible current applications of the 
MODIS-PET for operational modeling. The three cases are as follows: 
 Case 1: Bowman et al. (2015) tested the application of the MODIS-PET data for use 
in replacing the long-term average SAC-SMA ET demand values (monthly scale) 
used by the North Central River Forecast Center (NCRFC) for fifteen basins.  New 
values of SAC-SMA ET demand were computed from the MODIS-PET, and then 
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input to the spatially lumped SAC-SMA. The purpose of this test was to explore use 
of the MODIS-PET within the framework of current operational practice. 
 Case 2: Spies et al. (2015) tested the MODIS-PET time series (i.e. daily time-varying 
PET) as input to the distributed SAC-SMA in the HL-RDHM after re-gridding the 
data to the 4km model domain. This work explores the potential application of 
MODIS-PET for future forecast applications, which may include use of a distributed 
hydrologic model.  
 Case 3: The current analysis tested the application of the MODIS-PET time series 
(i.e. daily time-varying PET) as input to the spatially lumped SAC-SMA as a possible 
replacement for the long-term monthly average SAC-SMA ET demand values used 
under current operations. This study represents an intermediary step between cases 1 
and 2.  
Here we present results from Case 3 along with a comparison of the outcomes from 
all three studies.   
   
3.2     Methods 
3.2.1     Study basins and PET data  
The study basins tested here are the same fifteen forecast points used in Case 1 
(Figure 3.1) while thirteen basins were tested in Case 2. Mean daily values of precipitation, 
runoff, and the two PET inputs for each basin for the May 1 through September 30 
evaluation period are presented (Table 3.1). All forecast points fall within the NCRFC region 
in the Upper Mississippi and Red River basins.   
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Figure 3.1. National Weather Service North Central River Forecast Center (NWS-NCRFC) 
forecast basins (outline), study basins (gray), and Ameriflux flux tower sites used 
in the current study.  
 
Our baseline for evaluation in Case 3 was the application of SAC-SMA ET demand 
values for each forecast point (hereafter referred to as NC-PET) provided by the NCRFC. For 
Case 2, the baseline for evaluation was the a priori parameter grids developed by the Office 
of Hydrologic Development (OHD). The definition of the SAC-SMA ET demand is 
evaporation that occurs when moisture supply is not limited given existing vegetation type 
and activity level (Anderson 2002). The NC-PET values are the product of potential 
evaporation (PE), typically from climatological means (i.e. raw pan evaporation data), and 
monthly PE vegetation adjustment factors. The NC-PET input to the SAC-SMA model 
remains static from year to year. 
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Table 3.1. Study basins with associated North Central River Forecast Center (NCRFC) 
forecast point ID and USGS gaging station number. Basin size and characteristics 
including mean daily precipitation, basin discharge, and PET (mm) are presented 
for the May 1 through September 30 period for WY2003-2008. 
 
 
The daily, 500 m resolution MODIS-derived PET estimates (MODIS-PET) were 
spatially averaged to get basin average MODIS-PET for each of the fifteen sites. Net 
radiation, air temperature, and soil heat flux were estimated using nine MODIS products and 
input to the Priestley-Taylor formula (Kim and Hogue 2008, 2013; Bowman et al. 2015; 
Spies et al. 2015; Barik et al. 2016). The daily MODIS-PET was derived for May 1 through 
September 30. For the few days with missing MODIS-PET values, values were interpolated 
from available data. The study period (WY2003-2008) coincided with the availability of the 
satellite-derived MODIS-PET data as well as quality-controlled historical model inputs of 
precipitation and temperature provided by the NCRFC for the spatially lumped SAC-SMA. 
 
 
Beaver Creek NHRI4 05463000 899 3.77 1.29 4.50 6.09
North Raccoon River SCRI4 05482300 1813 3.35 0.87 3.80 6.23
South Skunk River AMEI4 05470000 816 3.84 1.04 4.00 6.21
Squaw Creek AMWI4 05470500 530 4.00 1.11 3.98 6.19
Wapsipinicon River IDPI4 05421000 2714 3.75 1.13 4.16 5.99
Blue Earth River RAPM5 05320000 6242 3.45 0.66 3.44 6.12
Clearwater River PLUM5 05078000 2847 2.61 0.15 4.24 5.53
High Island Creek HICM5 05327000 617 3.03 0.45 3.62 6.04
Kettle River SANM5 05336700 2248 2.96 0.65 3.44 5.78
Redwood River MMLM5 05315000 671 2.90 0.27 3.78 6.06
Crawfish River MILW3 05426000 1974 3.47 0.87 4.26 5.79
E.B., Pecatonica River BCHW3 05433000 572 3.42 0.86 4.52 5.91
Fox River BERW3 04073500 3471 3.09 0.91 3.98 5.99
Pecatonica River DARW3 05432500 707 3.64 0.95 4.44 5.89
St. Croix River DANW3 05333500 4092 2.77 0.64 3.86 5.83
Mean daily 
NC-PET       
(mm)
Mean daily 
M-PET       
(mm)
Mean daily 
runoff       
(mm)
Mean daily 
precipitation       
(mm)
Basin
Basin 
size   
(km
2
)
USGS Station      
ID
NCRFC 
Forecasting 
Point
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3.2.2     Sacramento Soil Moisture Accounting (SAC-SMA) model 
The SAC-SMA is a conceptual rainfall-runoff model that represents the 
hydrologically active soil zone as two layers, a thin upper zone and thicker lower zone 
(Burnash et al. 1973; Burnash 1995; Koren et al. 1999; Anderson 2002). Each layer is 
composed of tension water representing water driven by ET and diffusion, and free water 
representing water driven by gravitational forces. The simulated ET is a function of the SAC-
SMA ET demand and the available tension water, computed from the tension water storages 
in the upper and lower zones. Depletion in the upper zone tension water occurs only through 
evaporation; once the upper zone tension reaches saturation water then flows to the upper 
zone free water. From the upper zone free water both percolation to the lower zone and 
interflow occurs. Surface runoff begins once the upper zone free water reaches saturation.  
 
3.2.3     Evaluation of the PET inputs (NC-PET and MODIS-PET) 
The PET inputs (NC-PET and MODIS-PET) from three study basins were evaluated 
at the point-scale against “observed” average daily PET calculated using the Priestley-Taylor 
formula and observations from the nearest Ameriflux sites: Brooks 11 (Squaw Creek), 
Brookings (Redwood River), and Lost Creek (St. Croix River; Figure 3.1). In addition, 
comparisons were made of the SAC-SMA simulated ET from both PET inputs to latent heat 
flux observations from the same three Ameriflux sites. Finally, model simulated discharge 
was compared to USGS mean daily observed values for each forecasting point. Percent Bias 
(%Bias), mean absolute error (MAE), and Nash Sutcliffe Efficiency (NSE; Nash and 
Sutcliffe 1970) statistics were computed for the May 1 through September 30 period.    
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The SAC-SMA generally requires site-specific and data-specific calibration as this 
model is sensitive to the input data used in the calibration process (Anderson 2002). 
Therefore, the SAC-SMA calibration was completed for each basin and each PET input using 
a calibration period of October 1, 2005 through September 30, 2008. The verification period 
was October 1, 2002 through September 30, 2005 with a one-year spin-up period.  
 
3.2.4     Calibration methods utilized for each case study 
In each case study, calibration of the model was computed to each PET input and for 
each forecasting point. For the spatially lumped SAC-SMA applications (Cases 1 and 3), the 
calibration procedure followed the Multi-Step Automatic Calibration Scheme for thirteen 
SAC-SMA and five SNOW 17 parameters (MACS; Hogue et al. 2000; 2006). The MACS 
procedure is a three-step process in which all parameters are first calibrated using the log 
square error objective function to obtain overall fit to the observed hydrograph. Next, those 
parameters that most affect high flows are calibrated using the root mean square error 
objective function. A final step is completed to calibrate the parameters affecting the low 
flows using the log square error. 
For the distributed SAC-SMA application (Case 2), the calibration procedure 
followed the automated stepwise line search (SLS; Kuzman et al. 2008; NWS 2008). 
Parameter multipliers, rather than the parameter values, were calibrated and applied to the a 
priori parameter grids with the same multiplier applied to each grid cell. A multiscale 
objective function was utilized, and is discussed in further detail in Spies et al. (2015).  
To the extent possible, testing of the MODIS-PET was similar in all cases. PET 
inputs and model simulated ET from each case was evaluated against PET estimates and 
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latent heat flux observations from ground-based data at Ameriflux sites (Figure 3.1). The 
NC-PET (SAC-SMA ET demand) data was the baseline for evaluating the MODIS-PET data 
and its application in the SAC-SMA model. The MODIS-PET data were applied for the 
period of May 1 to September 30 each year, spanning the months when plant productivity is 
at its highest and ET is most significant to the regional water balance in the study region. 
SAC-SMA ET demand values were used for the period between October 1 and April 30. It is 
worth noting that NC-PET values averaged less than one millimeter per day during the 
October-April period and extensive cloud cover prevented derivation of MODIS-PET values 
for many days in the winter. In all three cases, the daily NC-PET and MODIS-PET values 
were divided evenly over each 6-hour simulation time step of the SAC-SMA.  All data 
comparisons and model analysis occurred for the months between May 1 and September 30. 
 
3.3     Results and Discussion 
3.3.1     Case 3: MODIS-PET and model simulated ET 
Evaluating the PET inputs (MODIS-PET and NC-PET), the average R
2
 value from 
the three sites with associated Ameriflux data is higher for the MODIS-PET (R
2
=0.21) than 
the NC-PET (R
2=0.10) when compared with the “observed” PET (Figure 3.1, Table 3.2). 
Kim and Hogue (2008) found an average point-to-pixel correlation for PET of R
2
=0.87 at 
four flux tower sites across the US. Note their study included the winter months. In our 
study, however, only the days from May 1 through September 30 were included, which may 
explain why the correlation between the observed and the estimated PET input was lower. In 
our evaluation of the PET inputs, the results from Case 3 were similar to the findings from 
Case 1 and Case 2 that showed the R
2
 from the MODIS-PET were better overall than the 
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NC-PET. Bowman et al. (2015) report an MODIS-PET R
2
=0.50 and NC-PET R
2
=0.33 (Case 
1) while Spies et al. (2015) report an MODIS-PET R
2
=0.66 and NC-PET R
2
=0.13 (Case 2). 
 
Table 3.2. Case 3 Bias (mm) and R2 statistics for the period May 1 through September 30 for 
WY2003-2008. PET estimated from the Priestley-Taylor formula and ground-
based observations are compared with the NC-PET and MODIS-PET model 
inputs. Model simulated ET from the NC-PET and MODIS-PET inputs are 
compared with ground-based latent heat flux for the Squaw Creek, Redwood 
River, and St. Croix River. 
 
 
PET comparison at the Brooks 11 (Squaw Creek) and Brookings (Redwood River) 
showed negative bias for the NC-PET and positive bias for the MODIS-PET while at the 
Lost Creek (St. Croix River) bias was negative for both inputs (Table 3.2). The magnitude of 
the bias was smaller on average for the MODIS-PET (1.03 mm) compared to NC-PET (2.17 
mm). The tendency for the MODIS-PET method to produce PET estimates with positive bias 
compared to ground-based estimates was a common observation among other studies (Kim 
and Hogue 2008, 2013; Barik et al. 2016; Xia et al. 2016). Likewise, across the case studies 
the PET data used by the NWS were consistently lower than the “observed” PET, in some 
instances by as much as four millimeters per day (Table 3.2; Bowman et al. 2015; Spies et al. 
2015). Several authors report an inability to close the energy balance at Ameriflux sites, and 
NC-PET M-PET NC-PET M-PET
R2 0.03 0.25 0.28 0.10
Bias (mm) -1.14 1.15 0.60 0.64
R2 0.24 0.23 0.16 0.11
Bias (mm) -1.41 0.87 -0.79 -0.77
R2 0.02 0.15 0.19 0.03
Bias (mm) -3.96 -1.08 1.46 1.80
Case 3
PET simulated ET
Squaw 
Creek
Redwood 
River
St. Croix 
River
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may be one factor contributing to bias in the PET estimates (Stoy et al. 2013; Tang et al., 
2011; Xia et al. 2015). Xia et al. (2015), in particular, used corrections for monthly mean ET 
observations to close the energy balance and assess bias in their data. 
For Case 3, comparisons between the model simulated ET for both PET inputs and 
the ground-based latent heat flux observations from the three Ameriflux sites are reported 
(Figure 3.1). The MODIS-PET model simulated ET had poorer correlation (R
2
=0.08) than 
the NC-PET (R
2
=0.21, Table 2) and on average, bias is slightly larger for the MODIS-PET 
(1.07 mm) compared to NC-PET (0.95 mm). The Case 3 correlation for model simulated ET 
was similar to both Case 1 (MODIS-PET R
2
=0.08, NC-PET R
2
=0.23) and Case 2 (MODIS-
PET R
2
=0.18, NC-PET R
2
=0.18) in which the simulated ET from the MODIS-PET 
performed slightly poorer overall. Because of the high bias of the MODIS-PET values in 
each case relative to the ground-based data, the degree of scatter in simulated ET was higher 
with the MODIS-PET for all sites and was the likely cause of the lower R
2
 values. However, 
Xia et al. (2014) report flux towers in the continental US tend to under-estimate ET (latent 
heat flux) by as much as 30%. Accounting for this potential error, the model simulated ET 
from the MODIS-PET could be more reflective of ET occurring in these watersheds than 
these comparisons may show. 
 
3.3.2     Case 3: Simulated discharge 
Simulated discharge produced from the MODIS-PET input for the calibration period 
had larger %Bias, ranging from -39.2% to -3.9%, compared to the simulation using NC-PET 
input, which ranged from -26.3% to +3.0% (Table 3.3). Lower %Bias compared to NC-PET 
occurred with the MODIS-PET for only four basins (Beaver Creek, North Raccoon River, 
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Squaw Creek, and East Branch Pecatonica River). There was small improvement in mean 
error (average less than 1 mm day
-1
) for five basins (Beaver Creek, Squaw Creek, Kettle 
River, Crawfish River, and East Branch Pecatonica River) when using the MODIS-PET 
input.    
 
Table 3.3. Case 3 model evaluation statistics for streamflow simulations that show percent 
bias (%Bias), mean absolute error (MAE, m3 s-1), and Nash Sutcliffe Efficiency 
(NSE) for the calibration period (WY2006-2008) and verification period 
(WY2003-2005).  
 
 
Discharge was largely under-simulated by both the NC–PET and MODIS-PET inputs 
for the verification period; examples include the Beaver Creek and the Kettle River (Figure 
3.2). The South Skunk River NC-PET simulation is the exception, in which discharge is 
over-estimated (Table 3.3). Across all basins and all PET inputs, simulations tended to under-
estimate high flows, while low flows in general were slightly over-estimated. Beaver Creek 
(Figure 3.2a) had the greatest improvement in streamflow with the MODIS-PET, and the 
Kettle River (Figure 3.2b) had the least improvement in streamflow with the MODIS-PET. 
NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET NC-PET M-PET
Beaver Creek -26.25 -11.06 5.80 5.70 0.74 0.74 -28.45 -1.04 4.15 4.28 0.58 0.72
North Raccoon River -23.97 -18.91 7.30 8.90 0.72 0.65 -28.03 -40.80 8.77 11.62 0.65 0.40
South Skunk River 2.98 -18.49 4.26 4.32 0.84 0.82 9.96 -18.31 2.27 2.34 0.84 0.77
Squaw Creek -10.26 -3.91 4.42 3.09 0.76 0.86 -25.54 -4.36 2.79 2.40 0.58 0.69
Wapsipinicon River -26.21 -27.44 20.27 20.96 0.53 0.49 -30.73 -31.57 16.94 17.45 0.45 0.41
Blue Earth River -10.60 -21.98 18.31 22.77 0.70 0.40 -5.53 -33.62 15.90 25.03 0.82 0.63
Clearwater River -7.22 -28.53 2.09 2.62 0.69 0.54 -40.50 -48.64 2.96 3.27 0.30 0.24
High Island Creek -8.62 -14.88 0.83 1.27 0.76 0.58 -47.96 -57.96 2.88 3.18 0.36 0.27
Kettle River -7.41 -39.21 7.18 6.03 0.56 0.51 -24.77 -77.98 10.67 16.57 0.45 <0
Redwood River -31.49 -33.80 1.05 1.26 0.51 0.27 -3.68 -9.96 0.94 1.04 0.55 0.38
Crawfish River -5.22 -10.24 8.93 8.39 0.80 0.78 -5.81 -13.05 4.58 5.68 0.91 0.83
E.B., Pecatonica River -19.34 -12.77 1.58 1.43 0.80 0.80 -9.41 -8.67 0.62 1.14 0.69 0.70
Fox River 2.59 -19.60 7.41 9.76 0.89 0.76 -13.66 -36.09 7.58 13.76 0.86 0.62
Pecatonica River -16.25 -17.94 2.08 2.77 0.86 0.81 -12.91 -18.50 1.33 1.55 0.75 0.78
St. Croix River 12.78 -28.73 5.31 7.16 0.78 0.62 -8.58 -38.79 6.48 13.97 0.73 0.23
Bias (%) MAE
Verification
Basin
Calibration
MAE NSEBias (%) NSE
65 
 
 
The MODIS-PET produced smaller biases in simulated discharge than the NC-PET in three 
basins (Beaver Creek, Squaw Creek, and East Branch Pecatonica River) and lower mean 
error by less than 0.50 mm for one basin (Squaw Creek). For the remaining basins, NC-PET 
daily mean error was on average 2.50 mm lower than the MODIS-PET. NSE scores were 
higher overall with the NC-PET (0.63) than the MODIS-PET (0.55), though most showed 
similar model performance with either PET input. 
 
 
Figure 3.2. Discharge plots from Case 3 showing the MODIS-PET and NC-PET simulations 
compared with the observed for May 1 through September 30, 2004, for: a) the 
Beaver Creek; and, b) the Kettle River, the best and worst performing basin in 
terms of percent bias, respectively.  
 
3.3.3     Comparison of discharge simulations: Case 1, Case 2, and Case 3 
Case 2 had the lowest average %Bias (26%) of the three cases with the MODIS-PET 
inputs and was the only scenario in which the average MODIS-PET bias produced model 
simulations that over-estimated streamflow (i.e. had positive bias). Positive bias occurred for 
three basins (Beaver Creek, Redwood River, and East Branch Pecatonica River), and each 
showed improvement in the simulated discharge over the NC-PET. The Case 1 application of 
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the MODIS-PET produced the worst streamflow biases with observed discharge under-
estimated on average by 40% and as much as 60% in one basin (High Island Creek).  
NSE scores were improved or nearly identical when using the MODIS-PET data as 
compared to the NC-PET data in seven basins for Case 2 and four basins for Case 3 (Figure 
3.3). No basin showed improvement in NSE scores for Case 1. Based on comparison 
between the three cases, the MODIS-PET time series shows the most promise for 
applications to the distributed SAC-SMA. In addition, direct input of the daily MODIS-PET 
time series to the lumped model was more successful than using the data to update the long-
term monthly average values. The greatest overall improvement in NSE occurred for the 
Blue Earth River in Case 2 while the East Branch Pecatonica River and the Pecatonica River 
have improved NSE scores for both Case 2 and Case 3. 
 
 
Figure 3.3. Nash Sutcliffe Efficiency (NSE) delta comparison showing the difference 
between NC-PET and MODIS-PET discharge simulations for Case 1 (Bowman et 
al.2015), Case 2 (Spies et al.2015), and Case 3 (current study). Positive values 
indicate that the MODIS-PET had a higher NSE value than the NC-PET. 
Negative values indicate that the NC-PET had a higher NSE value than the 
MODIS-PET. 
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3.4     Conclusions 
With the case study presented here, we completed a series of tests in which we 
examined the application of a satellite-based PET estimate (MODIS-PET) with the following 
results:   
 Case 1: Testing new ET demand curves as input to the lumped SAC-SMA resulted in 
consistent under-estimation of simulated discharge and did not lead to improved 
performance as compared to the current operational PET data.  
 Case 2: Testing the time-varying MODIS-PET as input to the distributed SAC-SMA 
produced results that are able to match model performance when using inputs of long-
term average ET demand (NC-PET).  In some cases, performance improved with 
MODIS-PET even though simulated discharge was still under-estimated.  
 Case 3: Testing the time-varying MODIS-PET as input to the lumped SAC-SMA 
produced results that under-estimated simulated discharge, often with overall larger 
bias when compared to the SAC-SMA ET demand inputs. This application of the 
MODIS-PET data was more successful than Case 1 and led to improved results in 
four basins, though was less successful than Case 2 in terms of overall model 
efficiency. 
 
Each test failed to show consistent improvement in discharge simulations across all 
basins. However, the application of time-varying MODIS-PET input in the distributed 
modeling framework of the SAC-SMA (Case 2; Spies et al. 2015) had the best overall results 
and shows potential for future application of the MODIS-PET. Case 3 also shows promise as 
application of the time varying PET input to the lumped SAC-SMA performed well for some 
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basins.  Case 1 is not a recommended application of MODIS-PET based on simulated 
discharge results. Analyses of the simulated ET indicated that the time-varying MODIS-PET 
input (Case 2 and Case 3) produced a more physically realistic representation of ET 
processes in the model, suggesting that use of the MODIS-PET may improve one aspect of 
the model simulation (ET) at the expense of another (discharge). Results from the presented 
case studies further our understanding of the potential and current limitations of using 
satellite-based inputs in operational streamflow prediction.  
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Abstract 
Water resource planners require dynamic operational forecast information for making 
timely and accurate decisions, driving the necessity for hydrologic models that can account 
for physically-explicit processes at the watershed scale. In operational applications, long-
term average potential evapotranspiration (PET) inputs have been the standard; however, bias 
in the long-term average that underestimates an “observed” PET does not typically reflect the 
watershed conditions. As a result, model simulations can lead to uncertainty in hydrologic 
processes such as evapotranspiration (ET), soil moisture, and discharge. Accurate input of 
PET is one vital component for reflecting the overall water balance, and can ultimately assist 
in better decision-making. Sensitivity analysis of the modeled outputs to changes in a model 
input is one way of examining impact from the input data. In this analysis, we investigate the 
sensitivity of an operational streamflow prediction model to four PET inputs of temporally 
varying resolution that were derived from satellite observations for basins in two climate 
regions.  
The PET inputs were the 8-day, Monthly, Seasonal, and Annual mean values. 
Sensitivity of the model outputs were evaluated using a synthetic discharge, and sensitivity of 
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the model parameters evaluated to examine the impact to model skill. Discharge simulations 
for the two basins, the South Fork of the Iowa River (SFIR) and the McElmo Creek, show 
little sensitivity to the PET inputs. However, the Annual PET resolution did show degrading 
skill in modeling to the hydrograph peaks. The simulated fluxes and states showed greater 
impact from the PET inputs. Based on evaluation statistics, the soil moisture deficits 
averaged 40% reduction in water volume from the observed while simulated ET averaged 
70% overall reduction in model performance. Estimating realistic PET from satellite-derived 
sources are critical to demonstrating the full benefit of a satellite data for future operational 
use.  
 
4.1 Introduction 
Understanding the usefulness of hydrologic model input data, from precipitation to 
potential evapotranspiration (PET), has been a research focus for advancing operational 
streamflow prediction over the last twenty years (Burnash, 1995; Fowler, 2002; Oudin et al., 
2005; Koren et al., 2008; Behrangi et al., 2011; Hobbins et al., 2012; Tong et al., 2014; Barik 
et al., 2016). PET is conceptual in nature (Hobbins et al., 2008), and instead of being 
measured directly from observations, is estimated from atmospheric processes that can be 
measured, including the net radiation, air temperature, vapor pressure, and wind speed 
(Donohue et al., 2010). In prior studies of operational hydrologic modeling that requires PET 
as a key input, little, if any, sensitivity has been observed in simulations that include a daily, 
as opposed to climatological (i.e. long term average), PET inputs (Burnash, 1995; Anderson, 
2002; Fowler, 2002; Oudin et al., 2005). This is likely because conceptual rainfall-runoff 
models tend to act as low-pass filters that smooth the impact of the daily variability of PET 
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inputs by using only a portion of the PET that is available in the simulation (Oudin et al., 
2005).  
Improving the spatial and temporal resolution of PET estimates has been the subject 
of many studies. Examples of the ways that PET have been derived for application to 
operational modeling include: 1) synthetic pan evaporation data derived from NLDAS data 
assimilation (Epan; Hobbins et al., 2012); 2) DAYMET continuous surface weather variables 
(Thornton et al., 1997; Caldwell et al., 2015); and, 3) remotely-sensed variables from satellite 
sources (Kim and Hogue 2008, 2013). These studies focused on the impact of the PET input 
to the simulated discharge while disregarding other watershed processes such as 
evapotranspiration (ET) or soil moisture. Other studies (Bowman et al., 2015; 2016; Spies et 
al., 2015) found that by improving the PET input data, the model simulations of ET are more 
representative of watershed processes, though often at the expense of matching the simulated 
discharge to the observed. As pointed out in Smith et al., (2013), however, as datasets with 
increased resolution become more commonplace, it is important to realize that increased 
spatial or temporal resolution may not necessarily translate to increased data realism and 
accuracy. 
The goal of this study is to analyze the impact of four PET inputs of temporally 
varying resolution to simulations from an operational streamflow prediction model. We will 
present the results of two analyses of sensitivity by examining 1) the impact to the model 
skill in discharge, ET, and soil moisture simulations; and, 2) the impact to the model 
parameterization given the four PET inputs. In this study, the National Weather Service 
(NWS) operational streamflow prediction Sacramento Soil Moisture Accounting (SAC-
SMA) model is the basis for evaluation. Analysis of the model skill sensitivity of discharge, 
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ET, and soil moisture from the PET inputs is compared to a synthetic dataset of discharge, 
ET, and soil moisture. Analysis of the model parameterization sensitivity is through 
nonparametric statistical analysis of the parameters that comprise the SAC-SMA model.  
 
4.2 Methods 
4.2.1 Four potential evapotranspiration inputs of temporally varying resolution 
A potential evapotranspiration (PET) product originally developed by Kim and 
Hogue (2008), and developed over time (Kim and Hogue, 2011, 2013) and by other 
researchers (Barik et al., 2016; Knipper et al., 2017) has been tested in a series of prior 
studies for application to an operational streamflow prediction model (Bowman et al., 2015; 
2016; Spies et al., 2015; Barik et al., 2016). The PET estimates derive from Moderate 
Resolution Imaging Spectroradiometer (MODIS) observations on board NASA’s Earth 
Observing System (EOS) Terra and Aqua satellites. The PET product, referred to as the 
MODIS-PET, was available for every day with viable observations from October 1, 2002 
through September 30, 2014. Missing data gaps were filled through linear interpolation and 
verified with ground-based estimates, when possible. We chose the MODIS-PET for this 
analysis to complete the series of studies that test the potential of this product for input to an 
operational streamflow prediction model. 
Overall, four inputs of varying temporal resolution of the MODIS-PET were 
generated and represent values for the 8-day, Monthly, Seasonal, and Annual daily mean 
value (Table 4.1; Figure 4.1). The inputs ranged from 0.08 to 9.16 mm day
-1
, and though the 
mean value was similar for each input, the range of values narrowed from the 8-day to the 
Annual.  
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Table 4.1. Descriptive statistics of the four PET temporal inputs for the South Fork of the 
Iowa River, and for the McElmo Creek. The minimum, maximum, and mean 
values are all shown in millimeters per day (mm day
-1
).  
 
 
It is important to note that any PET dataset could have been chosen for this analysis. 
We chose the MODIS-PET for several reasons: 1) we previously tested this product for 
application to operational forecasting, and this analysis was the logical next step (Bowman et 
al., 2015; 2016; Spies et al., 2015; Barik et al., 2016); 2) the MODIS-PET represents the 
atmospheric processes occurring in watersheds in two climate regions. Understanding 
hydrologic response in diverse watersheds may lead to further knowledge of the PET inputs; 
and, 3) data inputs that represent the physical processes occurring in the watershed are still 
important, even though a synthetic dataset was used for evaluation.   
 
4.2.2 Synthetic dataset of the discharge, ET, and soil moisture 
A synthetic dataset of model simulations from calibration of the original MODIS-
PET was generated for the benefit of isolating the impact of the temporally varying PET 
inputs on model skill. The control inputs for the synthetic dataset included the basin-specific 
mean areal precipitation and temperature, the MODIS-PET daily version, and the model 
parameters calibrated to the input data. The mean areal precipitation and temperature inputs 
for the South Fork of the Iowa River and the McElmo Creek basins were obtained from the 
PET Input Minimum Maximum Mean Daily Minimum Maximum Mean Daily
8-day 0.08 9.16 3.09 1.20 11.64 5.26
Monthly 0.11 7.92 3.09 1.22 10.94 5.26
Seasonal 0.33 6.44 3.09 1.56 9.22 5.26
Annual 2.83 3.48 3.07 2.02 6.00 5.26
South Fork McElmo
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North Central and Colorado Basin River Forecast Centers (NCRFC and CBRFC, 
respectively). The Daily MODIS-PET was the original, dynamic data produced by the 
MODIS-PET algorithm. Results of the Daily MODIS-PET are presented in Appendix A.  
The four PET inputs of the varying temporal resolution were compared with the Daily 
MODIS-PET as an initial evaluation of the representativeness of the inputs (Figure 4.1; Table 
4.2). The coefficient of determination (R
2
) was used for a pair-wise comparison of the 
estimated PET and the model simulated ET and describes the proportion of the variance in 
the observed data that can be described by the simulated values. In other words, R
2
 describes 
the goodness of fit of the PET input values to the observed values: 
R2 =  [
∑ (Obst− Obs̅̅ ̅̅ ̅̅ )∗ (Simt− Sim̅̅ ̅̅ ̅̅ )
n
t=1
[∑ (Obst− Obs̅̅ ̅̅ ̅̅ )
2n
t=1 ]
0.5
∗ [∑ (Simt− Obs̅̅ ̅̅ ̅̅ )
2n
t=1 ]
0.5]
2
 (4.1), 
Bias =  
∑ (Simt−Obst)
n
t=1
n
 (4.2), 
 
 
Figure 4.1. Comparison of the four PET temporal inputs for (a, b, c, d) the South Fork of the 
Iowa River; and, (e, f, g, h) the McElmo Creek. The synthetic PET from the 
MODIS-PET is the evaluation metric, and in this study, the synthetic PET is 
referred to as the observed PET. 
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The model Bias (Table 4.2) represents the average mean error of the simulated values 
to the observed, in the units of millimeters per day. Negative Bias indicates the model 
underestimates the observed while positive Bias indicates the model overestimates the 
observed. 
 
Table 4.2. Model evaluation statistics of the four PET temporal inputs for the South Fork of 
the Iowa River, and the McElmo Creek. The synthetic PET from the MODIS-PET 
is the evaluation metric, and in this study, the synthetic PET is referred to as the 
observed PET. 
 
 
The results will focus on evaluation of model simulations from the four PET inputs 
(8-day, Monthly, Seasonal, Annual) and the synthetic dataset of the discharge, ET, and soil 
moisture. For simplicity in presentation, the synthetic dataset will be referred to as the 
observed discharge, observed ET, or observed soil moisture. 
 
4.2.3 Sensitivity analysis of the model outputs to the PET inputs 
Sensitivity analysis of the model outputs to the temporally varying PET inputs of 
discharge, ET, and soil moisture was conducted in a one-input-at-a-time approach (Pianosi et 
al., 2016). In this approach output variations were induced by varying one PET input factor 
PET input R
2 Bias (mm) MAE (mm) R
2 Bias (mm) MAE (mm)
8-day 0.857 -0.0002 0.6148 0.863 0.0001 0.7538
Monthly 0.816 0.0001 0.7712 0.848 0.0000 0.8297
Seasonal 0.675 0.0003 1.1875 0.796 -0.0009 1.1373
Annual 0.007 0.0053 2.5123 0.004 0.0277 3.5278
South Fork McElmo Creek
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for each simulation, while keeping all other input factors, including precipitation, 
temperature, and model parameters, fixed. This type of sensitivity analysis is common in 
hydrologic modeling to evaluate the impact on simulation outputs given uncertainty in the 
data inputs.  
Model skill sensitivity of the discharge, ET, and soil moisture for each PET input 
simulation was compared with a synthetic dataset of discharge, ET, and soil moisture and 
was reported by the evaluation statistics including: the Nash Sutcliffe Efficiency (NSE), the 
mean absolute error (MAE), the water balance efficiency (WBE), and the Bias (Oudin et al., 
2005; Moriasi et al., 2007). The NSE is a common method used to quantify the efficiency in 
model skill to predict the observed value. NSE is normalized from -∞ to 1. A score above 
zero means that the model skill is better than the mean of the observed value. One limitation, 
however, is that the overestimation of errors related to simulating high flows can lead to an 
overestimation of model performance. One way to account for this limitation is to examine 
the error in all flows, by the MAE which computes the magnitude of errors in absolute terms. 
The MAE provides a more balanced image of the overall model skill. The WBE is a measure, 
from zero to one, of the match in simulated water balance volume to the observed. WBE 
measures the ability of the model to correctly reproduce streamflow volume over the 
verification period and thus compensates among the errors at each time step. The Bias 
computes the mean error with the advantage of highlighting whether model skill is over or 
underestimated.  
 Specific performance measures were used for the different analyses presented in this 
study. The statistics used for evaluation of the model skill include: 
 
79 
 
 
NSE = 1 −  [
∑ (Obst− Simt)
2n
t=1
∑ (Obst− Obs̅̅ ̅̅ ̅̅ )
2n
t=1
] (4.3), 
MAE =  
1
n
 ∑ |Sim − Obs|nt=1  (4.4), 
WBE =  [1 −  |1 −  
∑ Simt
n
t=1
∑ Obst
n
t=1
|] (4.5), 
where Obst is the observed value at time, t, and Simt is the model simulated value at 
time, t. The mean value of the observed is given by Obs̅̅ ̅̅ ̅ during the period, n, and the mean 
value of the model simulation is given by Sim̅̅ ̅̅ ̅. 
 
4.2.4 Sensitivity Analysis of the model parameters to the PET inputs 
Sensitivity analysis of model parameters was explored through global sensitivity 
analysis (Tang et al., 2007; He et al., 2011; Pianosi et al., 2016). Global sensitivity considers 
not just one output from a given parameter set, but a range of variability given the model 
inputs. In this case, a given parameter was tested through 10,000 Monte Carlo runs that 
created ten discharge simulations with a corresponding objective function value. The 
objective functions, Daily Root Mean Square (DRMS) and MAE were chosen to highlight 
sensitivity related to 1) the hydrograph match to the observed high flows; and, 2) the 
observed match to all hydrograph components.  
The objective functions used for evaluation of the model parameter sensitivity include 
the MAE (eq. 4) and the DRMS: 
DRMS =  √
∑ (Sim−Obs)2nt=1
n
 (4.6) 
The Kolmogorov-Smirnov (KS) goodness of fit test quantified the vertical distance, 
between zero and one, of the ten plots of cumulative discharge and objective function value. 
The parameter sets were generated within a set range of feasible parameter values and 10,000 
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corresponding objective functions that minimized the errors in the parameter values were 
obtained. Parameters were considered sensitive when the KS value reached a certain 
threshold, dependent on the range of the differences. In this case, the DRMS threshold was 
6% while the MAE threshold was 6.5%. Higher KS value indicates a higher parameter 
sensitivity. Parameters were considered not sensitive if the cumulative distributions of the 
objective functions did not vary between within the given threshold of the ten parameter sets. 
 
4.2.5 Hydrologic models and calibration 
The SNOW17 temperature index model (Anderson, 1973) was used to model 
snowpack processes during the winter months. Inputs to the SNOW17 include air 
temperature and precipitation; air temperature is used to model snowpack processes and 
model snow as a single layer (Anderson, 1973; Franz et al., 2008). SNOW17 model 
parameters were kept at a constant value to limit impact to the calibrations. The SNOW17 
was applied in a spatially lumped manner and at a 6-hour time step. Model output was melt 
plus rain-on-bare-ground. 
The Sacramento Soil Moisture Accounting (SAC-SMA) model is used by the 
National Weather Service (NWS) with input requirements that include the output from the 
SNOW17 during periods with snow cover, and precipitation as rainfall during other periods. 
The other input includes the daily PET; all input data is implemented across a 6-hour time 
step. The SAC-SMA was designed to represent unsaturated zone characteristics that are 
physically realistic and that include a rational percolation function so that all hydrograph 
components are realistically simulated.  
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Two soil layers represent the unsaturated zone, an upper zone consisting of the root 
zone of most plants (upper few centimeters) and a lower zone, which is the deeper 
unsaturated zone, below the primary root zone but above the regional unconfined water table. 
The parameters of the upper and lower tension water zones control the rate of water loss to 
evaporation and transpiration. The upper zone tension also represents water intercepted by 
surface vegetation and water stored through surface depressions. The free water storage of 
the upper zone is the primary source of surface runoff and can change quickly, especially 
with precipitation events. The sum of the upper zone tension and free water storages at a 
given time step is the primary correlation to the observed soil moisture for the South Fork of 
the Iowa River and the McElmo Creek, discussed in the Results section below.  
Calibration of the SAC-SMA model was required for each site and for each set of 
data inputs, and conducted using the Multistep Automatic Calibration Scheme (MACS; 
Hogue et al. 2000). The MACS three-step process included calibrating first to the overall 
streamflow hydrograph. The discharge data for initial calibration came from USGS gage 
stations located at the outlet for each basin. For the South Fork of the Iowa River, the USGS 
gage station was located at New Providence, IA (USGS ID 05451210), and for the McElmo 
Creek, the USGS gage station was located at the Colorado/Utah state border (USGS ID 
09372000).  
The second step included calibrating to the discharge high flows with the goal to 
minimize the volume difference between the observed and simulated high flows. It is typical 
in calibration of streamflow prediction models to focus on calibration to hydrograph peaks. 
However, Hogue et al. (2000) pointed out the imperative to calibrate parameters that would 
most reasonably simulate all hydrograph components, and the hydrograph recessions, in 
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particular. A calibration of this type would ensure adequate simulations of the soil moisture 
states and representative initial soil conditions for spring hydrologic outlooks and water 
resource planning. Thus, the final step was to calibrate to the low flows for selection of lower 
zone parameters that would minimize the volume difference between the observed and 
simulated hydrograph recessions and baseflow. 
For all analyses, calibration occurred from October 1, 2002 through September 30, 
2008 (WY2003-2008). The verification period occurred from October 1, 2007-September 30, 
2014 (WY2008-2014). To initialize the soil states, we added a one-year spin-up period, from 
October 1, 2007-September 30, 2008 (WY 2008). 
 
4.2.6 Study areas 
Two basins representing two different climate regions were the focus of this study 
(Figure 4.2; Table 4.3). The first basin, the South Fork of the Iowa River (SFIR), is located in 
north-central Iowa, in a climate region classified as humid. The second basin, the McElmo 
Creek, is located in southwestern Colorado, in a climate region classified as semiarid. The 
SFIR forecasting point lies in the North Central River Forecast Center (NCRFC) region and 
is a sub-basin of the Iowa River, which drains into the Mississippi River and ultimately into 
the Gulf of Mexico. Land use is dominated by variable row crop vegetation (corn and 
soybeans) fed by precipitation that averages over 850 mm year
-1
. 
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Figure 4.2. Geographic location of the study basins the South Fork of the Iowa River, located 
in north-central Iowa, and the McElmo Creek, located in southwestern Colorado.  
 
The SFIR is characterized by topographic relief of less than 100 m (elevation range 
297 to 383 m) with a poorly developed surface drainage network that is the result of glacial 
advance of the Laurentide ice sheet during the late Wisconsinan stage 30,000 ~ 12,000 years 
ago. Glacial deposits average greater than 50 m in thickness and overlie Mississippian age 
limestone and dolomite bedrock formations. These glacial deposits were the foundation for 
development of fertile agricultural land, with high organic and moisture content. The excess 
moisture in the unsaturated zone, however, has long been a concern for land management and 
agricultural production (Tomer et al., 2008).   
 
Table 4.3. Site information for the South Fork of the Iowa River and McElmo Creek 
forecasting points. Precipitation, flow and PET are mean daily values (mm). 
Temperature is mean daily in °C. 
  
 
Basin Climate
Agriculture 
System
Elevation 
Zones
Size (km
2
) Temperature Precipitation Flow PET
South Fork Humid Rain-fed 1 580 8.08 2.2 0.53 3.09
McElmo Creek Semiarid Irrigation 2 925 8.96 0.93 0.19 5.27
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The McElmo Creek is a forecasting point in the Colorado Basin River Forecast 
Center (CBRFC) region, which drains into the Colorado River and ultimately into the Sea of 
Cortez. Dominant land use includes shrubs and grasses with crops fed through irrigation due 
to precipitation that averages less than 350 mm year
-1
. As part of the CBRFC forecasting 
operations in regions with high topographic relief, the McElmo Creek is divided into two 
elevation zones, with overall range in elevation from 1378 to 2889 m. The lower elevation 
zone makes up 88% of the basin, and, since it lies within the river valley, the primary land 
use is irrigated agriculture. The upper elevation zone makes up 12% of the basin with forest 
the dominant land cover; most of the precipitation in this zone falls as snow. 
The McElmo basin is characterized by weathered bedrock soils with high mineral 
content. Soil development is slow, and, in contrast to the well-developed soils of the SFIR, 
the soils in the McElmo basin closely resemble the shallow bedrock from which they were 
derived. Spatially variable precipitation punctuated by extended dry periods result in limited 
opportunity for soil moisture recharge; summer monsoon months tend to have high runoff. In 
winter months, the soil moisture concentration tends to be higher with higher infiltration rates 
and less surface runoff. 
 
4.3 Results and Discussion 
4.3.1 Sensitivity analysis of the model outputs to the PET inputs 
For the SFIR, the shape and timing of the simulated discharge hydrographs for the 
four PET inputs were similar, overall, to the observed hydrograph (Figure 4.3a). The largest 
differences were evident in the hydrograph recessions, where the volume of water increased 
as the temporal resolution of the PET inputs decreased. For the McElmo Creek, the shape 
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and timing of the simulated discharge hydrographs for the four PET inputs were also similar, 
overall, to the observed hydrograph (Figure 4.3b), with the largest differences evident in the 
hydrograph high flows. Again, the volume of water in the hydrograph high flows increased 
as the temporal resolution of the PET inputs decreased.   
 
 
Figure 4.3. Discharge hydrographs of the spring and summer, 2010 simulations for (a) the 
South Fork of the Iowa River and (b) the McElmo Creek. The observed is the 
area in gray; 8-day (black dotted line); Monthly (black dashed line); Seasonal 
(gray line); Annual (black line). 
 
Overall model efficiency scores for the SFIR discharge simulations averaged about 
0.3% change across the PET inputs (Table 4.4).The Monthly had the highest NSE (1.0000), 
followed by the 8-day (0.9994), and Seasonal (0.9991). The Annual had the lowest NSE 
(0.9919), although the percent change in NSE was still less than 1%. Overall model 
efficiency scores for the McElmo Creek discharge simulations averaged almost 14% change 
across the PET inputs (Table 4.4). The 8-day had the highest NSE (0.9994), followed by the 
Monthly (0.9991), and Seasonal (0.9899). The percent change between the three best PET 
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inputs for McElmo Creek averaged less than 0.5%. The Annual (0.5891) had the lowest NSE, 
similar to the SFIR NSE, although the percent change in McElmo was over 40% from the 
other PET inputs.  
NSE scores tend to have sensitivity to extreme discharge (i.e. high flows), resulting 
from the squaring of the difference between the modeled and the observed values. Thus, with 
larger differences such as those observed in the McElmo Creek Annual simulation (Figure 
4.3b), the scores will emphasize those errors (Moriasi et al., 2007). Poor efficiency in the 
Annual water balance was due to the inability of model simulations accurately matching the 
high flows. Another reason likely could have been the constraints placed on the simulation 
given the low Annual PET input values. The upper tension zone remained full because water 
could not move quickly enough from the tension zone to keep up with the inputs, thus the 
excess water was removed via direct runoff. 
 
Table 4.4. Descriptive statistics for the South Fork of the Iowa River and McElmo Creek 
discharge simulations Nash Sutcliffe Efficiency (NSE, unitless); Water Balance 
Efficiency (WBE, unitless); Mean Absoluter Error (MAE, mm); Bias (mm). 
 
PET temporal 
resolution
NSE WBE MAE (mm) Bias (mm)
8-day 0.9994 0.9759 0.0070 0.0004
Monthly 1.0000 0.9949 0.0154 -0.0181
Seasonal 0.9991 0.9697 0.0352 -0.0528
Annual 0.9919 0.9099 0.0788 0.0649
8-day 0.9994 0.9747 0.0009 -0.5980
Monthly 0.9991 0.9700 0.0011 -0.5999
Seasonal 0.9899 0.8994 0.0034 -0.6290
Annual 0.5891 0.3593 0.0215 -0.8518
South Fork River
McElmo Creek
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Overall water balance efficiency (WBE) for the SFIR discharge simulations averaged 
less than 4.5% change across the PET inputs (Table 4.4).The Monthly had the highest WBE 
(0.9949), followed by the 8-day (0.9759), and Seasonal (0.9697). The percent change 
between the three best PET inputs averaged about 2%. The Annual (0.9099) had the lowest 
WBE, with an 8.5% reduction in efficiency when compared to the best (Monthly) input. As 
stated above, the WBE is an indicator of efficiency in the model simulated water balance to 
the observed. 
Overall WBE for the McElmo Creek discharge simulations was reduced almost 25% 
between the PET inputs (Table 4.4). The 8-day had the highest WBE (0.9747), followed by 
the Monthly (0.9700), and Seasonal (0.8994). The percent change between the three best 
PET inputs averaged about 4%. The Annual (0.3593) WBE was reduced over 60%, when 
compared to the best (8-day) input. One possibility for the poor efficiency could have been 
that the McElmo Creek Annual PET was out of phase (i.e. the maximum value was lower in 
the summer months, but higher in the winter months) with the other inputs (Figure 4.1h); 
thus, the model simulations forced water to direct runoff rather than to the ET. Even though 
the Annual input for the SFIR had the same out-of-phase pattern as the McElmo Creek, the 
SFIR had higher baseflow and soil stores (discussed below) to absorb excess water. 
The discharge error by percent change in MAE and for the 25
th
, 50
th
, 75
th
 percentile 
between the PET inputs ranged from 21% (Monthly, 25
th
 percentile) to 94% (Annual, 75
th
 
percentile) for the SFIR and from 0% (25
th
 percentile for all PET inputs) to 98% (Annual, 
100
th
 percentile) for the McElmo Creek (Figure 4.4). The Monthly to Seasonal inputs had the 
greatest overall increase in MAE between inputs for a given percentile. For the SFIR the 
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error increase occurred in the low flows (0-25
th
 percentile range), while for the McElmo 
Creek the high flows (76-100
th
 percentile range) had the highest percent increase in MAE.  
For the SFIR, the PET data impacted the error in the normal flow percentile range 
(25
th
 to 75
th
), such as the flow that occurs from continuous baseflow contributions. In 
contrast, for the McElmo Creek, the PET data impacted the error in the high flow percentile 
range (75
th
 to 100
th
), such as the flow that occurs from heavy rains in the summer, when 
direct runoff is the dominant process.   
 
 
Figure 4.4. The range in discharge (by percentile) by the percent change in mean absolute 
error (MAE) for (a) the South Fork of the Iowa River Monthly, Seasonal, and 
Annual, and (b) the McElmo Creek Monthly, Seasonal, and Annual. The 8-day 
simulation was used to calculate percent change in the MAE.    
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Figure 4.5. Simulated discharge difference from the observed discharge with the Annual 
PET. The gray (positive values) represent the Annual simulation is 
underestimated and the black (negative values) represent the Annual simulation is 
overestimated compared to the observed discharge.  
 
The difference in the timing of the discharge in the SFIR Annual simulation revealed 
underestimated discharge in the winter months, while overestimated discharge was common 
in the summer months, often by as much as 65% (Figure 4.5a; Figure 4.3a). This correlates to 
soil moisture levels that tend to be lower in the late fall and winter months, due mostly to 
precipitation as snow pack (or lack of rainfall) and the frozen ground surface that prohibits 
infiltration. Soil moisture is higher in the summer months when snow melt has filled the soil 
stores and low intensity spring rains common in the upper Midwest allow for precipitation to 
infiltrate the soil.  
Accurate initial conditions for soil moisture are critical for streamflow prediction, 
especially leading into the spring and summer flooding season (Hogue et al., 2000; Figure 
4.6a; Table 4.5). Once soil moisture levels are sufficiently full in the summer months, excess 
precipitation can lead to more runoff (Beeson et al., 2011) and subsequently overestimation 
of discharge high flows. An example for the SFIR Annual occurs in August 2010 (Figure 
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4.3a) where soil moisture stores are full, and further precipitation resulted in discharge that 
overestimated the high flows.  
The difference in timing of the discharge for the McElmo Creek Annual simulation 
revealed that the discharge was underestimated more significantly in the winter months 
(Figure 4.5b gray area), with slightly overestimated discharge in the summer months. In 
winter months, stored water released slowly during snowmelt infiltrated and soil moisture 
levels increased, while in summer months soil moisture levels remained low in the western 
USA. Summer monsoons, occurring between June and September (Zhu et al., 2009; Knipper 
et al., 2017) produced a large amount of rainfall in a short timeframe. Replenishing the soil 
moisture level was difficult during the summer monsoons, as the rainfall could not infiltrate 
the typically dry soils quickly enough. Instead, precipitation from the short, intense events 
lead to direct runoff, thus increasing discharge while keeping the soil moisture levels low. 
For example, the McElmo Creek Annual discharge simulation is overestimated for every 
precipitation event during the summer months, even though soil moisture levels are low 
(Figure 4.3b). 
The soil storage levels for the McElmo Creek are typically low in the summer to late 
fall for all PET inputs, while soil storage levels are high in the winter to early spring (Figure 
4.6b). The exception is the Annual simulation where soil moisture levels respond differently 
than the other PET inputs. The Annual soil moisture levels took longer to increase, as in early 
2010, but also depleted more quickly than the other inputs, as in winter 2010-2011. The 
Seasonal PET had the most consistently underestimated soil stores compared with the 
observed, and though the timing of the simulation matched well, there was reduction in the 
volume of water.  
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Figure 4.6. Soil state simulations of the four PET temporal inputs for (a) the South Fork of 
the Iowa River and (b) the McElmo Creek. The gray area is observed soil states, 
the 8-day (black dots); Monthly (black dash); Seasonal (gray line); and, the 
Annual (black line) are shown. Note: 2010 (SFIR), and 2011 (McElmo Creek) 
were the wettest year for each basin in the study period, WY2009-2014. 
 
Table 4.5. Bias statistics (mm) for the South Fork of the Iowa River and McElmo soil states. 
Values highlighted in bold show positive bias compared to the observed; other 
values show negative bias compared to the observed. 
 
 
PET temporal 
resolution
ADIMC UZTWC UZFWC LZTWC LZFSC LZFPC
8-day -0.0160 -0.1401 0.0002 0.0108 0.0194 0.0196
Monthly -0.0336 -0.1322 -0.0908 -0.0049 0.0077 0.0075
Seasonal -0.0838 -0.2544 -0.3309 -0.0174 0.0032 0.0018
Annual -0.1710 -0.3857 0.0106 -0.1642 0.0822 0.0639
8-day -0.0095 -0.0061 -0.0110 -0.0098 -0.0096 -0.0064
Monthly -0.0117 -0.0091 -0.0114 -0.0119 -0.0093 -0.0082
Seasonal -0.0744 -0.0526 -0.0458 -0.0769 -0.0409 -0.0402
Annual -0.4434 -0.3806 -0.2267 -0.4521 -0.2141 -0.2068
South Fork River
McElmo Creek
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The sensitivity of the simulated discharge, ET and soil moisture revealed that the ET 
had the greatest impact given the resolution of the PET inputs, in particular for the SFIR 
simulations (Table 4.6; Figure 4.7). The SFIR ratio of the simulated ET to the PET input 
ranged from 72% (8-day) to 58% (Annual). The average ratio for the PET inputs (68%) was 
similar to other studies of the Midwest region (Spies et al., 2015). The McElmo Creek ratio 
of the simulated ET to the PET input ranged from 28% (8-day) to 17% (Annual), with an 
overall average efficiency in the ET of 25%, typical for basins in the western USA.   
 
Table 4.6. Comparison of the model simulated ET with the observed ET for the South Fork 
of the Iowa River and the McElmo Creek. 
 
 
PET input R
2 Bias (mm) MAE (mm) R
2 Bias (mm) MAE (mm)
8-day 0.850 -0.0013 0.4621 0.020 0.0525 0.7942
Monthly 0.820 0.0041 0.5619 0.020 0.0524 0.7945
Seasonal 0.700 0.0165 0.8278 0.020 0.0530 0.8071
Annual 0.410 -0.0279 1.3394 0.010 0.0571 0.9145
South Fork McElmo Creek
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Figure 4.7. Scatter plot comparisons of the observed ET to the model simulated ET for the 
four PET temporal inputs for (a, b, c, d) the South Fork of the Iowa River, and (e, 
f, g, h) the McElmo Creek. The inputs are (a, e) 8-day; (b, f) Monthly; (c, g) 
Seasonal; and, (d, h) Annual.  
 
The SFIR Seasonal and Annual input underestimated the simulated ET compared to 
the observed ET, except from March through April and October through December when the 
ET was overestimated (Figure 4.8). None of the simulations matched the timing of the 
observed for the summer months from April through October and though the 8-day had the 
highest correlation (Table 4.6), the simulated ET was underestimated in the bias compared to 
the observed. All of the inputs had error in the day to day variability of the simulated ET 
throughout the year (Figure 4.9), however, the overall water balance error of the simulated 
ET did not change. The SAC-SMA is a water balance model (Burnash 1973; Burnash 1995; 
Anderson 2002) and, in compensating for the overall water balance, the day to day variability 
of the simulated ET was most greatly impacted by transferring water to other hydrologic 
processes (Figure 4.9).   
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Beeson et al. (2011) found similar results in SFIR models using the Soil and Water 
Assessment Tool (SWAT), in which the simulated ET removed available soil water at a 
constant rate (rather than at a rate appropriate to the soil water content at the given time step), 
thus intercepting water that would otherwise infiltrate, or keep soil moisture levels elevated 
for the next precipitation event. Partitioning to ET at the expense of the soil water content 
thus prohibited simulation of the high flows in subsequent precipitation events. However, our 
results indicate that the SFIR simulated ET remains high during the summer months, 
consistent with other findings in this region (Bowman et al., 2015; 2016; Spies et al., 2015). 
The dominant change in response to increased precipitation when soil stores are full is 
increased response in the discharge hydrograph by direct runoff. 
 
 
Figure 4.8. Model simulated ET for the calendar year, 2010, for (a) the South Fork of the 
Iowa River and (b) the McElmo Creek. The observed ET is shaded in gray.  
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Figure 4.9. Plots of the difference between the observed ET and the simulated ET for the 
South Fork of the Iowa River four PET temporal inputs. The gray (positive 
values) represent underestimated simulation and the black (negative values) 
represent overestimation in the simulations compared to the observed discharge. 
 
The McElmo Creek volume of water difference in the simulated ET increased from 
the 8-day to the Annual, thus increasing the magnitude of error (Figure 4.10; Table 4.6). 
Compensation of water volume in the simulated ET occurred between individual days, 
similar to the SFIR. For example, a deficiency in ET one day compensated for abundance in 
ET the following day, especially during the summer months. This was a common pattern 
among the simulated ET for all of the PET inputs, but was most evident in the 8-day, 
Monthly, and Seasonal scenarios. The Annual ET had the largest overestimation in the 
magnitude of simulated ET, particularly in the winter months (Figure 4.10d).  
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Figure 4.10. Plots of the difference between the observed ET and the simulated ET for the 
McElmo Creek four PET temporal inputs. The gray (positive values) represent 
underestimated simulation and the black (negative values) represent 
overestimation in the simulations compared to the observed discharge. 
 
The overall water balance of the four PET inputs was similar, though the timing, and 
often magnitude, of simulations did result in large error from the observed (Table 4.7; Tables 
4.4, 4.5, and 4.6). As stated above, the SAC-SMA is a water balance model, thus the modeled 
processes will compensate for errors in the water balance over time by partitioning to other 
components when necessary to account for the overall water balance.    
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Table 4.7. The verification period water balance for the South Fork of the Iowa River and the 
McElmo Creek. Water balance is shown by percentage of each component, 
including the evapotranspiration (ET), the discharge (Q) and the soil storage (S).  
 
 
4.3.2 Sensitivity analysis of the model parameters to the PET inputs 
The parameters sensitive in the SFIR simulations were the upper and lower tension 
zone storage parameters (UZTWM, LZTWM) and the direct and additional impervious areas 
(PCTIM, ADIMP; Figure 4.11). The tension storage parameters (that control the maximum 
deficit) occur in both zones, and in the upper zone, that deficit determines when storm and 
direct runoff occurs after a dry period (Anderson 2002). Sensitivity of the tension storage 
parameters would be expected as the tension storages are the primary source for simulated 
ET, though the magnitude of the sensitivity increases (i.e. the KS value increases) as the PET 
resolution decreases. Sensitivity of the PCTIM runoff parameter is related to the dependence 
on the upper zone tension storage deficits, which controls fast response runoff (matching to 
flashy flows) in cases of tension water deficits. Whereas the PCTIM parameters controls 
runoff in tension deficit, the ADIMP parameter controls the timing and magnitude of direct 
runoff during low precipitation events and when the soil is saturated. 
PET temporal 
resolution
Evapotranspiration  
(ET %)
Discharge            
(Q %)
Soil Storage         
(S %)
8-day 61 18 21
Monthly 61 18 21
Seasonal 63 17 20
Annual 62 20 18
8-day 95 3 2
Monthly 95 3 2
Seasonal 95 3 2
Annual 95 1 4
South Fork River
McElmo Creek
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Pianosi and Wagener (2016) observed for the English River (near Kalona, IA and just 
to the east of the SFIR) that routing parameters of a model similar to the SAC-SMA have 
higher influences in wet watersheds, whereas soil parameters are main source of sensitivity in 
a dry watershed (like the McElmo Creek). They also found that water lost to the atmosphere 
as evaporation has larger influence in dry basins, though our results indicated less sensitivity 
with parameters that controlled the ET processes.  
The SFIR parameters that impacted the water volume lost to ET and that most 
influenced the hydrograph volume (rather than shape) had the most sensitivity. These 
parameters are the constant impervious area (PCTIM), the upper and lower zone tension 
water (UZTWM and LZTWM, respectively) and the constant fraction of recharge to the 
lower zone free moving water when deficits in the lower zone tension storage occur 
(PFREE). The parameters that affected the volume are similar to findings in van Werkhoven 
et al., (2008) that showed, in particular, the lower zone parameters with the most sensitivity 
to watersheds similar to the SFIR.    
The McElmo Creek parameters that showed sensitivity to the high flows were those 
parameters responsible for water storages that interact through the tension zones, the percent 
impervious area and the upper zone tension storage (Figure 4.11). Those parameters 
responsible for the runoff component of the model were sensitive with the Daily and 8-day 
scenarios (LZSK and PFREE) only. 
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Figure 4.11. Parameter sensitivity using the daily root mean square (DRMS) objective 
function (to highlight errors in high flows). A score above 0.06 (6%) represents 
parameter sensitivity, for the South Fork of the Iowa River (a) 8-day; (b) 
Monthly; (c) Seasonal; (d) Annual, and the McElmo Creek (e) 8-day; (f) 
Monthly; (g) Seasonal; and (h) Annual.   
 
The SFIR parameters that showed sensitivity to the overall hydrograph shape through 
the MAE objective function were sensitive for all PET inputs and were the water storages 
that interacted through the tension zones (PCTIM, UZTWM, LZTWM; Figure 4.12). For the 
SFIR only, the PFREE parameter, that represents the percent of percolation going directly to 
the lower zone free water component, was sensitive for every scenario. The UZFWM (upper 
zone free water parameter that represents movement of water to interflow and percolation to 
the lower zone) was sensitive for the Annual only. Lack of sensitivity of the UZFWM 
parameter with the other PET inputs indicates there may be errors in the surface runoff that 
occur from storm events.   
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Figure 4.12. Parameter sensitivity using the mean absolute error (MAE) objective function 
(to highlight errors in all flows). A score above 0.065 (6%) represents parameter 
sensitivity, for the South Fork of the Iowa River (a) 8-day; (b) Monthly; (c) 
Seasonal; (d) Annual, and the McElmo Creek (e) 8-day; (f) Monthly; (g) 
Seasonal; and (h) Annual.  
 
Low flows and baseflow simulations were generally poor for both sites, though for 
the SFIR the baseflow tended to be overestimated while for the McElmo Creek the baseflow 
was underestimated (Figure 4.4; Table 4.4). Water that moved into the free water zone was 
no longer available for ET, instead went to the lower zone through percolation and ultimately 
contributed to the discharge baseflow. 
The lower zone tension water storage for each of the PET inputs and for both sites 
was at its maximum parameter value throughout most of the simulations, thus the amount of 
storage water available that went to evaporation from the lower zone was increased. The 
winter months should have the greatest impact to the lower zone storage, allowing for 
recharge from snow melt and low evaporation rates in the upper Midwest. However, the ratio 
of the simulated ET to the potential ET for the SFIR (85%) and the McElmo (45%) indicates 
there would likely be more impact to the winter months simulated ET in the upper Midwest 
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than in the southwestern USA. This would result in insufficient water to meet the ET 
demand, however, the lower zone tension deficit will be zero and the storage would then fill 
up.  
When a deficit in the lower zone tension water existed, the recharge to baseflow 
could not be consistently modeled. The baseflow recharge was controlled by the PFREE 
parameter when deficits exist in the lower zone tension, and PFREE is sensitive in the SFIR, 
but not McElmo Creek. Other contents will also fill and excess water will then have to be 
released as baseflow. This could result in possibly simulating too much baseflow during the 
winter months. When ET is higher at other times of the year more water will be removed via 
ET processes, thus reducing the available water in the lower zone tension storage. Errors later 
in the summer, when lower zone deficiencies occur from generally decreased precipitation, 
are typical in both sites, but appear to have greater impact to the McElmo Creek simulations. 
Pianosi and Wagener (2016) noted that while the assessment of parameter uncertainty is 
common in hydrologic modeling today, there is increasing recognition that uncertainty within 
the forcing data itself can have significant influence on not only model calibration, but 
validation as well.  
 
4.4. Conclusions 
The objective of this study was to evaluate the overall skill of the SAC-SMA 
operational streamflow prediction model in two climate regions through the use of PET 
inputs of varying temporal resolution. One forecast point, the SFIR watershed of the Iowa 
River, was located in the upper Midwest USA, a humid region with a rain-fed agricultural 
system. Only slight changes to the simulated discharge were observed in the 8-day, Monthly, 
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and Seasonal resolutions, thus revealing little, if any, sensitivity to the simulated discharge 
for these PET inputs. Much work has been done in the upper Midwest to evaluate the 
feasibility of a dynamic PET product in this region. Further work that may be relevant would 
include applying the PET product, along with soil moisture data, for applications of deriving 
an actual ET product for this region.  
The other forecast point, the McElmo Creek, was located in the southwestern USA, a 
semiarid region with an irrigated agricultural system. For the McElmo Creek, in contrast, 
there appeared to be a threshold with the Seasonal PET input, in which model performance 
degraded to the point where watershed processes were no longer adequately represented. The 
southwestern USA and other semi-arid to arid regions would benefit from further work to 
evaluate the potential of operational applications of a dynamic PET.  
Simulations of the Annual PET inputs, though poor for both the SFIR and the 
McElmo Creek, indicated that there may be sensitivity to conceptual hydrologic model 
simulations using PET data that lack variability. The performance of the Annual PET 
simulations for the McElmo Creek, in particular, indicated this PET input lacks potential for 
operational use. If no change were noted in either climate region, this lack of sensitivity 
might reveal that perhaps PET inputs that reflect watershed processes aren’t even really 
necessary; rather, a coefficient could be used in the place of going to the trouble of obtaining 
even climatological PET information for hydrologic model input. However, since sensitivity 
was observed in those simulations, there is potential for a more dynamic, daily varying PET 
product in operational modeling applications.  
It is important to reiterate that we could have chosen any PET dataset for this study; 
however, we chose the MODIS-PET product to complement the other studies completed in 
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this series for evaluation of the potential for a satellite-derived dataset in operational 
forecasting. This study has implications for selection of PET input in varying climatic 
regions. Though the small, two watershed sample size may limit the generalization of results 
to these two regions (humid vs. semi-arid), the combination with the temporally varying PET 
inputs provides a foundation for understanding the SAC-SMA model response to the 
contrasting watershed processes in these climate regions.  
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CHAPTER 5 
GENERAL CONCLUSION 
The overarching goal of this work was to understand the impact of a satellite-derived 
potential evapotranspiration (PET) input on model simulations of discharge, fluxes and 
states, and the benefits and limitations of this input for operational applications. The three 
hypotheses below provided a framework to guide our understanding of the potential 
applications and limitations of the emerging satellite-derived PET data source for use in 
operational streamflow prediction.  
 
Hypothesis #1 
Hydrologic inputs of PET from satellite-derived sources did not improve the accuracy 
of simulated discharge produced using the NWS-RFC current operational modeling system. 
Model skill was not improved using updated evaporative demand curves from a satellite-
derived PET even though the current operational evaporative demand curves (climatological 
PET inputs) were estimated using data sources that date back several decades. However, 
modeled fluxes were more representative of the watershed processes when compared with 
ground-based point-scale observations from three flux tower sites in the upper Midwest study 
region. 
 
Hypothesis #2 
Inputs of a dynamic, daily-varying PET from satellite-derived sources did not 
produce improved model accuracy compared to the current operational climatological data 
PET input in the NWS-RFC operational modeling system. 
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Application of a dynamic, daily-varying PET input to the operational SAC-SMA 
showed promise as this input performed better than the current operational practice for four 
basins in evaluations of fifteen upper Midwest basins. And, even though the current 
operational practice of applying inputs of climatological PET performed better for eleven of 
the basins, overall performance was improved by only a small margin.  
The discharge simulations were consistently underestimated for both the updated 
evaporative demand curves and the dynamic, daily-varying PET derived from satellite 
observations. No improvement from the current operational practice was observed for any 
basin with the updated evaporative demand curves, though four basins were improved with 
the dynamic, daily-varying PET input. The high PET values from the updated evaporative 
demand curve set an upper limit on the magnitude of simulated ET that was too high 
compared to both the observed PET from ground-based observations and to the more 
dynamic PET. The high upper limit of the updated evaporative demand curve resulted in too 
much water simulated to ET, and too little water simulated to the discharge. Watershed ET 
processes, however, were accurately represented through simulations with the dynamic PET, 
though at the expense of simulating to the streamflow discharge. 
 
Hypothesis #3 
Testing of the hydrologic inputs of a dynamic, daily-varying PET from satellite-
derived sources showed sensitivity in the simulated water fluxes and states in the NWS-RFC 
operational modeling system, even while the simulated discharge was generally insensitive to 
daily-varying PET inputs.  
110 
 
 
The temporal resolution of the PET inputs impact the accuracy of model simulations 
of discharge, ET and soil moisture states when the temporal resolution of the PET input is 
too low. Simulations from the Annual PET input were poor in both climate regions, and 
indicated that there is sensitivity to conceptual model simulations using PET data that lack 
variability. With decreasing temporal resolution that failed to match ground-based validation, 
model performance increasingly failed to adequately represent watershed processes and 
points to the potential for the more dynamic, daily-varying PET product for operational use. 
  
5.1 Potential for future work 
 There is potential for follow on work to this study. Suggested pathways for future 
work include, but are not limited to: 
1) Application of the MODIS-PET product to the current operational SAC-SMA for 
diverse climatic regions, such as the western USA. Though studies have shown the 
feasibility of the MODIS-PET in western basins to point-scale evaluations, no other 
studies have evaluated the performance of the MODIS-PET in water-limited regions 
like the western USA. Examples of basins where this product would be relevant 
include forested basins, basins with two or more elevation zones, and basins with 
extensive agricultural land use.  
2) Application of the MODIS-PET product in operational distributed modeling, such as 
the Weather Research and Forecasting model hydrological extension package (WRF-
Hydro).  
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3) Coupling of the MODIS-PET product with soil moisture products, such as the Soil 
Moisture Ocean Salinity (SMOS) measurements for development of an actual ET 
product in upper Midwest basins.  
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APPENDIX A 
RESULTS OF SAC-SMA MODEL SIMULATIONS WITH DAILY MODIS-PET 
INPUT IN TWO CLIMATE REGIONS 
 
A technical note to be submitted to The Journal of Hydrometeorology 
Angela L. Bowman, Kristie J. Franz, and Terri S. Hogue 
 
The results presented in Appendix A include the figures and tables of all results from 
the Daily MODIS-PET product and observed data, which includes the following sources: 1) 
USGS gage stations for the South Fork of the Iowa River (USGS 05451210) and McElmo 
Creek (USGS 09372000) forecasting points; 2) flux tower estimated PET and latent heat flux 
(for simulated ET comparison); and, 3) in situ soil moisture to simulated soil moisture.  
This information is supplemental to the results presented in Chapter 4. 
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Figure A.1. Schematic of the MODIS-PET algorithm.  
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Figure A.2. Comparison of the mean daily flux site “observed” PET to the basin average 
Daily MODIS-PET for (a) the South Fork of the Iowa River, and (b) the McElmo 
Creek.     
 
 
 
 
Figure A.3. Comparison of the mean daily flux site ET computed from latent heat flux 
observations to the Daily MODIS-PET basin average model simulated ET for (a) 
the South Fork of the Iowa River, and (b) the McElmo Creek.    
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Figure A.4. South Fork of the Iowa River model simulation with the observed discharge from 
the USGS gage station at the outlet point, New Providence, IA (USGS ID 
05451210). Shown is the 2011 warm season. 
 
 
 
 
 
 
Figure A.5. McElmo Creek model simulation with the observed discharge from the USGS 
gage station at the outlet point, Colorado/Utah state border (USGS ID 
09372000). Shown is the 2011 warm season. 
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Figure A.6. Ratio of the Daily MODIS-PET model simulated soil moisture to the in situ 
observed soil moisture from the flux tower site for each forecasting point. The 
model simulated soil moisture content is the total of the upper zone tension and 
free water storages.  
 
 
 
                    
 
Figure A.7. Water balance of the Daily MODIS-PET model simulations for (a) the South 
Fork of the Iowa River; and (b) the McElmo Creek. Water balance is for the 
verification period, WY2009-2014. The water balance volume is represented as: 
green (Evapotranspiration), blue (Discharge), and grey (Soil Storage).   
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Figure A.8. Kolmogorov-Smirnov (KS) sensitivity threshold scores using the Daily Root 
Mean Square (DRMS) and Mean Absolute Error (MAE) objective functions for 
the South Fork of the Iowa River (left panel); McElmo Creek lower zone (left 
panel); and McElmo Creek upper zone (right panel). The gray bars reflect 
sensitivity of the parameter being tested, while the black bars reflect insensitivity 
of the parameter being tested. The typical threshold KS score for sensitivity was 
0.06 (6%). Sensitivity of the parameters were tested for the verification period, 
WY2009-2014.   
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Table A.1. Site information for the South Fork of the Iowa River and the McElmo Creek. 
Temperature, precipitation, flow, and PET are mean values in millimeters per day. 
 
 
Table A.2. Descriptive statistics of the coefficient of determination (R
2
), Bias (mm), RMSE 
(mm), for the comparison between the mean daily flux site “observed” PET to the 
basin average Daily MODIS-PET for the South Fork of the Iowa River, and the 
McElmo Creek.  
 
 
Table A.3. Descriptive statistics of the coefficient of determination (R
2
), Bias (mm), RMSE 
(mm), for the comparison between the mean daily flux site latent heat flux (ET) to 
the basin average Daily MODIS-PET simulated ET for the South Fork of the 
Iowa River, and the McElmo Creek.  
 
 
Table A.4. Model evaluation statistics for the model simulations compared to the observed 
discharge from the USGS gage stations for each forecasting point. 
Basin Flux Tower Climate
Agriculture 
System
Elevation 
Zones
Size 
(km
2
)
Temperature Precipitation Flow PET
South Fork NLAE Corn Site Humid Rain-fed 1 580 8.08 2.2 3.51 3.09
McElmo Creek US Corral Pocket Semiarid Irrigation 2 925 8.96 0.93 0.35 5.27
Daily MODIS-PET R
2 Bias (mm) RMSE (mm)
South Fork River 0.09 -0.17 1.93
McElmo Creek 0.34 0.02 2.05
Daily MODIS-PET R
2 Bias (mm) RMSE (mm)
South Fork River 0.06 0.21 1.91
McElmo Creek 0.02 0.73 1.22
Basin NSE NSEt WBE RMSE R
2
South Fork 0.79 0.95 0.54 4.21 0.34
McElmo Creek 0.72 0.82 0.47 2.22 0.21
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APPENDIX B 
NOMENCLATURE 
 
 Alpha-parameter of the Priestley-Taylor formulation 
CBRFC Colorado Basin River Forecast Center 
CONUS Contiguous United States 
DRMS Daily Root Mean Square 
GOES Geostationary Operational Environmental Satellite 
ET Evapotranspiration 
MAE Mean Absolute Error 
MODIS Moderate Resolution Imaging Spectroradiometer  
MODIS-PET MODIS-derived Potential Evapotranspiration 
NASA National Aeronautics and Space Administration 
NC-PET reference point ET demand values for NCRFC study basins 
NCRFC North Central River Forecast Center 
NSE Nash Sutcliffe Efficiency 
NWS National Weather Service 
PET Potential Evapotranspiration 
RFC River Forecast Center 
SAC-SMA Sacramento Soil Moisture Accounting Model 
SFIR South Fork of the Iowa River 
USA United States of America 
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