Abstract. A coupled cell system is a network of dynamical systems, or "cells," coupled together. Such systems can be represented schematically by a directed graph whose nodes correspond to cells and whose edges represent couplings. A symmetry of a coupled cell system is a permutation of the cells that preserves all internal dynamics and all couplings. Symmetry can lead to patterns of synchronized cells, rotating waves, multirhythms, and synchronized chaos. We ask whether symmetry is the only mechanism that can create such states in a coupled cell system and show that it is not. The key idea is to replace the symmetry group by the symmetry groupoid, which encodes information about the input sets of cells. (The input set of a cell consists of that cell and all cells connected to that cell.) The admissible vector fields for a given graph-the dynamical systems with the corresponding internal dynamics and couplings-are precisely those that are equivariant under the symmetry groupoid. A pattern of synchrony is "robust" if it arises for all admissible vector fields. The first main result shows that robust patterns of synchrony (invariance of "polydiagonal" subspaces under all admissible vector fields) are equivalent to the combinatorial condition that an equivalence relation on cells is "balanced." The second main result shows that admissible vector fields restricted to polydiagonal subspaces are themselves admissible vector fields for a new coupled cell network, the "quotient network." The existence of quotient networks has surprising implications for synchronous dynamics in coupled cell systems.
Introduction.
We use the term cell to indicate a system of ODEs. A coupled cell system is a set of cells with coupling, that is, a dynamical system whose variables correspond to cells, such that the output of certain cells affects the time-evolution of other cells. The salient feature of a coupled cell system is that the output from each cell is considered to be significant in its own right. A coupled cell system is not merely a system of ODEs but a system of ODEs equipped with canonical observables-the individual cells (see [8] ). From a mathematical point of view these output signals can be compared, and this observation leads to a variety of notions of "synchrony." For surveys, see Boccaletti, Pecora, and Pelaez [2] and Wang [14] .
In this paper we discuss the architecture of a coupled cell system: which cells influence which, which cells are "identical," and which couplings are "identical." We focus on how the system architecture leads naturally to synchrony. To do this, we must define carefully when two cells or two couplings are "identical" or "equivalent." Indeed, the main point of this paper is to provide a general mathematical foundation for these ideas. This foundation uses the algebraic structure of groupoids (see Brandt [1] and Higgins [10] ) and greatly generalizes the uses of symmetry in coupled cell systems that we have explored previously [7, 8] .
Our conventions do not rule out "two-way" coupling, in which cells A and B both influence each other. We represent such a state of affairs by having A coupled to B and B coupled to A. We also do not rule out coupling where cells A and B both influence cell C. Here we consider both A and B as being coupled to C. We do not assume the effects of A and B to be additive; in fact, the time-evolution of cell C can in principle be any (smooth) function of the states of C, A, and B.
In this paper we develop an abstract formalism for coupled cell systems, using simple examples that have no particular role in applications, but it is worth noting that coupled cell systems are used to model a variety of physically interesting systems. For examples, see [8] and references therein. We intend to develop applications of the formalism derived here in future work.
In this section we illustrate some central issues by discussing several examples.
Two-cell systems.
We begin with the simplest system of two identical cells (with coordinates x 1 and x 2 in R k ). Without making any specific assumption of the form of the "internal dynamics" of each cell or the form of the "coupling between cells," the differential equations for the coupled system have the formẋ 1 = f (x 1 , x 2 ), x 2 = f (x 2 , x 1 ); (1.1) that is, the same function f governs the dynamics of both cells. There are three issues that we discuss concerning system (1.1): the graph (diagram, network) associated to a coupled cell system, symmetry, and synchrony.
Informally, the "network" of a coupled cell system is a finite directed graph whose nodes represent cells and whose edges represent couplings. Nodes are labeled to indicate "equivalent" cells, which have the same phase space and the same internal dynamic. Edges are labeled to indicate "equivalent" couplings. The graph associated to system (1.1) is given in Figure 1 . We think of this graph as representing a pair of systems of differential equations in the following way. The two cells are indicated by identical symbols-so they have the same state variables. That is, the coordinates x 1 of cell 1 and x 2 of cell 2 lie in the same phase space R k . Since we can interchange cells 1 and 2 without changing the graph, we assume that the same is true for the system of differential equations and that they must have the form (1.1). Note that for this interchange to work, the arrow 1 → 2 must be the same as the arrow 2 → 1. The discussion in the previous paragraph can be summarized by the following: the permutation σ(x 1 , x 2 ) = (x 2 , x 1 ) is a symmetry of the system (1.1). Indeed, more is true: every system of differential equations on R k × R k that is equivariant with respect to σ has the form (1.1). That is, abstractly the study of pairs of identical cells that are identically coupled is the same as the study of σ-equivariant systems. Two consequences follow from this remark. First, synchrony in two-cell systems (solutions such that x 1 (t) = x 2 (t) for all time t) is a robust phenomenon and should not be viewed as surprising. Second, time-periodic solutions can exhibit a kind of generalized synchrony in which the two cells oscillate a half-period out of phase.
The first remark can be restated as follows: the diagonal subspace V = {x 1 = x 2 } ⊂ R k × R k is flow-invariant for every system (1.1). This remark can be verified in two ways. By inspection restrict (1.1) to V, obtaininġ
It follows that if the initial conditions for a solution satisfy x 1 (0) = x 2 (0), then x 1 (t) = x 2 (t) for all time t, and V is flow-invariant. Alternately, we can observe that V is the fixed-point subspace Fix(σ), and fixed-point subspaces are well known to be flow-invariant.
The second remark is related to general theorems about spatio-temporal symmetries of time-periodic solutions to symmetric systems of ODEs. There are two types of theorems here: existence theorems, asserting that certain spatio-temporal symmetries are possible, and bifurcation theorems, describing particular scenarios that can generate such solutions. The H/K theorem [4, 7] is an existence theorem; indeed, it states necessary and sufficient conditions for periodic solutions with a given spatio-temporal symmetry group to be possible. In particular, it implies the existence of functions f having time-periodic solutions of period T satisfying x 2 (t) = x 1 (t + T /2) (1. 2) as long as the phase space of each cell has dimension k ≥ 2. So states with this type of spatio-temporal pattern can exist. Indeed, they can exist robustly (that is, they can persist when f is perturbed) and are therefore typical in the appropriate coupled cell systems. In this case, we can say more: such solutions can arise through Hopf bifurcation. This is a consequence of the general theory of symmetric Hopf bifurcation, [7, 8, 9] . (Note that when k = 1, nonconstant periodic solutions satisfying (1.2) must intersect the diagonal V and hence be in V for all time: this is a contradiction.)
A three-cell network. Consider the three-cell network illustrated in Figure 2 . The systems of differential equations corresponding to this network have the forṁ
, and x 2 ∈ R . Note that all such systems are equivariant with respect to the permutation τ (x 1 , x 2 , x 3 ) = (x 3 , x 2 , x 1 ) and that synchronous solutions (where x 1 (t) = x 3 (t) for all time t) occur robustly because the "polydiagonal" subspace W = {x :
There are two differences between the three-cell network in Figure 2 and the two-cell network in Figure 1 . First, not all τ -equivariant systems on R k × R × R k have the form (1.3), since in the general τ -equivariant system f can depend nontrivially on both x 1 and x 3 . So there can be additional structure in coupled cell systems that does not correspond directly to symmetry. Second, the half-period, out of phase, time-periodic solutions satisfy
In particular, the oscillations in cell 2 are forced by symmetry to occur at twice the frequency of those in cells 1 and 3. So multirhythms [7] can be forced by the architecture of coupled cell networks.
Another three-cell network. We now show that robust synchrony is possible in networks that have no symmetry. Consider the three-cell network in Figure 3 . Here we have used two distinct symbols (square and circle) for cells and three types of arrows for couplings. The role of these symbols can be seen in the form of the ODE: identical symbols correspond to identical functions in the appropriate variables. This network has no symmetry, but the network structure forces the "polydiagonal" subspace Y = {x : x 1 = x 2 } to be flow-invariant. To verify this point observe that the coupled cell systems associated with this network have the forṁ
where x 1 , x 2 ∈ R k and x 3 ∈ R . Restricting the first two equations to Y yieldṡ
implying that Y is a flow-invariant subspace.
There is a precise sense in which cells 1 and 2 are equivalent within this network, and it is this observation that will enable us to prove the flow-invariance of subspaces like Y in a more abstract (and general) setting. Define the "input set" of a cell j to be the cell j and all cells i that connect to cell j. Also include the arrows from cells i to j. See Figure 4 .
We can now explain why Y is flow-invariant, in terms of a permutation that acts on the network. This permutation is not a symmetry of the whole network, but it preserves enough structure to create a flow-invariant subspace. The key property is that the input sets of cells 1 and 2 are isomorphic via the permutation σ that maps (1 2 3) → (2 1 3) .
If the system (1.5) were equivariant with respect to σ, then the fixed-point space of σ would be flow-invariant by [9, 7] . Moreover, the fixed-point space of σ is Y . However, (1.5) is not equivariant with respect to σ. Indeed, if we apply σ, then the equation transforms intȯ
The first two equations are the same as in (1.5), but the third equation is not. However, the third is the same on the space Y , where x 2 = x 1 . So the restriction of the equations to Y is σ-equivariant, and this is enough to make Y flow-invariant. 
(1.7) It does not seem to be a simple matter to determine whether traveling waves are present in this network. If the cell phase spaces are all one-dimensional, there are no nontrivial time-periodic states so no traveling waves. With higher-dimensional phase spaces, special assumptions are needed to produce traveling waves. However, if we introduce back coupling from cell 3 to cell 1, as shown in Figure 6 , traveling waves can typically be expected, even in the one-dimensional case, as explained below. This is curious, because informally Figure 6 would normally be considered as being less regular in form than Figure 5 . So the issue of "regular form" for a coupled cell network is fairly subtle. The key feature here is that all input sets for cells in the network in Figure 6 are isomorphic, whereas this is not true for the cells in Figure 5 . It is this additional "symmetry" on the groupoid level that makes traveling waves typical. Indeed, Figure 6 has many groupoid symmetries (42 in all). We discuss why traveling wave solutions arise in two ways. First, the assumption that all of the cells and arrows in Figure 6 are identical implies that the first equation in (1.7) is noẇ
If we set
then the system of seven equations reduces to a three-equation systeṁ
which is the general form associated with the directed ring of coupled cells in Figure 7 . It is not hard to show using Hopf bifurcation (see [7, 9] ) that the system (1.9) can support a discrete rotating wave y(t), where
and y 1 is periodic of period T . This solution yields a traveling wave solution for the network in Figure 6 . See a sample simulation in Figure 8 . (The number 7 is not significant here: the same ideas work for any chain containing three or more cells and with feedback from any cell other than the first.) More importantly, the three-cell ring in Figure 7 is a quotient network of the one in Figure 6 , where the quotient map β takes x 1 , x 4 , x 7 to y 1 , x 2 , x 5 to y 2 , and x 3 , x 6 to y 3 . We define "quotient" in section 8, but the key point is that solutions for the three-cell ring naturally "lift" to solutions for the seven-cell network via (1.8). The crucial features here are that β induces an isomorphism from each input set in the first network to an input set in the second network, and every coupled cell system of differential equations in the quotient lifts to a coupled cell system in the first network.
We seek to isolate the abstract structural features that are responsible for the behavior described in the above examples and to place the discussion in a rigorous formal context. We structure the paper as follows. Coupled cell networks are rigorously defined in terms of nodes and arrows in section 2. The key concept, the groupoid structure of a coupled cell network, is defined in section 3 in terms of input sets. The phase space and admissible vector fields associated to a coupled cell network are discussed in section 4. Basically, the intuitive ideas presented in this introduction are formalized as equivariance with respect to the symmetry groupoid of the network. Section 5 describes an extended example, which motivates the rest of the paper. In section 6 we introduce two different notions of robust synchrony: flow-invariant subspaces and balanced equivalence relations. We prove that these notions are equivalent. Quotient maps and quotient networks, which constitute a fourth equivalent notion for synchrony, are discussed in section 8. Quotient networks are an especially useful concept because they illuminate the generic dynamics of vector fields restricted to synchronous invariant subspaces, which can include phase-locked states and synchronized chaos. Examples illustrating these points are discussed in section 7. The relationship between the dynamics on a synchronous subspace and the induced dynamics on the quotient network is discussed in section 9.
Coupled cell networks.
We begin by formally defining a coupled cell network. At this stage we consider only the abstract network architecture (a labeled directed graph). The associated family of ODEs is discussed in section 4. 
In addition, we require the following compatibility conditions: (e) Equivalent edges have equivalent tails and heads. That is, if 
Formally, the coupled cell network G is the quadruple
We represent a coupled cell network G by a diagram constructed as follows.
(1) For each ∼ C -equivalence class of cells choose a distinct node symbol , ✷, , and so on. (2) For each ∼ E -equivalence class of noninternal edges, choose a distinct arrow →, ⇒, ❀, and so on. The compatibility conditions in Definition 2.1 state that arrows between distinct cells can be identical only when the nodes at the heads are identical and the nodes at the tails are identical, and that node symbols can be interpreted as arrows from a cell to itself.
The above definition is essentially the standard concept of a directed graph (or digraph) in graph theory (see, for example, Tutte [13] , Wilson [16] ) modified to incorporate labeling of nodes and edges. We assume that the graph is finite because this makes the associated dynamical systems (discussed in section 4) finite-dimensional. However, most of the theory generalizes to infinite graphs. The assumption that all cells are active can be removed, at the expense of notational complications, but the details are routine and we do not treat this case here.
Example 2.2. Suppose that the network G is defined by (2, 4) , (3, 1) , (3, 4)(4, 1)},
and all nodes are active. Then the diagram of G has the form shown in Figure 9 for the given choices of symbols. 3. Input sets and groupoids. In this section we define the basic algebraic structure of a coupled cell network-its symmetry groupoid. Some preliminary concepts are required.
Input sets.
As discussed in more detail in section 4 the variables that appear in a given component f c of the vector fields f associated to a coupled cell network depend only on those cells that are linked to cell c by an arrow. This observation is abstracted as the following definition. 
(by which we mean that β(c) = d) such that for all i ∈ I(c) The symmetry groupoid. We now introduce the central concept of this paper, the "symmetry groupoid" of a coupled cell network. The symmetry groupoid is a generalization of the symmetry group of a symmetric network. It includes not just symmetries of the whole network, but symmetries between particular subgraphs-namely, the input sets.
Definition 3.
The symmetry groupoid of a coupled cell network G is the disjoint union
B G =˙ c,d∈C
B(c, d).
The term "groupoid" was introduced by Brandt [1] and is developed at length in Higgins [10] . The term refers to an algebraic structure that is similar to a group, with the exception that products of elements may not always be defined. Different authors formalize groupoids in slightly different (but mostly equivalent) ways. Essentially, a groupoid must satisfy three conditions:
(1) The product operation is associative in the sense that whenever one of α(βγ) and (αβ)γ is defined, then so is the other, and they are equal. (2) There are distinguished elements ε j that act as identity elements, in the sense that ε j α = α and αε j = α whenever these are defined. (Here the indices j correspond to the "objects" of the groupoid, which in our case are the cells.) (3) Every element α has an inverse α −1 , in the sense that both αα −1 and α −1 α are identities. In the case of B G , the groupoid structure is captured by the following: Then β defines the permutation, c is an index specifying its "domain," and d is an index specifying its "range." As far as the groupoid structure is concerned, the product β 2 β 1 is defined only when c = d. This occurs when the "range" of β 1 is equal to the "domain" of β 2 , in the sense just specified. However, the set-theoretic ranges and domains of the corresponding bijections may permit the composition of β 1 and β 2 as functions in cases where we do not wish to permit them to be multiplied in the groupoid.
The point here is that we are not dealing merely with bijections on sets but with base point preserving bijections on based sets. Composition must respect the base points as well as the sets.
For simplicity, we use β to denote an input isomorphism, rather than the cumbersome (β, c, d), because the appropriate c, d are usually obvious.
Alternatively, it would be possible to represent the input structure of a given cell as consisting of that cell, all cells connected to it, and the associated arrows. Input isomorphisms then necessarily preserve the base point (the cell at the head of all arrows). Technically, however, this choice causes other complications-for example, input isomorphisms now act on subgraphs and not on subsets of cells-so we shall not use it here. However, it is a useful informal way to visualize input isomorphisms. Subgroupoids and connected components. For the basics of groupoids see Brandt [1] , Brown [3] , Higgins [10] , and MacLane [11] . For applications see Weinstein [15] . Groupoids combine several features of groups with features of graphs, and we discuss one of each now. The group-theoretic notion is that of a subgroupoid; the graph-theoretic one is that of a connected component.
A subset S ⊂ B G is a subgroupoid if S is closed under products (when defined) and taking inverses.
The connected components of the groupoid B G are in one-to-one correspondence with ∼ Iequivalence classes on C. Specifically, let A be a ∼ I -equivalence class. Then the subgroupoid
is a connected component of B G . Moreover, we have the following lemma. 
In particular, B(c, c) and
Structure of B(c, d).
For later use, we determine the general structure of the sets B(c, d).
We may choose K 0 = {c} by Definition 2.1(f). Let
Then B(c, c) is a group given by
where each S ks comprises all permutations of K s , extended by the identity on
.
)), and r(d) = r(c).
Choose a fixed but arbitrary β 0 ∈ B(c, d), having the above property. Then
Conversely, any β 0 :
Vector fields on a coupled cell network.
We now define the class F P G of vector fields corresponding to a given coupled cell network G. This class consists of all vector fields that are "compatible" with the labeled graph structure or, equivalently, are "symmetric" under the groupoid B G . It also depends on a choice of "total phase space" P , which we assume is fixed throughout the subsequent discussion. For example, in the two-cell system (1.1) we have P = R k × R k , which depends on the choice of k. For each cell in C define a cell phase space P c . This must be a smooth manifold of dimension ≥ 1, which for simplicity we assume is a nonzero finite-dimensional real vector space. We require
and we employ the same coordinate systems on P c and P d . Only these identifications are canonical. If P c = P d or P c is isomorphic to P d when c ∼ C d, then the identification of P c and P d will be deemed accidental and will have no significance for our present purposes. Although the relation c ∼ C d means that cells c and d have the same phase space, it does not imply that they have isomorphic (that is, conjugate) dynamics.
Define the corresponding total phase space to be
and employ the coordinate system
The cell projection corresponding to cell c is the natural projection
More generally, suppose that D is any subset of C. Define
and let
be the natural projection. Further, write
and suppress braces when D is a singleton. That is, π c (x) = x c = x {c} . Finally, suppose that D 1 , D 2 are subsets of C and that there is a bijection β :
By direct calculation it is easy to verify three simple properties of the pullback:
Note the reversed order in the first of these equations.
We use pullback maps to relate different components of the vector field associated with a given coupled cell network. Specifically, the class of vector fields that is encoded by a coupled cell network will be defined using the following concept.
(a) For all c ∈ C the component f c (x) depends only on x I(c) ; that is, there existsf c :
For brevity, we write this condition as
When using (4.5) it is necessary to bear in mind the constraint that f d (x) depends only on
We call (a) the domain condition and (b) the equivariance condition on f .
Remark 4.2. If β belongs to the vertex group B(c, c), then (4.5) implies that
It is easy to check that this property is the same as the usual property of invariance under a group, provided we consider B(c, c) as acting on P I(c) .
Definition 4.3. For a given choice of the P c we define the class F P G to consist of all Gadmissible vector fields on P .
These are the most general vector fields on P that are consistent with the coupled cell network.
Example 4.4. We describe F P G for the diagram of Figure 9 . There are three cell types , ✷, , and we choose three corresponding phase spaces U, V, W . Then the state variable is
There are four arrow types. We claim that the G-admissible vector fields f are those of the form
where
and C is symmetric in x 2 , x 3 .
To prove this, we consider the equivariance condition (4.5) for all the bijections β listed in Example 3.7. There are two nontrivial cases: B(2, 3) and B (4, 4) . First, suppose that c = 2andd = 3, and consider the bijection τ : I(2) → I(3) for which τ (2) = 3, τ(1) = 1. Suppose that we define the function B :
, and we wish to express this in terms of B.
It is easy to work out the pullback of τ . If we write the elements of P I (3) in the form x = (x 3 , x 1 ), then y = τ * (x) takes the form y = (y 2 , y 1 ) ∈ P I (2) , where
and condition (4.5) tells us thatf
The pullback τ * is not the identity, because its range and domain are different.
It is an identification.)
Similarly, if we consider σ ∈ B(4, 4), then we have a function C defined by f 4 (x) = C(x 4 , x 2 , x 3 ). Now the pullback σ * : P I(4) → P I(4) acts as
and condition (4.5) tells us that
Here and from now on we adopt the convention that x c is the first variable listed in the argument off c . We can show thatf c is symmetric in some subset of variables by putting a bar over that set so that here
(To do this, we have to order the variables suitably, and in some cases this cannot be done consistently. The use of a bar is convenient for the purposes of this paper.) Note that the network G is not symmetric under the 2-cycle (2 3), because the arrow from cell 3 to cell 1 does not correspond to an arrow from cell 2 to cell 1.
Admissible vector fields.
The proofs of the main theorems of this paper rely on the construction of certain special G-admissible vector fields. In this subsection we describe these constructions.
As motivation, consider Example 4.4. Here, the most general G-admissible vector field is specified by three functions A, B, C. These functions can be assigned independently of each other. There is one such function for each ∼ I -equivalence class of cells, that is, each connected component of B G . If c ∈ C, then f c is B(c, c) 
Vector fields in F P G (Q) are supported on Q. The subset F P G (Q) is a linear subspace of F P G . The key constraint on a vector field in F P G (Q) is B(q, q)-equivariance for some fixed but arbitrary q ∈ Q. In fact we have the following lemma.
Lemma 4.5. Given a ∼ I -equivalence class Q ⊆ C, let q ∈ Q and let g q : P I(q) → P q be any B(q, q)-invariant mapping. Then g q extends uniquely to a vector field in F P G (Q). Proof. For any r ∈ Q, choose β 0 ∈ B(q, r) (which exists since r ∼ I q) so that β 0 (q) = r. Equivariance forces us to define
∀y ∈ P I(r) , (4.8) so the extension to r ∈ Q is unique if it exists. It is easy to show that g r does not depend on the choice of β 0 . Finally, if r ∈ Q, we define g r (x) = 0.
We have now extended g q to a vector field g on the whole of P . We claim that g ∈ F P G (Q). Clearly, the components g r of g with r ∈ Q vanish. It is therefore sufficient to show that if r ∈ Q, γ ∈ B(r, s), and z ∈ P I(s) , then
The component g s is defined by choosing β 1 ∈ B(q, s) and setting
To establish (4.9), let
Then, using (4.2), we compute
. This calculation proves (4.9).
The importance of such vector fields g stems from the following proposition. Proposition 4.6.
where Q runs over the ∼ I -equivalence classes of G.
Proof. Suppose that f ∈ F P G , so that f is B G -equivariant. Let Q be a ∼ I -equivalence class, and pick q ∈ Q. Define g ∈ F P G (Q) by setting
which is B(q, q)-invariant since f is B G -equivariant. For the same reason,
where g r is defined as in Lemma 4.5. Recall that g s (x) = 0 for all s ∈ Q. Repeating this construction for all ∼ I -equivalence classes Q we see that
However, the definition of F P G (Q) shows that
(where R ranges over ∼ I -equivalence classes other than Q), so the sum is direct.
Patterns of synchrony:
Example. There are many kinds of synchrony in coupled cell systems: for surveys see Boccaletti, Pecora, and Pelaez [2] and Wang [14] . Most notions of synchrony depend on specific dynamics of cells and couplings. Some notions are model-independent; that is, they are valid for any vector field consistent with the given cell architecture. We believe that it is useful to distinguish model-independent properties from model-dependent ones, because this separates the effect of the general architecture of the system from that of the specific model equations employed, which clarifies the role of the model and its parameters.
We now approach the central issue of this paper: conditions under which certain cells in a coupled cell network can synchronize as a consequence of the network architecture. Because the theoretical issues are somewhat abstract, we first discuss a motivating example.
Example 5.1. Consider the ten-cell network G 1 of Figure 11 . There are three distinct input types, illustrated in Figure 12 . Cells 2, 3, 6, 8 have no inputs except themselves. Cells 4, 5, 7, 9 have two inputs: one is of type , and the other is of type ✷ and in the class {2, 3, 6, 8}. Cells 0, 1 have four inputs, all of type ✷; of these, two are in the class {2, 3, 6, 8}, and the other two are in the class {4, 5, 7, 9}.
(We have deliberately included some cells without inputs-in this case, cells 2, 3, 6, and 8-to make it clear that such cells can be considered synchronous in our formalism. Of course such a form of synchrony is dynamically unstable, but in this paper we are studying existence, not stability, and we do not wish to rule out unstable synchrony because it still corresponds to an invariant subspace for the dynamics. It is easy to modify this example to add further connections that provide inputs to these cells: for example, each of cells 2, 3, 6, and 8 can receive one input from any of the cells 4, 5, 7, and 9.) With appropriate choice of phase spaces, a vector field f ∈ F P G 1 takes the form
Consider the space
determined by making entries constant on the classes (5.1). On Y the vector field f restricts to 
A (u, v, w) = A(u, v, v, w, w).
This is the class of admissible vector fields for the simpler coupled cell network G 2 shown in Figure 13 . Here cells v, w have the same type, but we have shaded cell v to show which equivalence class it corresponds to.
The coupled cell network G 2 is an example of a quotient network. What structure in G 1 makes Y flow-invariant for all f ∈ F P G 1 and permits this reduction to G 2 on Y ? The key feature is how the three classes (5.1) relate to input isomorphisms. In section 6 we develop the theory of flow-invariant subspaces, and in section 8 we develop the general theory of such reductions. Let G = (C, E, ∼ C , ∼ E ) be a coupled cell network. Choose a total phase space P , and let be an equivalence relation on C, partitioning the cells into equivalence classes. We assume that is a refinement of ∼ C ; that is, if c d, then c and d have the same cell labels. It follows that the polydiagonal subspace
is well defined since x c and x d lie in the same space P c = P d . The polydiagonal ∆ is a linear subspace of P .
For instance, in Example 5.1 we can define to have equivalence classes (5.1), in which case ∆ = Y .
Definition 6.1. A trajectory x(t) of f ∈ F P G is -polysynchronous if its components are constant on -equivalence classes. That is,
Polysynchronous states are patterns of synchrony. Trivially, any trajectory is polysynchronous with respect to the relation of equality (which partitions C into its individual cells). Only nontrivial polysynchrony is interesting.
Robust polysynchrony. Definition 6.2. Let be an equivalence relation on C. Then is robustly polysynchronous if ∆ is invariant under every vector field
f ∈ F P G . That is, f (∆ ) ⊆ ∆ ∀f ∈ F P G .
Equivalently, if x(t) is a trajectory of any f ∈ F P G , with initial condition x(0) ∈ ∆ , then x(t) ∈ ∆ for all t ∈ R.
We now find necessary and sufficient conditions on to ensure that is robustly polysynchronous. We begin by showing that robust polysynchrony can occur only between cells that have isomorphic input sets. This is intuitively clear because these are the only cells that involve the "same" function in the corresponding components of admissible vector fields, and the proof bears out this intuition. This is no longer the same as g 0 , so no reduction to the three-cell network is possible.
What is the source of this difference? The symmetry property of A (that is, its B(1, 1)-invariance) implies that the order of the v's and w's does not matter, but there are three occurrences of w in g 1 and only two occurrences in g 0 . Similarly there is one occurrence of v in g 1 , but there are two occurrences in g 0 . This difference in "multiplicity" makes g 1 differ from g 0 and so destroys the possibility of Y being an invariant subspace.
This and similar examples lead to the following concept.
Definition 6.4. An equivalence relation on C is balanced if for all c, d ∈ C with c d and c = d, there exists γ ∈ B(c, d) such that i γ(i) for all i ∈ I(c).
In particular, B(c, d) = ∅ implies c ∼ I d. Therefore, balanced equivalence relations refine ∼ I .
The equivalence relation for Example 5.1 is balanced; the modified equivalence relation is not balanced. It turns out that this is the crucial distinction when it comes to constructing a quotient network; see Theorem 6.5 below.
There is a relatively simple graphical way to test whether a given equivalence relation is balanced. Color the cells in a network so that two cells have the same color precisely when they are in the same -equivalence class. Then is balanced if and only if every pair of -equivalent cells is connected by a color preserving groupoid element.
For example, consider the seven-cell network in Figure 14 . Let be the equivalence relation with equivalence classes {1, 4, 7}, {2, 5}, {3, 6}, as indicated by the colors in Figure 14 . Observe that the pink (light gray) cells have input sets "white to pink," the white cells have input sets "blue (dark gray) to white," and the blue cells have input sets "pink to blue." So is a balanced equivalence relation, since all cells in the same equivalence class have identically colored input sets. 
with the corresponding property. We may choose the numbering so that 
(c) and I(d).)
Suppose that we can prove that for any s with 0 ≤ s ≤ r and any -equivalence class U ⊆ C,
Then we can define a bijection γ :
for all U . By (6.1), γ ∈ B(c, d) . Moreover, (6.3) 
implies that γ(i) i for all i ∈ I(c).
For we may take U such that i ∈ U , and then γ(i) ∈ U as well.
Thus it remains to prove the cardinality condition (6.2). To do so, we introduce a B Gequivariant map h, which depends on s, and apply it to an element y ∈ ∆ that depends on U , as follows.
Let M : P i → P c be a nonzero linear map, where i ∈ K s . Let h c : P I(c) → P c be defined by
which is B(c, c)-invariant, since K s is a B(c, c)-orbit. By Lemma 4.5 we may then define, for all other c ∈ C,
where β is some (hence any) element of B(c, c ) and c ∼ I c, and
otherwise. Moreover, the resulting h is B G -equivariant. Since is polysynchronous, h maps ∆ to itself.
Next, define y ∈ P by
for some fixed v ∈ P a for which M (v) = 0, where a ∈ U ∩ K s . We are assuming that c
Since h preserves ∆ ,
∀x ∈ ∆ . (6.6) Apply (6.5),(6.6) to y:
By (6.6), since M (v) = 0, we deduce that
for all U and all 0 ≤ s ≤ r. However, this is (6.2), so is balanced.
7. Dynamics on polysynchronous subspaces. As illustrated in Example 5.1 the restriction of a coupled cell vector field to a polysynchronous subspace has itself a special structure. The restriction is an admissible vector field for an associated "quotient" coupled cell network. In this section we construct the quotient network for a given polysynchronous subspace and illustrate some of the implications for the dynamics of the restriction. We begin with an example.
Example 7.1. Consider the five-cell network illustrated in Figure 15 (left). All cells are cellequivalent, so a phase space for this network has the form P = (R k ) 5 for some k. Since all cells are also input-equivalent (that is, have isomorphic input sets) the diagonal (x, x, x, x, x) is polysynchronous. Recall that a network is homogeneous when all of its cells are input isomorphic. There is, however, a more interesting 3k-dimensional polysynchronous subspace ∆ associated to the balanced relation illustrated in Figure 15 (center). That subspace is
Next we discuss the structure of the restriction of an admissible coupled cell vector field to ∆ . The general admissible vector field has the forṁ
where f : (R k ) 3 → R k is symmetric in the last two arguments. The restriction of (7.1) to ∆ has the formẋ
Observe that (7.2) is the general vector field associated to the three-cell bidirectional ring illustrated in Figure 15 (right). We will show that there is a general construction that leads to this three-cell quotient, but first we discuss some implications for the dynamics of the five-cell system.
Observe also that the restriction (7.2) has D 3 symmetry and is, in fact, the general D 3 -equivariant vector field on (R k ) 3 . So it is possible for a quotient network to have symmetry even when the original network has none. It is known that when k ≥ 2, such vector fields can support discrete rotating waves and solutions where two cells are out of phase, while the third cell has twice the frequency of the other two [9, 7] . These solutions are also solutions to the original five-cell system. Typical simulations are shown in Figure 16 . The middle and right simulations are obtained just by changing initial conditions. It is also possible for the restricted system to exhibit symmetric chaos, as illustrated in the five-cell simulations in Figures 17 and 18 .
Perhaps the simplest example of a network that has no symmetry but does have a quotient network with symmetry is the three-cell network in Figure 19 . This is the same as the "masterslave" network of Pecora and Carroll [12] . This network is part of the same family of networks as the seven-cell network described in section 1 ( Figure 6 ) and again in section 6 ( Figure 14) . Construction of the natural quotient network. Let be a balanced equivalence relation on a coupled cell network G = (C, E, ∼ C , ∼ E ). In a series of steps we construct the quotient network G corresponding to the polysynchronous subspace ∆ . To do this we need to define the cells and edges of the quotient network and the equivalence relations on them; that is, we must define C , ∼ C , E , ∼ E . Most steps are straightforward, but those related to edge-equivalence are more complicated.
(A) Let c denote the -equivalence class of c ∈ C. The cells in C are the -equivalence classes in C; that is,
Thus we obtain C by forming the quotient of C by ; that is, C = C/ .
(B) Define
This is well defined since refines ∼ C . (C) The edges in the quotient network are the projection of edges in the original network that do not link distinct but -equivalent cells. That is,
if and only if for some c 1 , c 2 ∈ C with 
Then there exists β ∈ B(c 1 , c 2 ) such that
Proof. Since is balanced, there exists (for
1 is an input isomorphism and by construction β (Ω c 1 (j 1 )) = Ω c 2 (j 2 ). Lemma 7.3 implies that if (D) holds for some choice of c 1 , c 2 satisfying the required conditions, then it holds for any choice of c 1 , c 2 .
Finally, we show that G is a coupled cell network. To do so, we must verify the compatibility conditions in Definition 2.1(e,f).
(
The definition of ∼ E implies there exists γ ∈ B(c 1 , c 2 ) such that γ(Ω c 1 (j 1 )) = Ω c 2 (j 2 ). Since γ is an input isomorphism, it preserves cell type, so c 1 ∼ C c 2 . However, now the definition of ∼ C shows that
(F) Internal edges are never equivalent to noninternal ones; that is,
The converse is obtained by direct calculation. It remains to prove that the restriction of each G-admissible vector field to ∆ is a Gadmissible vector field. This result follows from Theorem 9.2, whose proof uses "quotient maps," which are introduced in section 8.
Remark 7.4 (on the symmetry groupoid of the natural quotient). It is reasonable to ask for a characterization of the symmetry groupoid of the natural quotient G/ in terms of the symmetry groupoid of G and its relation to . Define
Then define two subgroupoids of B G by Σ =˙ c,d∈C
It turns out that T consists precisely of the -compatible elements of B G , a concept that we introduce later in Definition 8.6. It follows that B G/ consists precisely of the bijections induced on C/ by the subgroupoid T of B G .
Moreover, the elements of Σ act as the identity on C/ . In fact, they form the isotropy subgroupoid of any generic element of the polydiagonal ∆ (that is, an element x ∈ ∆ such that x i = x j ⇔ i j). By analogy with the group-symmetric case, we expect B G/ to be equal to the quotient groupoid T /Σ . Moreover, T ought to be the "normalizer groupoid" of Σ in B G . Dias and Stewart [5] prove the above statements. We omit the proofs here because they involve technicalities about quotient groupoids that would take us too far afield.
Remark 7.5 (on the lifting of G admissible vector fields). In symmetric dynamics the issue of "hidden symmetry" arises. Here, the restriction of an equivariant vector field onto the fixed-point space of a subgroup Σ is always equivariant under the normalizer of Σ, but sometimes it obeys extra constraints. See [9, 7] . The next example shows that the same issue arises in the groupoid context. In particular, vector fields that are admissible with respect to the quotient network G do not always lift to vector fields that are admissible with respect to the original coupled cell network G.
Consider the four-cell network in Figure 20 (left). The equivalence relation indicated by color is balanced, and consider the natural quotient three-cell network in Figure 20 (right). Admissible vector fields of the four-cell network have the forṁ
Admissible vector fields of the three-cell network have the forṁ
If we identify (x 1 , x 2 , x 3 , x 4 ) with (u 1 , u 2 , u 3 , u 3 ), we induce a vector field from (7.5), and we thereby obtain one of the formu
which is admissible by (7.6).
Note that not every G -admissible vector field (7.6) can be extended to a G-admissible vector field. Compare the linear terms in A (namely, αu 1 + β(u 2 + 2u 3 )) with the linear terms in f in (7.6) (namely, αu 1 + βu 2 + γu 3 ). This is a groupoid analogue of hidden symmetry and raises similar issues. Dias and Stewart [5] give a complete groupoid-theoretic characterization of the cases when every G -admissible vector field extends to a G-admissible vector field.
Quotient maps.
In this section we give a formal definition of a quotient map φ : G 1 → G 2 , where G 1 and G 2 are coupled cell networks. The definition is purely graph-theoretic.
is a quotient map if the following hold:
for all i ∈ I(c).
There are several observations that follow directly from the definition of a quotient map φ :
That is, any two cells in C 1 that project by φ onto the same cell in C 2 have the same color (that is, are φ -equivalent).
Lemma 8.2. Let φ : C 1 → C 2 be a quotient map. Then the following hold:
for all i ∈ I(c). Next we show that β 1 exists. The set Ω c (j), defined in (7.3), consists of cells in I(c) that are -equivalent and project onto the node j ∈ C . Therefore, we can choose a finite set J of j such that
Since input sets lift, the existence of β 2 implies that
We construct the permutation β 1 by finding bijections
for all j ∈ J and letting β 1 be their union. The existence of In this situation we say that (G , φ ) factors through (G , φ) . Note that with the definition of φ given in Theorem 8. First, we give an example to show that quotient networks need not be unique. Then we prove Theorem 8.4, which shows that the natural quotient is universal. That is, all other quotient networks are quotients of G of a rather trivial kind: distinct cells remain distinct.
Example 8.5. Figure 21 shows three coupled cell networks. The network G is the sevencell chain of Figure 6 . The network G is the three-cell ring of Figure 7 in which all three arrows are equivalent. The network G is another three-cell ring, in which the arrows are not equivalent. It is easy to see that there exist three quotient maps φ : G → G , φ : G → G , and ξ : G → G , shown by the coloring of the figure. Moreover,
Clearly φ and φ induce the same equivalence relation on G; that is, φ = φ . However, G and G are not isomorphic. In fact, there are three other quotient networks with the same equivalence relation. Namely, form a three-cell ring and define two arrows to be equivalent but the third to be different. These three networks can be inserted between G and G . The essential point now is that Example 8.5 exhibits the only way in which uniqueness fails. The natural quotient G defined above is the one in which as many arrows as possible are edge-equivalent. All other quotients are obtained from the natural one by employing the same cells and refining ∼ E .
It will be helpful to introduce the following concept. Definition 8.6. Let γ : J → K be a bijection between subsets J, K ⊂ C, and let be an equivalence relation on C. Say that γ is -compatible if for all j 1 , j 2 
Essentially, the point here is that γ permutes -equivalence classes. Note that in the definition of "balanced" we have the stronger condition i γ(i), in which γ fixes -equivalence classes.
Such maps arise for the following reason. Suppose that φ : G → G is any quotient map of coupled cell networks, and let β ∈ B G be an input isomorphism. The definition of "quotient" requires there to exist a liftβ ∈ B G . The definition of "lift" clearly implies that β is φ -compatible (8.6) whenceβ ∈ B(c, d) (if β ∈ B(φ(c), φ(d)) ⊆ B G ) .
Proof of Theorem 8.4 . Suppose that G is a coupled cell network and is a balanced equivalence relation on C. Let (G , φ) be the natural quotient by so that φ = . Let (G , φ ) be any quotient network with φ = . We claim that φ factors through φ.
Define ξ : G → G as follows. Let c ∈ C be a cell of G . Define
The map ξ is well defined because φ = = φ . It is a bijection ξ : C → C . We claim that ξ is a quotient map. The defining properties are obvious, except for the condition that input isomorphisms lift from G to G . Suppose that β ∈ B G . Then β lifts from G to G, yielding an input isomorphismβ ∈ B G . By (8.6),β is -compatible. Therefore, it induces a bijection γ on C defined by
The definition of edge-equivalence in the construction of G implies that γ is an input isomorphism in G . Therefore, every β ∈ B G lifts to some γ ∈ B G .
Several other properties follow directly from this proof. To state them, we need the following definition: 9. Induced vector fields are admissible. Now we come to the second main theorem of this paper. We show that any quotient map φ : G 1 → G 2 converts G 1 -admissible vector fields into G 2 -admissible vector fields in a natural way.
The basic idea is the following. Let ∆ φ denote the polydiagonal subspace corresponding to the equivalence relation φ (previously denoted ∆ φ ). We claim that the space of G 1 -admissible vector fields restricted to ∆ φ can be naturally identified with a subspace of the space of G 2 -admissible vector fields. The main consequence of this observation is that interesting dynamics (rotating waves, symmetric chaos) in this subspace for the cell system G 2 corresponds to the same dynamics in the cell system G 1 , in which -equivalent cells are synchronous.
We first choose cell phase spaces P c for c ∈ C 1 . Then φ(c) ∈ C 2 , and we let the corresponding cell phase space be P φ(c) = P c . The space P φ(c) is well defined since quotient maps preserve the relation ∼ c .
Choose a set of representatives R for the map φ. That is, R ⊆ C 1 and for each d ∈ C 2 there exists a unique c ∈ R such that φ(c) = d. Thus the set of all φ(c) runs through the elements of C 2 without duplication when c runs through R. Then define
If x = (x c ) c∈C 1 defines coordinates on P , we can consider y = (y φ(c) ) φ(c)∈C 2 as defining coordinates on P . Moreover, for each c ∈ C 1 there exists a unique r ∈ R such that φ(c) = φ(r), and then y φ(c) is identified with y φ(r) .
In section 8 we introduced the notion of a quotient map between coupled cell networks. The key property that we wish to ensure is that a quotient map φ : G 1 → G 2 induces a natural mappingφ :
, where P is obtained by identifying the relevant factors of P .
Quotients preserve admissibility. We now establish an important property of quotient maps: they induce admissible vector fields.
Suppose that φ : G 1 → G 2 is a quotient map. There is an injective map α : P → P defined by α(y) c = y φ (c) ∀c ∈ C 1 , y ∈ P . We will also denote f byφ(f ).
The main result of this section is Theorem 9.2 below. Several applications of this theorem can be found in [6] . Proof. For all i ∈ I(c) we have (β * (α(y))) i = (α(y))β (i) by (9.6) = y φ(β(i)) by (9.1) = y β(φ(i)) by (8.1) = (β * (y)) φ(i) by (9.6) = (α(β * (y))) i by (9.1), which proves (9.7).
Final comments.
The formalism of symmetry groupoids proposed in this paper can be set up for many analogous systems that possess a network structure. Here, we have associated to each cell (node of the network) a continuous-time dynamical system defined on a manifold, and to each directed edge a coupling between such systems. We briefly consider variations on this theme.
Extra constraints can be imposed, an important one being to make the system Hamiltonian; see [8] . An analogous formalism can be introduced for discrete-time dynamics (coupled map lattices and generalizations to networks), or discrete-time discrete-space dynamics (cellular automata), and groupoid-equivariance implies constraints on the dynamics (in particular, on patterns of synchrony). If cells represent states of a stochastic process and edges represent transitions, then the network corresponds to a Markov chain, and now the symmetry groupoid implies constraints on the stationary probability density function. We can also extend the groupoid formalism to stochastic differential equations and delay-differential equations.
The theory developed here is a preliminary step toward a formal understanding of patternformation in general, not necessarily symmetric, coupled cell networks. Its main focus is robust synchrony. Many other questions about the dynamics of coupled cell networks can be tackled within the groupoid framework; indeed, work is in progress on several of these. In all cases, the central role of the symmetry groupoid as a formal algebraic structure that captures the constraints imposed by the network topology is paramount.
