In this paper we study the following generalization of the classical hidden surface removal problem: given a set S of objects, a view point and a point light source, compute which parts of the objects in S are visible, subdivided into parts that are lit and parts that are not lit.
Introduction
One of the basic problems in computer graphics is the hidden surface removal problem: given a set of objects in 3-space and a view point po~e,", compute which parts of the objects are visible from pVi.W. More formally, one wants to compute the visibility map of the objects, which is the subdivision of the viewing plane into maximal regions, such that in each region either no object is visible, or one object is visible. Because of its importance in computer graphics the hidden surface removal problem has been studied extensively, both from the practical side and from the theoretical side. However, hidden surface removal is only one step in drawing pictures of a scen~to obtain realistic images one should not only compute which parts of each object are visible, but also information about the intensity of the light that reflects from these visible parts. There are some Permission to oopy without fee all or part of this msterial is granted provided that the copies ara not mada or distributed for direct commercial advantage, the ACM copyright notice and the title of tha publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinary.
To copy otherwise, or to rapublish, raquiras a fee and/or specific permission. 'practical' methods for obtaining this information (for example, ray tracing or radiosity), but these methods are not exact and computationally very expensive.
We start the investigation of this problem from the computational geometry point of view by considering the following problem: given a set S of objects in 3-space, a view point p,i,,, and a point light source pIi~M, compute which parts of the olbjects are visible from p,,~,w, subdivided into parts which are lit by pii~~t and parts which are not lit. (We are also interested in the parts which are visible but not lit, because wc assume-as is common in computer graphics-the presence of ambient light,) In other words, we are interested in the subdivision of the viewing plane into maximal regions, such that in each region either no object is visible, or one c~bject is visible and completely lit, or one object is visible and completely in shadow. In fact, we do not only want to know the regions, but we also want for each region the information which object is visible and whether it is lit. We call this subdivision the generalized visibility map. For charity we catl the subdivision obtained without considering lighting information the standard visibility map. We study generalized visibility maps for three different classes of objects, namely the general case where S consists of n non-intersecting triangles, the case where S consists of n axis-parallel rectangles parallel to the zy-plane, and the case where S is the set of faces of a polygonal terrain with a total of n edges. Next we discuss our results for each of these settings, and compare them to the known results on the standard hidden surface removal problem.
In Section 2 we consider the general case where we are given a set of non-intersecting triangles. It is easily seen that the maximum combinatorial complexity of the standard visibility map is @(n z ). It is also known how to compute the standard map in ()(n~) time [15] . In general, however, the complexity of the map will be smaller than quadratic. Hence, people have tried to develop output-sensitive algorithms, that is, algorithms whose running time depends on the total complexity k of the map. This turned out to be a difficult problem, and only recently an output-sensitive algorithm that can handle arbitrary (non-interstxting) triangles wm presented by de Berg et al. [6] . The running time of their algorithm is O(n 1+' W).1 By implementing one of the data structures supporting the algorithm more efficiently, Agarwal and Matou~ek [1] were able to improve the time bound to O(nltC + n213+'k2i3).
For the generalized hidden surface removal problem for non-intersecting Eiangles, we show the following results.
First of all, we prove that the maximum combinatorial complexity of the generalized map is @(n3 ). We also present a simple output-sensitive algorithm to compute the generalized map in 0(n2 log n + k) time. Finally, we argue that it will be very difficult to devise an output-sensitive algorithm whose running time is O(rzz) for small k.
In Section 3 we consider a second class of objects: axisparallel rectangles parallel to the zy-plane. As in the case of triangles, the maximum complexity of the standard map is @(n~), whereas for the generalized map the bound is @(n3). The best solutions known to date for computing the standard map of a set of axis-parallel rectangles run in time O((n+k) log n) [2, 7, 9] , or in time O(nl+E +k) [91; the algorithm that we present for the generalized case runs in time O((n@ + k) logz n).
Our solution is based on a data structure for so-called union range queries, which we believe to be of independent. The structure stores a semi-dynamic (insertions only) set of rectangles in the plane in such a way that the union of the rectangles inside a query rectangle can be found efficiently. (In fact, the structure can handle axis-parallel polygons as query ranges.) What makes devising this structure difficult is that we are not allowed to store the union explicitly, because the union can have quadratic complexity. Thus our structure stores the union in an implicit way; it uses O(n @ log n) storage, the amortized insertion time is 0( @i logz n) and the query time is 0((1 + 1) log2 n), where i is the complexity of the union inside the query rectangle. Our structure is closely related to a structure described by Overmars and Yap [17] . They have shown how to maintain the measure of a set of rectangles, using O(fi log n) time per update. We want to use the structure for answering union range queries, where the number of queries can be much larger than the number of updates. We therefore do not want to spend, say, Q(-log n) time for a query. This necessitates the use of additional machinery and a careful anat ysis.
Finally, in Section 4 we study polyhedral terrains. For this case we prove a @(nz ) bound on the maximum complexity of the generalized map, which is the same as the bound for the standard map. Katz et al. [13] have shown that the standard map can be computed in 0( ( m(n ) + k) log n) time. We give an algorithm for computing the generalized 1Such a bound means that, given any e > 0, one can implement the algorithm so that it runs in O(TZ1 +' W) time. The constants hidden by dre O-notation depend on e.
map with O(IZ log? n + n <~+ k log n) running time.
The algorithm uses a data structure that maintains the upper envelope of a set of line segments in the plane under insertions, such that the 1 intersections of a query segment with the upper envelope can be computed efficiently. Again, the possible number number of changes in the envelope makes it necessary to store it implicitly. Our structure can achieve, for any 1< m < n, a query time of O((m + 1) log n) with an update time of O(log n. log m + (n/n~)a(n/n~)). It uses O(n log m + ncY(n/nI)) storage.
Before we proceed let us introduce some notation that we use throughout the paper. S will be a set of non-intersecting polygons in 3-space, and p~i~~and P~igM me points in 3-space. We call pvic~the view point anclplight the light source. A projection with p. i ,W as the center of projection is called a p~i~~-projection; the term p~ig~t -projection is defined analogously. We define a point p to be visible from pu~,~iff the interior of the line segment poi,~p does not intersect any polygon in S; point P is lit by Plight iff the interior of the line segment _ does not intersect ZUIY polygon in S. Furthermore, let V~(S, puiesu, plight ) k the set of points in 3-space that lie on a polygon in S, are visible from pvi,~and lit by prigl,t, and let VN (S, pview, night) be the set of points that lie on a polygon in S, are visible from pvi,,. and not lit by piig~t. Note thatif we tie the connected components of these sets, we get a collection of polygonal regions which are contained in the polygons of S. From now on we let V~(S) and V,v ( S) denote these regions, omitting the parameters P.zeru and p~ig~t for the sake of brevity.
If we take the p,,i,~-projection of these regions onto the viewing plane then we obtain the generalized visibility map of S with resp~t to pview and plight, denoted by A-f (S, Pui.~, plight ), or by M(S) for short.
The General Case
In this section we prove tight bounds on the maximum complexity of the generalized visibility map of a set of nonintersecting polygons in 3-space with n vertices in total, and we give an output-sensitive algorithm to compute the map. We start with the combinatorial bound. The proof is a somewhat simplified version of a proof by Overmars [16] . Theorem 2.1 Let S be a set of non-intersecting poJygons in 3-space with 71 vertices in lotal. The maximum combinatorial complexity of the generalized visibi~ity map M(S) is (n3 ). This bound also holds if S is a set of n axis-parallel rectangles that are parallel fo the xv-plane.
Proot7
We first prove the upper bound, Consider a fixed polygon P G S, The edges of the regions of V~(S) and polygon in S onto P, or the plzg~~-projection of an edge of another polygon onto P. The vertices of the regions on P are intersections between two such segments. Clearly, there are O(n) segments on P, which proves that the maximum complexity of the regions of V~(S) and VN (S) on P is 0(n2). The upper bound immediately follows.
We now give an example that shows that the upper bound we just proved is tight. Our construction uses a set R. = we take prig~t = (ZI, 1/2, n/2), irrespective of the choice of z1. In the same way we can ensure that every line in M obscures a part on each~i from pv~~~, by taking z,, = n/2.
We now have that the complexity of the regions which are visible and lit (and also of the regions which are visible and not lit) on the topmost rectangle r 1 is Q(nq). On other rectangles, however, this need not be the case: a rectangle ri can be (partially) obscured by some ri,, i' < i. But by choosing zf and yv large enough, we can make sure that the rectangles ri do not influence each other. See Figure 1 
where a view along the y-axis is given of the sets R and L and of the point plight.
Thus the total complexity of VL(IZULUM) and V,N(l?ULUJf) is Q(n3).
u Theorem 2.2 Let S be a set of non-intersecting polygons in 3-space with n vertices in total. The generalized visibility map M(S) can be computed in 0('n2 log n+ k) time, where k is the total complexity of the map.
Proofi
First compute the regions on each polygon in S which are visible from~Ui.W, and the regions which are lit from plight. This takes 0(n2) time [15] . From this information, compute the regions of M(S) on each P 6 ,S using a red-blue intersection algorithm [14] .
•1
Although we now have an output-sensitive algorithm for the generalized hidden surface removal problem, its running time is not as good as what one might hope for. In particular, the algorithm needs L?(n~log n ) time, even if the output complexity is only constant. However, we think that it will be very difficult to find an algorithm whose running time is much better. Our belief is based on the following observation.
Consider the well known three collinear points problem:
given a set of n points in the plane, decide whether any three We now show that the generalized hidden surface removat problem is at least as hard as this problem.
Let T= {tl, tq, ..., t,,, } be a set of triangles in the plane. We can construct a set~of triangles and a light source p~i$ht such that the p~i~~t -projections of the triangles in T onto the xy-plane exactly form the triangle in T. If we place pt,~.t,, such that sani,
completely visible, then we can solve the union of triangles problem by computing the generalized visibility map of T U {su,,it}. However, we wanted to show that the generalized hidden surface removal problem is difficult even if the output complexity is small; in our example it cart be large due to regions on the triangles ii. But this is easy to avoid: in front of the view point, such that r~hi~ld obscures all the lriangles Ii, but not s~,tz~.
We have given strong evidence that it will be very difficult (perhaps even impossible?) to obtain an output-sensitive algorithm for the generalized hidden surface removal problem for an arbitrary set of triangles whose running time is O(nz ) for smatl k. For special cases, however, such algorithms can be given, as is shown in the next two sections where we study axis-parallel rectangles and polyhedral terrains. 
The Strategy
The strategy that we follow consists of two phases: in the first phase we compute which parts of the rectangles in S are visible from pvi~., and in the second phase we determine which portions of these parts are lit by p [i.gl,t.
To simplify the exposition we assume that the z-coordinates of pu~ev and pi~~l,t are greater than the~-coordinates of the rectangles in S, and that all the rectangles lie above the xy-plane. These restrictions are straightforward to remove. Before we can give a more detailed description of the second phase of the algorithm, we need the following definitions. Let R be a set of axis-pmallel polygons in the plane. A union range query on the set R with an axisparallel query polygon P asks for P n ((J R), that is, for the part of the union of R inside P. We begin the second phase by initializing an empty structure D for union range queries. After that we process the rectangles r E S in order of decreasing z-coordinate--i.e. Theorem 3.1 Let S be a set of 7) axis-pamllel rectangles that are paralJel to the xy-plane. The generalized visibility
where k is the total complexity of the map.
Proot7
The first phase of the algorithm can be done in O((n+k.i, ) log n), where ku~, is the complexity of the visible pieces, by a standard hidden surface removal algorithm for rectangles [2, 7, 9] . Note that kv~. < k. In the next subsection we describe a data structure D with 0( fi log2 n) amortized insertion time, and 0( ( m + 1) log 2 n) query time, where 711 is the number of vertices of the query polygon and 1 is the output complexity.
Hence, the time needed for the second phase of the algorithm is bounded by
where we sum over all polygons P with which we query, and lp is the complexity of the answer to the query. The time bound stated in the lemma now follows from the fact that XT IPI = k.i, < k and ZP 1P < k.
Union Range Queries
Let R be a set of n axis-parallel rectangles in the plane. In this subsection we devise a data structure for so-called union range queries on R. Such queries ask for the part of the union of R inside an axis-parallel query polygon. More formally, the answer to a query with polygon P is P n (u R). We prove the following theorem.
Theorem 3.2 Let R be a set of 71 axis-parallel rectangles in the plane. It is possible to sfore R info a data structure that uses O(n& log n) storage, such that union range queries with an axis-parallel query polygon P can be answered in 0(( 1P I + k ) logz n) time, where k is the size of the output. Rectangles can be inserted into the structure in O ( 6 logz n ) amortized time, assuming we know all rectangles to be inserted in advance, Let us first describe the structure for a static set R. The top tree, assuming that the rectangles in R are bounded.
basic ingredient that we use is a partitioning of the plane described by Overmars and Yap [17] . This partitioning is as Before we describe the extra information that we need to be able to answer union range queries efficiently, it is convenient to introduce some notation, We denote the cell of the partitioning represented by a bottom leaf y by Cell(7).
An l'ti (u) consists of a set of intervals, which we store in a list YC (v ) . (In fact, we want to be able to do binary search on the endpoints of the intervals in Yc (v), so we implement Yc ( v ) as a balanced binary tree. To avoid confusion with our main tree T, however, we will call YC (v) a list anyway. The same remark holds for the other lists stored at nodes in 'T.)
Let YP(v) be the set of y-coordinates g" such that
consists of a set of intervals, which we store in a list Yp (v). At the internal nodes v of the bottom trees (excluding their roots, which are the top leaves), we store lists A'c (v) and ,l'P (v), which are defined analogously to Yc (v) and YP(v) . but with the roles of the x-and y-coordinate reversed.
At the bottom leaves -~we store the lists ,I?c(-() and Yc(T).
Lemma 3,1 The total size of 'T incJuding all associated information is 0( n fi log n). Yp (v) is the y-coordinate of some rectangle in l?(v). Similarly, every endpoint of an interval in a list Xc(v) or XP(V) is the z-coordinate of some rectangle in R(v). Hence, the total size of 'T is~V O(lf?(v) j), which is O(nfilog n), see [17] .
Prook Every endpoint of an interval in a list Ye(v) or
u We now describe the query algorithm for a rectangle q* as query polygon; the generalization to axis-parallel polygons as query objects will be sketched later. Let us first consider how to report q n ( (J R(? )) for some rectangle q at a bottom leaf y. Recall that Cell(T) has no vertices in its interior. Using Lhis fact the following lemma is easy to prove.
Lemma 3.2 Let q be a rectangle. The region q fl (U R(y))
at a bottom leafy can be reported in O(log n + ky ) time,
where k~is the complexity of q n (u l?(y)).
The full query algorithm is a recursive procedure, Next we describe the actions performed by the query algorithm when a node v in the top tree is visited by a query rectangle q, We distinguish three cases; we can decide which case occurs by searching with y(g) and y'(q) in the list YP (v).
case (i): [y(q) : y'(q)] n Yp(v) = 0.
In this case q is clearly disjoint from all the rectangles in R(v), so we report 0 and we are finished.
case ( Note that a node can be visited several times with different query rectangles q c q*. The following lemma counts the total number of visits nodes in 'T, where multiple visits to the same node are counted separately.
Lemma 3.5 The total number of visits to nodes in T is O(log n + k..P + k log n), where k,.P is the total number of reported rectangles and k is the total complexity of q * n (J R).
Proofi
First note that the number of visits to nodes v where the query rectangle has a vertex inside Cell(v) is no more than (log n). Furthermore, the number of visits where we report a rectangle is trivially no more than k,,P.
So let us count the remaining visits. Let v be a visited node and let q be a query rectangle with which we visit v.
Observe that we are either in case (i), or we are in case (iii) and we did not report any rectangle.
As for case (i), we charge this visit to the visit of parent(v) by some rectangle q'~q. Note that q' always exists, is unique and gets charged at most 1 + 1 times, where 1 is the number of rectangles that were reported when q' visited parent(v).
Also observe that at parent(v) case (i) did not occur for q'. Hence, the chrmging does not propagate any further. Thus we can account for all visits where case (i) occurs.
As for case (iii), assume that v is a node in the top tree.
Because we did not report anything when visiting v with q, we know that there must be a vertical edge of U R intersecting q. Hence, a vertex of q* n (IJ f?) lies inside Cell(v).
If v is a node in the bottom tree, there will be a horizontal edge of U R intersecting q; in this case one can also argue that a vertex of q* n ((JR) lies inside Cell(v).
For each vertex of q* n (u R) there are O(log n) nodes whose cells contain the vertex. Hence, the number of nodes where case is reported at a node v in the bottom tree, either Cell(v) or Cell(sibling(v) ) contains a vertex of q* n (u R) with z-coordinate x(r) or x'(r).
Omitted.
Using the lemma's above we can now prove a bound on the query time.
Lemma 3.7 The query time for a union range query with query rectangle q* in the structure described above is O((k + 1) log2 n), where k is the total complexity of q* n (u R).
Proofi From Lemma 3.4 it follows that the query algorithm takes time xv O(log n + k.), where we sum over all u
In our application we need to be able to insert rectangles into the structure. For lack of space we do not provide details for this operation, and we just state the result.
Lemma 3.8 Insertions into the structure described above can be performed in O(6 log2 n) amortized time, assuming we know all rectangles to be inserted in advance, We also need to be able to query with an axis-parallel polygon and not just with a rectangle. At first glance it may seem that one can simply decompose the query polygon into rectangles, but our query polygon is not guaranteed to have constant complexity so this approach fails: the sum of the complexities of the unions inside the rectangles can be much larger than the complexity of the union inside the polygon.
The basic idea to solve this problem is as follows.
First, we decompose T into horizontal rectangles by computing the horizontal adjacency map. This can be done in linear time [3] . Next we start querying with the resulting rectangles. However, we do not treat them one at a time, but all simultaneously. If we arrive at a node v in 'T, and two rectangles qi and qj that share an edge both span Celi( v ), then we merge the two rectangles. In general, if there is a sequence of adjacent rectangles that all span Cell(v), then we merge them into one rectangle. We then proceed as in the normal query algorithm for each of the resulting rectangles. When we arrive at a root node v of a bottom tree, we collect all rectangles that are left at v, form their union and compute a vertical decomposition of the union. We then continue in the same manner as in the top tree, that is, we merge rectangles whenever possible. When we finally arrive at some bottom leafy, we again collect all rectangles into a query polygon P7. Using the lists A'c (-j) and YC (T)
we report the part of the union inside PV. The details of this procedure are given in the full version of the paper.
Lemma 3.9 The query time for a union range query with an axis-paraJJel query poJygon P in the structure described above is 0((1'PI + k) log2 n), where IPI is the number of vertices of P and k is the total complexity of P n (u R).
Terrains
In this section we study the generalized hidden surface removal problem for the set S of faces of a polyhedral terrain.
A polyhedral terrain is defined as the graph of a continuous, piecewise linear function z = F(z, y) defined over the entire xy-plane. We assume that the faces of the terrain are convex.
The combinatorial bound
Recatl that for a set of arbitr~y triangles-and even for a set of axis-parallel rectangles-the maximum combinatorial complexity of Ji4 ( S ) is @(71.3). For terrains, however, the maximum complexity is considerably less, as we show next.
Let e be an edge of the terrain. We hang a curtain from e, which we denote by curt(e).
A curtain is an unbounded polygon with three edges; one of these edges, the top edge, is the edge of the terrain and the other two edges, the verticat edges, are parallel to the z-axis and extend downward to minus infinity. Curtains have been used for ray shooting problems in terrains [4, 6] . For our complexity proof we imagine that the faces of the terrain themselves do not cast shadows, only the curtains do. Observe that this does not change the union of the shadows.
Theorem 4.1 Let S be the set of faces of a polyhedral terra"n, and let n be the total number of edges of the terrain.
The maximum combinatorial complexity of the generalized visibility map M(S) is Q(n z ).
Proofi
The lower bound trivially follows from the fact that even the region visible from one point can have quadratic complexity.
We now prove the upper bound. Consider the set of vertices of .M ( S). Initially, we color all vertices red. Our upper bound proof proceeds by coloring 0( n 2) vertices (plus some additional points which may not be vertices of M (S)) green in a way to be described next, Then we argue that the number of remaining red vertices is no more than O (n z ).
Let f be a face of the terrain. Define E} (pv~,W ) to be the set of edges bounding the region on~visible from p vi~to, and define Ej (f%g~t ) to be the set of edges bounding the region on f lit by p~ig~t. Furthermore, define lo to be the set of points which are either the endpoint of an edge in Ej (pUi,W ) or Ej (pligh, ), or the intersection between an edge in Ej (p~i,~) and an edge in Ej (ptig~t ).Clearly, the set of vertices of M (S) that are located on~is a subset of Vj. Let us color some of the ve@ces in Vf.
1.
2.
3.
The
Color all the vertices of edges in E j (w iew ) and
For each vertex v of an edge a in 13~(P~i,~) such that v is not lit by plight do the following. Move on a starting from v until an edge of E j (p~ig~t ) is hit. If no edge is hit before we reach the other endpoint of CL then are ready. Otherwise we color the vertex of Vf where we hit the edge green.
Let zf (curt(e)) be the I}light -projection of a curtain curt(e) onto~.~f (curt (e)) is a convex polygon whose vertices are either pi;g~t -projections of vertices of curt(e) onto~, or intersections of p~i~fi,t-projections of one of the edges of curt(e) with an edge of f, or vertices off.
For each vertex w of n j (cur/(e )) which . . . . is not a vertex off and which n not wslble from p 1,{~~~, we color at most four vertices in Vf green, as follows.
Let al and a2 be the two edges of T,f ( curr( e) ) incident to w. Move on a 1, starting at w, until an edge of Ej (p~i~~) is hit. If no edge is hit before we reach the other endpoint of a 1, then we are done with a 1. So assume that we hit edge ZIof E,f (pv~~~~, ). Start moving on b from point p to the right and to the left, and color the first points of Vj that we encounter on b green. Repeat this procedure for the other edge a z that is incident to w.
number of green vertices can be estimated as follows.
In the first two steps we color per face 0( lEj (p,,~,,, ) I + lEj (fmg~t) /) vertices green. For all faces $ this adds up to xw.f(wew)l + lE.f(P/i9ht)l) = o(~?') f green vertices in total. In the last step we color 0(n) vertices per face~, which also adds up to 0( n~) green vertices in total.
It remains to bound the number of vertices that are still red. Let w be such a vertex, let~be the face containing v. Because of the vertices colored in the first step, u must be the intersection between an edge a 1 in Ej (p~i~~) and an edge az in Ej(P[ight) . Notice that a 1 is contained in the p~i,~-projection of some edge e 1 of tie terrain, and that a? is contained in the plig~t -projection of an edge e~. Now imagine moving from v along a I into the shadow of pli~l,t. Because of the vertices colored green in the second step, and because v is still red, we know that we must leave this shadow before we encounter an endpoint of a 1.
Hence, the endpoints of a.1 do not lie in the ZIiigI,t -projection of curt( e~). See Figure 3 , where the the lower endpoint of al does not lie in the (lightly shaded) p~ig~,t -shadow. Observation 4.1 now tells us that a 1 interSeCtS the Plight- Figure 3 : Situation for a red vertex.
projection Sz of a verticat edge bounding curt(e2), Now imagine moving along sz from its intersection point with a 1 into the shadow of p~,iel~, . Because of the vertices colored in step three, we know that we must leave this shadow before we encounter an endpoint of s?, Hence, the endpoints of Sz do not lie inside the l>ui~to-projection of curt (ea). Using 
The algorithm
The algorithm that we use to compute M(S) is the same as w us%d in the a~ifi-paralld Gase, In the first phase we compute which parts of the terrain are visible from p~i~w.
In the second phase we treat the faces in order of increasing distance to p~i~~~, maintaining the shadow of the faces, and querying with the visible parts on the faces to determine which pieces are lit by pli~},t. The second phase is the same as the algorithm of [18] , who solve the standard hidden surface removal problem, except that they can query with the faces themselves and are allowed to maintain the shadow explicitly.
This algorithm requires a data structure such that the part of the lower envelope of a set of line segments in the plane-the projections of edges of the terrain-below a query segment can be reported efficiently.
In the next subsubsection we will present a data structure that uses O(n log m + ncY(n/m)) storage-where 1?2is a parameter that can be chosen in the range 1 . . . n-such that the part of the upper envelope of E below a query segment can be computed in O((m + 1) log n) time, where i is the size of the output of the query. Segments can be inserted into the structure in O((n/m)a(n/m) + log n log m) time. By setting m = [n< a(n)/(kvi. logn)l, where kvis < k is the complexity of the visibility map of the terrain as seen from P~i~W, we obtain the following result.
Theorem 4.2 Let S be the set of faces of a polyhedral temu"n, and let n be the total num ber of edges of the terrain. The generalized visibility map M(S) can be computed in O(n Iogz n + n~~+ k log n ) time, where k N the total complexity of the map.
Implicitly maintaining the upper envelope Let E be a set n segments in the plane, and let S(E) denote the upper envelope of E. We want to store E in a semi-dynamic data structure such that the part of S(E) below a que~segment q can be computed efficiently. Let us first study the somewhat simpler problem, where we only want the intersection points between S(E) and q. Because the structural change in 2:(E) may be linear when we add a segment to E we have to maintain E implicitly. We do this by partitioning the problem into subproblems.
The subproblems are solved using the following two simple lemma's. The first of these lemma's readily follows from results of [5, 11] , and the second lemma is easy to prove.
Lemma 4.1 The upper envelope of a set of 77 line segments can be stored in a structure that uses 0( na(n)) storage, such that the 1 intersections of a query line segment with the envelope can be found in 0((1+ 1) log (72/1)) time. A segment can be inserted into the structure in O(na ( 72)) time.
Lemma 4.2 The upper envelope of a set of n lines can be stored in a structure that uses O(r)) storage, such that the at most two intersections of a query line segment with the enve~ope can be found in O (log n) time. A line can be inserted into the structure in O (log n ) time.
Let 771 be a parameter, with 1 < 777 < n. Let us first consider a fixed set E. Partition the plane into m vertical slabs Nubl, . . . . Wzb~,,, such that the interior of each slab contains at most 72/m endpoints of the segments in E. Let Ei c E be the set of segments that have an endpoint inside Skzbi. For each set Ei we explicitly maintain the upper envelope-more precisely, the portion of the envelope inside Skzbi-using the structure of Lemma 4.1.
Apart from the structures that we have for each set E~, we also need to handle the line segments that completely cross a slab. This is done using a segment tree 'T built on the zranges of the slabs. Thus the leaves of T represent the slabs Skzb~, where the leftmost leaf represents the leftmost slab, and so on. An internal node v of 'T represents the vertical slab Slab(v) which is the union of the slabs represented by the leaves in the subtree rooted at v. We associate with a node v the set E(v) c E of segments that span Slab(v) but not Slab(puren[( v) ). The part of &( E( v )) inside Shzb(u) is maintained using the structure of Lemma 4.2.
A query with segment q is performed by propagating q down in the tree T in the following manner. Suppose we are at a node v in 'T. We compute the part q' c q that lies above t:( J?(v)) and we continue the search in the two children of v with the relevant part of q'. More precisely, if q' n Skzb(lc( v)) # 0 then we search in the left child k(v) with the segment q' fLSlab(fc(u)), and if q'nSfab(rc(v)) # 0 then we search in the right child rc(v) with q'nSlab(rc(v) ). This way we have computed for each slab Slabi the subsegment qi of q that is above all the segments that completely cross Slab;. It remains to compute and report the intersections of q~with ,E(E~).
We can now prove the following theorem.
Theorem 4.3 Let E be a set of 71 segments in the plane, and let m be a parameter between 1 and n. It is possible to store E into a data Wucture that uses O(n log m + na(n/nl)) storage, such that the 1 intersections of a query segment with the upper envelope of E can be computed in 0(771 lop; n + 1log(n /?72) ) time. Segments can be inserted into the structure in 0( ( n/m)o ( 11/171 ) + log n log 771) fime, assuming we know all segments to be inserted in advance.
Recall that we actually want the part of S(E) below a query segment q, not just the intersections between S(E) and q. The details of this extension are omitted from this extended abstract.
We have generalized the classical hidden surface removal problem to take lighting considerations into account. More precisely, we have studied the generalized visibility map of sets of polyhedral objects with respect to a view point and one point light source, which is the subdivision of the viewing plane into maximal regions, such that in each region either no object is visible, or one object is visible and completely lit, or one object is visible and completely in shadow.
This has been an initial study of such problems any many
questions are still open. For example, it might be possible to improve the time bounds that we have obtained-specially in the case of axis-parallel rectangles and in the case of terrains. One possible direction to improve these results would be to design more efficient data structures for union range queries on sets of rectangles or curtains in the plane. Furthermore, it would be interesting to generalize the problem even further, to atlow more than one light source, or other light sources than point light sources.
