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Abstract 
Some structural relationships between matchings and independent sets are presented. One 
consequence is that any NC algorithm for generating a uniform random perfect matching of 
a bipartite graph must differ from the only known polynomial time random matching algo- 
rithm, due to Broder (1986) and Jerrum and Sinclair (1988), unless NC = P. Efficient parallel 
algorithms for emulating random walk on general graphs and some implicitly represented 
large-scale graphs are also presented. 
1. Introduction 
Matchings and independent sets are two of the most fundamental concepts in graph 
theory. Both concepts are defined in terms of pairwise independence, i.e., matchings 
are sets of pairwise independent edges and independent sets are sets of pairwise 
independent vertices. In spite of the great similarity between their definitions, the 
structural and algorithmic aspects of these two concepts are very different. Most 
notably, the problem of finding a maximum matching can be solved in polynomial 
time, while the problem of finding a maximum independent set is NP-complete. 
In this paper, we present some structural relationships between matchings and 
independent sets. This research is partially motivated by the problem of generating 
a perfect matching uniformly at random - a problem that plays a critical role in 
approximating the permanent of O-l matrices [1,4,12]. 
Broder [l] and Jerrum and Sinclair [4] proposed the following approach to the 
problem of sampling perfect matchings in a bipartite graph G = (V,, V2, E): Construct an 
ergodic Markov chain in which the states are all perfect matchings and “near-perfect” 
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matchings in G, and transitions are small perturbations of those matchings. 
The transition probabilities are chosen so that the stationary distribution of the chain 
is uniform over states. By simulating the Markov chain for sufficiently many steps and 
returning the matching in the final state, it is possible to sample perfect matchings 
from a distribution which is arbitrarily close to uniform. 
The transitions used in the Markov chain above are of the following general form: 
Suppose M is the matching of the current state. Select a vertex u uniformly at random 
from Vr, and let the new state (matching) be M 0 u, where 0 is an appropriately 
defined binary operator. Thus, simulating the Markov chain for L steps corresponds 
to computing M 0 u1 0 v2 0 ..a 0 vL, where vertices zll, u2, . . . , vL are chosen uniform- 
ly and independently from V1, and 0 is viewed as associating to the left. The following 
is the main result of this paper. 
Theorem 1.1 (Main). Vn E Z+, 3 a bipartite graph G’( VI, V2, E’) and a perfect matching 
M of G’, such that V graph G( V, E) of n vertices (where certain subsets of VI and V2 are 
identified with V, and hence, for simplicity, we assume that V c VI and V c V2), 
3 a sequence of polynomial number of vertices (ul, . . . , v,) from VI, such that v E V is 
in the lexically first maximal independent set of G if7 (v,v) $ M’, where M’ = 
M0v10u20..-00,. 
Consequently, the Markov chain simulation approach of Broder, and Jerrum and 
Sinclair to sampling perfect matchings is unlikely to have a parallel implementation 
that is in NC. 
It is interesting to point out that a matching of a graph can be naturally expres- 
sed in terms of an independent set of another, because there is a bijective map 
from matchings of a graph G to independent sets of its line graph Lo. More- 
over, each maximal and maximum matching of G is a maximal and maximum 
independent set of Lo, respectively. On the other hand, the NP-completeness result 
seems to imply that the structure of matchings is not rich enough to express indepen- 
dent sets, at least not the maximum independent set. It also seems unlikely to express 
lexically first maximal independent sets naturally by matchings. The evidence is that 
the problem of computing the lexically first maximal independent set is log-space- 
complete for P, while a maximal or even a perfect matching can be computed in RNC 
[2,6,5,11], and it is still open whether the problem of computing the lexically first 
maximal matching is log-space-complete for P. Our result implies that, with the help 
of the 0 operator, the lexically first maximal independent set can be expressed in 
terms of matchings. 
We also show that a random walk of L steps on a graph G on n vertices can be 
emulated in parallel (on an EREW PRAM) in O(log L) time, using nL/log L proces- 
sors. Furthermore, we show that a random walk on many implicitly represented 
“symmetric” graphs such as rings, tori, cubes, complete k-ary trees, Cayley graphs, 
lines (paths of length n), and fixed dimensional grids, of L steps can be emulated more 
efficiently in parallel. 
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2. Definitions 
A graph G = (V, E) consists of a finite, nonempty set of vertices V and a set of 
edges E. If G has n vertices then we assume I/ = (0, 1, . . . , n - l}. 
Two edges of a graph are independent if they are not incident on a common vertex; 
two vertices are independent if they are not connected by an edge. Matchings are sets of 
pairwise independent edges and independent sets are sets of pairwise independent 
vertices. A matching M is perfect if every vertex is incident on exactly one edge; 
maximal if for each edge (u, v) E E - M, either u or v is incident on an edge in M; and 
maximum if M is the matching with largest cardinality. Similarly, we define the 
maximal and maximum independent sets. 
For each graph G = (V, E) of n vertices. The lexically jrst maximal independent set 
of G, denoted by LFMISo, is an independent set such that 
1. 0 E LFMISo; and 
2. for each i # LFMISc, there exists j: j < i, such that (i,j) E E. 
A graph G = (V,E) is a bipartite graph if V can be partitioned into two 
disjoint sets Vi and V, such that E s VI x V,. We write G = (Vi, V,,E). In this 
paper, we further restrict that (VI 1 = ) V,l. Let M,(G) be the set of all perfect 
matchings of G, and M,_,(G) the set of all matchings of size [Vi 1 - 1. For 
each M E M,,(G) u M,_ 1(G), for each v E V1, let M(v) denote the vertex that 
(v, M(v)) E M. Notice that M(v) may be undefined for one vertex that is unmatched. 
For each M E M,_ 1(G), let Bi (M) be the unmatched vertex in Vi and B,(M) the 
unmatched vertex in V,. We now define a binary operator 0 :(M,(G) u M,_ ,(G)) x 
VI + M,(G) u M, _ 1(G) as follows: 
M - (v, M(v)) if M E M,(G), 
M0v= 
M if (v, B,(M)) B E, 
M + (v, WW if v = B,(M) and (v,B2(M)) E E, 
M + (v, B,(M)) - (v, M(v)) otherwise. 
We assume that 0 is left associative, i.e., M 0 v1 0 v2 = ((M 0 vl) 0 v2). The 
operator 0 is also called Broder’s transition. Immediately from the definition of 0, we 
have 
Lemma 2.1 (Idempotent). For all M E M,(G) u M,_ l(G),for all v E VI, 
0(M,v,v)= M0v0v= M. 
The operator 0 defines a directed graph, called the matching graph of G, whose 
vertex set is M,(G) u M,_,(G). (MI, M,) is an edge if there exists a vertex v, such that 
MI 0 u = M2. Notice that the matching graph is represented implicitly and its size 
could be exponential in n. 
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Hi 
a;. b,f C; 
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a; b! ’ I ‘i 
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Fig. 1. The graph Hi and its two perfect matchings. 
3. Expressing LFMIS by matchings 
We first introduce a set of bipartite graphs Hi = (Vi, Vi', Ei) (0 < i < II - 1) where 
vi = (4 bi9 Ci} Y 
v = {u;, b:  c:} , 
Ei = {(ai, 4 (ai, bi), Pi, 0 (b, 4 (Ci, 61, (Ci, G} . 
The graph Hi together with its two perfect matchings are illustrated in Fig. 1. We 
call the matching {(ai,u& (b, b:), (c, ci)} the O-matching of Hi and use it to denote 
Boolean 0, while we call the matching {(ai, a:), (b, c:), (ci, bi)} the l-matching of Hi and 
use it to denote Boolean 1. For B E (0, l}, let M,(B) be the B-matching of Hi and let 
B be the negation of B. 
NOW, let H = UiHi be the bipartite graph which is the union of {Hi: 0 < i < n - l}. 
Notice that H has 2” perfect matchings and each one encodes a Boolean vector of 
length n in a natural way. Each perfect matching M of H can be written as 
where Mi is a perfect matching for Hi. 
Let flip(i) denote the sequence of vertices cibici. Suppose B = (B,, . . . . BJ is 
a Boolean vector of length n. Then, as shown in Fig. 2, 
In other words, applying flip(i) changes the ith bit from 0 to 1, or from 1 to 0. 
Let test(i) denote the sequence of vertices ciUici* Similarly, we can show that if 
M = UiMi is a perfect matching and the Mi is the O-matching, then 0 (M, 
test(i)) = M, while if Mi is the l-matching, then 0 (M, test(i)) returns a new matching 
which is not perfect in Hi (see Fig. 3). 
We now prove the following theorem. 
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=i 
’ bi’ c; ai 6; c; a; 6,’ c; 
Fig. 2. The flip(i) operation. 
a; 6; c; 
=i bi Ci 
‘i 
ai bi Ci 
=i ’ b,! c; a; bi’ c; a; 6; 
Fig. 3. The test(i) 
a; 6; c; 
Theorem 3.1. Let M(0) be the perfect matching of H encoding the Boolean vector 
(O,O, *-*, 0). For all graphs G(V,E) with V = (0, 1, . . . . n - l}, there exists a sequence 
z ofa polynomial number of vertices of H, such that i E V is in the LFMIS of G @the ith 
matching of 0 (M(O), z) is the l-matching. 
Proof. Let test_pred(j) be the sequence 
n test(j), 
i E pred (j) 
where 
pred(j) = (i: 0 < i 6 j, and i is adjacent to j in G). 
Assume that M = UiMi is a perfect matching. Then from the discussion above we 
have that 0 (M, test_pred(j)) = M if MI for every i E pred(j) is the O-matching, and 
otherwise 0 (M, testpred(j)) yields a nonperfect matching which is not perfect in 
Hi where i is the smallest index in pred(j) so that Mi is the l-matching. 
Now consider the following sequence: 
testpred( j) flip(j) testpred( j)- ’ , 
where test_pred(j)- ’ is the reversal of the sequence of testpred(j). 
Assume M is a perfect matching. Then from the discussion above and Lemma 2.1, 
0 (M, testpred(j)) = 
I 
0(M, flip(j)) if every bit in pred(j) is 0, 
M 
otherwise. 
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Let 
r = n testpred(j) flip(j) test_pred(j)- ' . 
j=O 
It follows from a simple induction on j that j E Vis in the LFMIS of G iff 0 (M(O), z) flips 
the matching of Hj from the O-matching to the l-matching. Clearly the sequence r is 
polynomial in length and can be computed in log-space. This completes the proof. 0 
4. Matching randomly in parallel 
The efficient generation of a random perfect matching plays a critical role in 
approximating the permanence of O-l matrices [l, 4,121. Little progress was made in 
this problem, until Broder presented a remarkable polynomial time algorithm for 
dense graphs, which was rigorously verified by Jerrum and Sinclair, where a graph of 
n vertices is dense if each vertex of the graph has degree at least n/2. Broder’s algorithm 
is very simple. However, we shall show that any NC random matching algorithm must 
be different from Broder’s algorithm. 
4.1. Random generation schemes 
Definition 4.1 ((E, d)-schemes). A random generation scheme Y is an (E, @-scheme for 
a relation R if for each input x E C”, 9’ halts successfully with probability 1 - 6 and 
for each pair yl, y2: R(x, yi), W, y2), 
IWY outputs YI) - WY outputs ~211 d ,(y’ R:x yJl,. 
. , 
An (s,b)-scheme is a fully polynomial-time scheme if there is a polynomial 
p(n, l/s, l/6) such that the scheme always halts in p(n, l/s, l/6) steps. 
An (E, S)-scheme is an NC scheme if there is a polynomial p(n, l/s, l/6) such that the 
scheme uses p(n, l/s, l/6) processors and always halts in polylog(n, l/s, l/6) steps. 
4.2. Polynomial time algorithms for random matching 
Broder’s algorithm uses a Markov chain MC(G) with state space X(G) = 
M,(G) u M,_ ,(G) and transitions 0. Broder’s algorithm can be described as 
Algorithm: Random-Matching (Broder) 
1. generate a perfect matching M using any known polynomial time algorithm; 
2. generate at random a tuple (ul, . . . , II,) from I’” and compute M’ = 
0(M,ri, . . . . 0,); 
3. if M’ E M,(G), output M’ and halt, else goto 1. 
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Jerrum and Sinclair used a slightly modified transition. Their transition 
Q : M(G) x E + M(G) is defined as 
M 0 (u, v) = 
1 
M - (u, a) if M E M,(G), 
M + (~4 if M E M,_ r(G) and U, u are unmatched, 
M + (u,u) - (u, M(u)) if u # B,(M) and v = B,(M), 
M + (u, u) - (M(u), u) if u = B,(M) and u # B,(M), 
M otherwise. 
The random matching algorithm of Jerrum and Sinclair can be given similarly. 
Algorithm: Random-Matching (Jerrum and Sinclair) 
1. generate a perfect matching M using any known polynomial time algorithm; 
2. generate at random a tuple (ei, . . . , e,) from E” and compute M’ = 
O(M,el, . . ..e.); 
3. if M’ E M,,(G), output M’ and halt, else goto 1. 
For each M0 and M E M,(G) u M,_,(G), for each integer let &-M) 
the 
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Theorem 4.1. random matching algorithm cannot be parallelized in NC unless 
P=NC. 
Similarly, 
Theorem 4.2. Jerrum and Sinclair’s random matching algorithm cannot be parallelized 
in NC unless P = NC. 
5. Emulating random walk in parallel 
In this section, we remark that a random walk of L steps on a graph G of n vertices 
can be emulated in parallel (on an EREW PRAM) in O(log L) time, using nL/log L 
processors. We also show that a random walk on many “symmetric” graphs such as 
rings, tori, cubes, complete k-ary trees, Cayley graphs, lines, and fixed dimensional 
grids, of L steps can be emulated in O(log L) time, using L/log L processors. 
5.1. Random walk on general graphs 
Suppose G = (V, E) is the given graph with V = (0, 1, . . . , n - 11. Let G* be the 
graph with vertex set V0 u VI u .. . u VL, where 1 Vi] = 1 VI (0 < i < L). For simplicity, 
we assume Vi = {O,l, . . . . n - l} but j E Vi is different from j E Vk (i # k) so that 
Vi u Vk # Vi. We will refer toj E Vi as j of Vi. The edge set of G* is constructed by the 
following random process: For each j E Vi (0 < i < L - l), we choose uniformly at 
random a neighbor k of j in G, and insert in G* an edge that connects j of Vi with k of 
vi+l. Thus, a random walk of G at a vertex s E V of L steps can be emulated by the 
path of G* starting at s of V0 and ending at a vertex in VL. G* can be constructed in 
constant time using nL processors or in O(log L) time using nL/log L processors. 
Because each vertex in Vi is connected to only one vertex in Vi+ t, G* is a graph of 
a collection of forests. So we can use parallel tree contraction [9,3] to compute the 
path starting at a vertex s E V,, and ending at a vertex in V, in O(log L) time, using 
nL/log L processors. 
5.2. Random walk on rings 
A ring of n vertices is a graph whose vertices are V = (0, 1, . . . , n - l} and edges are 
E = {(i, i k 1): 0 < i < n - l}. In this subsection, addition and subtraction are as- 
sumed to be modulo n, i.e., 0 - 1 = n - 1 and (n - 1) + 1 = 0. Each vertex j has two 
neighbors, j + 1. So if we choose uniformly at random a sequence r = tl tl. ..tL from 
{ - l,l>“, then the sequencej,j + tI, j + tI + tz, . . ..j + CfZI ti is a random walk of 
L steps starting at j. Thus, to emulate a random walk starting at j of L steps for a ring 
of n vertices, we first generate a random sequence z from ( - 1, l}L, then use parallel 
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prefix sum [7,9,3] to compute the sequence j, j + ti, j + ti + tz, . . . , j + Cf= 1 ti in 
O(log L) time using L/log L processors. 
The above method can be generalized to emulate a random walk of L steps on 
various symmetric graphs including tori, cubes, complete k-ary trees, Cayley graphs, 
lines, and fixed dimensional grids, in O(log L) time, using C. L/log L processors, where 
C depends only on the graph. C is a constant for tori, lines; C is d for d-dimensional 
cubes and d-dimensional grids; C is k for the complete k-ary trees; and C is determined 
by the underlying graph of a Cayley graph, where the CayIey graph of a group Y with 
a set of generators S is a directed graph whose vertices are Y, and (gl, g2) is an edge if 
there exists g E S such that g1 0 g = g2. 
It is worthwhile to point out that the method above uses the implicit representation 
of a graph. Thus, a random walk on some exponentially large-scale graphs, e.g., cubes, 
can be efficiently emulated in parallel. In contrast, walks on some large-scale imphcitly 
represented graphs, e.g., the matching graph defined in Section 2, cannot be emulated 
in polylogarithmic time, using polynomial processors, unless P = NC. 
6. Final remarks and open questions 
It is known that the random permutation problem can be solved in O(log n) time, 
using n processors [lo]. Therefore, the random matching problem over the set of 
complete bipartite graphs can be solved efficiently in parallel. The main open question 
is to determine whether the random matching problem can be solved efficiently in 
parallel for general bipartite graphs. Perhaps a relatively promising one is determine 
whether the random matching problem over planar bipartite graphs can be solved in 
NC. For planar bipartite graphs, Miller and Naor [8] have shown that the perfect 
matching problem is in deterministic NC and Vazirani [13] has shown that the 
number of perfect matchings of a planar graph can be computed in NC. 
6.1. Conjectures 
Notice that the result of this paper does not imply that the random matching 
algorithms of Broder, Jerrum and Sinclair have no RNC parallel implementation 
unless P = NC. However, we conjecture that the random perfect matching problem is 
unlikely to have any RNC parallel implementation. 
Conjecture 6.1. 1. There is no RNC algorithm to generate a perfect matching in 
a bipartite graph uniformly in random unless P = RNC. 
2. There is no NC algorithm to approximate the permanence of a O-l matrix unless 
P = RNC. 
Conjecture 6.2. The Approximate Counting Problem is not NC equivalent to the 
Random Generation Problem. 
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