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ABSTRACT 
 
 
 
One of the important issues in speaker independent speech recognition 
system is to compensate speaker variability. Speaker variability is usually related to 
the physical difference in vocal tract length. Compensation on vocal tract length 
variation can be made using Vocal Tract Length Normalization (VTLN) method 
which is known to be able to normalize speech utterances via specific speaker 
frequency warping. However, this approach leads to repetition process in finding 
optimal value for warping per speakers, which increase computational cost. This 
work proposed an alternative approach in finding optimal warping factor in VTLN 
via multi-speaker frequency warping in which only one optimum warping factor 
value is used for all speakers. The proposed multi-speaker frequency warping VTLN 
is experimented using different experimental setup on language model, phoneme 
categorization and warping values through trial and error method. The data used in 
this work is large vocabulary TIMIT dataset and Hidden Markov Model Toolkit 
(HTK) is used for classification purpose. The obtained results show that the proposed 
approach has achieved improvement of up to 1.0% higher phoneme accuracy rate 
compared to the baseline result. The proposed approach performance is at par with 
speaker-specific warping approach but with added advantage of lesser computational 
cost. 
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ABSTRAK 
 
 
 
Salah satu isu penting dalam sistem pengecaman ucapan bebas adalah 
mengimbangkan kepelbagaian pengucap. Kepelbagaian pengucap kebiasaannya 
adalah berkaitan dengan perbezaan fizikal dalam panjang saluran vokal. Pendekatan 
kaedah Vocal Tract Length Normalization (VTLN) diketahui dapat menormalkan 
ucapan-ucapan melalui ledingan frekuensi pengucap khusus. Ledingan ini boleh 
mengimbangi setiap saiz variasi saluran vocal dari setiap pengucap. 
Walaubagaimanapun, pendekatan ini melibatkan proses mencari nilai optima secara 
berulang dan ini menyebabkan kos pengiraan meningkat. Penyelidikan ini 
mencadangkan satu pendekatan alternatif dalam mencari faktor ledingan optimum 
VTLN melalui kaedah pelbagai pengucap frequensi ledingan, di mana hanya satu 
nilai faktor ledingan optimum diperlukan untuk semua pengucap. Cadangan VTLN 
ledingan frekuensi pelbagai pengucap diselidik secara ujikaji menggunakan 
persediaan yang berbeza pada model bahasa, pengkategorian phoneme dan nilai-nilai 
meleding melalui pendekatan cuba-jaya. Data yang digunakan dalam penyelidikan 
ini terdiri daripada set data vokabulari besar TIMIT dan Hidden Markov Model 
Toolkit (HTK) digunakan untuk tujuan klasifikasi. Hasil kajian menunjukkan bahawa 
pendekatan yang dicadangkan ini mencapai kemajuan kadar ketepatan sebanyak 
1.0% lebih tinggi berbanding dengan kadar ketepatan persediaan asas. Walaupun 
cadangan pendekatan ini setanding dengan pendekatan ledingan pengucap khusus 
dari segi prestasi kadar ketepatan, tetapi ianya mempunyai kelebihan dari segi 
penggunaan kos pengiraan yang rendah. 
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CHAPTER 1 
 
 
 
INTRODUCTION 
 
 
 
1.1 Introduction   
 
 
Automatic speech recognition (ASR) is part of the speech technology that 
involved speech processing to simulate human intelligence. This technology 
simplifies the human-machine interaction through repetitive processes of sensing and 
converting spoken words into the machine-readable input to execute certain tasks or 
application functions. These certain tasks include turning the written text into speech, 
dictating speech into text, and executing commands through voice input. 
 
 
There are many examples of speech technology that help simplify human 
daily tasks. In health care and medical field, ASR assists in gaining increased 
workflow efficiency and productivity in conjunction with electronic medical records 
for transcription, dictation as well as clinical decision support. In military operations, 
ASR is capable of handling high-performance fighter aircrafts (Englund, 2004) and 
helicopters, enabling immediate access and control of large, rapidly changing 
information databases in battle command center. In telephony field, ASR aids in 
processing the voice input through mobile apps in every mobile phone with high-
speed processor and telephony server in handling either voice messages or step-by-
step voice command interaction. ASR shows potential in implementing its 
technology on future applications and devices like automatic translation, vehicle 
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navigation systems, real-time voice writing, robotics, video game, and other domains 
related to the implementation of front-end and back-end documentation. 
 
 
 The revelation of ASR’s potential for different fields in daily activities shows 
the importance of understanding the ASR’s fundamental process in preparation, 
training and recognition. For the purpose of making ASR usable for all speakers in 
different fields, many ASR systems require vast amount of training speech data from 
wide variety of individuals without going through re-training process (Holmes and 
Holmes, 2001). Most training speech data consist of either in one single word or 
multiple words in one sentence. However, for handling large sized vocabulary, ASR 
focuses on using phonemes instead of using words to correctly recognize large 
vocabulary speech. 
 
 
 Even though large vocabulary ASR can be trained word-by-word, it is 
impractical as the total word vocabulary size can reach around thousands to hundreds 
of thousands of words (Flanagan, Allen and Hasegawa-Johnson, 2008; Rabiner and 
Juang, 1993; Rabiner and Juang, 2008). This large vocabulary size training and 
recognition process involves longer speech processing time as well as larger storage 
resources usage. Phoneme on the other hand has very small vocabulary size within 
the average range of 50 phonemes (Breen, Bowers and Welsh, 1996; Donovan, 1996; 
Flanagan, Allen and Hasegawa-Johnson, 2008; Rabiner and Juang, 1993; Rabiner 
and Juang, 2008; Garofolo et al., 1993; Fernández, Graves and Schmidhuber, 2008), 
thus it gave the advantages of smaller storage usage and shorter overall speech 
processing time. Phoneme’s small linguistic size also turns the phoneme recognition, 
which focuses on recognizing phonemes from every speech input, into a very 
delicate recognition task. This enables the phoneme recognition to observe actual 
recognition performance level on every phoneme in each word and sentence. 
 
 
According to the definition given by John Holmes and Wendy Holmes 
(2001), phoneme is the smallest linguistic unit in a spoken language. Phoneme is the 
core fundamental unit in ASR system where ASR uses phonemes to match every 
spoken word based on word's pronunciation. A word pronunciation is represented 
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linguistically in phoneme sequences, which contribute in defining the exact meaning 
of the whole speech context. Substitution of one phoneme unit for another unit 
results in making a distinction of the speech’s meaning. In other words, replacing one 
phoneme with other phoneme affects one word's pronunciation and meaning within 
whole speech context. This distinction shows the uniqueness in every phoneme by its 
own unique fundamental frequency and formant frequencies, thus enabling ASR to 
distinguish and identify every phoneme at recognition stage. In addition, phoneme 
increases the efficiency of continuous ASR system by enabling ASR to recognize 
hundreds and thousands of words through matching phoneme sequences with the 
respective word’s pronunciation. 
 
 
However, phoneme does not free from the problems related to speech signal. 
Majority of the researchers still have issues on phoneme recognition performance as 
phonemes are too fragile in spectrum form (Salam, Mohamad and Salleh, 2011). In 
English language, most phones that manifest the phonemes’ acoustic signal are too 
short (Flanagan, Allen and Hasegawa-Johnson, 2008) to be distinguished precisely. 
Similar to ASR problem, acoustic signal for each phoneme may prone to signal 
corruption from external noises and transmission distortion (Holmes and Holmes, 
2001; Furui, 2009; Flanagan, Allen and Hasegawa-Johnson, 2008). This corruption is 
related to environment variability that affects the signal’s quality and recognition 
performance. Speech signal variation from a wide variety of individuals adds up the 
difficulties in achieving high performance ASR, especially speaker-independent 
mode ASR (SI-ASR). These environmental and speaker variability are elaborated 
more in the problem background section. 
  
 
 
1.2 Research Background 
 
 
According to John Holmes and Wendy Holmes (2001), environment and 
speaker variation are two main causes of acoustic variations that contribute to signal 
distortion problems. Both of these variations that distort the speech signal are best 
illustrated by Professor Dr Sadaoki Furui (2009) in Figure 1.1. Environment 
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variation is related to the background signal distortion captured in both analog and 
digital form. Speaker variation is distinguished from the speakers with context 
difference and socio-physiology difference.  
 
 
 
 
Figure 1.1  Main Causes of Acoustic Variations in Speech 
(adapted from Furui, 2009) 
  
 
 Environment variation is divided into noise and channel variation. As most 
ASR systems operate under noisy environment with different quality type of 
microphones, the signal that feeds into the recognizer will not be the closest match 
with the one that is uttered by the speaker. During the signal transmission from 
speaker’s mouth to recognizer, the external noise from the surrounding may present 
and capture together with the speech signal to the recognizer. Beside the captured 
noise, the channel variation manifested through the medium of transmission between 
the microphone and recognizer, causing alteration of the transmitting signal’s 
SPEAKER VARIATION 
 
Channel 
Speech 
Recognition 
System 
Distortion 
Noise 
Echoes 
Dropouts 
 
 Microphone 
・Distortion 
・Electrical noise 
・Directional 
characteristics 
Noise 
・Other speakers 
・Background noise 
・Reverberations 
 
ENVIRONMENT VARIATION 
 Speaker 
・Voice quality 
・Pitch 
・Gender 
・Dialect 
 Speaking Style 
・Stress/emotion 
・Speaking rate  
・Lombard effect 
 
 
Task/Context 
・Man-machine 
・Dictation 
・Free conversation 
・Interview 
Phonetic/Prosodic 
Context 
 
5 
 
characteristic and turning signal partially into dropouts or echoes. The medium used 
for transmitting signal can be either via wired and wireless transmissions or through 
electronic devices such as telephone channel and microphone transducer.  
 
 
Speaker variation comes in two different types of variation, namely intra-
speaker and inter-speaker variability (Holmes and Holmes, 2001; Dileep and Sekhar, 
2012). Intra-speaker variability is related to variation within the same speaker caused 
by each speaker’s emotion and stress (Schroeter, 2008). This variation affects the 
speaker to speak differently out of normal habitual way of speaking. Inter-speaker 
variability is related to the socio-linguistic and physiological differences between 
different human speakers (Umesh, 2011; Schroeter, 2008). Factors such as voice 
quality, educational level, regional dialect background, articulator habits and gender 
are the general example of inter-speaker variability.  
 
 
Although environment and speaker variations are two different causes of 
acoustic variations, there is no denying that certain environment types lead to the 
speaker variation (Holmes and Holmes, 2001). Speaker’s dialect and accent are parts 
of the inter-speaker variation that depends on the region and culture background the 
speaker lives in. Lombard effect, part of the intra-speaker variation, is the effect that 
causes the speaker to change speaking style and increase speech volume in the 
presence of acoustic noise from the surrounding area. The context based environment 
also influences the way speaker utters a speech, such as dictation, free conversation, 
man-machine interaction and interview session. Despite all the mentioned 
environment types, this environment variation can be controlled and fixed as ASR 
operates best when it is operated in the same environment condition. If the whole 
ASR training session is done on the near identical condition with its operating 
environment condition, then ASR needs to prioritize on reducing speaker variation in 
speech signal. 
 
 
 Speaker variation can be observed through SI-ASR systems. As SI-ASR 
systems are designed with the aim to minimize acoustic differences between 
speeches from various different speakers, the inter-speaker variability is taken into 
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account as the main source of speech differences (Umesh, 2011). For this reason, 
inter-speaker variability becomes the main research focus of the problem that is 
related to physiological and socio-linguistic differences. In general, each involving 
speakers from all walks of life possess different and unique voice of their own, 
making it distinguishable by every human speaker. Despite the differences, human 
speakers able to identify one single speech from different speakers, while SI-ASR 
machine faces difficulty to perform accurate recognition on that similar speech. This 
difficulty leads us to seek for the approach to compensate inter-speaker variability.  
 
 
There are two general approaches known to compensate inter-speaker 
variation, namely adaptation and normalization. The difference between adaptation 
and normalization approaches lies on the SI-ASR component that these approaches 
are operated and implemented. Speaker adaptation approach makes the SI-ASR 
trained speech model reference to closely match with the targeted speaker by 
allowing a small amount of data from targeted speaker to transform existing model 
reference. On the other hand, speaker normalization approach normalized speech 
spectrum, minimizing the speaker variation effect from the incoming speech signal 
by focusing on front-end signal preprocessing that closely collaborates together with 
feature extraction part of the SI-ASR.  
 
 
Among these approaches, Vocal Tract Length Normalization (VTLN) is the 
known method in speaker normalization approach that is widely used for 
compensating inter-speaker variability in SI-ASR (Holmes and Holmes, 2001; Furui, 
2009; Umesh, 2011; Giuliani, Gerosa and Brugnara, 2006; Lee and Rose, 1996; Lee 
and Rose, 1998; Young et al., 2006; Young, 2008). VTLN focuses on scaling or 
warping the speech spectrum linearly by shifting the positions of the spectral peaks 
corresponding to the formant frequencies, known as frequency warping approach. It 
is based on the facts that variations in human’s vocal-tract length are manifested in 
speech spectrum, causing the positions of spectral peaks to be shifted in frequency in 
an approximately linear fashion (Young, 2008). This spectral shifting is done within 
the frequency boundary according to the estimated warp factor. 
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1.3 Problem Statement 
 
 
The usual VTLN approach in estimating optimal warp factor and frequency 
boundary is based on every single specific speaker. However, this approach leads to 
repetition process in finding optimal value for warping per speakers which increase 
computational cost. This existing evidence is based on the physiological differences 
argument by which this speaker-specific warp factor is often estimated within a small 
limited range of factor value using maximum likelihood (ML) approach (Umesh, 
2011; Lee and Rose, 1996; Lee and Rose, 1998). Even though this estimation yielded 
significant recognition performance as reported by other researchers, the task of 
finding every single warp factor per speaker brings disadvantage especially for SI-
ASR systems with wide variety of individual speakers. This causes to have multiple 
different values of warp factors for normalizing each speaker. Therefore, it is 
important that this research is extended to not only to reduce the number of multiple 
warp factor values but also to increase the estimation range of warp factor value for 
this VTLN method. 
 
 
 
1.4 Research Question 
 
 
Based on the problem discovered in estimating optimal frequency warp factor 
and frequency boundary, the main question arises for this research: “How to find the 
optimal warp factor without having to consider the differences between each 
speaker?” This research question addresses two considerations; seeking optimal 
frequency warp factor, and applying that warp factor onto multiple speakers. 
Through these considerations, multi-speaker frequency warping approach is 
proposed as better alternative normalization approach toward obtaining one optimal 
warp factor for every single speaker. Beside usage reduction in computational 
resource, this proposed research not only aspires to remove the needs for one optimal 
warp factor per speaker but also able to normalize all speakers and yield similar or 
better recognition results than speaker-specific VTLN. 
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1.5 Objectives 
 
 
 In order to better focus within the context of the problem statement and 
achieve expected results, it is important to clearly define the objectives of this 
research. This research seeks: 
 
i. To use Hidden Markov Model (HMM) as a standard recognition 
platform to prepare and obtain baseline recognition result for 
experimentation on inter-speaker variability problem. 
ii. To introduce new enhancement approach in obtaining optimal 
frequency warping value for VTLN within HMM to compensate inter-
speaker variability. 
iii. To compare the new warping approach with baseline HMM based on 
phoneme and word recognition performance. 
 
 
 
1.6 Scopes 
 
 
 For the purpose in fulfilling the above objectives, the scopes for this research 
need to be clearly identified the research exploration area within designated 
boundary. The definition of research scopes is important as a guideline toward 
overall research progress, aiding the research progress to stay focused. These scopes 
include the following aspect: 
 
i. This research only focus on inter-speaker variability, thus any 
environmental related variability is not included in this experiment to 
avoid bias result, as justified from problem background in Section 1.1, 
page 5. 
ii. This research emphasized on tackling the physiological difference of 
the speakers and not gender difference. The non-inclusive gender 
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difference scope in this research is justified through literature review 
in Section 2.3.1, page 18. 
iii. All experiments are conducted in continuous phoneme level speech 
recognition setting as this research uses large vocabulary sized 
standard TIMIT continuous speech corpus as the main speech data 
source (Section 4.3.1). 
iv. The research work progress is to be executed using HMM Toolkit 
(HTK) as the main speech recognizer (Section 4.4).  
 
 
 
1.7 Significant of Research 
 
  
i. This research will be a significant work of discovery towards an 
alternative implementation approach of VTLN. 
ii. This research problem and idea are highlighted based on the literature 
reviews done regarding to variation in human speech production as 
well as the way conventional VTLN is implemented in SI-ASR 
systems. 
iii. With the defined research objectives and significant results obtained 
from the experiments, it is hoped that new knowledge, understanding 
and verification related to the existing VTLN is attained. 
iv. At the same time, this new significant perspective on multi-speaker 
frequency warping is gained and new opportunity is open up to 
explore this type of normalization further beyond the phoneme level 
in SI-ASR systems. 
v. This completed research thesis will serve as a milestone for further 
expansion on multi-speaker frequency warping as well as the 
knowledge sharing of this finding to every researcher involved in 
speaker normalization process. 
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1.8 Thesis Structure 
 
 
 This thesis structure is arranged and divided into 6 different chapters, starting 
with this Chapter 1 as the Introduction of my research problem issue, as well as the 
research objectives, scopes and the significant of this research based on the result 
from the experiments. In Chapter 2, every literature review is conducted on the 
problem issue related to the methods and approaches used to compensate inter-
speaker variability. Chapter 3 highlights the planned research methodology for this 
research. This methodology includes the preparation for experimental data and setup 
as well as the way research experiment is conducted to obtain expected results. All 
results and discussions on the research experiments’ outcome and the validation of 
the research hypothesis are to be elaborated in Chapter 4 and 5. Finally, the 
conclusion for overall research is made in Chapter 6.  
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