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RATE OF CONVERGENCE TO THE CIRCULAR LAW VIA
SMOOTHING INEQUALITIES FOR LOG-POTENTIALS
FRIEDRICH GO¨TZE AND JONAS JALOWY
Abstract. The aim of this note is to investigate the Kolmogorov distance of
the circular law to the empirical spectral distribution of non-Hermitian random
matrices with independent entries. The optimal rate of convergence is deter-
mined by the Ginibre ensemble and is given by n−1/2. A smoothing inequality
for complex measures that quantitatively relates the uniform Kolmogorov-like
distance to the concentration of logarithmic potentials is shown. Combining it
with results from local circular laws, we apply it to prove nearly optimal rate
of convergence to the circular law in Kolmogorov distance. Furthermore we
show that the same rate of convergence holds for the empirical root measure
of Weyl random polynomials.
1. Introduction
The (complex) empirical spectral distribution of a non-Hermitian random matrix
with i.i.d. entries will converge to the uniform distribution on the complex disc as
the size of the matrix tends to infinity. This circular law has a long history going
back to Ginibre [Gin65], proving the special case of complex Gaussian entries.
Later, Bai [Bai97] used Girko’s famous Hermitization Trick, introduced in [Gir85],
to prove the circular law under extra density and moment assumptions. The density
assumption was removed by Go¨tze and Tikhomirov [GT07] and several reductions
of the moment conditions were made in [GT10,PZ10,TV08]. Significant progress
was possible due to the control of the smallest singular values in [RV08]. Ultimately,
the circular law was proven under optimal second moment assumption by Tao and
Vu (with an appendix by Krishnapur) [TV10]. We recommend the survey [BC12]
for further discussions.
Random Matrix Theory is mostly concerned with universality phenomena, like
the global universality in the circular law. Here, the limiting spectral distribution
remains universal among a big class of entry distributions of the underlying matrix.
Its local analogue has recently been investigated in [BYY14a, BYY14b, GNT17,
TV15] among others. In this work, we address universality of the rate of conver-
gence, containing local as well as global universality in a uniform and quantitative
manner.
Consider a non-Hermitian random matrix X = (Xij)1≤i,j≤n having independent
real or complex entries Xij , where in the complex case we additionally assume
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ReXij and ImXij to be independent. Define the empirical spectral distribution by
µn =
1
n
n∑
i=1
δλj(X/
√
n),
where δλ are Dirac measures in the eigenvalues λj of the scaled matrix X/
√
n. The
circular law states that if EXij = 0 and E |Xij |2 = 1, then P-a.s. we have
µn ⇒ µ∞, where dµ∞(z) = 1
pi
1B1(0)(z)dz
is the uniform distribution on the complex disc. We are interested in the rate of
convergence, more precisely in the Kolmogorov distances over balls
Dn := D(µn, µ∞) := sup
z0∈C,R>0
|µn(BR(z0))− µ∞(BR(z0))|
as n → ∞. Convergence in this distance coincides with weak convergence in the
case of an absolutely continuous limit distribution, see Lemma 15 below. For the
mean empirical spectral distribution µ¯n = Eµn of the so called Ginibre ensemble,
i.e. Xij ∼ NC(0, 1), it is easy to compute that the Kolmogorov distance satisfies
D(µ¯n, µ∞) ≍ 1/
√
n, (1)
which turns out to be the optimal rate of µn to the circular law. We write A ≍ B
if c |B| ≤ |A| ≤ C |B| for some constants c, C > 0. Interestingly, if one avoids the
edge of B1(0) by a fixed distance ε, then the rate of convergence is exponentially
fast
sup
BR(z0)⊆C \B1+ε(0)
or BR(z0)⊆B1−ε(0)
|µ¯n(BR(z0))− µ∞(BR(z0))| . e−nε2 . (2)
We prove these statements for the Ginibre ensemble in the Appendix A, Lemma
14. Here and in the sequel . will always denote an inequality that holds up to a
parameter-independent constant c > 0 that may differ in each occurrence. Nev-
ertheless we cannot expect an exponentially fast rate of convergence for the non-
averaged empirical spectral distribution µn, since it is still sensitive to individual
eigenvalue fluctuations. In particular, for each fixed set of eigenvalues {λi}i≤n we
may select a ball of radius (10
√
n)−1 contained in B1(0) such that it does not
cover any eigenvalue and obtain Dn & 1/n. Heuristically, the typical distance of
n uniformly distributed eigenvalues is n−1/2, therefore one may vary BR(z0) up
to a magnitude of n−1/2 without covering a new eigenvalue and hence we expect
Dn to be of order n
−1/2. In our main result, see Theorem 5 below, we prove a
rate of convergence of order n−1/2+ε for non-Gaussian entry distributions of the
underlying matrix.
Similar to the role of the Stieltjes transform in the theory of Hermitian random
matrices, the weak topology of measures µ on C can be expressed in terms of the so
called logarithmic potential U , which is the solution of the distributional Poisson
equation. More precisely for every finite Radon measure µ on C the logarithmic
potential defined by
Uµ(z) := −
ˆ
C
log |t− z|dµ(t) = (− log |·| ∗ µ)(z) satisfies ∆U = −2piµ (3)
in the sense of distributions. Obviously the logarithmic potential of a measure is
superharmonic in C, harmonic outside the support of µ and is only unique up to
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addition of harmonic functions. The advantage of the logarithmic potentials Un
of µn in non-Hermitian random matrix theory is the following identity known as
Girko’s Hermitization trick
Un(z) = − 1
n
n∑
j=1
log |λj − z| = − 1
n
log
∣∣∣∣det( 1√nX − z)
∣∣∣∣
= − 1
n
log det
√( 1√
n
X − z
)( 1√
n
X − z
)∗
= −
ˆ ∞
0
log(x)dνzn(x), (4)
where νzn is the empirical singular value distribution of the shifted matrixX/
√
n−z.
Due to this fact, all the information on the complex spectrum of X/
√
n is stored
in the real and positive spectra of (X/
√
n − z)(X/√n − z)∗ for all shifts z. Note
that its symmetrized version around 0 is the empirical eigenvalue distribution of
the Hermitian matrix
V (z) =
[
0 (X/
√
n− z)
(X/
√
n− z)∗ 0
]
.
Under certain conditions on the matrix entries, the logarithmic potential Un con-
centrates around the logarithmic potential U∞ of the circular law given by
U∞(z) =
{
− log |z| , if |z| > 1
1
2 (1− |z|2) , if |z| ≤ 1
.
Let us fix some notation and the above-mentioned conditions.
Definition 1. A non-Hermitian random n×n-matrixX is said to have independent
entries ifXij are independent complex or real random variables, and in the complex
case we additionally assume ReXij and ImXij to be independent.
(A) Additionally we say X satisfies condition (A) if it has independent entries Xij
with mean zero, variance E |Xij |2 = 1, subexponential tails
P(|Xij | ≥ t) ≤ C exp(−tc)
for some fixed c, C > 0 and match either the real or complex Gaussian moments
up to third order, i.e.
EXij = ERe(Xij)
3 = E Im(Xij)
3 = 0
and either E |ReXij |2 = E |ImXij |2 = 1/2 or E |ReXij |2 = 1,E |ImXij |2 = 0.
(B) We say X satisfies condition (B) if it has independent entries, where
max
i,j
|EXij | ≤ n−1−ε and max
i,j
∣∣∣1− E |Xij |2∣∣∣ ≤ n−1−ε
for some ε > 0 and furthermore
max
i,j,n
E |Xij |4+δ <∞
for some δ > 0.
Note that in contrast to Wigner matrices, the distributions of the entries may be
different and clearly, (A) implies (B). The following concentration of the logarithmic
potentials has been proven in [TV15], Theorem 25.
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Theorem 2 ( [TV15]). If X satisfies (A), then for every ε, τ,Q > 0 there exist a
constant c > 0 such that
P
(
|Un(z)− U∞(z)| ≤ cn−(1−ε)
)
≥ 1− n−Q (5)
holds uniformly for z ∈ B1+τ (0).
Such results on the concentration of the logarithmic potentials are used to derive
local circular laws. In [GNT17], the assumptions have been weakened, the rate has
been improved and the result has been generalized to products of independent
matrices, but unfortunately the region is restricted to the bulk ||z| − 1| ≥ τ .
Theorem 3 ( [GNT17]). If X obeys (B), then for every τ,Q > 0 there exist a
constant c > 0 such that
P
(
|Un(z)− U∞(z)| ≤ c log
4 n
n
)
≥ 1− n−Q (6)
holds uniformly in {z ∈ B1+τ−1(0) : |1− |z|| ≥ τ}.
Since this is not explicitly worked out in [GNT17], we will derive it in Appendix
A based on the results proved in this paper.
2. Main Results
Consider a sequence of probability measures µn on C with logarithmic potentials
Un. If Un converges pointwise to some function U : C → (−∞,∞] and if Un is
locally uniformly Lebesgue integrable, then (by continuity of ∆ on the space of
distributions) there exist a probability measure µ = − 12pi∆U on C such that µn
converges weakly to µ. The following smoothing inequality quantifies this statement
by relating Dn to the concentration of logarithmic potentials.
Proposition 4. Let µ, ν be probability measures on C with supp ν ⊆ BK(0) for
some K > 0, let Uµ, Uν be their logarithmic potentials and fix some 1 ≤ p ≤ ∞.
For any a ≥ 1/2 we have
D(µ, ν) . a1+1/p ‖Uµ − Uν‖Lp(BK+1/a(0)) + sup
R≥0,z0∈C
ν (R ≤ |· − z0| ≤ R+ 1/a) .
In the same manner it is possible to show an analogue for the classical Kol-
mogorov distance between 2-dimensional distribution functions, see Corollary 12.
For measures µ, ν on R, where ν has a bounded density, Dinh and Vu showed
in [DV17] another direct relation of similar type
|µ(I)− ν(I)| . ‖Uµ − Uν‖1/2L∞(supp ν)
for all intervals I ⊆ R and it was used to show a rate of convergence in Wigner’s
semicircular law and the Marchenko-Pastur law. Proposition 4 may be of indepen-
dent interest, since it can be considered as a complex counterpart of other smoothing
inequalities of distributions µ, ν on the real line. For instance in the case of Fourier
transforms ϕµ(t) =
´
eitxdµ(x), the well known Berry-Essen inequality
sup
x∈R
|(µ− ν)((−∞, x])| .
ˆ a
−a
∣∣∣∣ϕµ(t)− ϕν(t)t
∣∣∣∣ dt+ sup
x∈R
ν((x, x + c/a]) (7)
leads to a rate of convergence of order 1/
√
n in the Central Limit Theorem, when
choosing ν = N (0, 1) and µ = PSn for the normalized sum Sn = n−1/2
∑n
k=1Xk
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of i.i.d. random variables Xk with EX1 = 0,EX
2
1 = 1 and finite third moment
EX31 < ∞. In Random Matrix Theory, Bai’s inequality is a handy tool to profit
from control of Stieltjes’ transforms mµ(z) =
´
1
x−zdµ(x) that can be simplified to
sup
x∈R
|(µ− ν)((−∞, x])| .
ˆ
|mµ −mν | (t+ i/a)dt+ sup
x∈R
ν((x, x + c/a]). (8)
Roughly speaking, [BS10] uses a ≃ √n to show a rate of convergence of order 1/√n
for the Kolmogorov distance in Wigner’s semicircle law under finite sixth moment
condition. Using an improved, but more involved smoothing inequality, it is shown
in [GT16] that the optimal rate of convergence to the semicircle distribution is given
by O(1/n).
All smoothing inequalities (7), (8) and Proposition 4 are used to derive con-
vergence rates under moment conditions and they share the essential structure of
bounding the Kolmogorov distance by the distance of certain integral-transforms
and an additional maximal shell probability of width O(1/a) with respect to the
“limit distribution”. Regarding Proposition 4, we consider the distributions µ =
µn, ν = µ∞ from the introduction and choose a =
√
n,K = 1. In this case we see
that the remainder term is of order n−1/2 and a rate of convergence for Dn follows.
It is important to carefully distinguish between events holding with high prob-
ability uniformly in z and uniform events that hold w.h.p.. The former leads to
local circular laws like Theorem 20 in [TV15] (see also Corollary 13 below) and
hence do not imply the latter, which is an estimate on Dn. Contrary to local
circular laws, a bound on Dn w.h.p. allows to choose the ball BR(z0) depending
on the random sample of the eigenvalues (λj(X(ω)/
√
n))j . Similarly, the state-
ment of Theorem 3 should not be confused with an assertion about the uniform
term supz∈BK(0) |Un(z)− U∞(z)|, since it equals ∞ whenever an eigenvalue lies in
BK(0). Due to this fact one cannot simply take p = ∞ in Proposition 4 in order
to obtain the following result.
Theorem 5. If condition (A) holds, then for every (small) ε > 0 and (large) Q > 0
P(Dn ≤ n−1/2+ε) ≥ 1− n−Q (9)
holds for sufficiently large n, where Dn = sup
z0∈C,R>0
|(µn − µ∞)(BR(z0))|.
By virtue of Corollary 12, the following Kolmogorov distance analogue holds.
Theorem 6. If condition (A) holds, then for every ε,Q > 0
P(dn ≤ n−1/2+ε) ≥ 1− n−Q (10)
holds for sufficiently large n, where dn = sup
s,t∈R
|(µn − µ∞)((−∞, s]× (−∞, t])|.
Invoking Theorem 3, we prove a rate of convergence result weakening the con-
ditions of the last statements at the cost of excluding sets close to the edge.
Theorem 7. If condition (B) holds, then for every ε, τ,Q > 0
P(D◦n ≤ n−1/2+ε) ≥ 1− n−Q
holds for sufficiently large n, where D◦n = sup
BR(z0)⊆B1−τ (0)
|(µn − µ∞)(BR(z0))|.
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Tao and Vu showed in [TV08] that with probability 1 the Kolmogorov distance
dn of the 2-dimensional distribution functions is of order n
−η for some unknown
η > 0, which holds for finite 2 + ε-moments of the entries. Comparing this to
Corollary 6, we see that a nearly optimal rate of convergence is obtained in (10)
which holds with overwhelming probability. On the other hand a much stronger
moment assumption for the entries is needed. In particular, this explicit rate of
convergence gives a partial answer to an open problem mentioned in [TV09]. In the
special case of Gaussian entries, i.e. for the Ginibre ensemble, P-a.s. convergence
rates of order
√
logn/n1/4 in p-Wasserstein distance for 1 ≤ p ≤ 2 have been proven
in [MM15].
In [CHM16], Chafa¨ı, Hardy and Ma¨ıda studied invariant β-ensembles with exter-
nal potential V instead of independent-entry matrices. Their result implies a rate
of convergence to the limiting measure with density c∆V of order
√
logn/n with
respect to the bounded Lipschitz metric and the 1-Wasserstein distance. The pa-
per [CHM16] is also based on an inequality between distances of measures to their
energy, i.e. integrated logarithmic potential, similar to Proposition 4, however it
relies critically on the existence of a confining potential, hence a joint probability
density function for the eigenvalues. Note that their result is given for a Coulomb
gas point process in arbitrary dimension d > 1, yielding a bound of order n−1/d up
to logarithmic factors. This coincides with the rate of order 1/n for the semicircle
law for d = 1 as well as the optimal order 1/
√
n in the circular law and can also be
interpreted as mentioned in the introduction.
3. Application to Random Polynomials
In this section we will apply the Smoothing Inequality to the empirical distribu-
tion of roots of random polynomials in order to obtain the same rate of convergences
to the circular law as before. In the previous section we considered the roots of
the characteristic polynomial of a random matrix, where the coefficients of the
polynomial exhibit specific dependencies. We begin by replacing the independence
condition on the matrix entries by independent coefficients in the polynomial.
Definition 8. Given n ∈ N many complex numbers c0, . . . , cn and i.i.d. centered
complex random variables ξ0, . . . , ξn with E |ξk|2 = 1, we define the random poly-
nomial fn : C→ C by
fn(z) =
n∑
k=0
ckξkz
k.
In particular we will work with so called Weyl (or Flat) polynomials fWn corre-
sponding to ck =
√
nk/k!. By analogy to the Introduction, we associate to a
random polynomial fn its multiset of zeros Λ := {λ ∈ C : fn(λ) = 0} taking their
multiplicities into account and its empirical measure given by
µfn =
1
n
∑
λ∈Λ
δλ.
It should be remarked that µfn is not necessarily normalized, since a random
polynomial may have degree deg(fn) < n. Unsurprisingly this does not affect the
large n limit, since n−deg(fn) ∈ O(1) P-a.s. and as in [IZ13], we may always
assume P(ξ0 = 0) = 0, since otherwise we may restrict ourselves to {deg(fn) =
k,min{j ≤ n : ξj 6= 0} = l}.
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The circular law for the empirical root measure of Weyl polynomials has been es-
tablished in [KZ14] by Kabluchko and Zaporozhets, see also [FH99] for the Gaussian
case, stating
µfWn ⇒ µ∞ P -a.s..
Note that their result holds for much more general random analytic functions and
under the much weaker condition of the coefficients having finite logarithmic mo-
ments E log(1 + |ξ0|) <∞.
We aim to quantify this result by showing a rate of these convergences of order
n−1/2+ε by using results about logarithmic potentials. Since local universality for
certain random polynomials has been proven in by Tao and Vu using concentra-
tion of logarithmic magnitudes log |fn|, we can apply the same methods as before.
We denote Un = − 1n log |fn| and rephrase Lemma 12.1 from [TV14]: For every
ε, δ, τ,Q > 0 there exist a constant c > 0 such that
P
(∣∣UWn (z)− U∞(z) + 1/2∣∣ ≤ cn−(1−ε)) ≥ 1− n−Q (11)
holds uniformly for n−1/2+δ ≤ |z| ≤ 1 + τ . The origin has to be avoided, since the
distribution of UWn (0) = − 1n log |ξ0| around 0 stays arbitrary. In particular, the
bound (11) will not hold in z = 0 if P(ξ0 = 0) > 0. Due to the application of the
Monte Carlo method we still need a technical assumption on the concentration of
ξ0 near z = 0 in the following rate of convergence result which we deduce from a
variant of Smoothing inequality 4.
Theorem 9. If E |1/ξ0|δ < ∞ for some δ > 0, then for every ε,Q > 0 and
sufficiently large n we have
P(D(µWn , µ∞) ≤ n−1/2+ε) ≥ 1− n−Q.
It seems likely that other polynomials, like elliptic polynomials, omit the same
asymptotics to their corresponding limit root distributions, but we focus on circular
laws in this work.
4. Proofs of the Smoothing Inequalities
We will proof the following slightly more general statement that covers all vari-
ants we need.
Theorem 10. Let µ, ν be probability measures on C with logarithmic potentials
Uµ, Uν respectively (i.e. the distributional Poisson equation (3) holds), fix 1 ≤ p ≤
∞ and for some z∗ ∈ C, K > 0, η ≥ 0 define the rings V = BK(z∗) \ B2η/a(z∗)
and V ′ = BK+2/a(z∗) \Bη/a(z∗). For any a > 1
D(µ, ν) .a1+1/p ‖Uµ − Uν‖Lp(V ′) + µ(V c) + ν(V c)
+ sup
R≥0,z0∈C
ν (z ∈ V ′ : R ≤ |z − z0| ≤ R+max(2, η)/a) .
Here, η 6= 0 is only needed for the applications to random polynomials, where
the logarithmic potential near the origin cannot be controlled.
Proof. First, note that
sup
R≥0,z0∈C
|(µ− ν)(BR(z0))| ≤ sup
R≥0,z0∈C
|(µ− ν)(BR(z0) ∩ V )|+ µ(V c) + ν(V c),
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hence we have to estimate the first term. Fix some a > 1, let ϕ ∈ C∞(R) be
nonnegative with suppϕ ⊆ [−1, 1] and ´ ϕ = 1, and define ϕa(ρ) = aϕ(aρ). For
arbitrary R > 0 and z0 ∈ C we mollify the indicator function appearing in D(µ, ν)
via the rotationally invariant approximation
f1(z) : =
(
1(−∞,R−1/a] ∗ ϕa
)
(|z − z0|)
≤ 1BR(z0)(z)
≤ (1(−∞,R+1/a] ∗ ϕa) (|z − z0|) =: f2(z),
where we choose f1 ≡ 0 if R ≤ 2/a for smoothness reasons. Furthermore we will
approximate 1V by smooth functions h1 from inside and by h2 from outside, more
precisely define
h1(z) :=
{(
(1[5η/2a,∞) ∗ ϕ2a/η) · (1(−∞,K−1/a] ∗ ϕa)
)
(|z − z∗|) , if η > 0
1(−∞,K−1/a] ∗ ϕa(|z − z∗|) , if η = 0
h2(z) :=
{(
(1[3η/2a,∞) ∗ ϕ2a/η) · (1(−∞,K+1/a] ∗ ϕa)
)
(|z − z∗|) , if η > 0
1(−∞,K+1/a] ∗ ϕa(|z − z∗|) , if η = 0
.
We apply h1f1 ≤ 1BR(z0)∩V and integration by parts (in other words we use the
definition of the distributional Poisson equation (3)) back and forth to obtain
µ(BR(z0) ∩ V ) ≥
ˆ
h1f1dµ = − 1
2pi
ˆ
∆(h1f1)Uµdλ
= − 1
2pi
ˆ
∆(h1f1)(Uµ − Uν)dλ −
ˆ
(1BR(z0)∩V − h1f1)dν +
ˆ
1BR(z0)∩V dν
where λ denotes the Lebesgue measure on C. A rough estimate of the error of
approximation yields for the second termˆ
(1BR(z0)∩V − h1f1)dν ≤ ν (z ∈ V ′ : R− 2/a ≤ |z − z0| ≤ R) + ν(V ′ \ V )
≤ 3 sup
R≥0,z0∈C
ν (z ∈ V ′ : R ≤ |z − z0| ≤ R+max(2, η)/a)
=: 3Mν(a).
We use Ho¨lder’s inequality to estimate the first term, implying
(µ− ν)(BR(z0) ∩ V ) ≥ − 1
2pi
‖∆(h1f1)‖Lq ‖Uµ − Uν‖Lp − 3Mν(a), (12)
where Lp = Lp(V ′), Lq = Lq(V ′) (we omit V ′ in the sequel), 1/p + 1/q = 1 and
R > 0, z0 ∈ C are still arbitrary. Noting µ(BR(z0) ∩ V ) ≤
´
h2f2dµ and taking the
same route for h2f2 as for h1f1, we obtain the same upper bound, i.e.
− 1
2pi
‖∆(h1f1)‖Lq ‖Uµ − Uν‖Lp − 3Mν(a)
≤(µ− ν)(BR(z0) ∩ V ) (13)
≤ 1
2pi
‖∆(h2f2)‖Lq ‖Uµ − Uν‖Lp + 3Mν(a).
Therefore it remains to control
‖∆(hjfj)‖Lq ≤ ‖hj∆fj‖Lq + 2 ‖∇hj · ∇fj‖Lq + ‖fj∆hj‖Lq .
We see that the supports of all three functions are (unions of) ring-segments, e.g.
V ′ ∩ (BR+2/a(z0) \ BR(z0)) for h2∆f2, with length at most 2pi(K + 2/a) and the
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width equals max(2, η)/a. Hence uniformly in R > 0 and z0 ∈ C, the size of the
area of integration is bounded by cKmax(2, η)/a and we arrive at
‖∆(hjfj)‖Lq ≤ (cKmax(2, η)/a)1/q
(‖∆fj‖L∞ + 2 ‖∇hj · ∇fj‖L∞ + ‖∆hj‖L∞)
With our choice of fj and hj , the radial derivatives become fairly simple, e.g.
∂r(f2(z + z0)) = ∂r
ˆ ∞
|z|−R−1/a
ϕa(ρ)dρ = −aϕ(a |z| − aR− 1).
Due to the rotational symmetry of f2, we have ‖∇f2‖L∞ ≤ ‖ϕa‖L∞ . a and again
exploiting rotational symmetry it follows that the maximal curvature is attained in
radial direction, i.e.
‖∆f2‖L∞ = sup
r>0
∣∣∂2rf2(z0 + r)∣∣ = a2 ‖ϕ′‖L∞ .
The same bounds hold for j = 1, whereas in the case of h instead of f we replace
a by max(a, 2a/η). Finally we conclude
‖∆hjfj‖Lq . a2(K/a)1/q . K1−1/pa1+1/p, , (14)
where the implicit constant in the last . depends on p, η and ϕ only. The claim
now follows from taking the supremum over R > 0 and z0 ∈ C in (13). 
We retrieve Proposition 4 by taking η = 0, z∗ = 0, ν(V c) = 0, replacing a by 2a
for simplicity and noting that for probability distributions
µ(V c) = (ν − µ)(V ) ≤ sup
R≥0,z0∈C
|(µ− ν)(BR(z0) ∩ V )|
is what we have estimated in the previous proof. In fact, by setting η = 0, we get
a local smoothing inequality that makes it possible to invoke Theorem 3.
Corollary 11. Let µ, ν be probability measures on C with logarithmic potentials
Uµ, Uν respectively, and fix some z
∗ ∈ C, K, τ > 0 and 1 ≤ p ≤ ∞. There exists a
constant c > 0 such that for any a > 1 ∧ τ−1
sup
BR(z0)⊆BK−τ (z∗)
|(µ− ν)(BR(z0))| ≤ ca1+1/p ‖Uµ − Uν‖Lp(BK(z∗))
+ sup
R≥0,z0∈C
ν (z ∈ BK(z∗) : R ≤ |z − z0| ≤ R+ 2/a) .
Moreover, the method of proof extends to the case of the classical Kolmogorov
distance between 2-dimensional distribution functions.
Corollary 12. Let µ, ν be probability measures on C with supp ν ⊆ [−K,K]2 for
some K > 0, let Uµ, Uν be their logarithmic potentials and fix some τ > 0 and
1 ≤ p ≤ ∞. There exists a constant c > 0 such that for any a > 1
sup
s,t∈R
|(µ− ν)((−∞, s]× (−∞, t])| ≤ ca1+1/p ‖Uµ − Uν‖Lp([−K−τ,K+τ ]2)
+ 3 sup
s,t∈R
ν(([s, s + 2/a]× R) ∪ (R×[t, t+ 2/a])).
Proof. We continue with the same notation as in the last proof and exploit the
same ideas. Define now
f1(z) : = 1(−∞,s−1/a] ∗ ϕa(Rez) · 1(−∞,t−1/a] ∗ ϕa(Imz)
≤ 1(−∞,s]×(−∞,t](z)
≤ 1(−∞,s+1/a] ∗ ϕa(Rez) · 1(−∞,t+1/a] ∗ ϕa(Imz) =: f2(z),
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and h(z) = 1[−K−τ/2,K+τ/2] ∗ ϕτ/2(Rez) · 1[−K−τ/2,K+τ/2] ∗ ϕτ/2(Imz). Here, if ν
has compact support, we do not need h1 in order to restrict ourselves to V . By
similar arguments as above, e.g. hf1 ≤ 1(−∞,s]×(−∞,t], we obtain
(µ− ν)((−∞, s]× (−∞, t]) ≥ − 1
2pi
‖∆(hf1)‖Lq ‖Uµ − Uν‖Lp −Mν(a),
where now Mν(a) = sups,t∈R ν(([s, s+2/a]×R)∪ (R×[t, t+2/a])) and we abbrevi-
ated Lp = Lp([−K − τ,K + τ ]2), Lq = Lq([−K − τ,K + τ ]2). For a short moment,
consider
f01 (z) = 1[−K+1/a,K−1/a] ∗ ϕa(Rez) · 1[−K+1/a,K−1/a] ∗ ϕa(Imz)
which analogously to the idea mentioned before Corollary 11 yields
1− µ([−K,K]2) = (ν − µ)([−K,K]2) ≤ 1
2pi
∥∥∆(f01 )∥∥Lq ‖Uµ − Uν‖Lp + 2Mν(a).
We conclude
− 1
2pi
‖∆(hf1)‖Lq ‖Uµ − Uν‖Lp −Mν(a)
≤(µ− ν)((−∞, s]× (−∞, t])
≤ 1
2pi
(‖∆(hf2)‖Lq + ∥∥∆(f01 )∥∥Lq) ‖Uµ − Uν‖Lp + 3Mν(a).
Consequently it remains to derive similar estimates ‖∆(hfj)‖Lq . a1+1/p using the
same arguments as before. We omit the details here. 
5. Proof of the Rates of Convergence
Proof of Theorem 5. Without loss of generality ε < 4, we choose p > 4/ε and apply
Proposition 4 to µ = µn, ν = µ∞,K = 1 and a =
√
n,
Dn . n
1/2+ε/2 ‖Un − U∞‖Lp(B1+τ (0)) + sup
R≥0,z0∈C
µ∞
(
R ≤ |· − z0| ≤ R+ 2n−1/2
)
.
Since µ∞ has bounded support and bounded density it is clear that the second term
is of order O(n−1/2). In order to obtain a bound of the Lp(B1+τ (0))-norm of the
log potentials from the pointwise estimate in Theorem 2, we adapt the Monte Carlo
sampling method which was used in [TV15] (in a different form); we approximate
 
I(z)pdz :=
1
pi(1 + τ)2
ˆ
B1+τ (0)
|Un(z)− U∞(z)|p dz ≈ 1
m
m∑
j=1
I(zj)
p =: Sm,
where (zj)j=1,...,m are independent random variables (also independent of Xij) uni-
formly distributed on B1+τ (0). More precisely we will show that for every Q > 0∣∣∣∣ I(z)pdz − Sm∣∣∣∣1/p . n−1 (15)
as well as
|Sm|1/p . n−1+ε/2 (16)
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holds with probability at least 1− n−Q for some large n-dependent m. Assuming
(15) and (16) are true, we would get
P(Dn ≥ cn−1/2+ε)
≤ P
(
cn1/2+ε/2
(∣∣∣  I(z)pdz − Sm∣∣∣1/p + |Sm|1/p )+ cn−1/2 ≥ cn−1/2+ε)
≤ P
(∣∣∣ I(z)pdz − Sm∣∣∣1/p ≥ cn−1+ε/2)+ P( |Sm|1/p ≥ cn−1+ε/2)
≤ n−Q
proving the claim.
Lets turn to the proof of (15). First, we restrict ourselves to the set of polynomially
bounded eigenvalues. On the one hand the largest absolute value of eigenvalues
|λ|max is bounded by the largest singular value smax and on the other hand for
every Q > 0 we have
P(smax ≥ n(Q+1)/2) ≤ 1
nQ+1
E
∥∥X/√n∥∥2 ≤ 1
nQ+2
n∑
ij
E |Xij |2 ≤ n−Q, (17)
where the operator norm ‖·‖ has been estimated by the Hilbert Schmidt norm.
We freeze the coefficients Xij and use Chebyshev’s inequality for the probability
measure conditioned on X
P
(∣∣∣Sm −  I(z)pdz∣∣∣1/p ≥ c
n
∣∣∣X) ≤ n2p
c2p
Var(Sm|X) ≤ n
2p
mc2p
Var(Ip|X).
The variance of Ip given X is given by
Var(Ip|X) ≤ E(I2p|X) ≤
 
|Un(z)|2p + |U∞(z)|2p dz.
If we assume the eigenvalues λ1, . . . , λn to be fixed and use Jensen’s inequality, we
may estimate
 
|Un(z)|2p dz ≤ 1
n
n∑
j=1
 
|log |λj − z||2p dz
≤ c
n
n∑
j=1
¨
B1+τ (−λj)
r |log r|2p drdϕ
≤ cp(1 + τ + |λ|max) log2p(1 + τ + |λ|max)
≤ cpn(Q+1)/2 log2p n
for some p-dependent constant cp. Similarly we get
ffl |U∞(z)|2p dz = cp. Now
choose m := n2p+3Q/2+1 and putting the estimates together we have shown
P
(∣∣∣  I(z)pdz − Sm∣∣∣1/p ≥ cn−1)
≤ E
(
P
({∣∣∣  I(z)pdz − Sm∣∣∣1/p ≥ c
n
}
∩
{
|λ|max ≤ n
Q+1
2
}∣∣∣X))+ n−Q
≤ cn−Q.
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It remains to show (16). To this end we use Theorem 2 with an adjusted error
probability stating
P(I(z) ≥ cn−1+ε/2) ≤ n−2p−5Q/2−1 (18)
uniformly in B1+τ (0). If I(zj) ≤ n−1+ε/2 for all j = 1, . . . , n then |Sm|1/p ≤
n−1+ε/2 which implies
P(|Sm|1/p ≥ n−1+ε/2) ≤
m∑
j=1
P(I(zj) ≥ n−1+ε/2)
≤ cmn−2p−5Q/2−1 = cn−Q.
The proof is now complete, since these constants may be absorbed by the n−Q
(respectively nε-)term for some slightly larger Q (respectively smaller ε). 
It may be possible to prove similar results by using Riemann sums or by a
direct approach without a separated smoothing inequality, but we do not pursue
it here. Analogously, Theorem 6 follows from Corollary 12 and Theorem 7 follows
from Corollary 11. The details are exactly the same as above and we skip them.
Moreover using the same techniques its possible to show the following version of
a local circular law. Compared to [GNT17] it improves the statement to hold
with overwhelming probability but replaces the constant ‖∆f‖L1 by ‖∆f‖Lq and
is stated for a single matrix, instead for a product of m many.
Corollary 13 (Local circular law). Let q > 1, z0 ∈ B1+τ−1(0) with |1− |z0|| ≥ τ ,
f : C → R+ be a bounded smooth function, which is compactly supported with
‖f ′‖L∞ ≤ nc for some constant c > 0. Define the function fz0(z) := n2sf((z −
z0)n
s) which zooms into z0 at speed s ∈ (0, 1/2). For any Q > 0 there exist a
constant c > 0 such that
P

∣∣∣∣∣∣ 1n
n∑
j=1
fz0(λj)−
ˆ
C
fz0(z)dµ∞(z)
∣∣∣∣∣∣ ≤ c log
4 n
n1−2s
‖∆f‖Lq
 ≥ 1− n−Q.
Recalling the discussion in section 2, z0 and f are not allowed to depend on ω
here.
Proof. As in the proof of Proposition 4, integration by parts yields
1
n
n∑
j=1
fz0(λj)−
ˆ
C
fz0(z)dµ∞(z) = −
n2s
2pi
ˆ
C
∆f(z) (Un(z)− U∞(z)) dz.
After applying Ho¨lder’s inequality as was done in (12), it remains to show the esti-
mate ‖Un − U∞‖Lp . log4 n/n which we already showed in the proof of Theorem
5 via Monte Carlo sampling and Theorem 3. 
We now turn to an application for random polynomials. The proof does not
differ much from those above.
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Proof of Theorem 9. As above, we choose p > (1 − ε)/ε large enough and apply
Theorem 10 to µ = µWn , ν = µ∞,K = 2, η = 1, z
∗ = 0 and a = n1/2−ε, and obtain
D(µWn , µ∞) . n
1/2
∥∥UWn − U∞ + 1/2∥∥Lp(B3(0)\Bn−1/2+ε(0))
+ µWn (B2n−1/2+ε(0)) + µ
W
n (B2(0)
c)
+ µ∞(B2n−1/2+ε(0)) + µ∞(B2(0)
c)
+ sup
R≥0,z0∈C
µ∞
(
R ≤ |· − z0| ≤ R+ 2n−1/2+ε
)
.
Let us consider each term starting with the last one. Obviously the last term is
of order n−1/2+ε and the third line equals 4pin−1+2ε. From an already existing
(non-uniform) local circular law for random polynomials, see [TV14] formula (87),
it follows that with overwhelming probability (i.e. ≥ 1− n−Q for every Q > 0) the
second line of our estimation can also be bounded by cn−1+2ε. Therefore it remains
to control the Lp distance of the logarithmic potentials. The application of Monte
Carlo sampling and the pointwise control of the logarithmic potentials from (11)
remains unchanged. The only notable difference to the proof of Theorem 5 is the
restriction to polynomially bounded moduli of the zeros. From Rouche´’s Theorem,
we deduce an upper bound for the largest root
|λ|max ≤ 1 +
max{c0 |ξ0| , . . . , cn−1 |ξn−1|}
cn |ξn|
of any polynomial. Hence for any Q > 0 we have
P(|λ|max ≥ n(Q+1)/δ) ≤ P
(
max{|ξ0| , . . . , |ξn−1|}
|ξn| & n
(Q+1)/δ
)
≤ (n− 1)P(|ξ0| & n(Q+1)/δ |ξn|)
.
n− 1
nQ+1
E |ξ0|δ E |1/ξ0|δ . n−Q,
which replaces (17) and the proof is finished. 
Appendix A.
Lemma 14. The mean empirical spectral distribution µ¯n = Eµn of the Ginibre
ensemble satisfies
sup
z0∈C,R>0
|µ¯n(BR(z0))− µ∞(BR(z0))| ≍ 1/
√
n
and
sup
BR(z0)⊆C \B1+ε(0)
or BR(z0)⊆B1−ε(0)
|µ¯n(BR(z0))− µ∞(BR(z0))| . e−nε2 .
Proof. Since [Gin65], the density pn of µ¯n has been known to be
pn(z) =
1
pi
e−n|z|
2
n−1∑
k=0
nk |z|2k
k!
,
14 FRIEDRICH GO¨TZE AND JONAS JALOWY
which converges to p∞(z) = 1pi1B1(0)(z). In the case of z0 = 0, we can explicitly
calculate
µ¯n(BR(0)) =
1
pi
ˆ
BR(0)
e−n|z|
2
n−1∑
k=0
nk |z|2k
k!
dz
=
1
n
n−1∑
k=0
ˆ nR2
0
e−r
rk
k!
dr
=
1
n
n−1∑
k=0
1− e−nR2
k∑
j=0
(nR2)j
j!
= 1− e−nR2
n−1∑
k=0
(n− k)(nR2)k
nk!
= 1− e−nR2
(
(nR2)n
n!
+ (1 −R2)
n−1∑
k=0
(nR2)k
k!
)
where we used the substitution r = n |z|2 and integration by parts. The function
D¯n(R) = µ∞(BR(0))− µ¯n(BR(0))
= 1 ∧R2 − 1 + e−nR2
(
(nR2)n
n!
+ (1−R2)
n−1∑
k=0
(nR2)k
k!
)
is continuous in R and differentiable for R 6= 1 with derivative
2R
(
1[0,1)(R)− e−nR
2
n−1∑
k=0
(nR2)k
k!
){
> 0 , if R < 1
< 0 , if R > 1
.
Hence the maximum is attained at R = 1 and Stirling’s formula yields
sup
R>0
|µ¯n(BR(0))− µ∞(BR(0))| = n
n
enn!
≃ 1√
2pin
.
For arbitrary balls we roughly bound
|µ¯n − µ∞| (BR(z0)) ≤
ˆ
B1(0)
p∞(z)− pn(z)dz +
ˆ
B1(0)c
pn(z)dz
= 2
ˆ
B1(0)
p∞(z)− pn(z)dz ≃
√
2
pin
,
hence the first part of the statement is proven. For R ≤ 1 we have
D¯n(R) = e
−nR2
(
(nR2)n
n!
− (1−R2)
∞∑
k=n
(nR2)k
k!
)
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and
e−nR
2
∞∑
k=n
nkR2k
k!
≤ e−nR2 (nR
2)n
n!
∞∑
k=0
(
nR2
(n+ 1)
)k
= e−nR
2 (nR2)n
n!
n+ 1
n(1−R2) + 1
≃ 1√
2pin
e−n(R
2−1−log(R2)) n+ 1
n(1−R2) + 1 ,
where we applied Stirling’s formula again. Consequently∣∣D¯n(R)∣∣ . 1√
n
e−n(R
2−1−log(R2))
(
1 + (1−R2) n+ 1
n(1−R2) + 1
)
.
1√
n
e−n(R
2−1−log(R2))
for R ≤ 1. On the other hand if R ≥ 1, then
D¯n(R) = e
−nR2
(
(nR2)n
n!
− (R2 − 1)
n−1∑
k=0
(nR2)k
k!
)
,
where analogously we have
n−1∑
k=0
(nR2)k
k!
≤ (nR
2)n−1
(n− 1)!
n−1∑
k=0
(
n− 1
nR2
)k
≤ (nR
2)n
(n)!
1
(R2 − 1) + 1
and hence ∣∣D¯n(R)∣∣ . 1√
n
e−n(R
2−1−log(R2)).
Finally choose R = 1−ε (or R = 1+ε, respectively) and note that R2−1− logR2 ≥
2ε2 +O(ε3), we conclude ∣∣D¯n(1− ε)∣∣ . e−nε2
and the second part of the Lemma follows. 
Lemma 15. Convergence of distributions on C with respect to the spherical Kol-
mogorov distance D implies weak convergence.
For absolutely continuous limit distributions, the converse statement is also true,
see for instance [TDHJ76]. Hence D is a reasonable object for studying the rate
of convergence to the circular law. Moreover we justify the term Kolmogorov dis-
tance by formally retrieving the 1-dimensional Kolmogorov distance d(µj , νj) of the
marginals j = 1, 2 in limits such as
(µ1 − ν1)((−∞, t]) = lim
K→∞
(ν − µ)(BK(t+K, 0)).
Proof. Let µ, ν be distributions on C, f ∈ Cc(C) be a continuous function with
compact support and fr =
1
pir2 f ∗ 1Br(0) be its ball mean function. Furthermore
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denote by λ the Lebesgue measure on C and set η = µ− ν + λ .ˆ
fd(µ− ν)−
ˆ
f − frdη =
ˆ
frdη −
ˆ
fdλ
=
ˆ ˆ
1
pir2
1Br(0)(y − x)dλ (y)dη(x) −
ˆ
fdλ
=
ˆ
f(y)
(ˆ
1
pir2
1Br(y)(x)dη(x) − 1
)
dλ (y)
=
1
pir2
ˆ
f(y) (µ(Br(y))− ν(Br(y))) dλ (y)
Now choosing a sequence µ = µn converging to ν with respect to D implies for all
r > 0∣∣∣∣ˆ fd(µn − ν)∣∣∣∣ ≤ ∣∣∣∣ˆ f − frdηn∣∣∣∣+ 1pir2
ˆ
f(y) |µ(Br(y))− ν(Br(y))| dλ (y)
≤
ˆ
|f − fr| d(µn + ν + λ ) + D(µn, ν)
pir2
ˆ
|f(y)|dλ (y)
≤ 2 ‖f − fr‖L∞(λ ) + ‖f − fr‖L1(λ ) +
D(µn, ν)
pir2
ˆ
|f(y)| dλ (y).
First as n → ∞, the last term converges to 0, then as r → 0, the first term
vanishes due to the continuity of f and the second due to Lebesgues Differentiation
Theorem. 
In order to proof Theorem 3, we will directly follow the approach of [GNT17],
making use of Girko’s Hermitization trick to convert the non-Hermitian problem
into a Hermitian one, apply the local Stieltjes transform estimate from [GNT17]
and the smoothing inequality from [GT03]. Let ν˜zn be the symmetrized empirical
singular value distribution of the shifted matrices X/
√
n− z, defined in (4) and
mn(z, ·) : C \R→ C, w 7→
ˆ
R
1
w − tdν˜
z
n(t)
be the Stieltjes transform which converges a.s. to the solution of
s(z, w) = − s(z, w) + w
(w + s(z, w))2 − |z|2 (19)
see for instance [GT10]. It is known that s(z, ·) corresponds to a limiting measure
ν˜z which has a symmetric bounded density ρz (the bound holds uniformly in z)
and has compact support
J
z :=
{
[−λ+,−λ−] ∪ [λ−, λ+], if |z| > 1
[−λ+, λ+], if |z| ≤ 1
,
where the endpoints are given by
λ2± :=
(α± 3)3
8(α± 1) ∧ 0, α :=
√
1 + 8 |z|2.
Note that λ− ∼ (1− |z|)3/2 as |z| → 1, i.e. a new gap in the support emerges at 0.
Therefore s will be unbounded for z close to the edge, which is the reason for the
bulk constraint of Theorem 3.
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Proof of Theorem 3. Fix some arbitrary Q, τ > 0 and z ∈ B1+τ−1(0) satisfying
|1− |z|| ≥ τ . As is explained in Girko’s Hermitization trick (4),
|Un(z)− U∞(z)| =
∣∣∣∣ˆ
R
log |x| d(ν˜zn − ν˜z)(x)
∣∣∣∣
and therefore it is necessary to estimate the extremal singular values as well as the
rate of convergence of ν˜zn to ν˜
z in Kolmogorov distance d∗n(z). Introduce the events
Ω0 := {smin ≥ n−B}, Ω1 := {smax ≤ nB′}, Ω2 := {d∗n(z) ≤ c log3 n/n}
for some constants B,B′, c > 0 yet to be chosen. Theorem 2.1 in [TV08] states that
there exists a constant B > 0 such that P(Ωc0) . n
−Q and analogously to what has
been shown in (17) there exists a constants B′ > 0 with P(Ωc1) . n
−Q. Since ν˜z
has a bounded density, we get∣∣∣∣∣
ˆ n−B
−n−B
log |x| dν˜z(x)
∣∣∣∣∣ . lognn−B
and furthermore on Ω2 it holds that∣∣∣∣∣
ˆ
n−B≤|x|≤nB′
log |x| d(ν˜zn − ν˜z)(x)
∣∣∣∣∣ . d∗n(z) logn . log4 nn .
Hence the claimed concentration of Un holds on Ω0 ∩ Ω1 ∩Ω2, implying
P
(
|Un(z)− U∞(z)| ≥ c log
4 n
n
)
≤ P(Ωc0) + P(Ωc1) + P(Ωc2)
and it remains to check P(Ωc2) ≤ n−Q, which has been done explicitly in [GNT17],
(4.14)-(4.16) using the smoothing inequality [Corollary B.3] from [GT03] and the
local law for d∗n(z) in terms of their Stieltjes transforms. 
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