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ALMOST SURELY ASYMPTOTIC FREENESS
FOR JACOBIAN SPECTRUM OF DEEP NETWORK
TOMOHIRO HAYASE
Abstract. Free probability theory helps us to understand Jacobian spectrum of deep
neural networks. We rigorously show almost surely asymptotic freeness of layer-wise
Jacobians.
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1. Introduction
Motivated by the hypothesis that well-conditioned Jacobian spectrum can speed up learn-
ing of deep feed-forward neural networks, Pennington, Sonenholtz and Ganguli [9] intro-
duced a spectral analysis of the input-output Jacobian of the network. In the analysis,
with S-transform from free probability theory [15], it is revealed that how the asymptotic
spectral distribution of input-output Jacobian of deep networks depend on initialization
of weights and activation functions.
In this note, we build a rigorous mathematical foundation to guarantee their analysis
based on free probability theory. The main assertion to be proven is the asymptotic
freeness of layerwise Jacobians. The asymptotic freeness is the central notion of free
probability theory introduced by Voiculescu [16]. If a family of d × d random matrices
{X1(d), · · ·XL(d)} is asymptotically free as d → ∞, the limit spectral distribution of
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each polynomial Q(X1(d), . . . ,XL(d)) is determined by that of each Xℓ(d). Recall that in
general case, eigenvalues of a polynomial of non-commutative matrices are not determined
by that of each matrices.
Furthermore, there are few strength levels of asymptotic freeness. Since our target is the
Jacobian spectrum at each random initialization, we prove almost surely asymptotically
freeness. Here an important fact is that a certain kind of random matrix has a self-
averaging property, that is, its random eigenvalue distribution converges almost surely to
a deterministic distribution in the large system limit.
Our contributions are as follows.
(1) We prove almost surely asymptotic freeness of layerwise Jacobians.
(2) It is proven that the Jacobian spectrum does not seriously depend on input.
(3) We removed the assumption of forward-backward independence.
2. Related Work
2.1. Mean Field Theory of Neural Networks.
It is a common problem to handle vanishing and exploding of the gradient of deep networks.
The residual connection [3] and the batch normalization [5] are strong techniques to prevent
gradient from the bad conditioning. However, these techniques change the structure of
the models. It is not clear that these techniques make other effects. To clarify this, we
need to train networks without them. In [10, 12], a mean-field theory (MFT) of neural
networks is used for the analysis of gradients. They show how initialization of weights
and activation functions affect to gradients. Note that the orthogonal initialization is also
in the scope of MFT. In fact, the spectral analysis [9] is also based on MFT. The MFT
predicts exploding/ vanishing condition of input-output Jacobian and gives how to train
extremely deep neural network [17]. In addition, the MFT can treat the convolutional
neural network [17], the residual network ([18] and [14]), and the recurrent neural network
[1].
In particular, by matrix-valued free probability theory, the Jacobian spectrum of the
residual network is given in [14]. In this note, treating [14] mathematically is out of scope,
but is in the scope of future work.
2.2. Free Deterministic Equivalent.
Free probability theory (FPT, for short) is invented by Voiculescu [16] for understanding
operator algebras by approximating infinite-dimensional operators as the limit of random
matrices. Conversely, FPT is applied to understanding large statistical systems contain-
ing random matrices appear in statical physics and signal processing. The former one
is an application of FPT to MFT of Anderson Model [8]. The latter one is an applica-
tion of FPT to multi-input multi-output wireless networks [13, 6]. A common policy of
these two applications is approximating random matrices by free infinite-dimensional de-
terministic operators. The approximation, so-called free deterministic equivalent, enables
us doing deterministic analysis using tools of free probability theory such as R-transform,
S-transform, and the linearization trick (see [7] for detail).
Analysis of the Jacobian spectrum of neural networks can be seen as a method based
on the free deterministic equivalent.
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3. Settings
3.1. Basic Notation. We denote by N (m, q) be the Normal distribution with mean m
and variance q. We denote by GM(p, d, σ2) by the set of p×d random matrix X such that
Xij (i = 1, . . . , p, j = 1, . . . , d) are independently distributed with N (0, σ2). A family of
random matrices are said to be independent if corresponding entries are independent.
3.2. Vanilla Neural Network. We assume that each φℓ (ℓ = 1, . . . , L) is continuous
function on R such that φℓ(0) = 0, differentiable except for finite number of points, and
the derivative φ′ℓ is bounded. We assume that for any d0, . . . , dL ∈ N, we are equipped
with
(1) x01, . . . , x
0
d be possibly non-independent random variables such that for every j =
1, . . . , d,
E[x0j ] = 0,
V[x0j ] = q0 > 0.
(2) Wℓ ∈ GM(dℓ, dℓ−1, σ2w,ℓ/dℓ−1) (ℓ = 1, . . . , L) are independent,
(3) bℓ is Rdℓ-valued random variable i.i.d.
(4) The above family are independent.
Let us define inductively for ℓ = 1, . . . , L;
xℓ := φℓ(h
ℓ) := (φℓ(h
ℓ
i))
dℓ
i=1.
Furthermore, we denote by Dℓ the diagonal random matrix defined as
Dℓ :=


φ′ℓ(h
ℓ
1)
. . .
φ′ℓ(h
ℓ
dℓ
)

 .
For fixed 0 < λℓ <∞ (ℓ = 1, . . . , L), we consider the following limit
dℓ →∞ (ℓ = 0, 1, . . . , L) with dℓ
dℓ−1
→ λℓ (ℓ = 1, . . . , L). (3.1)
We denote by this limit condition by α(λ). The input-output Jacobi matrix is given by
Jℓ := DℓWℓ . . . D
1W 1.
4. Forward Propagation
Firstly, we reformulate well-used formula of forward propagation.
Lemma 4.1. Consider a triangular array of random variables
x[d]k, k, d ∈ N, k ≤ d
such that x[d]1, . . . , x[d]d are i.i.d. for any fixed d ∈ N. We assume
x[d]1 ⇒ µ
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as d → ∞ for a probability measure µ on R. In addition, we assume that there is δ > 0
with
sup
d
E
[
|x[d]1|2+δ
]
<∞. (4.1)
We denote by q the variance of µ. Let W [d] ∈ GM(p, d, σ2w/d) independent of x[d] and
b[d] for every d ∈ N. Set
h[d] :=W [d]x[d] + b[d].
Then
h[d]1 ⇒ N (0, σ2wq + σ2b ).
as d→∞.
Proof. To show this, we use Lindeberg-Feller’ Theorem (see A.1). Write
Xd,j :=W [d]1,jx[d]j (1 ≤ j ≤ d).
Then Xd,j, j = 1, . . . , d, are independent, for every d ∈ N and E[Xd,j ] = 0. We only need
to show that
(1) limd→∞
∑d
j=1E[X
2
d,j ] > 0.
(2) ∀ε > 0, limd→∞
∑d
j=1E[X
2
d,j ; |Xd,j | > ε] = 0.
(1) is trivial. We show (2) by a direct calculation. Without loss of generality, we may
assume that σw = q = 1. Write p(x) := exp
(−x2)/√2π. We simply write
Xd := x[d]1.
Fix ε > 0. Then
d∑
j=1
E[X2d,j ; |Xd,j| > ε] = d
∫
w2E[X2d ; |Xd| > ε/|w|]
√
dp(
√
dw)dw
=
∫
Id(y)y
2P (y)dy,
where
Id(y) :=
{
E[X2d ; |Xd| >
√
dε/|y|], if y 6= 0,
0, otherwise.
By (4.1),
|Id(y)| ≤
( |y|√
dε
)δ ∫
|x|2+δµd(dx) ≤ C
( |y|√
dε
)δ
,
for some constant C > 0. Thus∫
y2Id(y)P (y)dx ≤ C
(
1√
dε
)δ ∫
|y|2+δP (y)dy → 0, as d→∞.
Therefore, (2) holds. 
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Proposition 4.2. Under the setting of Section 3, for all ℓ = 1, . . . , L,
1
dℓ
dℓ∑
k=1
δhk ⇒ N (0, qℓ), (4.2)
as d→∞ almost surely, where
qℓ := σ2w,ℓEh∼N (0,qℓ−1)[φ(h)
2] + σ2b,ℓ.
Proof. Write
Xd,j :=W
1
1,jx
0
j .
Then Xd,j , j = 1, . . . , d, are independent for every d ∈ N and E[Xd,j ] = 0. Then we have
(1) limd→∞
∑d
j=1E[X
2
d,j ] > 0.
(2) ∀ε > 0, limd→∞
∑d
j=1E[X
2
d,j ; |Xd,j | > ε] = 0.
The assertion (2) follows from
d∑
j=1
E[X2d,j ; |Xd,j | > ε] ≤
1
(dε)δ

1
d
d∑
j=1
|xj |2+δ

∫ |w|2+δp(w)dw.
Hence by A.1,
h11 =
d0∑
j=1
W 11,jx
0
j + b1 ⇒ N (0, q1),
as d→∞. By A.2, we have (4.2) for ℓ = 1. Then
1
d1
d1∑
k=1
δx1
k
⇒ φ1(N (0, q1)),
as the limit (3.1). WMA δ < 2. Since φ′1 is bounded a.e., there exists C > 0 such that
1
d0
∑
k
∣∣x1k∣∣2+δ ≤ C 1d0
∑
k
(h1k)
4 → CEX∼N (0,q0)[X4] <∞,
as d0 →∞ almost surely. Thus (4.1) holds for x = x1. Then the proof for ℓ ≥ 2 completes
by the induction on ℓ with Lemma 4.1. 
5. Preliminaries on Free Probability Theory
5.1. Asymptotic Freeness Almost Everywhere. A non-commutative probability space
(NCPS, for short) is a pair (A, τ) of a unital ∗-algebra and τ is a tracial state on A. A
linear space A over C is said to be unital ∗-algebra if it is unital C-algebra equipped with
an map ∗ : A→ A such that
(ab)∗ = b∗a∗ (a, b ∈ A),
(βa)∗ = β¯a∗ (β ∈ C, a ∈ A),
a∗∗ = a (a ∈ A).
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A linear map τ on A is said to be a tracial state if for any a ∈ A,
τ(a∗) = τ(a),
τ(a∗a) ≥ 0.
Let (A, τ) be a NCPS. A family (aj)j∈J of elements in A is said to be free if the following
holds: for any n ∈ N, for any polynomials Q1, . . . , Qn over C with
τ [Qk(ajk)] = 0 (k = 1, . . . , n),
and for any j1, . . . , jn ∈ S with
j1 6= j2, j2 6= j3, . . . , jn−1 6= jn,
it holds that
τ [Q1(aj1)Q2(aj2) . . . Qn(ajn)] = 0.
Definition 5.1 (Asymptotic Freeness Almost Everywhere). Given a family
(A (d, j) | j ∈ J)
of d×d random matrices for every d ∈ N , it is said to be asymptotic free almost everywhere
as d→∞ if the following conditions are satisfied.
(1) There exists a NCPS (A, τ) and a free family (aj)j∈J of elements in A.
(2) For every m ∈ N and j1, . . . , jm ∈ J ,
lim
d→∞
tr [A(d, j1) . . . A(d, jm)] = τ [aj1 . . . ajm ] ,
almost surely.
5.2. Free Multiplicative Convolution. Let (A, τ) be a NCPS. For a ∈ A with τ(a) 6= 0,
we define the S-transform of a by the formal power series
Sa(z) :=
1
1 + z
M<−1>a (z),
where
Ma(z) :=
∞∑
n=1
τ(an)zn.
The relevance of S-transform in FPT is due to the following theorem of Voiculescu [15]:
if (a, b) is free with τ(a), τ(b) 6= 0 then
Sab(z) = Sa(z)Sb(z).
Further we assume that a, b are self-adjoint and b ≥ 0. we define the multiplicative
convolution
µa ⊠ µb := µ√ba√b.
ab will not self-adjoint. But since τ is tracial, the distribution of ab is equal to
√
ba
√
b.
Hence
S√ba√b = Sab = SaSb.
S-transform is defined in more general situation. [11].
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Proposition 5.2. For d ∈ N , let A(d) and B(d) be d × d symmetric random matrices,
and let O(n) be a d× d Haar-distributed orthogonal random matrix. Assume that
(1) The random matrix O(d) is independent of A(d), B(d) for every d ∈ N.
(2) The empirical spectral distribution of A(d) (resp.B(d)) converges in distribution
to a compactly supported probability measure µ (resp. ν),
Then the pair
(A(d), O(d)B(d)O(d)T )
is asymptotically free almost everywhere as d → ∞. In particular, if A(d) ≥ 0, the limit
distribution of A(d)1/2O(d)B(d)O(d)TA(d)1/2 is the multiplicative free convolution µ⊠ ν.
Proof. The proof analogously follows from [4, Proposition 3.5] by replacing standard or-
thogonal by standard unitary. 
6. Jacobian
Remark 6.1. Firstly we discuss on the asymptotic freeness of Dℓ and WℓW
T
ℓ . Indepen-
dent diagonal matrix and Wishart matrix is asymptotic free almost surely [4]. However,
Dℓ andWℓWℓ is possibly correlated. Hence we additionally consider Assumption 6.2. Note
that Assumption 6.2 is weaker than the independence assumption.
Assumption 6.2. We assume that for each ℓ = 1, . . . , L, the pair
Dℓ,WℓW
T
ℓ
is asymptotically free almost everywhere as the limit (3.1).
Definition 6.3. Free Poisson Low
mc(dx) = max(0, 1− c)δ0(dx) +
√
4c− (x− 1− c)2
2πx
1[(1−√c)2,(1+√c)2]dx
Lemma 6.4. Under the assumption (6.2), for every ℓ = 1, . . . , L,
W Tℓ D
2
ℓWℓ ⇒ mc ⊠ φ′(χ)2
as the limit (3.1) almost surely.
Proof. Set X := WℓW
T
ℓ . The distribution of W
T
ℓ D
2
ℓWℓ coincides with D
2
ℓX. By the
assumption (6.2), the pair X,D2ℓ is asymptotically free almost everywhere as the limit
(3.1). Then the assertion follows from Proposition 5.2. 
Theorem 6.5. For any ℓ = 1, . . . , L− 1, the pair of two random matrices
JℓJ
T
ℓ ,W
T
ℓ+1D
2
ℓ+1Wℓ+1 (6.1)
is asymptotically free almost everywhere as the limit (3.1). In particular, for each ℓ =
1, . . . , L,
JTℓ Jℓ ⇒ (mc1 ⊠mc2 · · · ⊠mcℓ)⊠
(
φ′(χ)2 ⊠ φ′(χ)2 ⊠ · · · ⊠ φ′(χ)2) (6.2)
as the limit (3.1) almost surely.
8 TOMOHIRO HAYASE
Proof. We prove the assertion on induction on ℓ. Let ℓ = 1. The distribution of J1J
T
1 =
D1W1W
T
1 D1 coincides with W
T
1 D
2
1W1. Hence By Lemma 6.4,
J1J
T
1 ⇒ mc ⊠ φ′(χ)2
as the limit (3.1) almost surely. Write X :=W T2 D
2
2W2. Using Lemma 6.4 again, we have
X ⇒ mc ⊠ φ′(χ)2.
Pick Haar orthogonal random matrix O independent ofW1,W2, x
0. Then O is independent
of X,J1J
T
1 . Then the joint distribution of O
TXO coincides with X. By the way, by
Proposition 5.2, the pair
J1J
T
1 , OXO
T
is asymptotically free almost everywhere as the limit (3.1). Hence the pair J1J
T
1 ,X is
also. Now JT2 J2 =W
T
1 D1XD1W1 ∼moment XJ1JT1 .
JT2 J2 ⇒ mc ⊠ φ′(χ)2 ⊠mc ⊠ φ′(χ)2.
Assume that (6.2) holds for an ℓ > 1. Then by the similar arguments as above using
Proposition 5.2, the pair (6.1) is asymptotically free almost everywhere. In particular, the
limit distribution of JTℓ+1Jℓ+1 is given by
(mc1 ⊠mc2 · · ·⊠mcℓ)⊠
(
φ′(χ)2 ⊠ φ′(χ)2 ⊠ · · ·⊠ φ′(χ)2)⊠ (mc ⊠ φ′(χ)2).
Then we have proven the assertion. 
Remark 6.6. The distribution of moments given by The Cauchy transform
Gµ(z)→ Gµ(z),
almost surely as the limit (3.1). Since
Kγ ∗ µ(x) = − 1
π
ImGµ(x+ iγ)
we can recover µ from its Cauchy transform.
Appendix A. Lindeberg-Feller CLT
Theorem A.1. (Lindeberg-Feller Central Limit Theorem for Triangular Array)[2, Theo-
rem 3.4.10]
For each n, let Xn,m, 1 ≤ m ≤ n, be independent random variables with E[Xn,m] = 0.
Suppose
(1) for n ∈ N, ∑nm=1 E[X2n,m]→ σ2 > 0,
(2) for all ε > 0, limn→∞
∑n
m=1 E[X
2
n,m; |Xn,m| > ε] = 0.
Then Sn := Xn,1 + . . . Xn,n ⇒ N (0, σ2) as n→∞.
Lemma A.2. Let Xn,m (m = 1, . . . , n) be i.i.d. random variables for each n. Assume
that
Xn,1 ⇒ µ,
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as n→∞. for a probability measure µ. Then we have
1
n
n∑
m=1
δXn,m ⇒ µ,
as d→∞ almost surely.
Proof. ISTS ∀f ∈ Cb(R),
1
n
n∑
k=1
f(Xn,m)→
∫
f(x)µ(dx).
as n → ∞ almost surely. Set αn := E[f(Xn,m)] and Sn :=
∑n
k=1(f(Xn,m) − αn). By the
assumption, we have
lim
n→∞αn =
∫
f(x)µ(dx).
We claim that
lim
n→∞ |Sn/n| = 0
almost surely. To show this, by Borel-Canteli’s lemma, we only need to show that ∀ǫ > 0,
∞∑
n=1
P (|Sn/n| > ǫ) <∞.
Set Yn := f(Xn,m)− αn. Then
E[S4n] = E[Y
4
n ]− 3(n2 − n)E[Y 2n ]2 < Cn2
for a constant C > 0, because f is bounded. Hence we have
P (
∣∣S4n/n4∣∣ > ǫ4) ≤ 1n4ǫ4E[S4n] = Cn2ǫ4 .
Thus we have proven the assertion.

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