In the early studies on graph searching ( 24, 26, 27, 28] ) a graph was considered as a system of tunnels in which a fast and clever fugitive is hidden. The`classical' search problem is in nding a search plan using the minimal number of searchers. In this paper we consider a new criterion of optimization, namely, the search cost. Firstly we prove monotone properties of searching with the smallest cost. Then making use of monotone properties we prove that for any graph G the search cost of G is equal to the smallest number of edges over all interval supergraphs of G. Also we give some estimates of the search cost in terms of the vertex separation number and the sum bandwidth. Finally, we show how to compute the search cost of a cograph and corresponding search strategy in linear time.
problems have applications in motion coordinations of multiple robots 30] and in problems of privacy in distributed environments with mobile eavesdroppers (`bugs') 13]. More information on graph searching and related problems one can nd in surveys 1, 12, 25] .
In the`classical' node-search version of searching (see, e.g. 18] ) at every move of searching a searcher is placed at a vertex or is removed from a vertex. Initially, all edges are contaminated (uncleared). A contaminated edge is cleared once both its endpoints are occupied by searchers. A clear edge e is recontaminated if there is a path without searchers leading from e to a contaminated edge.
The`classical' search problem is in nding the search program such that the maximal number of searchers used at any move is minimized. In this paper we are interested in another criterion of optimization. We are looking for nodesearch programs with the minimal sum (the sum is taken over all moves of the search program) of numbers of searchers. We call this criterion the search cost. Loosely speaking, the cost of a search program is the total number of man-steps' used in this program and the search cost is the cost of an optimal program. The reader is referred to section 2 for formal de nitions of searching and its cost.
One of the most important issues concerning searching is that of recontamination. In some search problems (see 2, 20] ) the recontamination does not help to search a graph, i.e., if searchers can clear the graph then they can do it without recontamination of previously cleared edges. We establish the monotonicity of search programs of the smallest cost. To prove the monotonicity result we use special constructions named clews. Clews are closely related to crusades used by Bienstock and Seymour in 2] and the notion of clew's measure is related to the notion of linear width introduced by Thomas in 31] . This paper is organized as follows. In x 2 we give necessary de nitions. In x 3 we introduce clews and prove the monotonicity of graph searching. In x 4 it is proved that for any graph G the search cost of G is equal to the smallest number of edges of an interval supergraph of G. In x 5 it is shown that the problem of computing the search cost is equivalent to the vertex separation sum problem and pro le minimization problem. In x 6 we obtain some estimates of the search costs in terms of the vertex separation number and the sum bandwidth.
In x 7 we show how to compute the search cost of graph's product. In x 8 we give a linear time algorithm determining the search cost of a cograph and the corresponding search program.
Statement of the problem
We use the standard graph-theoretic terminology compatible with 6], to which we refer the reader for basic de nitions. Unless otherwise speci ed, G is an undirected, simple (without loops and multiple edges) and nite graph with the vertex set V (G) and the edge set E(G); n denotes the order of G, i.e., jV (G)j = n. The degree of a vertex v in G is denoted by deg(v) and the maximum degree of the vertices of a graph G by (G).
A search program on a graph G is the sequence of pairs Notice that search programs can be de ned not only for simple graphs but for graphs with loops and multiple edges as well. Adding loops and multiple edges does not change the search cost.
3 Monotone programs and clews Let G be a graph. For X E(G) we de ne V (X) to be the set of vertices which are endpoints of X and let (X) = V (X) \ V (E(G) ? X).
We consider clews only in graphs of special structure. Let is the clew. Using (1), we get j (X i?1 X i )j j (X i )j:
It is easy to check that j j satis es the submodular inequality j (X i?
(4) Combining (3) and (4), we obtain j (X i?1 \ X i )j j (X i?1 )j: ) and we obtain that (X 0 ; X 1 ; : : :; X i?2 ; X i?1 \X i ; X i ; X i+1 ; : : :; X m ) is the clew. Taking into account (5), (1) and (2) We de ne the length l(G) of an interval graph G as the minimum length over all canonical representations of G. For any graph G we de ne the interval length of G, denoted by il(G), as the smallest length over all interval supergraphs of G.
We shall use the following property of canonical representation in the proof of Theorem 3.
Lemma 2 Let I be an interval graph of n vertices and I = fI v = (l v ; r v )g v2V (G) , l v < r v , be its canonical representation such that X v2V br v ? l v c is minimum: (6) For i 2 f1; : : :; ng let P(i) be the set of intervals I v , v 2 V (I), containing i. is the (monotone) search program of cost k on G. 2 
Complexity remark
The problem of Interval Graph Completion:
Instance: A graph G = (V; E) and an integer k. Question: Is there an interval graph G 0 = (V; E 0 ) such that E E 0 and jE 0 n Ej k? is NP-complete even when G is stipulated to be an edge graph (see 14], Problem GT35). Interval Graph Completion arises in computational biology (see, e.g., 4]) and is known to be FPT 7, 17] .
From Theorem 3 it follows immediately that the problem of Search Cost: deciding given a graph G and an integer k, whether (G) k or not, is NPcomplete even for edge graphs and that nding the search cost is FPT for a xed k.
An O(n 1:722 ) time algorithm was given in 19] for the pro le problem for the case that G is a tree with n vertices.
6 Estimates of the search cost A split in a graph G is a partition of V (G) = V 1 V 2 of the vertex set of G such that jV i j 2 (i 2 f1; 2g) and the edges of G going from V 1 to V 2 induce a complete bipartite graph. Let V (G) = V 1 V 2 be a split of G and let A i V i (i = 1; 2) be the vertices of the associated complete bipartite graph.
The following proposition can be found in 25].
Proposition 5 Every monotone search program on G has a step at which all vertices from A 1 or all vertices from A 2 simultaneously carry a searcher.
Corollary 6 Let us think that n 1 = jA 1 j n 2 = jA 2 j. Then (G) 1 2 (n 1 ? 1) + n 1 n 2 . Proof. Suppose that the jth step is the rst step of the monotone program at which all vertices of A 1 are occupied. Then at this step j ? n 1 searchers are placed in A 2 and n 1 searchers in A 1 . Therefore the cost of is at least 1 2 (j + 1)j + (n 2 ? j + n 1 ? 1)n 1 1 2 (n 1 ? 1)n 1 + n 1 n 2 . 2
As an illustration of the corollary we refer to a complete bipartite graph K n 1 ;n 2 with bipartition (X; Y ), n 1 = jXj n 2 = jY j. The monotone search program of cost 1 2 (n 1 ?1)n 1 + n 1 n 2 on K n 1 ;n 2 is easily be constructed. (9) it is not surprising that there are strong connections between the bandwidth sum and the search cost.
Proposition 9 For any linear layout f of G bw sum (G; f) (G)vs sum (G; f).
Therefore, bw sum (G) (G) (G). Proof. The proof is apparent from (9), because for any i 2 f1; : : :; ng cw i (G; f)
The line graph of a graph G is the graph with vertex set E(G), two vertices being adjacent i they are adjacent (as edges) in G. For i 2 f1; : : :; ng we de ne out(i) = jf(u; v) 2 E(G): f(u) = i and f(v) > igj:
we obtain 
By (10) and Cauchy inequality,
Clearly, for every i 2 f1; : : :; ng, out(i) (G). If we combine this with (11) and (12) j@S i (G 1 G 2 ; f)j. Let k be the smallest number ensuring V (G 1 ) S k (G 1 G 2 ; f) or V (G 2 ) S k (G 1 G 2 ; f). For clarity's sake we suppose that V (G 1 ) S k (G 1 G 2 ; f). Obviously, k n 1 . Let g: V (G 2 ) ! n 2 be the`restriction' of f to V (G 2 ), i.e. for any u; v 2 V (G 2 ), g(u) < g(v) i f(u) < f(v).
Clearly, for any i 2 f1; : : :; k ? 1g, j@S i (G 1 G 2 ; f)j = i and for and i 2 fk; : : :; n 1 + n 2 ? 1g, j@S i (G 1 G 2 ; f)j = n 1 + j@S i?n 1 (G 2 ; g)j (we put S 0 (G 2 ; g) = ;). In addition, for any i 2 f1; : : :; n 2 g, j@S i (G 2 ; g)j i. can be constructed in O(n+e) time. By Theorem 11 this sequence is the search program and the cost of this program is (G). 2 
Concluding remarks
In this paper, we introduced a game-theoretic approach to the problem of interval completion with the smallest number of edges. There are similar approaches to the pathwidth and treewidth parameters. The interesting problem is whether there is a graph-searching`interpretation' of the ll-in problem.
