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We consider one-way quantum state merging and entanglement distillation under compound and
arbitrarily varying source models. Regarding quantum compound sources, where the source is
memoryless, but the source state an unknown member of a certain set of density matrices, we
continue investigations begun in the work of Bjelakovic´ et. al. [Universal quantum state merging,
J. Math. Phys. 54, 032204 (2013)] and determine the classical as well as entanglement cost of state
merging. We further investigate quantum state merging and entanglement distillation protocols for
arbitrarily varying quantum sources (AVQS). In the AVQS model, the source state is assumed to
vary in an arbitrary manner for each source output due to environmental fluctuations or adversarial
manipulation. We determine the one-way entanglement distillation capacity for AVQS, where we
invoke the famous robustification and elimination techniques introduced by R. Ahlswede. Regarding
quantum state merging for AVQS we show by example, that the robustification and elimination based
approach generally leads to suboptimal entanglement as well as classical communication rates.
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2I. INTRODUCTION
Investigations on communication tasks involving bipartite (or multipartite) sources within the local op-
erations and classical communications (LOCC) paradigm made a substantial contribution to the progress
in quantum Shannon theory which took place over the past two decades.
Especially the role of shared pure entanglement as a communication resource was clarified and substantiated
by establishment of LOCC protocols inter-converting shared entanglement with optimal rates.
Two prominent tasks, entanglement distillation and quantum state merging are considered in this work.
Quantum state merging was introduced by Horodecki, Oppenheim, and Winter [14]. In this setting a bipar-
tite quantum source described by a quantum state ρAB shared by communication parties A (sender) and
B (receiver) is required to be merged at the receivers site by local operations and classical communication
together with shared pure entanglement as resource, such that in the limit of large blocklengths, the source
is approximately restored on B′s site. The optimal asymptotic net entanglement cost was determined in
Ref. 14 to be S(A|B) ebits of shared entanglement per copy of the state, which was shown to be achievable
with optimal classical cost I(A;E) bits of A → B classical side communication per copy (I(A;E) is the
quantum mutual information of A with an environment E purifying ρAB). This result allows interpretation
the negative values of S(A|B). For states with S(A|B) being negative, quantum state merging is possible
with net production of shared maximal entanglement which may serve as a credit for future quantum com-
munication.
Entanglement distillation is in some sense a task subaltern to quantum state merging, since entanglement
distillation protocols are readily derived from quantum state merging protocols [14]. In this task, a given
bipartite quantum source has to be transformed into shared maximal entanglement by LOCC in the limit
of large number of outputs. The optimal entanglement gain was determined in Ref. 12, where a connection
to secret key distillation from bipartite quantum states was exhausted.
However, these results were shown under strong idealizations of the sources. It was assumed, that the sources
where tasks are performed on, are memoryless and perfectly known. Since source uncertainties, may they
be present due to hardware imperfections of the preparation devices and/or manipulation by adversarial
communication parties, are inherent to all real-life communication settings, this assumption seems rather
restrictive.
The contribution of this work is, to partly drop these conditions. We consider entanglement distillation and
quantum state merging in presence of compound and arbitrarily varying quantum sources. A compound
memoryless source models a preparation device which emits systems, uncorrelated from output to output,
all described by the same given density matrix, which in turn is not perfectly known to the communication
parties, but identified as a member of a certain set X of quantum states. Consequently, the communication
parties have to use protocols which are of sufficient fidelity for each member of the set of states generating
the compound source.
In the arbitrarily varying source (AVQS) model, the source state can vary from output to output over a
generating set of states. This variation can be understood as a natural fluctuation as well as a manipulation
of an adversarial communication party changing the source state from output to output in an arbitrary
manner. Consequently, the parties are forced to accomplish the tasks with protocols, which are robust in
the sense, that work with sufficient fidelity for each possible state sequence. In this work, we contribute the
following. Regarding one-way quantum state merging for compound sources, we answer a question left open
in the preceding work [7]. We derive protocols which beside being optimal regarding their entanglement
cost, also approximate the lowest classical one-way communication requirements allowed by corresponding
converse theorems[7, 14] which lower bound the resource requirements for asymptotically faithful merging
schemes.
We use the results on one-way entanglement distillation for compound sources established earlier[7] together
with the famous elimination and robustification techniques introduced by R. Ahlswede [1, 2] to determine
the capacity for one-way entanglement distillation from AVQS generated by a set X of states. We show,
that the one-way entanglement distillation capacity in this case, can be expressed by the capacity function
of the compound source generated by the convex hull of the set generating the AVQS.
Considering quantum state merging under the AVQS model, we encounter unexpected behavior. Opposite
to the intuition gathered by previous results from classical as well as quantum Shannon theory, the entan-
glement as well as classical communication resource costs for one-way merging of an AVQS do not match
the costs known for the corresponding compound source generated by the convex hull of X in general. We
demonstrate this fact giving a simple example.
3A. Related Work
The task of entanglement distillation was subject to several investigations in case of perfectly known
memoryless quantum sources over the past fifteen years. In this work, we generalize a result from Ref. 12,
where the entanglement distillation capacity with one-way LOCC for perfectly known memoryless bipartite
quantum sources where determined. Quantum state merging was first considered in Ref. 14, where the au-
thors determined the entanglement as well as classical cost of quantum state merging for the scenario with
perfectly known density matrix. Both results where partly generalized to the case of compound memoryless
sources in Ref. 7 within the one-way LOCC scenario. In this work we continue and complete considerations
made therein by determining the optimal classical cost of one-way merging for compound quantum sources.
Communication tasks involving arbitrarily varying channels and sources where considered in classical in-
formation theory from the late 60’s. Here we especially mention the robustification [2, 3] and elimination
[1] techniques developed by Ahlswede in the 70’s, which are crucial ingredients of our proof of the one-way
entanglement distillation capacity for AVQS.
Arbitrarily varying channels where also considered in quantum Shannon theory. The first result was by
Ahlswede and Blinovsky [5], who determined the capacity for transmission of classical messages over an
arbitrarily varying channel with classical input and quantum output. A treatment of arbitrarily varying
quantum channels was done by Ahlswede, Bjelakovic´, the first author and No¨tzel published in 2013 [4].
There, they determined the quantum capacity of an arbitrarily varying quantum channel for entanglement
transmission, entanglement generation as well as strong subspace transmission.
B. Outline
We set up the notation used in this paper in Section II, where we also state some conventions and
preliminary facts we use freely in our considerations. The basic concepts relevant for this paper are concisely
stated and and explained in Section III.
In Section IV, we conclude the investigations on quantum state merging for compound sources begun in Ref.
7. Explicitly, we show existence of universal one-way LOCCs which are asymptotically optimal regarding the
entanglement as well as classical A→ B communication cost. For the proof, we use protocols derived in Ref.
7, which are optimal regarding their entanglement cost but require overmuch classical side communication
in some cases. These are refined in a sufficient way by combination with an entropy estimating instrument
used by the sender, where we utilize methods from representation theory of the symmetric groups from
Refs. 15 and 10. Section V is devoted to determination of the capacity for entanglement distillation from
an AVQS under restriction to one-way LOCC. We first prove an achievability result in case that the AVQS
is generated by a finite set X of bipartite states. Here we use entanglement distillation schemes with fidelity
going to one exponentially fast for the compound source generated by the convex hull of X from Ref. 7,
together with Ahlswede’s robustification and elimination techniques. Afterwards, we extend this result to
the general case approximating the AVQS generating set by suitable finite AVQS.
We also consider the issue of quantum state merging for AVQS and discover a strange feature of the quantum
state merging task in this scenario. We show in Section VI, that in general, the entanglement as well as
classical cost of merging an AVQS generated by a set X of bipartite state are strictly lower than the costs of
merging the corresponding compound source generated by conv(X ). In Section VII, we discuss the results
obtained.
II. NOTATION AND CONVENTIONS
All Hilbert spaces appearing in this work are considered to be finite dimensional complex vector spaces.
L(H) is the set of linear maps and S(H) the set of states (density matrices) on a Hilbert space H in our
notation. We denote the set of quantum channels, i.e. completely positive and trace preserving (c.p.t.p.)
maps from L(H) to L(K) by C(H,K) and the set of trace-nonincreasing cp maps by C↓(H,K) for two Hilbert
spaces H, K.
Regarding states on multiparty systems, we freely make use of the following convention for a system con-
sisting of some parties X,Y, Z, for instance, we denote HXY Z := HX ⊗HY ⊗HZ , and denote the marginals
by the letters assigned to subsystems, i.e. σXZ := trHY (σ) for σ ∈ S(HXY Z) and so on. For a bipartite
pure state |ψ〉 〈ψ| on a Hilbert space HXY , we denote its Schmidt rank (i.e. number of nonzero coefficients
4in the Schmidt representation of ψ) by sr(ψ). We define
F (a, b) :=
∥∥∥√a√b∥∥∥2
1
(1)
for any two positive semidefinite operators a, b on H (this is the quantum fidelity in case that a and b are
density matrices). If one of the arguments is a pure state, the fidelity is linear in the remaining argument,
explicitly F takes the form of an inner product,
F (ρ, |ψ〉 〈ψ|) = 〈ψ, ρψ〉 . (2)
Relations between F and the trace distance are well known, we will use the inequalities
F (a, σ) ≥ tr(a)− ‖a− ρ‖1 (3)
for a matrix 0 ≤ a ≤ 1 and state ρ, and
‖ρ− σ‖1 ≤ 2
√
1− F (ρ, σ) (4)
for states ρ, σ. The von Neumann entropy of a quantum state ρ is defined
S(ρ) := −tr(ρ log ρ), (5)
where we denote by log(·) and exp(·) the base two logarithms and exponentials throughout this paper.
Given a quantum state ρ on HXY , we denote the conditional von Neumann entropy of ρ given Y by
S(X |Y, ρ) := S(ρ)− S(ρY ), (6)
the quantum mutual information by
I(X ;Y, ρ) := S(ρX) + S(ρY )− S(ρ), (7)
and the coherent information by
Ic(X〉Y, ρ) := S(ρY )− S(ρ) = −S(X |Y, ρ). (8)
A special class of channels mapping bipartite systems, which is of crucial importance for our considerations,
are one-way LOCC channels, for which we give a concise definition in the following. For more detailed
information, the reader is referred to the appendix on one-way LOCCs given in Ref. 7 and references
therein. A quantum instrument T on a Hilbert space H is given by a set {Tk}Kk=1 ⊂ C↓(H,K) of trace
non-increasing cp maps, such that
∑K
k=1 Tk is a channel. In this paper, we will only admit instruments
with |K| < ∞. With bipartite Hilbert spaces HAB and KAB, a channel N ∈ C(HAB,KAB) is an A → B
(one-way) LOCC channel, if it is a combination of an instrument {Tk}Kk=1 ⊂ C↓(HA,KA) and a family{Rk}Kk=1 ⊂ C(HB,KB) of channels in the sense, that it can be written in the form
N (a) =
K∑
k=1
(Tk ⊗Rk)(a) (a ∈ L(HAB)). (9)
The cardinality of the message set for classical transmission from A to B within the application of N is K
(the number of measurement outcomes of the instrument).
We denote the set of classical probability distributions on a set S by P(S). The l-fold Cartesian product of
S will be denoted Sl and sl := (s1, ..., sl) will be a notation for elements of S
l. For positive integer n, the
shortcut [n] is used to abbreviate the set {1, ..., n}. For two probability distributions p, q ∈ P(S) on a finite
set S, the relative entropy of p with respect to q is defined
D(p||q) :=
{∑
s∈S p(s) log
p(s)
q(s) if p≪ q
∞ else (10)
where p ≪ q means ∀s ∈ S : q(s) = 0 ⇒ p(s) = 0. We denote the Shannon entropy of a probability
distribution p by H(p). For a set A we denote the convex hull of A by conv(A). If X := {ρs}s∈S is a finite
set of states on a Hilbert space H, it holds
conv(X ) =
{
ρp ∈ S(H) : ρp =
∑
s∈S
p(s) ρs, q ∈ P(S)
}
. (11)
5By Sl, we denote the group of permutations on l elements, in this way σ(s
l) = (sσ(1), ..., sσ(l)) for each
sl = (s1, ..., sl) ∈ Sl and permutation σ ∈ Sl.
For any two nonempty sets X , X ′ of states on a Hilbert space H, the Hausdorff distance between X and X ′
(induced by the trace norm ‖ · ‖1) is defined by
dH(X ,X ′) := max
{
sup
σ∈X
inf
σ′∈X ′
‖σ − σ′‖1, sup
σ′∈X ′
inf
σ∈X
‖σ − σ′‖1
}
. (12)
III. BASIC DEFINITIONS
In this section, we define the underlying scenarios, considered in the rest of this paper. Given any
set X := {ρs}s∈S ⊂ S(H) of states on a Hilbert space H, the compound source generated by X (or the
compound source X , for short) is given by the family {{ρ⊗ls }s∈S}l∈N of states. The above definition models
a memoryless quantum source under uncertainty of the statistical parameters. The source outputs each
system according to a constant density matrix, while the density matrix itself is not known perfectly by the
communication parties. It only can be identified as a member of X .
The arbitrarily varying quantum source (AVQS) generated by X (or the AVQS X ) is given by the family
{{ρsl}sl∈Sl}l∈N, where we use the definition
ρsl := ρs1 ⊗ ...⊗ ρsl (13)
for each member sl = (s1, ..., sl) of S
l. In the AVQS model, the source density matrix can be chosen from
the set X independently for each output. The variation in the source state models hardware imperfections,
where the source is subject to fluctuations in the state on one hand. On the other hand, this definition also
can be understood as a powerful communication attack, where the statistical parameters of the source are,
to some extend, perpetually manipulated by an adversarial communication party.
A. Quantum State Merging
We first give a concise notion of the protocols we admit for quantum state merging. We are interested in
the entanglement as well as classical resource costs of quantum state merging.
A quantum channel M is an (l, kl, Dl) A → B merging for bipartite sources on HAB := HA ⊗HB, if it is
an A→ B LOCC channel (according to the definition from (9))
M : L(Kl0,AB ⊗H⊗lAB)→ L(Kl1,AB ⊗H⊗lB′B), (14)
with kl := dimKlA,0/ dimKlA,1, where we assume KA,i ≃ KB,i (i = 1, 2), and
M(x) =
Dl∑
k=1
Ak ⊗ Bk(x). (x ∈ L(Kl0,AB ⊗H⊗lAB)) (15)
where {Ak}Dlk=1 ⊂ C↓(Kl0,A ⊗ H⊗lA ,Kl1,A) constitutes an instrument and {Bk}Dlk=1 ⊂ C(KlB,0 ⊗ H⊗lB ,KlB,1 ⊗
H⊗lB′B) is a set of channels depending on the parameter k ∈ [Dl]. The spaces KlAB,0,KlAB,1 are understood
to represent bipartite systems shared by A and B, which carry the input and output entanglement resources
used in the process. As a convention, we will incorporate the maximally entangled states φli ∈ S(KlAB,i),
i = 0, 1 into the definition of the protocol, it holds
kl :=
dimKl0,A
dimKl1,A
=
dimKl0,B
dimKl1,B
=
sr(φl0)
sr(φl1)
. (16)
We define the merging fidelity of Ml given a state ρl ∈ S(H⊗lAB) by
Fm(ρ
l,Ml) := F
(
Ml ⊗ idHl
E
(φl0 ⊗ ψl), φl1 ⊗ ψ′l
)
. (17)
Here, ψl is a purification of ρl with an environmental system described on an additional Hilbert space HlE
(usually HlE = H⊗lE with some space HE), and ψ′l is a state identical to ψl but defined on H⊗lB′B completely
6under control of B. It was shown in Ref. 7 (Lemma 1), that the r.h.s. of (17) does not depend on the
chosen purification (which justifies the definition of Fm), and that the function Fm is convex in the first
and linear in the second argument. For the rest of this section, we assume X := {ρs}s∈S to be any set of
bipartite states on HAB.
Definition 1. A number Rq ∈ R is called an achievable entanglement cost for A → B merging of the
compound source X with classical communication rate Rc, if there exists a sequence {Ml}l∈N of (l, kl, Dl)
A→ B mergings, such that the conditions
1. lim
l→∞
inf
ρ∈X
Fm(ρ
⊗l,Ml) = 1
2. lim sup
l→∞
1
l log kl ≤ Rq
3. lim sup
l→∞
1
l logDl ≤ Rc
are satisfied.
In the following definition, priority lies on the optimal entanglement consumption (or gain) of merging
processes, while the classical communication requirements are of subordinate priority. However, the classical
communication is required to be rate bounded in the asymptotic limit. Since the classical communication
requirements are of interest as well, we also determine the optimal classical communication cost in Section
IV.
Definition 2. The A→ B merging cost CAVm,→(X ) of the compound source X is defined by
Cm,→(X ) := inf
Rq ∈ R : Rq is an achievable entanglement cost for A→ Bmerging of the compound source X withsome classical communication rate Rc
 . (18)
We recall the following theorem proven in Ref. 7
Theorem 3 (cf. Ref. 7).
Cm,→(X ) = sup
ρ∈X
S(A|B, ρ). (19)
Definition 4. A number Rq ∈ R is called an achievable entanglement cost for A→ B merging of the AVQS
X with classical communication rate Rc if there exists a sequence {Ml}l∈N of (l, kl, Dl) A → B mergings
satisfying
1. lim
l→∞
inf
sl∈Sl
Fm(ρsl ,Ml) = 1
2. lim sup
l→∞
1
l log kl ≤ Rq
3. lim sup
l→∞
1
l logDl ≤ Rc.
Definition 5. The A→ B merging cost CAVm,→(X ) of the AVQS X is defined by
CAVm,→(X ) := inf
{
Rq ∈ R : Rq is an achievable entanglement cost for A→ B mergingof the AVQS X with some classical communication rate Rc
}
(20)
B. Entanglement Distillation
Concerning entanglement distillation, we are interested in the asymptotically entanglement gain of one-
way LOCC distillation procedures. We use the following definitions.
Definition 6. A non-negative number R is an achievable A → B entanglement distillation rate for the
AVQS generated by a set X with classical rate Rc, if there exists a sequence {Dl}l∈N of A → B LOCC
channels,
Dl =
Ml∑
m=1
Am,l ⊗ Bm,l (l ∈ N) (21)
such that the conditions
71. lim
l→∞
inf
sl∈Sl
F (Dl(ρsl), φl) = 1
2. lim inf
l→∞
1
l log sr(φl) ≥ R
3. lim sup
l→∞
1
l logMl ≤ Rc
are fulfilled, where φl is a maximally entangled state shared by A and B for each l ∈ N.
In this paper, we will be primarily interested in the entanglement gain of one-way entanglement distillation.
Regarding the classical communication cost of entanglement distillation, no general cost results are known
even in case that the source is memoryless with perfectly known source state [12].
Definition 7. The A→ B entanglement distillation capacity for the AVQS generated by X is defined
DAV→ (X ) := sup
{
R :
R is an achievable A→ B entanglement distillation rate for
the AVQS Xwith some classical communication rate Rc
}
. (22)
The corresponding definitions for achievable rates and entanglement distillation capacity of compound
sources can be easily guessed (see Ref. 7). To introduce some notation we use in this paper, we state
the a theorem from Ref. 12, where the A → B entanglement distillation capacity D→(ρ) of a memoryless
bipartite quantum source with perfectly known density matrix ρ was considered.
Theorem 8 (Ref. 12, Theorem 3.4). Let ρ be a state on HAB. It holds
D→(ρ) = lim
k→∞
1
k
sup
T ∈Θk
D(1)(ρ⊗k, T ) (23)
with
D(1)→ (σ, T ) :=
∑
j∈[J]:
λj(σ) 6=0
λj(σ) Ic(A〉B, σj), (24)
where Θk is the set of finite-valued quantum instruments on A’s site, i.e.
Θk :=
{Tj}Jj=1 ⊂ C↓(H⊗kA ,KA) :
J∑
j=1
Tj ∈ C(H⊗kA ,KA), J <∞, dimKA <∞
 . (25)
For each state σ and quantum instrument T := {Tj}Jj=1 on A’s site and definitions
λj(σ) := tr(Tj(σA)), and σj := 1
λj
(σ)(Tj ⊗ idHB )(σ) (26)
for each j with λj(σ) 6= 0.
Remark 9. It is known [12], that the limit in (23) exists for each state, and maximization over instruments
in this formula is always realized by an instrument T = {Tj}Jj=1 with J ≤ dimH2kA and the operation Tj
described by only one Kraus operator for 1 ≤ j ≤ J .
In order to obtain a compact notation for the capacity functions arising in the entanglement distillation
scenarios we consider in this paper, we introduce a one-way LOCC Tˆ := ∑Jj=1 Tj ⊗ |ej〉 〈ej | for each
instrument {Tj}Jj=1 with domain HA and an orthonormal system {ej}Jj=1 in a suitable space H′B ≃ CJ
assigned to B, it holds
D(1)(σ, T ) = Ic(A〉BB′, Tˆ (σ)) (27)
in (24) for each given state σ.
8IV. QUANTUM STATE MERGING FOR COMPOUND QUANTUM SOURCES
In this section, we derive, for any given bipartite compound source X , asymptotically faithful state
merging protocols, which are approximately optimal regarding their entanglement as well as classical A→ B
communication cost given the corresponding converse statement [7]. While the merging cost was determined
in Ref. 7 before (see Theorem 3 above also), the protocols used there, are suboptimal, in general, regarding
their classical A→ B communication requirements. However, it was shown there (see Section V in Ref. 7),
that
Rc = sup
ρ∈X
I(A;E, ρ) (28)
(supremum of the quantum mutual information between A and a purifying environment E) is a lower bound
on the A→ B classical communication cost for merging a compound source X by by protocols which have
fidelity one in the limit of large blocklengths.
Proposition 13 below states, that this bound actually is achievable, and thus together with results from
Ref. 7 provides a full solution of the quantum state merging problem for compound quantum sources. The
assertions proved in this section will be utilized in Section VI, where we compare the A → B merging as
well as the classical communication cost of a certain AVQS merging protocol for a set X with the optimal
costs of state merging protocols for the compound source generated by conv(X ).
The preliminary Proposition 10 below is a slight generalization of Theorem 6 in Ref. 7. It states existence of
protocols achieving the optimal entanglement cost, but with generally suboptimal classical communication
rates. However, these protocols will be utilized to derive protocols suitable for the proof of Proposition 13.
Proposition 10 (cf. Ref. 7, Theorem 6). Let X ⊂ S(HAB). For each δ > 0, there is a number l0 ∈ N,
such that for each blocklength l > l0 there is an (l, kl, Dl) A→ B merging Ml, such that
inf
ρ∈X
F (ρ⊗l,Ml) ≥ 1− 2−lc1 (29)
with a a constant c1 = c1(X , δ) > 0,
1
l
log kl ≤ sup
ρ∈X
S(A|B, ρ) + δ (30)
and
1
l
logDl ≤ sup
ρ∈X
S(ρA) + sup
ρ∈X
S(A|B, ρ) + δ. (31)
Proof. The assertion to prove includes both, a strengthening of the fidelity convergence rates in Ref. 7,
Theorem 4 to exponentially decreasing trade-offs, and a generalization of Theorem 6 in Ref. 7 to arbitrary
(not necessary finite or countable) sets of states.
Approximating X by a τl-net Xτl := {ρi}Nτli=1 ⊂ S(HA ⊗HB) for each blocklength l (see Ref. 7 for details)
and using the result for finite sets, we infer by careful observation of the merging fidelities in Ref. 7 (see
eqns. (36), (37), and (58) therein), that for given δ > 0 and large enough blocklength l, there exists a
(l, kl, Dl) A→ B merging Ml, where
inf
ρ∈X
Fm(ρ
⊗l,Ml) ≥ 1−N2τl · 2−lθ − 4
√
l · τl (32)
is valid for the merging fidelities with a constant θ = θ(δ) > 0, and
1
l
log kl ≤ sup
ρ∈X
S(A|B, ρ) + δ
2
. (33)
(see (57) in Ref. 7). Moreover, we can bound the number of messages for the classicalA→ B-communication
(see (101) in Ref. 7) by,
1
l
logDl ≤ max
1≤i≤Nτl
S(ρA,i) + max
1≤i≤Nτl
S(A|B, ρi) + δ
2
+
1
l
logNτl (34)
≤ sup
ρ∈X
S(ρA) + sup
ρ∈X
S(A|B, ρ) + ν(τl) + δ
2
+
1
l
logNτl , (35)
9where the summand ν(τl) := 3τl log
dimHAB
τl
follows from threefold application of Fannes’ inequality [13],
i.e. ∣∣∣∣ max1≤i≤NτlS(ρA,i) + max1≤i≤NτlS(A|B, ρi)− supρ∈X S(ρA) + supρ∈X S(A|B, ρ)
∣∣∣∣ ≤ ν(τl). (36)
Due to the bound given in Ref. 7, Lemma 9, it is known, that the nets can be chosen with cardinality
bounded by
Nτl ≤
(
3
τl
)2(dimHAB)2
. (37)
for each l ∈ N. Choosing net parameter τl = 2−lθ′ with θ′ := min{θ/8(dimHAB)2, δ/4} for each l, we infer
inf
ρ∈X
Fm(ρ
⊗l,Ml) ≥ 1− 2−l θ2 − 2−l θ
′
4 ≥ 1− 2−lc1 (38)
with a constant c1 = c1(δ) > 0, and
1
l
logDl ≤ sup
ρ∈X
S(ρA) + sup
ρ∈X
S(A|B, ρ) + δ (39)
from (35) if l is large enough, to satisfy ν(τl) ≤ δ4 . Collecting the bounds in (33), (38), and (39), we are
done.
Before we state and prove Proposition 13, we collect some results from representation theory of the
symmetric groups, which we utilize in the proof.
We denote by Y Fd,l the set of young frames with at most d rows and l boxes for d, l ∈ N. A young frame
λ ∈ Y Fd,l is determined by a tuple (λ1, ..., λd) of nonnegative integers summing to l. The box-lengths
λ1, ..., λd of λ define a probability distribution λ on [d] in a natural way via the definition λ(i) :=
1
l λi for
each 1 ≤ i ≤ d. To each Young frame λ ∈ Y Fd,l, there is an invariant subspace of (Cd)⊗l, and we denote
by Pλ,l the projector onto the subspace belonging to λ.
Theorem 11 below allows, to asymptotically estimate the spectrum of a density operator ρ by projection
valued measurements on i.i.d. sequences of the form ρ⊗l, and is an important ingredient of our proof of
Proposition 13. A variant of the first statement of the theorem was first proven in by Keyl and Werner[15].
The actual bounds stated below are from Ref. 10, while the remaining statements of the theorem are well-
known facts in group representation theory (Ref. 10 and references therein are recommended for further
information).
Theorem 11 (cf. Refs. 15 and 10). The following assertions are valid for each d, l ∈ N.
1. For λ ∈ Y Fd,l and ρ ∈ S(Cd), it holds
tr(Pλ,lρ
⊗l) ≤ (l + 1)d(d−1)/2 exp(−lD(λ||r)) (40)
where λ ∈ P([d]) is the probability distribution given by the normalized box-lengths of λ, and r is the
probability distribution on [d] induced by the decreasingly ordered spectrum of ρ (with multiplicities of
eigenvalues counted).
2. |Y Fd,l| ≤ (l + 1)d.
3. For λ, λ′ ∈ Y Fd,l, it holds Pλ,lPλ′,l = 0 if λ 6= λ′.
Lemma 12 (Refs. 19, 17). Let τ , X be matrices with τ ≥ 0, tr(τ) ≤ 1, and 0 ≤ X ≤ 1, ǫ ∈ (0, 1). If
tr(ρX) ≥ 1− ǫ, it holds
‖
√
Xρ
√
X − ρ‖1 ≤ 2
√
ǫ. (41)
The following proposition is the main result of this section.
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Proposition 13. Let X ⊂ S(HAB) be a set of states on HAB . For each δ > 0, there exists a number
l0 = l0(δ), such that for each l > l0 there is an (l, kl, Dl) A→ B merging Ml with
inf
ρ∈X
Fm(ρ
⊗l,Ml) ≥ 1− 2−lc2 (42)
with a constant c2 = c2(X , δ) > 0,
1
l
log kl ≤ sup
ρ∈X
S(A|B, ρ) + δ, (43)
and
1
l
logDl ≤ sup
ρ∈X
I(A;E, ρ) + δ, (44)
where the quantum mutual information in (44) is evaluated on the AE marginal state of any purification
ψ of ρ (notice, that the above abuse of notation does not lead to ambiguities, since I(A;E, trAE(ψ)) =
S(ρA) + S(A|B, ρ) holds for any purification ψ of ρ).
Remark 14. Regarding the classical communication cost a quite restrictive converse statement was shown
to be valid[7]. Asymptotically faithful one-way state merging schemes demand classical communication at
rate
Rc ≥ sup
ρ∈X
I(A;E, ρ) (45)
regardless of the entanglement rate achieved, i.e. even investing more entanglement resources (choosing
protocols with suboptimal merging rates) does not lead to a reduction of the classical communication cost in
a significant way.
Proof of Proposition 13. One half of the above assertion was already proven (see Ref. 7 and Proposition
10 at the beginning of this section). Explicitly, it was shown there, that A → B LOCC channels exist for
each set of bipartite states, which for sufficiently large blocklengths fulfill the conditions formulated in (42)
and (43). We complete the proof by demonstrating, that also the constraint (44) on the classical A → B
communication rate can be met simultaneously with (42) and (43) by certain protocols. The strategy of our
proof will be as follows. We decompose X into disjoint subsets X1, ...,XN , each containing only states with
approximately equal entropy on the A-marginal system and combine an entropy estimating instrument on
the A-system with a suitable merging scheme for each set Xi according to Proposition 10. We fix δ > 0,
and assume, to simplify the argument, that
s˜ := sup
ρ∈X
S(A|B, ρ) < 0 (46)
holds (i.e. merging is possible without input entanglement resources for large enough blocklengths). Other-
wise the argument below can be carried out using further input entanglement and wasting it before action
of the protocol. We define d := dimHA and fix η ∈ (0, 1] to be determined later. Consider the sequence
s0 := 0 < s1 < ... < sN := log d, si := si−1 + η for each 1 ≤ i < N. (47)
Define Intervals I1 := [s0, s1] and Ii := (si−1, si] for i = 2, ..., N , which generate a decomposition of X into
disjoint sets X1, ...,XN by definitions
Xi := {ρ ∈ X : S(ρA) ∈ Ii} (i ∈ [N ]), (48)
and set
X˜i :=
⋃
j∈n(i)
Xi(i ∈ [N ]) (49)
where n(i) is defined n(i) := {j ∈ [N ] : |j − i| ≤ 1} for all i. In order to construct an entropy estimating
instrument in the A marginal systems, we define an operation P(i)l ∈ C↓(H⊗lAB ,H⊗lAB) by
P(i)l (·) := pi,l ⊗ 1H⊗lB (·)p
∗
i,l ⊗ 1H⊗lB with pi,l :=
∑
λ∈Y Fd,l:
H(λ)∈Ii
Pλ,l (50)
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for each i ∈ [N ] using the notation from Theorem 11. Notice, that p1, ..., pN form a projection valued
measure on H⊗lA due to Theorem 11.3. By construction, we have for each state i ∈ [N ], ρ ∈ Xi,∑
j∈[N ]\n(i)
tr(P(j)l (ρ⊗l)) =
∑
j∈[N ]\n(i)
tr(pi,lρ
⊗l
A ) (51)
=
∑
λ∈Y Fd,l:
|H(λ)−S(ρA)|≥η
tr(Pλ,lρ
⊗l
A ) (52)
≤ |Y Fd,l| · (l + 1)d(d−1)/2 (53)
× exp
−l
 min
r:H(r)∈Ii
min
λ∈Y Fd,l:
|H(λ)−H(r)|≥η
D(λ||r)

 , (54)
where (51) and (52) are valid due to construction and (54) follows from Theorem 11.1. Since the relative
entropy term in the exponent on the r.h.s. of (54) is bounded away from zero for each fixed number η > 0
(consult the appendix of this paper for a proof of this fact), i.e.
min
r:H(r)∈Ii
min
λ∈Y Fd,l:
|H(λ)−H(r)|≥η
D(λ||r) ≥ 2c3 (i ∈ [N ]) (55)
with a constant c3 = c3(η) > 0, and the functions outside the exponential term are growing polynomially
for l →∞ (see Theorem 11.2) , we deduce∑
j∈[N ]\n(i)
tr(P(j)l (ρ⊗l)) ≥ 2−lc3 (i ∈ [N ]) (56)
provided that l is large enough.
Define index sets J := {i : Xi 6= ∅} and J˜ := {i : X˜i 6= ∅}. We know from Proposition 10, that for each
sufficiently large l, we find an (l, kl, D
(i)
l ) A→ B merging M˜(i)l for each i ∈ J˜ such that
inf
ρ∈X˜i
Fm(ρ
⊗l,M˜(i)l ) ≥ 1− 2−lc˜i (57)
holds with a constant c˜i > 0,
−1
l
log kl ≤ sup
ρ∈X˜i
S(A|B, ρ) + δ
2
(58)
and
1
l
logD
(i)
l ≤ sup
ρ∈X˜i
S(ρA) + sup
ρ∈X˜i
S(A|B, ρ) + δ
2
(59)
for the classical A→ B communication rate. By construction of the sets X˜i, i ∈ J˜ , it also holds
I(A;E, ρ) = S(ρA) + S(A|B, ρ) ≥ sup
ρ∈X˜i
S(ρA)− 3η + S(A|B, ρ) (60)
for each ρ ∈ X˜i. Taking suprema over the set X˜i on both sides of the above inequality in combination with
(59) leads us to the estimate
1
l
logD
(i)
l ≤ sup
ρ∈X˜i
I(A;E, ρ) +
δ
2
+ 3η ≤ sup
ρ∈X
I(A;E, ρ) +
δ
2
+ 3η (61)
for each i ∈ [J˜ ]. Combining the entropy estimating instrument {P(j)l }Nj=1 with the corresponding merging
protocols, we define
Ml(·) :=
N∑
i=1
M˜(i)l ◦ P(i)l (·). (62)
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The maps M˜(i)l are yet undefined for all numbers i ∈ [N ]\ J˜ . Since they will not be relevant for the fidelity,
they may be defined by any trivial local operations, with D
(i)
l = 1 for i ∈ [N ] \ J˜ . Moreover, we assume,
that the merging rate of M(i)l for each i is stuck to the the worst and each M(i)l outputs approximately
the same maximally entangled resource output state φl. We can always achieve this by partial tracing and
local unitaries, which do not further affect the classical communication rates.
By inspection of the definition in (62) one readily verifies, thatMl is, in fact, an (l, kl, Dl) A→ B merging,
with
Dl =
∑
i∈J˜
D
(i)
l + |N − J˜ |, (63)
and therefore, classical communication rate bounded by
1
l
logDl =
1
l
log
∑
i∈J˜
D
(i)
l + |N − J˜ |
 (64)
≤ 1
l
log
(
N · max
i∈[N ]
D
(i)
l
)
(65)
≤ sup
ρ∈X
I(A;E, ρ) +
δ
2
+ 3η +
logN
l
. (66)
It remains to show, that we achieve achieve merging fidelity one with {Ml}l∈N for each ρ ∈ X with
exponentially decreasing trade-offs for large enough blocklengths. Assume ρ is a member of Xi for any
index i ∈ J . Then, it holds
Fm(ρ
⊗l,Ml) ≥
∑
j∈n(i)
Fm(ρ
⊗l,M˜(j)l ◦ P(j)l ) (67)
=
∑
j∈n(i)
F (ρ⊗l,M˜(j)l ◦ P˜(i)l )−
∑
j∈n(i)
∑
k∈n(i)
k 6=j
F (ρ⊗l,M˜(j)l ◦ P(k)l ). (68)
The inequality above holds, because the merging fidelity is linear in the operation and all summands are
nonnegative together with the definition of Ml. The equality is by some zero-adding of terms an using
the definition P˜(i)l :=
∑
j∈n(i) P(j)l together with linearity of the merging fidelity in the operation again.
We bound the terms in (68) separately. Beginning with the second term, we notice, that the fidelity is
homogeneous in its inputs and bounded by one for states, it holds
F (M˜(j)l ◦ P(k)l ⊗ idH⊗n
E
(ψl), φl ⊗ ψ′l) ≤ tr(P(k)l (ρ⊗nA )). (69)
Summing up the bounds in (69), rearranging the summands and using the definition of P˜(i)l , we obtain the
bound ∑
j∈n(i)
∑
k∈n(i)
k 6=j
Fm(ρ
⊗l,M˜(j)l ◦ P(k)l ) ≤
∑
j∈n(i)
∑
k∈n(i)
k 6=j
tr(P(k)l (ρ⊗n)) (70)
= (|n(i)| − 1) tr(P˜(i)l (ρ⊗l)) (71)
≤ |n(i)| − 1. (72)
To bound the first terms in (68), we use the relation between fidelity and trace norm in (3). It then holds,
for each j ∈ n(i),
Fm(ρ
⊗l,M˜(j)l ◦ P˜(i)l ) ≥ tr(P˜(i)l (ρ⊗l))− ‖M˜(j)l ◦ P˜(i)l ⊗ idH⊗l
E
(ψl)− φl ⊗ ψ′l‖1. (73)
For the second term in (73) it holds by zero adding, triangle inequality and monotonicity of the trace norm
under action of partial traces
‖M˜(j)l ◦ P˜(i)l ⊗ idH⊗l
E
(ψl)− φl ⊗ ψ′l‖1 ≤ ‖M˜(j)l ⊗ idH⊗l
E
(ψl), φl ⊗ (ψ′)⊗l‖1 + ‖P˜(i)l (ρ⊗l)− ρ⊗l‖1. (74)
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We further yield the bound
‖M˜(j)l ⊗ idH⊗lE (ψl)− φl ⊗ ψ
′
l‖1 (75)
≤ 2
(
1− F (M˜(j)l ⊗ idH⊗lE (ψl), φl ⊗ ψ
′
l)
) 1
2
(76)
≤ 2 · 2−l c˜i2 (77)
by (4) together with (57), and
‖P˜(i)l (ρ⊗l)− ρ⊗l‖1 ≤ 2
√
1− tr(P˜(i)l (ρ⊗l)) ≤ 2 · 2−l
c3
2 , (78)
where the first inequality is by Lemma 12, and the second inequality is valid due to the bound in (56) along
with the fact, that (because p1,l, ...., pN,l is a resolution of the identity into pairwise orthogonal projections)
1− tr(P˜ (i)(ρ⊗l)) = tr
((
idH⊗l
AB
− P˜(i)l
)
(ρ⊗l)
)
=
∑
j∈[N ]\n(i)
tr(P(j)l (ρ⊗l)) (79)
holds. We define the constant c4 by c4 := min{c˜1, ..., c˜N , c3}. Combining (73) with (74)-(78) leads us to the
estimate
Fm(ρ
⊗lM˜(j)l ◦ P˜(i)l ) ≥ tr(P˜(i)l (ρ⊗l))− 4 · 2−l
c4
2 (80)
≥ 1− 5 · 2−l c42 (81)
for each j ∈ n(i), where the last of the above inequalities, again is by the bound in (56). By inserting the
bounds given in (72) and (81) into (68), we yield
Fm(ρ
⊗l,Ml) ≥ |n(i)|(1 − 5 · 2−l
c4
2 )− (|n(i)| − 1) (82)
≥ 1− 5|n(i)| · 2−l c42 (83)
≥ 1− 15 · 2−l c42 . (84)
If we now choose η small enough and assume l0 large enough, to suffice
3η +
logN
l0
≤ δ, (85)
(58), (66), and (84) show, that Ml has the desired properties for each l > l0.
The assertion can be proven for the remaining case s˜ ≥ 0 by considering a compound set {ρ⊗ φ0 : ρ ∈ X}
with a maximally entangled state φ0 having Schmidt rank large enough to ensure supρ∈X S(A|B, ρ⊗φ0) < 0
and repeat the argument given above for the first case (note, that I(A;E, ρ ⊗ φ0) = I(A;E, ρ) holds for
each state ρ ∈ X ).
Corollary 15. Asymptotically faithful A→ B-one-way quantum state merging of a compound source X is
possible with (quantum) merging cost
Cm,→(X ) = sup
ρ∈X
S(A|B, ρ) (86)
and classical cost
Rc(X ) = sup
ρ∈X
I(A;E, ρ) (87)
(again with the quantum mutual information evaluated on the AE marginal system of a purification ψ ∈
S(HABE) of ρ for each ρ ∈ X ).
Especially, the above lines show, that the merging cost as well as the classical A → B communication cost
exhibit regular behavior: If two nonempty sets X ,X ′ are near in the Hausdorff distance (see Section II for
a definition), the costs will be nearly equal as well.
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V. ENTANGLEMENT DISTILLATION FOR ARBITRARILY VARYING QUANTUM
SOURCES
In this section, we prove a regularized formula for the one-way entanglement distillation capacity where
the source is an AVQS generated by a set X ⊂ S(HA ⊗HB).
We first prove the achievability part in case that X is finite, where we derive suitable one-way entanglement
distillation protocols for the AVQS X from entanglement distillation protocols which are universal for the
compound source conv(X ) with fidelity approaching one exponentially fast. In a second step, we generalize
this result allowing X to be any (not necessarily finite or countable) set on HA ⊗ HB. To this end, we
approximate X by a polytope (which is known to be the convex hull of a finite set of states), where we
utilize methods we borrow from Ref. 4. First we state some facts concerning the continuity of the one-way
entanglement distillation capacity functions.
A. Continuity of Entanglement Distillation Capacities
Continuity was shown for the capacity functions appearing in coding theorems of several quantum channel
coding scenarios[16], here we state and prove uniform continuity for the entanglement distillation capacity
functions.
Lemma 16. Let Y,Y ′ ⊂ S(HX ⊗ HY ) be two nonempty sets of bipartite states with Hausdorff distance
0 ≤ dH(Y,Y ′) < ǫ ≤ 12 . It holds for each k ∈ N and c.p.t.p map N with domain L(H⊗kXY )∣∣∣∣ infτ∈Y Ic(X〉Y,N (τ⊗k))− infσ∈Y′ Ic(X〉Y,N (σ⊗k))
∣∣∣∣ ≤ kν(ǫ), (88)
where the function ν is defined by ν(x) := 4x log dimHX+2h(x) for x ∈ (0 12 ) and h being the binary entropy
h(x) := −x log x− (1− x) log(1− x).
Proof. We show this assertion with sets containing only one state defined Y := {τ},Y ′ := {σ}. The general
assertion in (88) follows directly by definition of the Hausdorff distance. The argument parallels the one
given in Ref. 16, Theorem 6 for continuity of the the entropy exchange for channels. Introduce a state
γk,n := τ
⊗n ⊗ σ⊗(k−n) for each 0 ≤ n ≤ k. By assumption, it holds
‖γk,n−1 − γk,n‖1 ≤ ǫ (89)
for each 0 < n ≤ k, which implies, via the Alicki-Fannes inequality [6] for the conditional von Neumann
entropy
|Ic(X〉Y,N (γk,n−1))− Ic(X〉Y,N (γk,n))| ≤ ν(ǫ) (90)
for each 0 < n ≤ k by (89) and monotonicity of the trace distance under action of N . Further, it holds∣∣Ic(X〉Y,N (τ⊗k))− Ic(X〉Y,N (σ⊗k))∣∣ (91)
= |Ic(X〉Y,N (γk,k))− Ic(X〉Y,N (γk,0))| (92)
=
∣∣∣∣∣
k∑
n=1
(Ic(X〉Y,N (γk,n−1))− Ic(X〉Y,N (γk,n)))
∣∣∣∣∣ (93)
≤
k∑
n=1
|Ic(X〉Y,N (γk,n−1))− Ic(X〉Y,N (γk,n))| , (94)
where the first equality above is by definition, and the second by adding some zeros. Estimating each
summand in (94) by (90) concludes the proof.
Corollary 17. The one-way entanglement distillation capacity D→ for memoryless sources with perfectly
known source state in (23) is a uniformly continuous function (considering the trace distance). Explicitly,
it holds for ρ, σ ∈ S(HA ⊗HB) with ‖ρ− σ‖1 < ǫ ≤ 12 , it holds
|D→(ρ)−D→(σ)| ≤ ν(ǫ). (95)
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B. AVQS Generated by Finite Sets
In this section, we assume X to be a finite set of bipartite states. We show, that sequences of one-way en-
tanglement distillation protocols for the compound source conv(X ) with fidelity going to one exponentially
fast can be modified to faithful entanglement distillation schemes for the AVQS X . We apply Ahlswede’s
robustification [3] and elimination [1] techniques. This method of proof is well-known in classical informa-
tion theory, and found application also in the quantum setting where it was shown to be a useful approach
to determine the entanglement transmission capacity of arbitrarily varying quantum channels (AVQC)[4].
Proposition 18 below is a generalization and sharpening of Lemma 12 in Ref. 7 required for our consid-
erations. It asserts achievability of each rate below the one-way entanglement capacity for a compound
source generated by a set Y, where we drop the condition of finiteness imposed on Y in Ref. 7, Lemma
12. Moreover, we show, that each of these rates is achievable by protocols with fidelity approaching one
exponentially fast.
Proposition 18. Let Y ⊂ S(HA ⊗HB) be a set of bipartite states. For each k ∈ N, δ > 0, there exists a
number l0 = l0(k, δ) and a constant c5 = c5(k, δ,X ) > 0, such for each l > l0, there exists an A→ B LOCC
Dl fulfilling
inf
ρ∈X
F (Dl(ρ⊗l), φl) ≥ 1− 2−lc5 , (96)
where φl is a maximally entangled state shared by A and B with
1
l
log sr(φl) ≥ lim
k→∞
1
k
sup
T ∈Θk
inf
ρ∈X
D(1)→ (ρ
⊗k, T )− δ. (97)
The function D(1)→ is defined in (24), and Θk is defined as in (25) for each k ∈ N.
Proof. The line of proof is similar to that of the proofs given for Lemma 12 and Theorem 8 in Ref. 7 where
we replace usage of Theorem 4 therein by the sharper and more general result Prop. 10 proven in Sect.
IV above. We only briefly indicate the line of proof and restrict ourselves to the case k = 1. For other k,
the argument is nearly the same. For given instrument T on A′s systems, and δ > 0, we apply Proposition
10 to the set {Tˆ (ρ)}ρ∈X (remember the notation introduced in (27)). In this way, we find for each large
enough l an A→ B LOCC Dl (incorporating Tˆ ), such that
inf
ρ∈X
F (Dl(ρ⊗l), φl) ≥ 1− 2−lc5 (98)
holds with a maximally entangled state φl with
1
l
log sr(φl) ≥ − sup
ρ∈X
S(A|BB′, Tˆ (ρ))− δ
2
(99)
= inf
ρ∈X
Ic(A〉BB′, Tˆ (ρ))− δ
2
. (100)
Since this can be done for each instrument T on A’s site. Maximization over instruments on A’s site shows
the assertion.
Proposition 18 allows to drop the finiteness condition on the compound generating set in Ref. 7, Theorem
8. We obtain the following corollary.
Corollary 19 (cf. 7, Ref. 8). Let Y ⊂ S(HA ⊗HB).
1. It holds
D→(Y) = lim
k→∞
1
k
sup
T ∈Θk
inf
ρ∈Y
D(1)→ (ρ
⊗k, T ), (101)
where the set Θk is defined as in (25) for each k ∈ N.
2. The function in (101) behaves regular for compound sources in the following sense. If Y,Y ′ ⊂ S(HAB)
are two nonempty sets of bipartite states with dH(Y,Y ′) < δ ≤ 12 , it holds
|D→(Y)−D→(Y ′)| ≤ ν(δ) (102)
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Proof. Achievability of the r.h.s. in (101) directly follows from Proposition 18. For the converse statement,
we refer to the proof of Theorem 8 in Ref. 7 for finite sets of states. The argument given there directly carries
over to the general case. It remains to show validity of the inequality in (102). Assume dH(Y,Y ′) < δ ≤ 12 .
Let τ > 0 be an arbitrary but fixed number, and Q be an instrument with domain L(H⊗lA ), such that
inf
ρ∈Y
Ic(A〉BB′, Qˆ(ρ⊗l)) ≥ sup
T ∈Θk
inf
ρ∈Y
Ic(A〉BB′, Tˆ (ρ⊗l))− τ (103)
holds, where we used our notation from (27). Lemma 16 implies
inf
ρ∈Y
Ic(A〉BB′, Qˆ(ρ⊗l)) ≥ inf
ρ∈Y′
Ic(A〉BB′, Qˆ(ρ⊗l))− kν(δ), (104)
which, together with (103) implies
sup
T ∈Θk
inf
ρ∈Y′
Ic(A〉BB′, Tˆ (ρ⊗l)) ≥ sup
T
inf
ρ∈Y
Ic(A〉BB′, Tˆ (ρ⊗l))− τ − kν(δ). (105)
Since the above line of reasoning also holds with Y,Y ′ interchanged and τ can be chosen arbitrarily small,
we obtain ∣∣∣∣ sup
T ∈Θk
inf
ρ∈Y
D(1)(ρ⊗k, T )− sup
T ∈θk
inf
ρ∈Y′
D(1)(ρ⊗k, T )
∣∣∣∣ ≤ kν(δ). (106)
The above inequality together with the first assertion of the corollary proves the second one.
The following theorem is the core of the robustification technique. It was first proven in Ref. 2. The
version below (with a better constant) is from Ref. 3.
Theorem 20 (Robustification technique, cf. Theorem 6 in Ref. 3).
Let S be a set with |S| <∞ and l ∈ N. If a function f : Sl → [0, 1] satisfies∑
sl∈Sl
f(sl)q(s1) · . . . · q(sl) ≥ 1− γ (107)
for each type q of sequences in Sl for some γ ∈ [0, 1], then
1
l!
∑
σ∈Sl
f(σ(sl)) ≥ 1− (l + 1)|S| · γ ∀sl ∈ Sl. (108)
The following theorem is the main result of this section.
Theorem 21. Let X := {ρs}s∈S ⊂ S(HA ⊗HB), |S| ≤ ∞. For the AVQS generated by X , it holds
DAV→ (X ) ≥ D→ (conv(X )) = lim
k→∞
sup
T ∈Θk
inf
p∈P(S)
D(1)(T , ρ⊗kp ), (109)
where we use the definition
ρp :=
∑
s∈S
pl(sl) ρsl (110)
for each p ∈ P(S).
Remark 22. The above statement actually holds with equality in (109) which we show in the proof of
Corollary 25 below.
Proof. We show, that each rate R, which is achievable for A→ B entanglement distillation for the compound
source generated by conv(X ), is also an achievable rate for A→ B entanglement distillation for the AVQS
generated by X . We indicate the elements of conv(X ) by probability distributions on S, since
conv(X ) =
{
ρp : ρp =
∑
s∈S
p(s)ρs, p ∈ P(S)
}
(111)
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holds. We know from Proposition 18, that for an achievable A → B entanglement distillation rate R for
the compound source generated by conv(X ), δ > 0 and each sufficiently large blocklength l, there exists a
one-way LOCC channel D˜l, such that the condition
min
p∈P(S)
F (D˜l(ρ⊗lp ), φl) ≥ 1− 2−lc5 (112)
is fulfilled with a maximally entangled state φl shared by A and B, such that
1
l
log sr(φl) ≥ R− δ (113)
holds. Note that the minimization in (112) is because of (111). We define a function f : Sl → [0, 1] by
f(sl) := F (D˜l(ρsl), φl) for each sl ∈ Sl, and infer from (112), that∑
sl∈Sl
p(s1) · ... · p(sl) f(sl) ≥ 1− 2−lc5 (114)
holds for each p ∈ P(S) with a constant c5 > 0. Let
Uσ(·) := UA,σ ⊗ UB,σ(·)U∗A,σ ⊗ U∗B,σ, (115)
for each permutation σ ∈ Sl, be the unitary channel, which permutes the tensor factors in H⊗lAB according
to σ, (with unitary matrices UA,σ, UB,σ permuting the tensor bases on H⊗lA resp. H⊗lB ). It holds
ρσ(sl) = Uσ(ρsl), (116)
and consequently
f(σ(sl)) = F (D˜l ◦ Uσ(ρsl), φl) (117)
for each sl ∈ Sl, σ ∈ Sl. The functions in (117) fulfill the conditions of Theorem 20, which in turn implies,
that
(1− (l + 1)|S|) · 2−lc5 ≤ 1
l!
∑
σ∈Sl
F (D˜l ◦ Uσ(ρsl), φl) (118)
= F (Dˆl(ρsl), φl) (119)
is valid with the definition Dˆl := 1l!
∑
σ∈Sl
D˜l ◦ Uσ. Notice, that Dˆl is an A → B LOCC channel either.
However, Dˆl is not a reasonable protocol for entanglement distillation regarding the classical communication
cost. Implementation of Dˆl demands A → B communication of a number of classical messages increased
by a factor l! compared to the requirements of D˜l, which leads to super-exponential growth of required
classical messages and consequently unbounded classical communication rates. We remark here, that for
a coordination of the permutations in Dˆl, common randomness accessible to A and B, which is known to
be a weaker resource than A → B communication, would suffice. Nonetheless, the asymptotic common
randomness consumption of the protocol would be above any rate either. We will a apply the well-known
derandomization technique which first appeared in Ref. 1 to construct A→ B LOCC channel with reason-
able classical communication requirements (actually, we will show, that we can approximate the classical
cost of A→ B distillation of the compound source conv(X ).
Let X1, ..., XKl be a sequence of i.i.d. random variables, each distributed uniformly on Sl. We define a
function g : Sl × Sl → [0, 1] by
g(σ, sl) = 1− F (D˜l ◦ Uσ(ρsl), φl) (σ ∈ Sl, sl ∈ Sl). (120)
One readily verifies, that
E
[
g(X1, s
l)
]
= 1− F (Dˆl(ρsl), φl) ≤ (l + 1)|S| 2−lc5 := ǫl (121)
holds for each sl ∈ Sl. Thus, for each sl ∈ Sl, and νl ∈ (0, 1), we yield
Pr
(
Kl∑
k=1
g(Xk, s
l) > Klνl
)
= Pr
(
Kl∏
k=1
exp(g(Xk, s
l)) > 2Klνl
)
(122)
≤ 2−Klνl ·E [exp(g(Xk, sl)]Kl (123)
≤ 2−Klνl · (1 +E [exp(g(Xk, sl)])Kl (124)
≤ 2−Klνl · 2Kl log(1+ǫl) (125)
≤ 2−Kl(νl−2ǫl). (126)
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Eq. (123) above is by Markov’s inequality, (124) follows from the fact, that exp(x) ≤ 1 + x holds for
x ∈ [0, 1], (125) is by (121), and (126) follows from the inequality log(1 + x) ≤ 2x being valid for x ∈ (0, 1).
From (122)-(126) and application of de Morgan’s laws, it follows
Pr
(
∀sl ∈ Sl : 1
Kl
Kl∑
k=1
g(Xk, s
l) ≤ νl
)
≥ 1− |S|l · 2−Kl(νl−2ǫl) (127)
≥ 1− 2−l (θ−κ)2 , (128)
for large enough l,where the last line results from the choosing νl = 2
−lκ and Kl = 2
lθ with θ, κ > 0. If we
choose κ and θ in a way, that they fulfill 0 < κ < θ < c, the r.h.s. of (128) is strictly positive and we find a
realization σ1, ..., σKl of X1, ..., XKl , such that for each s
l ∈ Sl
2−lκ ≥ 1
Kl
Kl∑
k=1
g(σk, s
l) (129)
= 1− 1
Kl
Kl∑
k=1
F (D˜l ◦ Uσk(ρsl), φl) (130)
= 1− F (Dl(ρsl), φl), (131)
where we defined Dl := 1Kl
∑Kl
k=1 D˜l ◦Uσk . With (113) and (131), it is shown, that for each sufficiently large
blocklength l, we find a one-way entanglement distillation protocol with
min
sl∈Sl
F (Dl(ρsl), φl) ≥ 1− 2−lκ, and
1
l
log sr(φl) ≥ R− δ. (132)
Notice, that the number of different classical messages to be communicated by A within application of Dl
is increased by a factor 2lθ compared to the message transmission demanded by D˜l, i.e. the communication
rate is increased by θ (which we can choose to be an arbitrarily small fixed number).
C. General AVQS
In this section, we generalize the results of the preceding section, admitting the AVQS to be generated
by any not necessarily finite or countable set X of states on HA ⊗HB. We approximate the closed convex
hull of X by a polytope, which is known as the convex hull of a finite set of points and apply Theorem
21, together with continuity properties of the capacity function. The proof strategy has some similarities
with the argument given in Ref. 4 for entanglement transmission over general arbitrarily varying quantum
channels. To prepare ourselves for the approximation, we need some notation and results from convex
geometry which we state first. For a subset A of a normed space (V, ‖ · ‖), A is the closure and affA is the
affine hull of A. If A is a convex set, the relative interior riA is the interior and the relative boundary rebdA
of A are the interior and boundary of A regarding the topology on affA induced by ‖ · ‖.
Lemma 23 (Ref. 4, Lemma 34). Let A, B be compact sets in Cn with A ⊂ B and
dH(rebdB,A) = t > 0, (133)
where ‖ · ‖ denotes any norm on Cn. Let P a polytope with A ⊂ P and dH(A,P ) ≤ δ, where δ ∈ (0, t] and
dH is the Hausdorff distance induced by ‖ · ‖. Then P ′ := P ∩ affA is also a polytope and P ⊂ B.
With the above statement and the assertions of the preceding section, we are prepared to prove the
following theorem which is the main result of this section.
Theorem 24. Let X := {ρs}s∈S be a set of states on HA ⊗HB. For each δ > 0 and k ∈ N, there exists a
number l0 ∈ N, such that for each l > l0, there is an A→ B LOCC channel Dl fulfilling
inf
s∈Sl
F (Dl(ρsl), φl) ≥ 1− 2−lc6 (134)
with a maximally entangled state φl shared by A and B and a constant c6 > 0, such that
1
l
log sr(φl) ≥ 1
k
sup
T ∈Θk
inf
τ∈conv(X )
D(1)→ (τ
⊗k, T )− δ (135)
holds, where the function D(1)→ is defined in (24).
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Proof. Let T := {Tj}Jj=1 be any instrument with domain L(H⊗kA ), δ > 0. Dealing only with the nontrivial
case, we show, that
inf
ρ∈conv(X )
1
k
Ic(A〉BB′, Tˆ (ρ⊗k))− δ > 0 (136)
is an achievable rate (remember our notation from (27)). Since the Hausdorff distance between conv(X )
and conv(X ) is zero, it makes no difference if we consider the set conv(X ) instead. We briefly describe the
strategy of our proof. We approximate the set conv(X ) from the outside by a polytope Pη. Since Pη, as a
polytope, is the convex hull of a finite set of points, Theorem 21 can be applied. A technical issue (cf. Ref.
4) is, to ensure, that the approximating polytope completely consists of density matrices, i.e. Pη ⊂ S(HAB).
We achieve this by a slight depolarization of the states in conv(X ), such that the resulting set does not
touch the boundary of S(HAB). Define, for γ ∈ [0, 1] the channel Nγ ∈ C(HA⊗HB) by Nγ := NA,γ⊗NB,γ ,
where NX,γ is the γ-depolarizing channel on the subsystem X , X = A,B , i.e
Nγ(τ) = (1− γ)2τ + γ(1− γ)(τA ⊗ πB + πA ⊗ τB) + γ2(πA ⊗ πB) (137)
for each τ ∈ S(HA ⊗ HB), were πA, πB are maximally mixed states and τA, τB are the marginals of τ on
HA, HB. Notice, that Nγ is defined in terms of local depolarizing channels on the subsystems. This is
required, since we are restricted to one-way LOCC channels. It holds
‖Nη(τ) − τ‖1 ≤ ‖(1− η)2τ − τ‖1 + η(1 − η)‖τA ⊗ πB + πA ⊗ τB‖1 (138)
+ η‖πA ⊗ πB‖1 (139)
≤ 6η (140)
for each state τ on HA ⊗ HB. Moreover, it holds Nη(conv(X )) = Nη(conv(X )) ⊂ riS(HA ⊗ HB), which
implies
inf
{
‖ρ− ρ′‖1 : ρ ∈ Nη(conv(X )), ρ′ ∈ rebd(S(HA ⊗HB))
}
> 0. (141)
Therefore, due to of Lemma 23 and Theorem 3.1.6 in Ref. 18, there exists, for each small enough number
η > 0, a polytope Pη := conv({τe}e∈Eη) ⊂ S(HA ⊗HB) such that Nη(conv(X )) ⊂ Pη and
dH(Nη(conv(X )), Pη) ≤ η. (142)
Applying Theorem 21 to the finite AVQS generated by the extremal set {τe}e∈E of the polytope Pη, we
know, that for each sufficiently large blocklength l, there exists an A→ B LOCC channel Dˆl such that
F (Dˆl(τel), φl) ≥ 1− 2−lc6 (143)
holds with a maximally entangled state φl shared by A and B for each e
l ∈ El with Schmidt rank fulfilling
1
l
log sr(φl) ≥ 1
k
inf
τ∈Pη
Ic(A〉BB′, Tˆ (τ⊗k))− δ
2
. (144)
Since Nη(conv(X )) ⊂ Pη holds, the depolarized version Nη(ρs) of each state ρs, s ∈ S can be written as a
convex combination of elements from {τe}e∈Eη , i.e.
Nη(ρs) =
∑
e∈Eη
q(e|s) τe (145)
with a probability distribution q(·|s) on Eη for each s ∈ S. We define a one-way LOCC channel Dl by
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Dl := Dˆl ◦ N⊗lη and deduce
F (Dl(ρsl), φl) = F (Dˆl(N⊗lη (ρsl)), φl) (146)
= F
(
Dˆl
(
l⊗
i=1
Nη(ρsi)
)
, φl
)
(147)
= F
(
Dˆl
(
l⊗
i=1
∑
ei∈E
q(ei|si)τei
)
, φl
)
(148)
=
∑
e1∈E
· · ·
∑
el∈E
l∏
i=1
p(ei|si)F
(
Dˆl(τei), φl
)
(149)
=
∑
el∈Elη
ql(el|sl) F (Dˆl(τel), φl) (150)
≥ 1− 2−lc6 (151)
for each sl = (s1, ..., sl) ∈ Sl where we used (145) in (148) and (151) is by (143). To complete the proof, we
show, that for small enough η,
inf
ρ∈conv(X )
Ic(A〉BB′, Tˆ (ρ⊗k)) ≥ inf
τ∈Pη
Ic(A〉BB′, Tˆ (τ⊗k))− kδ
2
(152)
holds. For each ρ ∈ conv(X ), τ ∈ Pη, we have
‖ρ− τ‖1 ≤ ‖ρ−Nη(ρ)‖1 + ‖Nη(ρ)− τ‖1 (153)
≤ 6η + ‖Nη(ρ)− τ‖1 (154)
where the last estimation is by (140). From (154), we can conclude, that
dH(conv(X ), Pη) ≤ dH(Nη(conv(X ), Pη) + 6η ≤ 7η (155)
holds, which implies, via Lemma 16,∣∣∣∣ infρ∈conv(X ) Ic(A〉BB′, Tˆ (ρ⊗k))− infτ∈Pη Ic(A〉BB′, Tˆ (τ⊗k))
∣∣∣∣ ≤ kν(7η). (156)
If now η is chosen small enough to ensure ν(7η) < δ2 , (152), and we conclude, collecting inequalities, that
the entanglement rate of Dl is
1
l
log sr(φl) ≥ 1
k
inf
τ∈Pη
Ic(A〉BB′, Tˆ (τ⊗k))− δ
2
(157)
≥ 1
k
inf
ρ∈conv(X )
Ic(A〉BB′, Tˆ (ρ⊗k))− δ (158)
where (157) is (144), (158) is by (152).
Corollary 25. Let X be a set of states on HA ⊗HB. For the AVQS generated by X , it holds
DAV→ (X ) = D→(conv(X )) = lim
l→∞
1
k
sup
T ∈Θk
inf
τ∈conv(X )
D(1)→ (τ
⊗k, T ) (159)
with D(1)→ being the function defined in (24), and maximization over instruments on A’s systems.
Proof. The rightmost equality in (159) is Corollary 19.1. We prove the first equality. Achievability di-
rectly follows from Theorem 24. For the converse statement, let X := {ρs}s∈S and σ ∈ conv(X ). By
Carathe´ordory’s Theorem (see e.g. Ref. 18, Theorem 2.2.4.), σ can be written as a finite convex combina-
tion of elements of X , say
σ =
∑
s∈S′
p(s)ρs. (160)
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with |S′| <∞. Thus, for an A→ B LOCC channel Dl for blocklength l with suitable maximally entangled
state φl, it holds
inf
sl∈Sl
F (Dl(ρsl), φl) ≤ min
sl∈S′l
F (Dl(ρsl), φl) (161)
≤
∑
sl∈S′l
pl(sl)F (Dl(ρsl), φl) (162)
= F (Dl(σ⊗l), φl). (163)
Since (163) holds for each element of conv(X ), each rate R which is an A → B achievable entanglement
distillation rate for the AVQS generated by X is also achievable for the compound quantum source generated
by conv(X ), thus the converse statement in Corollary 19.1 applies.
Having determined the one-way entanglement distillation capacity DAV→ , the continuity properties of the
capacity function on the r.h.s. of (156) imply the following corollary.
Corollary 26. Identifying each set of states with its closure, DAV→ is uniformly continuous in the metric
defined by the Hausdorff distance on compact sets of density matrices. If X ,X ′ ⊂ S(HA ⊗ HB) are two
compact sets with dH(X ′,X ) < ǫ ≤ 12 it holds
|DAV→ (X ′)−DAV→ (X )| ≤ ν(ǫ). (164)
Remark 27. Corollary 26 classifies the AVQS one-way entanglement distillation task as well-behaved in
the following sense. Two different AVQS with generating sets being near in the Hausdorff sense will have
approximately equal capacities.
An example for a situation where “capacity” is a more fragile quantity is transmission of classical messages
over an arbitrarily varying quantum channel. The capacity Crandom for classical message transmission
using correlated random codes is continuous, while it can be shown, that in some cases, the capacity using
deterministic codes, Cdet, is discontinuous on certain points [8].
VI. ON QUANTUM STATE MERGING FOR AVQS
In this Section, we consider quantum state merging in case that the bipartite source A and B have to
merge is an AVQS. In Ref. 7 and Section IV of this paper, we have determined the optimal entanglement
as well as classical communication cost in case of a compound quantum source, and achieved these rates
by protocols with merging fidelity going to one exponentially fast (see Section IV). Therefore, one would
expect, that we can proceed as we did for one-way entanglement distillation for AVQS in Section V and
build state merging protocols for the AVQS generated by a set X from suitable protocols for the compound
source generated by conv(X ). One would expect to be able to prove the equalities
CAVm,→(X ) = Cm,→(conv(X )) = sup
ρ∈conv(X )
S(A|B, ρ), (165)
to hold, where again, no difference has to be made between conv(X ) and its closure, because of continuity
of the conditional von Neumann entropy. Actually, it seems possible, to prove the relation
CAVm,→(X ) ≤ Cm,→(conv(X )) (166)
using Ahlswede’s elimination and derandomization techniques (at least if the AVQS is generated by a finite
set of states). We do not carry out the argument here. Instead, we give a simple counterexample to the
relation in (165).
Consider a finite set Xˆ := {ρs}Ns=1 of bipartite states on a Hilbert space HA ⊗ HB, which is generated by
unitaries in the following sense. Let ρ1 ∈ S(HA ⊗ HB), where we assume S(A|B, ρ1) < 0 and dimHA ≥
N · dim supp(ρA,1), U1 = 1HA and U2, ..., UN unitaries on HA such that with the definitions
ρs := Us ⊗ 1HB (ρ1)U∗s ⊗ 1HB (s ∈ [N ]) (167)
the supports of the A-marginals are pairwise orthogonal, i.e.
supp(ρA,s) ⊥ supp(ρA,s′) (s, s′ ∈ [N ], s′ 6= s). (168)
22
Note, that our definitions also imply the relations ρB,s = ρB,1 (s ∈ [N ]) and
supp(ρs) ⊥ supp(ρs′) (s, s′ ∈ [N ], s 6= s′). (169)
In the following we show, that sets constructed in the above described manner are counterexamples to (165)
if N > 1.
Example 28. For the AVQS generated by Xˆ := {ρs}Ns=1, it holds
CAVm,→(Xˆ ) = Cm→
(
conv(Xˆ )
)
− logN. (170)
The classical A→ B communication cost for merging of the AVQS Xˆ is upper bounded by
sup
σ∈conv(Xˆ )
I(A;E, σ) − logN, (171)
where ρp :=
∑N
s=1 p(s)ρs for each p ∈ P([N ]).
Proof of Example 28. Before we prove the claims made in the example, we briefly sketch the argument.
Since the A marginals are supported on pairwise orthogonal subspaces, A can perfectly detect, given a
block of l outputs of the AVQS, which of the sl ∈ Sl is actually realized. In this way, A obtains state
knowledge which helps to achieve the desired rates.
We introduce unitary channels VA,1, ...,VA,N and VB′,1, ...,VB′,N where we define VA,s(·) := Us(·)U∗s with
the unitaries from (167) and consider VB′,s to be the corresponding unitary channel on the space HB′ for
each s ∈ [N ]. For given blocklength l, we define unitary channels
VA,sl(·) := VA,s1 ⊗ ...⊗ VA,sl and VB′,sl(·) := VB′,s1 ⊗ ...⊗ VB′,sl (172)
for each sl = (s1, ..., sl) ∈ Sl accordingly. Thus, the definitions in (167) imply
ρsl = VA,sl ⊗ idH⊗l
B
(ρ⊗l1 ). (s
l ∈ [N ]l) (173)
Using the projection Ps onto the support of ρA,s for each s ∈ [N ], we define a quantum instrument
Aˆ := {Aˆs}Ns=1 (174)
with Aˆs(·) := UA,s ◦ Ps(·)P ∗s for each s ∈ [N ], which implies
Aˆs′ ⊗ idHB (ρs) = δss′ρ1 (s ∈ [N ]). (175)
It is known from Ref. 14 and Section IV, that for each δ > 0 and sufficiently large blocklength l, there exists
an (l, kl, D˜l) A→ B merging M˜l such that
F (M˜l ⊗ idH⊗nE (ψ
⊗l
1 ), φl ⊗ ψ′⊗l1 ) ≥ 1− 2−lc (176)
holds with a constant c > 0, where ψ1 is a purification of ρ1 and φl a maximally entangled state shared by
A and B with
−1
l
log sr(φl) ≤ S(A|B, ρ1) + δ (177)
and where for the classical communication rate
1
l
log D˜l ≤ I(A;E, ρ1) + δ (178)
holds. We combine the instrument Aˆ and the unitary channels from (172) with M˜l to build a merging
LOCC Ml suitable for merging the AVQS generated by Xˆ and define
Ml :=
∑
sl∈[N ]l
(VB′,sl ⊗ idH⊗l
B
) ◦ M˜l ◦ (Aˆsl ⊗ idH⊗l
B
). (179)
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Clearly, Ml is an A → B LOCC channel. Explicitly, inspection of the above definition shows, that Ml is
an (l, kl, Dl) A→ B merging where one of
Dl = D˜l ·N l (180)
different classical messages has to be communicated within action of Ml. Moreover, for each sl ∈ [N ]l, it
holds
F (Ml ⊗ idH⊗l
E
(ψsl), φl ⊗ ψ′sl) (181)
(a)
=
∑
ml∈[N ]l
F ((VB′,ml ⊗ idH⊗l
B
) ◦ M˜l ◦ (Aˆml ⊗ idH⊗l
B
)⊗ idH⊗l
E
(ψsl), φl ⊗ ψ′sl) (182)
(b)
= F (M˜l ⊗ idH⊗lE (ψ
⊗l
1 ), φl ⊗ (V∗B′,sl ⊗ idH⊗lBE )(ψ
′
sl)) (183)
(c)
= F (M˜l ⊗ idH⊗lE (ψ
⊗l
1 ), φl ⊗ (ψ′1)⊗l) (184)
(d)
≥ 1− 2−lc, (185)
where (a) is the definition of Ml plus linearity of the fidelity in the first argument in the present situation,
(b) is because
Aˆml ⊗ idH⊗lBE (ψsl) = δmlslψ
⊗l
1 (186)
holds implied by (175) together with the fact, that the fidelity is invariant under action of unitary channels
applied simultaneously on both arguments. Equality (c) follows from (167), and (d) is by (176). It remains
to evaluate the rates. It is well known, that for each ensemble {q(x), ρx}x∈X of quantum states having
pairwise orthogonal supports, it holds
S
(∑
x∈X
q(x)ρx
)
=
∑
s∈X
q(x)S(ρx) +H(q). (187)
where H(q) is the Shannon entropy of q. Thus, for each p ∈ P([N ]), ρp :=
∑
s∈[N ] p(s)ρs we yield
S(A|B, ρp) = S(ρp)− S(ρB,p) (188)
=
∑
s∈[N ]
p(s)S(ρs) +H(p)− S(ρB,1) (189)
= S(A|B, ρ1) +H(p) (190)
and
I(A;E, ρp) = S(ρA,p) + S(A|B, ρp) (191)
=
∑
s∈[N ]
p(s)S(ρA,s) + S(A|B, ρ1) + 2H(p) (192)
= I(A;E, ρ1) + 2H(p). (193)
Taking maxima over all p ∈ P([N ]) and rearranging equations, we arrive at
S(A|B, ρ1) = max
p∈P([N ])
S(A|B, ρp)− logN (194)
and
I(A;E, ρ1) = max
p∈P([N ])
I(A;E, ρp)− 2 logN. (195)
Note, that
Cm,→(conv(Xˆ )) = max
p∈P([N ])
S(A|B, ρp) (196)
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by Proposition 13. Combining (194) with (177) and (196) together with (185) shows, that
CAVm (X ) ≤ Cm(conv(Xˆ ))− logN + δ (197)
holds. The converse is valid by the merging cost converse for single states [14]. Moreover, by (195), our
protocols have classical A→ B classical communication rates with
lim sup
l→∞
1
l
logDl = lim sup
l→∞
1
l
log(D˜l ·N l) (198)
≤ I(A;E, ρ1) + δ + logN (199)
= max
p∈P([N ])
I(A;E, ρp)− logN + δ (200)
where (198) follows from (180), (199) is by (178), and (200) is by (195). Since δ > 0 was an arbitrary
positive number, we are done.
VII. CONCLUSION
In this work, we have shown simultaneous achievability of the optimal entanglement as well as classical
communication cost of one-way quantum state merging in case, that the source to merge is a compound
quantum source. In this way, we completed our work on quantum state merging for compound sources
begun in Ref. 7.
We also determined the optimal entanglement rates for one-way entanglement distillation in case, that the
source from which the entanglement is distilled is an AVQS. In this case, Ahlswede’s robustification and
elimination technique turned out to be appropriate tools, and we can in fact, by the elimination technique,
achieve each rate below the entanglement capacity with fidelity going to one exponentially fast and simul-
taneously approximate the classical communication rate of the utilized protocols for the compound source
generated by the convex hull of the AVQS generating set.
Imposing a simple example of a class of AVQS, we demonstrated, that applying the robustification and
elimination technique to suitable protocols for the corresponding compound source (generated by the con-
vex hull of the AVQS generating set), is insufficient in general.
Another situation, where the above standard approach is not suitable, is the problem of proving achievabil-
ity of the strong subspace capacity of an arbitrarily varying quantum channel (AVQC). In this case, the
problem is not immediately accessible for the robustification technique, and this deficiency was overcome
in Ref. 4 by first determining the capacity of the AVQC for entanglement transmission, and then showing
equality of the capacities utilizing fairly nontrivial results from convex high-dimensional convex geometry.
The quantum state merging problem for AVQS, in contrast, seems accessible to robustification and elimi-
nation. However, application leads to suboptimal rates in some cases, as Example 28 shows.
In fact, a closer look to Example 28 reveals, that the achievability result asserted by the inequality in (166),
is not only suboptimal, but also meaningless in a qualitative sense for some AVQS.
Imagine a situation, in which the communication parties do not have any access to shared pure entanglement
resources and they want to merge the AVQS generated by a set Xˆ as in Example 28 with Cm
(
conv(Xˆ )
)
> 0,
where the number N of states in Xˆ is assumed to be bounded
N > exp(Cm(conv(Xˆ )). (201)
Having only protocols according to the achievability result (166) at hand, they infer, that merging is im-
possible in their situation, while Example 28 shows, that merging of the AVQS is, in fact, possible without
external entanglement resources.
Summarizing our considerations, we notice with some regret, that in case of quantum state merging, the
merging cost of an AVQS generated by a set X seems, at least not immediately, related to the merging cost
of the corresponding compound source generated by conv(X ). A merging cost function presumably will,
involve LOCC pre- and post-processing maximization. Probably, the merging cost for AVQS will require a
multi-letter characterization.
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VIII. APPENDIX
A. Proof of the bound in Eq. (55)
Let η > 0 be fixed and p, q probability distributions on [d], such that
|H(p)−H(q)| ≥ η (202)
holds. It is well known, that the Shannon entropy is uniformly continuous in the variation distance (see e.g.
[11]), it holds
|H(p)−H(q)| ≤ f(‖p− q‖1) (203)
with a strictly monotonically increasing function f . Therefore, (202) and (203) lead to
0 < 2c3 :=
1
2 ln 2
f−1(η)2 ≤ 1
2 ln 2
‖p− q‖21 ≤ D(p||q), (204)
where the rightmost inequality is Pinsker’s inequality D(p||q) ≥ 12 ln 2‖p−q‖21. Since p and q where arbitrary
probability distributions on [d] with entropy distance bounded below by η, for each i ∈ [N ], the bound in
(55) is valid for each i ∈ [N ].
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