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Abstract 
It is a complex task to develop and optimize a high-performing haptic device. Design optimization scenarios with predefined and fixed sets of 
performance requirements are presented in literature. However, the early design optimization phases for haptic devices are characterized by 
requirement conflicting requirements with uncertainties. With a lack of knowledge, and/or an ill-defined design problem, the challenges are not 
only to find a high quality solution with reasonable computational effort. In this paper, a previously proposed model-based framework and 
methodology for multi-disciplinary design optimization of haptic devices is further developed to enable situated design scenarios, i.e. design 
cases that may be characterized by changing requirements, constraints, and/or performance objectives, driven by the knowledge gained in the 
design and optimization process itself. To provide both precision and computational efficiency, the proposed situated, i.e. flexible and 
adaptable, framework is based on an approach that combines design-of-experiments (DOE) with meta-modelling methods for multi-objective 
optimization problems. The proposed methodology is described and verified with a 6 degree-of-freedom (DOF) TAU haptic device 
optimization scenario, with changing ranges for the design variables and the constraints. Results from the case study strongly indicate that a 
thoroughly balanced and sequential DOE and metamodelling process is capable of being both effective and efficient in a situated design 
scenario. It is shown that the knowledge gained in the process, e.g. the number of sampling points and the most appropriate training method, 
may be used to efficiently balance the required computational effort with the required level of accuracy.  
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1. Introduction 
A haptic device is an actuated human machine interaction 
(HMI) device that provides force and torque feedback to the 
operator through human sense of touch according to the 
reflecting force and torque from objects in a real, tele-
operated, or virtual environment [1]. It is a complex task to 
develop and optimize a high-performing haptic device, mainly 
because of the multi-domain and multi-criteria performance 
requirements for such devices. With complexity we here mean 
a measure of uncertainty between causes and effects. These 
uncertainties that are caused by, e.g. soft requirements related 
to touch and “feel”, conflicting requirements, a large solution 
space, significant nonlinearities, and the need for real-time 
estimation and control, are reduced as knowledge is gained 
from simulations and physical tests. A model-based and 
simulation-driven methodology that enables automation of 
design activities in the concept and detail design phases has 
been proposed in earlier work [2]. The methodology, which is 
assisted by a Multidisciplinary Design Optimization (MDO) 
framework [3], has been verified for design scenarios with 
predefined and fixed sets of performance requirements.  
A significant challenge in the early design optimization 
phases for a haptic device is to evaluate the effects from the 
design variables on performance. Performance is here defined 
as the targeted behavior. Design of Experiments (DOE) [4] 
and metamodeling techniques [5] are widely used as means to 
increase the knowledge of a proposed/designed system and as 
a means to reduce simulation model size and thus 
significantly reduce the required computational effort. A 
metamodel of a system is a ‘model of the models’ [6], which 
may be trained with different methods, e.g. Anisotropic 
Kriging (AKR) [7], Radial Basis Functions (RBF) [8], or 
Neural Networks (NN) [9]. The quality of the output from 
metamodel-based optimization process depends on the 
accuracy of the used metamodel(s).  
A significant challenge in the process of designing a high-
performing haptic device is to be able to adapt and take 
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advantage of the knowledge gained in the process itself, i.e. to 
be situated [10]. A related challenge is also to develop a 
methodology and a supporting framework that enable existing 
models and results to be re-used in further studies that are 
characterized by new/modified requirements and/or 
performance targets and preferably also enable treatment of 
new situations with an added set of requirements and/or 
performance indices. 
The general goal for the research presented in this paper is 
to further develop the previously proposed model-based 
framework and methodology into a situated and 
computationally efficient design framework for multi-
objective optimization of haptic devices. More specifically, 
we have addressed the following research questions: How 
should we preferably integrate DOE and metamodeling 
techniques to make the process situated? Are there any 
observable flexibility and efficiency benefits from combining 
DOE and metamodeling techniques in optimization process? 
What type of scenarios can be managed by a situated 
optimization framework?  What knowledge gained in the 
optimization process can be reused in situated post-
processing or further development? 
The remainder of the paper is organized as follows: section 
2 describes the proposed framework, section 3 illustrates the 
framework with a case study; and section 4 concludes this 
paper and presents planned future work. 
2. The situated design optimization framework 
The main focus for the proposed framework is to enable 
situated multi-objective design optimization of haptic devices. 
The presented framework is an extension of the detailed 
process, the optimization methodology, and the conceptual 
framework presented in [2].   
Considering the variety of different optimization cases, 
three sub-processes, DOE, metamodeling, and situated result 
post-processing, are integrated in the design optimization 
process (see Fig. 1). After defining the optimization task and 
building the system models, the most appropriate DOE and 
metamodeling optimization processes that match the 
complexity of the current task can be chosen. With increased 
knowledge gained in the process, the task and the 
corresponding optimization problem might need to be 
modified or completely changed in the further process. Some 
potentially new design scenarios could then potentially be 
performed as situated post-processing activities. Support of 
two such scenarios (scenario 1 and scenario 2, denoted S1 and 
S2 in Fig. 1) are proposed in the proposed framework with the 
five corresponding problems (P1 to P5) and their solution 
processes that may be considered as the most likely cases. 
Some of these five problems can be directly solved with 
existing knowledge and available results. For some other 
problems, interactions might be needed with the main 
framework. Observe the three output nodes from the post-
processing block in Fig. 3 that are transferred to the main 
framework. Within each interaction, the data sent from the 
post-processing phase is integrated with all data managed by 
the main framework. The three sub-processes, managed by 
the framework, the DOE process, the metamodeling 
optimization process, and the post-processing activity, are 
described below. 
2.1. DOE process 
In a designed experiment, it is of fundamental importance 
to understand the process or system behavior, study the effect 
of process factors and their interactions on system 
performance, and to verify the results predicted by the 
experiment. With the knowledge gained in this process, it is 
possible to reduce the complexity of the problem by 
decreasing the number and/or range of design variables. The 
concept of Design of Experiments (DOE) was originally 
developed by Sir Ronald Fisher [11]. The method has been 
further developed for different purposes, e.g. there are 
screening design, full or fractional factorial design, response 
surface method (RSM) [12], and orthogonal arrays [13]. The 
implemented iterative DOE-based selection sequence and the 
DOE process are shown in Fig. 2 and Fig. 3, respectively. 
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Fig. 1. The main steps in the proposed integrated framework 
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Fig. 2. DOE selection sequence for different cases 
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Fig. 3. The DOE process 
2.2. Metamodel-based optimization 
A metamodel is a surrogate model for an otherwise 
computer-intensive analysis or simulation process. The 
metamodel is built on the output response variables. By 
integrating the metamodeling and validation processes with 
the main optimization process, the procedure is as shown in 
the left block of Fig. 1. 
As the metamodeling starting point, training points within 
the range of the design variables have to be generated: this is 
done with a data sampling methods, e.g. central composite 
design (CCD), Box-Behnken [12], or orthogonal arrays [13]. 
In this paper, the Uniform Latin Hypercube (ULH) method is 
used to generate randomly and uniformly distributed design 
points for model training. 
Sample size is also an important factor to consider when 
generating an ‘accurate’ and efficient metamodel. The 
required sample size is problem dependent. In general, a 
larger number of sample points offer more information at 
higher computational effort. As a starting guess for the sample 
size, eq. (1) can be used to calculate the minimum number of  
training points for the specific case, with k  as the number of 
design variables and n as the polynomial order, which usually 
is of  second or third order. 
( )!
! !
min. training data size
k n
k n
                                             (1) 
There are many promising metamodeling assisting 
techniques available. In this paper, three of them, Anisotropic 
Kriging (AKR) [7], Radial Basis Functions (RBF) [8], and 
Neural Networks (NN) [9], are treated and compared. 
The accuracy of a metamodel directly affects the reliability 
of the final optimization results. Validation of a metamodel is 
the comparison of the predicted metamodel output and the full 
model using the same sample points. From several 
comparative studies of metamodeling techniques [5,14,15], 
the most representative methods for validating approximation 
models are the R Square, Normalized Root Mean Square 
Error (NRMSE), and Relative Average Absolute Error 
(RAAE) [14,16]. The metamodel with the best accuracy can 
replace the full model in the design optimization task. With 
decision making, a segment of the Pareto front can be used as 
optimal trade-off designs. These optimal designs could then 
be analyzed with the full model to get the final results with 
acceptable accuracy. 
2.3. Situated post-processing 
The knowledge gained in the design optimization process 
can be a stepping-stone for further development. Some 
scenarios can be enabled by situated optimization results post-
processing, as shown in Fig. 1. Two scenarios (S1 and S2) that 
frequently appear in the design phases, are decisions to 
change scales (of design variables or constraints), or to 
change the defined usage of the device (performance 
variables). These two types of scenarios are supported in the 
framework by 5 extended problems (P1 to P5 in Fig. 1) and 
their corresponding solution sequences. Some situations can 
be solved directly as a post-processing activity, without 
further optimization effort. However, for situations which 
cannot be solved as a design post-processing activity, the 
problem should be sent back to the main framework marked 
by the purple bubbles from number 1 to 3. Several iterations 
and sometimes re-analyses might be needed, depending on the 
desired outcome. 
3. Case study: optimization of the 6-DOF  haptic device 
We use optimization of the 6 DOF TAU haptic device to 
illustrate and conceptually verify the proposed framework.  
The TAU device (see Fig. 4) consists of a fixed I-column, a 
moving circular platform where the tool center point (TCP) is 
located, and three kinematic chains, which connect the 
platform to the fixed I-column with six active revolute joints. 
Two kinematic chains are symmetrical with serial plus serial 
linkages while the third chain is a pure serial linkage coming 
from the top. The rest of the joints are passive universal joints 
except for the one at mid of the top chain which is a passive 
revolute joint that only allows vertical platform motion. 
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Fig. 4. Structure of the TAU 6-DOF haptic device 
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3.1. Pre-defined design and optimization task 
The objectives for the optimization are derived from the 
stated requirements on the haptic device. Some of the main 
system requirements are listed below and a more complete set 
of requirements can be found in [17]: 
x A minimum translational workspace of 50 50 50u u [mm]. 
x Sufficient dexterous workspace. 
x No singularities within the workspace. 
x High isotropy and transparency within workspace. 
From these requirements, the optimization problem can be 
formulated with specific objective functions, design variables 
and constraints. As a simplified case study, two objectives, 
high isotropy and large dexterous workspace, are considered. 
Furthermore, five continuous design variables (see Table 1) 
with specified range are used and the rest of the system (such 
as the torque transmission chain, joints, and motor supports) 
are treated as model parameters. Design variables L1 and L2 
are the lengths of the links, Rp is the platform radius, and θp is 
the angle of each attached joint with chain 1 and chain 2 (e1, 
e2, d1, and d2) around the TCP local x-axis. ߠ଺ is the starting 
angle of chain 3.  
Table 1. Design variables and bounds 
 L1[mm] L2 [mm] Rp [mm] θp [°] θ6 [°] 
Lower bound 100 100 30 25 15 
Upper bound 200 200 60 75 75 
3.2. Kinematic modeling 
Workspace volume (VI) for the device is found by 
traversing the workspace. This is done by moving the TCP 
while assessing the required orientations at each grid point 
within the workspace [17]. The kinematic isotropy indicates 
how evenly the system moves in all generalized directions. 
The method to calculate the global isotropy (GII) within the 
workspace is the one proposed by Gao and Gruver [18].  
3.3. Design of Experiments 
As a means to reduce the number of design variables and 
hence also the complexity of the problem, a DOE study is 
suggested as a first step in the proposed framework. 
According to the DOE selection sequence and the DOE 
process, a two-level full factorial screening design is used for 
the current design problem with five design variables. The T-
test method is used as statistical analysis method to compare  
Table 2. Range of the design variables after DOE study 
 L1[mm] L2 [mm] Rp [mm] θp [°] θ6 [°] 
Lower bound 160 150 51 25 36 
Upper bound 180 200 60 28 65 
Table 3. The main effects of the design factors on the output variables 
Factors 
Isotropy GII Workspace volume VI 
Normalized 
effect size 
Significance Normalized 
effect size 
Significance 
L1 -0.604 0.058 0.566 0.012 
L2 0.752 0.025 -0.223 0.203 
Rp 0.854 0.010 -0.002 0.498 
θp -0.708 0.031 0.298 0.128 
θ6 1.000 0 -1.000 0 
the effect of different design variables on each output 
variable. The reduced range of design variables and the effect 
of each factor on the two output variables, isotropy and 
workspace volume, are shown in Table 2 and Table 3. 
Two different criteria are used to quantify the main effect 
of each factor on the output variable; normalized effect and 
significance. The normalized effect (from 0 to 1) indicates the 
importance of each factor on an output variable, while the 
significance (from 0 to 0.5) denotes how significant the 
importance is. From Table 3 we can see that, L2, Rp and θ6 
have a direct effect on the isotropy, while L1 and θp show an 
inverse effect. For the workspace volume, L1 and θ6 show 
high importance (direct and inverse effect) but Rp has no 
effect at all. Therefore, we can conclude that the maximum 
value of Rp can be directly used in the further optimization 
process.  
3.4. Optimization problem formulation and implementation 
In this study, the performance objective is to maximize the 
dexterous workspace (VI) and the global isotropy (GII), with 
singularity and required workspace as constraints.  
The optimization problem considering all five continuous 
design variables is formulated in eq.(2). Variable x is a vector 
of the five design variables shown in Table 1, ࢞ഥ is vector of 
state variables in the workspace volume model and J is the 
Jacobian matrix.  
1
2
max ( , ) ( , )
max ( ) (J)
( , ) 1 0
(x) det(J) 0
, 1,...,5
, 1,...,3
uplow
uplow
k k
f x x VI x x
f J GII
Vg x xv Vreq
gJ
x x x ii i i
x x x k
 
 
  t
 !
d d  
d d  
                                                        (2) 
Due to the non-linear and multi-objective character of the 
actual haptic device, a general optimization process based on 
the Multi-Objective Genetic Algorithm (MOGA) [19] is used, 
with the scheduler given in Table 4. The optimization process 
is implemented with the ModeFRONTIER [20] MDO tool, 
which offer tool integration and optimization process 
automation. The best-fit metamodels for both objectives 
found previously are used in this optimization process. 
Table 4. ModeFRONTIER algorithm parameters 
Scheduler MOGA-II 
Number of generation 100 
Directional cross-over probability 0.5 
Selection probability 0.05 
Mutation probability 0.1 
DNA string mutation ratio 0.05 
DOE algorithm ULH 
DOE number of designs 100 
Total number of iterations 100×100=10000 
3.5. Metamodeling and validation 
In order to increase the computational efficiency, we 
decided to use the metamodeling optimization branch in the 
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proposed framework. The first step is to select the number of 
design variables and sample points. eq.(1), gives the minimum 
number of sample points as 21 for five design variables and a 
second order polynomial. For our case, 50 sample points 
generated by the Uniform Latin Hypercube method are used 
for training the metamodels and 20 sample points are used for 
validation. 
Three metamodeling techniques, AKR, RBF and NN, are 
used to evaluate the best-fit models for each response factor. 
The validation results of the isotropy index (GII) and 
workspace volume index (VI) are shown in Fig. 5.a and 
Fig. 5.b, respectively. For easier comparison, we use (1-
NRSME) and (1-RAAE) to make all values close to unity. In 
our case, the best-fit metamodeling method turns out to be 
RBF for GII and NN for VI. 
3.6. Optimization results 
Output from this optimization process is the Pareto front. 
At this point, the designer can choose a short segment of the 
curve as optimal solution depending on the weighting of 
objectives. However, in the present study, in order to confirm 
that the metamodel gives good fit in all segments, the design 
points from the entire Pareto front curve are analyzed with the 
full model. As result of this process, the Pareto front curves of 
the meta-model and the full model are presented in Fig. 6. 
By comparing the output values with the same set of 
design variables, the variance of the metamodels for both 
objectives are calculated with eq.(3), where pf  represents the 
results from the full model and pm represents the metamodel 
results. The difference in the results between metamodels and 
the full model is 0.1% for GII and 3.74% for VI, which 
indicates good metamodel accuracy and that the design points 
from the full model can be used as one set of the optimal 
design parameters. 
( )
f m
f
mean p p
mean p
'                                                                (3) 
 
Fig. 5.Meta-model validation: a) isotropy index, b) workspace volume index  
 
Fig. 6. Pareto front comparison 
3.7. Scenario enabling post-processing 
We will now focus on which part of the gained knowledge 
that can be directly used for further development as a situated 
post-processing activity. Only scenario 1 (S1), i.e. a changed 
size of workspace, is discussed below. It is possible that the 
user wants to have a family of devices with different 
workspace. This scenario can be split into two problems; 
change the range of constraint if the required workspace is 
within the solution space (P1), and change the range of design 
variables if it is outside the existing solution space (P2).  
3.7.1. P1: Changed constraint range 
From the Pareto front for the full model shown in Fig. 6, 
the minimum and maximum workspace volumes in the 
solution space are 0.437 dm3 and 4.240 dm3. For example, if 
the new required workspace volume is minimum 
150 150 150u u [mm] (3.375 dm3) which is within the solution  
space, the Pareto front curve can be directly filtered as shown 
in Fig. 7. Since the isotropy index has a larger weighting 
factor, the feasible solution with the highest isotropy index 
value, marked in red, can be used directly. However, if the 
required workspace volume cannot be found in the existing 
solution space, the ranges of the design variables should be 
changed, in order to satisfy the new requirement. To verify 
that the results from the filtered Pareto front curve are 
reasonable, the design optimization has been re-run, based on 
the same formulation but with a higher constraint value on the 
workspace volume. The Pareto front curves from the filtered 
solution and from the re-run optimization are compared in 
Fig. 8. For a fast comparison, both curves are picked from 
metamodel-based optimizations. Fig. 8 shows that the direct 
filter-out method can be used for the stated problem. 
3.7.2. P2: Changed design variable range 
If the workspace volume requirement cannot be satisfied by 
changing the range of constraint in the existing solution space, 
 
Fig. 7. Filtered Pareto front curve for the full model 
 
Fig. 8. Pareto front comparison between filtered and re-run solutions 
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the range of design variables should be changed, and the 
solution for this problem cannot be solved as a post-
processing activity. However, the already known main effects 
of design variables on the response factors (Table 3), and the 
suitable sample size and metamodeling methods for training 
the metamodels, can be used here. L1 and θ6 have high 
importance (direct and inverse effect) on the workspace 
volume. In order to increase workspace, the value of L1 should 
be increases and the value of θ6 should be decreased. Since 
the two response factors have inverse relation on each other, 
with larger workspace volume, the isotropy index might have 
a smaller value, which is undesirable. In order to keep the GII 
value on a “good” level, the value of L2 and Rp, which have 
high effect on GII and no effect on VI, should increase. After 
defining the range of design variables (see Table 5), the 
design problem should be sent back to the main framework 
and re-started from the DOE process with the changed value 
of constraint on workspace volume. As results of the new 
DOE, the range of design variables is narrowed, as shown in 
Table 5. The metamodels were trained with the same sample 
size as in the original case and the RBF and NN methods were 
used for training the GII and the VI, respectively.  
The Pareto front curves for P2 from the optimization using 
metamodels and the full model are shown in Fig. 9. The error 
of the Pareto front curve is as low as 1.6% for GII and 1.54% 
for VI, which indicate that one of the results in the Pareto 
front can be used as an optimal design. 
Table 5. Range of design variables for scenario 1.  
  L1 
[mm] 
L2 
[mm] 
Rp 
[mm] 
θp 
[°] 
θ6 
[°] 
Before 
DOE 
Lower bound 200 200 60 25 25 
Upper bound 300 300 110 50 60 
After 
DOE 
Lower bound 260 260 60 35 25 
Upper bound 300 300 110 45 42 
 
4. Conclusion and future work 
This paper proposes a flexible and computationally 
efficient framework, which enables the optimization process 
to adapt to situated design scenarios. A case based on a 6 
DOF haptic device has been used to illustrate the proposed 
framework. Based on the findings from this study, we can 
answer the stated research questions as follows: To use DOE 
as a first step in the process can definitely give insights in 
how to reduce the complexity of the problem; Combining 
DOE and metamodeling techniques in the optimization 
 
Fig. 9. Validation of Pareto front for problem 2 
process enabled reduction of the number of design variables 
and their ranges and improved the optimization efficiency; 
We have identified and shown that the proposed framework 
can handle a situation with changed constraints. From the 
study of one of the proposed scenarios, the correlation 
between design variables and response factors, sample size 
and the most suitable metamodeling methods found from the 
optimization process can be reused directly in situated post-
processing or in further development.  
Planned future work: Investigate whether the combination 
of the best-fit metamodels for each response factor gives the 
most accurate results for multi-objective problem or not. 
Consider more scenarios in the post-processing. Investigate if 
additional knowledge can be utilized in the post-processing or 
further development process. 
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