Abstract-Risk-sensitive filters (RSF) put a penalty to higher-order moments of the estimation error compared to conventional filters as the Kalman filter minimizing the mean square error (MSE). The result is a more cautious filter, which can be interpreted as an implicit and automatic way to increase the state noise covariance. On the other hand, the process of jittering, or roughening, is well known in particle filters to mitigate sample impoverishment. The purpose of this contribution is to introduce risk-sensitive particle filters (RSPF) as an alternative approach to mitigate sample impoverishment based on constructing explicit risk functions from a general class of factorizable functions. It is first shown that RSF can be done in nonlinear systems using a recursion of an infinite dimensional information state which involves general risk functions. Then, this information state calculation is carried out using particle approximations. Some alternative approaches, generalizations, specific cases, comparison to existing methods of sample impoverishment mitigation and issues related to the selection of risk functions and parameters are examined. Performance of the resulting filter using various risk functions is illustrated on a simulated scenario and compared with the roughening method.
I. INTRODUCTION
R ECURSIVE implementations of Monte Carlo based statistical signal processing [1] are known as particle filters, see [2] and [3] . Since [4] , the research has steadily intensified, see the article collection [2] , the survey [5] , and the monograph [6] . The particle filters may be a serious alternative for real-time applications classically approached by the (extended) Kalman filter. The more nonlinear model, or the more non-Gaussian noise, the more potential particle filters have, especially in applications where computational power is rather cheap and the sampling rate is moderate.
The basic particle filter approach suffers from the problem of sample degeneracy, also known as depletion or sample impoverishment. This means that after a while all particles but a few ones will have negligible weights. By introducing an additional noise to the samples the depletion problem can be reduced. This technique is called jittering in [7] , but a similar approach was introduced in [4] under the name roughening. In [8] , the problem is handled by introducing an additional Markov Chain Monte Carlo step to separate the samples.
In [4] , the so-called prior editing method is discussed. The estimation problem is delayed one time-step, so that the likelihood can be evaluated at the next time step. The idea is to reject particles with sufficiently small likelihood values, since they are not likely to be resampled. The auxiliary particle filter [9] is constructed in such a way that particles with large predictive likelihoods are simulated directly.
Another technique is regularization. The basic idea is to convolve each particle with a diffusion kernel before resampling. This will prevent multiple copies of a few particles. One may for instance use a Gaussian kernel where the variance acts a bandwidth. The problem is that this variance will increase the variance of the posterior distribution.
Risk-sensitive filters (RSF), in general, penalize higher order moments of the estimation error at the expense of increasing the second moment (of the estimation error) which is minimized by minimum mean square error (MMSE) approaches like Kalman filters. This makes this type of filters attractive in especially uncertain model scenarios where the high order moments of the estimation error can show significantly distinctive behavior. The designed filters, in response to their cost criterion, show more robust behavior dealing with the modeling uncertainties compared to MMSE based methods [10] . That is actually a manifestation of the designed filters' ability to increase the state noise covariances in an implicit and automatic way, which is the general characteristics of some of the solutions proposed to solve the sampling impoverishment problem in particle filters. This common point suggests that the application of a risk-sensitivity-based framework in particle filters can be a successful alternative in mitigating the problem of sample impoverishment.
Recently, a risk-sensitive particle filter (RSPF) has been proposed in [11] using practical arguments and a specific risk function which measures how risky not tracking a particular area of state space is. We must note that although the name "risk-sensitive particle filter" is a correct one since, in [11] , the sampling density of the standard particle filter is modified so that more samples are generated in the "risky" regions of the state-space, this interpretation is not the same as the so called "risk-sensitive estimation" in especially control theory and signal processing where one minimizes the expected exponential of (cumulative quadratic) estimation error. Such a particle filter has already been proposed in [12] and [13] .
In this paper, which is an expanded version of [14] , we propose a general theoretical framework yielding particle filters which minimize a product cost function. Under this framework, the recursions of the particle filter of [11] , which we will call Thrun's filter from this point on, can be shown to be a propagation of the information state to minimize a product cost and the RSPFs (as understood in the context of control theory and as described above) are a special case. The product cost function form, in addition, can cover risk descriptors other than the exponential function. In other words, we here consider the term "risk" more general than both of the approaches aforementioned.
In order to derive the RSPF, the reference probability method [15] is used. Our approach for obtaining the recursively calculated information state can be considered as a combination and/or generalization of [16] where RSF are derived for nonlinear systems and [17] where product estimators are proposed for hidden Markov models.
II. RSF
We explain here the basic concepts of RSF and its comparison to MMSE estimation on a linear system (1a) (1b)
The classical MMSE estimation problem yielding Kalman filter as a solution considers the quadratic cost functions defined as (2) where is a positive definite matrix. Kalman filter then finds the estimates as (3) where . Another formulation of the same problem deals with the additive cumulative cost (4) which accumulates all the weighted estimation errors from the initial time up to time . Then, it is easy to see that we have (5) which states that the estimation decisions of the MMSE method (i.e., Kalman filter in this case) are based only on the estimation error of the last sampling instant and therefore, do not consider previous estimation errors. This is a direct consequence of the fact that the expectation operator can be distributed over the terms on the right-hand side (RHS) of (4) . One way to make this distribution unlikely in the filtering framework is to consider multiplicative cost functions. The simplest example of this is formed by just using the exponential of in the estimation. A very similar but more general framework is obtained by defining the product form (6) (7) where and the superscript signifies the exponential functions to avoid confusion with the previous quadratic criteria and with the general functions used in the subsequent parts. We then consider the following problem: (8) Note that, this time, the expectation operator cannot be distributed over the multiplicative terms on the RHS of (6) due to the dependence of the state variables along the time. Therefore, the resulting algorithm must consider the past too (although it can be an implicit consideration) while deciding on an estimate which can yield more cautious filters to modeling errors.
Using a Taylor expansion of the exponential function in the cost of (8) and letting the exponential parameter approach zero, it is noticed that only the quadratic cost (i.e., ) is minimized, which leads to the Kalman filter solution. That is, the Kalman filter is a special case of a RSF. When increases, higher order moments appear in the cost, and the resulting filter can be expected to become more robust, in particular to unlikely events in the tails of the involved noise distributions. On the other hand, if is chosen too large, the RSF becomes unstable.
It can be shown that the solution of (8) gives a recursion that only modifies the time update of the covariance matrix in the Kalman filter algorithm [18] , [19] (9a) (9b)
The latter series expansion holds if is small enough. This expression clearly shows that the exponential risk function can be interpreted as a roughening instrument in that it increases the covariance after the time update. The properties of the filter related to the selection of can also be summarized in the context of (9a) and (9b) as follows.
• When goes to zero, (9a) turns into the covariance prediction update of Kalman filter, which makes the RSF the same as Kalman filter.
• When is moderately greater than zero, higher order moments get into the picture as described by (9b) increasing the prediction covariance, which can make the filter cautious to modeling errors. • When is too large, the term in (9b) and, hence, the overall prediction covariance becomes indefinite (or probably negative definite) due to the subtraction operation, which, at the end, makes the filter divergent.
III. RISK-SENSITIVE NONLINEAR FILTERING
We consider the following discrete-time nonlinear state space model defined on a probability space ( , , ) (10) where • is the sequence with initial distribution ; • is the noisy observation sequence; • is a white process noise sequence with distribution ; • is a white measurement noise sequence independent from the process noise with distribution . The functions and are measurable and (in general) nonlinear functions of the state . A more general nonlinearity which includes the noise terms in the nonlinear function can be considered as in [15] but the simpler representation in (10) will be enough for our purposes.
The classical exponential form of the risk function can be motivated by the explicit algebra leading to (9) . In a general nonlinear filtering framework, any function that punishes higher order moments can be used. We propose the following product form.
(11)
The aim is to calculate the state estimates defined as (13) Note that the structure of the cost function indicates that we are considering the filtering problem, i.e., at time instant , all the previous estimates are already determined and fixed. It must be emphasized however that, although this is the case, the parts of the cost function concerning the past and the present cannot be separated as in the case of additive cumulative cost, which makes the filter risk sensitive (or past-sensitive with this interpretation). The intermediate positive cost functions form the overall product cost function and determine the cost/risk of selecting the estimate at time .
In the following parts of this section, we adopt a reference probability framework and work with a different probability measure under which the measurement sequence is independent identically distributed with density function for all . 1 The statistical characteristics of the state process are the same under as they are under . 2 Note that calculating the expectations under the probability measure is much easier than under due to the independence property of the measurement sequence. Furthermore, by defining the sequence as 3 (14) and using a version of the Bayes' theorem [15] , [20] , we can write the following relationship between the expectations of the product cost under the probability measures and . (15) where denotes the expectation operation under the probability measure . Noticing that the denominator of the RHS of (15) is independent of , the minimization problem of (13) can be equivalently written as (16) Therefore, the solution of the estimation problem requires argument of a minimization of an expected value under the probability measure .
A. Information State
The recursive calculation of the expected value in (16) can be done using the unnormalized density function defined as (17) where the function denotes the indicator function of the set . Using a simple reasoning, we can see that, if is any test function (i.e., measurable function with compact support), the following equality is satisfied:
The density function is actually an information state [21] to calculate the expectation in (16) and, hence, the estimate . To see this (19) 2 The proof of this fact is given in Appendix II. 3 The sequence 3 is formally the restriction of the Radon Nikodym derivative of the probability measure P with respect to probability measure P to the complete filtration generated by fx ; y g.
where the second equality in (19) has been written using (18) and the independence property satisfied by under . Since the denominator in the argument of the integral is just a scaling constant with respect to the minimization variable , the minimization problem (16) can be written using (19) and the equation as (20) where the dummy integration variable has been replaced with . Notice that, since the argument of the minimization in (20) is independent of the scalings of , the normalized density (21) is also an information state with (22) Therefore, if one can recursively calculate the density functions , then the recursive calculation of the estimates is possible using (22) . The following lemma states the required recursion for this purpose.
Lemma 1: The density function satisfies the following recursion. (23) where is a normalization factor. The recursion is initialized with . Proof: Proof is given in Appendix I for the sake of clarity.
The analytical solution to the general nonlinear filtering problem presented above is still infinite dimensional and sufficient statistics can only be found in very specific scenarios like the linear Gaussian case [18] , [22] or some specific cost function selections [23] . In Section IV, we present a particle filter solution (approximation) to the general problem.
IV. RSPF
The infinite dimensional recursion (23) can be implemented using a particle filter as follows: At each time step , the information state is approximated with samples (particles)
as (24) where is the delta-Dirac function and is the weight of the th particle. The weights satisfy and . Substituting this approximation into the output calculation formula (22) Substituting the approximation (24) into the recursion (23), we obtain (27) Compared to the standard particle filter equations, (27) can be implemented using the following algorithm. The algorithm described above differs from the bootstrap filter 4 at Step 2 where the importance weights are formed using both measurement likelihood and the risk function. The use of the risk function modifies the resampling step of the algorithm so that more samples will be generated from those parts of the state space for which the risk function assigns more risk. It is also an important distinction that, in order to carry out the recursions of the algorithm, one has to calculate the output estimate at each time step . This is necessary for the evaluations of the risk functions in the resampling step if the risk functions depend on . This requirement is not found in the standard particle filter which calculates its estimates only for output purposes. 4 Bootstrap filter is a standard particle filter (SIR filter) which uses p(x jx ) as the importance density.
A. Alternative Approaches
Note that the algorithm given above is not the only way to use particle filter approximation in the implementation of the recursion (23) . The approaches vary according to which density is selected to be approximated by particles. Therefore, there are at least three more alternatives for our case to approximate the recursion (23) . These are given by
With this type of formulations, although the calculated information state would not differ much from the case corresponding to (24) if one uses a large enough number of particles, one has to change the algorithm steps and output calculation formulas to account for the different particle representations. For example, if (30b) is used, then, the conditional likelihood term in (25) must be dropped, which can make the solution of the minimization problem less costly to obtain in some cases. Consequently, one must select the appropriate representation based on such constraints.
In addition to these, Algorithm 1 and its alternative versions described by approximations (30a)-(30c) can be modified easily to utilize different importance densities (i.e., proposal densities other than ) as in [12] and [13] .
B. Generalizations
Once the problem is transferred into particle filtering domain, the following generalizations easily follow:
1) The product functions appearing can be allowed to change from particle to particle, i.e., the function can be . This type of generalization can be useful especially for particle filters which need to sample from the posterior density multiplied by a risk function, i.e., from like the Thrun's filter. In this case, the effect of previously sampling from can be neutralized in the next time step by dividing the weight of each particle by where is the index of the particle at time from which the particle was generated. Therefore, the functions which need to include these divisions must be particle dependent. This procedure is further detailed in the Section IV-C for Thrun's filter.
2) The (previous) particles can be input to functions , i.e., we can add defined by
where and as additional inputs to functions (or considering the first generalization).
C. Special Cases
In [11] , Thrun et al. have considered a "risk-sensitive" particle filter which generated particles using a risk function which has been calculated using value iteration on a Markov decision process. Using our framework with both of the generalizations in Section IV-B, it can easily be shown that Thrun's filter is obtained by making the specific selection (32) where is the index of the particle at time from which the particle was generated. It then follows that the samples generated by the resampling step of (the generalized version of) Algorithm 1 are distributed according to where is the normalization constant. However, the selection of this product cost makes the calculation of the output estimate by the generalized version of (25) ambiguous because in (32) does not depend on and the result of the summation of (25) is, therefore, constant (with respect to ). An estimate can be given as (33) A method to compute the output estimate is not specified in [11] . The most straightforward way is to use this estimate.
A RSPF is found if we make the risk function an exponential one as follows:
(34) where and . In [12] , a different proposal density is used to obtain a different version with the same exponential risk. Making this selection, our product particle filter approaches a standard SIR particle filter if is selected sufficiently small. On the other hand, when is too large, the algorithm can diverge, therefore, needs to be between zero and a threshold and it represents a compromise between robustness and stability. Substituting (34) into (25), we get (35) Therefore, for the output estimate calculation, we require to find the minimum of a weighted sum of exponential functions which unfortunately has no analytical solution. Therefore, either numerical solutions can be used or some approximations are necessary. Here, we are going to use a first order Taylor series approximation for the exponential function (i.e., we let ) for the sake of simplicity. The resulting problem can then be written as which gives simply the output estimate in (33) as the solution.
D. Comparison to Other Sample Impoverishment Mitigation Algorithms
As mentioned in Section I, the most basic and simple sample impoverishment mitigation algorithm is proposed in [4] under the name "roughening." This procedure basically adds to each resampled particle an independent Gaussian jitter noise with zero mean and constant covariance which we will call . Suppose that the posterior density (that the samples obtained after the resampling procedure approximate) is denoted as . Since the addition of two independent random variables corresponds to a convolution operation in the density domain, the approximate posterior density of the samples obtained after the roughening process is given as as the individual product cost functions in the RSPF, then, the density obtained after the resampling process will be an approximation of . Therefore, for the linear Gaussian case the roughening method applied in a standard particle filter results in the approximation of the same density as a RSPF obtains using exponential functions as in (34) with covariance selected as . However, notice here that (39) is actually dependent on the covariance and the mean of posterior density which we do not have before the resampling process in the RSPF. Therefore, if we want to implement such a RSF, we have to use two resampling stages. The first resampling process must use only the likelihoods as the weights to obtain an approximation for the and, hence, for and . Then, in the second resampling process, which has to be done with the original particles before the first resampling stage, one can calculate also the values to obtain combined weights (28).
Similarly, in general, i.e., when the posterior density is not Gaussian, the roughening process is equivalent to RSF with (40)
In this case, a Gaussian mixture approximation of the posterior density obtained using the samples after the first resampling process can be used to yield the following formula: (41) where , , and are the weights, means, and covariances of the Gaussian mixture approximating , respectively. As a result, a roughening process is a special case of the RSPF which can be implemented with a two-stage resampling process.
Another method mentioned in [4] is called "prior editing" which delays the estimation by one or more sampling periods to make use of the later measurements in the sampling. Although it is difficult to formalize a rigorous relationship between this method and the RSPF, one can always select the functions to depend on future measurements in some predefined manner (if they are available) to include their effect in the resampling procedure. This shows that similar mitigation effects can also be obtained by the RSPF.
E. Selection of the Risk Functions
In the classical risk-sensitive methods which use (8) and (13) for linear and nonlinear systems respectively, the convexity or the unimodality of the overall cost function is quite important for the analytical (or possibly numerical) minimizations. On the other hand, in the RSPF case described above, the functions can be selected without requiring the product cost function to be convex or unimodal as long as they do their sample impoverishment effect correctly. This is because the only analytical minimization related with the RSPF is the one in (25) which involves a weighted sum of the functions . To guarantee that the minimization result is unique, all we need to require is to assume that each individual function is convex. Then, since the minimized function is a weighted sum of the convex functions, it is going to be convex too. On the other hand, in the minimization (13) , the convexity of the individual functions is not sufficient for guaranteeing that , which is the product of possibly shifted versions of , is convex. The exponential case is actually an exception since the multiplication of the exponentials of quadratic functions is also an exponential of a quadratic function which is obviously convex. There are, therefore, much less restrictions in the selection of risk functions in the RSPF case.
In addition to these, out of vast number of possibilities, it may be advantageous in many cases to select functions to have similar properties to the exponential function (7) which are • in (28) is equal to unity at the previous estimate value, i.e. (42) This property guarantees that the particle weights around the previous estimate value will not change much.
• is a convex function of estimation error .
• If is dependent on a risk parameter , then, it must satisfy . This property enables the results of the RSF to converge to those of the bootstrap filter when goes to zero. A simple type of functions satisfying these properties is (43) where is a convex nonnegative function satisfying . The basic property of the functions is to increase the weights (28) of the unlikely particles in the resampling process. This requires to increase with increasing . It is, however, also important that the weights of the unlikely particles must not increase too much because this can have destructive effects for the more likely particles and, hence, on the performance of the particle filter. Consequently, a rule of thumb in the design of risk functions in the context of (28) must be (44)
In order to satisfy this property, 5 one has to consider the properties of the conditional likelihood which is strongly related with the decrease or the rate of the decrease of the measurement noise density. For example, if the measurement noise density decays exponentially like the case of Gaussian noise, then, the functions in (43) can be selected as polynomials. Similarly, if the candidate for is exponential when the measurement noise is Gaussian, its rate of increase must be smaller than the rate of decrease of the noise density. In addition to these, based on the stability condition mentioned at the end of Section II, we understand that the rate of increase of the exponential function must not be greater than the rate of decrease of the posterior state density. Thus, the relationship between the process noise density and the risk functions is also important for good performance. One can, therefore, select the rate of increase of the risk functions also smaller than the rate of decrease of the process noise density to be on the safe side.
Another important issue is to decide on the value of the risk parameter if the selected functions depend on it. If the 5 Note that the likelihood function in (44) is the conditional likelihood function used in the filter and not the true conditional likelihood which is unknown in many cases. Similarly, the other properties that we propose here should be interpreted in terms of used quantities in the filter and not in terms of the real ones.
risk parameter affects the rate of increase of , it must always be selected to satisfy the constraints aforementioned. This constraint is however less important especially in the case when is an affine function of as proposed in (43). In this case, even if is selected too large, the normalization of the weights in (28) will cancel its effect, i.e. (45) when . As a result, an approximate -invariance can be obtained and only the characteristics of the function matters for the performance. This issue is further elaborated in Section V.
V. SIMULATION STUDY
In this section, we are going to use a simple example which was used in many publications on particle filters before [2] - [6] . The scalar nonlinear state dynamics and measurement equation are given as (46a) (46b) where and are white Gaussian random variables with zero mean and variances and respectively. The scalar constant parameter which will be unknown to the algorithms has the true value . A total of five RSPF with different risk functions are executed using the artificially generated data of the system described by (46). Using the motivation for the functional form (43) mentioned in Section IV-E, the risk functions used are selected as where . Note that the first risk function is constant. It is easy to see that substituting this function into Algorithm 1 makes the RSPF corresponding to this function the same as the standard SIR particle filter. For a standardization of the risk functions, we selected the parameters , so as to make for which results in , , and . These risk functions are illustrated in Fig. 1 . The RSPF each having 100 particles are executed for different values of the parameter denoted as . For each parameter value, 500 independent Monte Carlo runs are done for each particle filter. All particle filters use (33), which is the optimal formula for filters using and , to calculate their output estimates. The average root-mean-squared (rms) state estimation errors (i.e., per measurement sample) of the algorithms with respect to used parameter values are illustrated in Fig. 2 . The particle filters other than the ones using and obtain a minimum error around the true parameter value . The performances of the filter using and are better than that of the standard particle filter for virtually all parameter values tested. The error increase rate of these RSF are lower than that of the standard particle filter. This is the result of the added slight risk sensitivity to the weight calculations using the risk functions. The risk functions we use are all centered at the previous output estimate where it is implicitly assumed the majority of the particles accumulate. The functions then increase the weights of the unlikely particles outside this accumulation region systematically at each time step. Especially for wrong parameter values far from the true value, risk sensitivity works to increase the weights of unlikely particles which would otherwise not be resampled due to wrong modeling assumptions. This can be interpreted as an automatic variance (covariance) increase of the empirical prediction density whose strength depends on the sharpness of the risk function used.
On the other hand, the performances of the filters using and are much worse than the others for almost all parameter values. This is because too much risk sensitivity used in these cases causes particle impoverishment in the reverse direction, i.e., in favor of the unlikely particles. These risk functions can be useful only if the corresponding parameters are made smaller to reduce the overwhelming effects of the high risk sensitivity. For observing this, we conducted another experiment with the same risk functions by standardizing them at with the value which results in the following values: , ,
, and . The resulting functions are illustrated in Fig. 3 . Note that the value of , hence, the function is the same as the previous case. Also, the values of and are considerably reduced compared to the previous run. The average rms errors resulting from the newly standardized risk functions are presented in Fig. 4 . Notice that, this time, the filters with risk functions and also show similar robustness behavior for this example thanks to their reduced risk coefficients. Therefore the selection of the risk parameters is critical for especially the risk functions with higher order terms.
Another point to emphasize is that even though is polynomial and the noise densities are exponentially decreasing, the failure of the RSPF using in the first simulation shows that we have to be careful in selecting values especially when the polynomial is of high order. Moreover, it is clear with the above example that the rate of increase of the risk functions must be selected to be smaller than the minimum rate of decay of the noise densities in the system when both risk functions and noise densities have exponential characteristics. The differences of the characteristics of filter corresponding to between the first and the second runs of our example illustrate well the cases where this property is violated and satisfied, respectively. In the remaining parts of this section, we select the RSPF using and conduct some simulations comparing the RSPF to the roughening method [4] which has been described briefly in Section IV-D. 6 For this purpose, we used the same example above and compared the average rms errors of the RSPF to those of roughened standard particle filters with different jitter noise variances . In Fig. 5 , we show the ratio of the average rms errors of the algorithms to the average rms error of the standard particle filter and, hence, a value smaller than unity denotes robustness of a filter at that value. A total of five different jitter noise variances, namely, 2, 8, 32, 128, and 256, has 6 Selection of the filter corresponding to relies not only on its good robustness properties illustrated in Figs. 2 and 4 but also on the fact that its output calculation is optimal for (33). been used as the roughening parameters. Note that, as the jitter noise variance approaches zero, the curves for the roughened particles filters approach unity as expected. The roughened particle filters for 2, 8, and 32 show robustness especially for values higher than , however, their robustness properties are absent or relatively less compared to the RSPF for smaller values. They, therefore, show only one-sided robustness compared to the RSPF. The particle filter corresponding to shows, on the other hand, the best robustness properties at both sides, among the roughened filters, nonetheless, its performance degrades around the true value more than the RSPF. It is also clear that the particle filter with is the worst one among all filters although it has some robustness for extreme values on both sides. As a result, among the roughened filters that we considered for a broad range of variances, there is no single filter which is more robust than the RSPF at all parameter values in the range . This example also clearly shows how the value of the jitter noise variance can affect the performance of the algorithm. In order to similarly illustrate the effect of the risk parameter on the performance of the RSPF, we made experiments with changing values. Fig. 6 presents the average rms errors of the RSPF with five different values, namely, 0, 13, 25, 37, and 50 with respect to changing values. Note that the left most part of the curve when , corresponds to the average rms error values of the standard particle filter because . We see that when increases, the errors for 0, 13, 37, and 50 decrease and the error for increases as expected. The average rms errors stay approximately constant (except for some negligible calculation noise) after . This is the -invariance property mentioned in Section IV-E and can be checked to be satisfied for even higher values of than shown in the figure. This result reduces the range of search for appropriate values down to nearly the interval for this example and it can save time for parameter adjustment in many practical problems.
VI. CONCLUSION
This paper has illustrated a general risk sensitive nonlinear estimation framework using particle filters with different risk quantifiers. The proposed filters penalize higher order moments of the estimation error which implicity makes the resulting algorithms cautious on the effects of the uncertain model and noise properties. If the amount of risk-sensitivity, which can be adjusted using different risk functions and parameters, is moderate, then, the designed filters appear to have robust properties correcting sample impoverishment in especially uncertain parameter scenarios. It has been shown, on the other hand, that too much risk sensitivity can exacerbate the particle impoverishment effects by causing the most likely particles not to be resampled. The comparisons of the algorithm with the roughening method shows that some RSPFs can be promising robust alternatives to use for the sample impoverishment problem. Especially the risk parameter insensitivity of some type of risk functions makes the corresponding RSPF attractive with their easier parameter adjustment for practical problems.
APPENDIX A PROOF OF THE LEMMA 1
In this Appendix, we first derive the recursion for the unnormalized density , then (23) will straightforwardly follow using a simple normalization. Very similar derivations are also given in [16] for the exponential cost function case.
Let be any test function. Then (47)
where (50) has been written using (18) Since (62) is satisfied for all test functions, the initial density is given as . Since the density is already normalized, i.e., , is equal to .
APPENDIX B STATISTICS OF UNDER AND
The proof of the fact that the statistical characteristics of is the same under and can be given using (15) 
where we passed from (63)-(64) using the fact that given , the sequence and, hence, are independent of . Since (65) is true for all test functions , we conclude that, under , is independent of and distributed with density as under . Therefore, under
where is white.
