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Exponential moments of the argument of the
Riemann zeta function on the critical line
Joseph Najnudel ∗
Abstract
In this article, we give, under the Riemann hypothesis, an upper
bound for the exponential moments of the imaginary part of the log-
arithm of the Riemann zeta function on the critical line. Our result,
which gives information on the fluctuations of the distribution of the
zeros of ζ, has the same accuracy as the result obtained by Soundarara-
jan in [8] for the moments of |ζ|.
1 Introduction
The behavior of the Riemann zeta function on the critical line has been
intensively studied, in particular in relation with the Riemann hypothesis. A
natural question concerns the order of magnitude of the moments of ζ :
µk(T ) :=
1
T
∫ T
0
|ζ(1/2 + it)|2kdt = E[|ζ(1/2 + iUT )|2k],
where k is a positive real number and U is a uniform random variable in
[0, 1]. It is believed that the order of magnitude of µk(T ) is (log T )
k2 for
fixed k and T tending to infinity. More precisely, it is conjectured that there
exists Ck > 0 such that
µk(T ) ∼T→∞ Ck(log T )k2.
An explicit expression of Ck has been predicting by Keating and Snaith [3],
using an expected analogy between ζ and the characteristic polynomials of
random unitary matrices. The conjecture has been only proven for k = 1 by
Hardy and Littlewood and for k = 2 by Ingham (see Chapter VII of [9]).
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The weaker conjecture µk(T ) = T
o(1) for fixed k > 0 and T → ∞ is
equivalent to the Lindelöf hypothesis which states that |ζ(1/2 + it)| ≤ to(1)
when t goes to infinity. The Lindelöf hypothesis is a still open conjecture
which can be deduced from the Riemann hypothesis.
Under the Riemann hypothesis, it is known that (log T )k
2
is the right
order of magnitude for µk(T ). In [8], Soundararajan proves that
µk(T ) = (log T )
k2+o(1)
for fixed k > 0 and T tending to infinity. In [1], Harper improves this result
by showing that
µk(T )≪k (log T )k2,
for all k > 0 and T large enough, the notation A ≪x B meaning that there
exists C > 0 depending only on x such that |A| ≤ CB.
On the other hand, the lower bound
µk(T )≫k (log T )k2
has been proven by Ramachandra [6, 7]) and Heath-Brown [2], assuming the
Riemann hypothesis, and, for k ≥ 1, by Raziwiłł and Soundararajan [5],
unconditionally.
The moment µk(T ) can be written as follows:
µk(T ) = E[exp(2kℜ log ζ(1/2 + iUT ))].
Here log ζ denotes the unique determination of the logarithm which is well-
defined and countinous everywhere except at the left of the zeros and the
pole of ζ , and which is real on the interval (1,∞).
It is now natural to also look at similar moments written in terms of the
imaginary part of log ζ :
νk(T ) = E[exp(2kℑ log ζ(1/2 + iUT ))].
Note that ℑ log ζ is directly related to the fluctuations of the distribution of
the zeros of ζ with respect to their "expected distribution": we have
N(t) =
t
2pi
log
t
2pie
+
1
pi
ℑ log ζ(1/2 + it) +O(1),
where N(t) is the number of zeros of ζ with imaginary part between 0 and t.
In the present article, we prove, conditionally on the Riemann hypothesis,
an upper bound on νk(T ) with the same accuracy as the upper bound on
µk(T ) obtained by Soundararajan in [8]. The general strategy is similar, by
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integrating estimates on the tail of the distribution of ℑ log ζ , obtained by
using bounds on moments of sums on primes coming from the logarithm of
the Euler product of ζ . The main difference with the paper by Soundararajan
[8] is that we do not have an upper bound of ℑ log ζ which is similar to the
upper bound of log |ζ | given in his Proposition. On the other hand, from the
link between ℑ log ζ and the distribution of the zeros of ζ , we can deduce that
ℑ log ζ(1/2 + it) cannot decrease too fast when t increases. We intensively
use this fact in order to estimate ℑ log ζ in terms of sums on primes.
The precise statement of our main result is the following:
Theorem 1.1. Under the Riemann hypothesis, for all k ∈ R, ε > 0,
E[exp(2kℑ log ζ(1/2 + iTU))]≪k,ε (log T )k2+ε,
where U is a uniform variable on [0, 1].
The proof of this result is divided into two main parts. In the first part,
we bound the tail of the distribution of ℑ log ζ(1/2 + iTU) in terms of the
tail of an averaged version of this random variable. In the second part, we
show that this averaged version is close to a sum on primes, whose tail is
estimated from bounds on its moments. Combining this estimate with the
results of the first part gives a proof of the main theorem.
2 Comparison of ℑ log ζ with an averaged ver-
sion
The imaginary part of log ζ varies in a smooth and well-controlled way on
the critical line when there are no zeros, and has positive jumps of pi when
there is a zero. We deduce that it cannot decrease too fast. More precisely,
the following holds:
Proposition 2.1. For 2 ≤ t1 ≤ t2, we have
ℑ log ζ(1/2 + it2) ≥ ℑ log ζ(1/2 + it1)− (t2 − t1) log t2 +O(1).
Proof. Is is an easy consequence of Theorem 9.3 of Titchmarsh [9]: for ex-
ample, see Proposition 4.1 of [4] for details.
We will now define some averaging of ℑ log ζ around points of the critical
line. From the previous proposition, if ℑ log ζ is large at some point 1/2+ it0
of the critical line, then it remains large on some segment [1/2+it0, 1/2+i(t0+
δ)] which tends to also give a large value of an average of ℑ log ζ(1/2+ it) for
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t around t0. Our precise way of averaging is the following. We fix a function
ϕ satisfying the following properties: ϕ is real, nonnegative, even, dominated
by any negative power at infinity, and its Fourier transform is compactlly
supported, takes values in [0, 1], is even and equal to 1 at zero. The Fourier
transform is normalized as follows:
ϕ̂(λ) =
∫ ∞
−∞
ϕ(x)e−iλxdx.
For H > 0 we define an averaged version of ℑ log ζ as follows:
I(τ,H) :=
∫ ∞
−∞
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t)dt.
The following result holds:
Proposition 2.2. Let ε ∈ (0, 1/2). Then, there exist a,K > 1, depending
only on ϕ and ε, and satisfying the following property. For T > 100, τ ∈
[
√
T , T ], K < V < log T , H := KV −1 log T , the inequalities
ℑ log ζ(1/2 + iτ) ≥ V,
ℑ log ζ(1/2 + i(τ − erH−1)) ≥ −2V
for all integers r between 0 and log log T , together imply
I(τ + aH−1, H) ≥ (1− ε)V.
Similarly, the inequalities
ℑ log ζ(1/2 + iτ) ≤ −V,
ℑ log ζ(1/2 + i(τ + erH−1)) ≤ 2V
for all integers r between 0 and log log T , together imply
I(τ − aH−1, H) ≤ −(1 − ε)V.
Proof. First, we observe that H > 1 since K > 1 and V < log T . We deduce
that for all the values of s such that ℑ log ζ(1/2 + is) is explicitly written
in the proposition,
√
T − log T ≤ s ≤ T + log T : in particular s > 2 since
T > 100, and we can apply the previous proposition to compare these values
of ℑ log ζ .
If ℑ log ζ(1/2 + iτ) ≥ V , then for all t ≥ 0,
ℑ log ζ(1/2 + i(τ + tH−1)) ≥ V − tH−1 log(τ + tH−1) +O(1)
≥ V − tK−1V (log T )−1 log(τ + tH−1) +O(1).
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Since H > 1 and τ ≤ T ,
ℑ log ζ(1/2 + i(τ + tH−1)) ≥ V (1− tK−1(log T )−1 log(T + t)) +O(1).
We have
log(T + t) = log T + log(1 + t/T ) ≤ log T + log(1 + t),
and then, integrating against ϕ(t− a) from 0 to ∞,∫ ∞
0
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t− a)dt
≥ V
[∫ ∞
0
ϕ(t− a)dt−K−1
∫ ∞
0
tϕ(t− a)dt
]
+Oa,ϕ(1),
since
V K−1(log T )−1
∫ ∞
0
tϕ(t− a) log(1 + t)dt = Oa,ϕ(1),
because V K−1(log T )−1 < 1 and ϕ is integrable against t log(1 + t) (it is
rapidly decaying at infinity). We deduce, since V K−1 > 1 and thenOa,ϕ(1) =
Oa,ϕ(V K−1), and since the integral of ϕ on R is ϕ̂(0) = 1,∫ ∞
0
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t− a)dt ≥ V (1− oϕ,a→∞(1)−Oa,ϕ(K−1)).
If we take a large enough depending on ϕ and ε, and then K large enough
depending on ϕ, a and ε, we deduce∫ ∞
0
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t− a)dt ≥ V (1− ε/2).
Now, let us consider the same integral between −∞ and 0. For 0 ≤ r ≤
log log T integer and u ∈ [0, er − er−1] for r ≥ 1, u ∈ [0, 1] for r = 0,
ℑ log ζ(1/2+i(τ−(er−u)H−1))−ℑ log ζ(1/2+i(τ−erH−1)) ≥ −uH−1 log T,
and then
ℑ log ζ(1/2 + i(τ − (er − u)H−1)) ≥ −2V − uK−1V
Since u ≤ er, K > 1, and 1 + er − u ≥ er−1,
ℑ log ζ(1/2 + i(τ − (er − u)H−1)) ≥ −2V − e(1 + er − u)V,
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and then, for all t ∈ [−e⌊log log T ⌋, 0],
ℑ log ζ(1/2 + i(τ + tH−1)) ≥ −O(V (1 + |t|)).
If K is large enough depending on ϕ, this estimate remains true for t <
−e⌊log log T ⌋, since by Titchmarsh [9], Theorem 9.4, and by the fact that |t| ≥
elog log T−1 ≫ log T ,
|ℑ log ζ(1/2 + i(τ + tH−1))| ≪ log(2 + τ + |t|H−1)≪ log(T + |t|)
= log T + log(1 + |t|/T ) ≤ log T + |t|/T ≪ |t|,
whereas V > K > 1. Integrating against ϕ(t− a), we get∫ 0
−∞
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t− a)dt ≥ −O(IV ),
where
I =
∫ 0
−∞
(1 + |t|)ϕ(t− a)dt ≤
∫ −a
−∞
(1 + |s|)ϕ(s)ds −→
a→∞
0.
Hence, for a large enough depending on ε and ϕ,∫ 0
−∞
ℑ log ζ(1/2 + i(τ + tH−1))ϕ(t− a)dt ≥ −εV/2.
Adding this integral to the same integral on [0,∞), we deduce the first part
of the proposition. The second part is proven in the same way, up to minor
modifications which are left to the reader.
In the previous proposition, if we take τ random and uniformly distributed
in [0, T ], we deduce the following result:
Proposition 2.3. For ε ∈ (0, 1/2), K as in the previous proposition (depend-
ing on ε and ϕ), T > 100, K < V < log T , H = KV −1 log T , U uniformly
distributed on [0, 1],
P[|ℑ log ζ(1/2 + iUT )| ≥ V ] ≤ P[|I(UT,H)| ≥ (1− ε)V ]
+ (1 + log log T )P[|ℑ log ζ(1/2 + iUT )| ≥ 2V ] +Oε,ϕ(T−1/2).
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Proof. We have immediately, by taking τ = UT ,
P[|ℑ log ζ(1/2 + iUT )| ≥ V ] ≤ P[I(UT + aH−1, H) ≥ (1− ε)V ]
+ P[I(UT − aH−1, H) ≤ −(1− ε)V ]
+
⌊log log T ⌋∑
r=0
P[ℑ log ζ(1/2 + i(UT + erH−1)) ≥ 2V ]
+
⌊log log T ⌋∑
r=0
P[ℑ log ζ(1/2 + i(UT − erH−1)) ≤ −2V ]
+O(T−1/2),
the last term being used to discard the event UT ≤ √T . Now, for u ∈ R,
the symmetric difference between the uniform laws on [0, T ] and [uH−1, T +
uH−1] is dominated by a measure of total mass O(|u|H−1T−1). Hence, in
the previous expression, we can replace UT + uH−1 by UT in each event,
with the cost of an error term O(|u|H−1T−1) = O(|u|T−1). The values of |u|
which are involved are less than max(a, log T ), and there are O(log log T ) of
them. Hence, we get an error term O(T−1(a+log T ) log log T ) = Oε,ϕ(T−1/2)
since a depends only on ε and ϕ.
We can now iterate the proposition: applying it for V, 2V, 4V, .... After a
few manipulations, it gives the following:
Proposition 2.4. For ε ∈ (0, 1/2), K as in the previous proposition (depend-
ing on ε and ϕ), T > 100, K < V < log T , H = KV −1 log T , U uniformly
distributed on [0, 1],
P[|ℑ log ζ(1/2 + iUT )| ≥ V ]
≤
p−1∑
r=0
(1 + log log T )rP[|I(UT, 2−rH)| ≥ (1− ε)2rV ] +Oε,ϕ(T−1/3),
where p is the first integer such that 2pV ≥ log T .
Proof. We iterate the formula until the value of V reaches log T . The number
of steps is dominated by log log T − logK ≤ log log T . Each step gives an
error term of at most Oε,ϕ((1 + log log T )O(log log T )T−1/2). Hence, the total
error is Oε,ϕ(T−1/3). We deduce
P[|ℑ log ζ(1/2 + iUT )| ≥ V ] ≤
p−1∑
r=0
(1 + log log T )rP[|I(UT, 2−rH)| ≥ (1− ε)2rV ]
+ (1 + log log T )p P[|ℑ log ζ(1/2 + iUT )| ≥ 2pV ] +Oε,ϕ(T−1/3),
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Under the Riemann hypothesis, Theorem 14.13 of Titchmarsh [9] shows that
|ℑ log ζ(1/2 + iUT )| ≪ (log log T )−1 log T under the Riemann hypothesis.
Hence the probability that |ℑ log ζ | is larger than 2pV ≥ log T is equal to
zero if T is large enough, which can be assumed (for small T , we can absorb
everything in the error term).
3 Tail distribution of the averaged version of
ℑ log ζ and proof of the main theorem
The averaged version I(τ,H) of ℑ log ζ can be written in terms of sums
indexed by primes:
Proposition 3.1. Let us assume the Riemann hypothesis. There exists α >
0, depending only on the function ϕ, such that for all τ ∈ R, 0 < H <
α log(2 + |τ |),
I(τ,H) = ℑ
∑
p∈P
p−1/2−iτ ϕ̂(H−1 log p)+
1
2
ℑ
∑
p∈P
p−1−2iτ ϕ̂(2H−1 log p)+Oϕ(1),
P being the set of primes.
Proof. This result is an immediate consequence of Proposition 3.2 of [4],
which is itself deduced from Lemma 5 of Tsang [11].
We will now estimate the tail distribution of I(UT,H), where U is uni-
formly distributed on [0, 1], by using upper bounds of the moments of the
sums on primes involved in the previous proposition. We use Lemma 3 of
Soundararajan [8], which is presented as a standard mean value estimate by
the author (a similar result can be found in Lemma 3.3 of Tsang’s thesis
[10]), and which can be stated as follows:
Proposition 3.2. For T large enough and 2 ≤ x ≤ T , for k a natural
number such that xk ≤ T/ log T , and for any complex numbers a(p) indexed
by the primes, we have
∫ 2T
T
∣∣∣∣∣ ∑
p≤x,p∈P
a(p)
p1/2+it
∣∣∣∣∣
2k
dt≪ Tk!
( ∑
p≤x,p∈P
|a(p)|2
p
)k
.
From Propositions 3.1 and 3.2, we can deduce the following tail estimate:
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Proposition 3.3. For T large enough, ε ∈ (0, 1/10), K > 1 depending only
on ε and ϕ, 0 < V < log T , H = KV −1 log T , we have
P[|I(UT,H)| ≥ (1− ε)V ]≪ε,ϕ e−(1−3ε)V 2/ log log T + e−bε,ϕV log V + T−1/2,
where bε,ϕ > 0 depends only on ε and ϕ.
Proof. We can assume V ≥ 10√log log T and V , T larger than any given
quantity depending only on ε and ϕ: otherwise the upper bound is trivial.
In particular, if we choose α as in Proposition 3.1, it depends only on ϕ, and
then, for K > 1 depending only on ε and ϕ, we can assume V > 2K/α. From
this inequality, we deduce H < (α/2) logT , which gives H < α log(2 + UT )
with probability 1−O(T−1/2). Under this condition, Proposition 3.1 applies
to τ = UT , and we deduce:
I(UT,H) = ℑS1 + ℑS2 + ℑS3 +Oϕ(1),
where
S1 :=
∑
p∈P,p≤T 1/(V log logT )
p−1/2−iUT ϕ̂(H−1 log p),
S2 :=
∑
p∈P,p>T 1/(V log logT )
p−1/2−iUT ϕ̂(H−1 log p),
S3 :=
1
2
∑
p∈P
p−1−2iUT ϕ̂(2H−1 log p).
Since we can assume V large depending on ε and ϕ, we can suppose that the
term Oϕ(1) is smaller than εV/20:
|I(UT,H)| ≤ |S1|+ |S2|+ |S3|+ εV/20,
with probability 1−O(T−1/2). We deduce
P[|I(UT,H)| ≥ (1− ε)V ] ≤ P[|S1| ≥ (1− 1.1ε)V ]
+P[|S2| ≥ εV/100] + P[|S3| ≥ εV/100] +O(T−1/2).
We estimate the tail of these sums by applying Markov inequality to
their moment of order 2k, k being a suitably chosen integer. Since ϕ̂ is
compactly supported, all the sums have finitely many non-zero terms, and we
can apply, for T large, the lemma to all values of k up to≫ϕ log(T/ log T )/H ,
i.e. ≫ϕ V/K, and then ≫ε,ϕ V . For the sum S1, we can even go up to
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(V log log T )/2. For S2, we can take k = ⌊cε,ϕV ⌋, for a suitable cε,ϕ > 0
depending only on ε and ϕ. The moment of order 2k is
≪ k!
 ∑
T 1/(V log log T )<p≤eOϕ(H)
p−1
k ≤ kk(log log log T +Oε,ϕ(1))k
Hence,
P[|S2| ≥ εV/100] ≤ (εV/100)−2⌊cε,ϕV ⌋(cε,ϕV (log log log T +Oε,ϕ(1)))⌊cε,ϕV ⌋
Since we have assumed V ≥ 10√log log T , we have
(εV/100)−2cε,ϕV (log log log T +Oε,ϕ(1)) ≤ V −0.99
and
⌊cε,ϕV ⌋ ≥ 0.99 cε,ϕV,
for T large enough depending on ε and ϕ. Hence
P[|S2| ≥ εV/100] ≤ V −0.98cε,ϕV ,
which is acceptable. An exactly similar proof is available for S3, since we
even get a 2k-th moment bounded by k!(O(1))k.
For S1, the 2k-th moment is
≪ k!(log log T +Oε,ϕ(1))k
for k ≤ (V log log T )/2. Hence, the probability that |S1| ≥W := (1−1.1ε)V
is
≪ W−2kk!(log log T +Oε,ϕ(1))k
We appoximately optimize this expression in k. If V ≤ (log log T )2/2, we can
take k = ⌊W 2/ log log T ⌋ since this expression is smaller than V log log T/2.
Notice that since V ≥ 10√log log T and ε < 1/10, we have W ≥ 8√log log T
and k is strictly positive. The probability that |S1| ≥W is then
≪ [W−2(k/e)(log log T +Oε,ϕ(1))]k
√
k
The quantity inside the bracket is smaller than e−(1−(ε/100)) for T large enough
depending on ε and ϕ. Hence, in this case, the probability is
≤ e−(1−(ε/100))k
√
k ≪ε e−(1−(ε/50))k ≪ e−(1−(ε/50))(1−1.1ε)2V 2/ log log T .
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This is acceptable. If V > (log log T )2/2, we take k = ⌊V log log T/2⌋. We
again get a probability
≪ [W−2(k/e)(log log T +Oε,ϕ(1))]k
√
k.
Inside the bracket, the quantity is bounded, for T large enough depending
on ε and ϕ, by
W−2(V log log T/2e)(1.001 log log T ) ≤W−2V (log log T )2/5.4
= V −1(log log T )2(1− 1.1ε)−2/5.4 ≤ 2(1− 1.1ε)−2/5.4 ≤ 1/2
Hence, we get a probability
≪ 2−k
√
k ≪ e−k/2 ≪ e−V log log T/4 ≪ e−V log V/4,
the last inequality coming from the fact that V < log T by assumption. This
is again acceptable.
We then get the following bounds for the tail of ℑ log ζ , which easily imply
the main theorem by integrating against e2kV :
Proposition 3.4. For all ε ∈ (0, 1/10), V > 0,
P[|ℑ log ζ(1/2 + iUT )| ≥ V ]≪ε e(log log log T )3e−(1−ε)V 2/ log log T + e−cεV log V ,
where cε > 0 depends only on ε.
Proof. We fix a function ϕ satisfying the assumptions given at the beginning:
this function will be considered as universal, and then we will drop all the
dependences on ϕ in this proof. From Theorem 14.13 of Titchmarsh [9],
we can assume V ≪ (log log T )−1 log T and then V < log T for T large
(otherwise the probability is zero). We can then also assume T larger than
any given quantity depending only on ε (if T is small, V is small), and
V ≥ 10√log log T . Under these assumptions, we can suppose V > K ifK > 0
depends only on ε, which allows to apply Proposition 2.4. The error term
Oε(T−1/3) can be absorbed in Oε(e−cεV log V ) since V ≪ (log log T )−1 log T .
The sum in r is, by the previous proposition, dominated by
p−1∑
r=0
(1 + log log T )re−(1−3ε)(2
rV )2/ log log T +
p−1∑
r=0
(1 + log log T )re−bε(2
rV ) log(2rV )
+ T−1/2
p−1∑
r=0
(1 + log log T )r,
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where bε > 0 depends only on ε. We can assume V large, and then the
exponent in the last exponential decreases by at least bεV when r increases
by 1, and then by more than log(2(1 + log log T )) when T is large enough
depending on ε, since V ≥ 10√log log T . Hence, each term of the sum is less
than half the previous one and the sum is dominated by its first term. This
is absorbed in Oε(e−cεV log V ).
For the last sum, we observe that 2p−1V < log T by definition of p, and
then (since we can assume V > 1), p≪ log log T , which gives a term
≪ T−1/2(log log T )(1 + log log T )O(log log T ) ≪ T−1/3,
which can again be absorbed in Oε(e−cεV log V ) since we can assume V ≪
(log log T )−1 log T .
For the first sum, we separate the terms for r ≤ 10 log log log T , and for
r > 10 log log log T . For T large, the sum of the terms for r small is at most
⌊10 log log log T ⌋∑
r=0
(1 + log log T )re−(1−3ε)V
2/ log log T
≪ (1 + 10 log log log T )e10 log log log T log(1+log log T )e−(1−3ε)V 2/ log log T
≪ e(log log log T )3e−(1−3ε)V 2/ log log T
This term is acceptable after changing the value of ε. When r > 10 log log log T ,
we have (for T large, V ≥ 10√log log T and ε < 1/10)
(1− 3ε)(2rV )2/ log log T ≥ 22r = e20(log 2) log log log T ≥ (log log T )13.
The exponent is multiplied by 4 when r increases by 1, and then decreased by
more than 3(log log T )13, whereas the prefactor is multiplied by 1+ log log T .
Hence, the term r = ⌊10 log log log T ⌋+1 dominates the sum of all the terms
r > 10 log log log T , and its order of magnitude is acceptable.
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