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The Helly property and satisfiability of Boolean formulas defined on set families is satisfiable). Deciding whether a given set family S satisfies the Helly property can be done in polynomial time. We also overview several well-known examples of Helly families and discuss the consequences of our result to such set families and its relationship with the previous work on the satisfiability of signed formulas in multiple-valued logic.
Introduction
The satisfiability of Boolean formulas in conjunctive normal form (SAT problem) is a fundamental problem in theoretical computer science and discrete mathematics. SAT is not only important because D is a totally ordered set or a lattice (formulas defined on such signs are called regular signed CNF formulas). In our paper, we aim at a complete classification of membership formulas in conjunctive normal form covering arbitrary families of sets. This general viewpoint allows us to show that the criterion whether a class can be decided in polynomial time or is NP-complete is not related to a specific lattice structure but to a combinatorial property called the Helly property. For the polynomial cases we show that satisfiability can in fact be checked in linear time. We also show that the Helly property itself can be decided in polynomial time.
In Section 2 we give a precise definition of the problem. Section 3 states the main results of our paper, in particular, a dichotomy theorem for membership constraints. Section 4 presents an overview of known related results on total orders and lattices. The proof of the dichotomy theorem is split into several parts that cover the Sections 5-8. Finally, Section 9 presents several interesting cases of Helly families and 2-Sat membership constraints, well-known in combinatorics and graph theory, for which we obtain a polynomial-time algorithm.
Membership constraints
Let D be a finite set of cardinality at least 2, called a domain, and let V be a set of variables. For a nonempty family S of subsets of D, the sets of S are called signs. For a variable x ∈ V and a set S ∈ S, the expression x ∈ S is called a membership literal. A membership clause (or a signed clause) is a disjunction of membership literals and of the constant symbols and ⊥. A membership formula or a signed formula (formula for short) ϕ is a conjunction of membership clauses. A membership formula ϕ that uses only sets from S is referred to as an S-formula. A clause is called bijunctive if it contains at most two literals; a formula is called bijunctive if all its clauses have this property.
An interpretation is a mapping I: V → D assigning a domain element I(x) to each variable x ∈ V . An interpretation satisfies a literal x ∈ S, if I(x) ∈ S. It satisfies a clause if it satisfies at least one of its literals, and it satisfies a formula ϕ if it satisfies every clause of ϕ. A formula ϕ is D-satisfiable if it is satisfied by some interpretation over the domain D. In the following, |ϕ| stands for the number of occurrences of literals in ϕ and |S| for the number of sets in the family of sets S. V. Chepoi 
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size O(|ϕ| log |ϕ|) [9] , which leads to an algorithm of complexity O(|ϕ| log |ϕ|) to test the satisfiability of a regular Mem-2-Sat(S) formula ϕ in using the linear time algorithm of Aspvall et al. for 2-SAT [3] . Baaz and Fermüller [5] established that the Mem-2-Sat(S) problem for monosigned CNF formulas ϕ (S consisting of signs of the form {d}, d ∈ D) is polynomially solvable and Manyà [25] presented a O(|ϕ| · |D|) time algorithm for this problem. Using the binary resolution method, Beckert, Hähnle and
Manyà [11] showed that the problem Mem-2-Sat(S) is polynomially solvable if D is a lattice and S consists of regular signs ↑a and ↓a of D. More recently, Charatonik and Wrona [15] showed that this problem can be solved in quadratic time and in linear time in the size of the formula, if the lattice is fixed. For this, they used a reduction of a many-valued satisfiability problem on a lattice to a classical one. Extending the intractability result of [25] , Beckert et al. [11] showed that Mem-2-Sat(S) is NPcomplete (1) if the domain D is a modular lattice and S consists of complements of regular signs ↑a and ↓a of D or (2) if the domain D is a distributive lattice and S consists of regular signs of D and their complements. Notice that neither of the cited papers explicitly mentions the Helly property. The authors of [11] asked if in the case (1) the modularity of D can be replaced by distributivity. Our Theorem 1 easily shows that this is indeed the case: consider the distributive lattice D 3 of all subsets of the set {1, 2, 3} and let S be the family of sets consisting of the complements in D 3 of the sets ↓{{a}}(a ∈ {1, 2, 3}) and the complements of the sets ↑{{a, b}} (a, b ∈ {1, 2, 3}, a = b). Then it can be easily seen that S consists of pairwise intersecting sets which have an empty intersection (geometrically, each sign of S can be viewed as the union of two 2-faces of the 3-cube sharing a common edge). Hence S is not Helly and therefore the set family consisting of the complements of upper and down sets of D 3 is not Helly either. In Proposition 9 we present a few other results in the same vein.
Intractable cases
The case k ≥ 3. We show that Mem-k-Sat(S) is NP-complete if S = ∅. We encode 3-Sat as an instance of Mem-3-Sat(S). Let ϕ = C 1 ∧ · · · ∧ C k be a conjunction of clauses, where each clause is of the form l 1 ∨ l 2 ∨ l 3 and the literals l i are Boolean variables or their negations. Let T be a minimal subfamily of S satisfying T = ∅, and let T 0 and T 1 be disjoint non-empty subfamilies of T such that T 0 ∪ T 1 = T . Let f be a function mapping literals to membership constraints as follows:
, where |ϕ| is the number of literals in ϕ. It remains to show that ϕ is {0, 1}-satisfiable if and only if f (ϕ) is D-satisfiable. Let I be an interpretation satisfying ϕ, and for ε = 0, 1 let J be defined as J(x) = t ε if I(x) = ε, where t ε is some fixed element of T ε . Obviously I satisfies the literal l if and only if J satisfies the formula f (l). Therefore I satisfies ϕ if and only if J satisfies f (ϕ). Conversely, let J be an interpretation satisfying f (ϕ), i.e., J satisfies the formula f (l) for at least one literal l in every clause of ϕ. By the definition of f , we have J(x) ∈ T 0 if l = ¬x and J(x) ∈ T 1 if l = x, for a variable x. Note that the intersections T 0 and T 1 are disjoint. Let I be defined as I(x) = 0 in the first case and I(x) = 1 in the second. Then I obviously satisfies ϕ. The case k = 2. We show that Mem-2-Sat(S) is NP-complete if S is not a Helly family. Notice that S is not a Helly family if and only if there exists a subfamily T ⊆ S of cardinality at least 3 such that T = ∅ and
for all sets T ∈ T . Indeed, if S is not Helly, then it contains a subfamily T minimal with respect to set inclusion satisfying
Then removing any subset from T yields a family whose intersection is no longer empty, i.e., we have (T {T }) = ∅ for all sets T ∈ T .
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Obviously T must contain at least three elements. Notice that such a family T can be constructed in polynomial time, as we will show in Section 8.
An r-coloring of a graph G = (V , E) is a mapping c: V → C such that |C| = r and c(v) = c(w) whenever v and w are adjacent in G. The elements of the set C are called the available colors. The rcoloring problem r-Col asks whether a graph G admits an r-coloring. It is known to be NP-complete for any r ≥ 3. We present a reduction from r-Col (for a well-chosen r) to Mem-2-Sat(S) with a nonHelly family S. Let T ⊆ S be a family of r ≥ 3 sets such that T = ∅ and γ (T ) = ∅ for all T ∈ T .
We use T as the set of colors for coloring the graph G. Consider the following bijunctive S-formula
over the variables V and the sets of T . Then the following result holds. holds, which can be equivalently written as
There is a one-to-one correspondence between the inequalities of the formula ψ G,T and the literals of ϕ G,T . We show that c(x) = T holds for a coloring c of G if and only if x ∈ T evaluates to true in an appropriate interpretation I of ϕ G,T . This equivalence carries over to the whole formula.
Let c be an r-coloring of the graph G, i.e., c satisfies the formula ψ G,T . Define an interpretation I of ϕ G,T such that I(x) ∈ γ (c(x)) holds for every x ∈ V . Such an interpretation exists because the set γ (c(x)) is nonempty. Let c(x) = T be a satisfied literal in ψ G,T , i.e., c(x) = T for some T = T . By definition of I, we have I(x) ∈ γ (T ). But since the inclusion γ (T ) ⊆ T holds, we have I(x) ∈ T , which means that the literal x ∈ T in ϕ G,T that corresponds to c(x) = T in ψ evaluates to true in I.
Conversely, suppose that ϕ G,T is satisfied by an interpretation I. For a variable x, consider the literals x ∈ T in ϕ G,T that are satisfied by I. Denote by T x the family of all sets T participating in these literals. Each T x is a proper subfamily of T because T = ∅ but I(x) ∈ T x . Define c(x) = T for any set T ∈ T T x . Then clearly c(x) = T for any T ∈ T x , i.e., the map c satisfies all literals c(x) = T of ψ G,T that correspond to literals x ∈ T of ϕ G,T satisfied by the interpretation I. This shows that the formula ψ G,T is satisfied by the interpretation c, thus c is an r-coloring of G.
Binary resolution and the Helly property
is called the binary resolvent of the parent clauses C 1 and C 2 . If the binary resolvent contains two redundant literals, i.e., is of the form (x ∈ S 1 ) ∨ (x ∈ S 2 ) with S 1 ⊆ S 2 , then it is simplified to x ∈ S 2 . If C 1 or C 2 contains just one literal, we assume D 1 = ⊥ or D 2 = ⊥, respectively. A proof of a clause C from a formula ϕ is a sequence of clauses C 1 , . . . , C n such that C n = C and for each k, either C k is a clause of ϕ, or C k is a binary resolvent of C i and C j for i, j < k. A refutation of ϕ is a proof of ⊥ from ϕ.
The proof of the following result is standard and follows the same line as other soundness and completeness proofs for resolution in the literature. We adapt the proof from [11] to our situation. Proof. Soundness. We prove that a formula ϕ is unsatisfiable if it has a refutation. Let C 1 , . . . , C n−1 , C n = ⊥ be a refutation of ϕ. It suffices to show that binary resolution is a sound inference rule, i.e., that every interpretation satisfying two clauses C 1 and C 2 also satisfies their resolvent, or contrapositively, that the unsatisfiability of the resolvent implies the unsatisfiability of the conjunction of the parent V. Chepoi 
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clauses. By induction, the unsatisfiability of ⊥ implies the unsatisfiability of ϕ.
be clauses such that S 1 ∩ S 2 = ∅, and let I be an interpretation satisfying both of them. Note that I satisfies at most one of the literals x ∈ S 1 and x ∈ S 2 since S 1 and S 2 are disjoint. Therefore I satisfies either D 1 or D 2 , and therefore also the resolvent
Completeness. We prove that for a family S of sets with the Helly property, an S-formula ϕ has a refutation if it is unsatisfiable. Let e(ϕ) denote the number of excess literals of ϕ, i.e., the total number of literals in ϕ minus the number of clauses in ϕ. We show completeness by induction on e(ϕ). Base case: e(ϕ) = 0. All clauses in ϕ are unit clauses, since the number of literals equals the number of clauses. For a variable x, we denote by ϕ x the unit clauses involving x. The unsatisfiability of ϕ implies that for some x the intersection of all sets in ϕ x is empty. Since S is a Helly family, there must be two sets S 1 and S 2 in ϕ such that their intersection is empty. By resolving the corresponding literals we obtain a refutation of ϕ.
Induction step. Suppose that all unsatisfiable S-formulas with at most n excess literals possess refutations, and let ϕ be an unsatisfiable formula with n + 1 excess literals. At least one clause in ϕ, say C , contains two literals. Let C be the result of removing one literal, say L, from C , and let ϕ be the result of replacing C by C in ϕ, and let ϕ be the result of replacing C by L in ϕ. Both formulas ϕ and ϕ are unsatisfiable, since any interpretation satisfying ϕ or ϕ would also satisfy ϕ. Clearly e(ϕ ) and e(ϕ ) ≤ n, therefore, by the induction hypothesis, there exist refutations of ϕ and ϕ . Applying the resolution inferences in the refutation of ϕ to ϕ either produces ⊥ or a clause containing the single literal L. In the first case we are done, in the second case we append the refutation of ϕ .
Tractable case
In this section we prove that Mem-2-Sat(S) is in P when S is a Helly family (as we will show in Section 8, this is covered also by a tractability result obtained by Feder and Vardi [22] ), and we describe two algorithms for this purpose. The first algorithm is based on the resolution procedure described above. 
Proof.
To check whether an S-formula is satisfiable we compute all binary resolvents. By Proposition 4, the formula is unsatisfiable if and only if the empty clause can be derived. Each resolvent has at most two literals and consists of literals already present in the initial formula. Hence the total number of resolvents is quadratic in the number of literals in ϕ. In order to decide if two clauses binary resolvents, the total complexity of this algorithm is O(|ϕ|
The second algorithm is a modification of the linear algorithm of Aspvall et al. [3] for 2-Sat. Given a 2-CNF-formula ϕ over the variables V and the clauses C , this algorithm constructs a directed graph G(ϕ) with 2 |V | vertices v, ¬v and 2 |C| arcs ¬u → v and ¬v → u for each clause u ∨ v. The formula ϕ is satisfiable if and only if each pair of vertices u, ¬u belongs to different strongly connected components of the graph G(ϕ). The satisfying assignment for ϕ can be computed by traversing the strongly connected components of G(ϕ) in reverse topological order. Now, let S be a Helly family defined over a finite domain D and let ϕ be a bijunctive S-formula over the variables V . Let S(ϕ) denote the family of all sets of S occurring in the literals of ϕ. In order to capture the Helly property of S and the satisfiability of ϕ, we define the following directed graph G(ϕ).
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(1) For each literal x ∈ S, we add two vertices xSt and xSf to G(ϕ), interpreted respectively as ''x ∈ S is true'' and ''x ∈ S is false''. (2) For each clause (x ∈ S) ∨ (y ∈ S ) of ϕ, add the arcs xSf → yS t and yS f → xSt to G(ϕ). (3) For each pair of literals of ϕ of the form x ∈ S and x ∈ S , such that S ∩ S = ∅, we add the arcs xSt → xS f and xS t → xSf to G(ϕ).
As in the case of the 2-Sat problem, the graph G(ϕ) has the following duality property: G(ϕ) is isomorphic to the graph obtained by reversing all arcs and all nodes of G(ϕ). By this property, every strongly connected component H of G(ϕ) has a dual componentH induced by the complements of the vertices in H (two vertices u, v belong to the same strongly connected component if there exist directed paths from u to v and from v to u).
Suppose that ϕ is satisfied by an interpretation I. We say that the vertex xSt of G(ϕ) is satisfied by I if I(x) ∈ S; then xSf is said to be unsatisfied. Otherwise, if I(x) ∈ S, then we say that xSf is satisfied and xSt is unsatisfied. Notice that (a) exactly one of the vertices xSt and xSf is satisfied by I,
has u satisfied and v unsatisfied, or equivalently, no directed path leads from a satisfied vertex to an unsatisfied vertex.
Vice versa, if we partition all vertices of G(ϕ) into satisfied and unsatisfied vertices and this assignment obeys the conditions (a) and (b), then we can define an interpretation I of ϕ compatible with this assignment. Indeed, for each variable x, let S x denote the subfamily of S(ϕ) consisting of all S such that the vertex xSt is satisfied. We assert that a non-empty S x implies S x = ∅. In view of the Helly property, it suffices to show that the sets of S x pairwise intersect. Indeed, if S x contains two disjoint sets S, S , since xSt → xS f is an arc of G(ϕ) and the vertex xSt is satisfied, condition (a) implies that xS f must be satisfied as well, yielding that xS t is not satisfied. This contradicts the choice of S . Thus S x is indeed non-empty. Now define an interpretation I of ϕ by letting I(x) ∈ S x for all variables x with nonempty S x . We assert that the S-formula is satisfied by I. Pick an arbitrary clause (x ∈ S) ∨ (y ∈ S ) of ϕ. If S ∈ S x , then the first literal of this clause is satisfied, and we are done. Otherwise, if S ∈ S x then the vertex xSf is satisfied. Since xSf → yS t is an arc of G(ϕ), condition (b) yields that the vertex yS t must be satisfied, thus S ∈ S y establishing our assertion.
Proposition 6. Given a Helly family S on D, the bijunctive S-formula ϕ is satisfiable if and only if no vertex xSt is in the same strong component as its complement xSf . Deciding whether a bijunctive S-formula is satisfiable can be done in time O(|ϕ|·|S(ϕ)|·|D|). Computing a satisfying interpretation requires O(|ϕ|·|D|) extra time.
Proof. First, let ϕ have a satisfying interpretation I. By condition (a), exactly one of the vertices xSt and xSf is satisfied by I. Now if xSt and xSf belonged to the same strong component then we would obtain a directed path running from a satisfied vertex to an unsatisfied one, contrary to condition (b).
Conversely, suppose that all xSt and xSf belong to different strong components. We provide an algorithm ''à la'' Aspvall-Plass-Tarjan for finding a satisfying interpretation for ϕ. We traverse the strong components H of G(ϕ) in reverse topological order and perform the following operation: If H is already marked, do nothing. If H coincides with its dual componentH then stop and return ''ϕ is unsatisfiable''. Otherwise mark H as satisfied andH as unsatisfied. We can easily see that every component marked satisfied has only satisfied components as successors and every component marked unsatisfied has only unsatisfied components as predecessors. Thus the algorithm marks complementary components with complementary values and no directed path leads from a satisfied component to an unsatisfied one. Hence by assigning to each vertex of G(ϕ) the mark of its component, we obtain an assignment satisfying the conditions (a) and (b). From our discussion preceding this proposition we conclude that this assignment can be turned into a satisfying interpretation I for ϕ. 
Complexity of the meta-problem and the 2-mapping property
In this section we discuss the complexity of deciding for a given family S, whether the problem Mem-2-Sat(S) is in P or is NP-complete. According to Theorem 1 this is equivalent to recognizing if the set family S has the Helly property. We present two polynomial algorithms for this task following from two classical characterizations of Helly families given by Berge and Duchet [12, pp. 22-23] and [13] . 
Proposition 9. Given a set family S over a domain D, we can decide in O(|D|
4 + |D| 3
|S|) time whether

S is a Helly family.
Now, we present the second algorithm which has better complexity than the first one in the case when the size of D is significantly larger than the size of S. For this, we need a few notions from hypergraph theory.
For a set family S, an element d ∈ D dominates another element d ∈ D if for all S ∈ S, d ∈ S implies d ∈ S; in this case, the element d is called redundant. A family of sets S is called reduced if it does not contain redundant elements. According to the following lemma, we may assume in the sequel that the family of sets S is reduced.
Lemma 10. Let d and d be two distinct elements of D such that d dominates d . Let h be a homomorphism defined by setting h(d ) = d and h(x) = x for x = d . Then an S-formula ϕ is satisfiable if and only if the corresponding h(S)-formula h(ϕ) is satisfiable.
Proof. Note that h(S) ⊆ S for every set S ∈ S because d ∈ S implies d ∈ S. It suffices to show that single literals are equivalent with respect to satisfiability. Let I be an interpretation satisfying a literal x ∈ S. Since h is a homomorphism, I(x) ∈ S implies (h • I)(x) ∈ h(S). Conversely, let I be an interpretation satisfying a literal x ∈ h(S). Then I also satisfies x ∈ S because of h(S) ⊆ S.
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For a set family S on D, let S = {D S | S ∈ S}. The dual of S is a set family S * defined on the domain whose elements are the sets of S and, for each element d ∈ D, S * contains a set of the form
{S ∈ S | d ∈ S}. A set T ⊂ D is a transversal of S if it intersects all sets of S, i.e., T ∩ S = ∅ for all S ∈ S. The family of all minimal (by inclusion) transversals of S is denoted by Tr(S).
Then the second characterization of Helly families given by Berge and Duchet [12, 13] can be rephrased in the following way:
Proposition 11. A family S of non-empty subsets of D has the Helly property if and only if all minimal transversals of the set family S
For notational simplicity, we set n := |D| and m := |S|. Then S * and S * contain n sets each and are defined on the domain S of size m. The set family S * can be constructed in O(n · m) time by first transposing the incidence (0, 1)-matrix of S (in this way we define the dual family S * ) and then switching the 0 and the 1 values of the resulting matrix. Then we compute in O(m 2 · n) time the set E of all minimal transversals of size 2 of S * . Let G = (S, E) be the non-oriented simple graph defined by the set E. According to Proposition 11, S is a Helly family if and only if Tr(S * ) = E holds. The following result shows that instead of testing if Tr(S * ) = E it suffices to check if Tr(E) = S * .
Lemma 12. Tr(S * ) = E if and only if Tr(E) = S * .
Proof. The initial set-family S is a reduced family, thus the dual family S * and its complement S * are both clutters, i.e., they do not contain pairs of sets one included in the other. Therefore, by a well-known result of Edmonds and Fulkerson [21] , the equality Tr(Tr(S * )) = S * holds. If Tr(S * ) = E, then this equality implies that Tr(E) = S * . Conversely, let Tr(E) = S * . Since E is a clutter as well, applying the idempotent rule of Edmonds and Fulkerson to E, we conclude that E = Tr(Tr(E)) = Tr(S * ), yielding the required property Tr(S * ) = E.
Notice that Tr(E) consists of all minimal by inclusion subsets of vertices of the graph G meeting all edges of E (i.e., all minimal vertex covers of G).
The complements of minimal vertex covers are the maximal by inclusion stable sets of the graph G. Johnson, Yannakakis, and Papadimitriou [24] developed an algorithm which enumerate all maximal independent sets of a graph with m vertices with delay O(m 3 ) between two subsequent maximal independent sets. We run this algorithm on the graph G until it returns the first n + 1 = S * + 1 maximal independent sets of G (this can be done in Summarizing, we obtain the following algorithm for testing the Helly property of S. First, construct the dual family S * and its complement S * , and compute the set E of minimal transversals of size 2 of S * . Then, using the algorithm of Johnson et al. [24] , compute S * + 1 maximal independent sets of the graph G = (S, E). If the returned family of independent sets coincides with S * , then return the answer ''S is Helly'', otherwise return the answer ''S is not Helly''. We obtain the following result. of g(b 1 , b 2 , b 3 ), the couple (a, b) is a satisfying assignment for C . Thus we obtain the following observation.
Proposition 13. Given a set family S over a domain D, we can decide in O(|S|
S(a, b, c) (according to Proposition 8 this intersection is non-empty). In V. Chepoi et al. / European Journal of Combinatorics
( ) - addition, set g(a, a, b) = g(a, b, a) = g(b,
Proposition 14.
For Helly families S, Mem-2-Sat(S) satisfies the 2-mapping property.
Particular cases
Many instances of Helly families have been explored in the literature. An interested reader can find several examples in the book by Berge [12] on hypergraphs. We review here the consequences of our results on most important examples of Helly families. While our classification was stated for finite domains, the polynomial time algorithms carry over to set families over infinite domains provided that the set family is finitely presented and any finite intersection can be computed in polynomial time, as is the case for concepts in PAC-learning or for ranges in computational geometry. This allows us to present a unified treatment of several results obtained for particular domains.
Interval structures. A mapping
D is an interval structure on D in the sense of [26, 27] if
Denote by C J the family of all Jconvex sets of an interval structure. Given a set family S on D, for two elements u, v ∈ D, we write J S (u, v) = {S ∈ S | u, v ∈ S}. Then Gilmore's characterization of duals of Helly families (see [12, p. 31] ) can be rephrased in the following way.
Proposition 15 ([26,27]). S is a Helly family if and only if J S is an interval structure on D. If J is an interval structure on D then the collection C J S of all J-convex sets is a Helly family.
Let L = D; ∧, ∨ be a finite lattice with the induced partial order ≤ defined by a ≤ b if a∨b = b. As noticed in [32] , we obtain an interval structure on D by taking J(u, v) = {w ∈ D | u ∧v ≤ w ≤ u ∨w}.
From Proposition 15 we infer that the convex sets of L define a Helly family (see also [12, 32] ). This shows that Mem-2-Sat(S) is in P if S is a family of intervals or a family of convex sets of a lattice.
This observation extends an analogous result of Ansótegui and Manyà [1] about intervals in a totally ordered domain. Since for each element a ∈ D, the upper-set ↑a = {d ∈ D | d ≥ a} and the lower-set ↓a = {d ∈ D | d ≤ a} of a are convex (see for example [32, p. 6] ), from the previous remark we also derive the result of Beckert et al. [11] showing that S consisting of upper-and lower-sets of a lattice implies that the satisfiability of bijunctive clause sets is polynomial-time decidable.
Another example of an interval structure is obtained by taking a tree T = (D, E) and defining J(u, v) to be the set of all vertices on the unique path in T connecting u and v. The J-convex sets of T are exactly the sets T of all sub-trees of T . By Proposition 15, T is a Helly family [12] . Let T 
We call a domain D reduced if every equivalence class of ∼ is a singleton.
The main result of [27] establishes that H is a maximal Helly copair family if and only if J H is a median interval structure. Recall that an interval structure J:
The underlying graph G = (D, E) of a median interval structure defined by setting uv ∈ E whenever J(u, v) = {u, v} holds is called a median graph. Median structures have been investigated in several contexts ranging from universal algebra and geometry of spaces of non-positive curvature to discrete mathematics and satisfiability problems. We present here a brief account of the properties of median structures related to the subject of our paper. For more detailed information, the interested reader can consult the book [32] and the paper [6] . The survey [6] The aforementioned results establish an interesting link between the classical 2-Sat and our CoMem-2-Sat problem. Then D can be encoded as the median-stable subset of the 5-dimensional hypercube using the map ρ defined in the following way. More generally, convex sets in median metric spaces are gated as well. For other examples of gated sets see [6, 32] . It is shown in [20] that gated sets of a metric space enjoy the finite Helly property, that is, every finite family of gated sets that pairwise intersect has a nonempty intersection. [6] .
Balls
Cliques. As we noticed before, 2-Sat is defined by the Helly family {{0}, {1}} on the binary domain D = {0, 1}. More generally, [5, 25] establish that Mem-2-Sat(S) is always in P if S consists of oneelement subsets of a finite (or discrete) domain D, i.e., S = {{d} | d ∈ D} (monosigned CNF formulas). Notice that such S can be viewed as the family of cliques of the empty graph G = (D, ∅). Now, if instead of one-element subsets of D we take two-element subsets E , then we can easily see that E is a Helly family if and only if the graph G = (D, E ) is triangle-free. Again in this case, E is the family of cliques of G. This leads to the following general concept.
A clique-Helly graph is a graph G = (D, E) in which the collection C of cliques has the Helly property [29] . Every Helly family S on D leads to a clique-Helly graph G S = (D ∪ S, E): we draw an edge between any u, v ∈ D and we draw an edge between a set S ∈ S and an element u ∈ D if and only if u ∈ S. Then G S contains exactly |S| + 1 cliques. These are D and the cliques defined by each S ∈ S together with all elements belonging to S. Helly graphs constitute another example of clique-Helly graphs. In fact, Helly graphs are the dismantlable clique-Helly graphs [8] . A vertex x of G Summarizing the results of the previous subsections, we obtain the following consequences of Theorem 1 and Corollary 2. Notice that every subfamily of a Helly family still has the Helly property.
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Therefore, the larger the family S is, the more meaningful is the tractable problem Mem-2-Sat(S). Complexity of CoMem-2-Sat (S) for specific Helly families. In general, given a Helly family S, there is no reason to assume that the complement setS and, a fortiori, S ∪S remain Helly. In fact, for most families S with Mem-2-Sat(S) in P, the problem CoMem-2-Sat(S) is NP-complete. In order to illustrate this observation, we consider two specific examples from the list above.
Let us start with a lattice L = D; ∧, ∨ containing (at least) two incomparable elements a and b. Let ↑a and ↓a denote the complements of the upper-and lower-set with respect to D, respectively. Consider the family U of all upper-sets in L. The sets ↑a, ↑b, and ↑(a ∨ b) form a subfamily of U ∪ U which is not Helly: The pairwise intersections are non-empty, since a ∈ ↑a ∩ ↑(a ∨ b), b ∈ ↑b ∩ ↑(a ∨ b), and a ∨ b ∈ ↑a ∩ ↑b, but the intersection of all three sets is empty because ↑a ∩ ↑b = ↑(a ∨ b). By Corollary 2 we conclude that CoMem-2-Sat(U) is NP-complete. Now let A be an antichain (i.e., a set of pairwise incomparable elements) that is maximal in the following sense: (1) every other element in the domain is comparable to some element in A, and (2) every domain element greater than some element in A is in fact greater than at least two elements in A. Such a maximal set always exists if the lattice contains at least two incomparable elements. Consider the family of sets F = {↓e | e ∈ A} ∪ {↑(e ∨ e ) | e, e ∈ A, e = e }. It contains at least three sets because A has at least two elements. We have A {e} ⊆ ↓e, A ⊆ ↑(e ∨ e ), ∈ ↓e, and ⊥ ∈ ↑(e ∨ e ) for all e = e , where ⊥ and denote the bottom and top element, respectively. Hence the pairwise intersection of any two sets inF is non-empty. The intersection of all sets, however, is empty. Every domain element is either inferior or equal to some e ∈ A and therefore does not occur in ↓e, or it is greater than some e ∈ A and therefore does not occur in ↑(e ∨ e ) for some e ∈ A. HenceF is not a Helly family. By Theorem 1 we conclude that Mem-2-Sat(F ) and therefore also CoMem-2-Sat(F ) are NP-complete.
For a tree T = (D, E), consider the set T of all subtrees of T . We have seen that T is a Helly family. Suppose that T is not a path. Then it contains a vertex v of degree at least 3, say (v, x), (v, y) and (v, z) are in E. Hence the sets {x, y}, {x, z} and {z, y} form a subfamily ofT which is not Helly. Thereforē T cannot be Helly either. We conclude that Mem-2-Sat(T ) and CoMem-2-Sat(T ) are NP-complete.
These aforementioned observations are summarized in the following proposition. 
