For a spatial pattern of points interacting with a repulsive potential in a given finite region of the plane, Bayesian estimation of parametric interaction potential functions between individuals (the Soft-Core models) is proposed. The computations are performed by the use of MCMC (Markov Chain Monte Carlo) methods. We consider two prior distributions with the jumping distributions within Markov chain simulations. Simulated marginal posterior densities of model parameters are fitted to the generalized gamma distribution. We compare marginal posterior modes with the maximum likelihood estimates of the model parameters. The validity of our procedure is graphically demonstrated by the L-statistics. As illustrations, the application to several real data is presented.
Introduction
A spatial point pattern is a set of locations, irregularly distributed within a designated region and presumed to have been generated by some form of stochastic mechanism (Diggle (2003) ). Each point is considered as a particle, individual of animals or plants, and so on. During a few decades, the methods of statistical analysis for spatial point patterns have been developed. Modelling spatial point patterns for which interactions exist between individuals has been studied by some authors; see for example Matérn (1960) , Ripley (1977) , Tanemura (1981, 1984) . Spatial point patterns are generally classified into three types: completely random, clustered and regular . If we observe a point pattern where a certain repulsive force is acting among individuals, the pattern is called a regular type. In this paper, we are particularly interested in the regular point patterns.
We first assume that a given regular point pattern is in equilibrium under a certain repulsive interaction potential in a finite two-dimensional region. It is known that such an equilibrium point pattern is statistically characterized by the Gibbs distribution. The likelihood of parameters which characterize the interaction potential can be described by the Gibbs distribution for a given equilibrium point pattern. Bayesian inference may help us to estimate sensitively parameters of the interaction potentials. The essential characteristic of Bayesian methods is their explicit use of probability for quantifying uncertainty in inferences based on statistical data analysis (Gelman et al. (2004) ). Then because of the development of recent computational methodology, we can simulate the complex posterior distribution by using MCMC methods. In this paper, our main purpose is, for some real regular point patterns, to actually obtain posterior distributions for the parameters of interaction potentials through MCMC methods, to assess the convergence of simulation runs, and to perform the fitting of posteriors to some parametric functions. We here consider two types of prior distributions corresponding to the parameters of the potential models. Then we apply jumping (proposal) distributions with similar type as prior distribution in Markov chain simulations.
The layout of the paper is as follows. In Section 2, we give a likelihood of parameters for equilibrium point pattern. The Soft-Core potential models with two parameters and their approximate likelihood are introduced in Section 3. In Section 4, Bayesian inference for the Soft-Core models, Metropolis-Hastings algorithm and its convergence diagnostics are described. In order to apply our Bayesian procedure, real data are presented in Section 5. Results of the Bayesian analysis for these data are given in Section 6. There, we consider parametric fitting of the generalized gamma distribution with three parameters to marginal posterior densities of model parameters. To examine the validity of our results, we also compare graphically the L-statistics for observed data with the envelopes of simulated point patterns for the posterior mode of parameters. Finally, in Section 7, we discuss our Bayesian estimation procedure.
Likelihood for equilibrium point pattern
Let us consider a system consisting of N interacting particles (points) in equilibrium in a finite two-dimensional region V , typically a rectangle. We call the system an equilibrium point pattern. A typical point pattern is shown in Fig. 1 . For describing the system, let the Cartesian coordinates of the observed points be X = {x i = (x i , y i ) ∈ V, i = 1, 2, . . . , N}, and we consider a family of parameterized interaction potential functions {φ θ (r ij ); θ ∈ Θ}, defined in some parameter space Θ, where r ij is the mutual distance |x i −x j | between the particle centers x i and x j (Fig. 1) . We assume that the particle configuration is realized to make the total potential energy: is the normalizing factor , which is called the partition function in statistical mechanics (e.g., Ruelle (1977) The aim of the present paper is to obtain, through Bayesian procedure, the posterior distributions of the parameterized interaction potential functions φ θ (r ij ) from the observed point pattern X. Then the Gibbs distribution (2.2) is used as the likelihood L(φ θ ; X) of the potential φ θ (r ij ) which is a function of parameter θ. Since the normalizing factor (2.3) has the high multiplicity of integral, it is very difficult to obtain the exact form of the likelihood (2.2) as a function of parameters except for the case of the Poisson model , i.e. the case of φ θ (r) ≡ 0. For the Poisson model, we get the normalizing factor Z = |V | N from (2.3). Considering the Poisson model as the standard, we hereafter make use of the log-likelihood (ratio) function:
The Soft-Core models

The two-parameter Soft-Core models
We often observe the regular point patterns in the natural world. In such a point pattern, a certain spacing out among individuals happens. This spacing out might be due to the competitions among individuals for territories, foods and so on. It will be useful to describe these competitions by a repulsive interaction potential. We here have the assumptions of homogeneity and isotropy for data presented as N individuals in a finite two dimensional region V . In order to represent the range and the softness of the interactions, the so-called Soft-Core 
models:
are the most convenient. Here, θ has two components (α, σ). The parameter α represents the softness of the potential. The shape of potential function depends on the parameter α. As the special case, α → +0 corresponds to the Hard-Core (potential ) model (or, the rigid sphere model ) with diameter σ of the particle: if r ≤ σ, then φ (0,σ) (r) = ∞, else if r > σ, then φ (0,σ) (r) = 0.
The Hard-Core potential model is known as typical of the repulsive interaction potential models. On the other hand, the parameter σ represents the range of potential and we call σ the scale parameter . In particular, σ = 0 corresponds to the Poisson model. Comparison of Hard-Core and Soft-Core potential curves for σ = 1 is shown in Fig. 2. 
Approximate likelihood for the two-parameter Soft-Core models
In statistical physics, all thermodynamic quantities are derived from the value of normalizing factor (2.3) in principle. Computation of the normalizing factor is necessary to maximize the likelihood of parameters. However, in general, it is hard to obtain the explicit form of the normalizing factor as a function of θ because of a high multiplicity of the integral in (2.3). To avoid such a difficulty, Ogata and Tanemura (1981) have developed the approximate normalizing factor under the assumption that a spatial point pattern is sparse. Furthermore, Tanemura (1984, 1989) have devised the following Monte Carlo methods for the estimation of the normalizing factor for the case of point patterns with higher density. We here define the number density by ρ = N/V , assuming that the number of particles N and the volume of the region V are not too small. Since the crampedness of a point pattern is related to the scale parameter σ, we here introduce a parameter τ :
which is called the reduced density. In thermodynamics, it is known that the compressibility factor ψ(τ ) = P (τ )V /N − 1 (P (τ )V /N = ψ(τ ) + 1 is the equation of state, where P (τ ) is the pressure) measures the deviation from the ideal gas. It is also known that ψ(τ ) is represented as a function of τ for the potential models with the scaling property described in Subsection 3.1, and that the normalizing factor is given by ψ(τ ) in the form Tanemura (1984, 1989) ):
To obtain the useful approximated log-likelihood, Tanemura (1984, 1989) performed the Monte Carlo experiments to estimate the compressibility factor ψ(τ ) by generating a great number of equilibrium point patterns for various values of τ and n. For the Soft-Core models, the function ψ(τ ) is estimated as follows:ψ Tanemura (1984, 1989) obtained the compressibility factor (sample means)ψ(τ k ) for τ k = 0.05k, k = 1, 2, . . . , 15 and for n = 4, 6, 8, 12, 16 and 24 together with the standard deviationsŝ k,n of the time series. We regard the log-normalizing factor ln Z of (2.4) as a function of (α, τ ), and consider ψ(τ )/τ instead of ψ(τ ). To estimate the function ψ(τ )/τ in two parameter space (α, τ ), Ogata and Tanemura (1989) fitted the 2-dimensional cubic spline function to the Monte Carlo simulated data
is defined as follows:
where {B i (r); i = 1, 2, 3, 4} is the B-spline basis on [0, 1], C represents the coefficients {c m+i,n+j }, and m and n are respectively specified by the range of (α, τ ), that is, r α = 3(α − m/3), (m = −3, −2, . . . , 6) and r τ = 4(τ − n/4), (n = −3, −2, . . . , 7). Then Ogata and Tanemura (1989) considered a linear regression model:
where ς 2 is a parameter to be minimized. The coefficient matrix C = {c ij } is obtained as to maximize the penalized log-likelihood Q(C, w) for total number IJ = 7 × 16 of simulated data set (α i , τ j ):
where the values of (w 1 , w 2 ) are weights and (Ψ 1 , Ψ 2 ) are roughness penalties. Thus we can use the log-likelihood function for the Soft-Core models: (3.9) where n = 2/α and the log-likelihood function is effective within the region 0 < τ ≤ 0.75 and 0 < α ≤ 0.5 (i.e. 4 ≤ n < ∞). Since h(α, τ |Ĉ) in (3.5) corresponds to ψ(t)/t in (3.3), the integral form of h(α, τ |Ĉ) appears in the second term of (3.9). The estimated coefficient matrixĈ is given in Table 2 of Ogata and Tanemura (1989) under the values of (w 1 , w 2 ) = (4.42×10 −6 , 5.53×10 −3 ) (Ogata and Katsura (1988) ).
Performing Bayesian inference
Bayesian inference for the statistical model is as follows. Prior information about the interested parameter θ is quantified as a density p(θ). The likelihood function for θ can be represented as L(θ; X) given the observed data X. From the Bayes theorem, a product of the prior density p(θ) and the likelihood function L(θ; X) results the posterior density of θ:
where the right hand side is the unnormalized posterior density. Any inference about θ is then based on the posterior density p(θ | X) after observing the data X. Then, the Bayesian inference about our Soft-Core potential models with two parameters θ = (α, σ) is described as follows.
Prior densities
We specify a prior density p(θ) as
where p(α) and p(σ) are respectively the prior densities of α and σ. Now we consider two types of densities for the parameters of the Soft-Core models:
(i) Uniform prior densities: (ii) Truncated normal prior densities:
where TN [ξ,η) (· | µ, s 2 ) is a truncated normal distribution which is a normal distribution with mean µ and variance s 2 defined on the truncated interval [ξ, η). We take here the truncated interval [0, ∞) because the parameters α and σ take only non-negative values. Hereafter, we will abbreviate "truncated normal" to "normal" for simplicity unless otherwise stated. In two cases, parameters α and σ are initially assumed to be respectively independent.
Posterior densities
For each of the above two types of prior specifications, the joint posterior density of α and σ, given X is obtained as
where L(α, σ; X) is the likelihood of parameters (α, σ) for spatial point pattern (the approximate log-likelihood (3.9) is used). And the marginal posterior densities of α and σ are respectively given by
So we can estimate the two marginal posterior densities p(α | X) and p(σ | X).
The Metropolis-Hastings algorithm for Bayesian inference
Our purpose is to obtain Bayesian inference about the Soft-Core potential models with two parameters. The Metropolis-Hastings algorithm (Hastings (1970) ) generates a general family of Markov chain Monte Carlo (MCMC) simulation methods. We note a Metropolis method (Metropolis et al. (1953) , Gelman et al. (2004) ) is known as a particular type of Metropolis-Hastings algorithm. For the time t = 0, 1, 2, . . ., the Metropolis-Hastings algorithm produces a sequence of random points (θ 0 , θ 1 , θ 2 , . . .) whose distributions converge to the desired target posterior density p(θ | X), given the observed data X. As we shall see later, a candidate point θ * is generated from an asymmetric transition function, given the current point θ t−1 . The Metropolis-Hastings algorithm proceeds as follows:
(i) Draw a starting point θ 0 from a starting density (prior density) p(θ).
(ii) For the iteration time t = 1, 2, . .
., T (T is the stopping time):
(a) Sample a proposal (known as a new candidate) point θ * from a jumping density (or proposal density) J t (θ * | θ t−1 ) at time t, given the current point θ t−1 .
(b) Compute the ratio w:
Instead of calculating w itself, we compute its logarithm ln(w): if we make use of the log-likelihood function (3.9) and the relation (4.1), it is easier to compute ln(
than to compute w. Note that if the jumping density is symmetric (for the Metropolis algorithm), namely 4.10) . In this ratio, the normalizing factor (2.3) of L(θ; X) is not cancelled, although the normalizing constant of posterior cancels out. It means that the values of L(θ * ; X) and L(θ t−1 ; X) each are necessary to compute w. Therefore, in our paper, it is essential to use the explicit form of the approximated log-likelihood (normalizing factor) of (3.9).
Jumping densities
For Markov chain simulations, to draw a candidate point θ * given the current point θ t−1 of the chain, we assume the following independent jumping density J t (θ * | θ t−1 ):
For prior(i), we adopt the two jumping densities J t (α * | α t−1 ) and J t (σ * | σ t−1 ) as uniform, centered on the current point and with the interval length of 2δ α and 2δ σ , respectively:
The values of δ should be adjusted for the optimal proportion of acceptable jumps. So, δ α and δ σ are called the adjusting parameters for the jumping of α and σ, respectively. And for the prior (ii), we specify two jumping densities as truncated normal (we call it "normal" as noted before), whose mean and variance are the current point and δ 2 , respectively:
where δ 2 α and δ 2 σ are the adjusting parameters for the jumping of α and σ, respectively. We must make a careful choice of the values of the two parameters δ α and δ σ so that each transition keeps moving in the parameter space Θ, and the transitions are not rejected too frequently in Markov chains; we carried out simulation experiments to have the rate of acceptance of candidate point θ * around 0.40 ∼ 0.44 within Metropolis-Hastings steps (Gelman et al. (2004) ) in the examples later.
Assessment of convergence
There are two approaches for MCMC: single long run (Geyer (1992) ) and multiple short runs (Gelman and Rubin (1992) ). In the present paper, the approach of single long run is adopted. After we have run the long time iterative simulation in the above Metropolis-Hastings algorithm, it often appears unclear when the convergence had been reached. Running one long time iterative simulation will have the chance of getting posterior modes (Geyer (1992) ). Then we investigated when we have to terminate the simulation. To estimate the stopping time T of our single long run, we computed the diagnostics quantityR, defined below, in the approach of Gelman and Rubin (1992) (see Gelman et al. (2004) , Cowles and Carlin (1996) ). Gelman and Rubin'sR is one of the quantities in the MCMC convergence diagnostics. In particular, since it is easy for computer programming, it is useful for users as a convergence diagnostics. Gelman and Rubin supposed that if several sequences for each scalar estimand of interest are run independently with starting points drawn from an overdispersed distribution (either from rough estimates or from a more elaborate approximate distribution) then a comparison of calculating the between-and within-sequence variances will reveal whether the sequences converge or not. Gelman and Rubin's method can be stated as follows.
(i) Simulate independently the prescribed k(≥ 2) parallel sequences whose number of iteration is l * + l each, with starting points dispersed throughout parameter space. We discard the first l * iterations as a "burn-in". We label the simulation draws as θ ij (i = 1, . . . , l; j = 1, . . . , k) for the scalar estimand θ of interest. (ii) Compute the between-and within-sequence variances, B and W , for simulated k parallel sequences:
Note that B/l is the variance between the means from k parallel sequences, and W is the mean of the k within-sequence variances. (iii) Calculate the potential scale reduction factorR: (4.16) to estimate the factor by which the variance of the estimand of interest might be reduced by continuing simulation. If the value ofR is near 1 for all scalar estimands of interest, then just collect k × l simulations from the second parts of all the sequences. And we can regard the k × l simulations as samples from the posterior distribution. The values ofR below 1.1 are acceptable in practice. As an estimate of stopping time, we take T = (k × l) + T * for our single long run approach. Here T * (≡ l * ) is the initial burn-in time.
Real data
Preliminary analysis
As the illustrative examples, we applied our method to four observed data, namely charged steel balls (Ogata and Tanemura (1989) ), two blue cones in a macaque retina (Shapiro et al. (1985) ), and nesting pattern of the Gray Gulls (Howell et al. (1974) ), which are illustrated in Figs. 3, 4(a)-(b) and 5, respectively. Configurations of these data all show regular point pattern. Intuitively speaking, the degree of regularity of the first three data seems to be higher than the data of Gray Gulls. To categorize the type of distribution of our point patterns as a preliminary analysis, we obtained the following two indices of clumping; the Morisita's index I δ based on quadrat counts (Morisita (1959) ) and the Hopkins-Skellam index A based on nearest-neighbor distance measures (Hopkins and Skellam (1954) ). The Morisita's index I δ is given by
where c i is the number of individuals in the ith quadrat and q is the number of contiguous quadrats which divide the rectangular region V . In the special case when the spatial point pattern is a homogeneous Poisson point process, I δ is equal to 1. And if the point pattern is a clustered type, I δ is greater than 1, else if the point pattern is a regular type, I δ is less than 1. On the other hand, the Hopkins-Skellam index A is given by
where r 1j is the distance between randomly sampled point and its nearest individual, r 2j is the distance between a randomly chosen individual and its nearest individual in the rectangular V , and where M is the total number of samples. When the point pattern is considered as a Poisson pattern, A is equal to 1. If the point pattern is a clustered type, or a regular type, then A is greater than 1, or less than 1, respectively. Table 1 gives the values of the Morisita's index I δ and the Hopkins-Skellam index A for all data. In the first column of Table 1 , I δ (i × i) represents the value of (5.1) for q = i × i grid of quadrats, χ 2 0 = I δ (N − 1) + q − N represents χ 2 test statistic with (q − 1) degrees of freedom for the Poisson null hypothesis and Pr{X ≤ χ 2 0(q−1) } is the probability below the χ 2 0(q−1) point. The values of Pr{X ≤ χ 2 0(q−1) } are calculated by using the software Mathematica. Each χ 2 statistic obtained for suitably large q leads to the rejection of the null hypothesis of the Poisson model in the two-sided test for the significance level 0.05/2 for all data sets. In the last row of Table 1 , the values of A are the mean of independent 1000 trial values of A in the case of M = 1000 in (5.2), and Φ 0 represents test statistic for the Poisson model based on the distance methods, where Φ 0 = 2{A/(1+A)−1/2} √ 2N + 1 approximately obeys a standard normal distribution for not too small N . We have used a periodic boundary condition, that is to say, the region (rectangle) V is regarded as a torus, in calculating the 
Hopkins-Skellam index A (Ripley (1977 (Ripley ( , 1981 ). From Table 1 , the null hypothesis of Poisson model is rejected in cases of both quadrat methods and distance methods. All data sets appear to be regular from the values of test statistics.
Charged steel balls
The mapped data of charged steel balls (abbreviated to Balls) is shown in Fig. 3 , and it was obtained by the following way (Ogata and Tanemura (1989) ). Many steel balls of diameter 0.5 mm were put in a transparent plastic box. When the box was shaken violently by hand, all particles charged up with electricity and are supposed to form a regular point pattern. The values of the Morisita's index I δ and the Hopkins-Skellam index A, in Table 1 , indicate clearly that this data is classified as a regular point pattern. The interaction between particles may not be described simply by the Coulomb repulsive force, because of the existence of the wall of the plastic box, which is also charged with electricity. So it will be useful and interesting to estimate a repulsive Soft-Core interaction potential between steel balls by our procedure.
Blue cones in a macaque retina
Figures 4(a)-(b) exhibit the two spatial point patterns of blue cones in a macaque retina (abbreviated to P6T13 and M6T10, respectively). The retina of the primates consists of two photoreceptors of rod and cone cells. The cones of the retina in primates are classified into three types: blue-sensitive, green-sensitive and red-sensitive. The two data sets, P6T13 and M6T10, were collected from different areas of the retina at about the same distance, 13 degrees, from the fovea (the center of the retina). The data in Figs. 4(a)-(b) were read from the photomicrographs in Shapiro et al. (1985) (see Ogata and Tanemura (1989) ). Therefore the scale of length in the data does not represent that of real objects. The blue cones (blue-sensitive) represent a comparatively small fraction of the total cone population, and their configuration forms a regular point pattern of loosely packed cones among other cone types. From the values of two indices of clumping, I δ and A, in Table 1 , both P6T13 and M6T10 are classified as regular point patterns. So the blue cones are considered to distribute evenly in the fovea to work for photoreceptors, and it will be interesting to analyze the pattern of blue cones by our procedure. Figure 5 shows a nesting pattern of the Gray Gulls, Larus modestus (abbreviated to Gulls), near the Pacific coast of South America. It is reported that the habitat of these gulls has no plants and is rather uniform in this region V . In Ogata and Tanemura (1989) , the data were analyzed, and a small reduced density was obtained. In our preliminary analysis, I δ and A were obtained in Table 1 , too. The values of the Morisita's index I δ and Hopkins-Skellam index A indicate that this data is interpreted as a regular type in short range. Because this data shows a different character from other three data in long range, it will be interesting to analyze it by our procedure.
Nesting pattern of the Gray Gulls
Results for the real data
Performing MCMC experiments
To perform Bayesian estimation of the Soft-Core potential models for each of our data, we considered two types of prior density (with jumping density) as described in Section 4: (i) uniform prior densities (with uniform jumping (ii) 1 .0020
(ii) 1 .0014
(ii) 1 .0028
(ii) 1 .0001 densities) and (ii) normal prior densities (with normal jumping densities). Since the log-likelihood in (3.9) is effective in the range 0 < α ≤ 0.5 and 0 < τ ≤ 0.75 as stated in Subsection 3.2, and since σ is related to τ through (3.2), we can set the values of hyperparameters (a, b, c, d ) in (4.3)-(4.4) for the type (i) prior densities. These values are given in Table 2 for all data sets. For the type (ii) priors, the hyperparameters of normal densities are specified as follows. In (4.5)-(4.6), their means (µ α , µ σ ) are chosen as the center of the range of each parameter, and their standard deviations (s α , s σ ) for α and σ are respectively chosen, through trial and error, as the values of half of the mean (see Table 2 ). These normal priors are supposed to cover the above effective range. Then to specify jumping densities for both types (i) and (ii) of prior, their adjusting parameters are chosen such that Markov chain simulation should have the acceptance rate around 0.40 ∼ 0.44 of the Metropolis-Hastings steps as described in Subsection 4.4. For the type (ii) normal jumping densities, the method to generate random values from a truncated normal distribution TN [0,∞) (· | θ t−1 , δ 2 θ ) proceeds as follows. Given the current point θ t−1 , sample a proposal point θ * from a normal density N(θ t−1 , δ 2 θ ) recurrently until θ * is sampled in the range [0, ∞). Table 3 shows the values of the optimal adjusting parameters (δ α , δ σ ) in (4.12)-(4.13) of the uniform jumping densities for the type (i) prior, and (δ 2 α , δ 2 σ ) in (4.14)-(4.15) of the normal jumping densities for the type (ii) prior. Then we performed a single long run simulation of 26000 steps in the Metropolis-Hastings algorithm for three data sets (Balls, P6T13, M6T10), and of 60000 steps for Gulls data. These simulations were performed for (i) uniform and (ii) normal priors, respectively, and the periodic boundary condition was used for calculating the total potential energy in (3.9). The above choice of the number of steps will be examined later.
MCMC convergence
To assess the convergence and the stopping time T of the Metropolis-Hastings algorithm, we used the diagnostics quantity (potential scale reduction factor)R of Gelman and Rubin's method as described in Subsection 4.5. To estimate T and T * (≡ l * ) for single long run, we performed k = 5 independent simulations whose number of iterations is l * + l steps each (l * : the length of the sequence discarded as burn-in (the first part); l: the length of the sequence after burn-in (the second part)) for all data sets Balls, P6T13, M6T10 and Gulls. For each data set, we calculated the potential scale reduction factorR in (4.16) for α and σ separately by varying the values of l * and l. Then, as the suitable set of values (l * , l), we evaluated (l * , l) = (1000, 5000) for (Balls, P6T13, M6T10), and (l * , l) = (10000, 10000) for Gulls under the condition thatR is well below 1.1 for both parameters α and σ. Thus, we estimated T * (= l * ) = 1000 and T = (5 × 5000) + T * = 26000 for (Balls, P6T13, M6T10), and T * = 10000 and T = (5 × 10000) + T * = 60000 for Gulls. Then, we performed the MCMC simulation of the stopping time T for each data. To check the convergence, we divided the single long runs (second part of 26000 steps for three data sets (Balls, P6T13, M6T10) and of 60000 steps for Gulls, respectively) into five sequences of equal length, and calculated the potential scale reduction factorR for α and σ separately. Table 4 shows the values of R for respective parameters in the cases of these single long runs for all data sets. We see that the values ofR here are well below 1.1 for all cases. This indicates that our single long runs are sufficient for sampling from the target posterior density. Therefore, for these single long runs, we have used 25000 samples for three data sets (Balls, P6T13, M6T10), and 50000 samples for Gulls as samples from the joint posterior densities p(α, σ | X). Figures 10(a)-(d) show scatter plots of 25000 or 50000 draws from the joint posterior densities p(α, τ | X)(τ = ρσ 2 ) for all data sets under the type (ii) prior, and Table 5 gives the values of the correlation coefficient between α and τ . We see from Table 5 that, for the type (i) prior, the correlation between α and τ is relatively high for three data sets (Balls, P6T13, M6T10), but it is extremely high for Gulls. For the type (ii) prior, the correlation becomes small for Gulls, whereas it does not change much for other data. This point is worthwhile for further research and will be briefly remarked in Section 7.
6.3. Parametric fitting of the generalized gamma distribution to the marginal posterior densities We fitted the simulated marginal posterior densities p(α | X) and p(σ | X) in (4.8)-(4.9) for parameter α and σ, respectively, to the generalized gamma distribution with three parameters λ, ω and ζ: Setting the parameter λ = 1 gives the ordinary gamma distribution. The reason for our choice of the generalized gamma distribution is that it can represent, by adjusting parameters, a wide range of distribution with single mode and with the range (0, ∞) of its variable. Then we consider parametric fitting of the generalized gamma distribution to our simulated marginal posterior densities. The class intervals, the number of classes and the 95% quantiles of the observed histograms of respective parameters for all data sets are given in Table 6 . Then we obtained numerically the estimates (λ,ω,ζ) by using the quasi-Newton method for all data sets. Table 7 summarizes the results. In the table, chi-square goodness-of-fit statistics together with skewness and kurtosis are also given. Figures 11(a) -(h) illustrate the simulated and the estimated marginal posteriors of respective parameters for all data sets under the type (i) prior. We see here that the generalized gamma distribution fits sufficiently well with the simulated marginal posterior density in every case. Table 7 . Estimates (λ,ω,ζ) of the generalized gamma distribution (6.1) fitted to the simulated marginal posterior densities for all data sets under both types (i) and (ii) of prior. In the fifth column, χ 2 represents the chi-square goodness-of-fit statistics between the simulated posterior and its generalized gamma fit, χ 2 0.05 is the critical value of probability 5% and ν is the degrees of freedom. In the last column, 'Skew.' and 'Kurt.' stand for skewness and kurtosis, respectively. Table 8 gives simulated marginal posterior summary statistics for the model parameters under both types (i) and (ii) of prior for all data sets. For finding posterior modes of respective parameters, Newton's method was applied to the fitted generalized gamma distributions. Marginal posterior quantiles were computed using numerical integration of the fitted densities. Since all simulated marginal posteriors of respective parameters are unimodal and not highly skewed, the 95% highest posterior density intervals include the posterior mode and the mean. In the last column of the table, the maximum likelihood estimates (α,σ) are also given. We calculated the values of (α,σ) from the log-likelihood in (3.9) by using the quasi-Newton method. For calculating the total potential energy in (3.9), we used again the periodic boundary condition. In the table, the estimates of Ogata and Tanemura (1989) are also given. Table 8 . Posterior modes, means and the 95% highest posterior density intervals (95% HPD intervals) for the model parameters under both types (i) and (ii) of prior. The values of the reduced density τ are calculated by (3.2). In the last column, the maximum likelihood estimates (MLE ) are also given; values in the parentheses are MLE together with standard errors (s.e.) of Ogata and Tanemura (1989 From Table 8 , we see that the marginal posterior modes of each parameter are respectively close to their maximum likelihood estimates under the type (i) uniform prior for three data sets (Balls, P6T13, M6T10). It is because, for these three data, the marginal posteriors under the uniform prior are proportional to the likelihood. Then under the type (ii) normal prior, the results of marginal posterior mode of the parameters tend to be smaller than those for the type (i) prior for three data. Marginal posterior densities which were fitted to the generalized gamma distribution of α and σ for three data Balls, M6T10 and Gulls under both types (i) and (ii) of prior are given in Figs. 12(a)-(f) .
Posterior inference
On the other hand, for the Gulls data set, the results of σ under both types (i) and (ii) of prior are similar, but the results are different for parameter α. Although the marginal posterior density of σ for the type (i) prior shows the slightly larger peak than that for the type (ii) prior, they are both said to be similar (see Fig. 12(f) ). On the contrary, for the parameter α, the marginal posterior shows a quite different spread between type (i) and (ii) priors, as indicated in Fig. 12(e) . In order to investigate this difference, we performed our Bayesian estimation procedure by using the simulated equilibrium point patterns which were generated by MCMC of the Soft-Core models for the cases of τ = 0.05, α = 0.2, 0.3, 0.4 (N = 500, V = √ 500 × √ 500). These values of parameters τ and α were selected, as true values, so that they are near to the maximum likelihood estimate (MLE) of corresponding parameters for Gulls data. Especially, the true values of α, namely α = 0.2, 0.3 and 0.4 were chosen due to a rather big standard error (s.e. = 0.22) of the MLE (α = 0.29) (see Table 8 ). The joint posterior densities of (α, τ ) were computed, for each of type (i) and (ii) priors, from the equilibrium point patterns simulated under the set of these parameter values. As a result, the marginal posterior density of α did not show a big difference between type (i) and (ii) priors for all set of the true parameter values. This result suggests that the different spread between marginal posteriors of α from type (i) and from type (ii) priors in Gulls case should be attributed to the characteristic of the Gulls data set itself. We will discuss this point further in Section 7.
Diagnostic posterior predictive analysis
To examine the model evaluation for two types of prior (i) and (ii) and to check whether our results of Bayesian estimation of two parameter Soft-Core models were reasonable or not, we computed the L-statistics of the observed data and of the simulated data (equilibrium point patterns) predicted from the marginal posterior densities of the parameters. The L-statistics is known as the second-order diagnostic characteristic of the spatial point patterns (Ripley (1977 (Ripley ( , 1979 (Ripley ( , 1981 , Besag (1977) , Diggle (2003) ). Then, we compared plot of L-statistics for the observed data with its envelopes of 99 simulated data which were generated by using the values of the posterior mode of the parameters α and σ given in Table 8 . Plots of observed L with its simulated envelopes for every data under the type (i) prior are given in Figs. 13(a)-(d) . From Fig. 13 , we find that every data show inhibitory property and that the L-statistics for observed data are not deviated from the range of upper and lower envelopes of 99 simulated data for all data sets. The results of the plots for all data sets under the type (ii) prior were similar to the case of the type (i). It seems that the L-statistics is not sensitive to two priors (i) and (ii). These results indicate that the reasonability of our Bayesian estimation of the two parameter Soft-Core models for spatial point patterns.
Discussions
In this paper, we have considered Bayesian estimation of the two parameter Soft-Core models by using MCMC methods for regular point patterns, and we have shown our results of Metropolis-Hastings iterative simulations for four data sets. For this purpose, we have applied two types of prior densities of the parameters. Then reasonable results described before were obtained, and our Bayesian procedure was proved to be applicable to a wide class of regular point patterns.
In order to investigate the sensitivity of prior and jumping densities, we performed our Bayesian procedure under the uniform priors with (truncated) normal jumpings and the (truncated) normal priors with uniform jumpings by crossing the combination of prior and jumping densities. Then marginal posterior distributions, modes, means and convergence of respective parameters were similar to the results of the case of the previous combinations of prior and jumping density except for the Gulls data set. Therefore, we consider the Gulls data set only may be sensitive to prior and jumping densities.
Moreover, our Bayesian procedure by using the simulated data (equilibrium point patterns) which were generated from MCMC of the Soft-Core models for the cases of α = 0.2, 0.3, 0.4, τ = 0.05, 0.1, 0.3, 0.5 were also carried out. As a result, for all cases, marginal posterior distributions of respective parameters were quite close under the four kinds of combinations of prior and jumping density including the sparse point patterns whose reduced density is near to that of Gulls data (τ = 0.05). Thus, it is considered that the difference of marginal posterior of α between two priors in Gulls data would be due not to the sparseness but to the characteristic of the data set itself, as stated in Subsection 6.4.
Data analysis of the spatial point patterns for Balls, P6T13, M6T10, and Gulls are briefly summarized as follows. First of all, regarding the Balls data, the posterior mode values of σ and α are about 0.11 and 0.36, respectively (see Table 8 ). It means that the estimated interaction range of charged steel ball is about 1.1 mm and that the estimated softness of the Soft-Core potential is about n = 5.6. These results can be considered to be reasonable as a consequence of complex interactions between steel balls under the existence of charged wall. Next, about blue cones in a macaque retina, P6T13 and M6T10, from Table 8 , we find that the values of posterior mode of the parameters α, σ and τ are similar in both P6T13 and M6T10; since the two data sets were respectively sampled from near areas in the center of the retina, the above results are quite natural. These results indicate the blue cones regularly distribute in the fovea in order the photoreceptors work efficiently. It will be interesting to analyze a pattern of other type of cones or a pattern of cones in other primates. Finally, for the pattern of Gulls, the nests of gulls result in a certain spacing out one another because of territoriality of gulls. From Table 8 , the posterior mode of σ, that is, the mean interval of neighboring nests is about 2.2 meters. Since the body size of a Gray Gull is a few tens of centimeters, their territory is not crowded with one another. This agrees with our result that the reduced density of the nesting pattern of Gulls is rather small.
In our Bayesian estimation, it was essential to use the approximated loglikelihood for the Soft-Core models given in (3.9). In our future work, we will consider the extension of the effective range of the approximated log-likelihood. Then we are planning to prepare a further paper of investigations of our Bayesian procedure based on simulated equilibrium point patterns and a wider class of regular point patterns. Various prior densities of the parameters will be also considered.
