Global weighted L p estimates are obtained for the gradient of solutions to nonlinear elliptic Dirichlet boundary value problems over a bounded nonsmooth domain. Morrey and Hölder regularity of solutions are also established, as a consequence. These results generalize various existing estimates for nonlinear equations. The nonlinearities are of at most linear growth and assumed to have a uniform small mean oscillation. The boundary of the domain, on the other hand, may exhibit roughness but assumed to be sufficiently flat in the sense of Reifenberg. Our approach uses maximal function estimates and Vitali covering lemma, and also known regularity results of solutions to nonlinear homogeneous equations.
Introduction
In this paper we study solutions to nonlinear boundary value problems of the form div a(∇u, x) = div f in Ω,
o n ∂Ω, (1.1) where the "nonlinearity" a(ξ, x) : R n × R n → R n is measurable in x for all ξ ∈ R n and continuous in ξ for almost all x. We assume that f is a given vector valued function at least in L 2 (Ω, R n ) and Ω ⊂ R n is a bounded domain with nonsmooth boundary. We will specify the nature of the boundary shortly.
The main goal of this work is to obtain global weighted L p estimates for the gradient of solutions to (1.1) that will hold for all p > 2. Regularity results in Morrey and Hölder spaces will also be established as a consequence of these weighted estimates.
To be specific, for any p > 2 we give conditions on the nonlinearity a(ξ, x), on the domain Ω and on the weight w such that for a solution u of (1.1)
Solutions to (1.1) are understood in the standard weak sense, i.e., u ∈ W 
(1.5)
Hereafter we assume that (1.3) and (1.4) are satisfied. For our purpose we also assume that a(ξ, x) is uniformly Lipschitz continuous in ξ and satisfies, for some positive constant c 2 ,
∇ ξ a(ξ, x) c 2 .
(1.6)
We emphasize that our intention is to obtain global weighted L p estimates for gradients of solutions to (1.1) with f in the same weighted L p space, that holds for all p > 2. The stated structural assumptions on the nonlinearity a(ξ, x), however, are not enough to accomplish this. In the linear case when a(ξ, x) = A(x)ξ , and A(x) an n × n matrix function, for example, one cannot expect such strong estimates to hold for general discontinuous uniformly elliptic A (x) . See the counterexample in [19] . In the standard L p theory for linear equations over smooth domains, requiring coefficients to have small mean oscillations in the x-variable is found to be sufficient. One would expect to require the same in the nonlinear case. To make this precise we define, as in [3] , a function that measures the oscillation of a(ξ, ·) over measurable sets. For each measurable set D ⊂ R n we let β = β(a, is the integral average of a(ξ, ·) over D. In the linear case, we see that
β(a, D)(x)
A(x) −Ā D for almost every x ∈ R n . Thus one may then think of β(a, D) as a natural extension of the function that measures oscillations to the nonlinear setting. Below B ρ (y) refers to a ball centered at y with radius ρ. The nonlinear version of the definition of small mean oscillation condition is given below.
(1.8)
The (δ, R)-BMO condition which appeared in [3, 4] is also called a small BMO condition and has been used in various work as an appropriate substitute for the Sarason VMO (vanishing mean oscillation [27] ) condition (see, e.g., [3, 4, 11, 14, 20, 28, 30] ).
Notation.
Throughout the paper A δ,R denotes the set of vector functions a(ξ, x) that satisfies inequalities (1.3), (1.4), (1.6), and (1.8).
Another obstacle in obtaining global integrability results is the roughness of the boundary of the ground domain. Even for smooth coefficients, global integrability of gradients of solutions to (1.1) over domains with bad boundary may not be true. The counterexample given in [15] comes to mind. For π/2 < θ 0 < π , consider the nonconvex domain in R 2 given in polar coordinates by Ω θ 0 = {(r, θ): (1.9) where u(r, θ) = r λ cos(λθ ) is a harmonic function. Then for f = ∇[−r 2 u(r, θ)], we see that v vanishes on ∂Ω θ 0 and solves the nonhomogeneous linear equation
From (1.9) we see that ∇ v = ∇u + f, and |f| Cr λ+1 for all (r, θ) ∈ Ω θ 0 . As a result, for r close to 0, |∇ v| ≈ |∇u| = λr λ−1 . It follows then that, on the one hand, for any p > 4 we can find a θ 0 such that
It is also true, on the other hand, that for any p there exists θ 0 sufficiently close to
Observe that the choices of θ 0 determine whether the boundary of the domain at the origin is sufficiently flat, as it indeed is for the latter choice.
The above example suggests that we need to impose some kind of flatness assumption on the boundary of the domain in order to obtain a global integrability result. Essentially, at each boundary point and every scale, we require the boundary of the domain to be between two hyperplanes separated by a distance that depends on the scale. The following defines the relevant geometry precisely. Definition 1.2. We say that Ω is a (δ, R)-Reifenberg flat domain if for every x ∈ ∂Ω and every r ∈ (0, R], there exists a system of coordinates {y 1 , y 2 , . . . , y n }, which may depend on r and x, so that x = 0 in this coordinate system and that
Reifenberg flat domains appear naturally in the theory of minimal surfaces and free boundary problems. They first appeared in a paper of E. Reifenberg (see [26] ) in the context of a Plateau problem. Reifenberg flat domains can be very rough. They include Lipschitz domains with sufficiently small Lipschitz constants (see [29] ) and even some domains with fractal boundaries. We refer to [12,16-18, 26,29] for further discussion on Reifenberg flat domains.
The remark given below will be used later in the paper. It follows from the geometry and definition of Reifenberg flat domains. 
Notation.
Here and in what follows we adopt the notation Ω r = B r ∩ Ω and 
Main results and applications

Main results
To
then ∇u can be realized as the second order Riesz transform of the vector field f:
Here R i , i = 1, . . . ,n, is the i-th Riesz transform. Thus Theorem 2.1 can be viewed as a nonlinear version (on irregular domains) of the celebrated weighted norm inequalities for singular integrals (see [13, 6] 
Again the constants C and δ depend only on c 0 , c 1 , c 2 , n, p, θ, R, and Ω.
Some remarks are now in order. In the unweighted and linear case where w ≡ 1 and a(ξ, x) =
A(x)ξ with a uniformly elliptic matrix A(x), the regularity estimate in Theorem 2.1 was obtained in [7] for VMO coefficients A ij in C 1,1 domains, and later extended in [2] for C 1 domains. The same result was also obtained in [4] under the weak hypothesis that the coefficients A ij have small BMO seminorms and the ground domain Ω is sufficiently flat in the Reifenberg sense. For general nonlinearities a(·,·) that belong to the class A δ,R with sufficiently small δ > 0, the global unweighted estimate has been obtained recently in [3] also on sufficiently flat domains. We follow the argument used in [3] to establish the weighted estimate. To our knowledge the estimates obtained in Theorems 2.1 and 2.2 are new and generalize the L p estimate in [3] .
Other applications
The Morrey space estimate obtained in Theorem 2.2 together with the Sobolev-Morrey Embedding Theorem (see, e.g., [9, Theorem 7.19] ) can be applied to yield the following global Hölder regularity of solutions. The significance of the Hölder regularity result is when p n, since by Sobolev embedding W 
The constants C and δ depend only on c 0 , c 1 , c 2 , n, p, θ, R, and Ω.
We should mention that local Hölder regularity of solutions with the same exponent as in the corollary is obtained in [25] for linear equations with VMO coefficients. In contrast Corollary 2.3 gives a global Hölder regularity for solutions to nonlinear equations over a rough domain.
To discuss another regularity result that also follows from Theorem 2.2, we make the following
is the Green function associated to the Laplacian in a ball B containing Ω, and G( f χ Ω ) is the Green potential of f χ Ω defined by
From standard estimates for the gradient of G (see, e.g., [32] ) and by a result in [1] on embedding properties of Riesz potentials we find that 
Here we deduce that the implication (2.1) is still valid globally for all 2θ θ+2 < γ < θ n.
To mention yet another application, we notice that for quasilinear elliptic operators of p-Laplacian type
with VMO coefficients A = A(x), a weighted estimate similar to that of Theorem 2.1 is obtained in [24] on C 1 domains. The result obtained in [24] was then applied in [23] Finally we would like to comment that the proof of the weighted estimate in this paper is different from that of [24] . The approach in [24] relies on a local version of Fefferman-Stein sharp maximal functions and C 1,α regularity of homogeneous equations. In this paper we rather follow the ideas implemented in [3, 4] to overcome the difficulty arising from the nonlinearity a and the complexity of Reifenberg flat domains. Specifically, we make use of weak compactness, W 1,∞ regularity of reference homogeneous equations, the Vitali covering lemma, and the Hardy-Littlewood maximal function.
Preliminaries
Invariance
We start by collecting some useful facts concerning the class of nonlinearities A δ,R . The first observation is that A δ,R is closed under normalization in the first variable ξ , that is, if a ∈ A δ,R then so
for all λ 1. In addition, we see that for λ 1 and
where f λ = f/λ, and a λ is as defined in (3.1). That is, (1.1) is invariant under normalization. The class A δ,R is also scaling and translation invariant in the second variable x in sense that if a ∈ A δ,R , then
belongs to A δ,R/τ for any τ > 0 and x 0 ∈ R n . This follows from the easily verified identity:
We will drop the index x 0 and simply write Ω τ whenever it is clear from the context. The following lemma states that (1.1) is invariant under scaling and translation as well.
The proof of this lemma and the other statements stated in this subsection can be found in [3] .
Weights
The weights considered in this paper belong to the Muckenhoupt class A s for some 1 < s < ∞ as defined at the beginning of Section 2. We would like to mention one particular weight that will be used in this paper. Let
Then w is an A s weight if and only if −n < a < n(s − 1). More A s weights can also be constructed by applying the following lemma. 
For a function f that is defined only on Ω,
Lemma 3.6. (See Muckenhoupt [22] .) Let w be an A s weight for some 
and moreover,
where C > 0 is a constant depending only on θ , Λ, and s.
The results stated in this subsection and their proof can be found in [10, Chapter 9].
Technical lemma
One of the ingredients in the proof of the weighted estimate is the following technical lemma whose proof is a consequence of Lebesgue Differentiation Theorem and the standard Vitali covering lemma. In the unweighted case various versions of this lemma have been obtained (see, e.g., [31, 4] ). A very similar lemma was also obtained in [5] based on the Calderón-Zygmund decomposition. We give a proof to the weighted version that is similar to the one given in [4] with obvious modifications to fit our setting. 
w(D).
Proof. We first observe that for almost all x ∈ C , the function 
The family of balls {B ρ x (x)} for almost all x ∈ C covers C . By Vitali's covering lemma there exists a
such that the balls B ρ i (x i ) are mutually disjoint and
Thus it follows from (3.7) and Lemma 3.3 that
Next we claim that Since Ω is a (δ, R)-Reifenberg flat domain, there exists a coordinate system with z = 0 such that
It follows then that
Therefore after some calculations and noting that δ < 1/4,
This gives (3.9) and hence by Lemma 3.3 we obtain inequality (3.8). We are now ready to finish the proof of the lemma. From (3.8) we have 
where the last inequality follows from equality (3.6) and the second hypothesis. This completes the proof of the lemma. 2
Weighted local interior and boundary estimates
In this section we obtain certain weighted local interior and boundary estimates for weak solutions u of div a(∇u, x) = div f in Ω,
These are good λ type estimates and will be used in the proof of Theorem 2.1. They are motivated by and obtained from the unweighted local interior and boundary estimates that are established in [3] .
Review of unweighted estimates
We review first the local interior and boundary estimates established in [3] . To make our exposition relatively complete, we sketch the proof of the interior estimate. A similar local boundary estimate will be stated later. 
for some universal constant C > 0.
The link between the solutions of the reference and the main equations is established in the following comparison estimate which says that any solution of (4.1) can be made arbitrarily close to a solution of (4.4) whenever the nonlinearity a has a uniform small mean oscillation. 
And then we estimate the last term using (4.5) and Poincaré's inequality as follows:
as we may assume that 0 < < 1.
We now apply Remark 4.4 and Lemma 4.3 to obtain an L 2 approximation of the gradient of the solution to (4.1) by a gradient of a solution to (4.4). 
In view of the above inequalities we set κ = √ (7/6) n and normalize a to a κ as in (3.1). We now recall that u κ = u/κ solves the equation
with f κ = f/κ . As discussed in Section 3, a κ satisfies all the hypotheses of Lemma 4.5. Applying Lemma 4.5 we deduce that for any η > 0, there exist a small δ = δ(η) > 0 and a weak solution
which are indeed true by (4.6) and (4.2) for this choice of δ.
(4.8)
Finally set λ = κΛ to obtain the estimate
for some universal constant C > 0. The first inequality follows from (4.8), whereas the second follows from the weak-type (1, 1) inequality for maximal functions (see, e.g., [10, Theorem 2.1.6]). Now we select a small η > 0, thereby δ = δ(η) > 0, so that C η 2 |B 1 | to complete the proof of the lemma. 2
We will state the following boundary estimate whose proof follows a similar procedure as above but with a careful analysis to deal with the roughness of the boundary of Ω. We would like to emphasize that Lemmas 4.2, 4.3, 4.5 and their boundary counterparts are nontrivial results obtained in [3] . 
Remark 4.7. In the above two lemmas, if the statements are true for some δ 0 > 0, then they are true for all other 0 < δ < δ 0 .
Weighted estimates
Next we will use properties of A s weights to give weighted versions of the local interior and boundary estimates reviewed in the previous subsection. We begin with the following translated and scaled versions. Finally, using the A ∞ characterization of w (Lemma 3.4), we get from (4.11) that , and let y 0 ∈ ∂Ω ∩ B 8r (y). We note that
(4.14)
The assumption that Ω is a (δ, R)-Reifenberg flat domain, y 0 ∈ ∂Ω, and Remark 1.3 imply that for M < R to be determined there exists a coordinate system {z 1 , z 2 , . . . , z n } in which
where we have used the fact δ = . We now choose M large enough so that z 0 ∈ B ρ (0). M = 432r will do, since δ < 1/8, |ẑ| 8r + δM, and |z 0 | 9r + δM in this coordinate system.
In summary, for the choice M = 432r and up to a change of coordinate system we have 
Proof. Given > 0, we take δ as in Theorem 4.10. We now prove this corollary by induction. The case k = 1 follows from Theorem 4.10 and the technical lemma, Lemma 3.8. Indeed, let
Then from assumption (4. Suppose now that the conclusion is true for some k > 1. Normalizing u to u λ = u/λ and f λ = f/λ, we see that
which holds for all i = 1, . . . , L. Here we have used the fact that λ > 1. Now by induction assumption it follows that
Rewriting the right-hand side we obtain
(4.17)
Finally, applying the case k = 1 to the last term in (4.17) we conclude that The first term in the right-hand side can be rewritten to obtain . (5.6) On the other hand, in view of (5.4) and estimate (1.5) we find that 
