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Abstract
Intermittent power sources such as wind and solar are increasingly penetrating electrical grids,
mainly motivated by global warming concerns and government policies. These intermittent and
non-dispatchable sources of power affect the operation and control of the power system because
of the uncertainties associated with their output power. Depending on the penetration level of
intermittent sources of power, the electric grid may experience considerable changes in power
flows and synchronizing torques associated with system stability, because of the variability of
the power injections, among several other factors. Thus, adequate and efficient techniques are
required to properly analyze the system stability under such uncertainties.
A variety of methods are available in the literature to perform power flow, transient, and volt-
age stability analyses considering uncertainties associated with electrical parameters. Some of
these methods are computationally inefficient and require assumptions regarding the probability
density functions (pdfs) of the uncertain variables that may be unrealistic in some cases. Thus,
this thesis proposes computationally efficient Affine Arithmetic (AA)-based approaches for volt-
age and transient stability assessment of power systems, considering uncertainties associated
with power injections due to intermittent sources of power. In the proposed AA-based methods,
the estimation of the output power of the intermittent sources and their associated uncertainty are
modeled as intervals, without any need for assumptions regarding pdfs. This is a more desirable
characteristic when dealing with intermittent sources of power, since the pdfs of the output power
depends on the planning horizon and prediction method, among several other factors. The pro-
posed AA-based approaches take into account the correlations among variables, thus avoiding
error explosions attributed to other self-validated techniques such as Interval Arithmetic (IA).
The AA-based voltage stability method proposed in the thesis, computes the hull of PV
curves associated with the assumed uncertainties, and is tested using two study cases, first, a
5-bus test system is used to illustrate the proposed technique in detail, and thereafter a 2383-bus
test system to demonstrate its practical application. The results are compared with those obtained
using conventional Monte Carlo Simulations (MCS) to verify the accuracy and computational
burden of the proposed AA-based method, and also with respect to a previously proposed tech-
nique to estimate parameter sensitivities in voltage stability assessment. On the other hand, the
proposed AA-based transient stability assessment method solves the set of Differential-Algebraic
iii
Equations (DAEs) in affine form, using a trapezoidal integration approach which leads to the hull
of the dynamic response of the system for large disturbances on the system. This approach is
tested using a Single Machine Infinite Bus (SMIB) test system with simplified models, and a
two-area test system with variable input powers from synchronous generators, and wind tur-
bines based on Doubly Fed Induction Generators (DFIGs). In all study cases, MCS is used for
comparison purposes.
The results obtained using the proposed AA-based methods for voltage and transient stability
assessment depict a reasonably good accuracy at significantly lower computational costs when
compared to those obtained using simulation based techniques. These AA-based methods can be
used by system operators to efficiently estimate the system dynamic response and PV curves as-
sociated with the input-power uncertainties, and thus devise countermeasures in case of insecure
operation.
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ωr DFIG Reference rotor speed (p.u.)
xix
ωs Synchronous speed (p.u.)
pD Controllable parameters such as AVR set points (p.u.)
p̂D Affine form of pD (p.u.)
pPF Specified active and reactive powers, as well as terminal generator voltage set points (p.u.)
p̂PF Affine forms of pPF (p.u.)
PX f Probability density function of the variable X f
rr Rotor resistance (p.u.)
rs Stator reactance (p.u.)
tc Fault clearing time (s)
t′do Open-circuit transient time constant in direct axis (s)
t′′do Open-circuit sub-transient time constant in direct axis (s)
Tec Time constant of static excitation controls (s)
t f Final simulation time for time domain simulations (s)
t f ault Instant of fault (s)
Tp Pitch control time constant (s)
t′qo Open-circuit transient time constant in quadrature axis (s)
t′′qo Open-circuit sub-transient time constant in quadrature axis (s)
Tr Power control time constant (s)
Vp Magnitude of the voltage used as a parameter (p.u.)
V2 Magnitude of the infinite-bus voltage (p.u.)
xx
Vre f Reference Voltage(p.u.)
Xd Direct axis reactance of synchronous generators (p.u.)
X′d Direc axis transient reactance of synchronous generators (p.u.)
X′′d Direct axis sub-transient reactance of synchronous generators (p.u.)
Xq Quadrature axis reactance of synchronous generators (p.u.).
X′q Quadrature axis transient reactance of synchronous generators (p.u.)
X′′q Quadrature axis sub-transient reactance of synchronous generators (p.u.)
xm Magnetizing reactance (p.u.)
xr Rotor reactance (p.u.)
xs Stator reactance (p.u.)
XT Transformer reactance (p.u.)
X12 Transmission line reactance (p.u.)
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Ê
′
d,q Synchronous generator transient internal voltages associated with field and rotor-core in-
duced windings in affine form (p.u.)
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εB Noise symbols associated with affine form ûB
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Chapter 1
Introduction
1.1 Research Motivation
Renewable energy sources are increasingly penetrating electrical grids because of global warm-
ing concerns, volatility of fuel prices and their effect on conventional generation cost, and gov-
ernmental financial incentives, such as the Green Energy Act in Ontario, Canada [1]. Large-scale
renewable energy projects are being developed in several countries aimed at harnessing the po-
tential of renewable energy sources and reducing CO2 emissions according to established goals.
For instance, the Ontario Power Authority (OPA) is planning the long-term supply mix, shown in
Figure 1.1, which eliminates coal as a generation source, and increases wind, solar and bioenergy
generation sources.
Globally, wind power is one of the fastest growing renewable energy sources; this is mainly
motivated by improved wind turbine technologies and the short capital investment recovery pe-
riod [2]. However, wind, as well as, solar generation exhibits intermittency of their output power,
which imposes a huge challenge to power system planning, operation, and control due to the ad-
ditional uncertainties involved [2–5]. In an attempt to predict the output power associated with
these intermittent sources, solar and wind power forecast tools are used by system operators and
planners [6–8]. However, the accuracy of these tools, particularly for wind power, depends on
factors such as the quality of the prediction model, the level of the predicted power, the predic-
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Figure 1.1: Long-term energy supply for Ontario in 2030 [9].
tion horizon, and spatial distribution of wind farms. Consequently, different prediction tools can
lead to different expected productions and different probability density functions (pdfs) to model
the uncertainty of the prediction error [6–8]. Similarly, the accuracy of solar power forecast
methods are affected by factors such as the prediction horizon and the environmental conditions,
among others. For these reasons, uncertainties associated with the power prediction are better
expressed in terms of intervals instead of point estimates [6]. For instance, Figure 1.2 illustrates
a 12 hours ahead aggregated wind power forecast corresponding to Alberta Electric System Op-
erator (AESO); these forecasted values are based on near real-time meteorological data, and are
given in terms of maximum, minimum and most likely values.
In order to maintain the power balance at any time instant, conventional power plants are
normally used to cope with renewable power production uncertainties. As a result, conventional
unit commitment and dispatch of generators are reformulated to account for these uncertainties
by means of enough power reserve provisions [2], [4]. In this case, conventional generator
outputs are adjusted up and down to compensate for the variability of intermittent energy sources.
An alternative solution is the use of energy storage technologies which can smooth the output of
intermittent energy sources [11]; however, technical and economical factors are a limitation for
energy storage deployment, specially at transmission system levels.
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Depending on the penetration level of intermittent sources of power, the electricity grid may
experience considerable and uncertain changes in power flows. These changes may lead to limit
violations that affect system security [2]. Moreover, the location of renewable resources, which
may be far from the main load centers, also affects the system limits, since these generation may
have to be transported over long distances, leading to system congestion that have a direct impact
on system stability margins [2, 3, 12, 13].
Besides the changing synchronizing forces that the system experiences due to the uncertain
power flow variations associated with intermittent sources of power, the effective system inertia
changes when a large amount of variable speed wind turbines and solar power is connected,
which may affect the system transient stability. This change in the effective inertia will affect
the angular acceleration of the synchronous generators when a disturbance occurs [13]. Also,
the rate of frequency decay can be accelerated for generator trip events if proper controls are
not implemented. Adequate analysis tools are thus required to properly analyze power system
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stability when subjected to penetration of intermittent sources of power.
A variety of methods are available in the literature to perform power flow, transient, and
voltage stability analyses considering uncertainties associated with electrical parameters [14–83].
Most of these methodologies are better suited for reliability and planning studies where detailed
probabilistic methods are used; moreover, some of them require a high volume of computations,
as in sampling based methods. A different approach based on Affine Arithmetic (AA), which
does not rely on detailed probabilistic or sampling methods is proposed in [14] for power flow
assessment considering uncertainties associated with the operating conditions. This approach is
able to compute bounds of bus voltage magnitudes, angles and line flows when the generator
output powers and load power levels are assumed to vary within established intervals. Therefore,
the application of this technique to stability analysis is studied here in detail.
1.2 Literature Review
In this section, previously proposed techniques and tools aimed at assessing power flow, voltage
stability and transient stability considering uncertainties are briefly discussed, highlighting their
main advantages and disadvantages.
1.2.1 Stochastic Power Flow Analysis
Stochastic power flow assessment based on Monte Carlo Simulations (MCS) are reported in
[15–17]. Although these methods allow simulating stochastic events with any level of complex-
ity, they impose a large computational burden. Some analytical techniques are reported in the
literature seeking to reduce the computational time associated with MCS [18–22]. These tech-
niques use properties and theorems of probability to compute the pdfs of the desired variables
based on the pdfs of the input data. Some simplifications such as linearization of the power flow
equations and assuming a normal distribution for the stochastic variables are reported in [18].
Linearization of the power flow equations introduces errors in the pdf calculations; thus, consid-
erable effort has been put into improving the accuracy of analytical approaches. For instance,
in [19], a multilinearization technique is formulated to reduce the inaccuracies associated with
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the linear approximation of the non-linear power flow equations. Furthermore, in [20], a second
order approximation for the power flow equations together with a technique of moments is em-
ployed to improve the accuracy associated with linear approximation based analytical methods.
Alternatively, in [21] and [22], the line flow pdfs are approximated by means of Gram-Charlier
expansions together with cumulants for nodal powers. In general, these analytical methods are
based on probabilistic theorems and elaborated computations that add some mathematical com-
plexity when compared to MCS. Furthermore most of them are only accurate for particular inputs
variable pdfs such as normal distributions.
As an alternative to analytical and MCS, in [23], the point estimate method is used to ac-
count for the uncertainties in the transmission line parameters, operating conditions, and topolo-
gies. This method exhibits a good accuracy and computational efficiency when compared with
analytical and sampling approaches. Likewise, in [24], the point estimate method is applied
considering unbalanced three-phase power systems and correlations between the input variables;
in this paper, it is concluded that the proposed method performance in terms of computational
time is better than the performance offered by MCS. Furthermore, in [25], a probabilistic optimal
power flow proposed for a market environment, and based on the two-point estimate method, is
found to be better suited for a relatively low number of stochastic variables, or alternatively, for
stochastic variables with small standard deviations.
Methods that combine analytical and MCS are also reported in the literature. For instance, in
[26], a sampling method based on latin hypercube and Cholesky decomposition is used together
with MCS in order to reduce the computational cost attributed to conventional MCS. Similarly,
in [27], a multilinearization technique is combined with MCS for the purpose of reducing the
inaccuracies of linear approximation based analytical approaches.
As an alternative to the aforementioned methods, fuzzy power-flow methods are widely ap-
plied in stochastic power flow calculations [28–31]. In these methods, stochastic variables are
modeled by means of fuzzy sets, which are associated with a membership function. The final
output is a possibility distribution rather than a pdf.
Stochastic power flow based on self-validated methods such as IA and AA has also received
attention in the literature. In [32], IA is applied to compute the power flow bounds of a five-bus
test system when loads and generator power uncertainties are modeled using intervals; a Newton
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operator is used to deal with the nonlinear equations. The authors observe that although the IA
offers a better performance than MCS in terms of simulation time, it may produce excessively
conservative results when the input interval sizes increase. Similarly, in [33], IA is used to solve
the power flow problem by means of the Krawczyk method; the authors conclude that IA is an
efficient technique to solve the power flow problem considering uncertainties. In [34], a radial
power flow solution by means of IA is proposed for balanced systems. In this methodology, the
load uncertainties are modeled as intervals, and a complex approach for the IA operations is used;
the IA results are observed to be very close to MCS results in this case. Also, in [35], a radial
power flow is solved by using IA combined with an interval constraint propagation technique in
order to obtain narrower intervals; this technique is based on finding a restriction function that
produces thinner intervals by a successive contraction process. Since IA-based methods are not
able to account for correlations among variables, they may lead to error explosion, resulting in
impractical bounds. Aimed at avoiding the error explosion attributed to IA-based methods, an
AA-based approach for power flow assessment is proposed in [14]. Herein, analysis carried out
considering a 50-bus test system, assuming uncertainties in the injected powers, demonstrate the
accuracy of the method as compared to MCS and IA, reporting considerable improvements in
computational efficiency when compared to MCS.
In [36], a fast approximation of the power flow solution bounds is assessed by sampling a
reduced set of deterministic power flow solutions, based on a worst case analysis of the gen-
eration and load scenarios. These scenarios correspond to maximum generation and minimum
load, maximum generation and maximum load, minimum generation and minimum load, and
minimum generation and maximum load. The deterministic power flow solutions corresponding
to these generation/load scenarios are then combined to determine an approximation of the hull
boundary of the power flow solutions.
From the above described methods, sampling based approaches such as MCS have been
widely used for power flow appraisal; they can manage complex and accurate probabilistic mod-
els at the cost of a considerable computational burden. Analytical methods are also an option
aimed to be more computationally efficient than MCS; however, their accuracy is in general
affected due to the simplifications needed to enable the use of probabilistic theorems. These
simplifications are in some cases based on unrealistic representations of the stochastic nature of
the input variables. For instance, for the particular case of wind power, the probability distri-
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bution for the forecast errors depends on the considered time scale, among other factors; thus,
assuming normal distributions for all time scales, as in most of the analytical methods, may
lead to inaccurate results [6]. The AA-based method previously mentioned for power flow as-
sessment considering uncertainties associated with loads and power injections does not require
assumptions regarding the pdfs of the uncertain variables; furthermore, it is able to improve the
computational efficiency when compared to MCS, while providing quite reasonable accuracy
because correlations among variables are considered [14]. Therefore, this thesis proposes an
improved AA-based power flow methodology, with a more efficient representation of generator
reactive power limits.
1.2.2 Stochastic Voltage Stability Assessment
MCS have been used to model a variety of system complexities for voltage stability assess-
ment [37], [38]. However, the high computational cost of MCS renders it unsuitable for certain
applications. Thus, most of the effort in the literature has concentrated on reducing the compu-
tational cost of MCS while achieving acceptable accuracy. For instance, the two-point estimate
method used in [39] computes the transfer capability associated with uncertainties of transmis-
sion line parameters and bus injections. This method computes approximations for the moments
of the output variable, using only two probability concentrations for each uncertain input vari-
able. However, in certain cases, for a relatively large number of uncertain input variables and/or
large statistical dispersion of these variables, the two-point estimate method is not sufficiently
accurate as compared to MCS [25]. Moreover, a higher order point estimate method is required
for the cases where the pdfs of the input variables are not normal, which adversely affects the
computational efficiency of the method. In this sense, one of the advantages of the proposed
AA-based technique is its independence with respect to the pdfs associated with the uncertain
variables, which are modeled as intervals with no assumptions regarding their probabilities.
Enumeration techniques are alternate approaches to MCS for online applications. For in-
stance, in [40], an enumeration technique is used to compute the voltage stability indicators
assuming uncertainties in the loads; the stability indicators are derived from the power flow equa-
tions based on various simplifications such as constant generator voltage magnitudes and phases.
In [41], online risk indices are proposed to evaluate the system security from the perspective of
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low voltage violation, overload, cascading overload, and long-term voltage stability.
Truncated Taylor series expansion methods are used in [42] to efficiently account for vari-
ations in the transfer capability due to variations in system parameters. A formula to compute
reliability margins is derived, assuming conditions associated with the central limit theorem.
According to this theorem, the uncertain parameters must be independent and their number be
sufficiently large, in order to approximate the output variable as normally distributed. In the
proposed AA-based method for voltage stability assessment, the uncertain input variables are
not necessarily assumed to be statistically independent; in fact, correlations among uncertain
variables are explicitly represented in the model.
In [43] and [44], the effect of system control parameters and system data on voltage stabil-
ity margins is accounted for by means of linearization techniques and direct formulas. In [45],
these formulas are used to efficiently estimate changes in saddle node bifurcations and limit in-
duced bifurcations, due to changes in power system transactions in a market environment. These
methods, based on sensitivity analysis and formulas, are able to efficiently estimate voltage sta-
bility indices due to system parameter variations, but within certain limits in which the assumed
linearizations are valid. Moreover, they are not intended to compute full PV curves under uncer-
tainties, which is the main contribution of the AA-based method proposed here.
Some research work is reported on the computation of loadability margins considering un-
certainties associated with intermittent sources of generation. For instance, in [46], a stochastic
response surface is used to estimate the pdf of the loadability margins considering stochastic gen-
eration variations attributed to renewable energy sources and assuming non-conforming loads.
This method is able to reduce the computational burden of MCS by using a polynomial chaos
expansion of a relatively low order. As the number of uncertain variables increase, the order of
this polynomial chaos expansion may increase and hence improve the accuracy of the method.
Alternatively, various papers are focused on finding maximum loadabilities in terms of load un-
certainties. For example, in [47], the stochastic nature of loads is modeled using a hyper-cone
model whose thickness represents the uncertainty of future loading and the vertex is the cur-
rent operating point. This approach is focused on finding the worst case scenario for maximum
loadabilities in terms of load uncertainties, while the AA-based method proposed in this thesis
computes the bounds of PV curves and associated maximum loadabilities, considering uncer-
tainties due to power injections. In [48], a cumulant method is used for assessment of saddle
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node bifurcations considering uncertainties in load forecast. The method is used to solve the
resultant stochastic non-linear programming formulation that leads to the estimation of the pdf
for maximum loadability. The cumulant method requires information on the cumulants of the
uncertain variables which may not be accurately available for uncertainties associated with inter-
mittent sources of generation, where there is no general agreement on the pdf to best represent
the forecasting errors [6, 7].
In order to overcome some of the limitations of sampling- and statistical-based methods, the
use of soft-computing-based methodologies for uncertainty representation in voltage stability
assessment has been proposed in the literature. In particular, the application of fuzzy set theory
to represent uncertainties has been proposed in [49, 50]. In this paradigm, the input data are
modeled by fuzzy numbers, which are special types of fuzzy sets. Defining the connection
between interval analysis and fuzzy set theory is not a trivial task [51]. In [52], the ideas of fuzzy
sets and interval analysis are both connected to a general topological theory. Similarly, in [53],
it is argued that the theory of fuzzy information granulation, the rough set theory, and interval
analysis can all be considered as subsets of a conceptual and computing paradigm of information
processing called Granular Computing. An essential aspect of this paradigm is that its constituent
methodologies are complementary and symbiotic, rather than competitive and exclusive. Based
on these principles, the main contributions of the present thesis lie on the application of advanced
interval based solution approaches to voltage stability analysis with data uncertainties.
More recently, computational intelligence based techniques have been proposed in both state
selection (as an alternative to MCS) and in state evaluation (as an aid to MCS). The applica-
tion of these techniques allows deploying directed intelligent search paradigms which are an
alternative to the proportionate sampling approach characterizing standard MCS. Amongst these
techniques, the most promising for the problem under study, is the PIS-based algorithm [54].
This algorithm tries to generate the dominant failure states and minimize the generation of suc-
cess states. Thanks to this feature, fewer states need to be evaluated compared to standard MCS
(where the majority of the states sampled are success states). The proposed AA-based approach
is intrinsically different from this computing paradigm since it does not integrate either sampling
based methods or evolutionary computation processes. By using the methodology presented in
this thesis, a reliable estimation of the problem solution hull can be directly computed taking
into account the parameter uncertainty interdependencies as well as the diversity of uncertainty
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sources. The main advantage of this solution strategy is that it neither requires derivative compu-
tations nor interval systems, and hence are suitable, in principle, for large scale problems, where
robust and computationally efficient solution algorithms are required.
Another general class of statistical methods aimed at empirically assessing the parametric
confidence intervals of a sampling distribution are based on resampling theory. The most com-
mon technique in this class is the so called bootstrap method, a technique for using the data
collected from a single experiment to simulate what the results might be, if the experiment was
repeated by sampling (with replacement) data from the original dataset [55]. This paradigm has
been recognized as a powerful tool for testing or avoiding parametric assumptions when com-
puting confidence intervals in many engineering problems [56, 57]. Although the adoption of
the bootstrap method is expected to be more effective, compared to standard MCS, especially in
terms of computational efforts, it still requires repetitive simulations.
The detailed chronological nature of intermittent power sources can be considered using se-
quential MCS and time series models instead of analytical approaches or simple state-sampling
MCS. For instance, in [58], an Auto Regressive Moving Average (ARMA) based technique is
used to estimate the wind speed and the corresponding output power of a Wind Energy Conver-
sion System (WECS) on an hourly basis. These hourly point estimates are used together with
the random failure of generating units and load profiles to compute the hourly available system
reserve using sequential MCS. The goal of this approach is the computation of reliability indices
and generating capacity adequacy assessment over a long-term time frame. Since this method
requires repetitive MCS for each time instant considered, it imposes a high computational bur-
den. The proposed AA-based approach for voltage stability assessment can indeed consider
the chronological issues associated with intermittent sources of power, since it uses intervals
to model the uncertain output power of these intermittent and non-dispatchable sources, with
no assumptions regarding their probabilities nor the associated time windows. For a different
time window, a new estimate of the interval that properly reflects the uncertainty can be easily
obtained. The larger the time window, the larger the interval of uncertainty, and vice versa. It
is also important to point out that the proposed method is intended to efficiently compute the
hull of PV curves associated with intermittent sources of power considering short operational
time frames and it is not intended to compute reliability indices or evaluate generating adequacy
capacity, as in [58] and other similar applications of sequential MCS.
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Various probabilistic voltage stability studies are reported in the literature that use machine
learning techniques. For instance, in [59], a trained radial basis function network is used to per-
form online appraisal of the probabilistic risk of voltage collapse given the loading condition and
the settings for the reference voltages at PV buses; a radial basis function is trained by consid-
ering uncertainties in transmission line parameters and reference voltages for PV buses. In [60],
probabilistic insecurity indices considering voltage stability restrictions are computed for several
load levels considering reactive power redispatch and single- and double-line contingencies. This
methodology uses artificial neural networks to evaluate the system voltage security margins; in
addition, corrective actions aimed to improve the voltage security are introduced by evaluating
the sensitivity of the probabilistic insecurity indices with respect to the reactive power control
actions. The general shortcoming of machine learning based techniques is the relatively elevated
number of training cases that may be needed in order to produce accurate results, which can add
some level of complexity to the problem.
In this thesis, a new AA-based computing paradigm is proposed that is an alternative to sam-
pling based approaches to represent the uncertainties of the power system state variables. This
allows expressing the system equations in a more convenient formalism compared to the tradi-
tional and widely used linearization, frequently adopted in interval Newton methods. By using
the proposed methodology, a reliable estimation of the problem solution hull can be computed
taking into account the parameter uncertainty interdependencies, as well as the diversity of un-
certainty sources, without requiring repetitive simulations and assumptions regarding pdfs.
1.2.3 Stochastic Transient Stability Assessment
Transient stability analysis for operation and planning purposes evaluates the capability of the
power system to remain in synchronism when subjected to large and sudden system disturbances.
To account for the uncertainties associated with power system variables, probabilistic methods
for transient stability analysis have been widely proposed in the literature. Most of these meth-
ods account for the probabilities of different factors, such as the fault type and location, clearing
time, operating conditions, fault duration, and reclosing times. Thus, various papers address
the probabilistic transient stability problem by means of MCS. In [61], MCS are used together
with transient energy functions for transient stability assessment considering uncertainties in
11
fault characteristics and the reliability of circuit breakers. In [62], MCS are employed to deter-
mine the probability of instability for a large-scale power system; probabilistic models for the
load level, fault type, fault location, and successful reclosing time are developed by means of
available system historical data. The accuracy of the probabilistic models is achieved because
of the availability of the historical data for this particular system. In [63], a MCS-based ap-
proach is proposed where the equal area criterion is used to calculate the critical clearing times.
In [64], a deterministic approach is combined with MCS in order to analyze the system security
while reducing the computational time. Most of these MCS-based approaches are mainly fo-
cus on probabilistic transient stability assessment for medium and long term planning purposes.
Furthermore, they require enough historical data to assess the pdfs of the uncertain variables.
Considering that MCS involve a long computational burden, the proposed AA-based methodol-
ogy for transient stability assessment significantly improves the computational efficiency, which
may render it suitable for online applications.
Special attention has also been paid in the literature to conditional probability based meth-
ods. In [65], the probability indices for an 8-bus, 3-machine system are determined using the
conditional probability theorem considering the probabilities of faults and assuming the load
variations in three discrete levels; the critical clearing times are computed using Lyapunov meth-
ods. The main drawback of this approach is the difficulty in properly computing the transient
energy functions and the stability regions for large scale systems. In [66], the conditional proba-
bility method is used for assessment of transient stability of a multimachine system considering
uncertainties in the fault types, locations and clearing times, which are modeled using available
historical data; however, the effect of the stochastic prefault conditions on transient stability in-
dices is not addressed. In [67], conditional probability approach and the Bayes’ theorem are used
to compute the probability of instability based on the historical data for the occurrence of each
considered event. In [68], the pdfs for the reclosing time and the fault duration are convolved
to obtain the pdf of successful reclosing; uncertainties in fault type, fault location and loading
levels are considered. In this paper, the conditional probability theorem is applied to calculate
the stability probability indices with successful and unsuccessful reclosing. In an attempt to
reduce the volume of computation associated with the calculation of critical clearing times, a
fixed clearing time which is equal to the maximum clearing time given by its normal probabil-
ity distribution is assumed in [69]; accordingly, the critical clearing times are only computed if
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the system is unstable for a particular combination of stochastic events. These critical clearing
times and the transient stability assessment are carried out by means of a corrected transient en-
ergy function strategy. For the evaluation of the instability indices, the uncertainties associated
with fault characteristics are considered, but those linked to pre-fault conditions are not taken
into account. In [70], the conditional probability approach is used to estimate the probability
of stability indices in long term planning for a 10-bus system, considering wind power penetra-
tion; besides uncertainties in the fault characteristics and protection operation, uncertainties in
operating conditions are accounted for in this case.
Similarly to MCS, conditional probability approaches are mainly applied to stability stud-
ies for medium and long term planning purposes. Even though the conditional probability ap-
proaches reduce the simulation times as compared to MCS, their accuracy relies on the available
historical data in order to provide accurate statistics of the transient stability indices. In general,
conditional probability based approaches exhibit some difficulties in properly modeling the pdfs
of the uncertainties associated with the operating conditions. This is not an issue for the pro-
posed AA-based methodology, where the uncertainties associated with the operating conditions
are modeled as intervals.
Some research is reported on the application of machine learning techniques for probabilistic
transient stability assessment aimed at improving the computational efficiency when compared
to conventional MCS. For instance, in [71], a self organizing map neural network is used to re-
duce the size of the samples required in MCS; this map is built considering transient and voltage
stability constraints. It is noted that the self-organizing map neural network is able to reduce
the computational times compared to the conventional MCS. Alternatively to the use of artifi-
cial neural networks, in [72], a Bayes decision function is used to classify the level of security
of the system states. The method of calculation of the Bayes decision function is based on the
estimation of the mean and variances of chosen security groups, which are calculated from the
characterization of feature vectors; finally, the Bayes decision function is used to classify new
feature vectors according to the established security groups and compute transient stability se-
curity indices. In [73], the polynomial representation of the transient stability boundary region
obtained in [74] by means of a machine learning technique is used together with a linearization
approach to compute a risk-based index for dynamic security considering uncertainties in the op-
erating conditions; this approach also reduces the computational time when compared to MCS.
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These machine learning based techniques are designed to reduce the computational burden asso-
ciated with MCS; however, their accuracy relies on the quality and number of cases used in the
training stage, which may present a computational challenge. This training stage is not required
in the proposed AA-based methodology for transient stability assessment, which represents an
important advantage with respect to machine learning based techniques.
In [75], pdfs for the maximum relative rotor angles considering stochastic loads, stochastic
clearing times, and a particular fault type and location are computed by means of the two-point
estimate method. In this paper, the cumulative probabilities of individual relative rotor angles are
computed in order to determine the probabilities of stability according to a predefined threshold.
The basic idea is to reduce the number of samples of the stochastic variables to only two rep-
resentative samples for each stochastic variable, which are then used to compute the individual
relative maximum rotor angles for each generator by means of a transient simulation package.
For pdfs other than normal pdfs, a higher order point estimate method is required, adversely af-
fecting the computational efficiency of the two point estimate method, as discussed before. The
AA-based methodology proposed in this work is intended to be independent of the pdfs assumed
to model the uncertain input variables, resulting in a more flexible approach.
Analytical approaches to probabilistic transient stability assessment are also reported in the
literature. In [76], a method to compute transient stability indices in terms of relevant system
fixed parameters and statistical parameters is presented to determine an analytical expression
for the critical clearing time. The nonlinear relationship between the critical clearing time and
system load is approximated using a log-linear model whose parameters are computed by linear
regression. Similarly, in [77], an analytical approach to probabilistic transient stability assess-
ment considering uncertainties associated with fault clearing times and system loads, is proposed;
this approach uses the potential energy boundary surface method to assess the transient stability.
Likewise, in [78] the authors propose a methodology to calculate the pdf of the critical clearing
time using a linear function with respect to the system load; the linear function is computed us-
ing the equal area criterion together with linearization techniques around an equilibrium point.
These analytical approaches for transient stability assessment are mainly theoretical approaches;
in practical power systems, these methods are mathematically difficult to implement. Thus, the
accuracy of these analytical methods relies on the validity of the assumed simplifications; fur-
thermore, the mathematical complexities of some of these probabilistic methods render them
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unsuitable for applications to real size power systems. In this context, the proposed AA-based
method for transient stability assessment is intended to avoid the need of elaborated probabilistic
methods, while providing reasonable accurate results for the transient stability bounds, regardless
of the system size.
As an alternative to sampling-and statistical-based methods, fuzzy set theory is applied in [79]
to determine transient stability indices for a defined number of system conditions. Similarly,
reachability analysis is used in [80, 81] to determine a bounded set of possible trajectories of
the system state variables, when the system is perturbed by uncertainties which are modeled as
bounded sets. Likewise, in [82], reachability analysis is used to generate the possible trajectories
of multi area frequency dynamics, considering uncertainties associated with intermittent renew-
able sources. One of the advantages of reachability analysis based approaches is the modeling
of the uncertain variables as bounded sets, without the need of assumptions regarding pdfs; how-
ever, the large errors attributed to interval operations and the difficulties associated with modeling
of system discontinuities in reachability analysis may be an issue in some applications.
An IA-based method is applied in [83] to transient stability assessment considering uncertain-
ties in the system parameters; the resultant interval differential equations are solved by means of
an interval Taylor series method. It is noted that the proposed interval methodology may lead to
excessively conservative results with relatively long simulation times. In fields other than power
systems, a methodology to evaluate the impact of parameter variations in the transient and DC
response of analog circuits using AA is proposed in [84], solving a set of Differential Algebraic
Equations (DAEs) that models the analog circuit using an iterative approach.
Based on the aforementioned detailed literature review, the present thesis proposes the use
of AA as a novel method for transient stability appraisal of power system with intermittent re-
newable sources. This method is more accurate than the IA-based methodology previously men-
tioned, since correlations among variables are considered. It is conceived to enclose the output
variables according to intervals that yield reasonably fast and adequate output variable bounds
when the input variables are modeled as intervals, without any assumptions regarding their prob-
abilities.
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1.3 Research Objectives
This thesis proposes novel methods for adequate voltage and transient stability assessment based
on AA, aimed at reducing the computational burden associated with MCS-based methods, and
avoiding the need of elaborated probabilistic methods and pdf assumptions. The proposed meth-
ods are conceived to be reliable and computational efficient tools for transient and voltage stabil-
ity assessment of power systems with intermittent and renewable sources of power, representing
a new computing paradigm, which is an alternative to sampling-based approaches. Therefore,
the objectives of this thesis are the following:
• Improve the existing AA-based power flow analysis method, particularly with respect to
the representation of generator reactive power limits.
• Develop a computationally efficient method based on AA for voltage stability assessment
of power systems with intermittent renewable sources. This method is based on the com-
putation of the bounds of PV curves, given the uncertainties associated with the power
production of intermittent sources of power, which are modeled as intervals without any
assumptions regarding their probabilities.
• Develop a computationally efficient method based on AA for transient stability assessment
of power systems with intermittent renewable sources. This method is aimed at comput-
ing the hull of the transient stability time domain dynamic responses associated with the
intervals that models the uncertainties of the power production.
• Validate the results of the proposed methods by comparison with respect to conventional
probabilistic methods such as MCS-based approaches.
• Study the computational effort of the proposed methods using realistic test systems.
1.4 Thesis Outline
The rest of this thesis is organized as follows: Chapter 2 presents a review of relevant back-
ground, specially of power flow, voltage stability, and transient stability analyses. In addition,
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self-validated numerical techniques are explained, with special attention to some of the available
approaches to approximate non-affine operations. Also, MCS are explained in some detail, pre-
senting and example of a stability analysis of a power grid with intermittent sources of power to
demonstrate its relevant application in power systems.
Chapter 3 discusses the AA-based power flow analysis, and the results of the application
of this method to three study cases. In Chapter 4, the proposed AA-based method for voltage
stability assessment of power systems considering uncertainties associated with power injections
is presented, discussing the results from applying it to small- and a large-size test systems.
Chapter 5 presents and discusses the proposed AA-based method for transient stability as-
sessment of power systems considering uncertainties associated with power injections; results
are discussed for two study cases using various generator models, including Doubly Fed Induc-
tion Generator (DFIG) based wind turbines. Finally, Chapter 6 presents the summary of the
thesis, highlighting its contributions and possible future research work.
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Chapter 2
Background Review
2.1 Introduction
In this chapter, fundamental concepts and solution techniques concerning power flow, voltage
stability, and transient stability are briefly reviewed. In addition, a section is devoted to the
discussion of self-validated IA and AA numerical techniques, with an special emphasis on the
approaches used to approximate non-affine operations. Finally MCS are briefly discussed, and
an example of the application of MCS to system stability analysis considering uncertain power
injections due to wind generation is presented. The notation of all equations presented in this
chapter, and the rest of the thesis, are defined at the beginning of this document in the nomencla-
ture section.
2.2 Power System Analysis
Power systems contain a variety of components aimed at generating, transmitting and consuming
the electrical power in an efficient an reliable manner. In order to properly design, plan, and op-
erate a power system, analysis tools, which commonly rely on numerical methods, are employed.
This section concentrates on the discussion of power flow, voltage stability and transient stability
analysis tools, which are the main focus of this thesis.
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2.2.1 Power Flow
Power flow studies are aimed at computing the steady-state voltage magnitudes and angles, as
well as the complex powers across the elements that comprise a power grid. Power flows are
the basic tools in power system analysis, and form the basis for stability analysis. The general
formulation of the power flow problem is as follows [85]:
fPF(xPF , pPF) = 0 (2.1)
This vector equation represents a system of nonlinear equations referred to as the power flow
equations, where xPF represents the vector of bus voltage magnitudes, angles and other relevant
unknown variables such as generator reactive powers, and p stands for the vector of specified
active and reactive powers injected at each node, as well as terminal generator voltage set points.
A detailed representation of (2.1) in polar form is given by:
∆PPi = PGi − PLi −
N∑
j=1
ViV j[Gi j cos(θi − θ j) + Bi j sin(θi − θ j)] ∀i = 1, ...,N (2.2)
∆QPi = QGi − QLi −
N∑
j=1
ViV j[Gi j sin(θi − θ j) − Bi j cos(θi − θ j)] ∀i = 1, ...,N (2.3)
Equations (2.2) and (2.3) can also be written in rectangular form as follows:
∆Pri = PGi − PLi −
N∑
j=1
VRi(VR jGi j − VI j Bi j) + VIi(VI jGi j + VR j Bi j) ∀i = 1, ...,N (2.4)
∆Qri = QGi − QLi −
N∑
j=1
VIi(VR jGi j − VI j Bi j) − VRi(VI jGi j + VR j Bi j) ∀i = 1, ...,N (2.5)
In PV buses, the injected active power and bus voltage magnitude are specified, with the bus
voltage angle and reactive power injection being the unknown variables to be calculated. In PQ
buses, both the injected active and reactive powers are specified, and the voltage magnitude and
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angle are unknown. Additionally, a slack bus has to be defined in order to provide a reference
angle and balance the total power injections; active and reactive power injections are typically
the unknown variables in this bus.
Because of the nonlinear characteristics of the power flow equations, these are usually solved
using numerical techniques involving iterative methods, of which the Newton-Raphson method
is the most commonly used. This method can be formulated with respect to equation (2.1) as
follows:
• The solution method starts with an initial guess for the unknown variables. At each iter-
ation, starting with the initial guess, then, this initial guess, the elements of the Jacobian
matrix and the power mismatches are computed, and the following linear equation is used
to compute the corrections of the unknown variables at an iteration r:
∂ fPF(xr−1PF , p
r−1
PF )
∂xPF
∆xrPF = − fPF(xr−1PF , pr−1PF ) (2.6)
• This process is repeated using the updated values of the unknown variables until the con-
vergence criteria is met, or the maximum number of iterations is reached.
In the solution process, different strategies can be employed to account for the reactive power
limits associated with generator buses. The most commonly used strategy is based on the switch-
ing of the bus type. According to this strategy, the generator reactive power limit violations are
checked at each iteration. If a violation occurs, the corresponding generator cannot longer con-
trol the voltage at the corresponding bus and, thus, the PV bus is switched to PQ. Similarly, if
the voltage recovers in the subsequent iterations, the PQ bus type is switched back to PV, and so
on until a feasible solution is obtained without any limit violations.
As an alternative to the bus type switching strategy, the terminal voltage at generator buses
can be treated as a variable, so that PV buses where reactive limits have been violated can be
modified until no limit violations are observed, while still treating the bus as PV. This approach
can be implemented either by modifying the terminal voltage whenever necessary in the iterative
process, or by using an optimization approach, which is based on the representation of PV buses
discussed in [86, 87], where the voltage at these buses is defined as:
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Vnc = Vonc + Vanc − Vbnc ∀nc ∈ NPV (2.7)
where:

Vanc > 0,Vbnc = 0 for QGnc < QGminnc
Vanc = 0,Vbnc > 0 for QGnc > QGmaxnc
Vanc = Vbnc = 0 for QGmaxnc ≤ QGnc ≤ QGminnc
(2.8)
the first condition in (2.8) is a strict complementarity condition and guarantees that the minimum
reactive power constraint of the generator is not violated; this is achieved by increasing the
magnitude of the terminal voltage by means of the auxiliary variable Vanc according to (2.7).
Similarly, the second condition avoids violation of the upper reactive power limit by adjusting
the magnitude of the auxiliary variable Vbnc , which reduces the terminal voltage of the generator.
When no reactive power limits are violated, the auxiliary variables in (2.7) are zero as in the
third condition of (2.8), thus keeping the terminal voltage at its reference value VoIC . This model
yields the following Mixed Complementarity Problem (MCP) [87]:
min 12‖∆P‖22 + 12‖∆Q‖22
s.t. (QGnc − QGminnc )Vanc = 0
(QGnc − QGmaxnc )Vbnc = 0
QGmaxnc ≤ QGnc ≤ QGminnc
Vnc = Vonc + Vanc − Vbnc
Vanc ,Vbnc ≥ 0
∀nc ∈ NPV
(2.9)
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2.2.2 Voltage Stability
Voltage stability deals with the ability of the power system to maintain acceptable voltage lev-
els under normal operating conditions and after the system is perturbed by small or large dis-
turbances [88]. Voltage stability can be associated with short-term or long-term phenomena.
Short-term voltage stability is studied considering system dynamics, whereas long-term voltage
stability is commonly studied by means of steady-state solution techniques. For instance, volt-
age collapse, which is usually associated with long-term phenomena, is commonly analyzed by
power flow techniques and linearization of the system equations. Even though voltage stabil-
ity is a dynamic process, steady-state analysis techniques are used to identify the absence of a
long-term equilibrium in the post-contingency state, which leads to voltage instability [89]. This
thesis is focused on this particular voltage stability phenomenon.
The maximum load that the system can withstand without experiencing a voltage collapse
is commonly used to compute voltage-stability indices. This maximum loadability is associated
with a saddle-node bifurcation or a limit-induced bifurcation point [90]. Saddle-node bifurca-
tions refer to the operating point where the system state matrix becomes singular. This singularity
of the system state matrix usually coincides with the singularity of the power flow Jacobian and
thus, no power flow solution can be found using conventional power flow techniques. On the
other hand, limit-induced bifurcations arise when generators reach their reactive power genera-
tion limits, thus losing voltage control capability.
Figure 2.1 illustrates saddle-node and limit-induced bifurcations for the 2-bus test system
shown in Figure 2.2. Observe that limit-induced bifurcations tend to decrease the maximum
loadability when compared to saddle-node bifurcations. In this example, limit-induced bifurca-
tion are computed for two different values of the maximum generator reactive power associated
with the generator connected at Bus 1, with QGmax1 > QGmax2 , yielding, as expected, a lower static
load margin when the maximum generator reactive power limit is lower.
The most representative methods devised to compute the maximum loadability are the con-
tinuation power flow and direct methods, which are briefly discussed next.
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 Figure 2.1: PV curves for 2-bus system.
 
 
Ѳ 
Figure 2.2: Two-bus system example.
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Continuation Power Flow Method [90–93]
Continuation power flow methods are designed to overcome the difficulties associated with the
computation of power flow solutions in the vicinity of the maximum loadability point. These
difficulties are linked with the singularity of the power flow Jacobian matrix or the reactive power
limits at this point. The general idea behind continuation power flow methods is the solution of
the power flow equations given by:
fPF(xPF , pPF , λ) = 0 (2.10)
where the parameter λ is used to generate different scenarios for loads and generator outputs
according to the following equations:
• For generator powers excluding the slack bus:
PGi(λ) = PGoi + λ∆PGi ∀i = 1, ...,N − 1 (2.11)
• For generator powers including the slack bus (distributed slack bus):
PGi(λ) = PGoi + (λ + KG)∆PGi ∀i = 1, ...,N (2.12)
• For load powers:
PLi(λ) = PLoi + λ∆PLi ∀i = 1, ...,N (2.13)
QLi(λ) = QLoi + λ∆QLi ∀i = 1, ...,N (2.14)
The solution of (2.10) for different values of λ is obtained using two basic steps: predictor
and corrector. In the predictor step, an approximate power flow solution for a small increase in
the loading level is obtained from an initial operation point. Two methods are typically used to
perform the predictor step: the tangent vector method and the secant method. The tangent vec-
tor method is based on the computation of an approximate solution for x and λ from a previous
known solution in a direction that is tangent to the solution path. On the other hand, the secant
method requires two previous solutions in order to compute the next approximate solution. In
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the corrector step, the approximate solution obtained from the predictor step is used as an initial
guess to solve the power flow equations plus an additional equation that allows to determine
the value of λ, and facilitates convergence around the maximum loadability point. Two tech-
niques that may be used in the corrector step are the perpendicular intersection technique and the
parametrization technique. The perpendicular intersection technique, which is illustrated in Fig-
ure 2.3, uses a perpendicular vector at the approximated solution in order to define the required
additional equation; to prevent convergence problems that may arise when a large predictor step
is used, this method can be accompanied by a step cutting technique. In the parametrization
technique, the convergence issues close to the maximum loading point are avoided by fixing a
system variable such as the voltage magnitude at a specific load bus. Figure 2.4 illustrates the
parametrization technique when a load voltage is fixed.
Conventional power flow methods are also used to compute the upper side of the PV curve.
This technique depicted in Figure 2.5, used by many commercial packages, is based on a series
of conventional power flows as the load is increased, together with a load step-cutting technique
to obtain solutions in the vicinity of the maximum loading points [94].
Direct Methods
Direct methods rely on the direct computation of the maximum loadability point by means of
an optimization approach. The general formulation for this optimization approach is as follows
[86, 95]:
max λ
s.t. fPF(xPF , pPF , λ) = 0
xPFmin ≤ xPF ≤ xPFmax
pPFmin ≤ pPF ≤ pPFmax
λ ≥ 0
(2.15)
The system controllable parameters pPF , such as PV bus voltage set points, are considered as
variables in this formulation in order to improve the maximum loadability.
If the controllable parameters pPF are fixed, (2.15) can be reformulated to compute the max-
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 Figure 2.3: Perpendicular intersection technique for the correction step.
imum loadability due to saddle-node or limit-induced bifurcations [86, 95, 96].
The maximum loadability obtained using continuation power flow methods and direct meth-
ods may not be the same because of the particular treatment of voltage controlled buses used on
each approach. In continuation power flow methods, the reference voltage at voltage-controlled
buses are kept constant, unless a reactive power limit is violated. On the contrary, in typical
direct methods, the voltage reference at voltage-controlled buses are allowed to change within
limits [86, 96].
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 Figure 2.4: Parametrization technique for the correction step.
These and other tools are used by system operators and planners to guarantee the power
system security, which is defined as the ability of the power system to withstand a set of realistic
contingencies, without violating acceptable operating limits [97]. These contingencies may lead
to changes in power flows and bus voltages that affect the system maximum loadabilities; thus,
single-element and multiple-element contingencies are used by system planners and operators
to guarantee the system well-being. Typically an N-1 contingency criterion is used to analyze
the system and prevent insecure operation; this criterion states that for any single component
failure of a system with n components, the system can still reliably operate. However, multiple
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 Figure 2.5: Conventional power flow technique.
contingencies that are likely to occur are also considered. One important concept used to securely
operate the system is the Available Transfer Capability (ATC), which is described next:
Available Transfer Capability
Transfer capability refers to the ability of the power system to reliably transfer power between
two areas [98]. These areas may be those formed by individual electric systems, power pools,
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control areas, or subregions. The Available Transfer Capability is computed as follows [98]:
ATC=TTC-TRM-ETC-CBM (2.16)
where:
• TTC or Total Transfer Capability is the maximum loadability of the system, defined as the
minimum of the thermal, voltage or stability limits for the worst N-1 contingency.
• TRM or Transmission Reliability Margin takes into account uncertainties associated with
other contingencies and is usually assigned a fixed value, as a percentage of the TTC, or
computed using probabilistic methods.
• ETC or Existing Transmission Commitments denotes the current power transferred be-
tween the concerned areas.
• CBM or Capacity Benefit Margin is the reserve required by load-serving entities to meet
their generation reliability requirements.
2.2.3 Transient Stability
Transient stability deals with ability of the power system to remain in synchronism when sub-
jected to large and sudden disturbances [88]. The severity of this disturbance makes it impossible
to linearize the system dynamic model equations; thus, in practical systems, numerical analysis
techniques are commonly used to solve the corresponding nonlinear equations.
The general form for the nonlinear Differential Algebraic Equations (DAEs) that describe the
system behavior is as follows [99–106]:
x˙D(t) = fD(xD, y, pD, λ) for xD(0) = xDIC (2.17)
0 = g(xD, y, pD, λ) for y(0) = yIC (2.18)
where xD represents the state variables such as generator internal angles and speeds; y refers to
algebraic variables such as static load voltages and angles; pD stands for controllable parameters
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such as AVR set points; and λ represents uncontrollable parameters such as load levels. A differ-
ent set of (2.17) and (2.18) is needed when a discrete variable change occurs, which corresponds
to discontinuities in the algebraic variables associated with limits and external disturbances. For
instance, when a transmission line is tripped, at the instant of line trip there is a discontinuity,
with the algebraic variables showing instantaneous step changes, while the state variables remain
unchanged.
The network model can be written in terms of algebraic equations for power balance or in
terms of algebraic equations for current balance. The complex power balance model has the
following form:
S (xD, y, pD, λ) − V Y∗(xD, y, pD)V∗ = 0 (2.19)
On the other hand, the current balance form is obtained by dividing both sides of the previous
equation by V , and taking the complex conjugate, which results in:
I(xD, y, pD, λ) − Y∗(xD, y, pD)V∗ = 0 (2.20)
Depending on the study, the loads could be treated as constant power or constant impedance
loads. The former is suitable for simulation times less than the under load tap changer time con-
stants, and the latter is used for long-term stability studies where the effect of load tap changers
is important.
There are different approaches for the numerical solution of these DAEs. These approaches
are generally classified into two main groups, namely partitioned and simultaneous approaches,
as described next.
Partitioned Approach [100–102]
The general procedure of the partitioned approach requires finding the exact solution of the al-
gebraic equations and then using this solution to numerically integrate the differential equations.
The solution of the differential equations is then used to solve the algebraic equations again and
the cycle is repeated until the stopping criterion is met. In this procedure, there is a delay between
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the algebraic equations and the differential equation solutions. In order to overcome this delay,
an iterative partitioned approach is used, which is based on the reintegration of the differential
equations at each time step until convergence of all variables is achieved. With the aim of re-
ducing the computational cost that involves the exact solution of the algebraic equations at each
reintegration step, extrapolated values for the solution of the algebraic equations are generally
used. Moreover, further simplifications are achieved if a single iteration for the differential and
algebraic equation solutions is taken per cycle.
The most evident advantage of the partitioned approach is the possibility of choosing different
methods for solving the differential and the algebraic equations. Thus, the approach can be
applied either to implicit or explicit integration methods. In the implicit integration methods, the
differential equations are algebraized and then solved as a whole, while in the explicit integration
methods, each differential equation is individually solved.
Simultaneous Approach [100–102]
In the simultaneous approach, all the equations, namely differential and algebraic equations are
simultaneously solved. Therefore, a single numerical method is used together with an implicit
integration method. The main advantage of the simultaneous approach is the elimination of the
computation delay between the algebraic and the differential equations at the cost of a lower
computational speed when compared to the partitioned approach. However, superior numerical
stability is achieved.
Numerical Methods for Integration
The available numerical methods for solving the set of DAEs offer differing advantages and
disadvantages in terms of complexity and numerical stability. Numerical stability is a measure
of the ability of the method to avoid error accumulation over the whole process. These errors can
originate from truncation, roundoff, finite time increments or specific errors introduced by the
method itself. The impact of these errors on the accuracy of the final results is highly dependent
on the system stiffness, which refers to the ratio of the maximum and minimum time constants
of the model [100–102]. For systems with high stiffness, numerical integration methods with
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low numerical stability produce inaccurate results, unless the integration time step is sufficiently
small. If an integration method with a better numerical stability is used, the error propagation is
not as much as for a method with lower numerical stability and, thus, the integration time step
can be increased.
Some of the most common explicit integration methods used in transient stability analysis
are the Euler methods, while one of the most common implicit integration method is the trape-
zoidal method. Since the trapezoidal method offers good numerical stability, it is used in this
thesis to formulate the proposed AA-based transient stability method. This method is based on
an approximated solution of the integrals by means of trapezoids whose areas can be readily cal-
culated [99, 101]. A graphical representation of this method is depicted in Figure 2.6 where the
definite integral between to and t1 is approximated by the area of the corresponding trapezoid; the
same applies for the definite integral between t1 and t2 and so on. Thus, the trapezoidal method
yields the following numerical discrete solution for (2.17) and (2.18):
xDn − xDn−1 − (∆t/2)( fD(xDn−1 , yn−1, pD, λ, tn−1) + fD(xDn , yn, pD, λ, tn)) = 0 (2.21)
g(xDn , yn, pD, λ) = 0 (2.22)
In this case, the solution for xDn and yn not only depends on the solution at the previous time
instant xDn−1 and yn−1, but also on xDn and yn themselves. Thus, the Newton method is used to
iteratively solve the resultant system of equations. This approach facilitates the handling of DAE
models, since all nonlinear equations can be solved simultaneously.
2.3 Self-validated Numerical Methods for Uncertainty Anal-
ysis
Self-validated numerical methods are numerical methods that automatically keep track of the
sources of error in such a way that the computed variables are bounded [107,108]. These sources
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 Figure 2.6: Trapezoidal method.
of error can be internal or external. The external sources of error typically correspond to mea-
surement errors or uncertainties, while the internal sources of error are introduced within the
computation itself, such as errors caused by truncated series, rounded arithmetic, finite steps,
etc. The term self-validated refers to the fact that all sources of error are taken into account in
the process of computing the variables, yielding guaranteed enclosures for these variables. These
enclosures are obtained after computations are performed; thus, they are initially unknown. Two
self-validated numerical methods are described next in this section, namely, Interval Arithmetic
and Affine Arithmetic.
2.3.1 Interval Arithmetic
Interval Arithmetic defines the real variables as intervals of floating point numbers [107]. The
main mathematical operations and functions can be applied to these intervals, resulting in new
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intervals that enclose the output variables. The mathematical formulation for the intervals is as
follows:
u¯ = [umin , umax] {u ∈ R : umin ≤ u ≤ umax} (2.23)
The bounds umin and umax can be infinite.
The basic operations of addition, subtraction, multiplication, and division are straightforward
in IA. these are based on finding the maximum and minimum values for the output intervals as
follows:
u¯A + u¯B = [uAmin , uAmax] + [uBmin , uBmax] = [uAmin + uBmin , uAmax + uBmax] (2.24)
u¯A − u¯B = [uAmin , uAmax] + [uBmin , uBmax] = [uAmin − uBmax , uAmax − uBmin] (2.25)
u¯Au¯B = [uAmin , uAmax] × [uBmin , uBmax] = [upmin, upmax] (2.26)
where:
upmin = min{uAminuBmin , uAminuBmax , uAmaxuBmin , uAmaxuBmax}
upmax = max{uAminuBmin , uAminuBmax , uAmaxuBmin , uAmaxuBmax}
And:
u¯A
u¯B
=
[uAmin , uAmax]
[uBmin , uBmax]
= [udmin, udmax] (2.27)
where:
udmin = min
{
uAmin
uBmin
,
uAmin
uBmax
,
uAmax
uBmin
,
uAmax
uBmax
}
udmax = max
{
uAmin
uBmin
,
uAmin
uBmax
,
uAmax
uBmin
,
uAmax
uBmax
}
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These operations can be coded for use in various applications, considering particular cases
where the bounds for u¯A or u¯B are defined by infinite or zero values. The volume of computations
for multiplication and division can be reduced by coding a routine that checks the signs of the
bounds.
Some of the monotonic mathematic functions such as logarithms, exponential, and square
roots are also simple to implement in IA. The only consideration that is usually required is the
filtering of the input intervals according to the domains associated with each function. Particular
attention should be paid to sinusoidal functions, which can be non-monotonic depending on the
interval selected. For intervals where the function is non-monotonic, the local minimum and
maximum have to be found, whereas, for monotonic intervals, the minimum and maximum are
located at the end-points.
The main drawback of IA is the representation of the variables as independent intervals. This
issue is commonly referred to as the dependency problem, and is the main factor leading to
excessively conservative results, which can be impractical in many applications. This problem
is accentuated when there is a long chain of operations involved. In this case, IA is prone to
produce error explosion at the final calculation of the chain. Some measures can be useful in
some cases to avoid error explosion; for instance, long operation chains can be rearranged in
the most efficient way in order to produce thinner intervals, and, interval splitting can also be
applied. However, these measures become more difficult to implement when the operation chain
length increases.
2.3.2 Affine Arithmetic
Affine Arithmetic is a numerical analysis technique where the variables of interest are represented
as affine combinations of data uncertainties and/or approximation errors. AA was proposed
in [107, 108], and a similar approach was previously proposed in [109]. It is intended to reduce
the excessively conservative width of the output intervals that arise in some cases by IA. This
interval width reduction is achieved in AA by tracking the correlation between the computed
quantities, which is not possible in IA. However, AA requires more complex operations and
larger computational cost than IA [107, 108].
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Affine forms are characterized by a linear equation which has the following general expres-
sion [107, 108]:
û = uo + u1εu1 + u2εu2 + ... + unuεunu (2.28)
The noise symbol coefficients u1, u2, ..., unu are calculated as the partial derivatives of the vari-
able u with respect to each of the independent components associated with the noise symbols
εu1 , εu2 , ..., εunu . By definition, the noise symbols can vary within the interval [-1, 1].
In general, affine forms for the different variables under study can fully or partially share
the noise symbols. This characteristic allows reduction of the width of the AA output intervals
when compared to IA-based methods. However, AA-based techniques deal with the issue of
approximating nonlinear functions by adding an independent noise symbol representing the error
of the approximation. Since most of the applications in power system analysis deal with long
chains of nonlinear operations such as multiplications and sinusoidal functions, the next sections
focus on the approximation methods of the affine representation of these non-affine operations,
presenting some basic affine operations.
Sum of Affine Forms
The summation or subtraction of two affine forms given by ûA = uAo +uA1εA1 +uA2εA2 +...+uAnaεAna
and ûB = uBo + uB1εB1 + uB2εB2 + ... + uBnbεBnb is defined as:
û = ûA ± ûB = uAo ± uBo ±
na∑
ra=1
(uAraεAra) ±
nb∑
rb=1
(uBrbεBrb) (2.29)
If the considered affine forms ûA and ûB share all the noise symbols, (2.29) can be simplified as
follows:
û = ûA ± ûB = uAo ± uBo +
na∑
ra=1
[(
uAra ± uBra
)
εAra
]
(2.30)
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Multiplication of Affine Forms
The multiplication of two affine forms ûA = uAo + uA1εA1 + uA2εA2 + ... + uAnaεAna and ûB =
uBo + uB1εB1 + uB2εB2 + ... + uBnbεBnb is given by:
û = ûAûB = uAouBo +
nb∑
rb=1
(uAouBrb)εBrb +
na∑
ra=1
(uBouAra)εAra +
na∑
ra=1
nb∑
rb=1
uArauBrbεAraεBrb (2.31)
This multiplication operation produces quadratic terms for the noise symbols which make u
a non-affine form. This issue is solved by means of two commonly adopted approaches: the
Chebyshev approximation and the trivial approximation [107, 108, 110, 111]. The Chebyshev
approximation produces the highest accuracy with a high computational cost, while the trivial
approximation is computationally efficient, but exhibits a higher error.
Chebyshev Approximation [110]
Chebyshev approximations for the multiplication of ûA and ûB are based on finding the best affine
approximation for the quadratic terms
∑na
ra=1
∑nb
rb=1 uArauBrbεraεrb. This approximation, denoted by
ΨCh, can be written as:
Ψ̂Ch =
Umax + Umin
2
+
Umax − Umin
2
εξ (2.32)
where Umax and Umin are the bounds of the product of the zero centered affine forms K̂A = ûA−uAo
and K̂B = ûB − uBo . The computation of Umax and Umin is not straightforward, as it requires the
tracking of the extreme values across the edges and intersection points of a convex polygon,
representing the bounded domain of the affine forms K̂A and K̂B. Thus, Figure 2.7 shows an
example of a convex polygon that bounds the joint combination of affine forms ûA and ûB. The
number of edges E is at most 2mA + 4; hence, the greater the number of shared noise symbols
between ûA and ûB, the longer is the computation time required to numerically obtain Umin and
Umax.
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 Figure 2.7: Convex polygon defining the bounds of K̂A and K̂B bounds for mA = 4.
Trivial Affine Approximation
The trivial affine approximation is the most computationally efficient method to approximate the
multiplication of two affine forms; however, it is not as accurate as the Chebyshev approximation.
According to this method, the quadratic terms are conservatively approximated as follows [107,
108]:
na∑
ra=1
nb∑
rb=1
uArauBrbεAraεBrb '
 na∑
ra=1
‖uAra‖
  nb∑
rb=1
‖uBrb‖
 εξ (2.33)
By substituting (2.33) into (2.31) one gets:
38
û = ûAûB = uAouBo +
nb∑
rb=1
(uAouBrb)εBrb +
na∑
ra=1
(uBouAra)εAra +
 na∑
ra=1
‖uAra‖
  nb∑
rb=1
‖uBrb‖
 εξ (2.34)
As in the previously studied approximations, the new noise symbol εξ is independent of the
original noise symbols and can exhibit a maximum error four times greater than the error given
by the Chebyshev approximation [107, 108].
Various approaches seeking to improve the accuracy of the trivial approximation are reported
in [111]. For instance, the so called quadratic form is based on the inclusion of new quadratic
noise symbols into the trivial affine approximation. These new quadratic noise symbols improve
the accuracy of the approximations; however, the computational efficiency is reduced compared
to the trivial affine approximation. Since the trivial affine approximation offers a good trade off
between accuracy and computational cost, this approach is used in this thesis to approximate the
multiplication of affine forms.
Chebyshev Orthogonal Polynomial-Based Approximations
Sine and cosine functions as well as other non-affine functions such as exponential functions are
approximated in this thesis using a series of Chebyshev orthogonal polynomials as follows:
Hc(zch) =
np∑
rh=0
brhTrh(zch) (2.35)
where the Chebyshev polynomials Trh(zch) are computed using the following recurrence relation
[112]:
T0(zch) = 1
T1(zch) = zch
Trh+1(zch) = 2zchTrh(zch) − Trh−1(zch)
(2.36)
The number of polynomials np in (2.35) are truncated, depending on the number of digit
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accuracy. Thus, for 5-digit accuracy, as in this thesis, the error of the Chebyshev approxima-
tion is 10−5. This error is attributed to the truncation of the Chebyshev series only. Because
the polynomials of this approximation involves non-affine operations, additional errors are in-
troduced [108]; therefore, the final affine forms of the sine and cosine operations exhibit errors
greater than those attributed to the Chebyshev approximations only.
2.4 Monte Carlo Simulations
MCS refers to the repetitive evaluation of deterministic problems such as mathematical expres-
sions or physical models by sampling random variables [113,114]. This method has been applied
in many fields such as optimization, evaluation of definite integrals, estimation of statistical pa-
rameters, and in general, in problems where an analytical solution is intractable. One of the
advantages of MCS is their ability to model system complexities subjected to many uncertain-
ties, which are modeled using pdfs. The pdfs are sampled to evaluate deterministic models,
and the obtained results are lumped in order to compute parameters such as mean and variance
of the concerned variables, and/or obtain their corresponding pdfs, which provide information
regarding the likeliness of a random variable to take on different values.
If a random variable is discrete, the pdf is referred to as discrete probability density function.
In this case, the pdf of the different values of the discrete random variable are associated with
a probability. On the other hand, if a random variable is continuous, the pdf is referred to as
continuous probability density function, and the information regarding the probability of the
random variable to lie within an interval is given by the integral of the associated pdf over this
interval, as follows:
Prob[X f a ≤ X f ≤ X f b] =
∫ X f b
X f a
PX f (x f ) dx f (2.37)
Besides the mean, variance and other statistical parameters, a qualitative analysis of the pdfs
can be achieved computing their skewness and excess kurtosis. The skewness of a pdf is a
measure of its asymmetry with respect to its mean value, and the excess kurtosis represents a
measure of its peakiness.
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Conventional MCS are used in this thesis as benchmark for comparison purposes, since by
definition, it does not produce any spurious trajectories, and for a large enough number of trials,
the union of the uncertainty region described by MCS is a very close approximation of the correct
problem solution. To demonstrate its application in this thesis, an example of MCS for system
stability analysis is presented next, based on the Power System Analysis Toolbox (PSAT) [115],
which is used to perform stability studies with variable wind power generator in the IEEE 14-bus
system shown in Figure 2.8. This benchmark system, described in detail in [116], comprises two
synchronous generators connected at Buses 1 and 2, and three synchronous condensers connected
at Buses 3, 6 and 8. The synchronous generator at Bus 2 is replaced by an aggregated DFIG-
based wind turbine as shown in Figure 2.9, the transformers from 480 V to 25 kV, and from 25
kV to 69 kV, as well as the impedance of the collector system in a wind farm for better modelling
accuracy. A brief description of the DFIG model and associated controls as well as the relevant
system data can be found in [117]. For all simulations, the loads are modeled using exponential
recovery models.
The wind speed distribution is modeled using the typical Rayleigh pdf used for these pur-
poses, which is expressed in terms of the wind speed v and mean wind speed vm as follows [118]:
PX f (v) =
2v
1.128vme
v
1.128vm
2 (2.38)
Figure 2.10 (a) shows the wind’s pdf for a mean wind speed of 10 m/s. This function is used
to approximate the stochastic nature of the considered wind speed. Figure 2.10 (b) shows the
turbine output power as a function of the wind speed. The rated wind speed is 15 m/s, while the
cut-in and cut-out wind speeds are 5 m/s and 25 m/s, respectively. When the wind speed is above
the rated speed, the pitch angle controller comes into effect in order to maintain the output power
constant at its rated value. Moreover, for wind speeds above the cut-out wind speed (which is not
very likely according to Figure 2.10 (a)), the wind turbine is prevented from generating power in
order to avoid any damage; and for wind speeds under 5 m/s, the wind power output is null.
Three study cases are presented and discussed here:
• In Case A, the maximum loadability variations of the above described system for the wind
farm with terminal voltage control are assessed by using MCS.
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 Figure 2.8: IEEE 14 bus system in PSAT.
• In Case B, MCS are used to compute the maximum system loadability variations for the
wind farm with constant power factor mode.
• In Case C, the variations in the damping ratio of the dominant mode are assessed using
MCS for the wind farm with terminal voltage control.
Normal and contingency operating conditions are considered in the above described cases. The
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 Figure 2.9: DFIG collector system in PSAT.
Figure 2.10: (a) Wind speed pdf and corresponding (b) power output characteristics of a wind
turbine.
transmission line connected between Buses 2 and 4 is disconnected to simulate a contingency.
Case A:
The static load margins obtained using PV curves for the wind turbine in terminal voltage control
mode are bounded by a minimum value of 424.92 MW and a maximum value of 431.46 MW,
when the wind speed varies according to the specified pdf. The probabilities associated with
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loading margins within these bounds are depicted in Figures 2.11 (a) and (b). The occurrence of
these static load margins are associated with the probabilities of having a wind speed below the
cut-in speed and above the cut out speed, and the probability of having a wind speed within the
rated and cut-out speeds, respectively. When the line 2-4 is tripped, the static load margins lie in
the interval of 387.88 MW and 383.32 MW for wind power output variations within 45 MW and
0 MW. The probabilities associated with loading margins within these bounds are illustrated in
Figures 2.11 (c) and (d).
The observed pdf’s peaks are due to the relatively high probabilities associated with having
either zero output power for the wind farm (left peak) or nominal output power (right peak). This
is mainly due to the Rayleigh pdf assumed to model the wind speed stochastic behavior, since
according to this pdf, there exists a relatively high probability of having a wind speed below the
cut-in wind speed or above the cut-out wind speed, and also a high probability associated with
having a wind speed within the nominal speed and the cut-out wind speed. These heavy tailed
distributions lead to a high kurtosis, which is 74.1e5 and 22.9e6 for normal and contingency
conditions, respectively.
The mean and standard deviations for the maximum loadability in normal operating condition
are 427.66 MW and 2.63 MW, respectively, with a skewness of 0.384. This positive skewness
indicates that the distribution is more stretched on the side above the mean. For contingency
conditions, the mean and standard deviations are 385.31 MW and 1.82 MW, respectively; the
skewness in this case is 0.23, and thus the distribution is more stretched on the side above the
mean.
Case B:
When the DFIG is operated at constant power factor mode, the static load margins in normal
operating condition are within the interval given by [419.30, 424.11] MW, which is smaller than
the system with voltage control wind turbine, as expected. Moreover, the static load margin
interval is reduced even further under contingency conditions to the interval [378.7, 382.4 MW].
The pdfs and cdfs in this case are very similar to those shown in 2.11.
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Case C:
Figure 2.12 (a) depicts the cdf of the dominant mode damping ratio under normal operating
conditions for a loading level of 331.5 MW. Participation factors associated with this dominant
mode, correspond to the AVR of the synchronous generator connected at Bus 1. When the wind
power output varies within 0 MW and 45 MW, the dominant-mode damping ratio is bounded
by the interval given by [1.12, 3.3]%; in this case, the probability of occurrence of a damping
ratio lower or equal than 3% is approximately 0.82. On the other hand, the damping ratios
under contingency conditions vary within the interval [0.59, 2.6]%; from Figure 2.12 (b), the
probability of occurrence for a damping ratio lower than 2% is approximately 0.77.
Figure 2.13 (a) shows the trajectories for the dominant-mode damping ratios associated with
the AVR of the synchronous generator connected at Bus 1. As the wind power output level
increases, the damping ratio improves not only for normal operating conditions, but also for
contingency conditions. Figure 2.13 (b) shows the eigenvalues associated with the rotor speed
of the synchronous generator connected at Bus 1. In this case, the damping ratio decreases when
the wind power output level rises; however, the minimum damping ratio is sufficiently large to
assure system stability.
2.5 Summary
The basic tools for power flow, long-term voltage stability, and transient stability analysis have
been briefly discussed in this chapter. Particularly, for voltage stability assessment, different
strategies commonly used for the computation of the maximum loadability were presented,
namely, direct methods and continuation power flow techniques. Also, the definitions associ-
ated with ATC computation were briefly discussed.
Relevant aspects concerning the formulation and solution of the DAEs that describe the sys-
tem dynamics were also addressed in this chapter; specifically, the trapezoidal method was briefly
described, this method offers good numerical stability and thus, is considered in this thesis for
the formulation of the AA-based transient stability assessment.
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Self-validated numerical methods for uncertainty analysis were presented as well. Specif-
ically, the main characteristics of IA and AA were pointed out. It was explained that IA is
characterized by its simplicity and low computational cost; however, its inability to properly rep-
resent the dependency among variables may lead to excessively conservative results making it
impractical. On the other hand, AA was shown to represent the correlations among variables,
which may lead to better results than IA; however, non-linear operations and functions in AA
have to be approximated by means of affine forms, which affect its accuracy. In this regard, some
of the available techniques intended to approximate non-affine operations and functions were
discussed.
Finally, MCS were briefly discussed, and their application to voltage and transient stability
assessment of a test system considering uncertainties associated with wind power generation was
demonstrated.
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Figure 2.11: Pdfs and cdfs for the static load margins when the wind farm is operating in voltage
control mode: (a) pdf and (b) cdf in normal operating conditions. (c) pdf and (d) cdf for a
contingency.
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Figure 2.12: Cdfs of dominant-mode damping ratio for the DFIG wind turbine operating in
voltage control mode: (a) normal operating conditions and (b) contingency conditions.
Figure 2.13: Eigenvalues for synchronous generator at Bus 1 for different wind power outputs
when the DFIG is operated in voltage control mode: (a) AVR relevant modes and (b), rotor speed
relevant modes.
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Chapter 3
Affine Arithmetic Based Power Flow
Assessment
3.1 Introduction
This chapter discusses the formulation of the AA-based power flow analysis method based
on [14], proposing a novel modeling of reactive power limits. The power flow equations are
formulated in both rectangular and polar form for comparison purposes, and simulations are car-
ried out using the IEEE-30 Bus test system, and assuming uncertainties associated with loads
and generation, which are modeled as intervals.
3.2 Problem Formulation
AA is used in [14] to solve the power flow problem considering uncertainties in the load and
generation levels. According to this approach, the initial affine approximation for bus voltage
magnitudes and angles can be written as follows:
• In polar form [14]:
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V̂i = Voi +
∑
j∈NP
∂Vi
∂P j
∣∣∣∣∣
o
∆PA jεP j +
∑
j∈NQ
∂Vi
∂Q j
∣∣∣∣∣
o
∆QA jεQ j ∀i ∈ NP (3.1)
θ̂i = θoi +
∑
j∈NP
∂θi
∂P j
∣∣∣∣∣
o
∆PA jεP j +
∑
j∈NQ
∂θi
∂Q j
∣∣∣∣∣
o
∆QA jεQ j ∀i ∈ NP, NQ (3.2)
• In rectangular form (new):
V̂Ri = VRoi +
∑
j∈NP
∂VRi
∂P j
∣∣∣∣∣
o
∆PA jεP j +
∑
j∈NQ
∂VRi
∂Q j
∣∣∣∣∣
o
∆QA jεQ j ∀i ∈ NP, NQ (3.3)
V̂I i = VIoi +
∑
j∈NP
∂VIi
∂P j
∣∣∣∣∣
o
∆PA jεP j +
∑
j∈NQ
∂VIi
∂Q j
∣∣∣∣∣
o
∆QA jεQ j ∀i ∈ NP, NQ (3.4)
The number of noise symbols in (3.1) to (3.4) depends on the number of uncertainties to be
analyzed. For instance, if only uncertainties of generation outputs are considered, the number
of noise symbols will be restricted to the number of generators. It is important to point out that
correlations amongst generators, as in the case of close-by wind farms, can be easily represented
in (3.1) to (3.4) by means of a single noise symbol associated with the correlated variations of
power of these wind farms. The coefficients of the noise symbols, given by the derivatives of
voltage magnitudes and angles with respect to the injected active and reactive power, can be
calculated by using the Jacobian matrix or numerical sensitivity studies. These derivatives are
evaluated at the central values of the active and reactive powers injected at PQ buses and the
active powers injected at PV buses, which are defined as follows:
Poi =
PGmaxi − PLmaxi + PGmini − PLmini
2
∀i ∈ NP (3.5)
Qoi =
QGmaxi − QLmaxi + QGmini − QLmini
2
∀i ∈ NQ (3.6)
The prediction intervals used to model the uncertainty associated with the predicted values
can be obtained by using non-parametric approaches, which do not need any assumptions re-
garding the pdf of forecast errors and thus, are very appropriate to compute the intervals of the
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uncertainties associated with intermittent renewable energy sources [119]. These intervals are
associated with a confidence level; thus, depending on this confidence level, parts of the possible
outcomes of the uncertain variables are necessarily neglected. Parametric approaches can also
be used to compute the bounds associated with the forecasting uncertainty [120]; however, these
methods rely on assumptions regarding the pdfs of the forecasting errors that may be unrealistic
in some cases. Since in this thesis, the uncertain variables are modeled as prediction intervals,
the expected predictions are not relevant.
Numerical sensitivity studies are used in this thesis to obtain an approximation of the deriva-
tives in (3.1) to (3.4), using a small perturbation of the system around the central values of the
uncertain parameters and then solving the standard power flow problem to compute the cor-
responding changes in the respective variables. This requires as many power flow solutions
as uncertain variables, which in the case of large wind and solar power plants, are not many.
Computing the changes to approximate derivatives leads to more accurate results than using the
Jacobian matrix, where the derivatives are evaluated at the central values.
The numerical sensitivity approach yields initial approximations for the affine forms of the
power flow variables. In order to compute the final affine forms and their associated bounds, the
initial affine approximations obtained using the sensitivity approach are corrected based on the
solution of the Linear Programming (LP) problems described later in this Chapter. These LP
problems account for the physical restrictions imposed by the power flow equations, generator
limits, as well as the bounds of the noise symbols. Also, aimed at accounting for the nonlinear-
ities of the power flow equations, additional noise symbols are introduced by the approximation
of non-affine operations [107]. Thus, the resultant final affine forms are different to the initial
approximations obtained using the sensitivity approach.
The active and reactive power affine forms P̂i and Q̂i are obtained by replacing the voltage
and angle affine forms given in (3.1) and (3.2) in the following equations:
P̂i =
N∑
j=1
V̂iV̂ j
[
Gi j cos(θ̂i − θ̂ j) + Bi j sin(θ̂i − θ̂ j)
]
∀i ∈ NP (3.7)
Q̂i =
N∑
j=1
V̂iV̂ j
[
Gi j sin(θ̂i − θ̂ j) − Bi j cos(θ̂i − θ̂ j)
]
∀i ∈ NQ (3.8)
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Alternatively, the power flow equations in rectangular coordinates can be written as follows:
P̂ri =
N∑
j=1
(
V̂Ri
(
V̂R jGi j − V̂I j Bi j
)
+ V̂Ii
(
V̂I jGi j + V̂R j Bi j
))
∀i ∈ NP (3.9)
Q̂ri =
N∑
j=1
(
V̂Ii
(
V̂R jGi j − V̂I j Bi j
)
− V̂Ri
(
V̂I jGi j + V̂R j Bi j
))
∀i ∈ NQ (3.10)
The affine forms for the active (3.7) or (3.9), and reactive powers (3.8) or (3.10) exhibit the
following compact form, after all affine functions operations and approximations:
Aε = C (3.11)
C = L − (Ro + q) (3.12)
The maximum and minimum values of C are given by the corresponding maximum and minimum
values of active and reactive power injections as follows:
Cmax = Lmax − Ro + |q| (3.13)
Cmin = Lmin − Ro − |q| (3.14)
where:
Lmax =
 PmaxQmax
 (3.15)
Lmin =
 PminQmin
 (3.16)
Pmax = PGmax − PLmin (3.17)
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Pmin = PGmin − PLmax (3.18)
Qmax = QGmax − QLmin (3.19)
Qmin = QGmin − QLmax (3.20)
Equation (3.11) is a linear system, which can be solved for ε by means of the two following
LP problems:
min
∑
εslmin
s.t. −1 ≤ εslmin ≤ 1
Cmin ≤ Aε ≤ Cmax
∀sl ∈ NP, NQ
(3.21)
max
∑
εslmax
s.t. −1 ≤ εslmax ≤ 1
Cmin ≤ Aε ≤ Cmax
∀sl ∈ NP, NQ
(3.22)
The values obtained for εslmin and εslmax from these solutions are used in (3.1) and (3.2), or al-
ternatively in (3.3) and (3.4), to calculate the minimum and maximum voltage magnitudes and
angles, respectively. A contraction domain technique is proposed in [14] to produce narrower
intervals for the voltage and angle bounds. According to this formulation, the two optimization
approaches are consecutively repeated and the coefficients for the voltage and angle affine forms
are contracted at each iteration until convergence is achieved.
After the voltage and angle bounds are computed, the interval of maximum and minimum
reactive powers generated at the PV buses and slack bus can be calculated as follows, in order to
verify any limit violations,
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QGmaxi = qpoi +
∑
sl∈Np
qpislεslmax +
∑
sl∈Nq
qqislεslmax + |qei|εhi + QLmaxi ∀i = 1, ...NPV + 1 (3.23)
QGmini = qpoi +
∑
sl∈Np
qpislεslmin +
∑
sl∈Nq
qqislεslmin − |qei|εhi + QLmini ∀i = 1, ...NPV + 1 (3.24)
In case of a limit violation, the associated bus or buses are treated as PQ buses as in standard
power flow methods, and the methodology explained before is repeated until no more limit vi-
olations are observed. A similar procedure can be used to compute the generator active power
interval at the slack bus.
3.3 Improved Reactive Power Limit Representation
According to the AA-based power flow approach proposed in [14] and previously described,
the power flow equations are initially solved without limits, and in case of a limit violation, the
associated bus or buses are treated as PQ buses as in standard power flow methods, applying
again the procedure to compute the affine forms for voltages and angles; this is repeated until no
more limit violations are observed. A different approach is proposed in this thesis to account for
generator reactive power limits, based on the following polar formulation of voltages and angles
in affine form [121, 122]:
V̂i = Voi +
∑
m∈NIG
∂Vi
∂PGm
∣∣∣∣∣
o
∆PGA mεIGm +
∑
nc∈NPV
∂Vi
∂Vnc
∣∣∣∣∣
o
∆VAnc
(
εPVanc − εPVbnc
)
+
∑
nl∈NPL
∂Vi
∂PLnl
∣∣∣∣∣
o
∆PLA nlεPLnl
+
∑
nl∈NQL
∂Vi
∂QLnl
∣∣∣∣∣
o
∆QLA nlεQLnl ∀i = 1, ..,N
(3.25)
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θ̂i = θoi +
∑
m∈NIG
∂θi
∂PGm
∣∣∣∣∣
o
∆PGA mεIGm +
∑
nc∈NPV
∂θi
∂Vnc
∣∣∣∣∣
o
∆VAnc
(
εPVanc − εPVbnc
)
+
∑
nl∈NPL
∂θi
∂PLnl
∣∣∣∣∣
o
∆PLA nlεPLnl
+
∑
nl∈NQL
∂θi
∂QLnl
∣∣∣∣∣
o
∆QLA nlεQLnl ∀i = 1, ..,N
(3.26)
where, the noise symbols εPVa and εPVb are introduced to account for the reactive power limits
of generators, and thus avoid the need for PV-PQ bus switching. This approach is based on the
representation of PV buses discussed in Chapter 2, which yields the following formulation:
Vpvnc = Vopvnc + ∆VAnc
(
εPVanc − εPVbnc
)
(3.27)
where:
0 < εPVanc < 1, εPVbnc = 0 for QG < QGmin
εPVanc = 0, 0 < εPVbnc < 1 for QG > QGmax
εPVanc = 0, εPVbnc = 0 for QGmax ≤ QG ≤ QGmin
∀nc ∈ NPV (3.28)
the noise symbols εPVanc and εPVbnc in (3.27) act as the auxiliary variables Vanc and Vbnc in (2.7) to
keep the reactive power within limits. The effect of the variation of the voltage specified at PV
nodes due to these noise symbols is accounted for in (3.25) and (3.26) by means of the partial
derivatives of the bus voltages and angles with respect to the voltage reference set points at PV
buses. This approach is implemented using the Linear Programming (LP) formulations described
in detail at the end of this section.
The coefficients of the noise symbols in (3.25) and (3.26), given by the partial derivatives of
voltage magnitudes and angles with respect to the injected active power and reference voltages at
voltage controlled buses, can be calculated from a “base” power flow solution and the numerical
sensitivity analysis described in Section 3.2. Since the derivatives of the initial affine forms are
approximated by computing the changes in the respective variables using small perturbations,
ill-defined derivatives, that arise when reactive power limits are reached at a power flow solution
corresponding to the central values, can be avoided. The central values are defined as follows:
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PGo m =
PGmaxm + PGminm
2
∀m ∈ NIG (3.29)
PLo nl =
PLmaxnl + PLminnl
2
∀nl ∈ NL (3.30)
QLo nl =
QLmaxnl + QLminnl
2
∀nl ∈ NL (3.31)
The active and reactive power affine forms P̂i and Q̂i are obtained by replacing the voltage
and angle affine forms given in (3.25) and (3.26), in (3.7) and (3.8), resulting in the following
equations, after after all affine function operations and approximations given in [107, 108]:
P̂i = Pio +
∑
m∈NIG
PNIGi,m εIGm +
∑
nl∈NPL
P
NPL
i,nl εPLnl +
∑
nl∈NQL
P
NQL
i,nl εQLnl +
∑
nc∈NPV
PNPVi,nc εPVanc
−
∑
nc∈NPV
PNPVi,nc εPVbnc +
∑
h∈Nh
PAi,hεAh ∀i = 1, ..,N
(3.32)
Q̂i = Qio +
∑
m∈NIG
QNIGi,m εIGm +
∑
nl∈NPL
Q
NPL
i,nl εPLnl +
∑
nl∈NQL
Q
NQL
i,nl εQLnl +
∑
nc∈NPV
QNPVi,nc εPVanc
−
∑
nc∈NPV
QNPVi,nc εPVbnc +
∑
h∈Nh
QAi,hεAh ∀i = 1, ..,N
(3.33)
These equations may be written in compact form as follows:
ALεL = CL (3.34)
CL = LL − (RLo + qL) (3.35)
where:
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AL =

PNIG1,1 · · · PNIG1,NIG P
NPL
1,1 · · · P
NPL
1,NPL
P
NQL
1,1 · · · P
NQL
1,NQL
PNPV1,1 · · · PNPV1,NPV −P
NPV
1,1 · · · −PNPV1,NPV
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
PNIGN−1,1 · · · PNIGN−1,NIG P
NPL
N−1,1 · · · P
NPL
N−1,NPL P
NQL
N−1,1 · · · P
NQL
N−1,NQL P
NPV
1,1 · · · PNPV1,NPV −P
NPV
N−1,1 · · · −PNPVN−1,NPV
QNIG1,1 · · · QNIG1,NIG Q
NPL
1,1 · · · Q
NPL
1,NPL
Q
NQL
1,1 · · · Q
NQL
1,NQL
QNPV1,1 · · · QNPV1,NPV −Q
NPV
1,1 · · · −QNPV1,NPV
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
QNIGN−1,1 · · ·QNIGN−1,NIG Q
NPL
N−1,1 · · ·Q
NPL
N−1,NPL Q
NQL
N−1,1 · · ·Q
NQL
N−1,NQL Q
NPV
N−1,1 · · ·QNPVN−1,NPV −Q
NPV
N−1,1 · · ·−QNPVN−1,NPV

εL =

εIG1
...
εIGNIG
εPL1
...
εPLNPL
εQL1
...
εQLNQL
εPVa,1
...
εPVa,NPV
εPVb,1
...
εPVb,NPV

LL =

[
PGmin1 − PLmax1
]
,
[
PGmax1 − PLmin1
]
...[
PGminN−1 − PLmaxN−1
]
,
[
PGmaxN−1 − PLminN−1
][
QGmin1 − QLmax1
]
,
[
QGmax1 − QLmin1
]
...[
QGminN−1 − QLmaxN−1
]
,
[
QGmaxN−1 − QLminN−1
]

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RLo =

P1o
...
PNo
Q1o
...
QNo

qL =

PA1,1 · · · PA1,Nh
...
...
...
PAN−1,1 · · · PAN−1,Nh
QA1,1 · · · QA1,Nh
...
...
...
QAN−1,1 · · · QAN−1,Nh


εA1
...
...
...
...
εANh

To obtain the maximum and minimum values of the noise vector ε in (3.34), the following LP
problems need to be solved:
min
∑
εIGminm +
∑
εPLminnl
+
∑
εQLminnl
+
∑
εPVaminnc +
∑
εPVbminnc
s.t. −1 ≤ εIGminm , εPLminnl , εQLminnl ≤ 1
0 ≤ εPVaminnc , εPVbminnc ≤ 1
CLmin ≤ ALεLmin ≤ CLmax
∀m ∈ NIG,∀nc ∈ NPV
(3.36)
max
∑
εIGmaxm +
∑
εPLmaxnl +
∑
εQLmaxnl +
∑
εPVamaxnc +
∑
εPVbmaxnc
s.t. −1 ≤ εIGmaxm , εPLmaxnl , εQLmaxnl ≤ 1
−1 ≤ εPVamaxnc , εPVbmaxnc ≤ 0
CLmin ≤ ALεLmax ≤ CLmax
∀m ∈ NIG,∀nc ∈ NPV
(3.37)
The values of εIGmin , εPLmin , εQLmin , εPVamin , εPVbmin , and εIGmax , εPLmax , εQLmax , εPVamax , εPVbmax obtained
by solving these simple LP problems are used in (3.25) and (3.26) to compute the maximum
and minimum bus voltages and angles. Notice that the objective functions in (3.36) and (3.37)
are mathematically formulated to contract the vector ε according to the physical restrictions
imposed by the power flow equations and the bounds of the noise symbols; thus, there is no
particular physical meaning attributed to the objective functions. Since (3.36) corresponds to a
minimization problem, and the bounds of εPVaminnc and εPVbminnc are restricted to the interval [0,1],
these variables will tend to zero unless there is any reactive power limit violation. Similarly,
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because in (3.37) the objective function is formulated as a maximization problem, and the bounds
of εPVamaxnc and εPVamaxnc are restricted to the interval [-1,0], these noise symbols tend to zero,
unless a reactive power limit is violated. On the other hand, the noise symbols εIGminm , εIGmaxm ,
εPLminnl
, εPLmaxnl , εQLminnl , εQLmaxnl which are related to the intermittent power injections, are allowed
to vary within the interval [-1,1], which is the hull assigned to affine arithmetic variables.
3.4 Example
The IEEE-30 bus benchmark system shown in Figure 3.1 is utilized for testing the solution of
the AA-based power flow equations. There are two synchronous generators connected at Buses
1 and 2 and four synchronous condensers connected at Buses 5, 8,11, 13, respectively, and the
system base load is 283.4 MW and 126.2 MVAR. The following three study cases are considered:
• Case A: The generators output power and all the loads are allowed to vary within a range
of ±35% with respect to their central values in order to stress the system. The power flow
equations are solved using both, rectangular and polar representation of the power flow
equations. Generator reactive power limits are not taken into account in this case.
• Case B: The generator output power and all the loads for Case A are allowed to vary within
a range of ±10% with respect to their central values. Generator reactive power limits are
not taken into account in this case.
• Case C: The generator reactive power limits are considered and the generator output pow-
ers and all the loads are allowed to vary within a range of ±15% with respect to their central
values. The maximum reactive power of the generator at Bus 2 is set to 50 MVA, and the
maximum reactive powers of the generators at Buses 5 and 8 are set to 40 MVA.
In the three cases described above, and the rest of this thesis, MCS are used for comparison
purposes because of their flexibility and simplicity. Moreover, for a large enough number of
trials, the union of the uncertainty region described by MCS is a very close approximation of the
correct problem solution. In these MCS, a uniform pdf is used to represent the uncertainties in
power injections, since it is the most appropriate pdf used to yield solution intervals [14].
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Figure 3.1: IEEE 30 bus system in PSAT.
The Trivial Affine Approximation is used to deal with the multiplications of affine forms, and
the sine and cosine functions are approximated by using the Chebyshev Orthogonal Polynomial
approach.
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3.4.1 Case A
Figures 3.2 (a) and 3.2 (b) depict the upper and lower bounds of bus voltages and angles, re-
spectively, when the power flow equations are formulated in rectangular form. The maximum
discrepancies of the AA solution with respect to MCS results are 1.94% for the voltage mag-
nitudes and 16.2% for the voltage angles. The computational time is 6.38 s for the AA-based
method and 154.9 s for MCS (5000 iterations to guarantee convergence).
Aimed at illustrating the differences between the initial affine forms obtained using the sen-
sitivity approach, and the final affine forms obtained by solving the LP maximization problem,
the initial and final affine forms of the real part of the bus voltage magnitude at bus 30, truncated
at the fifth noise symbol, are presented as example:
• Initial affine form:
V̂R30 = 0.9498 + 0.0007εL1 − 0.0004εL2 − 0.0001εL3 − 0.0003 ∗ εL4 − 0.0033 ∗ εL5 ...
• Final affine form:
V̂R30 = 0.9498 + 0.0007εL1 − 0.0004εL2 − 0.0068e − 2εL3 − 0.0002 ∗ εL4 − 0.0022 ∗ εL5 ...
Notice that the initial affine form has been corrected, resulting in a different final affine form.
The bounds for the bus voltages and angles when the polar form representation is used to
formulate the power flow equations are depicted in Figures 3.3 (a) and 3.3 (b), respectively.
In this case, the maximum errors obtained from the AA-based method with respect to MCS are
2.27% and 37.12% for bus voltage magnitudes and angles, respectively. Note that the rectangular
coordinates representation exhibits a better accuracy than the polar form representation; this can
be attributed to the relatively high volume of multiplications associated with the expansion of
sinusoidal functions in the Chebyshev Orthogonal Polynomial approach. The computational
time is 17.90 s in this case.
61
Figure 3.2: Case A with rectangular coordinates: (a) bus voltage magnitudes, and (b) bus voltage
angles.
Figure 3.3: Case A with polar coordinates: (a) bus voltage magnitudes, and (b) bus voltage
angles.
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Figure 3.4: Case B with rectangular coordinates: (a) bus voltage magnitudes, and (b) bus voltage
angles.
3.4.2 Case B
Observe in Figures 3.4 (a) and 3.4 (b) that the bus voltages and angles obtained with the AA-
based method are almost superimposed on those obtained with MCS. Indeed, the maximum
errors for the voltage magnitudes and angles are 0.23% and 2.06%, respectively, which is a
significant improvement compared to Case A. The computational time is 2.51 s for the AA-
based method and 166.4 s for MCS. Figures 3.5 (a) and 3.5 (b) depicts the results obtained using
the polar form representation of power flow equations. In this case, the maximum error for the
voltage magnitudes and angles are 1.84% and 18.0%, respectively, with a computational time of
3.75 s. These reduced errors are mainly due to the fact that the intervals of uncertainty have been
reduced by over 1/3 with respect to Case A.
3.4.3 Case C
Figures 3.6 (a) and 3.6 (b) depict the bus voltage magnitude and angle bounds, respectively,
when generator reactive power limits are considered, and the improved reactive power limit
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Figure 3.5: Case B with polar coordinates: (a) bus voltage magnitudes, and (b) bus voltage
angles.
representation is used. The maximum discrepancy of the AA-based method results with respect
to MCS is 5.2%, which shows good accuracy. The Computational time in this case is 4.55
s, which is approximately half the computational time obtained when the bus type switching
strategy is used to account for generator reactive power limits (8.98 s). The computational time
of MCS is 126.16 s.
Figure 3.7 shows bounds for reactive power in synchronous generators. Observe that the
synchronous generator connected at Bus 2, and the synchronous condensers connected at Buses
5 and 8 reach their upper reactive power limits.
The accuracy of the proposed AA based methods is affected by the approximation of non-
affine operations, the size of the intervals that model the uncertain variables, the number of un-
certain variables, and the size of the system being analyzed. As demonstrated in the simulations,
for relatively small sizes of the intervals that model the uncertain variables, the bounds obtained
using MCS and AA are very close; however, when the size of these intervals increases, the error
also increases.
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Figure 3.6: Case C with polar coordinates: (a) bus voltage magnitudes, and (b) bus voltage
angles.
 
 
 
 
Figure 3.7: Generator reactive power intervals in Case C.
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3.5 Summary
In this chapter, the AA-based power flow analysis was discussed in both polar and rectangular
form, and various study cases were presented to compare the performance of different solution
approaches.
A novel and more efficient way to deal with reactive power limits was also introduced. The
impact of the input affine intervals width on the AA-based power flow method accuracy was
investigated, concluding that the AA-based power flow method exhibits a reasonable accuracy
and is more computationally efficient than MCS. Furthermore, this method automatically bounds
the output variables according to the intervals that model the uncertain input variables, without
the need to make assumptions regarding the pdf of the uncertainties. The use of rectangular-
coordinate equations in the AA-based power flow problem was also studied, demonstrating to be
significantly more accurate than the polar-coordinate equations approach. The basic principles
of this AA-based power flow approach is used in this thesis to formulate the AA-based voltage
stability methods, which is discussed next.
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Chapter 4
Affine Arithmetic Based Voltage Stability
Assessment
4.1 Introduction
In this chapter, the proposed AA-based method for voltage stability assessment of power sys-
tems considering uncertainties associated with operating conditions is discussed.The power flow
equations in affine form, based on the more efficient representation of generator reactive power
limits, are used to formulate the AA-based method for voltage stability assessment, which yields
the hull of the PV curves associated with the assumed uncertainties. A parametrization approach
which allows obtaining feasible solutions for the whole hull of PV curves is presented and dis-
cussed. Finally, the proposed method is tested using two study cases: first, a 5-bus test system
is used to illustrate the proposed technique in detail, and thereafter, a 2383-bus test system is
studied to demonstrate its practical application. The results are compared with those obtained
using MCS to verify the accuracy and computational burden of the proposed AA-based method,
and also with respect to a previously proposed technique to estimate the impact of parameter
variations in voltage stability assessment.
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4.2 Problem Formulation
The bus voltage magnitude and angle equations given by (3.25) and (3.26) are reformulated in
this section to consider only uncertainties due to intermittent sources of power as follows:
V̂i = Voi +
∑
m∈NIG
∂Vi
∂PGm
∣∣∣∣∣
o
∆PGA mεIGm +
∑
nc∈NPV
∂Vi
∂Vnc
∣∣∣∣∣
o
∆VAnc
(
εPVanc − εPVbnc
) ∀i = 1, ..,N (4.1)
θ̂i = θoi +
∑
m∈NIG
∂θi
∂PGm
∣∣∣∣∣
o
∆PGA mεIGm +
∑
nc∈NPV
∂θi
∂Vnc
∣∣∣∣∣
o
∆VAnc
(
εPVanc − εPVbnc
) ∀i = 1, ..,N (4.2)
In the proposed AA-based voltage stability method, (2.11) can be written for dispatchable
generators, excluding the slack bus, as follows:
P̂Gi(λ) = PGoi + λ̂∆PGi ∀i = 1, ..,N − 1 (4.3)
Similarly, the load equations can be written as:
P̂Li(λ) = PLoi + λ̂∆PLi ∀i = 1, ..,N (4.4)
Q̂Li(λ) = QLoi + λ̂∆QLi ∀i = 1, ..,N (4.5)
where:
λ̂ = λo +
∑
m∈NIG
∂λ
∂PGm
∣∣∣∣∣
o
∆PGA mεIGm +
∑
nc∈NPV
∂λ
∂Vnc
∣∣∣∣∣
o
∆VAnc
(
εPVanc − εPVbnc
)
(4.6)
Notice that the loading parameter λ is now in affine form, and thus is written as a function of the
uncertainty of the output power of intermittent generators. This uncertainty is modeled as inter-
vals that represent the maximum and minimum power injections associated with the simulation
time period as follows:
PGm =
[
PGo m − ∆PGA m, PGo m + ∆PGA m
]
∀m ∈ NIG (4.7)
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 Figure 4.1: PV curves: (a) using the load power as the parameter; (b) using a PQ-bus voltage
magnitude as the parameter.
or equivalently in AA:
P̂Gm = PGo m + ∆PGA mεIGm ∀m ∈ NIG (4.8)
For a different period of time, a different interval for the uncertain power injections may be
needed; for instance, ∆PGA may be chosen according to the forecasting error associated with
the concerned planning horizon. On the other hand, ∆VAnc may be decided so that there is a
sufficient margin for the variation of the reference voltage setting of PV buses in order to keep
generator’s reactive power within limits. In this thesis, ∆VAnc has been assumed to be a 10% of
the pre-established reference voltage control settings for all study cases.
For the computation of the central values and the upper and lower bounds of the PV curves, a
parametrization technique is used in this thesis. Figure 4.1 (a) illustrates the problems when the
load power is used as a parameter to compute the lower and upper parts of the PV curves. It is
noted that varying the load by varying the power from PL1 to PL7, and computing the respective
upper voltages Vu1 to Vu7 and lower voltages Vl1 to Vl7 based on AA or MCS can only be done
until the lower bound of the PV curve reaches the maximum loading point given by PL7. Beyond
this point, the dotted parts of the PV curves cannot be readily computed. To overcome this
problem, the voltage magnitude at a PQ bus is chosen as the parameter, as in Figure 4.1(b), based
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on a parametrization approach [90–93]. Notice that the voltage magnitude at the chosen PQ bus
varies from V1 to V9, and for each of these voltages, the associated lower power loads PLl1 to
PLl9 and upper power loads PLu1 to PLu9 can be readily computed. The PQ-bus voltage of the
bus that exhibits the largest variation in voltage magnitude with respect to load variations is used
as the parameter. The affine form for the voltage of this bus can be written as:
V̂PQ = Vp (4.9)
where Vp is updated for the computation of the PV curves as follows:
Vp = Vp − ∆Vp (4.10)
The step size ∆Vp varies depending on the proximity to the maximum loadability; thus, the
closer to this maximum, the smaller the step size. The proximity to maximum loadability is
detected by computing the difference between the former and the current loading factor interval
λ̂; the lower this difference, the closer the system is to a saddle node bifurcation. Notice that for
computations beyond the maximum loadability, the loading factor starts decreasing, and thus, it
is straightforward to detect when the maximum loadability has been reached.
In standard PV computations, the parametrization approach is implemented by augmenting
the power flow equations by one equation, which refers to the value assigned to the voltage
magnitude chosen as the parameter. Thus, the set of equations to be solved is:
 fPF(θ,V, λ)VPQ − Vp
 = 0 (4.11)
which is solved using a Newton approach, as follows:
 fPF(θr,Vr, λr)VPQ − Vp
 = −Jaugr

∆θr
∆Vr
∆λr
 (4.12)
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
θr+1
Vr+1
λr+1
 =

θr
Vr
λr
 +

∆θr
∆Vr
∆λr
 (4.13)
where r refers to the iteration number. These equations are iteratively solved until convergence
is attained.
The proposed PV-curve computation approach is based on the following AA form of power
flow equations:
P̂Gi − PLoi − λ̂∆PLi − P̂i = 0 ∀i = 1, ...,N (4.14)
Q̂Gi − QLoi − λ̂∆QLi − Q̂i = 0 ∀i = 1, ...,N (4.15)
plus the additional equation corresponding to the parametrization approach:
V̂PQ − Vp = 0 (4.16)
where P̂i and Q̂i are written according to (3.7) and (3.8), and P̂Gi is given by (4.3) for dispatchable
generators, excluding the slack bus. In case of non-dispatchable generators, P̂Gi is modeled as an
interval which represents the uncertainties associated with the output power, as in (4.8).
Equations (4.14) and (4.15) exhibit the following compact form, after all affine function
operations and approximations:
Avsεvs = Cvs (4.17)
Cvs = Lvs − (Rvso + qvs) (4.18)
where:
Rvso =

P1o + λo(∆PL1 − ∆PG1)
...
PNo + λo(∆PLn − ∆PGn)
Q1o + λo(∆QL1 − ∆QG1)
...
QNo + λo(∆QLn − ∆QGn)

and Avs, εvs, Cvs, Lvs, and qvs have the form of the matrices used in (3.34) and (3.35), neglecting
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the load uncertainties.
Using a similar approach to the one previously described to account for generator reactive
power limits, the LP formulation for the proposed AA-based voltage stability assessment is ob-
tained by substituting CL by Cvs and AL by Avs in (3.36) and (3.37) and ignoring the noise symbols
for load variations εPLmin , εPLmax and εQLmin , εQLmax . The values for εIGmin , εPVamin , εPVbmin , and εIGmax ,
εPVamax , εPVbmax obtained by solving the resultant LP formulations are used in (4.6) to compute the
loadability interval λ̂. Figure 4.2 depicts the algorithm used to compute the PV-curve intervals.
The stopping criteria for this algorithm is decided based on the number of solution points of the
hull of the PV curves beyond the maximum loadabilities.
4.3 Simulation Results
To test the proposed AA-based methodology for voltage stability assessment, two test systems
are considered. The first is a 5-bus test system [85], which allows a thorough test and demon-
stration of the proposed methodology without the complexities associated with system size. The
second corresponds to a portion of the Polish system and comprises 2383 buses [123], allowing
to test and demonstrate the proposed approach in a realistic system. To validate and compare
the results obtained with the proposed AA-based technique, PV curves are computed using an
MCS approach, assuming uniform distribution for the non-dispatchable generators intervals, and
are thus treated as the benchmark for comparison purposes. The convergence of MCS was de-
termined by assuming a tolerance of 0.0001 in the change of the expected value. The sensitivity
formula proposed in [44] is also used to compute the maximum loadability intervals for compar-
ison purposes.
4.3.1 5-Bus Test System
This system comprises two generators which supply a base load of 440 MW. One of these gener-
ators is assumed to be an intermittent power source, while the second is assumed to be dispatch-
able, and is the system slack bus. For the computation of PV curves, the load directions in (4.14)
and (4.15) are: ∆PLi = PLoi , and ∆QLi = QLoi .
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Figure 4.2: Algorithm for the AA-based PV curve computation method.
Table 4.1 shows the effect of increasing the size of the interval that models the uncertain
variable on the computed maximum and minimum load changes. For comparison purposes,
MCS, and the sensitivity formula (SF) results are also depicted (MCS required 50 samples to
converge). Notice that as the margin of variation associated with the uncertain power injection
increases, the error for the upper bound of the maximum loadabilities using AA and SF also
increases, with the error corresponding to the AA-based method being slightly lower than the
error computed using the SF approach. Also, notice that the lower bound for the maximum
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Table 4.1: Comparison of load changes using different approaches for the 5-bus test system.
Margin (%)
5 15 25 35
MCS ∆Lmax(MW) 335.46 336.67 337.52 338.05
AA
∆Lmax(MW) 335.47 336.97 338.47 339.97
e(%) 0.003 0.090 0.280 0.566
SF
∆Lmax(MW) 335.55 337.16 338.77 340.38
e(%) 0.026 0.146 0.369 0.688
MCS ∆Lmin(MW) 333.93 332.15 330.04 327.61
AA
∆Lmin(MW) 333.67 331.57 329.51 327.45
e(%) -0.082 -0.172 -0.162 -0.049
SF
∆Lmin(MW) 333.94 332.33 330.72 329.11
e(%) 0.003 0.055 0.204 0.456
loadability is pessimistic for the AA-based approach and optimistic for the SF approach, which
is an advantage of the proposed approach.
Figure 4.3 shows the PV curves obtained using MCS and the proposed AA-based method
for a 30% margin variation of the uncertain variable. Notice that the AA-based approach allows
to efficiently compute the upper and lower bounds of the PV curves, providing information re-
garding the hull of voltage profiles. No other technique proposed in the literature is capable of
quickly generating such curves, which could be used by power system operators, as standard PV
curves are used now [90] (e.g. to determine voltage profiles as the maximum system loadability
is approached).
4.3.2 2383-Bus Test System
The system comprises 323 generators and 4 synchronous condensers supplying a base load of
24558 MW. A total of 50 generators, with total capacity of 7677.2 MW (31% of the total system
generation capacity) are assumed to be intermittent power sources, with 15% margin variations.
The size and number of uncertainties of this system allows evaluating the performance of the
proposed AA-based voltage stability assessment for practical systems. As in the previous ex-
ample, the following load and dispatch directions are assumed: ∆PLi = PLoi , ∆QLi = QLoi and
∆PGi = PGoi ∀i.
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Figure 4.3: PV curves for the IEEE 5-bus test system.
The PV curves depicted in Figure 4.4 are computed using the proposed AA-based method
and MCS for normal operating conditions. The probability distribution of the uncertain variables
in MCS are assumed to be uniform distributions, requiring 2000 samples to attain convergence.
Observe again that the proposed AA-based approach yields slightly pessimistic results.
Table 4.2 shows the bounds for load changes obtained using MCS, the proposed AA-based
method, and the SF approach for the worst single line trip and single generator trip. Because
of the difficulties encountered in the computation of the Jacobian matrices, the SF formula was
approximated using the following equation:
dλ
dp
∣∣∣∣∣
o
≈ ∆λ
∆p
∣∣∣∣∣
o
(4.19)
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Figure 4.4: PV curves for the 2383-bus test system.
with ∆p small enough to have a good approximation. It is observed that the worst contingency
occurs when Line 67-138 is tripped. Observe that the errors in the values obtained using the
proposed AA-based technique are lower than those obtained with the SF approach; furthermore,
there are no underestimation of the margins by the AA-based method, as opposed to those ob-
tained using the SF technique. In this case, the ATC for transmission line 31-32, which is the
most loaded line in the system, computed using (2.16) and assuming CBM=0, varies within the
intervals [31.83, 78.72] MW, [29.17, 82.56] MW, and [26.18, 85.31] MW, for MCS, the AA-
based method, and the SF approach, respectively; this results in a maximum error for the AA-
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based approach of 8.37%, while the maximum error for the SF approach is 17.77%. Notice that
the difference between the loading changes computed using MCS and the AA-based approach
tends to increase as the size of the system and number of uncertain variables increases. This
result is to be expected, because, as the number of uncertain variables and operations increase,
the approximation errors of the non-affine operations become larger.
Table 4.2: Comparison of load changes using different approaches for the 2383-bus test system.
Normal Line Gen
67-138 trip Gen 131 trip
MCS ∆Lmax(MW) 9585 4160 6532
AA
∆Lmax(MW) 9622 4300 6577
e(%) 0.39 3.37 0.69
SF
∆Lmax(MW) 9702 4400 6410
e(%) 1.22 5.77 -1.87
MCS ∆Lmin(MW) 8072 2452 5120
AA
∆Lmin(MW) 8038 2355 5111
e(%) -0.42 -3.96 -0.18
SF
∆Lmin(MW) 7958 2246 5176
e(%) -1.41 -8.4 1.09
These simulations, based on MATLAB, were carried out on a computer with 8 GB of RAM
and a processor of 3.40 GHz. The proposed AA-based approach was computationally more
efficient than MCS, being 1.96 times faster (0.889 s vs 1.744 s) and 11 times faster (270.7 s vs
2975.7 s) for the 5-bus and the 2383-bus test system, respectively. These simulation times are
referred to the system in normal operating conditions, without contingencies.
It is important to point out that the proposed AA-based methodology computes ATCs con-
sidering uncertainties attributed to intermittent sources of power for a system topology. Hence,
based on the N-1 contingency criterion, the AA-based method was repeatedly applied for each
contingency to compute the ATC. Note that the uncertainty associated with equipment outages
(e.g. lines and transformers) can also be modeled using the proposed AA-based computing
paradigm. According to a mathematical approach widely adopted in circuit analysis litera-
ture, the equipment outages can be described by proper variations of the admittance matrix
elements, defining the parameters of the equipment equivalent circuits using proper intervals
(e.g. Ri = [Rmin,Rmax] = [R, 1e6], where Ri = 1e6 corresponds to the i-th equipment out of
service).
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4.4 Sources of Error
The main sources of error of the proposed AA-based method for voltage stability assessment are
as follows:
• Errors introduced by sinusoidal function approximations: In this thesis, sinusoidal func-
tions are written in terms of Chebyshev polynomial approximations for 5-digit accuracy.
This approximation, given by (2.35), comprises a finite number of polynomials whose
coefficients are floating-points. The number of polynomials N p are truncated depending
on the number of digits accuracy. For 5-digit accuracy, as in this thesis, the Chebyshev
approximation error is 10−5 because of the truncation of the Chebyshev series approxi-
mation only. Since the polynomials of this approximation involves non-affine operations,
additional truncation approximation errors are introduced [107]. Therefore, the final affine
forms of the sine and cosine operations exhibit approximation errors greater than those at-
tributed to the Chebyshev approximations only. Therefore, increasing the number of digits
of the Chebyshev approximation beyond 5 digits does not improve the overall accuracy of
the sine and cosine affine approximations.
• Errors due to the size of the intervals that model the uncertain variables: The greater the
size of the interval that models the uncertain variables, the greater the error. This is ex-
pected, since the initial coefficients of the affine forms are obtained using a sensitivity
analysis approach. Thus, the greater the deviation of the central value of the affine forms
with respect to their minimum and maximum values, the greater the error of the initial
coefficients of the affine forms.
• Errors due to the number of uncertain variables and size of the system: The greater the
number of uncertain variables and size of the system, the greater the error. This is also ex-
pected since, with the number of equations and coefficients of the affine forms increasing,
the truncation errors associated with non-affine operations increase.
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4.5 Summary
A novel method for voltage stability assessment of power systems with intermittent sources of
generation such as wind and solar power has been presented in this chapter. Specifically, the
proposed methodology computes the bounds of the PV curves and associated static load margins
when the system presents uncertainties due to operating conditions, without any assumption on
their pdfs. The results depict a reasonable good accuracy at significantly lower computational
costs when compared to those obtained using simulation based techniques. Comparisons also
show that the lower bound of the maximum loadability obtained using the AA-based approach is
pessimistic, while it is optimistic in some cases for the SF approach, thus making the AA-based
approach more appropriate for practical applications.
The proposed AA-based method takes into account the correlations among variables, which
is not possible with other self-validated methods such as IA-based methods. The accuracy of the
proposed method is mainly attributed to this characteristic. However, as the number of uncertain
variables, size of the system, and size of the uncertainty intervals increase, the accuracy of the
method decreases. This should not be a significant problem for the practical application of the
proposed technique, since the number and sizes of uncertain generation sources in real systems
is not expected to be more than 30% of the total system generation.
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Chapter 5
Affine Arithmetic Based Transient Stability
Assessment
5.1 Introduction
In this chapter, the proposed AA-based method for transient stability assessment of power sys-
tems considering uncertainties associated with operating conditions is presented and discussed.
This method is based on the solution of the DAEs that describe the system dynamic behavior
using a trapezoidal integration approach, which is described in detail. Two test cases are dis-
cussed: first, a Single Machine Infinite Bus (SMIB) test system with simplified models is used
to illustrate the proposed technique in detail; thereafter, a two-area test system, using detailed
synchronous generator models, and wind turbines based on Doubly Fed Induction Generators
(DFIGs) is used to demonstrate its more practical application. The results are compared with
those obtained using simple MCS to verify the accuracy of the proposed AA-based method. The
computational burden of the AA-based technique, and its possible application to large systems
are also discussed.
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5.2 Problem Formulation
The set of DAEs (2.17) and (2.18) describing a power system can be formulated in affine form
as follows [122]:
˙̂xD(t) = fD
(
x̂D, ŷ, p̂D, λ̂
)
for x̂D(0) = x̂DIC (5.1)
0 = g(x̂D, ŷ, p̂D, λ̂) for ŷ(0) = ŷIC (5.2)
The purpose of this formulation is to compute the hull of the system response due to system
uncertainties such as intermittent sources of power, to examine the effect of large disturbances
on the system. To achieve this goal, the set of AA DAEs (5.1) and (5.2) are solved using the
trapezoidal integration approach, resulting in the following formulation for the DAE system:
x̂Dn − x̂Dn−1 − (∆t/2)
(
fD
(
x̂Dn−1 , ŷn−1, p̂D, λ̂, tn−1
)
+ fD
(
x̂Dn , ŷn, p̂D, λ̂, tn
))
= 0 (5.3)
g(x̂Dn , ŷn, p̂D, λ̂) = 0 (5.4)
Based on a similar representation of the affine forms for voltages and angles used in [14]
and [121], the initial affine forms of the state and algebraic variables are computed using the
following affine relations:
x̂D = xDo +
∑
m∈NIG
∂xD
∂PGAm
∣∣∣∣∣
o
∆PGAmεIGm (5.5)
ŷ = yo +
∑
m∈NIG
∂y
∂PGAm
∣∣∣∣∣
o
∆PGAmεIGm (5.6)
which represent the impact of the various uncertain sources ∆PG in the corresponding variables.
The load admittances are then modeled as:
Ŷ = Yo +
∑
m∈NIG
∂Y
∂PGAm
∣∣∣∣∣
o
∆PGAmεIGm (5.7)
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The central values in (5.5)-(5.7) are computed by solving the following set of steady-state equa-
tions:
fD
(
xDo , yo, pDo , δo
)
= 0 (5.8)
g
(
xDo , yo, pDo , δo
)
= 0 (5.9)
The affine forms of the intermittent sources of power are modeled as in (4.8), and the central
values of the intermittent sources of power are computed using (3.31). For a different period of
time, a different affine interval for the uncertain power injections may be needed; for instance,
∆PGA may be chosen according to the forecasting error associated with the operating horizon of
interest. The partial derivatives in (5.5)-(5.7) are computed using sensitivity analysis.
The resultant set of algebraic equations (5.3) and (5.4) can be solved using a Newton approach
as follows:
Ĵ
(̂
zr
) (̂
zr+1 − ẑr
)
= 0 − F̂A (̂zr) (5.10)
or equivalently,
∆F̂A = Ĵ∆̂z (5.11)
This linear system of equations is solved iteratively, updating the state and algebraic variables
until convergence is attained. The set of DAEs are simultaneously solved, achieving better nu-
merical stability than partitioned techniques. Unlike the Krawczyk’s or the Interval Gauss Seidel
Iteration approaches used to solve the system of equations in IA [124], the Newton-based ap-
proach used in this thesis does not require certain special classes of matrices such as M-matrices
and H-matrices to solve the linearized set of equations.
The components of the vector ∆F̂A in (5.11) exhibit the following form after all affine opera-
tions and non-affine approximations are carried out:
∆F̂As = ∆FAos + ∆FA1sεIG1 + ∆FA2sεIG2 + ... + ∆FAmsεIGm
+
∑
h∈Nh
∣∣∣(Fahs)∣∣∣ ε f hs = 0 ∀m ∈ NIG, s = 1...NDA (5.12)
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The last term of this equation, which corresponds to the independent noise symbols resulting
from the non-affine operations, can be reduced to a single noise symbol as follows:
∆FHsε f Hs =
∑
h∈Nh
∣∣∣(Fahs)∣∣∣ ε f hs s = 1...NDA (5.13)
Similarly, the components of the Jacobian matrix can be written as:
Ĵs,k = Jos,k + J1s,kεIG1 + J2s,kεIG2 + ... + Jms,kεIGm
+
∑
h∈Nh
∣∣∣(Jahs,k)∣∣∣ ε jhs,k ∀m ∈ NIG s, k = 1...NDA (5.14)
JHs,kε jHs,k =
∑
h∈Nh
|(Jahs,k)|ε jhs,k s, k = 1...NDA (5.15)
And the affine forms of the vector ∆̂z are:
∆̂zs = ∆zos + ∆z1sεIG1 + ... + ∆zmsεIGm + ∆zHsεHs
s = 1...NDA,∀m ∈ NIG
(5.16)
This vector is comprised of the state and algebraic variables, and thus has the following form:
∆̂z =
∆x̂D
∆̂y
 (5.17)
Applying equation (2.34) to (5.11) yields the following components of the affine form ∆̂F:
• Central values:
∆FAos =
NDA∑
k=1
Jos,k∆zok s = 1...NDA (5.18)
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• The m-th components:
∆FAms =
NDA∑
k=1
Jos,k∆zmk +
NDA∑
k=1
Jms,k∆zok
s = 1...NDA,∀m ∈ NIG
(5.19)
• Approximation errors:
∆FHs =
NDA∑
k=1
Jos,k∆zHk +
NDA∑
k=1
JHs,k∆zok
s = 1..NDA,∀m ∈ NIG
(5.20)
Equations (5.18)-(5.20), stated in matrix form, are used to compute the components of the affine
form ∆̂z (5.17) as follows:

∆FrAo1
∆FrAo2
...
∆FrAoNDA

=

Jro1,1 J
r
o1,2 . . . J
r
o1,NDA
Jro2,1 J
r
o2,2 . . . J
r
o2,NDA
...
... . . .
...
JroNDA ,1 J
r
oNDA ,2
. . . JroNDA ,NDA


∆zro1
∆zro2
...
∆zroNDA
 (5.21)

∆FrAm1 − ∆z
r
o1 J
r
m1,1 − . . . − ∆zroNDA Jrm1,NDA
∆FrAm2 − ∆z
r
o1 J
r
m2,1 − . . . − ∆zroNDA Jrm2,NDA
∆FrAmNDA
− ∆zro1 JrmNDA ,1 − . . . − ∆zroNDA JrmNDA ,NDA
 = Aro

∆zrm1
∆zrm2
...
∆zrmNDA
 ∀m ∈ NIG (5.22)
84

∆FrH1 − ∆zro1 JrH1,1 . . . − ∆zroNDA JrH1,NDA
∆FrH2 − ∆zro1 JrH2,1 − . . . − ∆zroNDA JrH2,NDA
∆FrHNDA − ∆z
r
o1 J
r
HNDA ,1
− . . . − ∆zroNDA JrHNDA ,NDA
 = Aro

∆zrH1
∆zrH2
...
∆zrHNDA

(5.23)
where:
Aro =

Jro1,1 J
r
o1,2 . . . J
r
o1,NDA
Jro2,1 J
r
o2,2 . . . J
r
o2,NDA
...
... . . .
...
JroNDA ,1 J
r
oNDA ,2
. . . JroNDA ,NDA

(5.24)
The state and algebraic variables are iteratively updated as follows until convergence is attained:
x̂r+1D = x̂
r
D + ∆x̂
r
D (5.25)
ŷr+1 = ŷr + ∆̂yr (5.26)
where ∆̂yr and ∆x̂rD are computed using (5.21)-(5.24). Figure 5.1 illustrates the proposed al-
gorithm for the AA-based transient stability assessment. This algorithm is very similar to the
commonly used approach to solve the DAEs for time domain simulations, but in affine form.
5.3 Simulation Results
To test the proposed AA-based methodology for transient stability assessment, three test cases
are considered. The first is a Single Machine Infinite Bus (SMIB) test system [94], which al-
lows a thorough test and demonstration of the proposed methodology using simplified models;
the second corresponds to a two-area system [99], aimed at testing the proposed method using
detailed models for the synchronous generators. In the third study, the two are system is mod-
ified to consider wind turbines based on Doubly Fed Induction Generators (DFIGs), allowing
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Figure 5.1: AA-based time domain simulation algorithm.
to more realistically test and demonstrate the proposed approach using intermittent sources of
power. To validate and compare the results obtained using the proposed AA-based technique,
MCS are used as the benchmark, assuming uniform probability distributions of the intermittent
sources of power; 3000 samples for the first study case and 5000 samples for the second and
third study cases were required for MCS to converge.
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Figure 5.2: SMIB test system [94].
5.3.1 Single Machine Infinite Bus Test System
The system shown in Figure 5.2 comprises a synchronous generator, which is assumed to be
intermittent, and connected through a transformer and two parallel lines to an infinite bus. The
data for this system is given in Table 5.1. A three phase fault is assumed in the middle of one
of the lines connecting Buses 1 and 2, which is subsequently cleared by tripping the faulted
line. The initial central values for the affine forms are computed assuming that the infinite bus is
drawing 5.5 p.u. of real power at unity power factor.
Table 5.1: SMIB test system data.
H D X′d XT X12 V2 p.f. Po
(p.u. · s) (p.u) (p.u.) (p.u.) (p.u.) (p.u) (p.u.)
3.0 0.1 0.025 0.025 0.1 1.0 1 5.5
In this example, the generator was represented using a classical synchronous machine model.
However, it is important to point out that the proposed AA-based approach for transient stability
assessment is not model-dependent, as demonstrated with the second test system. The set of
algebraized DAEs in affine form for this study case is given in Appendix A.
Figure 5.3 shows the upper and lower bounds of the system dynamic response when the
intermittent source varies within the interval [522.5, 577.5] MW, i.e. a ±5% variation from the
power drawn by the infinite bus. Notice that the bounds obtained using the AA-based approach
closely follows the bounds obtained using MCS, with a maximum error of 0.98%.
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Figure 5.3: SMIB test system: 3-cycle fault with ±5% variation in generation.
Figures 5.4 and 5.5 depict the effect of the size of the interval that models the intermittent
source of power on the accuracy of the proposed AA-based technique. In these cases, the in-
tervals considered are [495, 605]MW, i.e. ±10% variation and [440, 660] MW, i.e. ±20%,
respectively, resulting in a maximum error of 3.88% for ±10% variation and 8.69% for ±20%
variation when compared to MCS. Thus, it can be readily inferred that as the size of the interval,
that models the uncertain variables increases, the error increases as well, as expected. Also notice
that the AA-based approach is slightly conservative as compared to MCS, which is a desirable
feature of the proposed method.
Figure 5.6 illustrates a case where the system becomes unstable for the ±5% range of power
variation [522.5, 577.5] MW of the intermittent source. Notice that the AA-based approach is
also able to accurately represent unstable cases, with a maximum error of 4.98% for the simula-
tions considered.
Finally, Figure 5.7 illustrates the bounds obtained when stable and unstable cases are con-
tained within the assumed interval of power variation of the intermittent source. Thus, observe
that the upper bound is unstable, while the lower bound is stable. It is important to point out
that the accuracy of the method, for simulation times beyond 0.45 s, decreases because of the
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Figure 5.4: SMIB test system: 3-cycle fault with ±10% variation in generation.
significant difference between the curve that bounds unstable cases and the curve that bounds
stable cases, as time progresses. Nevertheless, for the simulation time considered, the proposed
AA-based approach is able to identify stable and unstable bounds.
The proposed AA approach was computationally more efficient than MCS for all cases, yield-
ing 23 times faster simulations (0.798 s vs 18.36 s) for the results depicted in Figure 5.7.
5.3.2 Two-area Test System with Synchronous Generators
The system shown in Figure 5.11 is comprised of 11 buses and four generators that supply a total
base load of 2734 MW [99]. Two of these generators (G2 and G4) are assumed to be intermittent
sources of power, and are represented using detailed synchronous generator sub-transient models,
as well as fast static excitation systems. The set of algebraized DAEs in affine form for this study
case is given in Appendix B. The data for the generators is shown in Table 5.2.
Figure 5.9 illustrates the dynamic response of the system for a three-phase fault in the middle
of one of the parallel lines connecting buses 8 and 9; the fault is cleared after 7.1 cycles by
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Figure 5.5: SMIB test system: 3-cycle fault with ±20% variation in generation.
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Figure 5.6: SMIB test system: 15-cycle fault with ±5% variation in generation.
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Figure 5.7: SMIB test system: 12-cycle fault with ±10% variation in generation.
Table 5.2: Sub-transient model data for synchronous generators
Xd(p.u.) Xq(p.u.) Xl(p.u.) X′d(p.u.) X
′
q(p.u.) X
′′
d (p.u.) X
′′
q (p.u.) Ra(p.u.) T
′
d0(s) T
′
q0(s)
1.8 1.7 0.2 0.3 0.55 0.25 0.25 0.0025 8 0.4
T ′′d0(s.) T
′′
q0(s.) HG1(p.u. · s) HG2(p.u. · s) HG3(p.u. · s) HG4(p.u. · s) Ka Tec(s.) Da S n(MVA)
0.03 0.05 6.5 6.5 6.175 6.175 200 0.01 0.01 900
 
Figure 5.8: Two-area test system with synchronous generators.
tripping the faulted line. Notice that the system is unstable for ±10% variation of power at G2
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Figure 5.9: Two-area test system with synchronous generators results: 7.1-cycle fault with ±10%
variation in generation.
and G4. The AA-based approach closely follows the hull of dynamic curves, with a maximum
error of 6.02%, and being 292 times faster (13.48 s vs 3936.33 s) with respect to MCS.
Figure 5.10 depicts the dynamic response of the system for a three-phase fault close to Bus 9.
The fault is cleared after 1 cycle by tripping the faulted line. The system is stable for the ±10%
range of variation of the assumed intermittent power sources. The AA-based approach closely
follows the hull of dynamic curves, with a maximum error of 8.3%.
5.3.3 Two-area Test System with Wind Turbines
In the two-area test system system in Figure (5.11), two of these generators (G2 and G4) are
replaced by wind turbines based on DFIG, which are modeled using the dq equations presented
in Appendix C. The set of algebraized DAEs in affine form for this study case is also given
in Appendix C. Generators G1 and G2 are modeled using a classical representation and the
corresponding data is given in Table 5.3. The wind turbine data is shown in Table 5.4.
Figure 5.12 illustrates the dynamic response of the system for a three-phase fault in the middle
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Figure 5.10: Two-area test system results with synchronous generators results: 1-cycle fault with
±10% variation in generation.
Table 5.3: Synchronous generators data.
x′d(p.u.) HG2(p.u. · s) HG4(p.u. · s) Da
0.3 6.5 6.175 0.1
Figure 5.11: Two-area test system with DFIG-based wind turbines.
Table 5.4: DFIG-based wind turbines data.
xs(p.u.) xr(p.u.) xm(p.u.) rr(p.u.) rs(p.u.) Kp Kv Tp(s) Tr(s) Hm(kWs/kVa)
0.10 0.08 3 0.01 0.01 5.0 50 0.01 0.01 3
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Figure 5.12: Two-area test system with DFIG-based wind turbines results: 3-cycle fault with
±10% variation in generation.
of one of the parallel lines connecting Buses 8 and 9; the fault is cleared after 3 cycles by tripping
the faulted line. Notice that the system is stable for ±10% variation of power at G2 and G4. The
AA-based approach exhibits a maximum and mean error of 20.67% and 7.67%, respectively,
being 238 times faster than MCS. Figure 5.13 depicts the dynamic response of the system for
a three-phase fault close to Bus 9, which is cleared after 8 cycles by tripping the faulted line.
In this case, the system is unstable for the ±10% range of variation of the assumed intermittent
power sources. Notice that the AA-based approach closely follows the hull of dynamic curves,
with a maximum error of 5.65%.
The sources of error of the proposed AA-based method are associated with the truncated
approximation of non-affine functions such as sinusoidal functions, the size of the intervals of the
uncertain variables, and errors due to the number of uncertain variables and size of the system.
The greater the number of uncertain variables and size of the system, the greater the error, as
demonstrated for the two-area test system. This is expected, since with the number of equations
and coefficients of the affine forms increasing, the truncation errors associated with non-affine
operations also increase. However, given the limited number of uncertain generators and limited
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Figure 5.13: Two-area test system with DFIG-based wind turbines results: 8-cycle fault with
±10% variation in generation.
range of variation in real systems, one would expect reasonable results in real-sized systems.
5.4 Summary
This chapter presented a novel AA-based method for transient stability assessment of power
systems with intermittent sources of generation such as wind and solar power. Similar to the AA-
based methods for power flow analysis and voltage stability assessment discussed in Chapters 3
and 4, respectively, uncertainties were modeled as intervals without any assumptions regarding
their probabilities. The proposed AA-based method was able to compute the hull of the system
dynamic response when the system presents uncertainties due to operating conditions, based on
a trapezoidal integration technique. It was noticed that stable and unstable bounds of the system
dynamic response are adequately represented by the AA-based approach, and the results depicted
a reasonable good accuracy at significantly lower computational costs when compared to those
obtained using simulation based techniques.
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Chapter 6
Conclusions, Contributions, and Future
Work
6.1 Summary and Main Conclusions
Most of the available techniques for probabilistic stability assessment of power systems are based
on analytical and sampling based approaches, which may be computationally demanding and/or
rely on assumptions that may be unrealistic in some cases. To overcome these difficulties, novel
AA-based methods for voltage and transient stability assessment of power systems with inter-
mittent sources of generation such as wind and solar power were proposed in this thesis.
A new representation of generator reactive power limits was proposed in this thesis, which is
a more efficient alternative to the bus type switching strategy adopted in the existing AA-based
power flow analysis. This new representation is based on the introduction of additional noise
symbols associated with voltage control settings, which allows keeping the generator reactive
powers within limits by modifying their terminal voltages.
The proposed AA-based method for voltage stability assessment computes the bounds of the
PV curves and associated static load margins when the system presents uncertainties due to oper-
ating conditions, without any assumption on their pdfs. This method is based on a parametriza-
tion technique which allows obtaining feasible solutions for the whole hull of PV curves. The
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results depicted a reasonable good accuracy at significantly lower computational costs when
compared to those obtained using simulation based techniques. Comparisons also showed that
the lower bound of the maximum loadability, obtained using the AA-based approach is pes-
simistic, while it was optimistic in some cases for the SF approach, thus making the AA-based
approach more appropriate for practical applications.
The proposed AA-based method for transient stability assessment is able to compute the hull
of the system dynamic response when the system presents uncertainties in operating conditions.
This method is based on a trapezoidal integration approach, which yields a good numerical stabil-
ity, and is not model-dependent; thus, any model for synchronous generators, wind turbines and
PV arrays can be used, as demonstrated in the study cases. Similar to the AA-based method for
voltage stability assessment, results depicted a reasonable good accuracy at significantly lower
computational costs when compared to those obtained using simulation based techniques. Sta-
ble and unstable bounds of the system dynamic response were adequately represented by the
AA-based approach.
The proposed AA-based methods represent computationally efficient alternative to the well-
known sampling and analytical approaches, and unlike most of these approaches, uncertainties
are modeled as intervals without any need for assumptions regarding their probabilities. These
intervals reflects the uncertainty of the estimated output power, and avoids the difficulties in
properly representing the uncertainties of wind and solar power using pdfs.
6.2 Main Contributions
This thesis conceptualized and proposed new AA-based computing paradigms for PV curve com-
putation and transient stability assessment of power systems considering uncertainties associated
with intermittent sources of power. The main contributions are as follows:
• A more efficient representation of generator reactive power limits, which avoids the bus
switching strategy used in the existing AA-based power flow analysis method, has been
proposed in this thesis. The use of rectangular-coordinate equations in the AA-based power
flow problem is also studied, demonstrating to be more efficient and accurate than the
polar-coordinate equations approach.
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• A novel, computationally efficient and reasonably accurate approach based on AA for volt-
age stability assessment of power systems with intermittent power sources has been pro-
posed in this thesis, as a better alternative to popular simulation-based tools. This method
is also more adequate as compared with a previously proposed technique to estimate the
impact of parameter variations in voltage stability assessment.
• Finally, a new, computationally efficient and reasonably accurate AA-based method method
for transient stability assessment of power systems with power sources has also been pro-
posed in this thesis. This method is not model-dependent and, as the proposed AA-based
voltage stability technique, uncertainties are modeled as intervals without any need for
assumptions regarding their probabilities.
The proposed AA-based methods, as well as part of the results of this thesis have been pub-
lished in [117], [121], and [122], and the journal paper [125] has been submitted for publication.
6.3 Future Work
The following research topics could be considered to improve the proposed AA-based methods:
• In order to efficiently account for system contingencies, the uncertainty associated with
equipment outages (i.e. lines and transformers) could be modeled using AA by describ-
ing the equipment outages with proper variations of the admittance matrix elements. For
instance, the parameters of the equipment equivalent circuits could be defined using the
intervals [X, 1e6], where X is the value of the impedance, and 1e6 corresponds to the
equipment out of service. This approach needs further research to show its feasibility.
• Code development to facilitate the general handling of model equations in affine form is
needed. This code will allow testing the proposed AA-based methods with larger test
systems.
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Appendix A
AA Model of Single-Machine-Infinite-Bus
Test System
Algebraized DAEs in affine form:
δ̂n − δ̂n−1 − ∆t2
(
ω̂n − ωs + ω̂n−1 − ωs) = 0 (A.1)
ω̂n − ω̂n−1 − ∆t2
(
f̂2a + f̂2b
)
= 0 (A.2)
where:
f̂2a =
[
P̂m − P̂esin(̂δn − Da(ω̂n − ωs)
] ω2s
2Hω̂n
(A.3)
f̂2b =
[
P̂m − P̂esin(̂δn−1 − Da(ω̂n−1 − ωs)
] ω2s
2Hω̂n−1
(A.4)
where:
• Power delivered before the fault:
P̂e =
Ê′V2
X′d + XT + X12X13/ (X12 + X13)
(A.5)
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• Power delivered during the fault:
P̂e =
Ê′V2X13/(X13 + X12)
X′d + XT + X12X13/(X12 + X13)
(A.6)
• Power delivered after the fault:
P̂e =
Ê′V2
X′d + XT + X12
(A.7)
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Appendix B
AA Model of Two-Area Test System with
Synchronous Generators
Algebraized DAEs in affine form:
Ê
′′
qn − Ê
′′
qn−1 −
∆t
2
(
f̂1a + f̂1b
)
= 0 (B.1)
where:
f̂1a =
1
T ′′do
(
Ê
′
qn −
(
X
′
d − X
′′
d
)
Îdn − Ê′′qn
)
(B.2)
f̂1b =
1
T ′′do
(
Ê
′
qn−1 −
(
X
′
d − X
′′
d
)
Îdn−1 − Ê
′′
qn−1
)
(B.3)
Ê
′′
dn − Ê
′′
dn−1 −
∆̂t
2
(
f̂2a + f̂2b
)
= 0 (B.4)
where:
f̂2a =
1
T ′′qo
(
Ê
′
dn −
(
X
′
q − X′′q
)
Îqn − Ê
′′
dn
)
(B.5)
f̂2b =
1
T ′′qo
(
Ê
′
dn−1 −
(
X
′
q − X′′q
)
Îqn−1 − Ê′′dn−1
)
(B.6)
Ê
′
qn − Ê
′
qn−1 −
∆t
2
(
f̂3a + f̂3b
)
= 0 (B.7)
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where:
f̂3a =
1
T ′do
(
Ê fn +
(
Xd − X′d
)
Îdn − Ê
′
qn
)
(B.8)
f̂3b =
1
T ′do
(
Ê fn−1 +
(
Xd − X′d
)
Îdn−1 − Ê′qn−1
)
(B.9)
Ê
′
dn − Ê
′
dn−1 −
∆t
2
(
f̂4a + f̂4b
)
= 0 (B.10)
where:
f̂4a =
1
T ′qo
(
−
(
Xq − X′q
)
Îqn − Ê′dn
)
(B.11)
f̂4b =
1
T ′qo
(
−
(
Xq − X′q
)
Îqn−1 − Ê
′
dn−1
)
(B.12)
ω̂n − ω̂′n −
∆t
2
1
M
(
2P̂m + f̂5a + f̂5b
)
= 0 (B.13)
where:
f̂5a = −ÎdnV̂nsin
(
θ̂n − δn
)
− ÎqnV̂ncos
(
θ̂n − δ̂n
)
− Da (ω̂n − ωs) (B.14)
f̂5b = −Îdn−1V̂n−1sin
(̂
θn−1 − δn−1
)
− Îqn−1V̂n−1cos
(̂
θn−1 − δ̂n−1
)
− Da (ω̂n−1 − ωs) (B.15)
δ̂n − δ̂n−1 − ∆t2
(
ω̂n − ω̂n−1) = 0 (B.16)
Ê fn − Ê fn−1 −
∆t
2
(
f̂7a + f̂7b
)
= 0 (B.17)
where:
f̂7a =
1
Tec
(
Ka(V̂re f − V̂n) − Ê fn
)
(B.18)
f̂7b =
1
Tec
(
Ka(V̂re f − V̂n−1) − Ê fn−1
)
(B.19)
Ê
′′
q −
(
rs Îq − X′′d Îd + V̂q
)
= 0 (B.20)
Ê
′′
d −
(
rs Îd − X′′d Îq + V̂d
)
= 0 (B.21)
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V̂q −
(
V̂cos
(̂
θIa − δ̂
))
= 0 (B.22)
V̂d −
(
V̂ sin
(̂
θIa − δ̂
))
= 0 (B.23)
Îq −
(
Îcos
(̂
θIa − δ̂
))
= 0 (B.24)
Îd −
(
Î sin
(̂
θIa − δ̂
))
= 0 (B.25)
Network equations:
• For generator buses:
V̂ j Î jcos
(̂
θ j − θ̂Ia j
)
− PL j −
N∑
i=1
(
V̂ jV̂i
(
G jicos
(̂
θ j − θ̂i
)
+ Bi jsin
(̂
θ j − θ̂i
)))
= 0 (B.26)
V̂ j Î jsin
(̂
θ j − θ̂Ia j
)
− QL j −
N∑
i=1
(
V̂ jV̂i
(
G jisin
(̂
θ j − θ̂i
)
− Bi jcos
(̂
θ j − θ̂i
)))
= 0 (B.27)
• For load buses:
N∑
i=1
(
V̂ jV̂i
(
G jicos
(̂
θ j − θ̂i
)
+ Bi jsin
(̂
θ j − θ̂i
)))
+ PLi = 0 (B.28)
N∑
i=1
(
V̂ jV̂i
(
G jisin
(̂
θ j − θ̂i
)
− Bi jcos
(̂
θ j − θ̂i
)))
+ QLi = 0 (B.29)
103
Appendix C
AA Model of Two-Area Test System with
Wind Turbines
The DFIG generator DAEs are:
ω˙m =
(
Pω
ωm
− (Ψdsiqs − Ψqsids)
)
1
2Hm
(C.1)
i˙qr =
(
− xs + xm
xmV
Poptω (ωm)
ωm
− iqr
)
1
Tr
(C.2)
i˙dr = Kv
(
V − Vre f
)
− V
xm
− idr (C.3)
θ˙p =
Kp
Tp
(
ωm − ωre f
)
(C.4)
where:
Ψds = −((xs + xm)ids + xmidr) (C.5)
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Ψqs = −((xs + xm)iqs + xmiqr) (C.6)
Pω =
ρ
2
cp
(
λp, θp
)
Arv3 (C.7)
cp = 0.22
(
116
λi
− 0.4 ∗ θp − 5
)
e
(
−12.5
λi
)
(C.8)
1
λi
=
1
λp + 0.08θp
− 0.035
λ3p + 1
(C.9)
and the following algebraic equations:
vds = −rsids + (xs + xm)iqs + xmiqr (C.10)
vqs = −rsiqs − (xs + xm)ids − xmidr (C.11)
vdr = −rridr + (1 − ωm)((xr + xm)iqr + xmiqs) (C.12)
vqr = −rriqr − (1 − ωm)((xr + xm)idr + xmids) (C.13)
The algebraized DAEs in affine form are as follows:
• For wind turbines based on DFIGs:
ω̂n − ω̂n−1 − ∆t2 ∗
 P̂ω
ω̂mn
− (Ψ̂dsn̂iqsn − Ψ̂qsn̂idsn)
1
2Hm

+
∆t
2
 P̂ω
ω̂mn−1
− (Ψ̂dsn−1̂iqsn−1 − Ψ̂qsn−1̂idsn−1)
1
2Hm
 = 0 (C.14)
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Ψ̂dsn = −((xs + xm)̂idsn + xm̂idrn) (C.15)
Ψ̂qsn = −((xs + xm)̂iqsn + xm̂iqrn) (C.16)
îqrn − îqrn−1 −
∆t
2
∗

− xs + xmxmV P̂
opt
ω̂n
(ω̂mn)
ω̂mn
− îqrn
 1Tr +
− xs + xmxmV P̂
opt
ω̂n−1
(ω̂mn−1)
ω̂mn−1
− îqrn−1
 1Tr
 = 0
(C.17)
îdrn − îdrn−1 −
∆t
2
Kv (V̂n − V̂re f ) − V̂nxm − îdrn + Kv (V̂n−1 − V̂re f ) − V̂n−1xm − îdrn−1
 = 0 (C.18)
θ̂pn − θ̂pn−1 −
∆t
2
(
Kp
Tp
(
ωmn − ω̂re f n
)
+
Kp
Tp
(
ωmn−1 − ω̂re f
))
= 0 (C.19)
v̂dsn −
(
−rŝidsn + (xs + xm)̂iqsn + xm̂iqrn
)
= 0 (C.20)
v̂qsn −
(
−rŝiqsn − (xs + xm)̂idsn − xm̂idrn
)
= 0 (C.21)
v̂drn −
(
−rr̂idrn + (1 − ω̂mn)((xr + xm)̂iqrn + xm̂iqsn)
)
= 0 (C.22)
v̂qrn −
(
−rr̂iqrn − (1 − ω̂mn)((xr + xm)̂idrn + xm̂idsn)
)
= 0 (C.23)
• For Synchronous Generators:
106
ω̂n − ω̂n−1 − ∆t2 (P̂m − Ê ∗ V̂n ∗ sin(̂δn − θ̂n) − Da ∗ (ω̂rn − ω̂s)+
P̂m − Ê ∗ V̂n−1 ∗ sin(̂δn−1 − θ̂n−1) − Da ∗ (ω̂rn−1 − ωs)) = 0
(C.24)
δn − δn−1 − ∆t2 (ωn − ωs + ωn−1 − ωs) = 0 (C.25)
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