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Abstract
Molecule-by-molecule construction has for years offered the tantalisingprospect of atomic-scale devices. Current transistor fabrication techniques
have for decades moved toward progressively smaller dimensions.1 This has driven
interest in ‘bottom up’ routes to nanofabrication, where atoms and molecules are ar-
ranged into a desired structure. The scanning tunnellingmicroscope (STM) offers such
a route. Nanofabrication wth STM lithography can reach sub-nanometre resolution.2
To achieve such control over individual molecules, a sound understanding of the be-
haviour of molecules on the surface is fundamentally important. In particular, the
behaviour of aromatic organic molecules on surfaces is important for many technolo-
gies.3
Part II of this thesis presents a study of thermally activated movement of aromatic
molecules on Si(111)-7 × 7, as recorded by STM. There are distinct variations in the
measured rates of thermal displacement and desorption, determined by the different
binding sites within the Si(111)-7× 7 unit cell. The variation in the rates is a conse-
quence of differences in both the energy barriers and Arrhenius prefactors. We reveal
site-preference in the adsorption site of an aromatic molecule as it enters the surface
from the gas phase via a physisorbed precursor. The complexity of the adsorption
mechanism cannot be properly captured by the Langmuir isotherm. A Monte-Carlo
simulation that takes into account amobile physisorbed precursor accurately describes
the adsorption process, highlighting the importance of molecular kinetics during ad-
sorption.
Part III of this thesis presents STM inducedmanipulation of aromatic molecules on
Si(111)-7× 7. A high voltage pulse at a point of the Si(111)-7× 7 surface can desorb
benzene, toluene, or chlorobenzene upwards of ten nanometres away from the tun-
nel junction. Increasing the current or time of the pulse, and hence the number of
i
electrons, causes more molecules to be desorbed. This creates a depopulated region
around the pulse site. For benzene, toluene, or chlorobenzene, the threshold bias to
the effect is 2.0 V, belowwhich no desorption occurs. Electrons travel across the surface
isotropically before inducing desorption in a single electron process (1.18± 0.24 e−).
Analysis of the effect at different temperatures and pulse voltages reveals that the in-
jected electrons undergo diffusive motion between tip & molecule. The radius of the
depopulated region decreases with decreasing temperature, but is constant for pulse
voltages between 2.0− 2.8 V. Drawing comparisons between 2 photon photoemission
studies of the Si(111)-7× 7 surface4–6 reveals a common electronic state at 2.0V through
which the electrons propagate the surface.
The final chapter describes precise current injections made directly into toluene
molecules adsorbed on Si(111)-7× 7. Injecting directly into the molecule reveals the
threshold to desorption of 1.4 eV. The difference in thresholds between locally and
nonlocally induced desorption makes it clear that the 2.0 V threshold is a property of
the surface, not the molecule.
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Over the years, Si(111)-7 × 7 has proved an invaluable surface for the studyof single molecules. Consequently, Si(111)-7× 7 is well characterised, both
electronically and geometrically, and there have been countless studies of molecular
behaviour that used the surface as a workbench.7–14 In the past, aromatic molecules
have been shown to chemisorb and desorb to and from the surface.15,16 What remains
uncertain is how and why a population of molecules behaves in response to subtle
changes in the electronic topography of the surface. Part of this thesis will show how
the atomic resolution of the STM can reveal otherwise inaccessible properties of the
potential energy surface.
Beyond observingmolecular kinetics, the localised nature of the tunnelling current
from the microscope’s tip can donate energy to a single molecule. Several studies have
revealed tunnel current induced excitations of aromatics on Si(111)-7× 7.17–24 A 2010
publication from my supervisor25 demonstrated that one may actually induce excita-
tions of aromatics that are far away from the local influence of the STM tunnel junction.
This ‘nonlocal’ phenomenon offers the exciting prospect of the fine control of atomic
manipulation, but controlled remotely in such a way that hundreds of chemical reac-
tions are carried out at once. As well as revealing a new, unexpected charge transport
mechanism, ‘nonlocal manipulation’ offers a possible shortcut for molecular assem-
bly. This thesis endeavours to better understand the origin of nonlocal manipulation
so that one may acquire such control.
Content and layout of thesis
The proceeding chapter will describe the basic principles of scanning tunnelling mi-
croscopy and atomic manipulation. The chapter does not by any means go into an
exhaustive level of depth but serves to provide the reader with enough background to
understand and interpret the findings of the thesis, as well as provide motivation and
context for our experiments. Following the introduction, the thesis is divided into 3
parts.
Part I explains the principles of ultra high vacuum and the experimental aspects of
scanning tunnellingmicroscopy. A large part ofmy PhDwas building aUHV chamber
and getting a microscope online. These chapters therefore serve as an explanation for
the experimental practices necessary to achieve such an aim, as well as outlining any
pitfalls.
Part II outlines studies of molecular kinetics on the Si(111)-7× 7 surface as studied
by scanning tunnelling microscopy. This includes a literature review, experimental
and computational work.
Part III looks at a nonlocalmode of atomicmanipulation on Si(111)-7× 7, beginning
with a literature review and ending with work looking at local manipulation in order
to disambiguate the findings of local and nonlocal manipulations.
Appendices follow. Appendix B includes published work based on chapter 6 in
full. Appendix C includes a manuscript (currently under review) based on the works
of chapter 10 in full.
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Declaration of work done in conjunction with others
This thesis ismostly comprised of experimentalworkundertaken byme, between 2011-
2014 at the University of Bath, supervised by Dr. P. A. Sloan. The microscope at Bath
is limited to room temperature operation. Occasionally in the thesis, data acquired at
different temperatures is necessary to best understand the underlying science. Since a
variable temperaturemicroscopewas available to our collaborators at the University of
Birmingham, I performed rigorous analysis on data acquired by a preceding student
and our collaborators. In every case, this data was raw STM imagery and nothing else.




Scanning tunnelling microscopy and
atomic manipulation
Spurred by frustration with the limitations of the available tools for measuringatomic surfaces, HeinrichRohrer andGerd Binnig invented their own - the scan-
ning tunnelling microscope (STM).26 Initially conceived as an experimental technique
to measure electronic properties of atoms, molecules and nanoscale structures,27 the
STM has become an industry standard for characterising sub-nanometre scale proper-
ties of conductive and semiconductive materials. For inventing the STM and defying
the once widely held belief that atomic scale imagingwas physically impossible,28 Bin-
nig and Rohrer received the Nobel Prize in Physics in 1986.
This chapter will introduce the concept of scanning tunnelling microscopy, and
how it provides a route toward atomic manipulation. Several examples of current day
atomic manipulation research will be provided.
2.1 Scanning tunnelling microscopy
The STM exploits quantum tunnelling of electrons across a small junction between two
electrodes: a conducting surface and a sharpmetallic probewith an applied bias. After
bringing the tip and surface within a separation of a few Ångstrom, a current arises
due to quantum tunnelling. The magnitude of the tunnelling current is exponentially
sensitive to the distance between the tip and surface, as will be shown in this section.
In STM imaging, the tip is scanned over the surface while the tip height is adjusted by
a feedback loop in response to changes in topography, in order to maintain constant
tunnelling current. Recording the height changes provides an image of the surface.
While in practice STM relies on delicate engineering, the physical principle behind its
defining feature - the tunnelling current - is derivable with undergraduate quantum
physics.
In this chapter a simplified one dimensional approach is used to derive expres-
sions for the tunnelling current. More advanced models exist, such as that of Tersoff-
Hamann, which treats the tip as a locally spherical potential well.29,30 For background
reading on STM theory, see references [31–38]. For general background reading, refer
to the textbooks & review articles [39–43].
2.1.1 Quantum tunnelling and scanning tunnelling microscopy
1D tunnelling through an energy barrier
Figure 2-1 shows a system where the STM tip and sample are separated by a small






ψ(z) +V(z)ψ(z) = Eψ(z) (2.1)






ψI(z) = EψI(z) (2.2)
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Figure 2-1: 1 dimensional representation of an electron with energy E tunnelling through a
potential barrier, heightU0, at 0 6 z 6 d. Finding thewavefunction via solving the Schrödinger
equation in regions I and II reveals exponential decay in the barrier.
which has wave solutions













ψII(z) = (E−U0)ψII(z) (2.5)
which we solve as








In the classical regime (E > U0), k is complex and ψII(z) has wave solutions. In the
quantum regime (E < U0), k is real and ψII(z) exponentially decays into the barrier:
ψII(z) = ψII(0)e−kz (2.8)
Where ψII(0) = D. Therefore the probability of finding an electron at the surface
(z = d) is
|ψII(z = d)|2 = |ψII(0)|2 e−2kd (2.9)
and the transmission coefficient is




i.e. the probability of the tip and sample wavefunctions overlapping decays exponen-
tially with d. For a surface barrier, the potential barrier U0 is the work funtion Φ, the






1D tunnelling with a small bias
Figure 2-2 shows the 1D system with a small positive bias V applied to the tip. Under
a small bias, the resulting energy difference between tip and sample is small compared
to the work function, i.e. eV  Φ (here we assume the tip and sample workfunctions
are equal or similar). The bias voltage leads to a sloped energy barrier from tip to
sample, and the Fermi level of the tip, et is raised by eV above that of the sample, es.
Electrons with energy 0 < E < eV (filled electronic states) can tunnel into empty states
in the sample. As V is small compared to the work function, we can say all electrons























Figure 2-2: 1 dimensional tunnelling in the STM. With a grounded sample, a negative bias V
applied to the tip raises the energy levels of the tip above that of the sample. Electrons in filled
tip states (i.e. below the tip Fermi level et) can tunnel through the gap into available sample
states (between es → es + eV). gs(E), the density of states in the sample, controls how many
electrons enter at a given energy. The tunnelling current is controlled by the electron energy,











Were the direction of the applied bias reversed, the Fermi level of the surface would
rise above that of the tip, and tunnelling would occur from sample→ tip instead.
1D tunnelling with a large bias
As V increases the gap barrier height becomes more sloped from 0 6 z 6 d. Electrons
in the (0, eV) range will experience an average barrier of Φ− E+ eV/2. From equation
2.10 the transmission coefficient becomes energy dependent







whereΦ is themeanwork function across the gap, [Φs +Φt] /2. Electronswith energy
close to the raised tip Fermi level (E→ et) will have a greater chance of tunnelling than
those of lower energy.
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1D tunnelling current
In the first approximation, the tunnelling current It is proportional to the probability






In themethod of Bardeen,39 the tunnel current at biasV is dependent on the tunnelling
probability for electrons between et and (et− eV) andwhether there is a corresponding
available electronic state in the sample. The greater the density of states in the sample,
the stronger the current, It. The tunnel current is proportional to the summation of




















where gs(E) is the density of states (DOS), the number of available electronic states per
unit energy for tunnelling. Through the tunnelling current’s exponential dependence
on z, a tip initially at 1 nm elevation will see It decrease a factor of ten for every 0.1 nm
itmoves away from the sample.39 The extremely localised nature of It facilitates atomic
resolution with the STM: It is overwhelmingly reflective of the atom directly beneath
the tip, as neighbouring atoms are exponentially less likely to contribute. This places a
great deal of importance on the geometry of the tip apex, and experimental techniques
that yield ‘good’ STM tips that can resolve a single atom at a time. Such techniques are
discussed in § 4.1.
2.1.2 STM operation
Figure 2-3 shows a schematic of the STM. The tip (in blue) is brought approximately
1 nm from surface (yellow) such that their wavefunctions overlap and a finite tun-
nelling current is recorded. The sample is grounded with respect to the tip which has
an applied bias. The current is recorded and compared to a reference current, and the
resulting error signal is applied to a piezoelectric tube that moves the tip up and down
10




















Figure 2-3: Schematic of the STM in constant current mode. With the tip and sample close
enough, and bias V applied to the tip (relative to sample), a finite tunnelling current It is
recorded. As the tip rasters the surface in x and y, a feedback loop maintains constant It by
adjusting the z−height. A map of the changes in z provides a facsimile of the surface topogra-
phy.
in z in order to maintain a constant tunnelling current. This feedback loop is main-
tained as the tip rasters the surface (via x and y piezos), and the variation in voltage
across the z−piezo, proportional to the z−height, produces a contour of the surface.
This is the so called constant current mode of the STM. The z-height is recorded by a
computerwhich generates an image of the surface. It is important to note that an image
is a superposition of the topographic and electronic structure of the surface, describing
both the geometry and the local density of states of the surface.39,44 The overall quality
of an STM image strongly relies on the tip apex. An ideal tip would be a pyramid ter-
minating in a single atom that acts as the source of tunnelling current. In reality, tips
capable of atomic resolution tend to be conical with a radius of curvature of around
5 nm.45 Figure 2-4 shows how this conical shape limits the (x, y) resolution in regions
where the suFermi levelrface is not atomically flat. Walls or steps in the surface with a
height greater than the tip’s radius of curvature appear smeared, while defects smaller
than the radius are not seen at all. Atomic resolution is only feasible on extremely flat
surfaces where the tip can freely move up and down with the surface corrugation.
The experimental process of achieving atomic resolution via STM, including the
fabrication of suitable tips, is outlined in chapter 4.
2.2 Atomic manipulation
STM is not only useful as an imaging tool. Binnig and Rohrer noticed a secondary in-








Figure 2-4: The STM rastering in x is limited in z-resolution by the surface geometry. At
steep walls, steps and defects, the resolution is limited by the radius of curvature of the tip,
and the image becomes blurred. On atomically flat regions the z-resolution is limited by the
ultimate shape of the tip apex. Inset: STM image of a step in Si(111)7×7, recorded at +1 V,
100 pA. Individual adatoms are resolved, but around the step edge the tip radius limits the
(x, y) resolution and the image is smeared.
particles around the surface as it scanned. Binnig believed this offered the opportunity
to “play soccer with the atoms”.46 Atomic manipulation was prototypically demon-
strated in 1990 by Eigler et al. in the meticulous arrangement of 35 Xe atoms into the
world’s tiniest billboard,47 shown in figure 2-5A. The IBM ‘nano-advert’ showed the
STM has applications as a manipulative tool, by harnessing the tunnelling current or
merely the presence of the tip to manipulate and rearrange atoms or molecules to the
experimentalist’s liking.
The ‘mechanical’ approach to atomic manipulation championed by Eigler et al. is
better known as lateral manipulation. As the STM tip draws closer to its target atom,
their wavefunctions overlap, forming a weak chemical bond. In some cases this bond
is strong enough to drag the atom across the plane of the surface. The tip is then with-
drawn, leaving the atom relocated on the surface. These steps are illustrated in figure
2-5C. Monitoring the tip elevation above the surface during lateral manipulation finds
a characteristic curve that describes the nature of the surface-adsorbate interaction,
as shown in figure 2-5B. Other lateral modes, such as pushing, sliding and pulling
can be exploited,48 each with their own characteristic curves. ‘Vertical’ manipulation
is another possible route – using the attraction between tip and target atom to pick
12
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Fig. 1. (A) Constant current 130 A x 130 Aimage otan Fe adatomi on
the Cu(111) surface (V= 0.02 volt, I = 1.0 nA). Thefapparent height of
the adatom is -0.9 A. The concentric rings surrounding the Fe adatomr
are standing waves due to the scattering of surface state electrons with
the Fe adatom. (B) Solid line: average of three cross sections taken
through the center of the Fe adatom image in (A). Dashed line: fit of Eq.
1 to the Cross section (the datawas fit only up to 18 A from the center
of the adatom).
sharp drop in dI/dV at the surface state band
edge 0.44 eV below EF. [There is also a
slight peak around zero bias which we be-
lieve is due to the tip electronic structure(14).1 Similar spectra were seen at other
points on the Cu terraces with this tip. The
second curve in Fig. 3 shows a dI/dV spec-
trum measured with the STM tip heldover
the center of the ring (with the same tip
and tunneling parameters as before). This
spectrum is dominated by a series of sharp
peaks. The peaks have a roughly Lorentzian
shape, and widths ranging from --35 mV to
- 100 mV. The width of the peak centered
at zero bias was found to be insensitive to
variations in tunnel current over two orders
of magnitude. The third curve in Fig. 3
shows the dIl/dV spectrum measured with
the STM tip positioned 9 A away (laterally)
from the center of the ring (the tunneling
parameter.s anid tip remained unchanged).
Here the spectrum reveals the existence of
additional peaks in the surface LDOS. The
locations of four new peaks are marked in
the figure.
Measurements of dI/dV spectra were
complicated by adatom motion and vari-
ability of the STM tip, During the -1
minute required to take each of the ring
spectra of Fig. 3, typically 20% of the
border atoms would move one or two lattice
spacings, even though the tip was located
over the center of the ring, "far" from the





for imaging, the Fe adatoms did not move.
The adatom motion caused negligible
changes in spectra for V 0, but peaks at V
> 0 suffered some broadening (15). Use of
different STM tips had the main effect of
introducing a variable linear offset to the
spectra. Measured peak widths and ener-
gies, however, were not sensitive to the
STM tip. For example, three identical 48-
atom rings constructed at different locations
on the surface and measured with different
tips all yielded very similar results.
We can understand the main features of
the 48-atom ring in a straightforward man-
ner. Since the surface state electrons are
strongly scattered by Fe adatoms, we model
the ring as a continuous hard wall barrier, a
0
Distnce (A)
Fig. 2. Spatial image of the'eigenstates of a quantum corral. (A) 48-atom Fe
ring constructed on the Cu(111) surface (V= 0.01 volt,I = 1 OnA). Average
diameter of ring (atom center to atom center) is 142.6 A. The ring encloses a
defect-free region of the surface. (B) Solid line: cross section of the above
data. Dashed line: fit to cross section using a linear combination of [5,0), [4,2),
and [2,7) eigenstate densities.

















Figure 2-5: Examples of lateral atomic manipulation. A. i-vi from ref.:47 a sequence of images
showing the rearrangement of Xe on Ni(110) by lateral manipulation. B From ref.:48 tip height
curves during lateral manipulation of i a Cu atom, ii, iii a Pb atom, iv a COmolecule and v-viii a




direction of the Cu(211) surface. The dashed vertical lines correspond
to the position of fcc sites next to a step edge. C. From ref.:47 the process of lateralmanipulation
of Xe. D. From ref.:49 the circular quantum corral made from 48 Fe atoms on Cu(111), diameter
14.3 nm.
up and relocate the atom, rather than sliding it around.50 The electric field between
tip and sample can play a role in vertical manipulation by attracting target atoms or
molecules51–54 or lowering the barrier to atom extraction.55 This is exploited to pro-
duce ‘chemically functionalised’ tips that terminate in an ideal atom that, in the case
of CO molecules, can facilitate subatomic imaging.56,57 Changing the field direction















































Figure 2-6: Molecular interactions induced by STM tunnelling current. A. transitions to i
vibrationally and ii bound electronically excited states. B.Attempts at DIET, where the lifetime
in the repulsive excited state prior to relaxation to the ground state is i too short and ii long
enough to allow the molecule to bypass the energy barrier Ea. C. DIMET, the transition back
to the ground state leads to a vibrational excited state (< Ea) with a long enough lifetime to
allow another electronic excitation to take place. This repeats until the barrier is overcome and
desorption occurs.
To many, the ultimate goal of atomic manipulation is ‘bottom-up’ nanofabrication.
Lateral manipulation has led to many developments in atom-by-atom assembly, in-
cluding molecular switches, atomic computers, atomic chains and evocative demon-
strations of physics at the nanoscale.58 Crommie et al.49,59 manipulated Fe atoms on
Cu(111) to trap a Cu surface electron in a ‘quantum corral’ structure, shown in figure
2-5D, visually demonstrating the square well solution to Schrödinger’s equation.
Atomic manipulation is not limited tomechanical processes. Atoms andmolecules
can be manipulated by the STM tunnel current itself. During inelastic electron
tunnelling (IET) electrons give up their energy into an atom / molecule, inducing
an electronic (fig.2-6A. i) or vibrational (A. ii) transition. The process of desorption
as a consequence of these excitations is known as DIET or DIMET, desorption in-
duced by (multiple) electronic transitions. The DIET process is best understood by the
Menzel-Gomer-Redhead model.60 A molecule in its ground (neutral) state is excited
by a transition to an ionic excited state, which has a different equilibrium bond length.
The system then evolves over a short time before relaxing back to its neutral ground
state. If the adsorbate acquires enough vibrational energy, it may desorb throughDIET
(fig.2-6B. ii) before relaxing to thermal equilibrium with the surface, otherwise it is re-
captured by the surface (B. i).
In comparison, DIMET can occur even if the electron energy is < Ea. The key to
the crossover between DIET and DIMET is in the rates of adsorbate excitation/relax-
ation. During injection by STM, the time between electrons is given by t = e/I, on
the order of a few picoseconds.61 This delay may be so long in comparison to the vi-
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brational lifetimes of molecules (∼ femtoseconds62) that an excited molecule will have
long returned to its ground state before the next electron arrives. In DIMET, the adsor-
bate returns from the electronically excited state to a vibrationally excited state with a
long enough lifetime for reexcitement via IET to occur. In this manner the adsorbate
acquires progressively greater vibrational energy until it may finally desorb through a
multiple electron process. The number of electron transitions required for desorption
may be found by measuring the dependence of the desorption rate on the tunnelling
current. The rate of a DIET process has a linear dependence on I, whereas a DIMET
process has a power law dependence In, where n is the order of reaction in electrons.63
Cutting-edge atomicmanipulation research, at its core, centres around the exploita-
tion of both mechanical and IET induced manipulation to reveal novel and useful
properties of molecules on surfaces. The remainder of this chapter will discuss a few
examples. An example of a combination of both modes of manipulation is a study of
how a mechanically placed copper adatom can affect IET induced hydrogen transfer
within a single molecule; published by Kumagai et al. in Nature Chemistry in 2014.64
At low STM bias and low temperature (5 K), porphecyne molecules are stable and
appear as a crescent shape (figure 2-7A). Increasing the scan bias to 300 mV results in
the molecule appearing streaky (figure 2-7B), an effect attributed to electron induced
cis-cis tautomerisation, i.e., the internal hydrogen atoms of the molecule switching
their binding sites (figure 2-8A). The barrier to the switching was found to be 150 meV.
Stable STM imaging can be used to probe sub-molecular chemistry by confining the
highly localised current injection into a specific chemical bond. This was exploited by
Kumagai et al. by injecting opposite the dark point of the porphecyne (black star in fig-
ure 2-7A) with the feedback off and recording the change in tunnelling current. Above
150 mV bias, the cis-cis switching is evident in step-like changes in the tunnelling cur-
rent, shown in figure 2-7C. The lack of an intermediate state implies either a concerted
motion of both H atoms or motion too fast to resolve with the millisecond time resolu-
tion of the STM. Themolecule favoured a certain cis configuration, shown by the larger
amount of time spent in the lower current (blue) state.
Vertical manipulation was exploited to precisely position a Cu adatom in close
proximity to the porphecyne (figures 2-8B-E). Repeating the experiment in figure 2-
7C found different behaviour: the ratio of time spent in the higher (red) current state
to the lower state was reduced. The close proximity of Cu adatom resulted in changed
switching behaviour (fig. 2-8E, blue curve). Placing the Cu on the opposite side
15
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Figure 2 | STM-induced tautomerization of single porphycene molecules. a,b, STM images of porphycene molecules on Cu(110) at different bias voltages
(It¼ 2 nA, image size 3.24× 3.64 nm2). c,d, Current trace during a voltage pulse of 300 mV (c) at a fixed tip position (black star in a; set point, 100 mV and
10 pA) with the current histogram in d. The peak widths in d are caused by the experimental noise in the specific current trace. e, Schematics of the ‘high’
and ‘low’ states. f, Two-dimensional mapping of the tautomerization yield (switching events per electron) measured at 300 mV (at constant height with
30 pA and 100 mV at the position indicated in a). The colour scale ranges from 0 to 8.2× 1029 per electron and the error is estimated to be about+10%
(see Supplementary Fig. 3). g, Dependence of the fractional occupations (of the ‘high’ and ‘low’ states) on the tip height, given by the set-point current
(voltage set point of 100 mV and voltage pulses of 300 mV). The tip position during the measurement is at the position indicated in a. The error bars




















Figure 1 | Porphycene molecules on a Cu(110) surface. a, Molecular structure of porphycene (the hydrogen transfer during tautomerization is indicated
by arrows). b, Typical STM images (an overview is presented in Supplementary Fig. 1) of a single porphycene molecule on Cu(110) (1.49× 1.42 nm2 in
size; It¼ 10 nA and V¼ 100 mV). The underlying substrate is indicated by white lines. c–h, Top view of the calculated optimal structures (the relative
total energies are indicated) for trans (c), cis-1 (d) and cis-2 (e) configurations on Cu(110) with the corresponding simulated STM images in f–h (size,
2.52× 2.04 nm2).
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Figure 2 | STM-induced tautomerization of single porphycene molecules. a,b, STM images of porphycene molecules on Cu(110) at different bias voltages
(It¼ 2 nA, image size 3.24× 3.64 nm2). c,d, Current trace during a voltage pulse of 300 mV (c) at a fixed tip position (black star in a; set point, 100 mV and
10 pA) with the current histogram in d. The peak widths in d are caused by the experimental noise in the specific current trace. e, Schematics of the ‘high’
and ‘low’ states. f, Two-dimensional mappi g of the tautomerization yield (switching vents per electron) measured at 300 mV (at constant height with
30 pA and 100 mV at the position indicated i a). The colour scale ranges from 0 to 8.2× 1029 per electr n and the error is estimated to be about+10%
(see Supplementary Fig. 3). g, Dependence f the fractional occupations (of the ‘high’ and ‘low’ states) on the tip h ight, given by the set-point current
(voltage set point of 100 mV and voltage pulses of 300 mV). The tip position during the measurement is at the position indicated in a. The error bars




















Figure 1 | Porphycene molecules on a Cu(110) surface. a, Molecular structure of porphycene (the hydrogen transfer during tautomerization is indicated
by arrows). b, Typical STM images (an overview is presented in Supplementary Fig. 1) of a single porphycene molecule on Cu(110) (1.49× 1.42 nm2 in
size; It¼ 10 nA and V¼ 100 mV). The underlying substrate is indicated by white lines. c–h, Top view of the calculated optimal structures (the relative
total energies are indicated) for trans (c), cis-1 (d) and cis-2 (e) configurations on Cu(110) with the corresponding simulated STM images in f–h (size,
2.52× 2.04 nm2).
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The molecules were imaged by STM in a stable fashion at low
bias voltages (Fig. 2a), and fluctuations appeared at higher voltages
(Fig. 2b), which correspond to cis–cis tautomerization (sketched in
Fig. 2e). Tautomerization was induced purely by STM and not
thermally, which occurs at much higher temperatures. We found
a threshold voltage of about 150 meV for the hydrogen-transfer
process that is induced by vibrational excitation of the molecule via
inelastic electron tunnelling28. This switching process occurs also at
step edges and in molecular assemblies, which rules out rotation of
the molecules. The hydrogen transfer was monitored in real time by
recording the tunnelling current during a voltage pulse, which resulted
in a random telegraph noise between the two cis-1 states (Fig. 2c). No
other state was observed, which suggests that tautomerization proceeds
through either a concerted motion of both hydrogen atoms (as in
trans–trans conversions in the condensed phase29) or an intermediate
trans configuration that is not stable enough to be captured within the
STM time-resolution (about 1 ms).
The fractional occupations, PH and PL (with PHþ PL¼ 1), of the
two cis-1 states are given by the peak areas in the current-trace his-
togram (Fig. 2d). These ‘high’ and ‘low’ conductance states corre-
spond to the configurations in which the inner hydrogen atoms
are located near to or away from the tip, respectively (Fig. 2e).
Two-dimensional mapping of the tautomerization yield (only for
hydrogen transfer from right to the left in Fig. 2f ) exhibits peaks
on both sides of the molecule, that is, at the initial and final positions
of the hydrogen atoms during their transfer. Interestingly, the larger
yield was measured at the right-hand side, that is the initial side of
the hydrogen atoms.
All PH and PL values were determined at large STM tip heights
where a change in the tip height does not influence the result.
In this saturation regime (that is, current set points below 30 pA
(Fig. 2g)), the deviation of PH/PL from one means a higher transition
rate from the ‘high’ to ‘low’ state than vice versa because of the
inequivalent yields (that is, transition probability per electron) of
the two processes (Fig. 2f) for the non-central tip position (indi-
cated in Fig. 2a). In addition, the larger conductance of the ‘high’
state causes a higher current and therefore a higher rate from
‘high’ to ‘low’ than for the opposite direction (resulting in an
increase of PL at the expense of PH). Both effects were absent
if the process was induced at the molecular centre, which
resulted in an equal distribution, PL¼ PH (Supplementary Fig. 2).
Interestingly, we found a proximity effect on the tautomerization
rates when the tip was approached towards the molecule as the pre-
ference for the ‘high’ state continuously increases (Fig. 2g), similar
to tip-dependent atomic30 and molecular15 dynamics on a
metal surface.
To study the proximity effect in detail, we placed single copper
atoms by STM manipulation at well-defined adsorption sites close
to an individual molecule (Supplementary Fig. 3). The tautomeriza-
tion was then studied via PH and PL of the two cis-1 tautomers. For a
molecule without an adatom (Fig. 3a), PH/PL¼ 0.67+0.15 was
found, which did not change when a single atom was added at a rela-
tively large distance in various directions (Fig. 3b,c). However,
PH/PL increased up to 1.5 when the adatom was closer to the mol-
ecule (Fig. 3d,e). Thus, the presence of a single adatom at a rather
large distance of about 0.9 nm from the molecular centre is able
to modify the tautomerization, although this distance is substan-
tially larger than the van der Waals radius of a porphycene molecule
(0.65 nm). When the adatom was placed at the closest position
(Fig. 3f), tautomerization was almost completely quenched and
the molecule remained in the ‘low’ state. The high control over
the tautomerization was demonstrated in a series in which two
Current (pA)
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Figure 3 | Controlling tautomerization by single adatoms. a–f, STM images and schematics of a series of porphycene molecule and Cu adatom
configurations on a Cu(110) surface. The grid lines in the STM image represent the Cu(110) surface lattice. g, Current histograms over a single molecule
for the different adatom positions shown in a–f. The STM tip was fixed at the high conductance state (indicated by stars in the STM image) during the
current measurement. The tautomerization rate changes with the adatom as, for the transition from the ‘high’ to the ‘low’ state, it is 0.69+0.15 Hz for
the isolated molecule and for the large atom–molecule distances (a–c) and decreases to 0.29+0.08 Hz for the molecule with a single adatom close to it (e).
h–k, Sequential STM images and schematics of the adatom manipulation (h–j) with the corresponding current histograms in k. All histograms were acquired
with a voltage pulse of 300 mV (set point, 100 mV and 10 pA). (l) PH map as a function of the lateral adatom–molecule distance (the origin is at the
molecular centre). a.u., arbitrary units.
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Figure 2-7: From:64 A (B). Low (high) bias image of porpheycne molecule on Cu(110), ap-
pears as a bright crescent with a darkened region corresponding to the position of the internal
H atoms. At high bias, the H atoms switch back and forth resulting in the noisy trace. C. cis-cis
switching during injection into a single point of the molecule (black star in A). The low and
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Figure 2 | STM-induced tautomerization of single porphycene molecules. a,b, STM images of porphycene molecules on Cu(110) at different bias voltages
(It¼ 2 nA, image size 3.24× 3.64 nm2). c,d, Current trace during a voltage pulse of 300 mV (c) at a fixed tip position (black star in a; set point, 100 mV and
10 pA) with the current histogram in d. The peak widths in d are caused by the experimental noise in the specific current trace. e, Schematics of the ‘high’
and ‘low’ states. f, Two-dimensional mapping of the tautomerization yield (switching events per electron) measured at 300 mV (at constant height with
30 pA and 100 mV at the position indicated in a). The colour scale ranges from 0 to 8.2× 1029 per electron and the error is estimated to be about+10%
(see Supplementary Fig. 3). g, Dependence of the fractional occupations (of the ‘high’ and ‘low’ states) on the tip height, given by the set-point current
(voltage set point of 100 mV and voltage pulses of 300 mV). The tip position during the measurement is at the position indicated in a. The error bars




















Figure 1 | Porphycene molecules on a Cu(110) surface. a, Molecular structure of porphycene (the hydrogen transfer during tautomerization is indicated
by arrows). b, Typical STM images (an overview is presented in Supplementary Fig. 1) of a single porphycene molecule on Cu(110) (1.49× 1.42 nm2 in
size; It¼ 10 nA and V¼ 100 mV). The underlying substrate is indicated by white lines. c–h, Top view of the calculated optimal structures (the relative
total energies are indicated) for trans (c), cis-1 (d) and cis-2 (e) configurations on Cu(110) with the corresponding simulated STM images in f–h (size,
2.52× 2.04 nm2).
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The molecules were i aged by STM in a stable fashion at low
bias voltages (Fig. 2a), and fluctuations appeared at higher vo tages
(Fig. 2b), which correspond to cis–cis tautomerization (sketched in
Fig. 2e). Tautomerization was induc d purely by STM and not
thermally, which occurs at much higher temperatures. We found
a threshold voltage of about 150 meV for the hydrogen-transfer
process that is induced by vibrational excitation of the molecule via
inelastic electron tunnelling28. This switching process occurs also at
step edges and in molecular assemblies, which rules out rotation of
the molecules. The hydrogen transfer was monitored in real time by
recording the tunnelling current during a voltage pulse, which resulted
in a random telegraph noise between the two cis-1 states (Fig. 2c). No
other state was observ d, which suggests tha tau omerization proceeds
through either a concerted motion of both hydrogen atoms as in
trans–trans c nversio s in the condensed phase29) or an intermediat
trans configuration that is not stable enough to be captured within the
STM time-resolution (about 1 ms).
The fractional occupations, PH and PL (with PHþ PL¼ 1), of the
two cis-1 states are given by the peak areas in the current-trace his-
togram (Fig. 2d). These ‘high’ and ‘low’ conductance states corre-
spond to the configurations in which the inner hydrogen atoms
are located near to or away from the tip, respectively (Fig. 2e).
Two-dimensional mapping of the tautomerization yield (only for
hydrogen transfer from right to the left in Fig. 2f ) exhibits peaks
on both sides of the molecule, that is, at the initial and final positions
of the hydrogen atoms during their transfer. Interestingly, the larger
yield was measured at the right-hand side, that is the initial side of
the hydrogen atoms.
All PH and PL values were determined at large STM tip heights
where a change in the tip height does not influence the result.
In this saturation regime (that is, current set points below 30 pA
(Fig. 2g)), the deviation of PH/PL from one means a higher transition
rate from the ‘high’ to ‘low’ state than vice versa because of the
inequivale t yields (that is, trans tion probability per electron) of
the two processes (Fig. 2f) for the non-central tip position (indi-
cated in Fig. 2a). In addition, the larger conductance of the ‘high’
state causes a higher current and therefore a higher rate from
‘high’ to ‘low’ than for the opposite direction (resulting in an
increase of PL at the expense of PH). Both effects were absent
if the process was induced at the molecular centre, which
resulted in an equal distribution, PL¼ PH (Supplementary Fig. 2).
Interestingly, we found a proximity effect on the tautomerization
rates when the tip was approached towards the molecule as the pre-
ference fo the ‘high’ state continuously increases (Fig. 2g), similar
to tip-depend nt at mic30 and molecular15 dynamics n a
metal surface.
To study the proximity effect in detail, we placed single copper
atoms by STM manipulation at well-defined adsorption sites close
to an individual molecule (Supplementary Fig. 3). The tautomeriza-
tion was then studied via PH and PL of the two cis-1 tautomers. For a
molecule without an adatom (Fig. 3a), PH/PL¼ 0.67+0.15 was
found, which did not change when a single atom was added at a rela-
tively large distance in various directions (Fig. 3b,c). However,
PH/PL increased up to 1.5 when the adatom was closer to the mol-
ecule (Fig. 3d,e). Thus, the presence of a single adatom at a rather
large distance of about 0.9 nm from the molecular centre is able
to modify the tautomerization, although this distance is substan-
tially larger than the van der Waals radius of a porphycene molecule
(0.65 nm). When the adatom was placed at the closest position
(Fig. 3f), tautomerization was almost completely quenched and
the molecule remained in the ‘low’ state. The high control over
the tautomerization was demonstrated in a series in which two
Current (pA)
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Figure 3 | Controlling automeriza ion by single adatoms. a–f, STM images and schematics of a series of porphycene molecule and Cu adatom
configurations on a Cu(110) surface. The grid lines in the STM image represent the Cu(110) surface lattice. g, Current histograms over a single molecule
for the different adatom positions shown in a–f. The STM tip was fixed at the high conductance state (indicated by stars in the STM image) during the
current measurement. The tautomerization rate changes with the adatom as, for the transition from the ‘high’ to the ‘low’ state, it is 0.69+0.15 Hz for
the isolated molecule and for the large atom–molecule distances (a–c) and decreases to 0.29+0.08 Hz for the molecule with a single adatom close to it (e).
h–k, Sequential STM images and schematics of the adatom manipulation (h–j) with the corresponding current histograms in k. All histograms were acquired
with a voltage pulse of 300 mV (set point, 100 mV and 10 pA). (l) PH map as a function of the lateral adatom–molecule distance (the origin is at the
molecular centre). a.u., arbitrary units.
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Figure 2-8: From [64]: A. Diagram of current induced tautomerisation. H atoms (red) switch
osition following a current injectio . B-D. STM images of porphecyne in the vicinity of 1
or 2 mechanically placed copper adatom(s). E. Corresponding histograms of current showing
the change in favourability of certain configurations depending on the position of the adatom.
increased the ratio (red curve). Placing 2 adatoms on either side of the molecule can-
celled out the effect (purple curve). DFT calculations revealed the presence of the Cu
raised or lowered the energy barrier to tautermerisation in a manner that was strongly
dependent on the distance between the porphecyne and Cu. STM manipulation re-
vealed that a single molecule in a specific state can deform the potential energy surface
in a well defined, reproducible manner, that in this case manif sted n changes in the
internal hydrogen transfer rates.
Anoth r example of cutting dge atomicmanipulation research is the breaking and
creation of individual covalent bonds. In a 2010 publication by Mohn et al.,65 current
injections successfully cr ated and broke a covalent bond between a peryl ne-3,4,9,10-
tetracarboxylic dianhydride molecule (PTCDA) and a gold atom. A positive (negative)
bias pulse directed into the molecule would break (create) the Au-PTCDA bond (fig.
2-9A-B). Atomic resolution STM and subatomic resolution AFM imaging revealed the
6
Chapter 2 | Scanning tunnelling microscopy and atomic manipulation
AFM molecular imaging [11]. The images were acquired
at constant height with a CO-terminated tip, which yielded
enhanced resolution also in topographical STM imaging
[Figs. 3(a)–3(c)]. In the corresponding AFM images
[Figs. 3(d)–3(f)], the perylene core of the PTCDA is
clearly resolved, in contrast to the STM images. For Au-
PTCDA(N), the AFM image shows that the molecule and
the adatom are clearly separated, with the distance between
the Au atom and the center of the central carbon ring of the
PTCDA being close to twice the Cl-Cl distance in the
topmost NaCl layer. After switching to Au-PTCDA(B),
in both the STM and the AFM images we observe that,
while the PTCDA basically maintains its position, the Au
atom no longer appears separated from the molecule. In the
AFM images of Au-PTCDA(B), the brightness of the lower
part of the atom-molecule complex is enhanced, which
corresponds to a stronger Pauli repulsive force and indi-
cates that this region of the molecule is closer to the tip
[11]. A distinct maximum of the repulsive interaction is
observed above one of the two inner C sites at the lower
edge of the molecule, and the two mirrored configurations
can be clearly distinguished.
To gain more detailed insight into the nature of the
switchable atom-molecule complex, we have carried out
periodic DFT calculations, using the projector augmented
wave method [31] as implemented in the plane-wave-based
VASP code [32]. Exchange-correlation effects were de-
scribed by the generalized gradient approximation [33].
As the (100)-terminated NaCl bilayer is incommensurate
with the Cu(111) surface, we carried out calculations for
the closely related system NaClð2MLÞ=Cuð100Þ, for which
the NaCl bilayer lattice is in good match with the Cu(100)
surface lattice [34]. The metal support was modeled by a
four-layer slab of Cu atoms, the vacuum region was about
17.5 A˚ in height, and the surface unit cell is shown in Fig. 3.
The full structural optimization of all the ion cores except
the two bottom layers of the Cu slab was carried out using a
plane wave cutoff of 400 eV on a 2# 2# 1 k-point grid,
until the forces acting on the ion cores were smaller than
0:03 eV= !A.
The calculated atomic structures of the complex in the
different configurations [Figs. 3(g)–3(j)] corroborate the
conclusions drawn from the atomically resolved AFM im-
ages. The PTCDA was found to be centered on a Cl ion,
with the oxygen end groups bent towards the substrate
(this might explain why these atoms are not visible in the
AFM images), similar to the situation on metal surfaces
[35]. A stable configuration was found with the Au atom
adsorbed on top of a Cl$ ion two atom rows away from
the adsorbed PTCDA molecule, which corresponds to the
observed nonbonded configuration. Bringing the Au atom
closer to the molecule, we found two equivalent configu-
rations with the atom bonded to the adsorbed PTCDA
molecule. The Au atom is one Cl site closer to the molecule
than in Au-PTCDA(N) and bonds to aCl$ ion and a C atom
by tilting the H atom away from the molecular plane,
indicating an sp2 to sp3 rehybridization [13]. This tilting
is consistent with the enhanced brightness observed above
one of the C sites at the lower edge of the molecule in
Figs. 3(e) and 3(f).
A more detailed account of the charge states and the
bonding is given by the calculated partial densities of states
(DOS) of the s andpz partial waves around the Au atom and
all the C atoms of the Au-PTCDA complex, respectively,
see Fig. 4. For Au-PTCDA(N), the partial DOS of the s and
pz partial waves are essentially the same as for the singleAu
adatom and the single PTCDA admolecule. This shows that
no covalent bond is formed between the two species. Upon
adsorption, the lowest unoccupied molecular orbital of the
PTCDAmolecule, being of ! character, becomes a SOMO
partially occupied by one electron and the 6s state of the
Au atom becomes fully occupied. This result confirms the
assumption that Au-PTCDA(N) is doubly charged. In con-
trast, the partial DOS for Au-PTCDA(B) indicates the for-
mation of a covalent bond arising from the strong mixing
of the Au 6s state with the ! orbitals of the PTCDA
admolecule. In this case, there are no partially occupied
orbitals and the calculations show that Au-PTCDA(B) is
occupied with one electron less than Au-PTCDA(N), which
confirms that Au-PTCDA(B) is singly charged.
FIG. 3 (color online). Bonding geometry of Au-PTCDA. (a)–
(c) STM images of Au-PTCDA in the nonbonded [(a)] and the
bonded [(b),(c)] configuration (imaging parameters: I ¼ 3 pA,
V ¼ 0:2 V). The tip had been terminated with a CO molecule.
(d)–(f) Corresponding constant-height AFM images (imaging
parameters: amplitude A ¼ 0:4 !A, frequency f ¼ 23, 165 Hz
and distance with respect to the STM set point above the
substrate between þ0:8 !A and þ1:0 !A). (g)–(j) DFT-calculated
geometries of the complex in the nonbonded [(g),(h)] and the
bonded [(i),( j)] state. The unit cell used for the calculations is
indicated in (g) and (i), and the different atomic species are
colored in gray (C), red (O), white (H), green (Cl), blue (Na),
orange (Cu), and yellow (Au) in the online color version.




following, we will refer to the two different states of the
complex in Fig. 1(a) and 1(b) as the nonbonded [Au-
PTCDA(N)] and the bonded [Au-PTCDA(B)] configura-
tion, respectively.
We studied the adsorption sites, charge states, and the
electron and hole addition spectra of single PTCDA
molecules and the two configurations of Au-PTCDA using
STM imaging and spectroscopy. The adsorption sites
were determined from STM images with atomically re-
solved substrate. We found that PTCDA adsorbs in two
different geometries, with the long molecule axis oriented
either along the polar h011i or the nonpolar h001i atomic
rows of the NaCl(100) surface. In both cases the molecule
is centered on a Cl site, in agreement with previous studies
[22,23]. The h011i orientation was found to prevail, and all
experimental and theoretical data presented in this Letter
were obtained for this adsorption geometry.
The charge state of adsorbates on NaClð2MLÞ=Cuð111Þ
is revealed by the scattering wave pattern of the substrate’s
interface state [19]. A single PTCDA molecule was found
to scatter the interface electrons to a similar exte t as a
Au# adatom. Considering that the affinity en rgy of
PTCDA (EA $ 4:6 eV [24]) is substantially greater than
the work function of the substrate (! $ 3:9 eV [25]), we
propose that PTCDA becomes singly negatively charged
upon adsorption. For Au-PTCDA(N), the sombrero-shaped
appearance of the Au atom indicates that it is negatively
charged. The observed scattering pattern around Au-
PTCDA(N), however, cannot be reconciled with the as-
sumption that only the Au atom is charged, indicating that
the entire complex is doubly negatively charged. When we
switched the complex, we observed a clear change in the
scattering wave pattern, with Au-PTCDA(B) still exhibit-
ing the characteristic scattering of a charged species.
A comparison with scattering patterns of single Au# ada-
toms suggests that Au-PTCDA(B) is singly negatively
charged [26].
The electronic structure of the different states of the
complex was further inve tigated y dI=dV spectroscopy
and STM imaging [27]. The dI=dV spectrum of a single
PTCDA molecule on NaClð2MLÞ=Cuð111Þ has a distinct
peak at V $ 0:8 V, which we attribute to electron tunnel-
ing from the tip into the singly occupied molecular orbital
(SOMO) of PTCDA# [28]. The two configurations of Au-
PTCDA exhibited distinctively different spectra, as can be
seen from the I-V curve shown in Fig. 2. For Au-PTCDA
(N), a high current was measured only for voltages above
þ0:6 V, whereas for Au-PTCDA(B), a high curre t was
measured below #0:6 V. The corresponding rbit l im-
ages are shown in the insets of Fi . 2, toge her with an
image of the SOMO of a single PTCDA# admol cule [30].
For Au-PTCDA(N), the image is simply given by the
superposition of the image of the SOMO of PTCDA#
and a circular protrusion at the position of theAu# adatom.
For Au-PTCDA(B), on the other hand, the orbital was
found to be strongly distorted with an additional diagonally
oriented nodal plane, in agreement with DFT calculations
[26]. This indicates a strong coupling between the elec-
tronic states of the molecule and the Au atom, which is
characteristic of the formation of a covalent bond.
Furthermore, it was found that there exist two equivalent
mirrored configurations of Au-PTCDA(B) (lower insets in
Fig. 2). Note that the I-V curve in Fig. 2 represents a
complete switching cycle, demonstrating directed switch-
ing from the bonded to the nonbonded configuration and
back. The switching was found to be highly reproducible;
i.e., the complex could be switched back and forth several
dozens of times, with only minor varia ons (< 0:1 V) in
the switching voltage.
To determine the atomic structure of the different con-
figurations of Au-PTCDA, we used atomically resolved
FIG. 2 (color online). Switching cycle of Au-PTCDA. The I-V
curve was measured above the center of the complex and the
voltage cycling is indicated by the arrows. Initially, the complex
was in the bonded configuration. No peak was seen at positive
bias before the switching to the nonbonded configuration oc-
curred at V $ 1:4 V. For Au-PTCDA(N), on the other hand, the
current at negative bias was suppressed. The insets show STM
orbital images of PTCDA and the different states of Au-PTCDA,
recorded at I ¼ 5 pA and V ¼ þ0:8 V for PTCDA,
V ¼ þ0:7 V for Au-PTCDA(N), and V ¼ #0:7 V for Au-
PTCDA(B).
FIG. 1 (color online). Reversible switching of a Au-PTCDA
complex. (a) Au# adatom in close proximity of a PTCDA
admolecule. With the tip at the position indicated by the (red)
circle, the bias voltage V was ramped to #1:5 V. A sudden
increase in the tunneling current I indicated a successful modi-
fication of the complex. (b) In the subsequent STM image, the
adatom and the molecule no longer appear separated. By ramp-
ing the voltage toþ1:5 V, the complex was switched back to the
initial state, as confirmed by the subsequent image (c). Imaging
parameters: I ¼ 5 pA, V ¼ 0:2 V.





Figure 2-9: Fro [65]: A (B). STM images (0.3 V, 3 pA) of Au-PTCDA in the unbond d
(bonded) configuration. D-E.CorrespondingAFM images of themolecule showing the cha ge
in atomic structure. F. Switching cycle f Au-PTCDA dur ng current injection at a point. The
complex, initially in the bonded configurat on, shows suppressed current at positiv bias unt l
the switch to unbonded at∼ 1.4 V. The unbonded configuration, conversely shows supp essed
current at negative bias until the switch at ∼ −1.4 V.
hanges in charge and atomic structure of the complex in the bonded and unbonded
states (fig. 2-9D-E). Stable sca ning tunnelling spectroscopy showed th reversible na-
ture of the switch from bo ded-unbonded (fig. 2-9F). Vibrational energy from electron
/ hole attachment to the Au-PTCDA complex resulted in an excited state that lead to
the chemical transformation. This reaction, and those similar are considered a route
toward atomic-scale switches.67
Atomicmanipulation is also utilis d in finding the conducta ce of singl m lecules
ormolecul r chains. In a 2008 Scienc publication byLafferentz et al.66 the conductance
and mechanical properties of a chain of polyfluorene molecules was f und. A ch in
of polyflourene molecules can be raised from the Au(111) surface by approaching the
molecule at the end of the chain with the tip and retracting. The ndmolecule r mains
bound to the tip and while the rest of the chain stays on the surface. Since the positive
attraction betweenmolecule and tip exceeds the surface adsorption energy of the chain
units, the tip pulls more molecules from the surface as it continues to retract. This is
illustrated in figure 2-10A. A series of STM images taken after pulling events are shown
in figures 2-10B-D. The chain is pu led off he surface by the molecule at the nd (X).
The chain changes shape between eac manipulation, confirming several molecules
are affected by a single liftoff.
As one end of the chain is at the tip ap x, and the oth r at the surface, the tip and
surface effectively act as electrodes from which the conductance of the molecular wire
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statistical number of molecules can be located
and where conductance histograms are collected
to reveal the average conductance of presumably
single molecules in this molecular junction (9, 10).
These two techniques demonstrated that elec-
trons can easily tunnel through a molecule with a
low energy gap between the highest occupied
molecular orbital (HOMO) and lowest unoc-
cupiedmolecular orbital (LUMO). This approach
can be used to provide statistical information
about the conductance of single or very few
molecules. However, they do not allow the
conductance of a single and long molecular wire
to be determined as the function of the distance
between the two contacts on the same molecule.
We present an experimental procedure to mea-
sure the conductance of a single and the same
molecular wire with a well-defined and defect-
free chemical structure as a function of the dis-
tance between the two contact points on the wire
while precisely imaging the molecule’s confor-
mation before and after the measurement with
submolecular resolution.
Recently, it was reported that a single mole-
cule can be picked up from a solid surface with
scanning probe techniques by approaching the
scanning tip toward the surface and subsequently
lifting up a single or several molecules when
retracting the tip. This method was applied to
molecules (11–17) by STMand to oligomers (18)
or DNA strands (19) by atomic force microscopy
(AFM), although the latter one is not capable of
conductance measurements. With such a pulling
manipulation, one end of a molecule is bound to
the tip of an STM while maintaining surface
adsorption at the other end. The pulling was
mostly practiced at random on many molecules
at the same time, with no characterization of
molecular conformations in the junction before
and after (11–16). A few studies compared the
statistically obtained conductances of an oligomer
series of different lengths up to 7 nm (13–15).
However, in the controlled pulling experiment
on a single perylene-tetracarboxylic-dianhydride
(PTCDA)molecule, the length of the molecule in
the junction was fixed to only 1 nm (17).
Our measurements require long p-conjugated
oligomers adsorbed on a surface that cannot be
deposited intact by conventional sublimation
techniques under clean conditions because of
their large molecular weight (20). To access
long one-dimensional molecular chains, poly-
fluorene composed of conjugated fluorene repeat
units was targeted by our recently developed in
situ polymerization (21). For this purpose, we
used dibromoterfluorene (DBTF) monomers,
consisting of three fluorene units, carrying lateral
methyl groups and a Br atom at each end (Fig.
1A). These terminal groups are dissociated from
the terfluorene (TF) molecular core in the first
activation step of our on-surface synthesis (21).
At a surface temperature of 10 K (22), single
DBTF molecules on a Au(111) surface appeared
in constant-current STM as three intense lobes
corresponding to the dimethyl groups (Fig. 1B).
DBTF molecules adopt a zig-zag shape on the
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Fig. 1. On-surface polymerization of DBTF to
conjugatedmolecular chains. (A) Chemical structure
of DBTF molecules with experimental (B) and
calculated (C) STM images (2.5 by 4.5 nm) of intact
molecules, with bright protrusions associated with
the lateral dimethyl groups. (D) Overview STM
image (80 by 120 nm, 1 V, and 0.1 nA) after on-
surface polymerization. The produced long cova-
lently bound molecular chains, i.e., polyfluorene,
follow the herringbone reconstruction of the substrate. (E) STM image (5.9 by 3.6 nm) of a single
polyfluorene chain end with its chemical structure superimposed (using a different scaling). The arrows
indicate three identical (in the STM image and the chemical structure), newly formed covalent bonds
between individual building blocks.
Fig. 2. Lifting a single molecular chain with the STM tip. (A) Scheme of the chain pulling procedure: After
contacting a molecular chain to the STM tip, it can be lifted from the surface in a ropelike manner upon
retraction because of its flexibility and weak interaction with the substrate. (B) Tunneling current as a
function of the tip height during a vertical manipulation (approach and retraction with different slopes are
marked by arrows). The maximum current is limited in this experiment to 100 nA (by the current pre-
amplifier). (C to E) STM images (25.4 by 13.7 nm) of the same surface area during a vertical manipulation
series (the cross indicates the position of tip approach and retraction). The manipulated chain, extending
beyond the lower image border, changes its shape during the pulling processes. The fixed chain at the
upper image border serves as reference.
27 FEBRUARY 2009 VOL 323 SCIENCE www.sciencemag.org1194
REPORTS
statistical number of molecules can be located
and where conductance histograms are collected
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molecules. However, they do not allow the
conductance of a single and long molecular wire
to be determined as the function of the distance
between the two contacts on the same molecule.
We present an experimental procedure to mea-
sure the conductance of a single and the same
molecular wire with a well-defined and defect-
free chemical structure as a function of the dis-
tance between the two contact points on the wire
while precisely imaging the molecule’s confor-
mation before and after the measurement with
submolecular resolution.
Recently, it was reported that a single mole-
cule can be picked up from a solid surface with
scanning probe techniques by approaching the
scanning tip toward the surface and subsequently
lifting up a single or several molecules when
retracti g the tip. This method was applied to
molecules (11–17) by STMand to oligomers (18)
or DNA strands (19) by atomic force microscopy
(AFM), although the latter one is not capable of
conductance measurements. With such a pulling
manipulation, one end of a molecule is bound to
the tip of an STM while maintaining surface
adsorption at the other end. The pulling was
mostly practiced at random on many molecules
at the same time, with no characterization of
molecular conformations in the junction before
and after (11–16). A few studies compared the
statistically obtained conductances of an oligomer
series of different lengths up to 7 nm (13–15).
However, in the controlled pulling experiment
on a single perylene-tetracarboxylic-dianhydride
(PTCDA)molecule, the length of the molecule in
the junction was fixed to only 1 nm (17).
Our measurements require long p-conjugated
oligomers adsorbed on a surface that cannot be
deposited intact by conventional sublimation
techniques under clean conditions because of
their large molecular weight (20). To access
long one-dimensional molecular chains, poly-
fluorene composed of conjugated fluorene repeat
units was targeted by our recently developed in
situ polymerization (21). For this purpose, we
used dibromoterfluorene (DBTF) monomers,
consisting of three fluorene units, carrying lateral
methyl groups and a Br atom at each end (Fig.
1A). These terminal groups are dissociated from
the terfluorene (TF) molecular core in the first
activation step of our on-surface synthesis (21).
At a surface temperature of 10 K (22), single
DBTF molecules on a Au(111) surface appeared
in constant-current STM as three intense lobes
corresponding to the dimethyl groups (Fig. 1B).
DBTF molecules adopt a zig-zag shape on the
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of DBTF molecules with experimental (B) and
calculated (C) STM images (2.5 by 4.5 nm) of intact
molecules, with bright protrusions associated with
the later l dimethyl groups. (D) Overview STM
image (80 by 120 nm, 1 V, and 0.1 nA) after on-
surface polymerization. The produced long cova-
lently bound molecular chains, i.e., polyfluorene,
follow the herringbone reconstruction of the substrate. (E) STM image (5.9 by 3.6 nm) of a single
polyfluorene chain end with its c emical struc ure superimposed (using a different scaling). The arrows
indicate three identical (in the STM image and the chemical structure), newly formed covalent bonds
between individual building blocks.
Fig. 2. Lifting a single molecular chain with the STM tip. (A) Scheme of the chain pulling procedure: After
contacting a molecular chain to the STM tip, it can be lifted from the surface in a ropelike manner upon
retraction because of its flexibility and weak interaction with the substrate. (B) Tunneling current as a
function of the tip height during a vertical manipulation (approach and retraction with different slopes are
marked by arrows). The maximum current is limited in this experiment to 100 nA (by the current pre-
amplifier). (C to E) STM images (25.4 by 13.7 nm) of the same surface area during a vertical manipulation
series (the cross indicates the position of tip approach and retraction). The manipulated chain, extending
beyond the lower image border, changes its shape during the pulling processes. The fixed chain at the
upper image border serves as reference.






Figure 2-10: From [66]: A. Cartoon of an STM tip lifting a olecular chain. B-D. 25.4 ×
13.7 nm STM images showing the differ n stages of lifting molecular cha n (bright protru-
si ns). The chain is lifted by the molecule denoted X between each image. The chain changes
shape between manipulations.
Au(111) surface, corresponding to the energeti-
cally favored alt rnate conf rmation of t e m th-
yl groups with respect to the molecular board
(22). This result is in very good agreement with
STM image calculations (Fig. 1C) that allow us
to extract the exact position of each dimethyl
group along a DBTF unit. Because of the low
evaporator temperature during DBTF deposition,
the Br atoms should still be attached to the TF
core; a comparison between the observed and
calculat d i ages indicates that this is the case.
After heating the Au(111) surface up to
520 K for 5 min, the DBTF’s Br atoms dissociate
and covalent bonds are formed between different
activated TF monomers, which diffuse randomly
on the surface (Fig. 1D). The high mobility of the
monomers, being a prerequisite for polymeriza-
tion, is favor d by the presence of lateral methyl
groups on each monomer. Hence, this on-surface
synthesis allows the formation of long, well-
defined chains on the Au(111) surface; oligomer
lengths greater than 100 nm were observed.
The e polyfluo enes, carrying only methyl side
groups, cannot be prepared by conventional
polymerization p ocesses in solution because of
the bsence of sufficiently solubilizing side chains.
The homogeneous appearance of each molecular
chain demonstrates the extreme regularity of their
ch mical composition, meaning that the newly
formed covalent bonds are equivalent to the ex-
isting bonds, connecting the three flu rene units
within each DBTFmonomer, and that defect-free
polymers were synthesized on the surface (Fig.
1E). The resulting polymers, commonly follow-
ing the herringbone substrate reconstruction (Fig.
1D), are mobile enough on the Au(111) surface
to be manipulated laterally with an STM tip for
chains as long as 25 nm (22). Furthermore, the
manipulation proves their high flexibility, en-
abling different curvatures of the chain without
breaking the chemical bonds between the differ-
ent TF monomers.
After selecting an isolated oligomer chain on
the surface on the basis of a first STM image,
this chain was pulled upward by the STM tip
apex (Fig. 2A). For this purpose, the STM tip
was first positioned at one end of the chain
where, because of the Br dissociation during the
on-surface synthesis, a chemical radical is pre-
sumably located. Subsequently, the tip apex was
gently brought into close proximity f the se-
lected chain to establish the electronic contact
and then progressively retracted to lift it upward.
The precise tip location on the molecular chain
end is of great importance in this process, as
evidenced by characteristic differences of the
pulling success rate (22). The variation of the
tunneling current I as a function of vertical dis-
tance z during this procedure was recorded,
giving detailed insight into the vertical manip-
ulation (Fig. 2B). After a characteristic I(z) ex-
ponential increase during the tip approach to the
surface (23), a different I(z) dependence was
recorded during retraction, when the molecular
chain has been bonded to the tip apex. The cur-
rent was much greater at the same value of z,
when the tip is retracted very far from the surface,
as compared to the case where no molecular
chain was attached. Apparently, the tip-molecule
interaction, which is less defined than the contact
on the surface (that is imaged before the pulling
experiment), is stronger than the chain segment’s
interaction with the substrate, keeping the chain
attached to the tip during the pulling process.
Although it is possible to lift entire chains from
the surface, the tip-chain connection sometimes
ruptures during the retraction (but not at constant
tip-surface distance), which manifests as an
abrupt drop of the tunneling current.
Complementary to the I(z) curve, STM im-
ages recorded before and after a vertical manip-
ulation can aid in the visualization of the changes
in the chain conformation and position on the
surface. The high mechanical stability of the
STM junction (lateral and vertical drift of less than
7 pm/min) renders such a vertical STM manipu-
lation extremely reliable for conductance mea-
surements of long molecular wires. STM images
before and after two vertical manipulations are
shown in Fig. 2C and Fig. 2, D and E, respec-
tively. In each experiment, the STM tip picked up
a single chain and dropped it down (after an
arbitrary retraction distance), as monitored by the
I(z) curve. The polymer in Fig. 2D is not imaged
at the same position as before the pulling (Fig.
2C) but has moved to the left, following the
pulled chain end in a ropelike manner. The con-
seque ce of the pulling-release sequence is that the
initial linear conformation of the chain first adopts a
left- and then a right-handed curvature with a large
lateral displacement of the contacted chain end
(Fig. 2D). Such a modification of the molecular
conformation is hardly possible to obtain by lateral
manipulationwhen the full chain remains adsorbed
on the surface. Furthermore, we have not observed
chain scission during any of the several hundreds
of vertical manipulation procedures.
To measure the charge transport through a
constructed surface–single molecule–tip junction
as a function of the distance, the junction con-
ductance variationG(z) was recorded at a 100 mV
bias voltage while pulling a givenmolecular chain
(Fig. 3A). At low temperature, G(z) reflects the
ability of the chain to electronically couple the
two electrodes of the STM junction through its
more or less delocalized electronic structure as a
function of the distance between the two elec-
tronic contact points on the chain (the surface and
the tip apex) (24). FittingG(z) by the exponential
Fig. 3. Conductance as a function of the length of the molecular wire. Experimental (A) and calculated (C)
G(z) curves (equally scaled), both exhibiting characteristic oscillations with a period of zo (the decay of a
vacuum gap is plotted for comparison). The experimental curve is composed of two data sets from
measurements below and above about 20 Å, respectively, using different setups and thus ranges for current
detection (each about four orders of magnitude). (B) I-V curves (of single wires and thus not averaged) at
three tip-surface distances (2, 3, and 4 nm). (D) Schematic views of characteristic conformations during
the pulling process, just before the detachment of another molecular unit (z1 = 10.2 Å, z2 = 17.2 Å, and
z3 = 25.2 Å). The inset in (C) shows a sketch with the characteristic parameters z, L, and ϕ.
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Au(111) surface, corresponding to the energeti-
cally favored alternate conformation of the meth-
yl groups with r pect to the molecular board
(22). This result is in very good agreement with
STM image calculations (Fig. 1C) that allow us
to extract the exact position of each dimethyl
group along a DBTF unit. Because of the low
vaporator temperature during DBTF deposition,
the Br atoms should still be attached to th TF
core; a comparison between the observed and
calculated images indicates that this is th case.
After heating the Au(111) s rface up to
520 K for 5 min, the DBTF’s Br atoms dissociate
and covalent bonds are formed between different
ac ivated TF monomers, which diffuse randomly
on the surface (Fig. 1D). The high mobility of th
monomers, being a prereq isite for polym riza-
tion, is favored by the presence of lateral methyl
groups on each monomer. Hence, this on-surface
synthesis allows the formation of long, well-
defined chains on the Au(111) surface; oligomer
lengths greater than 100 nm were observed.
These polyfluorenes, carrying only methyl side
groups, cannot be p pared by conv ntional
polymerization processes in solution because of
the absence of sufficiently solubilizing side chains.
The homogeneous appearance of each molecular
chain demonstrates the extreme regularity of their
chemical composition, meaning that the newly
formed covalent bonds are equivalent to the ex-
isting bonds, connecting the three fluorene units
within each DBTFmonomer, and that defect-free
polymers were synthesized on the surface (Fig.
1E). The resulting polymers, commonly follow-
ing the herringbone substrate reconstruction (Fig.
1D), are mobile enough on t Au(111) surface
to be manipulated laterally with an STM tip for
chains a long as 25 nm (22). Furthermore, the
manipulation proves their high flexibility, en-
abling different curvatures of the chain without
breaking the chemical bonds between the differ-
ent TF monomers.
After selecting an isolated oligomer hain on
the surface on the basis of a first STM image,
this chain was pulled upward by the STM tip
apex (Fig. 2A). For this purpose, the STM tip
was first positioned at one end of the chain
where, because of the Br dissociation during the
on-surface synthesis, a chemical radical is pre-
sumably located. Subsequently, the tip apex was
gently brought into lose proximity of the s -
lected chain to establish the electronic contact
and then progressively retracted to lift it upward.
The precise tip location on the molecular chain
end is of great importance in this process, as
evidenced by characteristic differences of the
pulling success rate (22). The variation of the
tunneling current I as a function of vertical dis-
tance z during this procedure was recorded,
giving detailed insight into the vertical manip-
ulation (Fig. 2B). After a characteristic I(z) ex-
ponential increase during the tip approach to the
surface (23), a different I(z) dependence was
recorded during retraction, when the molecular
chain has been bonded to the tip apex. The cur-
re t was much great r at the same value of z,
when the tip is retracted very far from the surface,
as compared to the case where no molecular
chain was attached. Apparently, the tip-molecule
interaction, which is less defined than he contact
n the surface (that is imaged before the pulling
experiment), is stronger than the chain segment’s
interaction with the substrate, keeping the chain
attached to the tip during the pulling process.
Although it is possible to lift entire chains from
the surface, the tip-chain connection sometimes
ruptures during the retraction (but not at constant
tip-surface di tance), which manifests as an
abrupt drop of the tunneling current.
Complementary to the I(z) curve, STM im-
ages recorded before and after a vertical manip-
ulation can aid in the visualization of the changes
in the chain conformation and position on the
surface. The high mechanical stability of the
STM ju ction (lateral and vertical drift of less than
7 pm/min) renders s c a vertical STM man pu-
lation extremely reliable for conductance mea-
surements of long molecular wires. STM images
before and after two vertical manipulations are
shown in Fig. 2C and Fig. 2, D and E, respec-
tively. In each experiment, the STM tip picked up
a single chain and dropped it down (after an
arbitrary retraction distance), as m nitore by the
I(z) curve. The polymer in Fig. 2D is not imaged
at the same position as before the pulling (Fig.
2C) but has moved to the left, following the
pulled chain end in a ropelike manner. The con-
sequence of the pulling-release sequence is that the
initial linear conformation of the chain first adopts a
left- and then a right-handed curvature with a large
lateral displacem nt of the c tacted chain end
(Fig. 2D). Such a modification of the mole ular
conformation is hardly possible to obtain by lateral
manipulationwhen the full chain remains adsorbed
on the surface. Furthermore, we have not observed
chain scission during any of the several hundreds
of vertical manipulation procedures.
To measure the charge transport through a
constructed surface–single molecule–tip junction
as a function of the distance, the junction con-
ductance variationG(z) was recorded at a 100 mV
bias voltage while pulling a givenmolecular chain
(Fig. 3A). At low temperature, G(z) reflects the
ability of the chain to electronically couple the
two electrodes of the STM junction through its
more or less delocalized electronic structure as a
function of the distance between the two elec-
tronic contact points on the chain (the surface and
the tip apex) (24). FittingG(z) by the exponential
Fig. 3. Conductance s a function f the length of the molecular wire. Experimental (A) and calculated (C)
G(z) curves (equally scaled), both exhibiting characteristic oscillations with a period of zo (the decay of a
vacuum gap is plotted for comparison). The experimental curve is composed of two data sets from
measurements below and above about 20 Å, respectively, using different setups and thus ranges for current
detection (each about four orders of magnitude). (B) I-V curves (of single wires and thus not averaged) at
three tip-surface distances (2, 3, and 4 nm). (D) Schematic views of characteristic conformations during
the pulling process, just before the detachment of another molecular unit (z1 = 10.2 Å, z2 = 17.2 Å, and
z3 = 25.2 Å). The inset in (C) shows a sketch with the characteristic parameters z, L, and ϕ.
www.sciencemag.org SCIENCE VOL 323 27 FEBRUARY 2009 1195
REPORTS
B
Figure 2-11: From [66]: A. the conductance G of a molecular chain recorded by the STM.
There are fluctuations n G with period z0 ≈ 10 Å. B. Cartoon showing the lif ing procedure,
molecules lift off one by one resulting in the increase and level off in conductance.
can be measured. By recording the change in tunnelling current during the liftoff, the
conductance was found to oscillate ith a period of z0 ≈ 10 Å. This is shown in
figure 2-11A. The periods of increase and levelling off of conductance was attributed
to each element of the chain being lifted one at a time. Each maxima in conductance
corresponds to a single molecule in the chain being pulled from the surface (illustrated
in fig. 2-11B).
Underpinning thes recent works are the mechanisms of mech nical or cur ent in-
duced manipulation. All experiments rely upon ultra high vacuum (< 1× 10−9 Torr)
and low temperature (< 10 K) for reliable and reproducable results. In part III of
this thesis a mode of IET manipulation will be introduced that involves working at
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room temperature. It will be shown that even in such comparably unfavourable con-










A significant part ofmywork throughoutmyPhDwas designing and construct-ing a newultra high vacuum (UHV) system to house our scanning tunnelling
microscope. At the end of the first year we tore apart the old system and reconstructed
it from the ground up with new components. My goal was to redesign the system
to streamline the experimental process and achieve the best vacuum possible. When
working with the STM on silicon, UHV is necessary as the surface will quickly oxi-
dise if exposed to atmosphere. Progressively better vacuum will slow the growth of
contamination on the surface (see appendix A.1).
Vacuum is the reduction of gas density below atmospheric conditions. This is
achieved by pumping gas from a chamber to its surroundings, or effectively trapping
gas molecules to nullify their reactivity. Under vacuum, the consequences of exposure
to atmospheric gases (e.g. surface oxidisation) occur over a much longer period due
to the remaining background gas. The degree of vacuum is measured by the pressure
imparted by the gas remaining in the vessel. A vessel under ultra-high vacuum (UHV)
has a base pressure between 10−9 − 10−11 Torr, 13 orders of magnitude below atmo-
sphere (760 Torr). Table 3-1 shows examples of processes achievable at all stages of
vacuum (as well as ‘real-world’ examples of sub-atmospheric pressure) and the corre-




Rough vacuum Vacuum High vacuum Ultra-high vacuum
103 102 101 100 10−1 10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9 10−10 10−11

















Table 3-1: Orders of magnitude of vacuum level (in Torr). Top section: examples of equivalent vacuum and applications. Middle section: different
pumps and the corresponding pressures achievable. Bottom section: range of vacuum levels measurable with different gauges.
24
Chapter 3 | Ultra High Vacuum
Surface science experiments that deal with individual atoms require the purest vac-
uum environment possible. To reach such a high level of vacuum, chambers must be
constructed from ideal materials and all components must be handledwith the utmost
care and precision. A pump capable of reaching a certain level of vacuum can only do
so in a properly prepared environment. For more information on ultra high vacuum
equipment and practice, see references [68,69].
3.1 The ultra high vacuum chamber
Figure 3-1 shows a schematic of the UHV chamber I redesigned and built, with all
vacuum pumps, gauges, and valves labelled. Increasingly powerful pumps, capable
of achieving progressively high vacuum, are arranged such that certain parts of the
chamber are at higher vacuum. Pirani and Ion gauges are used to measure the pres-
sure. Chambers are isolated from one another by valves. This section will outline the
purpose and construction of each section of the UHV chamber, beginning with the 1st
pumping stage (highest pressure) down to the STM chamber (lowest pressure).
A. First pumping stage
The start of the pump down process, at the highest (comparative) pressure of the sys-
tem at around 10−3 Torr, as reported by Pirani gauge G1. The roughing pump provides
the backing pressure for the second pumping stage. The roughing pump is off under
normal operation and is only used if a chamber of the system needs pumping down
from atmosphere.
B. Second pumping stage
Turbomolecular pump capable of achieving 10−7 − 10−8 Torr in clean environments.
Used to pump entire system down following a system-wide vent, or for routine evac-
uations of the load lock. Vented by Swagelok valve V2. This stage is typically isolated
from the UHV system, with the pump off to avoid vibrational noise.
C. Load lock
The load lock is where samples are loaded (from atmosphere) and passed to the prep
chamber (at UHV). To ease the transition, the load lock is pumped down to HV by
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Figure 3-1: Schematic & colour-coded photographs of the vacuum chamber, showing all
valves, pumps, and gauges. Full explanation in the text. Regions of the vacuum chamber are
labelled: A. first pump stage, B. second pump stage, C. load lock, D. gas line, E. preparation
chamber, F. STM chamber.
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the 1st and 2nd pumping stages with V4 open. The combination Ion/Pirani gauge G2
monitors the dropping pressure as the load lock pumps down. Once a sufficiently
low pressure is achieved (∼ 10−7 Torr), V6 is opened and the transfer arm can move
the sample to UHV. The load lock is vented (for the removal of samples) by valve V7.
Venting is done with valves V4 and V6 closed to isolate the rest of the system from
atmosphere.
D. Gas lines
Molecules for the gaseous dosing of samples enter the prep chamber via the gas lines.
We have two for convenience. Valves V13 and V14, normally closed, are ‘leak valves’
that are slowly rotated open by a steppermotor controlled by a LabVIEWroutine (more
in § 4.4.1). The gas lines are pumpeddownby the first and second pumping stageswith
valves V5, V11, and V12 open. A test tube of the molecule of choice is bolted on and
separated from the line by a Swagelok valve (V15 or V16). With valves V11 and V12
closed, V15 and V16 can be opened to fill the line with pure gas, ready for dosing. I
fit the lines with 1/4" diameter 316L stainless steel tubing (Swagelok) - narrow tubing
means a lower profile to evacuate and keep free of contaminants.
E. Sample preparation chamber
Kept under UHV, the ‘prep chamber’ is for cleaning and dosing samples prior to their
introduction into the STM for storage or experiment. The prep chamber is isolated
from the load lock by valve V6 and from the initial pumping stages by V3. These
valves are normally closed to ensure a clean environment. The prep chamber has
a dedicated combination ion pump (IP) and titanium sublimation pump (TSP) (IP1:
Gamma Vacuum 400L), separated from the chamber by valve V8. V8 is typically open
to pump the prep chamber, however it can be closed if the chamber needs to be vented
for maintenance - this keeps the pumps working a small volume and protects them
from contamination buildup. The pumps keep the prep chamber at a base pressure of
10−10− 10−11 Torr, however sample preparation can increase this to 10−9 Torr. The Ion
pump current provides a base pressure measurement, as does the ion gauge (IG), G3,
which provides a ‘second opinion’ and comes in handy if V8 is shut. The prep cham-
ber is isolated from the 1st and 2nd pumping stages by gate valve V3. Under normal
operation this is closed. Following a vent, these stages are used to pump the prep /
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Figure 3-2: A sample’s journey from atmosphere into the STM at vacuum. The sample is
loaded into the load lock, where the transfer armmoves the sample to the preparation chamber
(1-2), where it is loaded into the heating stage for cleaning (3). The wobble stick moves the
clean sample to the STM (4-5). Red lines: a sample’s path. Green lines: path of manipulators.
STM chambers down to a high vacuum before exposure to the IPs.
F. STM chamber
The STM chamber is the principle section of our UHV system. To ensure experiments
are undertaken in the cleanest possible environment, care is taken to ensure the pres-
sure is as low as possible. We therefore isolate the microscope chamber from any fluc-
tuations in pressure that occur during the introduction and cleaning / dosing of sam-
ples. Gate valve V9 is closed under normal operation to ensure this. The STM also
has a dedicated IP (IP2: Gamma Vacuum 300T) with a TSP inset, complete with a
cryoshield for liquid nitrogen as a colder TSP ensures a purer vacuum. TSPs pump
at UHV by sublimating a layer of Titanium to its inner walls, which traps molecules.
Further details regarding using TSPs to achieve the best vacuum possible can be found
in appendix A.2. The STM chamber also contains a carousel that stores up to 8 samples
or tip plates. There is a ‘wobble stick’ manipulator which is used to transfer samples
and tips between chambers.
3.1.1 Transfer system - loading of samples and tips
The process of a sample/tip reaching the microscope, as illustrated in fig. 3-2, begins
at the load lock. Steps 1-5 in the figure show the process of loading a sample into the
load lock, through the preparation chamber and finally into the STM, making use of
the transfer arm andwobble stickmanipulators. When exposing a chamber to a higher
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Figure 3-3: From [70], how to tighten bolts in an alternating crisscross pattern at a UHV
flange. This ensures an even seal on the copper gasket between the flanges.
pressure (e.g. when opening valve V6 between the load lock and prep chamber), it is
best to work as quickly as possible to avoid contaminating the chamber. The transfer
process is more thoroughly explained in appendix A.3.
3.2 Ultra-high vacuum practice
3.2.1 Achieving UHV
The ultimate pressure achievable in a vacuum system depends on two factors:
(i) The effective pumping speed of the vacuum pumps in the system
(ii) The influx of gas into the vacuum envelope and the exudation of gas from com-
ponents within the envelope
Regarding (i), high quality IPs of speeds up to 400 Ls−1 and TSPs are ubiquitous in
such systems and fully capable of realising UHV in a properly prepared environment.
Such an environment depends on (ii) being addressed properlywhen constructing and
maintaining the chamber. The chamber envelope is made of UHV-grade 304L stainless
steel which has a low vapour pressure, is bakeable to remove adsorbed contaminants
and has high resistance to corrosion. All materials must retain their structural and
chemical integrity at high temperatures. Optical feedthroughs are made from rein-
forced Kodial glass which is resistant to gas permeation. For electrical isolation, UHV
rated ceramic components with low vapour pressure are used. At the flange seal be-
tween two components, soft copper gaskets are used. Copper is chosen as it too has a
low vapour pressure and is able to withstand baking temperatures. When two flanges
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are bolted together the knife edge around their rims press into the copper gasket and
form a tight seal. Tightening bolts in a crisscross star pattern (figure 3-3) ensures an
even seal around the flange edge. This avoids leakage into vacuum. When handling
any vacuum components nitrile gloves must be used to avoid contamination from the
hydrocarbons in skin oils.
No single pump can evacuate a chamber from atmosphere all the way down to
UHV, instead pumping is done in stages (table 3-1). During the initial pump down, V1
is opened and the roughing pump evacuates the backing line of the turbomolecular
pump. The Pirani gauge G1 measures the pressure in the backing line, and once it
reaches pressure< 1 atm, the turbo pumpmay be turned on and brought up to speed.
The turbo pump evacuates the whole system: the load lock, prep chamber, gas lines,
STM chamber, and the volume inside the (switched off) IPs (valves V3-6 & V8-12 all
open). The vent valves V2 and V7 are closed during the pump down, as are the leak
valves V13 and V14. A water cooling line runs across the turbo pump to keep it from
overheating. After a few minutes the turbo pump reaches full speed and after few
hours the pressure in the system typically reaches 10−6− 10−7 Torr, low enough for the
ion gauge G3 to be turned on to record the pressure. To reach a low enough pressure
to turn on the IPs, and ultimately reach UHV, the system must then be baked.
3.2.2 Baking
When exposed to atmosphere, a thin layer of water vapour will rapidly adsorb to ev-
ery surface on the inside of the chamber. Water evaporates too slowly to be fully re-
moved at room temperature. Additionally, any skin oils accidentally applied inside
the chamber will slowly outgas. These twomain sources of contamination can prevent
the system from reaching a pressure lower than ∼ 10−9 Torr. Therefore the system is
baked above 100◦C to desorb water and evacuate it from the system. It is therefore
important that any materials within the system can withstand baking temperatures.
Bakeout is typically done around 140◦C in order to stay well below the depolarisation
temperature of the piezoelectric tubes in the STM (∼ 180◦C71).
To bake the system, heaters and heating tape are placed in strategic locations on/
around the chamber, and a baking tent is constructed to trap the heat. For the full
details of this process, refer to appendix A.4. The temperature of the baking tent is
controlled andmonitored by a homemade LabVIEW routine. The routine controls the
three-phase supply, switching the heaters on/off in response to a feedback loop. The
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Figure 3-4: Thermocouple readings during the initial stages of a bakeout. The dashed blue
line is the setpoint temperature which raises at 10◦ C/hr. The other lines are thermocouple
readings. If any recorded temperature exceeds the set point, the heaters are turned off.
temperature is monitored by 4 thermocouples attached at key points of the chamber’s
exterior. Over about 24 hours, the temperature raises at a predefined rate (∼ 10◦ C/hr)
to the bakeout temperature (140◦C) where it remains for> 48 hours. Figure 3-4 shows
the recorded temperature changes during the initial few hours of a bake. During the
heating process the pressure will increase as water desorbs. The routine has a second
feedback loop to avoid the pressure getting too high (> 10−6 Torr) (addition written
by DL). If the chamber heats non-uniformly, heaters in warmer regions can be moved
or unplugged to allow colder regions to be heated longer. At the end of the 48 hour
period, the pressure should be at most 10−7 Torr. The IGs are now degassed. The
IPs are switched on (IP2 first as IP1 is downstream), and the TSPs are degassed and
flashed to coat the TSP chambers in a fine layer of titanium. At this point the pressure
should be around 10−8 Torr, and the system is cooled in response to a feedback loop.
Once the system reaches room temperature, the system should be at UHV, between
10−11 − 10−10 Torr. The pressure can be decreased further by filling the TSPs with
LN2. If the pressure cannot reach UHV following an otherwise successful bake, it is
very likely there is a source of leakage in the system. Figure 3-5 shows the difference
in pressure before and after the baking process as recorded by the mass spectrometer.
There is a > 10 times reduction in partial pressure across the board.
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carbon dioxide 92 amutoluene
Figure 3-5: Mass spectrometer readings of the partial pressure of the UHV chamber blue:
before and pink: after baking. Note the > 10 times reduction in the overall y axis scale. The
highlighted green region is the addition to the pressure from purified toluene, taken during a
dose. The lack of additional peaks compared to the clean background trace confirms the gas is
pure.
3.2.3 Detecting leaks
An insufficiently tightened flange joint, a joint with a missing or misaligned gasket, or
a poorly welded component will result in a leak. A leak may dribble into the chamber
at a pressure < 10−9 Torr and consequently be unobservable until after a bake. If
a properly assembled system fails to reach UHV during the cool down, a leak is the
most likely cause andmust be hunted down. To home in on a leak source, one opens /
closes valves to isolate pressure gauges and the IPs (whose current provides a pressure
reading) from other parts of the system. If the pressure drops significantly after a
section is isolated, the isolated section is likely to contain the leak. Generally the leak
will be at a flange joint. Splashing isopropyl alcohol or acetone on the offending joint
can temporarily plug the leak, resulting in a pressure decrease. This can be fixed by
tightening the joint in question, although the gasket may need to be replaced if it is
misaligned with the knife edge.
For more elusive leaks, the mass spectrometer attached to the prep chamber (see
fig. 3-1) is employed. The ‘leak detect’ mode on the Hiden MASSoft software displays
a time trace of the partial pressure of helium gas in the chamber. Helium is applied
around a flange / join suspected to be a leak source, and if there is a leak the mass
spectrometer should report an elevated helium content. If the leak has a very tortuous
path from the outside (e.g. through a gate valve mechanism, a leak that sadly eluded
us for a few weeks), a great deal of helium may be needed before observation on the
trace. A useful method is enclosing the suspected flange / component in a plastic bag
and inflating the bag with helium. The ‘balloon’ fully immerses all joins in helium and
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any leaks should be revealed by the trace within a few minutes.
Virtual leakage is another possible source.72 A trapped pocket of atmosphere can
inflate the pressure, so if possible the pocket should be released manually by an in situ
manipulator. In some cases, e.g. virtual leakage down a bolt bore hole, the pressure
may go down over a few weeks. Otherwise the leak source may need redesigning
to prevent virtual leakage, e.g. with leak relief hole down the thread of a bolt. If a
component is not UHV safe, it will continually degas and will need to be removed.
3.2.4 Venting
To open a chamber it must first be vented to atmospheric pressure. The load lock is
regularly vented to bring samples or tips to / from UHV. To vent the load lock with
the rest of the system held at UHV, it must first be isolated from the main chambers by
closing V6. The turbo pump is switched off, and V1 is closed and the roughing pump
switched off as backing pressure in the roughing line is no longer needed. The tur-
bines of the turbo pump slowly wind down over a few minutes. The slowing turbines
are audible. Once the turbines have slowed appreciably or stopped, a LN2 reservoir
is attached to a vent valve, either V2 or V7. The valve is slowly opened – especially
if the turbo pump has not completely stopped as exposing it to atmospheric pressure
too quickly could damage it. The inside surfaces of the load lock and 2nd pumping
stage are coated in a layer of nitrogen. This layer will protect the chamber from con-
tamination buildup and the next pump cycle will take less time and achieve lower base
pressure. With the valve opened fully complete ventilation takes only a few seconds.
The valve is then closed to avoid contamination.
To vent the whole chamber, first the 2nd pumping stage must be pumped down
(V4 open or closed, i.e. with or without the load lock). Valve V9 is opened, and if the
IPs/TSPs are to be isolated from the vent V8 and V10 are closed. V3 is then opened to
expose the chamber to the 2nd stage, increasing the chamber pressure to high vacuum.
As when venting the load lock, the turbo pump is switched off and left to slow down.
A LN2 reservoir is attached to V2, which is slowly opened to coat the inside walls of
chamber with a nitrogen layer. By going from UHV→HV→1 atm the system pressure





While the principles of STM were outlined earlier in section 2, this chaptergoes over the experimental practices that were necessary throughout this
PhD to achieve atomic resolution with STM. This includes how to manufacture tips,
avoid electrical and vibrational noise, and how to diagnose common problems when
imaging. In addition, this chapter includes explanations of the experimental proce-
dures used to prepare samples and adsorbates. The ‘automatic experiment’ LabVIEW
routines will also be explained.
With a clean UHV chamber, achieving reliable and stable atomic resolution with
the STM is not trivial. Atomic resolution is the result of many different aspects coming
together andworking as one: the STM tipmust be sharp and stable; the samplemust be
properly cleaned and assume the proper reconstruction, free of defects; and the tunnel
junction must be isolated from vibrational and electrical noise. This chapter addresses
these issues and the experimental techniques necessary to circumvent them.
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Figure 4-1: a. The tip aspect ratio h/d, of a good tip should be close to 1 to avoid vibrational
noise. b. The 2 step etching process. Tungsten is etched once to remove cracks and impurities
resulting from the initial cut. A second etch makes a good tip.
4.1 Microscope probe preparation
The well established Tersoff-Hamann theory of the tunnelling current in STM defines








where the constant A = 1.025 Å−1eV−1, d is the tip elevation above the surface, Φ is
the average barrier height and R is the radius of curvature of the STM tip. The shape
of the tip therefore has great influence on the image quality. Typical STM tips have R
in the range 5− 50 nm.73 STM imaging is further dependent on the tip microstruc-
ture in that there must be a single atom of closest approach to act as the sole source
of tunnelling current. Simultaneous tunnelling from two (or more) points is possible
if there are several atoms within tunnelling distance of the surface. This ‘double-tip
imaging’ smears surface features together. There are several reliable methods for al-
tering the terminating atom of the tip while scanning (see § 4.1.3), but the creation of
a tip capable of atomic resolution begins out of vacuum: a tip’s reliability and ulti-
mate resolution is dependent on its macroscopic geometry as well. A tip with a blunt
macrostructure, yielding a low tip aspect ratio (h/d, fig. 4-1a), will have minimised
flexural vibrations and noise.74 The terminating atom must be stably supported by
a symmetric macrostructure. A stiff material must be used for tips to further reduce
vibrations. The material must be hard, to best resist tip/sample contact damage. The
twomost common candidates are Platinum-Iridium (PtIr), or tungsten (W) -we use the
latter. Inert PtIr is more suitable for STMunder poorer vacuum conditions.39 Magnetic
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materials can be used for tips in magnetic-sensitive STM studies.
Part of my job as Dr. Peter Sloan’s PhD student during my 2nd year was to act as an
unofficial ‘second supervisor’ for two final year BSc students.73 Their project looked in
great depth at the details ofW tip fabrication. We refined the common electrochemical
etching approach to yield a process that reliably yields tips of R ≈ 50 Å. Preparing
a W tip can be as simple as cutting wire with a razor, but we find electrochemical
etching to be far more reliable. This process is outlined in § 4.1.1. The etching process
produces an insulting oxide layer. An insulating tip will have a higher resistance at its
apex than the resistance of the tunnel gap, meaning it would penetrate a surface before
establishing the tunnel current. The oxide layer is therefore necessarily removed by a
resistive heating process described in § 4.1.2.
It takes several hours for a new tip to be mounted and installed in the STM, as it
must enter the UHV system via the load lock and be installed in vacuum. Due to the
inherent sensitivity of a tip’s apex, great care must be taken during fabrication and
installation, and there are many opportunities, both in and out of vacuum, to acciden-
tally break a tip before it reaches the STM. The sheer number of potential pitfallsmeans
it typically takes several attempts before a tip is successfully installed. Therefore, it is
of the utmost importance that once installed, a tip can be relied upon to be sharp and
stable enough to achieve atomic resolution. Good experimental practice (wearing ni-
trile gloves, keeping potential tips clean and safe) must be upheld at every step of the
way to avoid contamination and accidents. Any equipment that comes into contact
with a potential tip, even temporarily, should be cleaned beforehand in an ultrasonic
bath to avoid contamination. A repeatable method of creating such tips is extremely
important to avoid wasted time.
4.1.1 Electrochemical etching of tungsten tips
The established method for preparing W tips is electrochemical etching (fig. 4-2a).
Wire of 0.25 mm diameter is immersed in 2M NaOH solution (99.95 % purity, Sigma
Aldrich 71474). Ameniscus forms around the wire at the liquid-air interface. The wire
acts as an anode, and a cathode is fashioned fromWwirewound into a ring. With aDC
voltage of 2− 12 V40,41 applied to the anode, hydrogen bubbles form at the cathode.
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Figure 4-2: a. Schematic of the tip etching apparatus with tungsten wire being etched in
NaOH solution. b. Close up of the NaOH / air interface around the wire. WO2−4 flows down
the side of the wire in solution as it is etched away. c, d. SEM imagery of a newly etched tip.
e. TEM closeup of a tip apex showing the faint grey oxide layer grown during the etch.
W etching occurs at the meniscus. The chemical reaction occurs as,74
Cathode : 6H2O+ 6e− → 3H2(g) + 6OH− (4.2)
Anode : W(s) + 8OH− →WO24 + 4H2O+ 6e− (4.3)
Overall : W(s) + 2OH− + 2H2O→WO24 + 3H2(g) (4.4)
The portion of wire below the meniscus corrodes and flows downwards (fig. 4-2b).
When the weight of the stub submerged beneath the surface is greater than the tensile
strength of the neck around themeniscus, the stub breaks off and etching ceases. What
remains is our tip.
The process is fine-tuned to best create reliable tips of good aspect ratio h/d (fig. 4-
1). The final aspect ratio reflects the shape of the meniscus, which can be stretched
(squashed) by lowering more (less) wire into solution. With more wire in solution,
the etched neck experiences more weight from the longer stub which drops off sooner.
Consequently the neck experiences a recoil during dropoff.74 For an ideal aspect ra-
tio, submerging the stub 1− 3 mm beneath the surface is found to work well.73–75 At
greater depths, tips produced can be longer and susceptible to bending.76,77 The stub
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A B
Figure 4-3: Omicron tip holderA. before andB. aftermounting a new tip. The highlighted red
region shows the tip tube. The green region is the tip support, to bemounted in themicroscope.
The second zoom in B. shows the tip, clamped in place in the tip tube.
is lowered by an adapted micrometer allowing for precise depth control. The anode
is submerged in the centre of the cathode ring to allow for a symmetrical etching vol-
ume.75 The ring is submerged by ∼ 5 mm, deep enough that produced H2 bubbles do
not disturb the shape of the meniscus during etching.
Before etching, the W wire is cut with a pair of wire clippers, which will impart
defects. We therefore utilise a two-step etching process (fig. 4-1b). An initial etch
removes damaged wire, while the second etches a ‘proper’ tip. A solid state transis-
tor with nanosecond response time acts as the cut off switch. A LabVIEW routine
sets a current value the etch should cease. This quickly turns off the voltage to avoid
overetching of the remainingWat the liquid-air interface, whichwould destroy the tip.
Isopropyl alcohol and distilled water are used to clean the etched W wire to remove
NaOH residue. Vibrations in the area surrounding the work bench must be kept to a
minimum to avoid disturbing the meniscus. The etching station is placed on several
layers of high density foam. Scanning electron microscope (SEM) imaging verifies this
method produces smooth, symmetric apices (fig. 4-2c,d).
New tips are quickly verified for good aspect ratio via an optical microscope. If
good, they are inserted into an Omicron tip holder and clamped in place (figure 4-3).
The tip holder should be cleaned in an ultrasonic bath before mounting to rid it of
contaminants.
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Figure 4-4: A.Diagramof the tip-heating process. A current feedthrough heats the tip, in high
vacuum, to remove insulating 3WO2. B, C. SEM energy-dispersive spectroscopy (EDS) spectra
of a tip before / after heating, note the loss of carbon / oxygen. Cu (8 keV) is contamination
from the tip holder.
4.1.2 Resistive heating of tips
Throughout the etching process, a tungsten trioxide layer forms on the tip. This insu-
lating layer prohibits tunnelling and prevents reliable, high resolution STM imagery.
Oxide growth post-etch occurs extremely quickly as well.78 High resolution Transmis-
sion Electron Microscopy (TEM) reveals a faint grey oxide layer outside the tip apex
(fig. 4-2e). This layer will increase the tunnel-gap resistance and inhibit STM imaging.
Thus prior to introducing the tip to the UHV chamber, we first have to remove the tri-
oxide layer. This is done by resistive heating to 1075 K.78 At this temperature tungsten
trioxide reacts to form tungsten dioxide, which sublimates to reveal pure tungsten:
2WO3 +W→ 3WO2 ↑ (4.5)
A schematic of the resistive heating stage is shown in fig. 4-4A. The tip, mounted
to an omicron tip holder, is fixed to an electrical feedthrough on a 3/4" flange. The
circuit is completed by connecting 0.25 mm W wire near the apex of the mounted tip.
The makeshift heating stage is then bolted onto a blank flange connected to the load
lock, which can be pumped down to 10−7 Torr. An applied current of 2− 6 A causes
the tip to glow bright orange, indicative of 3WO2 sublimation. The tip is held at ∼
1075 K for a few seconds before lowering the current until the tip appears dull red.
The tip is held at this lower temperature for around 30− 60 s in order to degas any
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impurities on the wire. The load lock is then vented and the heating stage removed.
The tip holder is then inserted into an Omicron tip plate and immediately (within
10 minutes) reinstalled in the load lock in anticipation of transferring into the prep
chamber. The ceramic heater on the heating stage can be used to heat up the tip plate
in order to degas further impurities if necessary. Analysis of a tip before / after thermal
annealing via TEM has found significant reduction in the oxygen contents, plus less of
other contaminants such as Na from the etching solution (figures 4-4B, C).
4.1.3 In situ tip modfication
A clean, well prepared STM tipmay achieve atomic resolution immediately upon scan-
ning a sample, however the ultimate resolution and stability can be improved by a few
in situ methods performed during the scan. In contrast with normal scanning biases
in the range +1 to 2 V, a high voltage (4− 6 V) pulse of either polarity can extract Si
adatoms from the surface and attach them to the tip. The lower field emission thresh-
old energy of Si than W means adatoms can be extracted while the tip remains rela-
tively stable.79 Pulsing in this fashion can tear an individually chosen adatom from the
surface.53 Alternatively, scanning at high bias can improve image quality by creating a
Si needle at the tip apex (destroying part of the surface in the process).52,80 Pulsing at
high negative bias is more effective than positive.79 If an image shows periodic fluctu-
ations in noise that are not attributable to vibrations or electrical noise, the cause may
be oscillations of an unstable apex atom. This can be ejected from the apex by a high
bias pulse or abruptly changing the polarity to negative and back again. A more dras-
tic approach is a tip crash, caused either by passing the tunnel junction bias through 0
V, or, more dramatically, using the piezo motors to drive the tip into the surface by a
few steps. While a tip crash can ruin a good tip, it can rebuild the tip apex with surface
adatoms and markedly improve the resolution.81 The scan area should be moved far
from the crash site as a region the size of the former tip apex will be destroyed.
Improving a tip in situ is often a question of ‘luck’ since tip states can change
abruptly and without apparent cause.80 It is a matter of experience to identify which
approach best fits the current situation, however a good rule of thumb is to start with
the least drastic method and work upwards. Replacing the tip altogether may be nec-
essary. An STM tip fabricated and maintained in the manner described can last a long
time. The tip currently in the microscope chamber has lasted since November 2013,
and has taken (as of April 2015) over 130,000 images. In that time the tip has rastered
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Figure 4-5: Dicing and mounting a silicon sample. A. Using a diamond scribe and plastic
ruler to dice Si wafer to size. B. Using two rulers to manually cleave the wafer to break off the
sample. C. Zoom of sample mounted on an Omicron resistive heating plate.
over 30 cm of surface, resolving a total area of 33 µm2 (or 5× 10−15 football pitches).
4.2 Sample preparation
4.2.1 Si(111): cutting and mounting samples
In chapters 7 & 11, samples are taken from 76.2 mm diameter, 375 µm thick Si(111)
wafers (PI-KEM) that are laser cut to 2× 10 mm tiles with various doping levels, ex-
plained in the relevant chapters. In chapters 6 & 10, samples are taken from an un-
cut 76.2 mm diameter, 380 µm thick Si(111) wafer of 99.999 % purity (Goodfellow SI
2011/5) . This wafer must be manually diced by a diamond scribe to an approximate
size of 2× 10 mm. The scribe is kept clean and clean plastic tweezers are used in han-
dling the samples to avoid contamination. Tools made from Ni alloys (including steel
and stainless steel) will contaminate the Si.11,82 The sample is fixed to the plate with
a molybdenum wrench. The dicing and mounting process is demonstrated in figure
4-5. Diced samples are mounted to an Omicron sample plate and introduced into the
chamber, as outlined previously in figure 3-2.
4.2.2 Realising Si(111)7×7
Once introduced to the UHV chamber, a new Si sample is placed in the heating stage,
either by the transfer arm (from the loadlock) or by the wobble stick (from the carousel
/ STM). An external power supply resistively heats the Si in the heating stage. Ini-
tially the sample is degassed at 600◦ C to remove any impurities acquired during the
dicing / mounting process. The temperature is characterised by the dull red colour
taken on by the sample, and is verified via an optical pyrometer. The sample is held at
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this temperature for at least a few hours, often overnight. There is an initial pressure
increase within the prep chamber up to ∼ 10−9 Torr, which settles to base pressure as
the sample degasses. The sample is raised to higher temperatures by increasing the
supply current while measuring the temperature with the pyrometer. At the maxi-
mum of 1250◦ C, the oxide layer on the Si surface is sublimated. This must be removed
prior to imaging. The sample is repeatedly flashed at 1250◦ C for 10-20 seconds, which
increases the pressure in the prep chamber. Initial flashes can yield sharp increases in
pressure and so the flash is cut off should 10−8 Torr be reached before the flash ends (a
‘bad flash’). New samples require many ‘good flashes’, often 10-20, while previously
cleaned samples often only need a few as oxide growth is very slow under UHV. A
final flash immediately followed by a slow anneal from 960◦ C generates the Si(111)-
7× 7 reconstruction.
4.2.3 Preparing and dosing benzene and toluene
Liquid benzene, toluene or chlorobenzene is poured into a specialised test tube with a
3/4" flange at its rim. These test tubes are bolted onto the UHV chamber at V15 or V16
(fig. 3-1). Prior to introducing aromatic vapour into the prep chamber, the liquid must
be purified of dissolved atmospheric gases. This is achieved by the freeze-pump-thaw
method, explained in detail in appendix A.5.
Purified gas is introduced to the prep chamber via leak valves V13/V14. These
valves are opened by a stepper motor controlled by a LabVIEW routine (§ 4.4.1). This
allows gas to enter at a low, sustained pressure, around 10−9 Torr. This creates a con-
trollable population of molecules that can adsorb to the Si(111)-7 × 7 surface. The
purity of the dosing gas is verified by the mass spectrometer. Comparing spectra be-
fore/during opening of the leak valve should reveal the only newfound peaks to be
the signature for the desired molecule. An example of this is shown in figure 3-5 on
page 32. The additional peaks, highlighted in green, are around 92 amu, the atomic
mass of toluene.
4.3 The scanning tunnelling microscope
The principals of STM were explained in chapter 2. Presented here is a discussion of
the STM used in our laboratory, and the experimental challenges scanning tunnelling
microscopy presents. The microscope used here is an Omicron STM-1 with a biased
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Figure 4-6: Left. From,83 the Omicron STM-1. Right. The Nanonis controller.
tip, controlled by an RHK SPM1000 (chapters 7 & 11) or a Nanonis (chapters 6 & 10).
While powered by the SPM1000, the tunnel current flowing from the tipwas converted
to a voltage by an in situ I/V converter directly adjacent to the tip, before reaching
the second stage preamplifier attached outside of vacuum. After upgrading to the
Nanonis, the IVC and preamplifier were replaced with a Femto high-speed, low-noise
preamplifier attached to the STM base. It is best to attach the preamplifier directly to
the vacuum electrical feedthrough to avoid electrical noise from capacitive coupling
affecting the signal. Any noise would be amplified by the same factor as the signal.
4.3.1 Electrical and mechanical noise isolation
The system is grounded in a configuration that produces the least noise possible. In
normal operation the tunnel current flowing from the tip is converted to a voltage
and amplified by a Femto preamplifier that sits directly outside the STM base. The
preamplifier is connected as closely as possible to themicroscope tominimise the noise
contribution that would be amplified in the same proportion as the signal. The cables
leading to the controller from the preamplifier are braided with their feedthroughs
shielded. Capacitive coupling from power cables carrying 50 Hz mains AC current is
the most significant contributor to noise. In figure 4-7A the spikes in noise at 50 Hz
intervals are electrical in origin. This can be mitigated with proper shielding and not
criss-crossing the cables. There is a degree of trial and error here. The external casing
of the preamplifier is grounded to the STM base to dramatically reduce noise (figure
4-7A, B, D). Roughing pumps and LED lights are switched off when possible as they
can introduce noise to the signal (figure 4-7C).
As the tunnel current is extremely sensitive to changes in the tip-sample separation
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Grounded preampliﬁer, tip above surface
Grounded preampliﬁer, 
lights on
Grounded preampliﬁer, tip retracted 5 nm
Figure 4-7: Electrical noise at the tunnelling junction. The power spectrum density, recorded
in fA/
√
Hz, is shown as a function of frequency. The tip is not in tunnelling contact and so the
measured currents are the noise signal. A. The ungrounded preamplifier. B. The grounded
preamplifier. By properly grounding the chassis of the femto preamplifier the noise at 50 Hz
intervals ismostly eliminated. C. Spectrum for the grounded preamplifierwith the STM cham-
ber lights turned on. There is additional noise, likely from both the LED lights and their power
supply. D. The spectra for the grounded preamplifier, with the tip 5 nm above the surface.
(eq. 2.16), the tunnel gap must be isolated as best as possible to mechanical vibrations.
Problems with vibrations led early researchers to believe the STM may be fundamen-
tally unfeasible.84,85 Strong vibrations can interrupt otherwise clean imagery, or worse,
cause a tip crash. As the laboratory is located beneath a busy café, vibrations can pro-
vide considerable noise andmechanical isolation is extremely important. Corrugations
in an atomic surface can be as small as 0.1 Å. Therefore, the amplitude of vibrations
ought be < 0.01 Å to achieve atomic resolution.
The UHV chamber sits on a workbench which in turn sits on the laboratory floor.
The STM is suspended by four springs, each enshrouded in a protective column, that
isolate it from vibrations of the UHV chamber and workbench. The springs have reso-
nant frequencies < 2 Hz which are dampened by an eddy current dampening mecha-
nism that surrounds the stage. The bench itself stands on six legs and the chamber was
designed to have as low centre of mass as possible to avoid sway and keep the system
stable. Each leg rests on a stack of 4 high density 13 mm rubber pads that effectively
45
Part I | Experimental procedure
dampen shock vibrations by over 90 %.86 The pads have a high energy storage per unit
volume, ideal for shock isolation. By stacking the pads the system is further decou-
pled from vibrations. It is often the case that STM systems are placed in acoustically
isolated booths and installed on large concrete blocks to achieve suitable vibrational
isolation. The quality of images achieved with our setup is a testament that this is not
always completely necessary.
4.3.2 Recording images
The RHK SPM1000 or Nanonis interfaces with the lab PC via an ethernet connection.
XPM Pro software for the SPM1000 permits data acquisition along with displaying the
current image and image processing. The tunnel current and bias, as well as other
important settings such as the feedback loop gain, line offset, scan range and tip posi-
tion are set by knobs on the SPM1000. The Nanonis, by comparison, is fully controlled
by a software panel. Nanonis may also be controlled programmatically by a suite of
LabVIEW sub VIs.
4.3.3 Artifacts in imaging
If the feedback loop is poorly optimised the image quality suffers. Images will appear
blurry if the feedback responds too slowly, and at the other extreme large amplitude
oscillations appear as the too-responsive feedback overshoots. The gain (G) and time
constant (∆t) of the PI-controller should be properly optimised. This is largely trial
and error. A good approach, from reference [41], is to start with low ∆t and increase
G until feedback oscillations appear. Then fix G at 2/3 that value and increase ∆t until
oscillations just reappear.
A common artifact is warping of the image. This is a consequence of drift: e.g.
if the tip is scanning down an area of surface that is also drifting downwards, atoms
and features will appear elongated. Conversely, drift opposing the scan direction will
squash an image. The presence of drift can be verified by changing the scan direction
from left/right to top/bottom. This is rectified by our automated drift correction rou-
tine (see § 4.4.1). In fig. 4-8A, there is warping at the top of the image only. This is piezo
creep: when a voltage is applied to the piezos to move to a new area of surface, the
piezos continue to move in the same direction for a short time. To avoid piezo creep,
one can image the first line continuously until it stabilises.
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Figure 4-8: Different artifacts in STM imaging. A. Hysteresis or piezo creep at the top of the
image. B. An unstable, noisy tip apex. C. Electrical noise producing ‘scanline’ effect. D. An
unstable tip undergoes a state changemid-image (light to dark transition). E. 35× 35 nm,+1 V,
100 pA STM image showing the ghost effect around a step. At I & III, far from the step, atomic
resolution is achieved by the apex at closest approach. II: Close to the step, two different apices
interact with the surface, at the top and bottom of the terrace. The image is the convolution of
two signals, clearly visible in large features reappearing (red circles).
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The most common hindrance to good imaging is the form of the tip apex. A stable
tip can be hard to come by, but in situ modification techniques (§ 4.1.3) can be very
successful provided artifacts in imaging are observed and suitably diagnosed. Periodic
flecks in the image can correspond to an unstable tip apex (fig. 4-8B). Such an apex can
be gently adjusted with a quick high bias pulse. If the flecks are persistent in response
to surface features, the feedback loop may be overreacting. Relaxing the feedback can
fix this immediately. ‘Scan lining’ on the image in an indication of electrical noise
(fig. 4-8C), verified by changing the scan speed. If the artifacting is very dependent
on the speed, noise is the culprit. Noise is eliminated as much as possible by proper
electrical isolation and grounding.
Occasionally therewill be a sudden shift in contrastmid-scan (fig. 4-8D), this is a tip
state change most likely caused by the promotion of a new tip apex. Any ‘ghosting’ in
the image, like that in figure 4-8E, is likely the result of double tip imaging. The image
becomes the convolution of the tunnelling current from two apices. This is often seen
around a step where an a slightly elevated tip begins to tunnel into the top of a terrace
while the closer tip is remains below (fig. 4-8E i-ii). When the closer apex meets the
step, the tip retracts and the noise disappears as signal corresponds to a single apex
(fig. 4-8E iii). Double tips are observed by repeating features in the scan: note the
bright spots circled in fig. 4-8E are imaged by both apices. We can therefore estimate
the apices are 13.7 nm apart in this case.
4.4 Computer automation
As experiments undertaken by STM often involve single molecule interaction, good
statistics are of paramount importance for any conclusions drawn to be reliable. Even
nonlocal manipulation will only activate a few hundred reactions at once. The stan-
dard error of the mean, σ/
√
N is minimised first by good practice (limiting σ) but
mostly by many repeat readings (limiting 1/
√
N). Therefore to make the experimen-
talist’s life easier, and to enhance the results, we automate as many experimental pro-
cesses as possible, from sample preparation to molecular manipulation, in a reliable
manner. Our ongoing aim is to remove the ‘babysitter’ from the process as much
as possible. We envisage a scenario where one can set up the machine and leave it
overnight to amass hundreds of repeat readings and do the bulk of analysis ready for
the next morning. We do this through automatic (or pseudo-automatic) laboratory
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control, through LabVIEW, and image analysis, through MATLAB.
4.4.1 LabVIEW automation
Through a data acquisition controller (DAQ), LabVIEW records and controls much of
the laboratory.
Baking the chamber
As the bakeout procedure takes several days, automation is necessary to avoid having
to directly oversee the entire process. A three-phase power supply controls switches
heaters on/off in response to a feedback loop that monitors the pressure and temper-
ature of the system. This is described in full, with example data, in § 3.2.2 on p. 31.
Tungsten tip etching
LabVIEW controls the applied DC voltage during the tip etching process (see § 4.1.1).
The routine monitors the etch current. A slow decrease in current is observed as W is
etched away until a sudden drop in current corresponding to the tip stub falling off.
Consequently the etch current falls below a set reference current which causes the etch
voltage to be quickly switched off. This routine typically produces good, well rounded
tips and avoids overetching unlike a manual shut-off approach. The reference current
can be set on the front panel of the LabVIEW routine.
Silicon crystal flashing
LabVIEW communicates with aHV power supply (Agilent) via a USB connection. The
routine uses the device in constant current mode to supply a user-controlled amount
of current I f to the crystal via an electrical feedthrough to the heating stage in the prep
chamber. The sample is calibrated initially to find the I f − T relationship. The routine
ramps the current to the desired value (T = 1250◦C) and holds it there for a set
amount of time (typically 20s) before ramping down. The flash process is repeated a
set number of times with a 20 minute wait between flashes to allow the pressure in the
prep chamber to settle. Alternatively the routine can be set to flash once the pressure
falls below a certain value. Following the flashes the routine can reconstruct Si(111)-
7× 7 by annealing from Iannealf (T = 960◦C). The routine can be set to run immediately
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Figure 4-9: LabVIEW controlled A. sample flashing and B. gas dosing. A. Green line: applied
current to sample for two flashes at 7.7A (I f ) followed by a reconstruction at 4.5A (Iannealf ). Blue
line: pressure response to resistive heating showing peaks as oxide/contaminants sublimate.
A. Red line: Stepper motor opening/closing valve to gas line. Blue line: Pressure response.
The motor opens/closes in response to a feedback loop with a pressure of 3× 10−10 Torr as a
setpoint.
or wait until a certain time, so a sample can be freshly cleaned in time for the start of a
work day. A series of two flashes plus a reconstruction is shown in figure 4-9A.
Gas dosing
Obviously, the samplewill be high above room temperature following a series of flashes.
Molecules adsorbed to hot Si(111)-7 × 7 would quickly desorb. The dosing routine
therefore records the temperature at the heating stage and only begins the dose once
the stage falls below 30◦C. The dose beginswith LabVIEW communicatingwith a step-
per motor controller (Phidgets 1062) to open one of the two leak valves via a stepper
motor (RS). The routine opens the valve until the target dosing pressure is reached
(∼ 10−9 Torr) and uses a simple feedback loop to open/close the valve in response to
decreases/increases in pressure. As the dose ends the valve is reclosed. A plot of dose
pressure and motor response is shown in figure 4-9B.
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Drift tracking
Due to different thermal coefficients of components in the STM (and the tip/sample),
there will some degree of thermally induced drift in the image. This means repeated
scans of the same area in the scan field will actually move slightly in x, y & z. There is
a small drift velocity in all 3 directions, and since images can take upwards of 10 min-
utes to complete in some instances, drift can be tens of nanometers between images. To
compare subsequent images as best as possible we must endeavour to eliminate drift.
This is done by applying a drift correction wherein the controller moves the scan re-
gion between images (RHK) or alters the tip vector (Nanonis) in accordance with the
drift velocity. For the RHK, the drift velocity is found by an inbuilt feature tracking
routine which correlates sequential images to see how far a user chosen feature (e.g.
step edge/defect/adsorbate pattern) moves. For the Nanonis, a drift velocity can be
applied but no feature tracking routine exists. However, Nanonis may be controlled
by a suite of LabVIEW VIs. Myself, my supervisor and project students Sarah Thomas
and Rebecca Purkiss wrote a LabVIEW routine in the same vein as the RHK’s. At the
end of of each scan, the Nanonis calls LabVIEWwhich cross-correlates the new image
with the last taken, and finds the displacement between them. This provides an error
signal or ‘drift vector’. By knowing the time difference between saved images, the x, y
drift velocity is found. The z drift velocity is found by comparing the absolute height
difference between images. The correction is applied with a gain< 1 as to not overcor-
rect, therefore it takes several images before zero displacement between two images.
Figure 4-10 shows a series of images and the cross correlation. The software homes in
on the drift velocity and can hold the scan frame over the same region of surface for
several hours.
4.4.2 MATLAB routines
MATLAB can open images recorded by STM (either RHK or Nanonis) and transcribe
them into a matrix. The matrix has size m× n, each element corresponding to 1 pixel
of the image, containing the z−piezo height at that x, y position. MATLAB can handle
large quantities of data quickly, and through our analysis suite, we can analyse our
experiments with as little overhead as possible.
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Figure 4-10: The drift tracking routine in action. Several STM images (20 × 20nm, +1 V,
100 pA) are shown. Between two images, the deviation of the maximum in cross-correlation
from centre provides the error signal or ‘drift vector’, which is added to the current drift cor-
rection on the Nanonis controller. As the drift correction approaches the desired value, the
error approaches zero and sequential images overlap.
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Figure 4-11: Themolecule finder locates the adatoms (yellow) andmolecules (red) in the STM
topograph. Inset: the basis vectors of the Si(111)-7× 7 unit cell as found by the routine.
Molecule finder
With the STM topograph loaded as a matrix, the molecule finder program is used to
recognise the basis vectors of the the surface structure and locate all the adatoms/
molecules. The program is a GUI where the user first loads a raw image (or sequence
of images). The user then selects the region of interest for analysis – this is often the
whole image, but steps, grain boundaries or other breaks in symmetry can be excluded.
A line-by-line subtraction or plane subtraction is be applied to normalise the z-height.
To find the adatoms/molecules, first the unit cell must be recognised. The image is
correlated with a library of images of corner-holes surrounded by adatoms. Next, the
orientation of the image is found by comparing to the matched corner hole at different
angles. The best correlated image will show the location of all corner holes in the scan
as the regions of maximum correlation. A MATLAB matrix file is output containing
the coordinates of all molecules and adatoms. If the STM image is mostly noise free,
and the unit cell vectors are not skewed, the molecule finder has a relatively high suc-
cess rate. If there are flecks of noise in the image, or if there is piezo creep or poor x/y
calibration skewing the unit cell, it can be less effective or simply not work. Certain
tip states discriminate less between molecules / adatoms (dark / bright) and the au-
tomatically found molecule population may be wrong. The user may correct wrongly
flagged adatoms by eye.
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Figure 4-12: Before-during-after sequence of+1 V, 100 pA images forA. local andB. nonlocal
injection experiments. A: 5× 5 nm images 1: before and 3: after a +1.8 V, 500 pA, 8 s current
pulse applied atX, halfway through image 2. The dark toluene molecule desorbs, shown from
the light → dark transition. B: 60 × 60 nm images showing nonlocal desorption promoted
from the +2.9 V, 200 pA, 10 s injection at X. Nonlocal desorption of toluene is clear from the
reduction in dark spots around the injection site (marked in 3 for reference). MATLAB pro-
tocols programmatically find the coordinates of the molecules in the before and after images,
correlate the 3 images and find the change in toluene population as a function of position.
Comparing images before/after injection experiments
Experiments involving direct current injection from the STM tip, whether directly into
a molecule or to nonlocally desorb molecules several nm away, are analysed in MAT-
LAB. Images are taken in a 1-2-3 ‘before-during-after’ process, as shown in figure 4-12:
(1) before scan, (2) manipulation scan with injection, and (3) after scan. We compare
(1) and (3) to observe the changes caused by (2). Details of the injection and how these
images are taken are explained in the following section (§ 4.4.3) as well as their rele-
vant chapters, what is important to explain here is that for a given current injection
there are 3 images taken of (approximately) the same region of surface, with a change
in molecule population between the images due to the injection. We use MATLAB to
quantify this change.
When comparing before and after images for local injections (figure 4-12A), a
MATLAB routine opens several experiments in sequence. The user determines by eye
whether a desorption event occurred. The z-height of the tip is also drawn, fromwhich
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the routine can automatically determine at what time desorption occurred (if at all)
from the location of a discontinuity in the trace.
For nonlocal injection experiments (figure 4-12B), the injection coordinates in (2)
are around centre scan. The exact location is saved in either the metadata of the image
(RHK controller) or in an external file by the LabVIEW routine (Nanonis controller).
In either case, a custom made MATLAB routine is used to open the image, and cor-
relate it with the before/after images to find the nearest adatom site to the injection
coordinates. When scanning from top to bottom, the area below the injection site in (2)
shows the aftermath of manipulation (as in (3)) whereas the top half appears as in (1).
As there is always some element of unavoidable drift or piezo creep between sequen-
tial images, we cannot simply place the injection site in the same coordinates as (2).
Instead, the top half of the (2) is cross correlated with (1) to find the relative displace-
ment. This displacement is applied to the injection coordinates to find their location
in (1), denoting the closest adatom as the injection site. A full image cross correlation
between (1) & (3) is applied to find their relative displacement and the location of the
tip in (3). This way we can examine the effect of injection using the table of adatom
sites as coordinates, rather than the raw image data. We can then create a new ma-
trix containing only the unit cells analysed in both the before and after images. From
here, individual adsorbed molecules leaving (or remaining in) their adsorbed site can
be measured, using their adatom site as a coordinate. The radial distribution of the
change in molecule population moving away from the injection site characterises the
nonlocal effect.
4.4.3 Injection experiments
The local injection experiments (chapter 11) made use of combined MATLAB/ Lab-
VIEW control over the Nanonis. A LabVIEW suite, the combined efforts of Dr Sloan,
myself, and PhD student Kristina Rusimova, was written to control the entire exper-
imental process. This approach not only mitigates human error but allowed for full
automation: experiments can be repeated with little oversight from the experimental-
ist. The suite can be used for nonlocal or local injection experiments. Nonlocal ex-
periments (in the vein of the data in chapter 10) simply inject in the image centre to
maximise the surrounding area. Local injection experiments are more precise, as they
must inject directly into a specific molecule.
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A B
Figure 4-13: A LabVIEW-controlled single-molecule injection experiment. Large images:
25× 25 nm, +1 V, 100 pA scans taken A. before and B. after 5x 1.8 V, 500 pA, 8 s injections
directly into toluene molecules. Following the before scan, the automatic MATLAB routine
selected 5 random molecules on FM sites. LabVIEW then moved the tip to each molecule in
sequence for a direct injection. A 5× 5 nm scan centred on each molecule (superimposed on
A) was taken for each injection. The square in B shows the small scan area where a desorption
event occurred (injection site circled). Full explanation in the text.
Nonlocal injections
In an ‘automatic’ experiment, the user first directs the microscope to a chosen area of
surface. Once drift is eliminated, LabVIEW is given control. A high-resolution ‘before’
image (fig. 4-12B,1) is first recorded: the scan size is up to the user, but a good rule of
thumb is 60× 60 nm. Following the initial scan is the ‘injection’ scan (2) over the same
area (fig. 4-12B,2). Once the tip reaches the centre of the image, it is halted mid-scan
and withdrawn. LabVIEW then ramps the voltage and current to the chosen injection
parameters before releasing the tip (feedback loop on). The current, voltage, and z-
height during the injection are recorded by a home built LabVIEW routine in control
of an external oscilloscope. The injection runs for a set amount of time before the
voltage and setpoint are returned to their original values. The ‘during’ image is then
resumed. A third ‘after’ scan (3) is then recorded over the same area (fig. 4-12B,3), to
provide a comparison for before/after injection.
Local injections
Local injections are made into a specific molecule and therefore must be extremely
precise. The initial scan is smaller, around 25× 25 nm, enough to contain a few hun-
dredmolecules (fig. 4-13A). LabVIEWpasses the completed image toMATLABwhich
automatically finds the basis vectors and adatoms/molecules. MATLAB returns the
56
Chapter 4 | Scanning tunnelling microscopy
coordinates of a set number (typically around 5-10) of randomly selected molecules.
The usermay specifymolecules attached to certain binding sites. LabVIEW thenworks
up the scan area, injecting as described previously, into eachmolecule. Automating the
injection process from start to end in this manner drastically reduces the time required
to amass data.
The area of a molecule is approx. 0.5× 0.5 nm. Therefore a small amount of drift or
piezo creep between images will offset the target coordinates and the injection would
miss the desired molecule. To circumvent this, a second, smaller (∼ 5 × 5 nm) set
of before / during / after images are taken for each injection (fig. 4-12A,1-3). The
smaller before image is cross-correlated with the larger to calculate the drift vector,
which LabVIEW compensates for by moving the scan area accordingly. The injection
coordinates are therefore corrected for drift and creep. This is extremely successful
in directing the tip to the correct injection site, more than any person could reliably
do by hand. Following the injection, the small image sequence is completed. The tip
works up the larger scan area injecting into every molecule in sequence. A net upward
movement in this manner minimises piezo creep. Finally, a large after image (fig. 4-
13B) is taken. The small scan areas superimposed on fig. 4-13A are 5× 5 nm images
taken prior to each injection into the target molecules. The highlighted region in fig. 4-










Recording images with atomic resolution allows us to track the ongoing be-haviour of an individualmolecule on a surface. To begin this part of the thesis,
relevant details of the surface / molecule system examined will be introduced in a lit-
erature review. Some examples of relevant findings in the literature will be explained.
5.1 Si(111)7×7
When a bulk material is cleaved along a crystal plane, the arrangement of the remain-
ing atoms is rarely unaffected. Unsaturated ‘dangling bonds’ (dbs) remain at the inter-
face. Net electrostatic forces at the interface cause the surface to relax into an energet-
ically favourable configuration. ‘Relaxed’ surface structures generated in this fashion
are referred to by their plane of termination, e.g. Ni(110) andMgO(100). Semiconduc-
tor materials tend to establish more complicated surfaces due to their favouring of the
zincblende orwurzite lattices.87 In the case of Si (zincblende), atoms at a newly cleaved
surface are highly unstable and the surface / subsurface layers will reconstruct, at a
great energy cost, to a reconstructed surface that is ultimately energetically favourable
as the number of dbs is reduced. Reconstructed surfaces are denoted by Wood’s nota-
tion:88
(hkl) N ×M− φ (5.1)










????????????? ?????????????? ? ?????????????
?? ??????
Figure 5-1: Top view: a unit cell of the 4-layer, 49 atom Si(111)-7× 7 surface reconstruction.
The 19 dangling bonds are provided by the adatoms (yellow), rest atoms (red) and the corner
hole. Si layers of increasing depth are illustrated by smaller circles. Side view: atoms in the
plane along the long diagonal of the unit cell, exposing the difference between the faulted and
unfaulted halves. The surface and bulk Si bilayers (grey atoms) are aligned in the unfaulted










Figure 5-2: 6× 7 nm STM images recorded at A. +1 V and B. −1 V, 100 pA. At negative bias,
the faulted half (left triangle) is brighter than the unfaulted (right triangle). Red circles: corner
adatoms, adjacent to the dark corner hole. Blue circles: middle adatoms. Crosses: rest atoms.
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Ultrafast carrier dynamics in Si„111…7Ã7 dangling bonds probed by time-resolved
second-harmonic generation and two-photon photoemission
M. Mauerer and I. L. Shumay
Max-Planck-Institut für Quantenoptik, D-85740 Garching, Germany
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By combining time-resolved two-photon photoemission !2PPE" and optical second-harmonic generation
!SHG", the dynamics of surface electronic states of Si!111"7!7 has been studied. In the experiment the
normally unoccupied part of the adatom dangling-bond bands are populated by 1.55 eV pump pulses. The
2PPE results show very fast relaxation within these bands with lifetimes ranging between 40 and 150 fs
depending on energy relative to the Fermi level. The regime of high excitation densities was investigated by
means of time-resolved SHG. With increasing pump fluence, we observed filling of the surface bands and a
concomitant increase of the optical relaxation times from 0.5–2 ps. The results are interpreted in terms of
electron-electron scattering within a two-dimensional metallic system that is isolated from the bulk
semiconductor.
DOI: 10.1103/PhysRevB.73.245305 PACS number!s": 73.20."r, 78.47.#p, 42.65.Ky, 78.68.#m
I. INTRODUCTION
The dangling bonds of many semiconductor surfaces,
most notably those of germanium and silicon, give rise to
electronic states that are located in the projected band gap of
the bulk material.1 This results in a good decoupling from the
electronic structure of the volume. Time-resolved two-
photon photoemission !2PPE" studies performed on
Ge!111"-!2!1" !Ref. 2" and Si!001"-c!4!2" !Refs. 3 and
4" have shown that electronic excitations of these states stay
localized at the surface for hundreds of picoseconds whereas
intraband scattering processes take place on a time scale of
hundred femtoseconds up to picoseconds.4,5 This behavior
contrasts with that of surface states of metals. The wave
functions of image-potential states on some noble metal sur-
faces, e.g., are located in large projected band gaps of the
volume and have even less bulk character than the unoccu-
pied Ddown states of Si!001"-c!4!2" or the $* states of
Ge!111"2!1.6 The possibility to create electron-hole pairs
in the metal, however, results in considerably shorter life-
times with respect to decay into the volume and also in more
rapid intraband scattering of electrons excited into these
states.7–10
An interesting candidate for an intermediate case is pro-
vided by the dangling bonds of Si!111"7!7. In contrast to
most other semiconductor surfaces, Si!111"7!7 is metallic.
For this reason, electron-electron scattering should be much
more important than in case of the above mentioned semi-
conducting surfaces. According to the dimer–adatom–
stacking fault model,11 each 7!7 unit cell contains 19 dan-
gling bonds located at 12 adatoms, six rest atoms, and one
corner hole. The adatoms donate seven electrons to the rest
atoms and the corner hole such that only five electrons are
left in the 12 adatoms.12 This gives rise to a metallic band
manifold within the bulk band gap !Fig. 1, band S1 /U1",
pinning the Fermi level at 0.65 eV above the valence-band
maximum.13 The state S2 arises from the fully occupied dan-
gling bonds of the rest atoms, the states S3 and U2 originate
from the backbonds of the adatoms to the next atomic
layer.14,15 Of course, the Si!111"7!7 surface differs consid-
erably from a conventional metal. Its electron density is very
small, the metallic bands are formed by localized sp3 orbitals
instead of delocalized sp electrons, and a sizable on-site
FIG. 1. Schematic drawing of the electronic structure of the
Si!111"7!7 surface. The Brillouin zone refers to the unrecon-
structed Si!111" surface; shaded areas mark the projected bulk
bands !Ref. 19". S1, S2, and S3 denote occupied, U1 and U2 unoc-
cupied surface states. Only one representative band of the adatom-
induced surface states U1 /S1 is sketched. It was obtained by inverse
photoemission from Si!111"#3!#3-B with a similar but com-
pletely unoccupied adatom band !Ref. 20". Vertical arrows indicate
the excitation !thick line" and the probe process by 2PPE !left" and
SHG !right". Inset: side view of the surface geometry. The dangling
bonds of the rest atoms !R" are completely filled while the average
occupancy of the adatom dangling bonds !A" is slightly less than
1/4.
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Figure 5-3: From [5], schematic of the electronic structure of Si(111)-7× 7 . S aded areas mark
the projected bulk bands (from90). S1, S2 and S3 are the occupied surface states andU1 andU2
are unoccupied. Energy (in eV) is shown relative to the valence band maximum at 0 eV. Inset:
diagram of the filled rest atom dangling bonds, corresponding to S2, and the 5/12 full adatom
dangling bonds, which correspond to the U1/S1 band.
where (hkl) is the terminated bulk plane. Th basis vectors of the surface reconstruc-
tion are larger than that of the ideal surface such that as = Na and bs = Mb. The entire
reconstruction may be rotated from the bulk net by φ. Cleaving Si at room tempera-
ture and under vacuum in the (111) plane leaves repeated planes of atoms in bilayers,
illustrated by the ‘bulk’ bilayer in the side view in figure 5-1. This is the Si(111) 2 × 1
structure, however this is not the ground state of the system.89 If the crystal is heated to
960◦ C and annealed, the surface assumes the more stable Si(111)-7× 7 reconstruction.
The 7×7 reconstruction occurs at the uppermost, or ‘surface’, bilayer. The recon-
structed unit cell, outlined in the top view of figure 5-1, is composed of two assymetric
halves across a stacking fault. The surface bilayer in the unfaulted half is aligned with
the bulk structure, while the faulted half is misaligned.91,92 This is the Dimer-Adatom-
Stacking fault (DAS) reconstruction, originally proposed by Takayanagi et. al in 1985.93
Pairs of atoms across the stacking fault are covalently bonded to form dimer rows.
The surface bilayer has 6 unsaturated atoms per unit cell called the rest atoms (red in
fig. 5-1). Where the basis vectors meet there is a corner hole. The uppermost layer has
12 unsaturated adatoms (yellow). The Si(111)-7× 7 reconstruction reduces the number
of dbs from 49 to 19 per unit cell: the 6 rest atoms, 12 adatoms, and 1 corner hole have
one valence electron available each.
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Figure 5-4: From [87], energy level diagrams across surface-bulk in a clean semiconductor.
Shaded region: filled states. A.Undoped sample, B. n-doped bulk out of equilibriumwith the
surface C. band bending due to Fermi level pinning at the surface Fermi level.
Generally speaking, atoms at the surface of amaterial have lower coordination than
their bulk counterparts, reducing the potential experienced. This lessens the band gap
at the surface relative the bulk, generating filled and empty levels within the bulk band
gap. In Si(111)-7× 7, charge transfer occurs within the unit cell:94 the higher potential
adatoms donate 6 e− to saturate the rest atom and another 1 e− to the corner hole. This
leaves the adatoms with 5 e− per unit cell, or 5/12 e− per adatom.95 The fully occu-
pied rest atoms give rise to the occupied surface state at−0.8 eV relative to E f (fig. 5-3,
S2).96,97 The backbonds of the adatoms give rise to the occupied (unoccupied) surface
states S3 (U2) at −1.7 eV (1.6 eV).96–99 The partial filling of the adatom bonds leads to
a metallic manifold within the Si bandgap at 0.65 eV above the valence band maxi-
mum5,96 (fig. 5-3, S1/U1). The continuous density of states at the Fermi level means
the adatoms make the Si(111)-7× 7 reconstruction metallic in nature.100,101 Despite its
metallicity the reconstruction is still more energetically favourable than, e.g., 2× 1 as
the ‘centre of mass’ of the surface density of states is pulled lower for 7× 7.89
The combination of themetallic adatom surface state’s proximity to the Fermi level,
and the adatom’s physical proximity on top of the surface results in the adatoms dom-
inating the signal in STM imaging of Si(111)-7× 7.
The interface between the metallic Si(111)-7× 7 reconstruction and the semicon-
ducting Si bulk acts to pin the Fermi level at 0.65 eV irrespective of the degree of bulk
doping. Fermi level pinning can be understood by considering Si that is n-doped so
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the bulk Fermi level is raised above the intrinsic value (midgap) toward the conduction
band minimum (fig. 5-4A-B). Higher energy bulk electrons can lower their energy by
populating the lower-energy surface states projected into the bulk. Approaching the
surface, the bulk conduction and valence bands bend in response to an electrostatic
potential that arises as a result of the motion of charge from bulk to surface (fig. 5-
4C). The redistribution of charge decreases the Fermi level and in equilibrium the bulk
Fermi level will approach that of the surface.87,102 Consequently, the work function
of Si(111)-7× 7 is independent of bulk doping.103 Additionally, Si(111)-7× 7 is unaf-
fected by tip-induced band bending – the electric field of the STM tip does not affect the
Si electronic states during imaging at room temperature. Surface photovoltage (SPV)
measurements have shown104 that themetallicity of the surface state effectively screens
external fields.
Due to its geometrical and electronic complexity, Si(111)-7× 7 has been extensively
studied, theoretically and experimentally,105–114 fuelled in part by its resolution in real
space in the early days of STM.115 Figure 5-2A shows that under STM, the adatoms
of the two halves of the unit cell appear identical when scanning with positive bias
(unoccupied states). The unit cell appears as 12 protrusions, the adatoms, and a dark
spot at the corner hole. The adatoms are nonidentical so we classify them by their half
of unit cell: F (faulted) orU (unfaulted). We subcategorise adatomswithin each half as
C (corner, adjacent to a corner hole) or M (middle, not adjacent). Figure 5-1 illustrates
the 3 adatoms of each species (FC, FM, UC, UM) per unit cell. Figure 5-2B shows the
two halves of the unit cell can be discriminated by probing occupied states (scanning
at negative bias) where the faulted half appears brighter.
5.2 Molecule-surface interactions
The adsorption of benzene, chlorobenzene and toluene (hereafter collectively ‘aromat-
ics’) on Si(111)-7 × 7 has been actively studied by both experimental and theoreti-
cal techniques.15,17,117–122 At room temperature, aromatics attach / detatch to/from
Si(111)-7× 7 molecularly123 (i.e. without breaking into pieces). Until around 1995, it
was thought that benzene could not chemisorb onto the surface at room temperature,
that instead it would diffuse too rapidly to image via STM. A prior STM investigation
of benzene on Rh(111) required a full monolayer of benzene to ‘lock’ the molecules
in place.124 However, Wolkow and Avouris found in 1995117 that benzene molecules
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The present HREELS results are markedly different from the
previous work on the same surface by Taguchi et al.3 The
coexistence of two hybridization states of carbon atoms is clearly
resolved, as evidenced by the observation of two separate
vibrational losses of 2920 and 3025 cm-1 for chemisorbed
benzene on Si(111)-7 × 7. The failure to observe this splitting
in their work 3 may partly be attributable to the lower
instrumental resolution (fwhm ∼ 80 cm-1) compared to an
energy resolution of ∼45 cm-1 in this experiment. Our
observation rules out the π-bonding model, where benzene is
suggested to be bonded to a single dangling bond (an “on-top”
site), as well as the possibility of benzene adsorption to a single
dangling bond of adatom, rest atom, or corner hole on Si(111)-7
× 7 (Figure 5a).
The present experimental findings suggest the formation of
chemical bonds between two carbon atoms in benzene and two
adjacent Si atoms with dangling bonds. Benzene is therefore
di-σ-bonded to a pair of neighboring adatom and rest atom on
Si(111)-7 × 7, forming a 1,4-cyclohexadiene-like structure. A
schematic structure of chemisorbed benzene is shown in Figure
5b. Table 2 compares the vibrational frequencies of liquid phase
1,4-cyclohexadiene 27 and the chemisorbed benzene. Indeed, the
well-correlated vibrational structures between the two suggest
the similarities in their molecular structures. Our result provides
complementary information and is consistent with the photo-
emission study.14 In their work, the evidence of removal of
degeneracy of the “e” orbitals in chemisorbed benzene strongly
suggests a loss of symmetry of benzene upon adsorption.
Previous HREELS studies30,31 of acetylene and ethylene on
Si(111)-7× 7 surfaces demonstrated that acetylene and ethylene
are both di-σ-bonded to two adjacent adatom and rest atom,
yielding “ethylenic”- or “ethanic”-like adsorbates, respectively.
In these two cases, only one C-C bond is involved in the di-σ
bonding configuration. Considering the direct distance (∼4.5
Å) between two adjacent adatom and rest atom based on the
DAS (dimer adatom stacking fault) model (Figure 5a) of Si-
(111)-7×7 28 and a typical bond length of Si-C (1.8-2.1 Å),29
the C-C bond is expected to be much stretched in the adsorption
intermediate. In the present case of benzene adsorption on Si-
(111)-7×7, the bonding of benzene to the silicon surface through
two adjacent carbon atoms would yield a 1,3-cyclohexadiene-
like complex. However, this structure may have greater strain
due to the short distance of C-C bond in benzene (1.39 Å).
Since the separation between 1,4-carbon atoms is 2.78 Å, nearly
twice that of a single C-C bond, the formation of 1,4-
cyclohexadiene-like complex is expected to be more favorable.
In addition, the bridging geometry of chemisorbed benzene
would be tilted by ∼13° with respect to the surface plane of
Si(111)-7×7 since the adatoms are about 1 Å above the rest
atoms.34
In fact, the loss in bond energy for forming the 1,4-
cyclohexadiene structure can be sufficiently compensated by
the formation of two Si-C bonds. In organosilicon chemistry,
the typical bond energy for Si-C (DSi-C) is 75.95 kcal/mol,32
much greater than 48 kcal/mol ) (resonance energy + 1 double
bond)/2 ) (36 + 60)/2 kcal/mol.33 Therefore, the di-σ bonding
of benzene molecule to two adjacent adatom and rest atom is
energetically favorable.
Hu et al. 35 studied the thermal reactions of cyclohexene and
1,3- and 1,4-cyclohexadiene on Si(111)-7×7. The observed
dominant desorption feature at mass 78 showed the formation
of benzene through a dehydrogenation surface reaction. The
catalytic conversion of 1,4-cyclohexadiene to benzene on Si-
(111)-7×7 suggests the presence of a reaction intermediate
which is structurally correlated with these two molecules.
Indeed, our observation of a 1,4-cyclohexadiene-like structure
for chemisorbed benzene on Si(111)-7×7 is consistent with their
experiment.
We have shown that benzene binds to a pair of adatom and
rest atom through a di-σ bond. However, there are two types of
adatoms in one unit cell, that is, center and corner adatoms.
Our result does not allow us to determine the preferential adatom
sites for benzene adsorption. In a STM study, Moffatt and
Wolkow 23 observed the adsorption of benzene on corner
adatoms of Si(111)-7×7 surface at room temperature, although
the number of neighboring pairs of center adatoms and rest
atoms is twice of that of corner adatoms and rest atoms. In a 7
× 7 unit cell, no more than six adatoms can be involved in the
di-σ bonding reaction, limited by the available six rest atoms
with dangling bonds. Thus, the predicted saturation coverage
of di-σ bonded benzene on Si(111)-7×7 is ∼0.12 (∼6/49),
which agrees well with the saturation coverage of 0.1 monolayer
determined using combined techniques of AES and TDS.3
4. Conclusions
The adsorption of benzene on a Si(111)-7×7 surface has been
investigated using high-resolution electron energy-loss spec-
troscopy (HREELS) and thermal desorption spectroscopy (TDS).
Both physisorption and chemisorption of benzene occur at 110
K. The chemisorbed benzene desorbs molecularly at 349 and
363 K, possibly attributed to benzene desorption from faulted
and unfaulted sides of the unit cell, respectively. The HREEL
results clearly demonstrate the presence of both sp2 and sp3
carbon atoms in chemisorbed benzene as well as the formation
of C-Si bond. Our observation is consistent with the di-σ
bonding of benzene to two adjacent adatom and rest atom on
Si(111)-7×7, yielding a 1,4-cyclohexadiene-like structure.
Figure 5. (a) Dimer adatom stacking fault (DAS) model of the Si-
(111)-7×7 unit cell proposed by Takayanagi et al. (ref 28). Only
adatoms, rest atoms, and corner hole atoms have dangling bonds.
Faulted (F) and unfaulted (U) halves of the 7 × 7 unit cell are also
marked. (b) Schematic model (side view) of C6H6 adsorbed on Si-
(111)-7×7 (the adatom/rest-atom bridging model).
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Figure 5-5: A. +1 V, 100 pA STM topograph of Si(111)-7× 7. The region is clean save for two
toluene molecules (one is circled) that appear as dark spots. B. From [116], the di-σ bonding
configuration of benzene on Si(111)-7× 7.
remain in a fixedposition long enough to observe. Figure 5-5A shows aromatics appear
as dark spots or ‘missing adatoms’ as the benzene ring saturates the adatom dangling
bond. In chemisorbing each molecule forms a pair of Si-C covalent bonds, one to a
silic n adatom nd one to a neighbouring rest atom.116,121,125 This is the di-σ bonding
configuration, utilising two opposing carbon atoms on the benzene ring. This is illus-
trated in figure 5-5B. For toluene and chlorobenzene, the lowest energy state is found
when the 2,5 carbon atoms attach to the surface. Benzene has no functional group and
so all orientations are identical.120
The potential energy landscape of the molecule-surface complex is illustrated in
figure 5-6. In order to chemisorb, aromatics approach through the weakly-bound ph-
ysisorbedprecursor state,126,127 at energy cost Eβ. In the physisorbed state themolecule
reorients itself, exchanging energy with the various degrees of freedom of the system
before adsorbing or scattering back into the gas phase. The molecule can undergo pre-
cursor motion, exploring the surface plane, prior to either of these two outcomes.126
Chemisorbed aromatics are not fixed in place, they undergo transport in the plane (dif-
fusion) or out of the plane (desorption) of the surface. However, either route requires
first passing through the mobile physisorbed precursor (at energy cost Eα). From here
themoleculemay either jumpup to 2.3 nm to a new adatom-rest atompair117 or desorb
(at cost Eλ). Experiments monitoring rates the motion of molecules from chemisorbed
→ gas phase, physisorbed→ chemisorbed and physisorbed→ gas phase have found
the site-averaged EC,117 Eβ126 and Eλ,15,16,126 re p cti ely, using the Arrhenius relation
which describes thermally activated processes:
k = Ae−Ea/kBT (5.2)
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Figure 5-6: Illustration of the potential energy landscape of benzene on Si(111)7×7. Far from
the surface (large z) the molecule exists in the gas phase. Closer, the physisorbed molecule ex-
periences a weak attractive force with binding energy Eλ. Closer still, the molecule chemisorbs
via two Si-C bonds, one to a rest atom and one to an adatom, with binding energy EC. To transit
across the two wells (or back), the molecule must overcome the Eβ (Eα) energy barrier.
with k the relevant rate, Ea the energy barrier and A is the Arrhenius prefactor. k is
the measured number of successful reactions, per unit time, that result from a ther-
mal collision, while A can be considered as the total number of thermal collisions per
second, regardless of whether a reaction occurs or not. This explanation, while suit-
able, often leads to A being mistaken as an ‘attempt’ frequency to reaction, while it is
actually more of a measure of the degrees of freedom and entropy of reaction. The
value of A can be calculated from variable-temperature experiments but it is often as-
sumed to be 1013 per second†. This assumption, while often overlapping with reality,
implies the preexponential of reaction is the same as for desorption of single atom
from a one dimensional potential.128 An experiment that measures k at several tem-
peratures and plots k against 1/T on a log-plot can find both A (the intercept) and
Ea (the gradient). If temperature-dependent data is inaccessible it is frequently as-
sumed that A = 1013 s−1, as in Taguchi’s electron-energy-loss spectroscopy (EELS)
examination of benzene on Si(111)-7× 7, which found two values of the heat of des-
orption, EC = 0.824 and 0.867 eV.15
Wolkow and coworker’s breakthrough STM study117 of benzene on Si(111)-7 ×
7 used a ‘time lapse’ method wherein the same region of surface was continually im-
†With kBT of thermal energy and h f = kBT, A = kBT/h ≈ 1013 s−1.
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tential energy curve in Fig. 1.
We have studied benzene molecules ad-
sorbed on a silicon(111) surface. The (111)
facet of silicon, upon cleaning and annealing,
spontaneously forms what is known as a 7!7
reconstructed surface (13). Each surface atom
in this structure is three-coordinate with one
dangling bond directed normal to the surface
plane. The spacing between the topmost at-
oms, known as adatoms, is 7.7 Å (14). A
simple molecular model indicates that one
benzene molecule oriented parallel to the
surface can be accommodated per silicon ada-
tom. Several studies of benzene adsorption on
Si(111)-7!7 have been undertaken (15–19).
Thermal desorption spectrometry (TDS)
(16, 18) and electron energy loss spectrosco-
py (EELS, a surface vibration spectroscopy)
(18) studies have shown that benzene adsorbs
molecularly on the Si(111)-7!7 surface at
room temperature. EELS spectra showed fea-
tures attributed to both physisorbed and
chemisorbed benzene below "150 K (18).
However, only features arising from chemi-
sorbed benzene were observed at room tem-
perature. The relative EELS loss-peak inten-
sities of the benzene vibrational modes hav-
ing dynamic dipole moments parallel to the
ring indicate that the benzene molecule is
oriented with the molecular plane parallel to
the silicon surface (18). The TDS results are
consistent with a relatively weak #-bonding
interaction between the silicon adatom dan-
gling bond and the delocalized # network of
the benzene molecule as opposed to a strong
$-bond, also indicating that the plane of the
chemisorbed molecule is parallel to the sili-
con surface plane (18). Numerous experi-
mental investigations of benzene adsorption
on transition metals have also found this
bonding geometry (9, 10, 20).
An ultrahigh-vacuum chamber was used
to prepare and maintain extremely clean sil-
icon surfaces, which were investigated using a
tunable-temperature cryogenic scanning tun-
neling microscope (STM) (19, 21). By oper-
ating at cryogenic temperatures, the STM
can freeze out kinetically controlled processes
or allow them to proceed at a convenient
rate. The topography that the STM senses is
influenced both by the position of atoms and
by local electronic structure. As in previous
studies of chemisorption on the 7!7 surface,
the chemisorbed benzene molecule is sig-
naled by a “darkened” site (topographically
lower with respect to a clean silicon atom)
because of quenching of the silicon dangling
bond state and because adsorbed benzene has
small state density in the energy window
probed (22).
STM images of Si(111)-7!7 surfaces with
"20% surface sites covered by benzene mol-
ecules (23) recorded at temperatures in the
range "100 to 300 K (Fig. 2A) are indistin-
guishable. Benzene molecules are seen as
darkened sites, consistent with a chemisorbed
state. Strikingly different images result when
the experiment is carried out with a surface
maintained at 78 K (Fig. 2B). Adsorbed ben-
zene molecules now appear as prominent pro-
trusions (24). Because this state is only ob-
served at low temperature, we identify it as
the physisorbed state indicated in thermal
desorption measurements (16, 18). Although
observation of a physisorbed state is not in
itself remarkable, this particular physisorbed
state is remarkable in that the molecules exist
spatially over a site where relatively strong
chemical adsorption can (and in time will)
occur. By changing only the substrate tem-
perature, a different adsorbed molecular state
has been prepared. This state is an intrinsic
precursor to chemisorption.
Sequences of images recorded at 78 K
reveal decay of some precursor molecules to
the chemisorption state. Very few events
were observed (during observation times of
"2 hours), but enough have been recorded
to extract an estimate of the barrier sepa-
rating the precursor from the chemisorbed
state. Assuming a preexponential of 1013
s–1, this barrier is Eb " 0.3 eV.
At 95 K, the chemisorbed state is domi-
nant. However, immediately after dosing,
relatively faint speckled features similar to
those observed at 78 K were seen. These
features were transient; on a time scale of
several minutes, these features became in-
creasingly faint and then invisible. Coincid-
ing with the disappearance of the precursor
molecules, new features attributable to
chemisorbed benzene were observed in the
same immediate vicinity. These features rep-
resent benzene molecules decaying from the
precursor to the chemisorbed state.
To better study the kinetics of precursor
decay, we have used an electric field effect to
prepare the precursor state at will. We have
found that the electric field in the immediate
vicinity of the STM tip can be used to place
molecules in the precursor state by dislodging
chemisorbed molecules. Related field-driven
processes have been described previously
Fig. 1. Schematic potential energy diagram de-
scribing precursor-mediated adsorption. Ep and
Ec are the well depths for physisorption and
chemisorption, respectively. Eb is the barrier con-
trolling precursor decay to chemisorption.
Fig. 2. (A) STM image recorded at
120 K of benzene adsorbed on
Si(111)-7!7 at a coverage of
"0.2 monolayer. The white pro-
trusions are silicon adatoms. The
white diamond shape marks a
single 7!7 unit cell. In the ab-
sence of benzene, each unit cell
would exhibit 12 adatoms. We
differentiate between the six cen-
ter adatoms, marked with X’s,
and the six corner adatoms,
marked with white circles. Dark-
ened adatom sites have benzene molecules chemisorbed. Vsample%&1.5 V, current% 0.1 nA, 140! 140 Å.
(B) STM image of benzene on Si(111)-7!7 at 78 K at a coverage of"0.5 monolayer. The precursors appear
as protrusions positioned over the center adatoms. Vsample % &1.5 V, current % 0.1 nA, 140 ! 140 Å.
Fig. 3. Decay of the precursor
state at 95 K. The precursor state
was prepared using the tip elec-
tric field. (A) Immediately after pre-
paring the precursor state. (B) Af-
ter 7 min, a reduction in the num-
ber of precursor molecules is ob-
served. The triangular region
marks one area where precursor
decay to the chemisorbed state
has occurred. Careful inspection
reveals numerous other exam-
ples. Vsample%&1.5 V, current%
0.1 nA, 140 ! 140 Å.
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(25). Scanning conditions may be set either
for imaging, with virtually no disruption of
the molecule-surface complex, or for dislodg-
ing of the chemisorbed molecules within the
vicinity of the tip (typically –3 V sample bias,
0.1 nA). Chemisorbed benzene molecules
can be dislodged at any of the temperatures
studied. From room temperature down to
!150 K, molecules disrupted in this way
cannot be observed as they move laterally or
desorb from the surface. However, below
!100 K, the benzene molecules are trapped
long enough to be visible with the STM.
Precursor molecules were prepared using
the above method, at a substrate temperature
of 95 K. Through a time sequence of images,
the kinetics of the decay to the precursor
state have been monitored. The first image in
the sequence is shown in Fig. 3A. The image
recorded !7 min later (Fig. 3B) reveals that
some benzene molecules have converted
back to the dark-appearing chemisorbed state
(26). The rate of change in the number of
precursor molecules can be expressed as dNp/
dt " –#Np exp(–Eb/kTs), where Np is the
coverage of precursor molecules, # is the pre-
exponential, Ts is the substrate temperature,
and Eb is the barrier to chemisorption from
the precursor state. From the measured
change in precursor coverage with time from
successive images at 95 K (Fig. 4) and assum-
ing a preexponential of 1013 s–1, an activa-
tion barrier of Eb " 0.30 $ 0.03 eV can be
deduced.
Chemisorbed benzene is known to have
an adsorption energy Ec " 0.95 $ 0.02 eV
(16, 18, 19, 27). From TDS measurements
(16, 18) and assuming a preexponential of
1013 s–1, an adsorption energy Ep ! 0.4 eV
can be calculated for the physisorbed state.
Taken together with the barrier measure-
ment of this work, these numbers provide a
full description of the energetics of this
precursor-mediated chemisorption system,
within the context of the model depicted
in Fig. 1.
Free lateral motion is held to be a feature
of the precursor state. The images shown,
particularly those recorded at 95 K, indeed
suggest motion; the noisy, speckled appear-
ance of the precursors is a signature of adsor-
bate motion during image acquisition (28).
However, this lateral precursor motion is not
equally free in all directions. The most obvi-
ous indication is the strong preference of
precursors to reside over center adatoms. Res-
idence over corner adatoms probably occurs
but is relatively unstable. This inference is
supported by the observation that decay to
the chemisorbed state results in corner ada-
tom adsorption in only about 25% of ob-
served transitions. Perhaps the observation
that precursor motion is not entirely isotropic
in this case should not come as a surprise.
The expectation of unrestricted motion
comes from consideration of metal surfaces
that have more weakly corrugated potential
energy surfaces than do semiconductors.
Even though the precursor is bound by van
der Waals interactions, which are by nature
only weakly directional, these interactions
should still be modulated by the local charge
density presented by the surface. On Si(111)-
7%7 this is evidently a significant effect.
An indication of the role of the precursor
state in a different temperature regime may
be found in an earlier study (19) of the
desorption and diffusion of molecular ben-
zene on Si(111)-7%7 at room temperature.
The key results were that benzene experienc-
es a very large barrier to diffusion, approxi-
mately equal to the barrier to desorption, and
that diffusing molecules were often found to
move to sites beyond nearest neighbors.
These results can be understood in the con-
text of our low-temperature STM results.
The high diffusion barrier implies that the
molecule breaks its chemical bond with the
surface in order to diffuse. Evidently it enters
into the precursor state, whereupon it can
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Fig. 4. Plot showing the decrease in the number
of benzene molecules in the precursor state with
time. Np is the number of precursor molecules per
square centimeter. Analysis of the data yields Eb
" 0.30 $ 0.03 eV.





























Figure 5-7: From [126], +1.5 V, 100 pA, 14 × 14 nm STM imag s r corded at 95 K, A. im-
mediately after preparing a physisorbed population of benzene and B. 7 minutes later. The
bright protrusions are physisorbed benzene. Some physisorbed molecules have decayed from
physisorbed to the chemisorbed state, recognised as new dark spots. The triangle highlights
3 such events. C. Arrhenius plot showing the decrease in the number of physisorbed benzene
molecules over time due to chemisorption
aged, enumerating the population of molecules over time. The population decreased
at the desorption rate kC. Their adsorption-site dependent results found EC = 0.94±
0.01 eV for molecules at FM sites and 0.95± 0.01 eV at FC sites, citing desorption on
the unfaulted half as too slow to record.117 Disparity in the transport rates and binding
energy across the Si(111)-7× 7 unit cell has been observed since for benzene, as well
as toluene and chlorobenzene.119,120,129,130 Changes in the binding strength within the
unit cell explain the two distinct values for EC found by Taguchi.15
The physisorbed state is too short lived at room temperature to observe via STM.
An experiment where benzene was exposed to the surface at room temperature prior
to annealing to 78 K found thermal processes are slow enough such that it is possible
to realise the physisorbed molecule as a bright protrusion on the surface.117 Aromatic
exposure around 180 K and below traps the molecules in the physisorbed state.15 Fig-
ure 5-7 shows a low temperature STM study which observed physisorbed benzene
by preparing the population by dosing the surface at cryogenic temperatures.126 Ob-
serving the evolution of the physisorbed population on the same region of surface by
time-lapse imaging found the population to slowly chemisorb over time. A plot of the
decay of the physisorbed population over time, shown in figure 5-7C, found kβ, the ph-
ysisorbed to chemisorbed transport rate. Assuming a prefactor of 1013 s−1, they found
Eβ = 0.30± 0.03 eV. By comparison, thermal desorption spectroscopy results can be
used to find Eβ ≈ 0.4 eV (assuming A = 1013 s−1).15,16
The following three chapters present my work using automated sample prepara-
tion and image analysis routines to track the movement of aromatics on Si(111)-7× 7.
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Chapter Six
Thermally promoted transport of
aromatics on Si(111)-7×7
Experiment, analysis, and simulation are combined in this chapter to study ther-mally induceddisplacement of benzene, toluene and chlorobenzene on Si(111)-
7× 7. Note that the raw temperature dependent chlorobenzene data was taken as part
of a study by Dr. S. Sakulsermsuk at the University of Birmingham. This work is the
subject of a published journal article [131]: D. Lock, S. Sakulsermsuk, R. E. Palmer and P.
A. Sloan, 2014 J. Phys.: Condens. Matter 27 054003.
Certain parts of publication, written by the author, are included here verbatim. The
publication in full is in Appendix B.
6.1 Introduction
The first STM study of benzene on Si(111)-7× 7117 revealed benzene is observable in
the chemisorbed state at room temperature. Benzene was found to adsorb preferen-
tially onto the faulted half of the unit cell and onto middle adatoms over corners. The
preference of cell half was explained by differences in the LDOS, with the faulted half
being more reactive due to its higher available DOS at the Fermi level.132 The prefer-
ence of middle over corner adatoms has been seen not only for benzene but other aro-
matics: chlorobenzene,129 acetylene12 and thiopene;127 as well as for H2O,133 NH297







Figure 6-1: A. Diagram of the 9 possible adsorption states of a benzene/toluene/chloroben-
zene molecule within a half of the Si(111)-7× 7 unit cell. As chemisorption involves both a
rest atom (red) and an adatom (yellow), subsequent adsorption events within the same half
cell are restricted to remaining ad/rest atoms. B. 3 possible examples of a physically possible
saturated cell half, with 3 molecules i on middle adatoms, ii on corners and iii a combination
of middle/corner adatoms.
and Cl2.134 For small aromatics, the preference can also (perhaps naively) be ratio-
nalised in terms of the entropic landscape of the cell-half, as illustrated in figure 6-
1: adsorption requires the participation of an adatom and a neighbouring rest atom
(di-σ bonding, discussed in §5.2). Corner adatoms have one rest atom while middle
adatoms have two. An alternative explanation129 is the difference in strain energy be-
tween adatoms: the dimer rows in the unit cell apply strain to the adsorbate. Middle
adatoms have one dimer neighbour while corners have two and are therefore under
greater strain.97,110 The adsorption reaction inducing greater strain could explain an
energetic preference for binding to middles over corners. By contrast, atomic chlo-
rine shows a strong preference to faulted corner over middle adatoms, thought to be
a consequence of higher electron charge density.135 Charge transfer occurs within the
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unit cell, from the adatoms to the rest atoms. Since the middle adatoms have two rest
atom neighbours they lose more charge than corner adatoms. Middle adatoms there-
fore have a higher unoccupied DOS at the Fermi level than corners.112,136 It therefore
seems likely that while the preference of faulted over unfaulted is electronic in nature,
preferential binding to middle adatoms is a consequence of a combination of entropy,
strain and the surface electronic structure.
Once adsorbed, molecules redistribute themselves on the surface via diffusion or
leave the surface via desorption. STM imaging provides a route to observing the ongo-
ing behaviour of an adsorbate with single molecule precision. This can reveal details
of the ground state of the molecule through the Arrhenius relation. The ground state
properties of small organic molecules on a semiconductor surface are of significant
scientific interest. Such molecule/surface systems provide a possible route toward
molecular-scale nanotechnology,137–139 and therefore a proper understanding of the
potential energy surface (PES) is instrumental to ‘bottom-up’ nanofabrication.21,46,67,140,141
In the case of aromatics on Si(111)-7× 7, like with many other non-ideal systems, the
adsorbate has more than one binding configuration available. Surface science tech-
niques that probe large areas will inherently average over all possible configurations.
The STM, through atomic resolution, discriminates between the different binding con-
figurations. This provides a means to conduct a thorough statistical analysis of the
ground state properties of all possible configurations to resolve the PES within a sin-
gle unit cell.
Benzene molecules adsorbed on Si(111)-7× 7 retain their position at room temper-
ature over a few thousand seconds.117 Benzene was previously found117 to be roughly
equally likely to be either leave the surface (desorption) or move to a new site (dif-
fusion). This implies a ‘break before make’ transport mode for diffusion where the
chemisorption bond must be broken prior to the molecule finding a new site. Benzene
was observed to reside on the faulted half for less time than the unfaulted, and onmid-
dle adatoms longer than corner. The rate k of thermally induced kinetics is governed
by the Arrhenius equation k = Aexp(−E/kBT) (discussed in § 5.2) where the prefac-
tor A is related to properties of the transition, E the energy barrier to transition, kB is
Boltzmann’s constant and T is the temperature.
In this chapter, time-lapse STM imaging is used to measure the rates of thermal
transport of benzene, toluene, and chlorobenzene between the chemisorbed and ph-
ysisorbed states. Analysis of time-lapses of chlorobenzenedisplacement between room
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temperature and 47◦ C (images taken by Dr. S. Sakulsermsuk from the University of
Birmingham) reveals changes in the PES across the unit cell. Imaging the same region
of surface repeatedly reveals the outcome of interstitial thermal transport. Counting
the changing population of molecules between images reveals the transport rates. The
scanning parameters used (+1 V, 100 pA) have been shown to not alter the transport
properties of themolecule.142 Therefore throughout the experimentwe act as a passive
observer of thermal transport. In contrast with ‘normal’ STM imaging, where images
are taken one after another, here use a slight delay between images. Sequential images
of the same region of surface are taken over 12 min intervals, with each 60× 60 nm
image taking ∼ 3 min. Therefore each 0.5× 0.5 nm atomic site only experiences the
presence of the STM tip mid-flight, for ∼ 10 ms every 10 minutes. While molecular
kinetics occur on timescales orders of magnitude faster than 10 ms, non-concurrent
imaging minimises the time integrated possibility of tip-induced manipulation and
further ensures the observed kinetics are purely thermally driven.
Time-lapse imaging of Si(111)-7× 7 has been done before, to find the chemisorbed
well depth117,119,143 and the physisorbed well depth.126 None of the studies consid-
ered a possible change in either the energy barrier or Arrhenius prefactor within the
subcells, and often used a prefactor of 1013 s−1, a common assumption15,117,119,126,127,144
but perhaps a naïve one.128 This chapterwill show that high-quality STM imaging over
several temperatures reveals changes in not only the PES within the unit cell but the
prefactors as well. The results are applied to long-term trends and the values match
the redistribution of benzene over several hours.
6.2 Thermal transport barriers
6.2.1 Introduction
Theoretical and experimental studies have explicitly observed that aromatic molecules
chemisorb on the Si(111)-7 × 7 surface through a short-lived physisorbed precursor
state.15,17,117–120 While in the precursor state a molecule can laterally explore the sur-
face.117,120,127 At low temperatures, e.g., 77 K, where molecules can be trapped in the
physisorbed state, they still cannot always be reliably imaged by STM as they can
diffuse across the surface during the scan.126 The life time for physisorbed benzene
on Si(111)-7 × 7 at RT is < 1 µs;145 thus we cannot hope to observe a physisorbed
molecule directly. Instead, time lapse imaging allows us to measure the outcome of
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Figure 6-2: From our publication [131]: A, B, C. STM images (5.1× 7.0 nm, +1 V, 100 pA)
taken 3 minutes apart. One rhombohedral 7 × 7 unit cell with an initial coverage of 4 toluene
molecules is highlighted, (A). A toluene molecule replaces a bright adatom in STM, seen as a
dark spot. The circled molecule moves to a neighbouring adatom site (B) and desorbs (C).
a molecule transiting through the physisorbed state, by observing its disappearance
from its chemisorption site and its subsequent reappearance at a new site (creating a
new black spot), or its disappearance from the surface entirely (removing a black spot).
Figure 6-2A to C present a short series of high resolution time-lapse STM images. Be-
tween images A and B the marked toluene molecule changes its binding site within
the unit cell, and between B and C it disappears completely (desorbs).
6.2.2 Transport model
Figure 6-3A shows a schematic model for the various transport processes a molecule
can undergo. From the four distinct chemisorption sites the molecule can enter a com-
mon physisorbed state with rate constant αx, where x indicates the site: FC, FM, UC,
or UM. Figure 6-3B shows a schematic of a molecule’s potential energy curve with the
corresponding energy barriers labelled. To undergo a transition from the chemisorbed
to physisorbed states requires Eα. From the physisorbed state a molecule can re-attach
to the surface with site-specific rate βx or desorb into the gas phase at rate λ, with
the corresponding energy costs indicated in the potential landscape of figure 6-3B. In
line with previous experimental and theoretical studies117,126,127 the model does not
include a direct chemisorbed-to-chemisorbed diffusive pathway, all diffusion occurs
via the physisorbed state.
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Figure 6-3: From our publication [131]: A.Diagram displaying amodel for the transition rates
and populations of the four distinct surface chemisorbed sites, the physisorbed state and the
gas phase (see main text for details). B. Schematic diagram of the potential energy landscape
of an aromatic molecule.
6.2.3 The chemisorbed state
Wewrite the site-specific rate of change of the number of chemisorbed molecules, NxC,




which upon integration gives:
NxC(t)
NxC(0)
= exp (−αxt) (6.2)
where NxC(0) is the site-specific population at the beginning of the time lapse. Wemea-
sure NxC(t) by tracking every chemisorbedmolecule in the initial image of a time-lapse
series until it has moved from its site or the time-lapse series has ended (after 10-15
sequential images). If a previously empty adatom site gains a chemisorbed molecule,
that molecule is followed as before, with its timer reset to zero. Therefore we only
probe αx, the site dependent rate of removal. It is worth noting that this method is in-
sensitive to events where a site has one molecule leave, and has another (or the same)
molecule attach before the next image. Given the relatively low coverage, (θ ∼ 0.3)
there is a comparatively large number of available binding sites for each molecule and
thus we assume that this has a minor effect on our results.
Figure 6-4A shows the measured fractional change in population NFMC (t)/NFMC (0)
for chlorobenzene molecules at FM sites for six temperatures from 297 K to 320 K.
74











































































Figure 6-4: From our publication [131]: site-specific chemisorbed to physisorbed transitions.
A. The time dependence of the fraction of chlorobenzene molecules at the faulted middle (FM)
sites retaining their original position, NFMC (t)/N
FM
C (0), as a function of temperature. B. Ar-
rhenius plot and best fits, for all four sites, for the rate of transition from chemisorbed to ph-
ysisorbed states.
Table 6-1: The site-specific chemisorbed to physisorbed rates, αx, for chlorobenzene, benzene
and toluene at room temperature. For chlorobenzene the pre-factors, Axα , and energy barriers,
Exα , determined by Arrhenius fits of figure 6-4 are given.
1
Table 1. The site-specific chemisorbed to physisorbed rates, ax, for chlorobenzene,
benzene and toluene. For chlorobenzene the pre-factors, Axa , and energy barriers, Exa ,
determined by Arrhenius fits of figure ?? are given.
Site ax (10 4 s 1) Axa (s 1) Exa (eV) ax (10 4 s 1) ax (10 4 s 1 )
Chlorobenzene Benzene Toluene
FC 1.64± 0.07 1017±5 1.2± 0.1 10.3± 0.3 5.5± 0.4
FM 3.5± 0.2 1017±1 1.19± 0.03 9.0± 0.2 8.4± 0.5
UC 0.3± 0.1 1013±5 1.0± 0.1 2.1± 0.2 1.39± 0.08
UM 0.41± 0.02 1017±3 1.24± 0.07 1.5± 0.1 0.75± 0.04
Table 2. The site-specific ratios Axb/Al for chlorobenzene, toluene, and benzene
for transition rates between physisorbed state and chemisorbed state (Axb) and for
transition between physisorbed state to the gas phase (Al).
Axb/Al (10
 4)
Site Chlorobenzene Benzene Toluene
FC 5.7± 0.6 6.4± 0.9 8.5± 1.7
FM 16.0± 1.2 14.0± 2.8 13.7± 2.8
UC 0.8± 0.2 1.0± 0.2 1.6± 0.3
UM 3.0± 0.4 1.4± 0.3 1.9± 0.4
The site-specific chemisorbed to physisorbed rates, ax, for chlorobenzene,
benzene and toluene. For chlorobenzene
the pre-factors, Axa , and energy barriers, Exa , determined by Arrhenius fits of
figure ?? are given.
Site Benzene Toluene Chlorobenzene
Px/Pf c dExb (meV) Px/Pf c dE
x
b (meV) Px/Pf c dE
x
b (meV)
FC 1 — 1 — 1 —
FM 1.55± 0.03 9± 13 0.88± 0.03 15± 12 1.4± 0.025 18± 9
UC 0.03± 0.01 42± 1 0.08± 0.01 22± 1 0.06± 0.01 21± 1
UM 0.04± 0.02 46± 1 0.14± 0.02 13± 2 0.06± 0.02 55± 2
Obviously, thermal transport is faster at elevated temperatur s: at 320 K every FM
molecule hasmoved at least oncewithin 10minutes. Exponential fits to this data (equa-
tion 6.2, lines on figure 6-4A) find the temperature dependence of the chemisorbed to
physisorbed rate αFM. This is shown in the filled circles of the Arrhenius plot in figure
6-4B, along with the rates for the other adatom sites. Molecules attached to the faulted
half have higher chemisorbed to physisorbed rates than those on the unfaulted half
and middle sites have higher rates than corner sites. Thus we find for chlorobenzene
αFM > αFC  αUM > αUC at all temperatures.
From best fits to the data in figure 6-4B we can find the site-dependent Arrhe-
nius pr f ctors (y-i tercept) and energy barriers (gradient) for transport between the
chemisorbed and physisorbed states for chlorobenzene. These are presented in
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table 6-1. Given the uncertainty in the parameters it is unclear whether the main in-
fluence on the rate of chemisorbed to physisorbed transition is the pre-factor or the
energy barrier. Since the geometry of faulted and unfaulted halves of the Si(111)-
7× 7 unit cell differ only in the 3rd layer of silicon atoms, it is reasonable to assume the
local geometric environment of a molecule bonded to a faulted middle atom is near
identical to that bonded to an unfaulted middle adatom. The lowest uncertainty (best
data) is for the middle bonding molecules, whose prefactors AFMα = AUMα = 1016.6 s−1
within error. The order of magnitude of the prefactor describes, in part, the degrees
of freedom acquired or lost in the transition.128 The mean prefactor across all sites
is 1015.7±3.9 ≈ 1016 s−1, characteristic of the molecule acquiring two-dimensional mo-
bility in the surface plane as it enters the precursor from the immobile chemisorbed
state.146 What is different between sites is the energy barriers, 50 meV higher on UM
than FM. We would expect a similar analysis for corner bonded molecules, but with
the larger experimental uncertainties for the rates and Arrhenius parameters a similar
argument cannot be sustained nor disproved.
The measured site-specific rates for benzene and toluene at room temperature are
also given in table 6-1. Overall benzene exhibits the highest rates of the three aromatics,
chlorobenzene the lowest. Applying the same pre-factors as measured for chloroben-
zene, the measured difference in rates corresponds to an, on average, reduced (relative
to chlorobenzene) chemisorbed to physisorbed energy barrier for benzene of 65 meV
and toluene of 40 meV.
Unambiguously differentiating between pre-factors and energy barriers would re-
quire measurement across a larger temperature window. But even at 289 K (16 ◦C)
the rates are so low that we see little measurable change across a 35 min experiment.
The disadvantage of such slow rates is that any measured change has more chance of
being induced, however unlikely, by some tip influence, or even created by the steady
accumulation of surface contamination. At temperatures higher than 323 K (50 ◦C) the
rates are so high that it is difficult to gather a significant set of time-lapse images for
analysis.
6.2.4 The physisorbed state
At room temperature, a physisorbed aromatic has a lifetime (. µs) less than the best
case scenario time resolution of the STM (.ms). The state is therefore ephemeral under
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our experimental conditions andwe cannot directly realise the physisorbed population
at any one time. An extremely advanced technique, Quasi-elastic HeliumAtomic Scat-
tering (QHAS), provides picosecond time resolution along with angstrom spatial res-
olution, and could thus directly access such short lived dynamics and resolve the PES
with excellent precision.147–150 However, we can perform statistical analysis with our
great quantity of time-lapse data to reveal details of the physisorbed state at a reso-
lution of tens of meV. The comparatively much simpler approach of STM time-lapse
imagery can therefore still access the physisorbed state, albeit indirectly.
Consider again the schematic in figure 6-3A. Between two consecutive images, ∆NG
molecules will leave the chemisorbed state, go through the physisorbed state, and end
up in the gas phase. Additionally, we can compare the atomic sites of all the molecules
for a pair of images anddetermine the number of initially empty sites that have acquired
a newmolecule. We denote this change as ∆N′C
x, where the prime indicates this is the
number of ‘new’ sites with chemisorbed molecules; as opposed to NxC, the overall total
number of chemisorbed molecules.
The gas phase population NG increases at rate λ, fed by the total transient ph-




where λ¯ is site-averaged physisorbed→ gas phase rate, and NP is the total physisorbed
population. We cannot determine the final site of a molecule prior to desorption, so





where βx is the site-dependent physisorbed→ chemisorbed rate. Without direct time-
resolvedmeasurement of the physisorbedpopulationNPwe cannot directly solve equa-








We relate this to the ratio of themeasured number of new chemisorbed sites, ∆N′C
x,
and the measured decrease in the overall population, ∆NG, between two STM images.
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Figure 6-5: Arrhenuis plot and fits of the site-specific ratio ∆N′xC /∆NG for chlorobenzene
molecules on the Si(111)-7 × 7 surface (see main text for details and table 6-2 for Arrhenius
parameters).



















where ∆Ex = Eλ − Exβ, the site-dependent energy difference between the average ph-
ysisorbed→ gas phase barrier and the physisorbed→ chemisorbed barrier (see figure
6-3B).
Figure 6-5 shows plot of N ′xC /∆NG versus 1/T for chlorobenzene, confirming the
Arrhenius behaviour of the ratio. Individual fits to each species reveals that, within
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Table 6-2: The site-specific ratios Axβ/A¯λ for chlorobenzene, toluene, and benzene for tran-
sition rates between physisorbed state and chemisorption site x (Axβ) and the site averaged
transition between physisorbed state to the gas phase (A¯λ).
Site-specific Arrhenius parameters of aromatic molecules on Si(111)-7×7 10
Table 2. The sit -specific ratios Axβ/Aλ for chlorobenzene, toluen , and benzene
for transition rates between physisorbed state and chemisorbed state (Axβ) and for
transition between physisorbed state to the gas phase (Aλ).
Axβ/Aλ (10
−4)
Site Chlorobenzene Benzene Toluene
FC 5.7± 0.6 6.4± 0.9 8.5± 1.7
FM 16.0± 1.2 14.0± 2.8 13.7± 2.8
UC 0.8± 0.2 1.0± 0.2 1.6± 0.3
UM 3.0± 0.4 1.4± 0.3 1.9± 0.4
phase is indicative of the molecule winning full rotational and translational freedom
[?,?,?].
Since we have only room temperature measurements for benzene and toluene,
we use the site-averaged pre-factor, Aβ/Aλ, found for chlorobenzene to determine
the energy diﬀerence ∆E for benzene (0.21± 0.05) eV, and for toluene (0.22± 0.05)
eV. We note that, although within error, the rank order of energy diﬀerences ∆E,
toluene 0.22 eV > benzene 0.21 eV > chlorobenzene 0.19 eV, follows the usual
reactivity of substituted aromatic molecules based on their side group chemistry.
Chlorobenzene is electron withdrawing, whereas methyl is electron donating. A
detailed understanding of how these facts are related and manifest themselves on
the potential energy landscape would require detailed theoretical study.
Using the molecule specific values for ∆E we can extract the site-specific
Axβ/Aλ pre-factor ratios (see table 2) for all three molecules (the error in Axβ/Aλ for
cholorobenzene is the standard error from all temperature points, an average of 14%,
and we assume a 20% error margin for benzene and toluene). For all three molecules
the faulted half of the unit cell has a greater Arrhenius pre-factor ratio and, within the
half-unit cell, middle sites have a higher factor than corners. The latter diﬀerence can
partly be explained by the entropic diﬀerences in binding to a middle and corner
adatoms: there are two possible configurations per middle adatom, whereas for
corners there is only one restatom available. At low temperatures molecule have a
long lifetime in the physisorbed state and can be imagined by STM (as smeared bright
features) predominately atmiddle adatom sites, and occasionally at the faulted corner
sites [?,?,?]. Presumably there are subtle variations in the energy of the physisorption
well that dictate the time such mobile physisorbed molecules spend at a given site
leading to the observed STM images and our Arrhenius pre-factor ratios.
3.5. Long-term population trends
To further test the proposed model, as depicted in figure 2A, that describes
the connections between the chemisorbed, physisorbed and gas phases, we have
monitored the changing site-specific population of benzenemolecules on Si(111)-7×7
the spread of the data and error bars, that all four species of adatom have similar
slopes, i.e. the same value of ∆E (FC: 0.24± 0.1 eV, FM: 0.26± 0.1 eV, UC: 0.28± 0.2 eV,
UM: 0.14 ± 0.1 eV). We therefore fit equation 6.7 to the data total number of new
molecules (N ′AllC /∆NG) in order to get the best fit and statistics possible. The site aver-
aged energy difference ∆E = 0.19 ± 0.05 eV with prefactor AAllβ /A¯λ = (18.6± 3.8)×
10−4. The lines on the figure show fits with ∆E fixed to the all sites value. Hence a
physisorbed molecule sees a smaller energy barrier to chemisorption than to enter the
gas phase. However, i chemisorbing a molecule becomes im obile and under strai ,
introducing significant steric hindrance. The 103× larger prefactor for gas phase over
physisorbed is indicative of the desorbing molecule winning full rotational and trans-
lational freedom, as one would expect.128,146,151
Since we only have ro m temperature m asurements for benzene and toluene, we
use the site-averaged pre-factor, AAllβ /A¯λ, found for chlorobenzene to determine the
energy difference ∆E for benzene (0.21 ± 0.05) eV, and for toluene (0.22 ± 0.05) eV.
We n te that, although within error, the rank rder of energy differences ∆E, toluene
0.22 eV> benzene 0.21 eV> chlorobenzene 0.19 eV, follows the usual reactivity of sub-
stituted aromatic molecules based on their side group chemistry. Chlorobenzene is
electron withdrawing, whereas methy is elec ron donating. A detailed unde stand-
ing of how these facts are related and manifest themselves on the potential energy
landscape would require detailed theoretical study.
Using the molecule specific values for ∆E we can extract the site-specific Axβ/A¯λ
pre-factor ratios (see table 6-2) for all threemolecules (the error in Axβ/A¯λ for choloroben-
zene is th sta dard error from all temperature points, an vera e of 14%, and we as-
sume a 20% error margin for benzene and toluene). For all three molecules the faulted
half of the unit cell has a greater Arrhenius pre-factor ratio and, within a half cell,
middle sites have a higher factor than corners. The latter difference can partly be ex-
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Figure 6-6: Long-term plot of the fractional site-specific coverage of benzene molecules on
the Si(111)-7× 7 surface at room temperature. Left plot: lines map the evolution based on our
measured rates in tables 6-1 and 6-2. Right plot: lines are given by a multi-parameter fitting
routine based on the measured rates. See text for fitting parameters.
plained by the entropic differences in binding to middle and corner adatoms: there
are two possible configurations per middle adatom, whereas for corners there is only
one restatom available. At low temperatures molecules have a long lifetime in the ph-
ysisorbed state and can be imaged by STM (as blurry bright features) predominately at
middle adatom sites, and occasionally at the faulted corner sites.24,122,126 Presumably
there are subtle variations in the depth of the physisorption well that dictate the time
such mobile physisorbed molecules spend at a given site leading to the observed STM
images and our Arrhenius pre-factor ratios. This will be explored further in chapter 8.
6.2.5 Long-term population trends
The points in figure 6-6 show the time evolution of the chemisorbed population of
benzene on Si(111)-7 × 7. Thirty STM images were taken over a 3 hour period. To
minimise as much as possible any tip influence and to average over any fluctuations in
population between areas, each image is of a new region of surface. Over time there is
a net loss of molecules to desorption. What is striking is that although the faulted half
populations begin higher than unfaulted (as seen in § 7.2), unfaulted sites slowly fill,
populated by molecules leaving the faulted half.
During the initial dose, all molecules enter the physisorbed state from gas phase,
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then adsorb (or desorb). The initial site preference (FM>FC>UM>UC) is determined
by the relative magnitudes of the physisorbed→ chemisorbed transport rates. This is





> AUCβ . Over time, the high α rate constant for faulted half molecules redistributes the
benzene into unfaulted sites. Since unfaulted sites have relatively low diffusion rates,
they act as ‘sinks’, trapping molecules that originated at the faulted half.
To further test the proposedmodel depicted in figure 6-3, a simulation was written
to evolve the adsorbate population in accordance with the experimentally derived en-
ergy barriers and prefactors. A distribution of chemisorbed molecules was initialised
with relative populations defined by the relative size of Axβ. The system then evolves
in 100 s timesteps, using the chemisorbed→ physisorbed rates (αx) to generate a ph-
ysisorbed population, which is then redistributed in accordance with the return rates
(βx). To disentangle the physisorbed → chemisorbed and physisorbed → gas phase
(λ) rates, Aλ = 1020 s−1 was assumed. Temperature controls the magnitude of the
rates via the Arrhenius relation, and is kept fixed throughout the simulation at 293 K.
The time evolution of the simulation is shown by the lines in the left plot of figure
6-6. There is good agreement between the PES data and the long-term plot over 12
minutes (the duration of a time-lapse). Over two hours, there is still good (qualitative)
agreement for FM and UC sites.
The lines in the right plot of figure 6-6 show a best fit simulation to the raw data.
There is an excellent match to the full evolution of the system when the site-specific
prefactors are fixed to the measured values, and the other parameters are tuned to
T = 293.3 K, EFMα = 1.17 eV, EFCα = 1.2 eV, EUMα = 1.25 eV and EUCα = 1.0 eV, within
error of the measured barriers. Over an extended period of time, deviations from the
expected trends may occur as more subtle effects may come into play, such as surface
contamination buildup, a reduction in the overall benzene coverage and the blocking
of certain diffusion pathways as some adsorption sites saturate. Chapter 8 will show
that a more sophisticated model can reveal more about surface transport in the long
term.
A previous study143 of the thermal displacement rate (desorption and diffusion)
of chlorobenzene on Si(111)-7× 7 found a lower Arrhenius prefactor of 1010.8±1.3 s−1
and lower energy barrier of 0.84± 0.08 eV. These values are quite different from the
corresponding values present here in table 6-1. However the values of ref. [143] were
obtainedwithout site-discrimination andwere, in effect, aweighted average of the site-
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specific population. The long-time population of chlorobenzene molecules on Si(111)-
7× 7 follows a very similar trend as for benzene. Therefore at low temperature, where
the relative populations reflects the physisorbed to chemisorbed rates, the FM and
FC population are largest, thus biasing the mean rate. During our time-lapse mea-
surements taken at higher temperatures, the site-specific population will significantly
change, skewing the average towards the unfaulted molecules’ properties. Hence an
average over all sites does not accurately reflect the true underlying dynamics of the
ground state molecule/surface system.
6.2.6 Conclusions
In summary we have presented a detailed time-lapse STM study of the site-specific
dynamics of small aromatic organic molecules on the Si(111)-7× 7 surface. By careful
analysiswe extract theArrhenius factors for both transition from the chemisorbed state
to the physisorbed state, and the (relative) Arrhenius factors for transition out of the
physisorbed state back to the chemisorbed state or exit into the gas phase. Our results
demonstrate the power of such atomic resolution imaging but also highlight a num-
ber of limitations. This is especially true where an experimental measurement cannot
discriminate against several pathways that have markedly different kinetic properties
but lead to the same measured result. Further details of the physisorbed state may be
revealed by examining the initial attachment site preference of the adsorbate, as the
initial binding site is found by a single traversal of the physisorbed precursor.
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Adsorbate buildup on the surface
Further details of the potential landscape can be found in the initial binding con-figuration of a molecule, before any thermal rearrangement occurs. This chap-
ter presents an STMexperiment and analysis of the pattern formed by benzene, toluene
or chlorobenzene on Si(111)-7× 7 as it is dosed onto the surface. Agreement is found
with past studies as all 3 molecules show the faulted> unfaulted, middle> corner ad-
sorption preferencewhen initially introduced to the surface. A study of the adsorption
site preference of molecules as a function of coverage reveals the faulted half fills up
almost entirely before molecules begin to attach to the unfaulted half, which manifests
in a sticking coefficient that changes across both the unit cell and with coverage.
7.1 Initial site preference of adsorbates
7.1.1 Introduction
As molecules enter the surface from the gas phase, they briefly explore in the ph-
ysisorbed precursor to find a favourable binding site and orientation. The initial bind-
ing site a molecule chooses therefore tells us about the physisorbed state. The relative
likelihood of adsorption to one site over another tells us about the relative size of the
physisorbed→ chemisorbed energy barrier to adsorption across the unit cell. As found
in the previous chapter, once chemisorbed, the molecule slowly explores the surface.
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Figure 7-1: The distribution of molecules immediately following a dose to coverage 3.9± 0.1
molecules per unit cell, broken down by half cell and adatom type within half cells. Preferen-
tially attachment to the faulted half is shown for benzene, toluene, and chlorobenzene. As is the
preference of FM>FC>UM>UC. Benzene shows the strongest preference to faulted middles,
while toluene and chlorobenzene are more spread out over the cell.
7.1.2 Experimental
We strictly want to observe the first binding site here. This means we need to resolve
the surface before any thermal redistribution, so time is of the essence. The fastest
average rate of diffusion, found in the previous chapter, is 1.32× 10−3 s−1, or every∼ 12
minutes. Therefore we minimise the influence of thermal rearrangement by imaging
the surface immediately following the dose. The sample was cleaned as usual before
being dosed while in the microscope with the tip retracted above the surface. This was
achieved by dosing with valve V9 (figure 3-1, page 26) open. The surface was dosed
at relatively high pressure over a short time (1− 3× 10−9 Torr over 5− 10 minutes).
Once dosed, the surface was imaged within seconds.
7.1.3 Results and discussion
Figure 7-1 shows the relative population of benzene, toluene and chlorobenzene im-
mediately following a dose to the surface that found 3.9± 0.1 molecules per unit cell
(PUC). Each data series is the average of several 40× 40 nm images with 1315 benzene,
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Figure 7-2: The abundance of different saturated faulted half patterns. 5 (of a possible 17
observable) different patterns are shown here as a fraction of all saturated faulted halves: i all
middle, ii all corner, iii 2 middles, 1 corner, iv 2 corners, one middle, v 2 middles, 1 corner.
Benzene and toluene show i as the most likely configuration while chlorobenzene shows v.
Benzene shows a much stronger preference for an all-middle pattern while chlorobenzene and
toluene spreads out across the unit cell.
2513 toluene and 1031 chlorobenzene molecules in total. There is a clear preference
for molecules to attach to the faulted half of the unit cell, especially FM sites. There is
agreement in the order of preference for all 3 molecules, where the population trends
follow FM > FC > UM > UC. For benzene, the population ratio for FM is the largest,
while chlorobenzene and toluene are more evenly distributed. Similar findings for
toluene in the literature119 attributed the even distribution to steric hindrance imparted
by the CH3 functional group on the benzene ring. This argument is reinforced by the
similar findings for chlorobenzene, and the less even distribution can be rationalised
by the smaller size of the Cl functional group imparting less steric hindrance.
At 3.9 molecules PUC, the average faulted half population is ∼ 2.7. As the num-
ber of adsorbates is limited to the number of available rest atoms (3 per half cell),
∼ 90 % of faulted halves are saturated at this coverage. Analysing the pattern of
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adsorbates within saturated faulted halves finds all 17 discernible patterns expected
by di-σ bonding, and no patterns that contradict it. Therefore the functional groups
of toluene/chlorobenzene do not interact with the dangling bonds of the adatoms in
an unexpected manner. However, certain patterns are more common than others, as
shown in figure 7-2. 5 configurations of a saturated faulted half are shown here. Half
cells with all molecules attached to FM sites (i) is by far the most commonly observed
pattern, while all FC sites (ii) is very uncommon in comparison. Combinations of
FC/FM binding sites are slightly more popular, and combinations of 2 FM + 1 FC (iii,
v) are more likely than 2 FC + 1 FM (iv).
There are 18 possible patterns molecules can form within a cell half. 16 appear as
a unique combination of M/C adatoms and there are 2 possible routes to a half with
all M adatoms (totalling 17 observable patterns). This implies the the 3× FM configu-
ration would be twice as likely as any other pattern if adsorption sites were randomly
selected. However, benzene shows (fig. 7-2 i) the 3× FM configuration is more than
6 times as likely than the next most abundant pattern. Toluene and chlorobenzene
again show a less decisive preference for FM attachment over FC. However, the distri-
bution of patterns does not appear random. Presumably there is competition between
an energetic preference for FM attachment and inter-molecule repulsion, resulting in
spreading out across the unit cell. Therefore those configurations where molecules are
more spread apart are more favourable for molecules with greater steric hindrance, as
observed here. Benzene is smaller and can form the 3× FM pattern in the absence of
steric effects. The fact that we cannot reliably observe the exact location of the func-
tional group relative to the binding site inhibits a thorough analysis of the steric effect.
The differences in reactivity for the different adatom types has previously been ex-
plained in terms of differences in electronegativity, χ, of the attackingmoleculewith re-
spect to the surface (see refs. [119,136]). This approach agrees with experimental find-
ings of inhomogenous buildup of O2,132 H,152 Pd, NH3, H2O, PH3,153 Ag14 and Li154
on Si(111)-7× 7.136 When χmolecule < χsurface (assuming χsurface ≈ 4.8 eV, the work
function, as in refs. [119,136]), the molecule acts as an electron donor upon chemisorp-
tion. As the CH3 and Cl functional groups are only weakly activating and deacti-
vating, respectively, χ is similar for benzene (4.1 eV), toluene (3.9 eV) and chloroben-
zene (4.1 eV).155,156 All have a positive difference in χ with respect to Si(111)-7× 7 and
therefore all are electron donors. Arguing in terms of electronegativity, the aromatics
should react preferentially with adatoms withM> C, FM>UM and UC> FC.136 The
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FM/UMpreference is clearly shown here, however the UC> FC expectation disagrees
with our data, as UC is by far the least reactive subunit. However, this contradiction is
in alignment with past STM studies.117,119
For electron donating adsorbates, there will be greater reactivity at regions of sur-
face with a higher unoccupied DOS around the Fermi level.136 Due to charge transfer
within the unit cell from adatoms to rest atoms, the order of charge density within
the unit cell goes as rest atom > corner adatom > centre adatom. Faulted adatoms
have a greater unoccupied DOS around the Fermi level than unfaulted. The addition
of a higher unoccupied DOS of faulted rest atoms at EF could also partly explain the
faulted subcell preference here.136 The difference in χ between the molecules is small
and yet there is considerable difference in the surface patterns. Nitrobenzene would
act as a receptor to the surface (χ = 5.5 eV136) and would be expected to react pre-
dominantly with the corner holes and rest atoms.136 To the author’s knowledge there
is no STM study to clarify whether this is the case. Mesitylene adsorption on Si(111)-
7× 7 shows157 strongly favours corner adatoms with no F/U preference. Mesitylene
acts as a donor (χ = 3.9 eV156) so the effect is not rationalised by an acceptor pre-
ferring corner hole sites. Mesitylene also di-σ bonds to the surface and must interact
with an adatom.10 Instead, the significant steric hindrance imparted by the 3× CH3
groups forces molecules into a predominantly all corner adatom arrangement. We see
here that the addition of a functional group, not strictly CH3, increases an aromatics’
predisposition to attaching to corner sites through steric effects.
7.1.4 Conclusions
From the initial pattern of benzene, toluene and chlorobenzene on Si(111)-7× 7, we
find a strong preference for binding to the faulted over unfaulted half of the unit cell.
Within the subcells, we find preferential binding with order FM > FC > UM > UC.
This is attributed a combination to differences in the unoccupied DOS at the Fermi
level between the rest atoms in the halves and the corner/middle sites. Additionally,
the availability of two binding configurations for middle sites over the one for corner
sites seems to play a role. Steric hindrance imparted by the CH3 and Cl functional
groups spreads molecules out across the unit cell, increasing the preference for corner
adatom binding sites.
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7.2 Adsorbate buildup
7.2.1 Introduction
The attachment site preference can be further analysed by measuring the rate of ad-
sorption u, across the unit cell, as molecules build up on the initially clean surface. The
value of u depends on the number of particles striking the surface N per second and





the coverage θ is defined as the number of adsorbed particles per available adsorption
















i.e., a plot of θ versus time will have a gradient ∝ S. Note that S will change over time,
since chemisorbed molecules saturate free dangling bonds and decrease the number
of available adsorption sites. Therefore, if the system is out of equilibrium, and there
is a net uptake of molecules on the surface, the gradient of θ(t)will change. Generally
speaking, 3 factors affect the form of θ(t):151
(i) In the case of activated adsorption an activation barrier must be overcome prior to
adsorption. Molecules with impact energy above this barrier may stick. In the
case of aromatics on Si(111)-7× 7, the barrier Eβ (figure 6-3B, page 74) must be
overcome to leave the physisorbed precursor and attach to the surface.
(ii) To chemisorb, the incident molecule must have its electronic orbitals in a specific
orientation with respect to the surface. Certain regions of surface are more reac-
tive than others, so the site of impact is important. This introduces a steric factor
to S, decreasing it. We saw in the previous section that toluene and chlorobenzene
experience steric hindrance in binding at higher coverages, inhibiting attachment
to the most preferable adsorption sites.
(iii) There must be adsorption sites available to impinging molecules. At greater oc-
cupation, fewer molecules may adsorb in a given period of time. For precursor
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Fig. 10.19 Qualitative shapes of Langmuir-type isotherms of coverage versus pressure θ(p). Curve
(1) describes the case of strong adsorption with large adsorption energy, curve (2) represents the
case of weak adsorption. Between these extremes there is a gradual transition from type (1) to (2)
coverage θ on pressure p as expected from the Langmuir isotherm (10.55). For
low pressures, the curves can be approximated by a linear relationship whose slope
(≃ A) increases exponentially with adsorption energy EB, i.e. with the strength of
the adsorption process.
For many realistic adsorption systems the Langmuir isotherm fails to correctly
describe the dependence of coverage on pressure in thermal equilibrium. In par-
ticular, the neglect of multilayer adsorption is unrealistic. Much better agreement
was achieved by a theory of Brunauer, Emmett and Teller (BET isotherm), in which
multilayer adsorption was also taken into account. Each adsorbed particle in the first
layer serves as a site for adsorption into the second layer, and each particle in the
second layer serves as a site for adsorption into the third layer and so forth. In even
more refined approaches, activation energy, adsorption energy, etc., are assumed to
be layer dependent. In this way more parameters enter into the theory, but a variation
of these parameters allows an accurate description of a variety of experimentally
observed isotherms (Fig. 10.20).
Fig. 10.20 Various possible physical adsorption isotherms
Figure 7-3: From:151 shapes of Lang uir isotherms of coverage versus pressure, θ(p). Curve 1
describes strong adsorption (rapid uptake) it l K and curve 2 describes weak adsorption
with small K. Betwee th se two extr mes is a transition from type 1 - 2, however he sticking
coefficient never increases with p for a Langmuir isotherm.
mediated adsorption, as we have here, the diffusive pathway toward the ultimate
chemisorption site will become longer and more convoluted. Over longer paths
the likeliho d of precursor molecules ultimately desorbing instead will increase,
decreasing the sticking probability and therefore the rate of uptake, θ˙(t).
Details of the sticking coefficient, and more importantly the reactivity of the sur-
face to adsorbates, may be gleaned from adsorption isotherms, i.e. the equilibrium θ






w r K is a constant, and pA is the dose pressure. This expressi n is d ved in
appendix A.6, and holds only in the case where the surface is in equilibrium with its
surroundings (i.e. the rates of adsorption and desorption are equal). Examples of
Langmuir isotherms with small or large K are shown in figure 7-3. The form of θ(pA)
for the Langmuir isotherm will always yield a sticking coefficient that decreases with
coverage. If there is a net uptake of molecules on the surface (i.e. θ˙(t) > 0), as in the
dosing process, the system is out of equilibrium, and the rate of change of coverage is
given by the net adsorption:
dθ
dt
= ra − rd (7.5)
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where ra and rd are the rates of adsorption and desorption, respectively. The rates will
change with coverage as
ra = kapA(1− θ)
rd = kdθ
(7.6)
where ka & kd are the probabilities of adsorption & desorption, and pA is the pressure.
As the surface fills, the adsorption rate will decrease while the desorption rate will
increase. As outlined in detail in appendix A.6, this model leads to uptake described






where θ approaches θeq at long times, and τ is the characteristic timescale of uptake.
Equation 7.7 arises from a kinetic model that assumes:
(i) All adsorption sites are equivalent
(ii) No precursor to adsorption
(iii) Each adsorption site can hold only one molecule
(iv) The are no molecule-molecule interactions
(v) Constant dosing pressure, pA, throughout the dose
in our case we are certain that (ii) is not true. There are 4 adatom types, each with
2 or 3 different binding configurations. The Langmuir form will prove insufficient
even if we examine each adatom type individually. As aromatics attach via an intrin-
sic precursor, molecules can undergo some exploration in the physisorbed state before
attachment. This exploration will become more and more important at higher cover-
ages, where adsorption sites become exhausted. Therefore, we may expect a deviation
between the measured θ(t) and equation 7.7 at higher coverages.
7.2.2 Experimental
Clean Si(111)-7× 7 was generated as described in § 4.2.2with approximately 1.5 % con-
taminant dark spots per adatom. Once prepared, the sample was allowed to cool for 30
minutes before beginning the experiment. To record the change in coverage over expo-
sure time, the surface was imaged during a dose of benzene, toluene or chlorobenzene.
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Figure 7-4: A The distribution of molecules in the scan direction for a 40× 40 nm image of
toluene as the dose level crosses 1 L. The population of molecules is evenly distributed across
the image and not skewed towards the end of the image, meaning the ongoing dose is not fast
compared to the scan time (note: the automated molecule finder does not find molecules at
the extrema of the image). B The average y-position across the whole experiment. The average
position stays around the image center across the whole dose with not significant aberration.
Grey line: image centre.
The dose pressure was maintained at a constant value during the dose by a feedback
loop in control of a stepper motor that opened / closed a leak valve. At the elevated
dosing pressure, recording images via STM is more difficult. This was mitigated by
relaxing the feedback loop slightly by increasing the time constant. As an STM image
builds up line-by-line in y, it is not unreasonable to expect that if one images during
the dose, one will find more molecules at the end of an image than the start. This pos-
sibility was minimised by scanning at as fast a speed possible, over a relatively small
scan area (40× 40 nm), with a low enough dose pressure to avoid too fast a build up.
The total dose time was kept to . 30 minutes, to minimise as much as possible the
influence of thermal displacement on statistics, while still being able to amass enough
images to track the uptake of molecules on the surface. Two doses were recorded per
molecule type. All images were recorded at ‘passive’ parameters (+1 V, 100 pA) so
as to not unintentionally manipulate the molecules or surface.143 The scan area was
moved 40 nm every image to further minimise the (time-integrated) probability of tip-
induced manipulation.
Automated molecule finding software was applied to every image (§ 4.4.2, page
53) to find the total number of molecules per image. Prior to the dose a negative bias
image was recorded to discriminate between the faulted / unfaulted halves, allowing
the population to be reliably broken down by FC / FM / UC / UM sites.
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time
Figure 7-5: STM images (30 × 30 nm, + 1 V, 100 pA) of different regions of surface, taken
over a 15 minute dose of toluene. Toluene builds up on the surface, visible as dark spots, with
growing coverage θ = 0.05 → 0.13 → 0.61. Molecules are highlighted by circles, coloured in
accordance with the corresponding adatom binding site: FM (red), FC (blue), UM (yellow) and
UC (green).
7.2.3 Results and discussion
First, to verify the total change in adsorbate population did not change appreciably dur-
ing the scan time of a single image, the distribution of molecules in the scan direction
(y axis) wasmeasured. The distribution for an image taken as the toluene dose crossed
1 L is shown in figure 7-4A. The average (normalised) y position is 0.5 ± 0.2, so the
population is not skewed toward later recording times. Figure 7-4B shows the aver-
age y position for all the images taken across the experiment. There is no significant
skewing away from the image centre (grey line). Therefore it is not unreasonable to
estimate the coverage is homogenous across a given image.
Figure 7-5 shows 3 images recorded during the build up of a dose of toluene, at
coverages θ = 0.05 → 0.13 → 0.61. The automated adatom / molecule finder was
applied to all images in order to count the molecules and their corresponding position
within the unit cell. Themolecules in the figure are highlighted by circles, colour coded
by adatom site. Initially, molecules are predominantly found at FM and FC sites (red
and blue circles). At higher coverages, the proportion of molecules at UM andUC sites
(yellow and green circles) increases.
The points in figure 7-6 show the coverage at the different adatoms in the unit cell
for benzene, toluene, and chlorobenzene as a function of time. Points are normalised
as usual (max 3 PUC for each type of adatom, max 6 PUC for all sites). Initially, at
low θ, most build up occurs at the faulted sites, especially at FM adatoms. Benzene
shows particularly rapid uptake until a plateau at θFM ≈ 0.75 & θFC ≈ 0.25. At this
point the faulted half is near-saturated and any following molecules are forced into
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Figure 7-6: Left column: The uptake of benzene, toluene and chlorobenzene on the surface
during a dose, with line-fits to the Langmuir model of adsorption (eq. 7.4). Points: average
coverage as a function of dose time. Right column: Residual error from raw data to line fits.










































Figure 7-7: A. R2 errors from the fits in figure 7-6. B, C. The fitting parameters for each
attachment site and molecule. B. The equilibrium coverage, θeq is higher on middle sites and
the faulted half of the unit cell. C. The characteristic uptake time, τ, for each attachment site.
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unfaulted sites. Consequently the rate of uptake at the unfaulted half begins to in-
crease (an increasing θ˙(t)) as the dose continues. However, attachment to unfaulted
sites is apparently so unfavourable that the net uptake is very slow. For chlorobenzene
and toluene, the growth is also favoured at the faulted half of the unit cell, but less so
and buildup is more evenly distributed. Over time, FC, UM and UC sites show an in-
creasing sticking coefficient (θ˙(t)). For toluene and chlorobenzene, the FM sites do not
saturate, and instead FC sites becomemore favourable. This may be attributed to steric
effects on the larger molecules making attachment to corner sites more favourable.
The lines in the figure show fits of the raw data to the Langmuir model (equation
7.7). The right column on figure 7-6 shows the residual error between the raw data
and the fits. Overall, the behaviour is more or less captured for the FM& all sites data.
However, it fails for the unfaulted half (and FC sites for toluene/chlorobenzene), as
the model cannot capture an increasing sticking coefficient. Figures 7-7B & C show the
fitting parameters for each molecule and adatom type. The equilibrium coverage, θeq,
is highest at FM sites (as expected), andmolecules are predominantly located atmiddle
sites over corners. The values for θeq qualitatively match the observed distribution of
molecules in figure 7-1. The characteristic timescale τ shows the most rapid uptake
generally occurs at faulted sites. Unfaulted sites build up over a longer timescale, as
observed. Molecules preferentially attach to faulted sites until steric effects (or total
exhaustion of sites) make faulted attachment less favourable.
From the residual errors, we see the model tends to fail to represent the raw data
at short and long times. Figure 7-7A shows the R2 error for each curve. Fits to FM
data show the strongest correlation, while others appear less correlated, implying the
model does not capture the adsorption process wherever precursor exploration be-
comesmore important. This is not a surprise considering the assumptions of the Lang-
muir model and the complexity of the surface-adsorbate system.
Other models
Increasingly complex models can capture multilayer adsorption,158–161 or adsorption
via a precursor.162,163 We can expand the model in equation 7.7 by introducing ad-
sorption via an intermediate precursor state. This would better reflect our system. If
a molecule strikes an empty site it attaches with a site-dependent sticking coefficent
SE. If the site is occupied, the molecule adsorbs into a precursor state with coefficient
SF, from where it subsequently diffuses until happening upon an available site. The
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probability of finding an available site is proportional to (1− θx), where θx is the site-
specific coverage. The rate of change of the θx for a given site species is given by
dθx
dt
= rxa − rxd + rxa f (7.8)
where rxa , rxd , and r
x
a f are the rates of direct adsorption, desorption and adsorption via
the precursor, respectively. The rates are given by the relations
rxa = k
x












The rates kxA and kxD are also site-dependent. The overall rate of change of coverage
is found from the above three terms. Knowing that the initial coverage θ(t = 0) = 0
for all sites, and the initial slopes are θ˙x(0) = kxApASE, the form of θ(t) can be found
numerically.
The lines in figure 7-8 show the calculateduptake ofmolecules for benzene, toluene,
and chlorobenzene. The values of θx(t) were found by a MATLAB routine that calcu-
lated equations 7.8 & 7.9 for all the sites with 1 s timesteps. The best-fit parameters for
each molecule & site species are shown in figures 7-9B & C. As before, the right col-
umn of fig. 7-8 shows the residual error between raw data and the calculated values.
In general, the modified form has a smaller residual error (or similar), with the most
notable improvement found for the FC sites. The Langmuir model underestimated FC
filling at longer times, while the modified approachmatches the data. This implies the
increase in θ˙FC at longer times is the result of adsorption via the precursor. Figure 7-9A
shows the R2 error for all sites and molecules. There is stronger correlation across the
board, with (as before) less agreement to the raw data at UC sites, however the R2 is
still higher here.
The best-fit values of kA and kD (fig. 7-9B, C) show that uptake of benzene is more
rapid at the faulted half. For chlorobenzene and toluene, the kA is more similar across
the unit cell. This is reflected in the more evenly distribution of molecules throughout
the dose. The rates of desorption, kD, are stronger at unfaulted sites, reflected in the
very slow net uptake.
The modified Langmuir model better matches the raw data, especially for FC/
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Figure 7-8: Left column: The uptake of benzene, toluene and chlorobenzene on the surface
during a dose, fits to the modified form of the Langmuir model (eq. 7.8). Points: average
coverage as a function of dose time. Right column: Residual error from raw data to line fits.
Shaded region: underestimation (negative residual).





































Figure 7-9: A. R2 errors from the fits in figure 7-8. Note the stronger correlation as compared
to figure 7-7A. B, C. The fitting parameters for each attachment site and molecule. B. The
rate of adsorption, kA is higher for faulted sites, and differences are less stark for toluene &
chlorobenzene. C. The rate of desorption kd, which is higher for unfaulted sites, in general.
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Figure 7-10: Two unique occupancy paths for a faulted half cell A. initially with a molecule
at a corner site. Available rest atom-adatom configurations are highlighted in blue (for middle
adatoms) and green (corner adatoms). B, C. The same unit cell with an additional molecule
at a middle adatom. The remaining available configurations is dependent on the rest atom-
adatom configurations of precedingmolecules. Therefore the adsorption rate changes for every
adsorption pathway.
UC/ UM sites and at longer times. This implies that adsorption at these sites, and
at long times, relies upon transport via the physisorbed precursor. As the surface fills,
molecules must explore the surface to find an adsorption site.
Adding increasing levels of complexity to the adsorption model better replicates
the real system. However, the models ultimately fail to capture the true nature of the
adsorption. This is because adsorption relies on attachment to both an adatom and a
rest atom (fig. 6-1, p. 70). To properly model the adsorption process, wemust consider
the rest atoms as well. So for FM sites, say, the rate of adsorption is dependent on the
available FM sites as well as the available rest atoms:
rFMa = kapA(1− θFM)(1− θFM − θFC) (7.10)
where 1− θFM − θFC is the fraction of available rest atoms within the faulted half.
The other adatom species would have similar rates. It appears as if equation 7.10 could
be solved to calculate θx(t) for each site. However, the situation is not so simple. Con-
sider a half cell. There are 3 rest atoms, each capable of supporting 1 molecule in 3
different orientations. A benzene molecule attaches to an FC adatom and the neigh-
bouring rest atom, as shown in figure 7-10A. As the molecule binds, the nearest two
middle adatoms each lose a possible binding configuration, leaving 2 available corner
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sites and 4 available middle configurations (which could be thought of as 2 available
middle sites total). Panels B and C of the figure show another molecule attaching, now
to an FM site. In figure 7-10B, the unit cell now has 1 available corner site and 2 mid-
dle configurations, while in panel C, there is 1 corner site and 1 middle configuration
available. Therefore, the number of available sites, and hence the adsorption proba-
bility, are dependent on the arrangement of the molecules already residing within the
half cell. This is not captured in equation 7.10, where all rest atoms are treated equally.
There are various pathways to half-cell saturation. In order to adequately model the
uptake of molecules on the surface, we must allow for each pathway by considering
the surface geometry, which the current models do not account for.
7.2.4 Conclusions
While dosing with benzene, toluene or chlorobenzene, the faulted half of the unit cell
fills up fastest. In the case of benzene, faulted sites fill to near exhaustion and their
coverages plateau. Uptake is more evenly distributed for toluene and chlorobenzene.
At higher coverages, the overall adsorption rate slows down as molecules necessarily
attach to the less reactive unfaulted sites. At this point, there are deviations between
the raw data and the Langmuir model, presumably because the adsorption geometry
and physisorbed precursor begin to play a significant role in the adsorption process.
The Langmuir model does not account for the precursor nor the adsorption geometry.
A modified model that allows for precursor-mediated adsorption better matches the
raw data, especially at higher coverages where FM sites begin to dry up.
A model that describes the adsorption process that takes into account the local
environment of the molecule, such as a Monte Carlo simulation, should properly trace
the raw data. This will be examined in greater depth in the proceeding chapter.
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Monte-Carlo simulation of aromatic
buildup
Monte Carlo simulations can be used to simulate the kinetics of molecules asthey consider the local environment of each molecule individually. This
chapter describes a kinetic Monte Carlo simulation of adsorbing molecules undergo-
ing their first traversal of the physisorbed to chemisorbed states. Themodel is found to
track the build up of benzene, toluene, and chlorobenzene extremely well. The differ-
ences in simulation parameters for the different molecules and adsorption sites reveals
further details of the PES.
8.1 Experiment - time lapse of build up
Gaseous benzene / toluene / chlorobenzene (1 molecule per experiment) are intro-
duced to the surface over 15 minutes. Meanwhile, STM imagery records the aromatic
build up, with each image at a new area of surface to maximise statistics. With scan
speed > 300 nms−1 and area 35 nm2 (> 2000 atomic sites), at least 20-30 clear images
could be taken before the fastest diffusion event occured (on average). Thus the num-
ber of molecules observed whose adsorption site is selected by diffusion promoted
from the chemisorbed state is statistically insignificant compared to those molecules
whose site is selected purely from going through the precursor from the gas phase.
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Figure 8-1: One timestep of the simulation. A. x/ymovement: all physisorbed molecules are
assigned a random number. In a random order, those molecules compare their number with
the coverage-dependent probability to move to a neighbouring half cell. B. z movement: all
stationary molecules from before draw a number to determine whether to chemisorb, desorb
or remain in place.
8.2 Simulation of build up
To emulate the pattern growth during the experiment, a Monte Carlo simulation akin
to that given in refs. [127,164] was written in MATLAB. Monte Carlo simulations con-
sider the local environment of the adsorbate and so have been widely used to investi-
gate the microscopic details of surface science since the 1970s.165,166 For a review, see
ref. [167]. The initially clean Si(111)-7× 7 surface is generated as 32 × 32 unit cells on
a triangular lattice with periodic boundaries (test runs at 64 × 64 unit cells showed
insignificant differences other than increased computation time). Each cell is divided
into two halves, faulted and unfaulted, each half with 9 empty ‘bins’ corresponding to
the 9 possible di-σ bonding configurations available (fig. 6-1, p. 70). Each half cell has
an additional bin available to house a physisorbed molecule.
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To simulate the initial build up of adsorbates, a physisorbed population is gener-
ated by a random distribution at the beginning of the simulation. For simplicity, only
one physisorbed molecule may ride atop a cell half. The physisorbed population is
replenished in the same manner should it be depleted before the simulation finishes.
This emulates more molecules approaching the surface from the gas phase.
Figure 8-1A & B show one timestep of the simulation. Each timestep, every ph-
ysisorbed molecule is assigned a random number and subsequently, with a certain
probability, remains in place; diffuses to a neighbouring half cell; adsorbs the the half
cell directly underneath, or desorbs. The number of molecules already chemisorbed in
a neighbouring half cell decreases the probability of diffusion into the half cell by a fac-
tor of 1/3. A physisorbed molecule therefore cannot diffuse into a saturated half cell,
in accordance with experimental findings.126 Within the parameters used, molecules
were found to traverse < 2 half cells, on average, before either chemisorbing or des-
orbing, therefore finite size effects have a negligible influence on the simulation.
The subset of molecules that did not diffuse then compare their random number
to “move in z”: i.e., whether to desorb or adsorb, or do nothing. In the case of ad-
sorption, each of the 9 possible binding configurations has an assigned probability,
corresponding to the adatom involved. Therefore there are 4 different probabilities.
These are denoted as PFC, PFM, PUC, PUM. Only the relative sizes of P matter, so here
PFC is fixed at 1 while the others are adjusted to find the best fit to STM data. When
a molecule adsorbs, the corresponding bin is filled and made unavailable to future
molecules. Those bins which represent a binding configuration that involves the same
rest atom or adatom are alsomade unavailable. Subsequent adsorption events are thus
limited to any remaining rest atom - adatom pairs. The surface coverage per unit cell, θ
(max 6/6) is counted by summing over all filled bins. The relative coverage per adatom
type within the unit cell θx (max 3/3) is also counted and compared to experimental
findings of θ vs. θx. The simulation runs until a coverage of 5 molecules per unit cell
(θ = 0.83) is reached. The magnitudes of PFM,UC,UM are adjusted to find the best fits to
the raw data for benzene, toluene, and chlorobenzene buildup.
8.3 Results and discussion
The points on figure 8-2 show the FC, FM, UC and UM coverage per unit cell as a
function of θ, for A. benzene, B. toluene and C. chlorobenzene. Points are binned over
101
Part II | Molecular kinetics on the Si(111)-7×7 surface
θ












































































0 .17 .33 .5 .67 .83
0 .17 .33 .5 .67 .83
Figure 8-2: The mean number of molecules attached to each of the four adatom types as a
function total surface coverage, θ; for A. benzene, B. toluene and C. chlorobenzene. Lines:
fits to the data from the kinetic Monte-Carlo model in order to derive the by-site attachment
probabilities. Dashed lines: FC (red), UC (blue). Solid lines: FM (red), UM (blue).
Table 8-1: The best-fit attachment probabilities for benzene, toluene and chlorobenzene on
each site species, with the corresponding value of δEβ, calculated from equation 8.4.
1
Table 1. The site-specific chemisorbed to physisorbed rates, ax, for chlorobenzene,
benzene and toluene. For chlorobenzene the pre-factors, Axa , and energy barriers, Exa ,
determined by Arrhenius fits of figure ?? are given.
Site ax (10 4 s 1) Axa (s 1) Exa (eV) ax (10 4) Exa ax (10 4 ) Exa
Chlorobenzene Benzene Toluene
FC 1.64± 0.07 1017.0±4.7 1.23± 0.13 10.32± 0.25 5.55± 0.37
FM 3.49± 0.19 1016.6±1.3 1.19± 0.03 8.98± 0.20 8.41± 0.50
UC 0.29± 0.12 1012.6±4.8 1.01± 0.13 2.09± 0.15 1.39± 0.08
UM 0.41± 0.02 1016.6±2.5 1.24± 0.07 1.53± 0.12 0.75± 0.04
Table 2. Th site-specific ratios Axb/Al for chlorobenzene, toluene, and benzene
for transition rates between physisorbed state and chemisorbed state (Axb) and for
transition between physisorbed state to the gas phase (Al).
Axb/Al (10
 4)
Site Chlorobenzene Benzene Toluene
FC 5.7± 0.6 6.4± 0.9 8.5± 1.7
FM 16.0± 1.2 14.0± 2.8 13.7± 2.8
UC 0.8± 0.2 1.0± 0.2 1.6± 0.3
UM 3.0± 0.4 1.4± 0.3 1.9± 0.4
The site-specific chemisorbed to physisorbed rates, ax, for chlorobenzene,
benzene and toluene. For chlorobenzene
the pre-factors, Axa , and energy barriers, Exa , determined by Arrhenius fits of
figure ?? are given.
Site Benzene Toluene Chlorobenzene
Px/Pf c dExb (meV) Px/Pf c dExb (meV) Px/Pf c dExb (meV)
FC 1 — 1 — 1 —
FM 1.55± 0.03 9± 13 0.88± 0.03 15± 12 1.4± 0.025 18± 9
UC 0.03± 0.01 42± 1 0.08± 0.01 22± 1 0.06± 0.01 21± 1
UM 0.04± 0.02 46± 1 0.14± 0.02 13± 2 0.06± 0.02 55± 2
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5 images. As discussed in depth in chapter 7, faulted sites are the first to fill up, with
unfaulted sites only filling at higher coverages once faulted adsorption sites are de-
pleted. Toluene shows a more even buildup across the unit cell compared to the other
two molecules. The lines on the figure show the results of kinetic Monte Carlo simu-
lations at each molecule’s best fitting parameters. There is excellent agreement across
all coverages observed, with R2 > 0.95 across the board. The simulation fits the raw
data much better than the Langmuir isotherms from the previous chapter (fig. 7-6, p.
93). This underlines the how it is necessary to consider the local environment of the
molecules to properly model the adsorption process.
Table 8-1 shows the site attachment probabilities for each molecule. For benzene
and chlorobenzene, PFM > PFC  PUM > PUC, the same order of preference found
for the low coverage sticking coefficient in the previous chapter. Toluene also shows
PF > PU, butmiddle and corner sites are reversed. Chlorobenzene has a less significant
middle over corner preference than benzene. Again, this agrees with findings from the
previous chapter which showed the addition of a functional group to the benzene ring
introduced steric effects manifesting in an enhanced preference for corner attachment.
SimilarMonte-Carlo simulations of the adsorption of thiopene127 andmesitylene10,157
have used the comparative magnitudes of the probabilities to calculate corrugations in
the physisorption well depth across the unit cell. The attachment probability at site x
can be expressed in terms of the physisorbed→ chemisorbed transport rate, βx:
Px = βx∆t (8.1)
where∆t is the time spent by aphysisorbedmolecule above a half cell before chemisorb-
ing. From the Arrhenius relation, we say





where, as before, Axβ and Exβ are the site dependent prefactor and energy barrier for
chemisorption from the physisorbed well (see fig. 5-6 on p. 67). We have no way of ex-
perimentally determining ∆t, but if we assume it is the same regardless of attachment
site, we can take the probability ratio between the FM, UC, UM sites (x) and FC sites:
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Figure 8-3: A. Illustration of the out of surface plane energy landscape experienced by a
molecule. A physisorbed molecule needs Eβ to chemisorb to the surface. The difference in
this barrier height from site to site is δEβ. B. The (imagined) potential landscape in the surface






























where δExβ = Exβ − EFCβ , the increase in energy barrier for site x above FC sites, illus-










we therefore combine the ratios Px/PFC (table 8-1) from simulation and Axβ/Aλ (table
6-2) from experiment to calculate the depth of the physisorbed well (relative to FC
sites). Table 8-1 shows the corresponding δExβ for each molecule and adatom site. For






β , with benzene





β , with considerably smaller differences. The differences from
site-to-site reveal corrugations in the PES seen by a physisorbedmolecule, as illustrated
in figure 8-3B.
It is very important to note that the prefactor magnitudes obtained in table 8-1
originated from an assumption that the energy barrier ∆E (= Eλ − Eα) is the same
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for every adsorption site. This assumption was drawn from comparisons of ∆E for
each site, which were all within error. However, the magnitude of the error margin for
these values were larger than the values of δEβ here. Therefore the energy rankings
given here are not entirely reliable. However, the relativemagnitudes of the attachment
probabilities do infer possible changes in the potential landscape experienced by the
physisorbed molecule. The exact values of which are beyond our reach without more
precise calculations of the associated prefactors.
8.4 Conclusions
In conclusion, raw data of the build up of benzene, toluene and chlorobenzene closely
matches a kinetic Monte Carlo model. The adsorption process is well recreated with
a model that includes a common physisorbed state with dynamic site blocking. Best
fits show the molecule is significantly more likely to attach to the faulted middle or
faulted corner sites, with toluene having a stronger preference for faulted corners and
benzene/chlorobenzene preferring faulted middles. The unfaulted adsorption sites
are > 10 times less likely to receive a molecule. Therefore there must be differences in
Eβ and/or Aβ across the unit cell.
Our results imply a changing potential landscape experienced by the physisorbed
molecule as it explores the surface. Calculations of the well depth δEβ imply a deeper
physisorption well around unfaulted and middle site, in line with observations in the
literature.24 However, the large size of the error in our measured prefactors means it
is not prudent to compare the energy barriers for the different sites. More accurate










Atomicmanipulation was introduced in § 2.2 (page 11), where along with sev-eral leading examples of manipulation, the original IBM ‘nano-advert’ was
shown. In this example, atoms were arranged by the exploitation of short-range in-
teratomic forces between the tip and adsorbate. Atomic manipulation can also be in-
duced by way of the localised tunnelling current. If tunnelling electrons are resonant
with the electronic states of atoms or molecules, manipulation may occur. Manipula-
tion in this way does not necessarily rely on tunnelling electrons entering the molecule
directly. Recent work has exposed that, in some instances, electrons can populate an
electronic state of the surface and travel over several nanometres before inducing ma-
nipulation. This part of the thesis describes our investigations into a current driven
nonlocal mode of manipulation of aromatics on Si(111)-7× 7. To begin, this chapter
will explain current-driven manipulation in the context of several relevant examples.
Nonlocal manipulation will then be reviewed.
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3.2. Si(100)-2!1:H
Similar to Eigler’s Xe switch, an incoherent multiple excitation mechanism
was originally proposed for the much studied system of STM-induced hydro-
gen desorption from the hydrogen terminated Si(100) surface. The interest in
hydrogen-terminated silicon stems from its extensive use in the semiconduc-
tor industry to chemically and electrically passivated surface dangling bonds
and because such a simple system represents an ideal prototype adsorbate sys-
tem for the study of the atomic manipulation process itself. In the tunnel
regime for both positive sample bias58–60 and negative,61 multiple (up to 15
electrons) excitation processes were, it turns out probably incorrectly, identi-
fied. At higher bias voltages in the field emission regime, a direct excitation
of an electronic s to s* transitions within the Si""H system is thought to
drive the desorption mechanism.62,63 Figure 5.3 shows two passive STM
images ("1.3 V and 100 pA) taken before (A) and after (B) the three lines
indicated had been traced using parameters (þ8 V and 10 pA) that induced
hydrogen desorption.58 The bright spots are dangling bond sites where hydro-
gen atoms have been desorbed from the Si(100)-2!1:H surface.
These studies were among the first quantitative STM experiments carried
out and have been the subject of some controversy64,65 as to the validity of the
analysis of the experimental data. The crux of the matter was that the range of
tunnelling currents used in these pioneering experiments was insufficient to
allow an accurate determination of the desorption power law exponent. An
extensive study by Soukiassian et al.,49 which examined a wide range of tun-
nelling currents and tips, found that the number of electrons required to
desorb an individual hydrogen atom from Si(100) was in fact $1, an order
of magnitude smaller than the original reports. Hydrogen desorption from Si
(100) is a DIET, not a DIMET, process. This highlights the importance of
BA
FIGURE 5.3 Hydrogen desorption from Si(100)-2!1:H.58 STM images (200!200 A˚, "1.3 V,
100 pA) taken before (A) and after (B) three horizontal lines (marked by arrows) were formed by
STM-induced desorption at þ8 V and 10 pA.
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Figure 9-1: From [168], dehydrogenation reaction on Si(100)-2×1:H. 20 × 20 nm, −1.3 V,
100 pA images of the same region of surface A. before and B. after three horizontal lines were
formed at the arrows by STM-induced desorption at +8 V, 10 pA. The bright spots indicate
dehydrogenation.
9.1 Inelastic tunnelling current induced manipulation
As introduced in §2.2, atomic manipulation via inelastic electron tunnelling (IET) with
the STM allows access to the intrinsic electronic properties of themolecule and surface.
Excitation can be induced by tunnelling electrons (holes) inelastically attaching to un-
occupied (occupied) electronic states of adsorbates on the surface, inducing a negative
(positive) ionic state. A good example is STM induced dehydrogenation reactions on
Si(100)-2×1, shown in figure 9-1. An area of surface was scanned passively (A) before
scanning lines at very high bias (+ 8V, 10pA). An ‘after’ image (B) found hydrogen des-
orption as a result of the high bias scan. IET induced hydrogen excitation by directly
filling the σ∗ antibonding orbitals. In calculating the reaction rate, the original authors
found n = 10, i.e. 10 electrons were necessary to induce dehydrogenation. However,
a much more rigorous study at various tunnelling currents found n = 1, i.e. a single
electron process - desorption induced by electronic transition (DIET).
IET injection from STM can lead to adsorbate dissociation, as in the case of O2
on Pt(111),169 shown step by step in figure 9-2. Molecular O2 appears on Pt(111) as
a bright oval (A). With a very stable low temperature STM (z drift < 0.001 Å/min),
Stipe and co-workers were able to position the STM tip atop an O2 molecule with the
feedback loop off. The tip height was then changed such that the bias ramped to a set
voltage (+ 0.3 V) and current. The tunnelling current was observed to eventually drop
discontinuously (B). Images following this effect verified the drop is a consequence of
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FIGURE 5.9 Dissociation of oxygen on Pt(111).24 STM images (50!50 A˚, 25 mV) taken of
(A) two oxygen molecules, (C) after current injection as show in the tunnel current time-trace
(B) to dissociate a single oxygen molecule into its two oxygen atoms and (D) after subsequent dis-






















FIGURE 5.10 Dissociation rate of O2 on Pt(111) as a function of injection tunnel current
24 for
three bias voltages. Power law fits give the number of electrons involved in each experiment (see
main text for details).
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Figure 9-2: From [169], O2 dissociation on Pt(111). 5× 5 nm, 25 mV, 5 nA images. A. Two
O2 molecules. B. Current injection trace showing a dissociation even around 30 ms. C. The

















FIGURE 5.9 Dissociation of oxygen on Pt(111).24 STM images (50!50 A˚, 25 mV) taken of
(A) two oxygen molecules, (C) after current injection as show in the tunnel current time-trace
(B) to dissociate a single oxygen molecule i to its two oxygen atoms and (D) after subsequent dis-






















FIGURE 5.10 Dissociation rate of O2 on Pt(111) as a function of injection tunnel current
24 for
three bias voltages. Power law fits give the number of electrons involved in each experiment (see
main text for details).
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Figure 9-3: From [169], the dissociation rate of O2 on P (111) as a function of the tunnel current
for 0.2, 0.3 and 0.4 V. Power law fits find the number of electrons involved in reaction for each
bias.
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and were taken before (A) and after (B) scanning with tunnelling conditions
that lead to some desorption of the chlorobenzene molecules (in this case,
the manipulation parameters were a sample bias voltage of þ2.2 V, a tunnel-
ling current of 50 pA and a tip speed of 280 nm s"1). It is evident that the
number of chemisorbed chlorobenzene molecules is reduced in (B) compared
with (A), as illustrated by some of the sites circled in the two images.
Measurement of the STM-induced desorption rate as a function of tunnel-
ling current yields a result that is both simple and telling. This can be seen in
Figure 5.6 where sample bias voltages of þ3 and "2 V were used. In partic-
ular, the desorption dependence on current is linear for both voltage polarities
and yields a slope in the log–log plot of 0.88#0.09 (þ3 V) and 0.89#0.04
("2 V). The gradient values of the linear fits immediately rule out an incoher-
ent DIMET ‘vibrational heating’ mechanism, indicating instead that the
desorption process is one-electron (or hole) DIET at these bias values. The
desorption energy of chlorobenzene from the Si(111)-(7$7) is 1.1 eV76;
therefore, a single tunnelling electron at the biases used has ample energy to
induce desorption. The corollary to the linear relationship between desorption
rate and tunnelling current is that the probability per electron (often referred
to as the yield) will be independent of the tunnelling current. Further, the
change in the tunnel current is associated with a change in the tip height
(1.74#0.05 A˚ for þ3 V and 2.68#0.07 A˚ for "2 V); therefore, the probabil-
ity per electron is also, within experimental error, independent of the tip
height. At the higher currents, there is a very slight drop in the desorption
yield which may be due to an increased probability of a desorbed molecule
‘bouncing’ off the tip apex and readsorbing at its original binding site—this
would be a desorption event we cannot measure using the frame-by-frame
method.
It is worth reiterating the value of this tunnelling current versus rate of
manipulation result. If the mechanical presence of the tip did play an active
A B
FIGURE 5.5 Desorption of chlorobenzene from Si(111)-7$7.69 STM images (100$100 A˚,
þ1 V, 50 pA) taken before (A) and after (B) a manipulation scan (þ2.2 V, 50 pA). Circles indi-
cate molecules that were induced to desorb.
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Figure 5. STM images (100 A˚ × 100 A˚) of chlorobenzene molecules on Si(111)-(7 × 7) before
(a) and after (b) a desorption scan. Image parameters: sample bias +1 V and tunnelling current
50 pA. The white circles mark the locations of chlorobenzene molecules which desorb in this case.
(c) STM image (500 A˚ × 500 A˚, +1 V, 50 pA) of chlorobenzene on Si(111)-(7× 7) after previous
scanning of a 150 A˚× 150 A˚ area (marked square) to induce chlorobenzene desorption (+3 V and
50 pA).
one would expect chlorobenzene molecules to be piled up at the right and left hand edges of
the marked square. Sweeping effects such as pulling, pushing and sliding have been reported
in numerous other manipulation experiments [5], typically for adsorbates (large and small)
physisorbed at cryogenic temperatures on metallic surfaces [29]. Small molecule manipulation
generally uses the attractive force which exists between the tip and adsorbate to overcome the
small surface corrugation of a metallic surface, whereas larger molecules usually exploit the
arger repulsive forces in action when a tip pushes molecules across a surface. However, due
to the chemisorbed nature of chlorobenzene on the Si(111)-(7 × 7) surface, there will be a
large energy barrier to lateral movement similar to the desorption energy of ∼1.0 eV [20].
This is because the adsorbate/surface covalent bonds would need to be broken and remade
at every step, thereby precluding sweeping of the molecule by the STM tip. Adsorbate
chemisorptio on the Si(111)-(7×7) surface does ot necessarily prevent sweeping effects. For
example, if the molecule is large enough to allow the tip to push it and large enough to remain
chemisorbed throughout the sweeping process, as is the case for C60 on Si(111)-(7 × 7) [30],
then the STM tip can sweep the adsorbate.
The acquisition of numerous image pairs similar to those in figures 5(a) and (b) (typically
over an area of 500 A˚× 500 A˚) obtained with a wide range of manipulation parameters allows
the simple counting of the number of desorbed molecules. Such data can be used to plot the
desorption probability [31] as a function of both current and voltage, and also to derive the
desorption rate as a function of current or tip-to-surface height.
To calculate the desorption rate, three parameters are required from each image pair;
the initial number of chlorobenzene molecules in the scan before manipulation; the final number
of chlorobenzene molecules in the scan after manipulation; and the time the tip spends over
each chlorobenzene molecule during the manipulation scan. Assuming a first order rate process,
Figure 9-4: From [18], desorption of chlorobenzene from Si(111)-7× 7 . STM images (10×
10 nm, +1 V, 50 pA) ak n A. before and B. after an unshown ‘manipulati n’ scan (+ 2.2 V,
50 pA). Circles indicate molecules which desorbed as a consequence of the manipulation scan.
C. From:17 50× 50 nm, +1 V, 50 pA scan taken after a 15× 15 nm, +3 V, 50 pA scan (square
area). The smaller scan region has a reducedmolecule population, but so does the immediately
surrounding area (circled).
the O2 molecule dissociating into tw separate oxygen atoms (C, D). Figur 9-3 shows
an analysis f the current an bias dep ndence of the distribution of injection time
required to induce dissociation. From the gradi nts of t e bias-spec fic rates, n = 1 at
a bias of + 0.4 V, but n = 2 and 3 at + 0.3 and + 0.2 V, respectively (152 experiments).
Therefore th proc s transitions fro DIMET step-climbing for injections at < 0.4 V,
to DIET above 0.4 V.
STM induced desorption of chlorobenzene on Si(111)-7× 7 has been observed in
previous work by my supervisor. Figure 9-4 shows passive +1 V, 100 pA images of
the surface (A) before and (B) after a ‘manipulation’ scan where the scan bias was in-
cr ased to +2.2 V. During the man pulatio scan, several molecules were desorbed,
as evidenced by the reduced population of dark spots in the after image. Counting
the total number of reactions per image found the reaction rate, and changing the tun-
nelling curr nt at a given bias found the order of reaction. Chlorobenzene desorption
was found to be a single electron process (n = 0.88± 0.09) with a threshold bias of
+2.0 V, below whic no desorption occurred at all. From a high resolution analysis
of the bias dependence and DFT simulations, the authors found the threshold to the
effect appears to overlap with the pi∗ orbital of the benzene ring, as shown in figure
9-5. High energy electrons may access the orbital via IET, inducing a negative ion res-
onance. The threshold bias of+2.0 V is significantly larger than the desorption energy
(∼ 1.3 eV, chapter 6), so electrons may then impart surplus energy to drive desorption.
Increasing the bias beyond the threshold increased the desorption yield.
Figure 9-4C shows a passive STM scan taken of the area surrounding a previously
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at !2 V) corresponds to a substantial change in tip
height (! 1:74" 0:05 !A and 2:68" 0:07 !A, respec-
tively). Plotting the same data for the desorption yield
in terms of the change in tip height, Fig. 2(b), clearly
shows that the desorption yield is independent of the tip
height in the range considered for both voltage polarities
[20]. As a consequence we can exclude the possibility that
a mechanical interaction between the tip and adsorbate
plays an active role in the desorption mechanism. The
same argument from Fig. 2(b) also rules out an electric
field mechanism (since the voltage is constant while the
tip-surface height is varying substantially). So what is the
mechanism of the STM-induced desorption?
Figure 3 presents the most significant results obtained
in this work. It shows the chlorobenzene desorption yield
from Si#111$-#7% 7$ as a function of sample bias over a
wide range of both positive and negative voltage values,
averaged over 16 different STM experiments (i.e., tips).
Such a comprehensive, wide ranging data set has not
previously been reported, to the best of our knowledge,
in STM manipulation experiments. Detailed experiments
have largely been restricted to voltages of one polarity
[5,6,17,21]. The data plotted in Fig. 3 show two clear
thresholds for the onset of chlorobenzene desorption at
&2:5 V and !1:5 V. No significant change was observed
when p-type silicon replaced n-type, consistent with pin-
ning of the Fermi level near midgap by the surface states.
We also explored the desorption yield as a function of the
molecular adsorption site within the surface unit cell. No
significant differences were observed between corner or
center sites or between the faulted and unfaulted halves of
the unit cell. Thus the desorption mechanism is indepen-
dent of the surface site.
The asymmetry of the desorption probability with
respect to bias voltage is relevant to the interpretation of
the desorption mechanism. For example, a current-driven
thermal process should depend only on the power input,
i.e., the modulus of the applied voltage [22]. Thus, from
the experimental data presented so far, we can rule out a
whole raft of possible mechanisms: field desorption, me-
chanical (tip-sample) interaction, vibrational heating,
and thermal dissipation. What is left as the likely candi-
date for the desorption mechanism is an ‘‘electronic
mechanism,’’ i.e., the formation of an excited electronic
state of the molecule-surface system which couples
strongly to the nuclear motion (desorption) of the mole-
cule, specifically, excitation of the molecule-substrate
bond.
Previous work has suggested that the ! states of small
organic molecules [23] play a key role in regulating the
STM-induced desorption process [24]. In the context of a
proposed electronic mechanism, the fact that STM-
induced desorption of C6H5Cl from the Si#111$-#7% 7$
takes place at both positive and negative bias voltages
implies that both electron and hole attachment to the
molecule occur, i.e., both the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) must be accessible to the tunneling elec-
trons. It has been suggested from experiments [25] that
the chlorobenzene is di-" bonded through two of the
carbon atoms of the ring, like benzene=Si(001) [26],
where the HOMO and LUMO (both ! in character) lie
within a few eVof the Fermi level. It seems likely that this
is true of C6H5Cl=Si#111$-#7% 7$ as well.
In order to cast more light on which electronic states
drive the STM-induced desorption of chlorobenzene from
the Si#111$-#7% 7$ surface, we have carried out elec-
tronic structure calculations of a mimic system via den-
sity functional theory (DFT). For practical computation
we have used a 2% 2 mimic surface, which displays the
key electronic and structural features of the 7% 7 surface
[27]. The supercell consisted of a slab of silicon, five
double atom layers thick. The dangling bonds were passi-
vated with hydrogen atoms unless bonded to a chloroben-
zene molecule. The supercell incorporated four 2% 2 unit
cells, each with added silicon atoms to represent the
adatoms of the 7% 7 surface, leading to a total of 176
atoms per supercell [27]. The VASP code [28,29] employed
ultrasoft pseudopotentials [30] and the generalized gra-
dient approximation to the exchange correlation [31].
The geometry of chemisorbed chlorobenzene was opti-
mized in the calculations, which confirmed the di-"
bonding configuration, while the calculated binding en-
ergy of 1.2 eV (faulted half of the unit cell) compares well
with thermal desorption experiments (1.0 eV) [25]. In
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FIG. 3. Experimental desorption yield per electron of C6H5Cl
molecules from the Si#111$-#7% 7$ surface as a function of the
sample bias voltage in the STM (black squares), compared with
(solid lines) calculated partial density of p states at (a) the
carbon atom in the ring and (b) the chlorine atom (for details
see text).
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Figure 9-5: From [18], desorption yield per electron of chlorobenzene from Si(111)-7× 7 , as
a function of bias voltage. Overlaid with (solid lines) calculated partial density of p states at A.
the carbon atom in the benzene ring and B. the chlorine atom. The desorption overlaps with
the ß∗ antibonding orbital.
taken +3 V, 50 pA manipulation scan (square area). As one would expect, within the
previous scan area there is a noticeably decreased density of chlorobenzene compared
to the rest of the surface. However, there is also a distinctly lowered adsorbate pop-
ulation just outside the manipulation scan area (circle on figure). This implies the
desorption induced by the manipulation scan is not necessarily caused by an electron
tunnelling into a molecule from the tip and driving desorption directly. Instead, elec-
trons appear to travel across the surface from the initial point of injection before hap-
pening upon a molecule, eventually resulting in desorption. This is a nonlocalmode of
atomicmanipulation, one that breaks the otherwise extremely localised nature of STM.
How to disentangle the local and nonlocal properties of this desorption experiment is
looked at in depth in this part of the thesis.
9.2 Nonlocal atomic manipulation
To best characterise the nonlocal desorption effect fromfigure 9-4C, one should inject at
a single point, rather than scan at high bias like before. One can then know the precise
distance between the site of electron / hole injection and themolecule desorbed. In this
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surface. Figure 1(a) shows a high dose, !5 molecules per
unit cell (maximum 6), of chemisorbed chlorobenzene
molecules (which appear as missing silicon adatoms).
After electron injection (þ3:6 V, 250 pA, 4.46 s, feedback
loop on), Fig. 1(b) shows that an area !150 !A in radius
surrounding the injection site is depopulated of chloroben-
zene molecules. Increasing the duration, current, or voltage
of the injection pulse increased the size of the depopulated
area. We were able to depopulate areas !500 !A in radius
with no upper limit found. This nonlocal desorption was
found for both injection of electrons and holes. Neither
grain boundaries nor steps in the surface blocked the
process.
To capture quantitatively the probability of manipulation
(desorption) per electron, the differential equation
dNðrÞ=dt ¼ &keNðrÞaðrÞ is used to describe the rate of
change of the population NðrÞ of an annulus at radius r
from the injection site. The number of electrons (or holes)
that impinge upon an individual molecule at radius r is
aðrÞ, and the probability per impinging electron (or hole)
of causing a desorption event is ke. The current density aðrÞ
will of course decrease geometrically as 1=2!r as charge
flows away from the injection site. Assuming a linear cross
section for a single molecule of L, the number of injected
electrons that then impinge on a molecule per second at a
distance r is given by aðrÞ ¼ ðsIL=e2!rÞfðrÞ, where s is
the (unknown) fraction of the injection current I that
initially flows across the surface, e is the electron charge,
and fðrÞ describes the radial decay of the surface current
(e.g., by inelastic scattering). We take L to be 5 A˚. The
fraction s might in principle be derived from the ratio of
surface to bulk conductivity for Sið111Þ-ð7' 7Þ, but
reported values of the surface conductivity vary widely
[24]; as with L, the value of s does not affect the qualita-
tive dependence on voltage, current, etc., so for simplicity
we use s ¼ 1. Integrating the rate equation over the
duration t of the injection pulse gives, kefðrÞ ¼
&e2!r ln½NðrÞ=N0ðrÞ)=stIL, where N0ðrÞ is the popula-
tion of the annulus at radius r before injection and NðrÞ is
the number of molecules that retain their original position
(i.e., do not diffuse or desorb) after injection. The data are
corrected for thermally induced desorption and displace-
ment, !5% of events, before plotting [22].
Figure 2 presents kefðrÞ as a function of radial distance
from the site of charge injection at þ2:7 V. The decay is
fitted with a single exponential ke expð&r="Þ with best fit
parameters of ke ¼ ð3:80* 0:05Þ ' 10&9 and decay
length " of ð74:7* 3:4Þ !A. Below !50 !A radius the ex-
ponential function does not fit the experimental data, and
these data points are omitted from the fit. We found no
appreciable change of the decay length with coverage of
chlorobenzene in the range 2–4 molecules per unit cell. To
confirm that the injected current drives the nonlocal de-
sorption, and thus rule out electric-field effects and me-
chanical tip or sample interactions, Fig. 2(b) shows a
family of nonlocal decay curves taken with the same
injection voltage and total charge dose, but with different
tunneling currents and injection times. Our analysis as-
sumes a one electron (or hole) process and should therefore
be invariant to the tunneling current or time, as Fig. 2(b)
confirms. Following an analysis similar to Ref. [17], we
calculate the number of electrons per nonlocal desorption
event as 0:90* 0:03. This matches well with our previous
FIG. 2. (a) Nonlocal desorption probability as a function of
radial distance from site of injection (at þ2:7 V). Error bars
reflect the 10 A˚width of the annulus used in the analysis and the
standard deviation on the mean assuming a Poisson distribution
for the number of molecules before and after injection. The
(best) fit is a single exponential decay, ke expð&r="Þ with ke ¼
ð3:80* 0:05Þ ' 10&9 and " ¼ ð74:7* 3:4Þ !A. Points closer
than 50 A˚ from the injection site are omitted from the fit (see
text for details). (b) As for (a) but for six different tunneling
currents and injection voltage of þ3:6 V. The total charge dose
was kept approximately constant by varying the duration of the
injection pulse: 50 pA=37:8 s, 100 pA=18:9 s, 150 pA=12:8 s,
200 pA=10 s, 250 pA=7:5 s, 300 pA=6:3 s.
FIG. 1. STM images (þ1 V, 250 pA, 512 !A' 512 !A) of a
Sið111Þ-ð7' 7Þ surface (a) with a large dose of chlorobenzene
molecules, which image as missing adatoms, and (b) after charge
injection (þ3:6 V, 250 pA, 4.46 s) at the site marked with an X
in the image. Nonlocal desorption of chlorobenzene molecules
remote from the charge injection site is evident.




Figure 9-6: From [25], STM images (+1 V, 250 pA, 51.2× 51.2 nm) of a Si(111)-7× 7 surface
A.with a large dose of chlorobenzenemolecules, which image asmissing adatoms, andB. after
charge injection (+3.6 V, 250 pA, 4.46 s) at the site marked with an X in the image. Nonlocal
desorption of chlorobenzene molecules remote from the charge injection site is evident.
way, desorption events act as a charge-carrier footprint. The total number of desorbed
molecules is then reflective of the time-integrated spatial distribution of all the carriers
injected at a point. This is precisely what was done in the preliminary nonlocal experi-
ments (ref. [25]). Figure 9-6 shows the result of a+3.6 V, 250 pA, 4.46 s charge injection
at the point marked X. Following the injection (image B), clean Si(111)-7× 7 is revealed
by the newly desorbed molecules. The radial distribution of molecules desorbed, as
shown in figure 9-7A, characterises the size of the nonlocal effect. Molecules are des-
orbed isotropically as far as 50 nm away, with no upper limit reported. The possibility
of the electric field being responsible for the desorption was ruled o t by injecting at
different currents and times while k eping th number of electro s, It/e, the same.
Electric field induced desorption would be less prevalent for shorter pulses, but, as
shown in figure 9-7B, the radial distribution curves overlap between 50− 300 pA.
Chlorobenzene can be desorbed by pulsing with either electrons or holes (positive
or negative tip bias), however the ssociated threshold voltages re asymmetric around
the Fermi level. The initial study of nonlocal desorption of chlorobenzene in Si(111)-
7× 7 reported a positive threshold voltage of 2.1 V, with pulses at lower bias having
no measurable effect. A ‘second threshold’ was observed at 2.7 V where the amount
of desorption events dramatically increase . To explain these thresholds, a scanning
tunnelling spectra (STS) map was taken of the clean Si(111)-7× 7 unit cell, as shown
in figure 9-7C,D. STS revealed a surface electronic state around 2.1 V centred around
the rest atoms and corner hole, thought to be the cause of the first threshold. Around
2.7 V, a second increase was observed, primarily at the corner hole and around the un-
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of the Ag (Au) surface causes resonant electron transfer from the molecule to the
underlying metal (step II). Favourable electron transfer along the surface states [7]
results in electrons being channelled across the surface (step III), from where they
may be recaptured by another F16CuPc ⇡
⇤ orbital (step IV). Electrons in the ⇡⇤
orbital of the benzene ring may then induce dissociation. While the excited state of
the F16CuPc with an electron in its ⇡
⇤ orbital has a very short lifetime (up to a few
tens of femtoseconds [30]), injecting a sufficiently large number of electrons yields
nonlocal dissociation.
2.3.3 C6H5Cl on Si(111)7⇥7
My PhD supervisor studied nonlocal desorption of chlorobenzene on room temper-
ature Si(111)7⇥7 [5]. At a coverage of 5-6 molecules per unit cell, it was found
Figure 2.9: (From [5]). (A) The nonlocal desorption probability of chlorobenzene molecules,
ke, versus the distance from a + 2.7 V current pulse. The plot is fit to an exponential decay
keexp( r/ ), with ke = 3.80 ± 0.05 ⇥ 10 9 and   = 74.7 ± 3.4 Å. Points within 50 Åare
saturated and so omitted from the fit – the cause of the saturation unknown. (B) Similar to
(A), but for 6 different tunnelling currents and injection times, with the amount of electrons
held constant. Injection at +3.6V. The overlapping of all curves shows current, not electric field,
drives nonlocal desorption. (C) Right: STS map of Si(111)7⇥7 along unit cell via the dark line
indicated on the topograph (left). Strong LDOS at +2.1 V around the CH and rest atom sits.
At +2.7 V, there is still a prodominance of CH sites in the LDOS with a suppression at rest sites,
in line with the change in site-specific kdes.
15
Figure -7: From [25], . Nonlocal desorpti n pr bability as a function f radial distan e
from site of injection (at +2.7 V). Error bars reflect the 1 nm width of the annulus used in
the analysis and the standard deviation on the mean assuming a Poisson distribution for the
number of molecules before and after injection. The (best) fit is a single exponential decay,
ke exp (−r/λ) with ke = 3.80± 0.05× 10−9 and λ = 7.47± 0.34 nm. Points closer than 5 nm
from the injection site are omitted from the fit. B. As for A, but for six different tunnelling
currents and injection voltage of 3.6 V. The total charge dose was kept approximately constant
by varying the duration of the injection pulse: 50 pA= 37.8 s, 100 pA= 18.9 s, 150 pA= 12.8 s,
200 pA= 10 s, 250 pA= 7.5s, 300 pA= 6.3 s. C, D. STS map of the Si(111)-7× 7 surface along
the line indicated in C.
faulted half. There was some uncertainty as to whether inferring the thresholds from
a clean-surface STS map is a good idea, as the presence of molecules will inevitably
distort the electronic states of the surface in some way. This, and the mode of current
transport from tip to molecule, will be addressed in this part of the thesis. Nonlocal
manipulation is considered as a three step process:
I Charge injection from STM tip to surface
II Electron transport across the surface
III Electron induced manipulation (diffusion, desorption, etc.)
A nonlocal mode introduces step II to more familiar ‘local’ manipulation described
earlier. Therefore the outcome of manipulation will depend on both the electronic
states of the molecule and the surface. One can draw a comparison with photochem-
istry studies where interfacial electron transport plays a role in chemical reactions.
Photoexcited electrons are excited above the Fermi level and transfer to an available
molecular resonance which can drive dissociation or desorption.170–172 The difference
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energy onset for the nonlocal dissociation of CH3SSCH3
on Au(111) is !1:4 eV [sample positive, Fig. 1(e)], as
measured from the total reaction yield as a function of
pulse voltage. The relatively high energy suggests that the
reaction proceeds via electronic excitation of CH3SSCH3
rather than vibrational excitation of the molecules in the
ground electronic state [4]. This conclusion is supported by
the observation of dissociative electron attachment to
CH3SSCH3 molecules (adsorbed on ice) which cleaves
the S-S bond [16]. Nonlocal dissociation of CH3SSCH3
was also observed on the Au(100), Cu(111), and Cu(110)
surfaces. In addition, nonlocal dissociation of the S-H bond
in methanethiol (CH3SH) and benzenethiol (C6H5SH) oc-
curs on Cu(111) and Au(111) surfaces and the dissocia-
tion of the C-I bond in iodobenzene (C6H5I) occurs on
Cu(111) and Cu(110) surfaces. The lateral extent and
energy onset of the nonlocal reactions are different in
each case, e.g., 0.8 eV for C6H5SH=Cu"111# and 3.5 eV
for C6H5SH=Au"111#. Since the energy onset is always
higher (>0:6 eV) than molecular vibrational energies,
dissociative electron attachment is the likely reaction
mechanism in all these cases.
We propose that the observed nonlocal chemistry is
caused by hot electrons which are injected from the STM
tip into the surface. Hot electrons propagate laterally caus-
ing dissociation of adsorbed molecules via dissociative
electron attachment. Since the radius of the STM tip is
typically 20–50 nm [17], two plausible alternative origins
of the nonlocal chemistry are the electric field of the STM
tip [14] and the field-emission current from random pro-
trusions on the tip surface (microtips) near the tip apex. To
rule out these alternatives, nanometer size clusters were
created on the surface by a soft tip-crash [the cluster is
!1:2 nm high in Fig. 2(a)]. When the excitation pulse is
applied on top of the cluster, the STM tip retracts by at least
1 nm [for Fig. 2(a)] away from the molecules adsorbed
around the cluster, significantly reducing the electric field
applied to the molecules and the possible field-emission
current from random microtips. Nonetheless, Fig. 2(a)
demonstrates that nonlocal dissociation is also caused by
a current pulse on top of the cluster and its spatial extent is
as large as when the same pulse is applied to the flat surface
[Fig. 2(b)]. This experiment was reproduced for three
different clusters [Fig. 2(c)] with only a 15%–30% varia-
tion in cluster/surface ratio of dissociation yield due to
structural differences between the clusters and the STM
tips.
The hot-electron origin of the nonlocal reaction was
further confirmed from the statistical analysis of the radial
distribution function of the dissociation events using a
kinetic equation, dPr=dt $ k"N0r % Pr#Igr , which connects
the rate of nonlocal reaction at radius r to the number of
available molecules and the hot-electron current (Ir). Here,
Pr is the number of dissociated molecules, N0r is the
number of reactant molecules, k is the rate constant for
the reaction, and g is the order of the reaction in electrons.
A conceptually similar equation is used in the analysis of
single-molecule chemistry [18], although the coverage
dependence is not considered in the latter because only
one molecule is excited at a time. It is further assumed that
Ir is proportional to the tunneling current during the pulse
(I0), Ir $ I0f"r#, where f"r# is the attenuation function.
The value of g was determined from a series of nonlocal
reaction measurements with a variable excitation current
(I0). For each electron pulse, the left part of the integral
form of the rate equation, % ln"1% Pr=N0r# $ kt&I0f"r#'g,
was evaluated as a function of radius r and then summed


















FIG. 1 (color online). STM images and structural models of
(a) undissociated CH3SSCH3 molecule on the Au(111) surface
and (b) products of its electron-induced dissociation (CH3S).
(c) STM image of nonlocal CH3SSCH3 dissociation induced by
a single 2:5 V=1:0 nA=200 ms pulse at the (blue) point. The
inset is a surface area (yellow square) located !46 nm away
from the pulse position. u marks unreacted and r marks reacted
CH3SSCH3 molecules. (d) Total number of dissociation events
per pulse obtained from 18 pulses of the same magnitude
(1:8 V=0:350 nA=150 ms). The solid red line is the average
number of events. (e) Total number of dissociation events per
pulse (1:0 nA=200 ms) as a function of pulse voltage. The points
are connected to guide the eye.
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measured from the total reaction yield as a function of
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reaction proceeds via electronic excitation of CH3SSCH3
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ground electronic state [4]. This conclusion is supported by
the observation of dissociative electron attachment to
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in methanethiol (CH3SH) and benzenethiol (C6H5SH) oc-
curs on Cu(111) and Au(111) surfaces and the dissocia-
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energy onset of the nonlocal reactions are different in
each case, e.g., 0.8 eV for C6H5SH=Cu"111# and 3.5 eV
for C6H5SH=Au"111#. Since the energy onset is always
higher (>0:6 eV) than molecular vibrational energies,
dissociative electron attachment is the likely reaction
mechanism in all these cases.
We propose that the observed nonlocal chemistry is
caused by hot electrons which are injected from the STM
tip into the surface. Hot electrons propagate laterally caus-
ing dissociation of adsorbed molecules via dissociative
electron attachment. Since the radius of the STM tip is
typically 20–50 nm [17], two plausible alternative origins
of the nonlocal chemistry are the electric field of the STM
tip [14] and the field-emission current from random pro-
trusions on the tip surface (microtips) near the tip apex. To
rule out these alternatives, nanometer size clusters were
created on the surface by a soft tip-crash [the cluster is
!1:2 nm high in Fig. 2(a)]. When the excitation pulse is
applied on top of the cluster, the STM tip retracts by at least
1 nm [for Fig. 2(a)] away from the molecules adsorbed
around the cluster, significantly reducing the electric field
applied to the molecules and the possible field-emission
current from random microtips. Nonetheless, Fig. 2(a)
demonstrates that nonlocal dissociation is also caused by
a current pulse on top of the cluster and its spatial extent is
as large as when the same pulse is applied to the flat surface
[Fig. 2(b)]. This experiment was reproduced for three
different clusters [Fig. 2(c)] with only a 15%–30% varia-
tion in cluster/surface ratio of dissoci tion yield due to
structural differences between he clusters and he STM
tips.
The hot-electron origin of the nonlocal reaction was
further confirmed from the statistical analysis of the radial
distribution function of the dissociation events using a
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the rate of nonlocal reaction at radius r to the number of
available molecules and the hot-electron current (Ir). Here,
Pr is the number of dissociated molecules, N0r is the
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(I0). For each electron pulse, the left part of the integral
form of the rate equation, % ln"1% Pr=N0r# $ kt&I0f"r#'g,
was evaluated as a function of radius r and then summed
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energy onset for the nonlocal dissociation of CH3SSCH3
on Au(111) is !1:4 eV [sample positive, Fig. 1(e)], as
measured from the total reaction yield as a function of
pulse voltage. The relatively high energy suggests that the
reaction proceeds via electronic excitation of CH3SSCH3
rather than vibr tional excit tion of the molecules in the
ground electronic state [4]. This conclusion is supported by
the observation of dissociative electron attachment to
CH3SSCH3 molecules (adsorbed on ice) which cleaves
the S-S bond [16]. Nonlocal dissociation of CH3SSCH3
was also observed on the Au(100), Cu(111), and Cu(110)
surfaces. In addition, nonlocal dissociation of the S-H bond
in methanethiol (CH3SH) and benzenethiol (C6H5SH) oc-
curs on Cu(111) and Au(111) surfaces and the dissocia-
tion of th C-I bond in iodobenzene (C6H5I) occurs on
Cu(111) and Cu(110) surfaces. The lateral extent and
energy onset of the nonlocal reactions are different in
each case, e.g., 0.8 eV for C6H5SH=Cu"111# and 3.5 eV
for C6H5SH=Au"111#. Since the energy onset is always
higher (>0:6 eV) than molecular vibrational energies,
dissociative electron attachment is the likely reaction
m chanism in all these cases.
We propose that the observed nonlocal chemistry is
caused by hot electrons which are injected from the STM
tip into the surface. Hot electrons propagate laterally caus-
ing dissociation of adsorbed molecules via dissociative
electron attachment. Since the radius of the STM tip is
typically 20–50 nm [17], two plausible alternative origins
of the nonlocal chemistry are the electric field of the STM
tip [14] and the field-emission current from random pro-
trusions on the tip surface (microtips) near the tip apex. To
rule out these alternatives, nanometer size clusters were
created on the surface by a soft tip-crash [the cluster is
!1:2 nm high in Fig. 2(a)]. When the excitation pulse is
applied on top of the cluster, the STM tip retracts by at least
1 nm [for Fig. 2(a)] away from the molecules adsorbed
around the cluster, significantly reducing the electric field
applied to the molecules and the possible field-emission
current from random microtips. Nonetheless, Fig. 2(a)
demonstrates that nonlocal dissociation is also caused by
a current pulse on top of the cluster and its spatial extent is
as large as when the same pulse is applied to the flat surface
[Fig. 2(b)]. This experiment was reproduced for three
different clusters [Fig. 2(c)] with only a 15%–30% varia-
tion in cluster/surface ratio of dissociation yield due to
structural differences between the clusters and the STM
tips.
The hot-electron origin of the nonlocal reaction was
further confirmed from the statistical analysis of the radial
distribution function of the dissociation events using a
kinetic equation, dPr=dt $ k"N0r % Pr#Igr , which connects
the rate of nonlocal reaction at radius r to the number of
available molecules and the hot-electron current (Ir). Here,
Pr is the number of dissociated molecules, N0r is the
number of reactant molecules, k is the rate constant for
the reaction, and g is the order of the reaction in electrons.
A conceptually similar equation is used in the analysis of
single-molecule chemistry [18], although the coverage
dependence is not considered in the latter because only
one molecule is excited at a time. It is further assumed that
Ir is proportional to the tunneling current during the pulse
(I0), Ir $ I0f"r#, where f"r# is the attenuation function.
The value of g was determined from a series of nonlocal
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igure 9-8: From [61]: A, B. STM images an renderings of A. undiss ciated and B. disso-
ciated CH3SSCH3 (2× CH3S) on the Au(111) surface. C. STM image of nonlocal CH3SSCH3
dissociation induced by a single 2.5V, 1.0 nA, 200mspulse at the bluemarker. Isotropic dissoci-
ation is observed up to 50 nm away. D. Total number of dissociation events per pulse obtained
from 18 pulses of the same magnitude (1.8 V, 350 nA, 150 ms). E. Total number of dissociati n
even s per pul e (1 0 nA, 200 ms) as a function of pulse voltage. The points ar connected to
guide the eye.
here is the STM itself acts as the source of charge r th r than the bulk bands. In this
way, the charge is localised to a point in space (the tunn l juncti n). We c n the efore
determine properties of electron transport through the cry tal, as we kn w where an
electron originated, and where it ended up. The remai d r of this secti n will review
a selection of STM studies of nonlocally induced behaviour for different molecule /
surface systems.
9.2.1 Nonlocal dissociation of CH3SSCH3 on Au(111) [61]
Maksymovich et al. reported nonlocally induced dissocatio of CH3SSCH3 olecules
n Au(111), as well as on Cu(111) Cu(110). Figu e 9-8A-C shows th outcome of a
nonlocal dissociation ex eriment following a injection at the blue marker. Pulses at
voltages > 1.4 V yielded dissocation (fig. 9-8E) in a reproducable manner (fig. 9-8D).
The authors attributed the 1.4 V threshold to hot electrons from the tip couplingwith a
surface resonance of similar energy. Electrons then propagate across the surface with
some chance of colliding with a molecule and inducing dissociation via dissociative
electron attachment (DEA).173 There are 2 plausible alternative explanations for the
nonlocal effect, which the authors endeavoured to rule out. Since the macroscopic ra-
dius of the tip can exceed 20 nm, the strong electric field at the apex has been found
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and the two kinds ofmolecular rows are mir-
rored structures with small lateral displace-
ment.15 Similarly, F16CuPc molecules on
Au(111) also self-assemble into commensu-
rable molecular rows with two different in-
plane orientations, and there is also glide-
mirror symmetry for the two kinds of rows.
The structure models of F16CuPc adsorbed
on both surfaces are shown in Figure 1e,f.
After applying a pulse on the target mol-
ecule on Ag(111), we observed that one of
the four ligands had disappeared (Figure 1c
and Figure 2b). Such a chemical reaction was
not limited to the molecule under the STM
tip. As shown in Figure 1c (pulsed at!3.0 V
tip bias, 3.5 nA, 50 ms), the reactions oc-
curred on five molecules at different dis-
tances from the STM tip, too. This nonlocal
chemical reaction can be observed as far as
12 nm from the STM tip in some cases (not
shown here). Similar nonlocal behavior was
also observed for molecules on Au(111),
shown in Figure 1d (pulsed at!3.2 V, 10
nA, 0.5 s). The magnified STM image (Figure
2c) showed that one ligand of the reacted
molecule is also shortened by the pulse. We
statistically analyzed the reaction rate (in our
experiments, the reaction rate is defined as
the total number of reaction events found af-
ter of a pulse with a unit time applied) as a
function of pulse bias, as shown in Figure 3.
We determined the energy onset for this nonlocal chemi-
cal reaction in F16CuPcmolecules on Ag(111) to be"!1.9
V (tip bias) (Figure 3a). For Au(111), the corresponding en-
ergy onset is"!2.4 V (Figure 3b). We repeated the ex-
periments at positive tip bias up to 4.0 V, but no reaction
events were observed. The reactions only occurred at
negative tip bias whereby electrons were injected into
molecules from the tip during the applied pulse, indicat-
ing the chemical reactions were caused by electrons and
not holes. The relatively high energy suggests that the re-
action proceeds via electronic excitations of the mol-
ecules rather than vibrational excitations in the electronic
ground states.9
We investigated the single-molecule reaction rate
(only counting local reacted molecules) as a function of
the tunneling current. If the reaction is induced by tunnel-
ing electrons, the reaction rate R0, the current I0, and the
reaction order n should obey the relation R0# I0N (ref 10).
The results obtained for molecules on Ag(111) and
Au(111) are shown in Figure 4a,b. The lines in the graph
correspond to the results of the linear fitting, where the
slopes are determined to be 4.2$ 0.2 for Ag(111) and 1.9
$ 0.2 for Au(111). This rules out the possibility of reac-
tion induced by electric field because the reaction rate is
very sensitive to variation of tunneling current. Thus, we
deduce that the reaction order is"4 ("2) for Ag (Au) and
interpret the single-molecule reaction as a four-electron
(two-electron) process for molecules on Ag(111)
(Au(111)). The quantum yield for the single-molecule re-
Figure 1. (a,b) STM images of F16CuPc molecules adsorbed on Ag(111) surface and Au(111)
surface before pulsing, respectively. (c,d) STM images of F16CuPc molecules on Ag(111)
and Au(111) after a pulse at!3.0 and!3.2 V on top of a molecule, respectively. The blue
dot, rectangles, and circles represent pulsing position, reacted molecules, and bright mol-
ecules not induced by pulsing, respectively. (e,f) Proposed structure models of F16CuPc
on Ag(111) and Au(111), respectively.
Figure 2. (a) Magnified STM image of the single unreacted
F16CuPc molecule on Ag(111). (b,c) STM images of reacted
molecules on Ag(111) and Au(111), respectively. (d) Line pro-
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Figure 9-9: From [175] a, b. STM images of monolayer coverage of F16CuPc (inset) on a.
Ag(111) and b. Au(111). c, d. Images of covered c. Ag(111) and d. Au(111) following a c.
−3.0 V or d. −3.2 V pulse into the molecule marked by the blue circle. Rectangles highlight
thosemolecules non-local to the pulse that reacted. Circles highlight molecules already bright-
ened prior to the pulse.
in certain cases to induce n noscale manipula ion during a high voltage pulse.174 Sec-
ondly, dissoci tion may be induced by localised injections from ‘microtips’ in close
proximity from the surface. To confirm the hot electron of the effect, the authors re-
peated the xperiment, this time by injecting into a 1.2 nm high defect cluster on the
surface. The defect was manufactured by tip indentation. With the tip further away
from the urfac , a electric field / field emission mode would be significantly inhib-
ited. Dissociation w s observed over the same spatial extent as before. Furthermore,
by c unting the number of dissociation events as a function of the injection current,
the effect was found to be a 1 electron process.
9.2.2 Nonlocal dissociation of F16CuPc on Au(111) and Ag(111) [175]
Chen et al. reported nonlocal dissociation of ligands of large F16CuPc molecules on the
Au(111) and A ( 11) surfaces. F16CuPc molecules appear as four leaf like protrusions
und r STM, with each leaf correspon ing to an F-substituted benzene ring on the pe-
ripheral of the molecule (s e i set in figure 9-9a). Applying a current injection directly
into a molecule can induce one of the four ligands to dissociate and disappear. How-
ever, this effect was found to not be limited to the molecule under the tip – multiple
dissociation events are observed for a single pulse, up to 12 nm from the tip. The effect
was found to have voltage thresholds of 1.9 V (Ag(111)) & 2.4 V (Au(111)). Injecting
with holes yielded no desorption. The effect was found to be very sensitive to the cur-
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overlapping for F16CuPc/Au shortens the lifetime of
the anion state and lowers the probability of chemi-
cal reactions compared with F16CuPc/Ag. This may
explain why the quantum reaction yield on Au(111)
is much smaller than that on Ag(111).
The adsorbate-induced delocalized interface state
(1.8 and 2.3 eV above the Fermi level) lies within the
!-centered projected bulk band gap of Ag(111)27 and
Au(111),28 causing electron transfer from surface to the
bulk to be less likely in the direction normal to the sur-
face. Thus, the mixing of molecular orbitals with metal
surface states is the main channel facilitating the propa-
gation of hot electrons with horizontal momentum (step
III). In fact, the Ag(111) orbital at 1.8 eV above the Fermi
energy comprises px and py orbitals of Ag, while the
Au(111) orbital at 2.4 eV comprises dxz and dyz orbitals of
Au. The larger orbital spatial extension in the xy plane of
Ag means that the delocalization of the interface state of
F16CuPc/Ag(111) is larger than that of F16CuPc/Au(111).
This may explain the different charge transport efficien-
cies and current lateral decay lengths "I in the two sur-
faces. Electrons propagating in a metal surface can back-
transfer into the #* orbitals of another molecule through
this reversible “bridge” formed between molecule and
substrate (step IV), leading to another defluorination
reaction.
CONCLUSION
In conclusion, we have observed nonlocal electron-
induced chemical reactivity at two different
organic$metal interfaces by STM and propose a model
to explain how the reaction is induced by
molecular$metal interactions. This study demonstrates
a direct method to explore interfacial reaction dynam-
Figure 5. (a,b) Top (upper) and side (lower) view of the optimized computational model for the F16CuPc/Ag(111) and
F16CuPc/Au(111) adsorption system, respectively. The vertical distances of various atoms of F16CuPc from surface are indi-
cated. (c,d) PDOS of F16CuPcmolecule (upper) and surface atoms (lower) in F16CuPc/Ag(111) and F16CuPc/Au(111) systems, re-
spectively. The green lines indicate the position of Fermi energy. The peaks marked by black lines correspond to hybrid or-
bitals of molecule and surface metal atoms involved in the chemical reactions. (e!g) Top (upper) and side (lower) view of the
spatial distributions of charge density around the energy regions marked by black lines in (c) and (d).
Figure 6. Schematic cartoons illustrating the electron transport
process. Electron capture in "* orbitals of molecules (step I),
transfer from molecule to surface metal atoms (II), propaga-
tion in hybridized states of metal atoms (III), then back capture
in "* orbitals of another molecule (IV) on (a) Ag(111) and (b)
Au(111). Black and gray solid circles represent C atoms of mol-
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overlapping for F16CuPc/Au shortens the lifetime of
the anion state and lowers the probability of chemi-
cal reactions compared with F16CuPc/Ag. This may
explain why the quantum reaction yield on Au(111)
is much smaller than that on Ag(111).
The adsorbate-induced delocalized interface state
(1.8 and 2.3 eV above the Fermi level) lies within the
!-centered projected bulk band gap of Ag(111)27 and
Au(111),28 causing electron transfer from surface to the
bulk to be less likely in the direction normal to the sur-
face. Thus, the mixing of molecular orbitals with metal
surface states is the main channel facilitating the propa-
gation of hot electrons with horizontal momentum (step
III). In fact, the Ag(111) orbital at 1.8 eV above the Fermi
energy comprises px and py orbitals of Ag, while the
Au(111) orbital at 2.4 eV comprises dxz and dyz orbitals of
Au. The larger orbital spatial extension in the xy plane of
Ag means that the delocalization of the interface state of
F16CuPc/Ag(111) is larger than that of F16CuPc/Au(111).
This may explain the different charge transport efficien-
cies and current lateral decay lengths "I in the two sur-
faces. Electrons propagating in a metal surface can back-
transfer into the #* orbitals of another molecule through
this reversible “bridge” formed between molecule and
substrate (step IV), leading to another defluorination
reaction.
CONCLUSION
In conclusion, we have observed nonlocal electron-
induced chemical reactivity at two different
organic$metal interfaces by STM and propose a model
to explain how the reaction is induced by
molecular$metal interactions. This study demonstrates
a direct method to explore interfacial reaction dynam-
Figure 5. (a,b) Top (upper) and side (lower) view of the optimized computational model for the F16CuPc/Ag(111) and
F16CuPc/Au(111) adsorption system, respectively. The vertical distances of various atoms of F16CuPc from surface are indi-
cated. (c,d) PDOS of F16CuPcmolecule (upper) and surface atoms (lower) in F16CuPc/Ag(111) and F16CuPc/Au(111) systems, re-
spectively. The green lines indicate the position of Fermi energy. The peaks marked by black lines correspond to hybrid or-
bitals of molecule and surface metal atoms involved in the chemical reactions. (e!g) Top (upper) and side (lower) view of the
spatial distributions of charge density around the energy regions marked by black lines in (c) and (d).
Figure 6. Schematic cartoons illustrating the electron transport
process. Electron capture in "* orbitals of molecules (step I),
transfer from molecule to surface metal atoms (II), propaga-
tion in hybridized states of metal atoms (III), then back capture
in "* orbitals of another molecule (IV) on (a) Ag(111) and (b)
Au(111). Black and gray solid circles represent C atoms of mol-
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Figure 9-10: From [175] , b. The electron transport process on a. Ag(111) and b. Au(111). I
Capture in pi∗ rbitals of molecules, II transfer frommolecule to surface metal atoms, III prop-
agation i hybridised states of the metal, IV back capture in pi∗ orbitals of another molecule. c.
PDOS calculated fromDFT simulations of F16CuPcmolecule (upper) and surface atoms (lower)
in F16CuPc/Ag(111). The green line shows EF. The peaks marked by black lines correspond
to hybrid orbitals of molecule and surface metal atoms involved in the chemical reactions. e,
f. Top (upper) and side (lower) view of the spatial distributions of charge density around the
energy regions marked by black lines in c.
rent, with an order of re ction n = 4 on Ag a d n = 2 on Au. This sensitivity rul s out
an electric field effect. In a local injection, dissociation takes place vi DEA, wher in
an electron enters the pi∗ orbital of the benzene r ng from t e tip, producing n excited
anion state, then transfers to the σ∗ orbital where it can induce dissociation of the ben-
zene ring.21,173 The difference in thresholds, quantum yield, length scale, and number
of ligands dissociated for the two metals illustrates the importance of the electronic
states of the metal on nonlocal electron transport. It is important to ote that there is
negligible overlap of the pi∗ orbitals of F16CuPc on the mon layer, making transport
between molecules unlikely.
Density functional theory (DFT) calculations of the molecule / surface complex
revealed the threshold voltage corresponds to an overlap of the pi∗ orbital of the ben-
zene ring and the p and d orbitals of the metal surface (calculations for Ag(111) shown
in figure 9-10). This overlap forms a ‘bridge’ between the surfac and molecule that
an electron may cross. An electron in the pi∗ orbital may induce dissociation via DEA,
however the extremely short lifetime of the anion state makes this less likely thanmore
efficient resonant electron transport176 into the metal, which occurs without dissocia-
tion taking place. DFT also found stronger overlap between F16CuPc and Au atoms
than for Ag. This stronger overlap would further reduce the lifetime of the excited
anion state, explaining the greater dissociation yield on the Ag(111) surface.
118
Chapter 9 | Literature review
Ring of C60 Polymers Formed by Electron or Hole Injection
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Carrier (electron or hole) injection from a scanning tunneling microscope tip causes various surface
modifications on the molecular scale. We report that injection into C60 close-packed layers forms a ring-
shaped distribution of C60 polymers. This can be explained on the basis of the radial propagation and
energy dissipation of carriers. Subsequent electron or hole injections enlarge the ring, showing that both
carriers can induce both polymerization and depolymerization. Furthermore, we demonstrate visualization
of carrier scattering by injecting carriers into C60 layers with grain boundaries.
DOI: 10.1103/PhysRevLett.97.196101 PACS numbers: 68.37.Ef, 61.48.+c, 73.50.!h, 82.35.!x
Scanning tunneling microscopy (STM) is a powerful
technique for the atomic and molecular scale imaging
and modification of various surfaces. Carrier (electron or
hole) injection from a STM tip causes the movement and
extraction of surface atoms [1,2] (molecules [3,4]), and
various types of chemical reactions [5–8]. In the case of
carrier injection into close-packed layers of C60, polymer-
ization of C60 molecules has been reported by several
groups [5,7,8], and we recently performed nanoscale pat-
terning by manipulation (removal and movement) of single
C60 molecules [4]. In this Letter we observed a formation
of ring-shaped distributions of C60 polymers and estab-
lished a technique to control the radius of the ring by
sequential electron or hole injections. The result is reason-
ably explained by taking into account the difference in
energies necessary for polymerization and depolymeriza-
tion. Furthermore, a visualization of carrier scattering is
achieved by imaging the shapes of resultant rings formed
by carrier injection into C60 close-packed layers with
crystalline defects that act as carrier scatterers.
A close-packed structure of C60 was formed on a
Si"111# ! 7$ 7 surface as described elsewhere [4]. C60
molecules adsorbed on a bare Si surface are immobile
because of the strong interactions with Si dangling bonds,
so that the first monolayer did not show a long-range
ordering. An ordered close-packed structure was, there-
fore, formed in the multilayer of C60. In order to induce
polymerization of C60 molecules, carrier injection from a
STM tip was performed by application of voltage pulses
with durations of 30 s. During carrier injection, a constant-
current feedback control loop was turned off in order to
maintain the tip-sample separation at a distance defined by
a sample bias voltage, VS, of 2.0 V and a tunneling current,
It, of 0.2 nA. STM images were obtained under the feed-
back control with VS of 2.0 V and It of 0.2 nA. All experi-
ments were performed with a W tip at room temperature.
Figure 1(a) shows a STM image of a C60 close-packed
multilayer obtained after carrier injection at %3:3 V into
the marked point. A beautiful ring-shaped distribution of
dim spots was formed by the injection, although an incom-
plete ring of C60 polymers was previously reported [7]. For
identification of structures of the ring patterns, we have
taken a high-resolution image of the portion of a ring
[Fig. 1(b)]. Since C60 molecules in a close-packed layer
exhibit free rotation at room temperature [9], their internal
electronic structures are not observed in STM images at
room temperature. In sharp contrast, the internal structures
FIG. 1 (color online). (a) STM image of a C60 close-packed
multilayer acquired after carrier injection into the marked point
at %3:3 V. Bright and dim spots in the image represent C60
monomers and polymerized C60 molecules, respectively.
(b) High-resolution image of a portion of a ring. (c) Height
profile measured along the line from A to E in (b). A dent of
0.4 nm is observed at a polymerized molecule located at the left
of D. Total sizes of six monomers and six dim molecules
showing their internal electronic structures are 6.6 and 6.0 nm,
respectively.
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Sca ing tunneling microscopy (STM) is a powerful
technique for the atomic and molecular scale imaging
and modification of various surfaces. Carrier (electron or
hole) injection from a STM tip causes the movement and
extraction of surface atoms [1,2] (molecules [3,4]), and
various types of chemical reactions [5–8]. In the case of
carrier i jection into close-packed layers of C60, polymer-
ization of C60 molecules has been reported by several
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terning by manipulation (removal and movement) of single
C60 molecules [4]. In this Letter we observed a formation
of ring-shaped distributions of C60 polymers and estab-
lished a technique to control the radius of the ring by
sequential electron or hole injections. The result is reason-
ably explained by taking into account the difference in
energies necessary for polymerization and depolymeriza-
tion. Furthermore, a visualizati of carrier scattering is
achieved by imaging the shapes of resultant rings formed
by carrier injection into C60 close-packed layers with
crystalline defects that act as carrier scatterers.
A close-packed structure of C60 was formed on a
Si"111# ! 7$ 7 surface as described elsewhere [4]. C60
molecules adsorbed on a bare Si surface are immobile
because of the strong interactions with Si dangling bonds,
so that the first monolayer did not show a long-range
ordering. An ordered close-packed structure was, there-
fore, formed in the multilayer of C60. In order to induce
polymerization of C60 molecules, carrier injection from a
STM tip was performed by application of voltage pulses
with durations of 30 s. During carrier injection, a constant-
current feedback control loop was turned off in order to
maintain the tip-sample separation at a distance defined by
a sample bias voltage, VS, of 2.0 V and a tunneling current,
It, of 0.2 nA. STM images were obtained under the feed-
back control with VS of 2.0 V and It of 0.2 nA. All experi-
ments were performed with a W tip at room temperature.
Figure 1(a) shows a STM image of a C60 close-packed
multilayer obtained after carrier injection at %3:3 V into
the marked point. A beautiful ring-shaped distribution of
dim spots was formed by the injection, although an incom-
plete ring of C60 polymers was previously reported [7]. For
identification of structures of the ring patterns, we have
taken a high-resolution image of the portion of a ring
[Fig. 1(b)]. Since C60 molecules in a close-packed layer
exhibit free rotation at room temperature [9], their internal
electronic structures are not observed in STM images at
room temperature. In sharp contrast, the internal structures
FIG. 1 (color online). (a) STM image of a C60 close-packed
multilayer acquired after carrier injection into the marked point
at %3:3 V. Bright and dim spots in the image represent C60
monomers and polymerized C60 molecules, respectively.
(b) High-resolution image of a portion of a ring. (c) Height
profile measured along the line from A to E in (b). A dent of
0.4 nm is observed at a polymerized molecule located at the left
of D. Total sizes of six monomers and six dim molecules
showing their internal electronic structures are 6.6 and 6.0 nm,
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Figure 9-11: From [177], a. STM image of multilayer cl se packed C60 after a +3.3 V injec-
tion at X. Bright and dark spots are C60 monomers and polymerised C60 molecules, respec-
tively. b. Portion of the ring. c. Height profile measured along the line from A to E in (b).
A dent of 0.4 nm is observed at a polymerised molecule located at the left f D. Total sizes of
six monomers and six dim molecules showing their internal electronic structures are 6.6 and
6.0 nm, respectively.
The authors concluded from the sum of their findings that nonlocal dissociation
proceeded via a 4 step process:
I Electron tunnelling from STM tip into the pi∗ orbital of the molecule
II If the molecule does not dissociate, resonant electron tunnelling from the molecule
into the Ag/Au pz orbit l (t e molecule-surface ‘bridge’)
III Hot electrons with horizontal momentum transit the surface via hybridised px /
py orbitals
IV Electron enters a new molecule via the bridge, where it may drive dissociation.
These steps are illustrated in figure 9-10a and b.
9.2.3 Nonlocal polymerisation of C60 by electron or hole injection [177]
Nouchi et al.nonlocally inducedpolymerisation anddepolymerisation ofC60 molecules.
A multilayer deposition of C60 on Si(111)-7× 7 forms a close-packed structure, visible
under STM as a hexagonal arrangement of bright spots. Figure 9-11 shows an STM
image following a +3.3 V electron injection at X. The ‘cigarette burn’ pattern is a re-
gion of C60 darkened as a result of the pulse. The C60 molecules in the darkened re-
gion are closer to the surface and have a smaller intermolecular spacing (fig. 9-11B-C).
The bright C60 exhibits free rotation at room temperature,178 so the internal states of
the molecule cannot be determined. However, the internal structure is clear for dark-
ened molecules (fig. 9-11B). This all points toward darkened molecules arising from
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Note that the model is on the assumption of a simple band
transport of charge carriers in a C60 crystal, where inter-
molecular van der Waals forces form narrow crystalline
bands. This assumption is reasonable even for such narrow
bands since recent Hall effect measurements [11,12] in-
dicate that a bandlike transport occurs in a single crystal of
rubrene, a van der Waals-bonded organic semiconductor.
Heating the substrate at about 100 !C erases rings of C60
polymers. The activation energy for the thermal depoly-
merization has been determined to be 1.25 [10] and
1.75 eV for dimer [13]. The intermolecular bonding in
C60 polymers is now understood in terms of the formation
of a four-membered ring located between adjacent C60
molecules through "2# 2$ cycloaddition. The depolymer-
ization can also be induced by injected carriers through the
vibrational excitation of the bonds in the four-membered
ring without heating the sample, analogously with vibra-
tional heating induced by inelastic electron tunneling [6].
In this case the Ed value would be the same as the activa-
tion energy for the thermal depolymerization (1.25 or
1.75 eV).
A charge transfer (CT) excitonic mechanism and an
ionic reaction mechanism were proposed as possible
mechanisms for polymerization of C60 molecules in a
STM configuration [14]. In the former mechanism, a triplet
Frenkel exciton formed by injected carriers relaxes into a
self-trapped triplet CT exciton state which is a precursor
state for polymerization [15]. In this case the value of EP
must include not only the formation energy of the triplet
Frenkel exciton (1.2 and 1.8 eV [16]) but also the activa-
tion energy for the subsequent dimerization from the pre-
cursor state (calculated as 2.5 eV [17]). Thus, EP < Ed
cannot be satisfied, which is inconsistent with our proposed
model for the ring formation.
In an ionic reaction mechanism, one of the two mole-
cules to be polymerized accepts an electron or a hole. The
"2# 2$ cycloaddition becomes a thermally allowed reac-
tion prescribed by the Woodward-Hoffmann rules [18]. In
this mechanism, depolymerization different from the vi-
brational excitation can be expected through a thermally
allowed backreaction. Since the activation energy for the
ionic polymerization must be lower than that for the ionic
backreaction (depolymerization) as shown in Fig. 3(b),
EP < Ed is strictly satisfied. Therefore, the ionic reaction
mechanism is consistent with our proposed model. Further-
more, the fact that ionic polymerization in A1C60-type
(A % K, Rb, Cs) compounds occurs spontaneously below
a certain transition temperature [19] indicates the low EP
for the ionic polymerization. Consequently, it is suggested
that the ring of C60 polymers is formed through ionic
reaction induced by propagating carriers.
As is seen from Fig. 2, polymers are little observed in the
interior of rings. In order for polymerization to take place,
adjacent C60 molecules must adopt a specific configuration
suitable for the "2# 2$ cycloaddition. It takes some time
for C60 molecules to achieve this configuration because
adjacent C60 molecules rotate independently at room tem-
perature. An injected carrier must reside at a specific single
C60 molecule at least for the configurationally required
time. On the other hand, such time is not required for
depolymerization. Therefore, the probability of polymer-
ization would be lower than that of depolymerization;
polymers tend to be little observed inside a ring.
It is worthy to mention the effect of duration of applied
voltage pulses on the ring pattern. The pulse duration
determines the number of injected carriers. Fifteen 30 s
pulses with VS of&3:0 V were necessary to obtain the ring
shown in Fig. 2(a). At the different point in the close-
packed layer, however, even one pulse was possible to
produce a ring which had almost the same shape. The
strong position dependence of the total injected carriers
necessary for the ring formation may be explained by
inhomogeneous distribution of a preexisting stress which
is considered as a driving force of the polymerization [20].
In addition, it was found that the outer diameter of the
resultant rings was not affected by the total number of
injected carriers. On the other hand, a ring structure exhib-
iting polymers around the center of the ring [Fig. 2(c)] was
produced by varying the total number through the succes-
sive injection. If the difference in reaction probabilities
between polymerization and depolymerization defines a
polymer pattern, the final distribution of polymers should
no longer change its shape by further injection. Hence it is
considered that the rings shown in Fig. 2 do not present a
steady state. Actually, subsequent hole injection at the
same energy into the ring shown in Fig. 2(c) produced a
ring without polymers around its center (not shown), and
further application of ten 30 s pulses did not repolymerize
around the center. This result suggests that the steady-state
distribution would be ring shaped after all. Therefore,
varying the number of injected carriers step by step allows
us to examine an evolution process of a ring structure of
C60 polymers.
FIG. 3 (color online). Schematic picture of the model for the
ring formation of C60 polymers. (a) Energy dissipation of in-
jected carriers. The difference in energies necessary for poly-
merization, EP, and depolymerization, Ed, forms the ring
structure. (b) Potential curve for ionic polymerization and de-
polymerization reactions.
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Another important feature of the series of STM images
in Fig. 2 is the difference in the ring diameter between two
rings formed by differe t carrier injecti ns at the absolute
bias value of 3.0 V [Figs. 2(a) and 2(d)]. This may be
mainly attributable to the difference in the electron-phonon
coupling constant !. Since the degeneracies of HOMO and
HOMO-1 are larger than those of LUMO and LUMO! 1,
! in hole-injected cases should be larger than that in
electron cases [21]. Therefo , prop gating holes may dis-
sipate their energies faster than electrons, producing a
smaller ring.
It appears that rings ofC60 polymers can be regarded as a
direct reflection of carrier propagation. To investigate this
we have studied the effect scatterers on carrier propa-
gation by injecting carriers into close-packed layers with
two types of defects. Figure 4 shows rings formed by
carrier injection into the layers with three-dimensional
(3D) defects. The cracks observed in the STM images
indicate grain boundari s formed at the interface between
two close-packed layers with different growth directions.
The injection of electrons [Fig. 4(a)] and holes [Fig. 4(b)]
into the marked points resulted in asymmetric rings.
Carrier injection into the layer opposite to that with the
mark d points also prod ced a asymm tr c ring, where
the diameter of the ring is larger in the carrier-injected
layer (not shown). This result rules out the possibility that
the asymmetry is formed by the difference in structural and
electronic characters between two close-packed layers.
Therefore, we conclude that carrier scattering at grain
boundari s produces s ch asymmetric rings. By c ntrast,
carrier injection into a C60 close-packed layer with void
defects only in the top layer exhibited no scattering effect
(not shown). These results evidence 3D propagation of
carriers in the C60 close-packed layer. The 3D propagation
is also verified by the fact that polymerization was induced
along both vertical and lateral directions [Fig. 1(c)].
In conclusion, a ring-shaped distribution of polymerized
C60 molecules was produced by the radial propagation and
energy dissipation of carriers injected from a STM tip.
Both polymerization of C60 monomers and depolymeriza-
tion are induced by injection of both electrons and holes,
and carrier propagation can result in rings with various
diameters conditioned by incident energy and type of
carriers. The scattering of carriers by a grain boundary is
clearly visualized and the carrier propagation is not influ-
enced by the defects formed only in the top layer, showing
3D carrier propagation in the C60 close-packed multilayer.
Consequently, this study has allowed us to elucidate the
nanoscale propagation of carriers. Furthermore, the ar-
rangements of scatterers upon the close-packed layer of
C60 will provide a method for examining the physical
picture of carrier scattering and for controlling the direc-
tion and spread of carrier propagation.
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FIG. 4 (color online). Asymmetric rings of C60 polymers
formed by carrier injection into close-packed layers with grain
boundaries. STM images acquired after (a) electron injection at
VS " !3:0 V and (b) hole injection at #3:0 V into the marked
points. The observed cracks refer to grain boundaries.
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c d
Fi u e 9-12: Fro [177]. A. Schematic for the ring formation of C60 polymers by energy
dissipation, where EP and Ed are the energy barriers to polymerisation and depolymerisation,
respectively. B. Potential urve for poly/depolymerisation reacti ns. C, D. Assym ttric rings
of C60 polymerisation around a grain boundary. Images acquired after a C+3.0 V e− injection
and D −3.0 V h+ injection.
the formation of intermolecular bonding in both the lateral and vertical directions, or
‘polymerisation’.
The authors attributed th charge spreading from the injection site to band tra s-
port wit in the C60 crystal, as intermolecular van derWaals forces form narrow shared
bands. The ring structure app ars s a result of competing polymerisation/ depoly-
erisation reactions. Injected carriers spread out and dissipate their energy via in-
te ctions with p onons. Close to th injection site, the carrier h s more e er and
any polymerised mole ul s can be later depolym ri e by subsequently injected carri-
ers. However, further out, the depolymerisation reactio , with its gr ater energy cost,
cannot occur. Molecules then remain polymeris d. Further still, carriers cannot in-
duce either reaction. Therefore a ring shape ap ears in the regio where carr ers have
Ep 6 E < Ed (fig. 9-12A, B). In this way, th p ttern of polymerised C60 pr vides a
time-integrated picture of injected carrier propagation. The results of injections near
a grain boundary in the C60 monolayer reveals the importance of the ordered mol c-
ular array for charge transport: the length cale of the effect is diminished a ound the
defect. This study indicates that nonlocal manipulation can be a useful tool to study
charge transport, usingmolecules as a footprint of injected carriers. Thiswill be looked
at in depth in this thesis.
9.2.4 Local and nonlocal activation of hydrogen on Si(100) 2×1:H [179]
Bellec et al. utilised STM current injections to induce hopping of an adsorbed H atom
over 2 nm from the injection site. After generating Si(100)2×1:H within the vacuum
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of the hydrogen atom. A negative voltage is then applied to
the surface (Vs ¼ "2:5 V) while the tip is kept at a con-
stant height (feedback off). The recorded tunnel cur-
rent shows stepped oscillations of duration texc or t
0
exc
[Fig. 1(f)], varying between I ¼ 250 pA and I ¼ 50 pA,
respectively, due to the reversible movement of the H atom
from position B to position A [Fig. 1(a)]. The hopping
yield, i.e., the probability per electron for the hydrogen
atom to hop, is then deduced by the method described in
Ref. [22], when the STM tip is on top of the hydrogen atom
[low current in the curve in Fig. 1(f), hopping yield YH!DB]
or on top of the dangling bond [high current in the curve in
Fig. 1(f), hopping yield YDB!H]. The exponential distribu-
tion of It0exc values [Fig. 2(a)] and the constant values of
YH!DB as a function of the tunnel current I [Fig. 2(b)]
clearly indicate that the activation of the H hopping is a one
electron process [22]. Both hopping yields (YDB!H and
YH!DB) have an extrapolated threshold surface voltage of
"2:4# 0:2 V [Fig. 2(c)]. The corresponding threshold
energy is assigned to occupied Si-Si bond surface states
[23]. This means that the excitation mechanism for H
hopping consists of a resonant hole injection into Si-Si
bond surface states, thus creating a local positive charge.
The H hopping dynamics following the creation of the
positive charge has been discussed in [20,21]. Our results
rule out the vibrational ladder climbing model [24] since
we show that the H hopping is a one electron process. Note
that the hydrogen hopping yield decreases by a factor of
$40 when the STM tip is moved parallel to the surface by
only 0.3 nm from the H atom to the silicon DB position.
This indicates that the electrostatic field under the STM tip,
which is expected to extend over several nanometers, has a
negligible effect. This extremely local variation of the
hydrogen hopping yield is explained by the sharp decrease
of density of states (DOS) of the Si-Si dimer bond surface
state, in the "2 to "3 eV energy range, involved in the
hopping excitation process when the STM tip is on top of
the silicon DB [Fig. 2(d)]. The calculations are carried out
by means of the density functional theory within the gen-
eralized gradient approximation using the VASP code as
described in [25]. To simulate the n-doped silicon surface,
one substituted As atom is introduced in the 3rd silicon
atom layer.
The nonlocal activation of the BA is studied at 12 differ-
ent STM tip positions on the surface whose distances from
the BA lie between 8 and 23 A˚. The STM tip positions,
shown in Fig. 3(a), are labeled 2Hk, 4Hk, 6Hk and 2H?,
4H?, 6H? when located parallel and perpendicular to the
Si dimer row, respectively. They are chosen such that the
FIG. 2 (color online). (a) Variation of the number of events
(H hopping) as a function of the quantity of charges (It0exc) when
the STM tip is on top of the H atom (H! DB movement).
(b) Variation of the H hopping yield YH!DB as a function of the
tunnel current (Vs ¼ "2:5 V) when the STM tip is on top of the
H atom. (c) Variations of the hopping yields YH!DB and YDB!H
of the BA as a function of the surface voltage. (d) Variation of the
DOS integrated over the 0–3 eV (green line) and the 2–3 eV (red
line) energy ranges (below the Fermi level) as a function of the
lateral distance across the dimer rows, calculated 1 A˚ above the
H atoms.
FIG. 1 (color online). (a) 40% 26 !A2 STM topography of the
Si(100):H surface (Vs ¼ "1:7 V, I ¼ 69 pA). The silicon DB
and the H atom are in position A and B, respectively (green dots).
(b),(c) 40% 28:5 !A2 STM topographies of the Si(100):H surface
(Vs ¼ "1:7 V, I ¼ 70 pA) before and after a surface voltage
pulse at þ2:5 V (blue dot), respectively. The created silicon DB
is seen in (c). (d),(e) 40% 28:5 !A2 STM topographies of the
Si(100):H surface (Vs ¼ "1:7 V, I ¼ 69 pA) before and after
the hopping of the H atom, respectively. The hopping is activated
by applying a "2:5 V voltage pulse while the STM tip is on top
of the H atom (red dot). (f) Tunnel current trace recorded during
a voltage pulse (Vs ¼ "2:5 V) while the STM tip is fixed at the
red dot position in (d).




of the hydrogen atom. A negative voltage is then applied to
the surface (Vs ¼ "2:5 V) while the tip is kept at a con-
stant height (feedback off). The recorded tunnel cur-
rent shows stepped oscillations of duration texc or t
0
exc
[Fig. 1(f)], varying between I ¼ 250 pA and I ¼ 50 pA,
respectively, due to the reversible movement of the H atom
from position B to position A [Fig. 1(a)]. The hopping
yield, i.e., the probability per electron for the hydrogen
atom to hop, is then deduced by the method described in
Ref. [22], when the STM tip is n top of the hyd ogen atom
[low current i the curve in Fig. 1(f), hopping yield YH!DB]
or on top of the angling bo d [high current in the curve in
Fig. 1(f), hopping yield YDB!H]. The exponential distribu-
tion of It0exc values [Fig. 2(a)] and the constant values of
YH!DB as a function of the tunnel current I [Fig. 2(b)]
clearly indicate that the activation of the H hopping is a one
electron process [22]. Both hopping yields (YDB!H and
YH!DB) have an extrapolated threshold surface voltage of
"2:4# 0:2 V [Fig. 2(c)]. The corresponding threshold
energy is assigned to occupied Si-Si bond surface states
[23]. This means that the excitation mechanism for H
hopping consists of a resonant hole injection into Si-Si
bond surface states, thus creating a local positive charge.
The H hopping dynamics following the creation of the
positive charge has been discussed in [20,21]. Our results
rul out the vibrational ladder climbing model [24] since
we show that the H hopping is a one electron process. Note
that the hydrogen hopping yield decreases by a factor of
$40 when the STM tip is moved parallel to the surface by
only 0.3 nm from the H atom to the silicon DB position.
This indicates that the electrostatic field under the STM tip,
wh ch is expected to extend over several nanometers, has a
negligible effect. This extremely local variation of the
hydrogen hopping yield is explained by the sharp decrease
of density of states (DOS) of the Si-Si dimer bond surface
state, in the "2 to "3 eV energy range, involved in the
hopping excitation process when the STM tip is on top of
the silicon DB [Fig. 2(d)]. The calculations are carried out
by means of the density functional theory within the gen-
eralized gradient approximation using the VASP code as
described in [25]. To simulate the n-doped silicon surface,
on substituted As atom is introduced in the 3rd silicon
atom layer.
The nonlocal activation of the BA is studied at 12 differ-
ent STM tip positions on the surface whose distances from
the BA lie between 8 and 23 A˚. The STM tip positions,
shown in Fig. 3(a), are labeled 2Hk, 4Hk, 6Hk and 2H?,
4H?, 6H? when located parallel and perpendicular to the
Si dimer row, respectively. They are chosen such that the
FIG. 2 (color online). (a) Variation of the number of events
(H hopping) as a function of the quantity of charges (It0exc) when
the STM tip is on top of the H atom (H! DB movement).
(b) Variation of the H hopping yield YH!DB as a function of the
tunnel current (Vs ¼ "2:5 V) when the STM tip is on top of the
H atom. (c) Variations of the hopping yields YH!DB and YDB!H
of the BA as a function of the surface voltage. (d) Variation of the
DOS integrated over the 0–3 eV (green line) and the 2–3 eV (red
line) energy ranges (below the Fermi level) as a function of the
lateral distance across the dimer rows, calculated 1 A˚ above the
H atoms.
FIG. 1 (color online). (a) 40% 26 !A2 STM topography of the
Si(100):H surface (Vs ¼ "1:7 V, I ¼ 69 pA). The silicon DB
and the H atom are in position A and B, respectively (green dots).
(b),(c) 40% 28:5 !A2 STM topographies of the Si(100):H surface
(Vs ¼ "1:7 V, I ¼ 70 pA) before and after a surface voltage
pulse at þ2:5 V (blue dot), respectively. The reated silicon DB
is seen in (c). (d),(e) 40% 28:5 !A2 STM topographies of the
Si(100):H surfac (Vs ¼ "1:7 V, I ¼ 69 pA) before nd after
the hopping of the H atom, respectively. The hopping is activated
by applying a "2:5 V voltage pulse while the STM tip is on top
of the H atom (red dot). (f) Tunnel current trace recorded during
a voltage pulse (Vs ¼ "2:5 V) while the STM tip is fixed at the
red dot position in (d).




Figure 9-13: From [179]: A. 4× 2.6 nm STM image of Si(100):H. A silicon DB is visible as
a bright spot (position A), adjacent to an H atom (position B). B, C. 4 × 2.85 nm images of
Si(100):H before and after a +2.5 V voltage pulse at the black dot. The created bright spot is
a Si dangling bond that appears as a result of H desorption. D, E. 4× 2.85 nm images before
and after the a −2.5 V pulse at the red dot. The H atom ho s o er, leaving dangling b nd
behind. F. Tunnel current trace during the injection, the discontinuities are due to the H atom
switching back and forth.
chamber, a single Si dangling bond was generated by locally inducing H desorption
at a chosen site. Figure 9-13A shows a several Si dimer rows, with a single bright spot
that corresponds to the dangling bond (position A), with a neighbouring H atom (po-
ition B Figure 9-13B-C shows a region of surface before and after the creation of a
dangling bond (db). With t e tip held above the H atom position (red dot in figure
9-13D), a hole injection in excess of the (−2.4± 0.2) V threshold resulted in the cre-
ation of a bistable atom (BA) which can flip to the available db (figure 9-13E). The H
atom was observed to flip back and forth between the two available Si db sites. This
was measured by changes in the tu nelling curre t during th ulse (figure 9-13F).
The hopping yield was found to vary linearly with the tunnelling cur e t, confirming
a 1-hole process. Measurements of the LDOS of the Si(100)2× 1:H found th thr sh-
old voltage overlapped with the o cupied surface stat s, indicating the hopping wa
ind c d by resonant hole injection into the surface s ate, creating a localised positive
charge.
Bistable activation was also achieved nonlocally, by injection at 12 different sites,
0.8− 2.3 nm away from the BA. These positions are shown in figure 9-14A, labelled
nH⊥ and nH‖, when located perpendicular or parallel to the Si dimer row. Each of
the 6 injection sites were either on the side of the Si db (blue / left on fig. 9-14A)
or the H atom (red / right on fig. 9-14A). The outcome of the nonlocal effect was
found first by imaging the region surrounding the BA under passive conditions that
did not induce local activation. Next, a surface voltage pulse was applied to one of
the 12 injection sites. The surface was then imaged again to check whether activation
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same distances from the BA to the hole injection sites can
be compared. For each of these 6 positions, the STM tip
can be on the side of either the silicon DB [blue dots in
Fig. 3(a), i.e., left side of the bistable] or the H atom (red
dots, i.e., right side). Measuring the hydrogen hopping
yield remotely is more difficult than when the STM tip is
directly on top of the BA since the tunnel current does not
show any step variation as in Fig. 1(f). Here, the surface is
first imaged such that the BA cannot be activated (VS ¼
"1:7 V). Then, a surface voltage pulse (VS ¼ "2:5 V) is
applied during a time T, with a chosen tunnel current while
the STM tip is on top of one of the 12 positions of Fig. 3(a).
Afterwards, the same surface area is imaged to check
whether the H atom hopping has occurred. If T is smaller
than the mean excitation time ! to activate the hopping,
then the hopping probability per voltage pulse is phop ¼
1" e"T=!. To measure the probability phop at each of the
12 positions, a large number of voltage pulses (#2500) are
repeated by varying randomly the successive excitation
positions to avoid any systematic influence of STM tip
changes. We choose T ¼ 0:8 s, and the tunnel current I
is adjusted to have T < !. Thus, for each of the 12 posi-
tions, phop is measured, from which ! is deduced and the
yield Y per electron for hopping the BA is obtained as Y ¼
e=I!, where e is the electron charge. Results are shown in
Figs. 3(b) and 3(c). In order to rule out any influence of the
STM tip shape, additional measurements are performed for
the same STM tip on two perpendicular terraces of the
Si(100):H surface and are repeated with 3 separate samples
and STM tips. All these measurements give similar results.
The nonlocal H hopping yields measured at 6Hk and 6H?
[Fig. 3(d)] show a surface voltage dependence similar to
the one in Fig. 2(c); i.e., the hopping yield strongly de-
creases when Vs varies from"3 to "2:5 V. This suggests
that the electronic excitation processes are similar whether
the STM tip is on top or at a distance from the BA. Similar
results are observed at 2Hk, 2H?, 4Hk, and 4H?.
The nonlocal activation of the BA is thus related to the
hole propagation through Si-Si bond surface states from
the STM tip position up to the BA site. As seen in Figs. 3(b)
and 3(c), at long distances (4Hk, 6Hk, 4H?, and 6H?),
the BA hopping yield is only weakly influenced by the
STM tip position and the relative location of the H atom.
On the contrary, at short distances (2Hk and 2H?), the
hopping yield strongly depends on the STM tip site
(2Hk versus 2H?) and the relative position of the H atom
(H near the tip versus DB near the tip). Note, in particu-
lar, the 2H? positions for which the hopping yield is
higher when the STM tip is near the dangling bond than
the hopping yield when the STM tip is near the H atom.
This is the opposite case when the STM tip is placed
on top of the BA: the hopping yield is higher when the H
atom is under the STM tip. Surprisingly, the calculated
DOS projected onto the Si-Si dimer bonds are similar for
all the 2Hk and 2H? sites (see Ref. [25]) indicating that the
observed variations of the hopping yield as a function of
the hole injection site (2Hk and 2H?) cannot be ascribed to
any difference of local electronic DOS at the various
injections positions, contrary to what is observed in
Refs. [3,4].
To explain the specific variations of the hopping yield
in the contact region (2Hk and 2H? sites), we calculate
the spatial distribution of the local DOS (LDOS) in the
"2:3 to "3:0 eV energy range of the Si-Si bond surface
states, for two sectional drawings parallel [Fig. 4(a)] and
perpendicular [Fig. 4(b)] to the silicon surface. From these
LDOS distributions, the higher experimental hopping
yields are shown to be related to the continuous path of
high LDOS along the Si-Si bonds (i.e., above 0:1 e"= !A3)
connecting the hole injection site to the BA. Indeed, in
the direction parallel to the silicon dimer rows, the hop-
ping yield is higher when the H atom is near the STM tip
[2HHk in Fig. 4(a)], whereas the distribution of LDOS has a
lower continuity on the DB side [2HDBk in Fig. 4(a)].
Similarly, in the direction perpendicular to the silicon
dimer rows [Fig. 4(b)] the hopping yield is higher when
the silicon DB is near the STM tip (2HDB? ). This can be also
related to the continuous distribution of high LDOS on the
DB side along the interdimer row Si-Si backbond surface
states [Fig. 4(b)].
FIG. 3 (color online). (a) Top view of the first layer of silicon
dimers of the Si(100):H surface indicating the 12 positions of
hole injection to activate the BA remotely when the tip is either
on the H side (red dots, left) or on the DB side (blue dots, right)
of the BA. The light gray circles correspond to H atoms and the
white circle is the DB. (b),(c) Measured hopping yields for hole
injection sites distributed along (2Hk, 4Hk, 6Hk) or across (2H?,
4H?, 6H?) the silicon dimer row, respectively. The surface pulse
voltage is "2:5 V. The red bars and the blue bars correspond to
measurements realized when the tip is placed near the H atom or
near the DB of the BA, respectively. (d) Variations of the
hopping yields of the BA as a function of the surface voltage
at the 6H? and 6Hk hole injection sites.




In conclusion, the reversible hopping of a BA can be
activated nonlocally on the hydrogenated Si(100) surface
by injecting holes into occupied Si-Si bond surface states
with the STM tip. In the contact region, at short distances
(<1:5 nm, 2Hk and 2H? sites), the hopping yield of the
BA strongly depends on the hole injection site and the
relative position of the H atom. The charged silicon DB
and the ensuing tilted silicon dimer of the BA anisotropi-
cally modify the LDOS along the Si-Si bond network in the
contact region. From thes results, the nonlocal activation
of the BA is assigned to the hole transfer from the injection
site to the BA site through Si-Si surface states. The hole
transfer efficiency is shown to depend on the distribution of
LDOS along the Si-Si bo d network between the injection
site and the BA. This effect is enhanced in the contact
region because of the anisotropic modifications of the
LDOS around the BA and the high spatial resolution
measurements of the hopping yield. At larger distances
between the hole inj ction site and th BA, the hopping
yield does not show any anisotropic variation. This is most
probably arising from the hole transfer mechanism that
occurs at long distances through isotropic delocalized sur-
face states, whereas in the contact region hole transfer
occurs along mor localized surface states that show an-
isotropic variations around the BA.
These results provide a new insight into atomic-scale
charge-transfer processes in the vicinity of a surface defect,
an adsorbed molecule, or a surface step edge. They are
shown to play a central role in molecular nanoelectronics
and surface chemistry.
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FIG. 4 (color online). (a),(b) Calculated sectional drawings of
the LDOS spatial distribution integrated ov r the!2:3 to!3 eV
energy range. In (a), the calculated LDOS is the superposition of
three planes indicated by the dotted lines in (b). In (b), the LDOS
is the superposition of three planes indicated by the dotted lines
in (a).






Figure 9-14: From [179]: A. top view of Si dimers indicating the 12 i jection sites used to
nonlocally activate the BA. Light grey circles are H at ms and the wh te circle is the dang ing
bond. B, C.Hopping yields for injection sites along/across the dimer ow (−2.5 V injec ions).
D. Variations of hopping yield with voltage for injections at 6H⊥ and 6H‖. E, F. LDOS spatial
distribution integrated over −2.3 to −3.0 eV.
occurred. The resulting hopping yields for the parallel and perpendicular directio s
are shown in figures 9-13B andC, respectively. The voltage dependence of the effect for
the 6H⊥ and 6H‖ injection positions is shown in figure 9-14D, which shows t e same
−2.4± 0.2 V threshold as the local effect. This suggests the same activationmechanism
occurs whether nonlocal or local to the BA, i.e. via the Si-Si surface state.
Figures 9-14B-D show the nonlocal activation is only weakly i fluenced by the tip
position when far away from the BA and db. However, close to the BA, the hopping
yield strongly depends on the tip site (compare 2H⊥ and 2H‖) and relative location of
the H atom (relative size of th blue/red points). Figure 9-14E a d F show calculations
of the LDOS of the surface which reveal the underlying cause of these differences. The
higher hopping yields r re ated to a stronger c ntinuous path long the Si-Si bonds
from the more effective hole injection sites and the BA. In the direction parallel t the
dimers, the hopping yield is higher when nearer the H atom (2HH‖ ) whose Si-Si path
shows greater continuity in LDOS. Similarly, in the ⊥ dir ction the hopping yield is
higher for injections nearer the db (2HDB⊥ ), whic also shows a stronger continuous
distribution of LDOS.
This study successfully identified a nonlocally activated process and related the
mechanism of charge transport to the surface states of the adsorbate mediated surface.
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Chapter Ten
Nonlocal manipulation of aromatics on
Si(111)-7×7
Conventional current-driven atomic manipulation with STM is limited to theatom or molecule directly beneath the STM tip. The atom or molecule within
the tip-surface tunnel junction receives a current injection which may drive an excita-
tion. As discussed in the preceding review, there are some instances in whichmanipu-
lation can occur outside the localised influence of the tunnel junction, tens of nanome-
tres away. This chapter looks in depth at nonlocally induced desorption of aromatics
on Si(111)-7 × 7. The content of this chapter is the combined efforts of myself (ex-
periments, analysis, models, figures, etc.), my supervisor, and our collaborators at the
University of Birmingham who were led by Prof. Richard Palmer. Some of the raw
data was generated at the University of Birmingham by Dr. Tianluo Pan as well as my
supervisor Dr. Peter Sloan during his time there. Credit will be given where appro-
priate. I performed analysis on all the data, whether generated by me or otherwise.
The contents of this chapter are part of a paper that is currently out for publication.
The manuscript is included in Appendix C.
Part III | Nonlocal manipulation of molecules on Si(111)-7×7
10.1 Introduction
In addition to those papers reviewed in the previous chapter, there are been several no-
table reports of nonlocalmanipulationwith the STM. This includes nonlocally induced
diffusion of water clusters on Ag(111),180 deyhrogenation of Co on Cu(111)181 and dis-
sociation of O2 on Ag(110).182 In particular, the Si(111)-7× 7 surface has exhibited sev-
eral examples of nonlocally driven phenomena. A study of clean Si(111)-7× 7 found
current injections above +2.25 V induced reversible, temporary, site-specific displace-
ment of Si adatoms.9 Displaced adatoms would then return to their original sites over
time by thermal transport. Above 175 K, the return process was too fast to capture via
STM. Similar nonlocal effects on Si(111)-7× 7 have been observed for the diffusion of
physisorbed toluene & chlorobenzene molecules,24 desorption of NO183 and hopping
of Cl.23,184 These publications all report similar nonlocal ranges and voltage thresholds
and so together they suggest a unifying transport mechanism.
My supervisor’s previous study introduced room temperature nonlocal desorption
of chlorobenzene on Si(111)-7× 7. Voltage pulses in excess of +2.1 V induced desorp-
tion over a characteristic length scale of 7.5 ± 0.3 nm. The threshold was linkedwith a
surface electronic resonance at+2.1V (above the Fermi level). From the previous chap-
ter we know that upon receiving 1.3 eV a molecule can desorb. What remains unclear
is the second step of nonlocal manipulation: following injection (1), the electron must
propagate the surface (2) until it meets and desorbs a molecule (3). It is also uncertain
that a clean surface resonance will remain unperturbed once molecules are introduced
to the surface.25 There is also a possibility that the electric field is still responsible, per-
haps only in part, for the desorption effect as it has been the cause elsewhere,174,183
including on the Si(111)-7× 7 surface.51,185 This part of the thesis will address these
issues through a systematic set of experiments and enhanceddata analysis techniques.
10.2 Thermal corrections
Figure 10-1A-B shows typical before and after images of a nonlocal desorption experi-
ment. Between the two images, a +3.3 V, 200 pA, 10 s current injection was applied at
site X. Toluene molecules (highlighted in red) are desorbed tens of nm away, revealing
clean Si (yellow). The blue points in figure 10-1C are the circularly averaged radial dis-
tribution of desorbed molecules (N/N0 = 1 being total desorption). The origin of the
124
Chapter 10 | Nonlocal manipulation of aromatics on Si(111)-7×7




















D3.3 V 1.9 V











Figure 10-1: A, B. 60 nm2 images of toluene (highlighted in red) on Si(111)-7× 7 (yellow),
(A) before and (B) after a +3.3 V, 200 pA, 10 s pulse at X. C. Radial distribution (1.5 nm) of
molecules displaced between the two images. D. Radial distribution for the same experiment
but with a 1.9 V pulse bias. Blue points: raw data. Red points: adjusted for thermal corrections.
x-axis is the injection site. The blue points show desorption all the way to the edges of
the image, with N/N0 ≈ 0.25 at 35 nm distance from the injection site. It is important
to note that the curves are obtained from a circular average of 1−N/N0 around X. For
now, we assume the effect is isotropic. Section 10.7 will show that this is indeed the
case.
When injecting at+1.9V, below the threshold voltage, onewould anticipateN/N0 =
0 (no desorption) across the whole x-axis. However, again, we find the minimum
N/N0 ≈ 0.25, as shown in figure 10-1D (average of 10×+1.9 V, 100 pA, 10s injections).
There is no decay characteristic of electron transport, just a flat line. This implies the
zero offset to the radial distribution is background noise. In this case the background
noise is the result of thermal transport.
From the work in chapter 6, it is well understood that aromatic molecules
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Figure 10-2: Branch diagram showing the possible routes toward adsorbate displacement
throughout a before-during-after experiment. There are 3 opportunities: in the time between
being resolved in the before image and the pulse (tb → tp, probability Pth), during the pulse
itself (prob. Pe) and between the pulse and being resolved in the after image (tp → ta, prob.
P′th). The probability of observing a molecule in both images is (1− Pth)(1− Pe)(1− P′th).
undergo thermally promoted desorption and diffusion. The adsorbate’s thermal en-
ergy is enough for some desorption events to occur in the fewminutes between figures
10-1A and B. The radial distribution routine is then misattributing thermally induced
behaviour to electron-induced desorption. It is important to filter out this process such
that the data best reflects the electron transport alone.
From table 6-1 (p. 75), we know the rates of thermally induced displacement, α,
for molecules at each attachment site. The rate of change of probability of a molecule
retaining its position in the presence of thermally activated behaviour, P, is then given




which, since P(t = 0) = 1, solves as
P = e−αt. (10.2)
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If there is a time delay of∆tm between amolecule being resolved in the before and after
images, the probability of undergoing thermal displacement between two images, Pth,
is then
Pth = 1− P(∆tm) = 1− e−α∆tm . (10.3)
As illustrated by the probability diagram in figure 10-2, the molecule has 2 opportuni-
ties to thermally displace: between being resolved in the before image and the pulse,
and between the pulse and being resolved in the after image. During the pulse, there is
a probability Pe that displacement occurs due to interaction with an electron. If we can
calculate Pe from the delay time and thermal transport rates, we can adjust the radial
decay curves to reflect purely electronically driven displacement. The probability of a
molecule remaining in the after image is
Pr = (1− Pth) · (1− Pe) · (1− P′th) (10.4)
where P′th is the probability of thermal displacement for amolecule during the time de-
lay ∆t′m between the pulse and being resolved in the after image. Rearranging equation
10.4
Pe = −Pr − (Pth − 1)(P
′
th − 1)
(Pth − 1)(P′th − 1)
(10.5)
or, in the exponential form, using equation 10.3




since the total time delay for anymolecule being resolved between the before and after
images is ∆t = ∆tm + ∆t′m, equation 10.6 can be rewritten as
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It can be shown that ∆t is the same for every site in the image, irrespective of the x/y
position (see appendix A.7). Equation 10.7 has the rather unintuitive result that if a
molecule is gone in the after image (i.e., Pr = 0); Pe = 1, and if amolecule remains, Pe is
negative. When summing up the number of desorption events in a radial distribution
bin r away from the injection site, this negative probability averages down and corrects
the fraction of molecules desorbed by electron interactions. Therefore, the thermally








Adjustments were made to the in-house before/after comparison software to adjust
the radial distribution curve to take into account thermal effects. The red points in
figures 10-1 show the thermally corrected curves. For+3.3 V, the total desorption goes
to zero at r = 30 nm, and (crucially) the decay curve for 1.9 V is zero across the board.
Now that the data properly reflects thosemolecules displaced by the injected electrons,
we may fit to a model that describes the electron transport from tip to molecule.
It is worth noting that in some circumstances equation 10.8 over corrects the data,
i.e. the radial distribution turns slightly negative. This only tends to occur for low
values ofN/N0 at large r, where little to nodesorption is reported. Thermal corrections
can slightly overcorrect these points to small negative values, within the noise of the
signal. As negative desorption is unphysical, we simply take any points below the axis
to be zero. Averaging over many different curves in this fashion reduces the spread
of over corrected data. Over the region of the decay curve that is typically analysed,
less than 1 % are overcorrected - an audit of all data acquired found 19 overcorrected
points out of 1900. For more information refer to appendix A.8.
10.3 Transport models
During a nonlocal injection experiment, the rate of change of the probability p(r) of a
molecule retaining its position a distance r from the charge injection site can be written
as a 1st order rate equation:
dp(r)
dt
= −s · C(r, t) · σ · k · p(r) (10.9)
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where C(r, t) is the probability per unit area of finding an electron at position r, σ is the
molecule cross-section and k the probability per unit time of an impinging electron in-
ducing desorption/displacement. s is a constant that describes the fraction of injected
electrons that are initially captured by the surface to undergo surface transport. We set
this to 1.25 C(r, t) is described by the charge transport model, and various forms will
be given in this section. Integrating and solving given that at t = 0, p(r) = 1, finds:
p(r) = exp
[






where we integrate C(r, t) over the lifetime of the electron. This is the probability for
a single electron inducing displacement, but in a given experiment we of course have
many electrons, so the compounded probability of a molecule desorbing/displacing,
Pdisp(r), after ninj electrons, is
Pdisp(r) = 1− [p(r)]ninj = 1− exp
[






where ninj = Itinj/e. The radial distribution of displaced molecules, N(r)/N0(r),
is found by comparison of before / after STM images. N0(r) is the population of
molecules in an annulus between r and r+ dr before the pulse, and N(r) is the num-
ber within the annulus that have not retained their original position in the after image.











10.3.1 2D ballistic transport
For ballistic transport across a 2D plane, with a single decay channel, the integrated
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 iii. I  i. 2D ballistic
Figure 10-3: A. Cartoons of transport of injected carriers from the tip. The shaded regions
illustrate the available path to a carrier. i 2D ballistic ii 3D ballistic iii 2D diffusive. B. Points:
thermally corrected N(r)/N0(r) for the average of 4× 3.3 V, 200 pA, 15 s displacement pulses.
Lines: fits to the entire dataset for the various models. Inset: residual error for each model
found by subtracting the difference between the fit & raw data at each point.
the current density decreases geometrically by 1/2pir as current spreads out on the
surface from the injection site, and there is an attenuation function e−r/λ that describes
a single decay channel, the loss of active current from the surface.25,61,175,186 The radial










As ninj is known, we may fit to our data with a single prefactor, σ · k and λ as a length
scale. This is illustrated in figure 10-3Ai. Figure 10-3B shows the average N(r)/N0(r)
curve for 4 nonlocal displacement experiments of toluene for a +3.3 V, 200 pA, 15 s
pulse. The fit to equation 10.14 is shown by the red line. The fit aligns well with the
points beyond r = 10 nm. The 1/r dependence in the exponential in equation 10.14
means fits will always tend to 1 as r → 0. However, total displacement is not observed
as the rawdata drops beneath the fittedmodel. Initially, this shortcomingwas assumed
to be the result of a lack of data - at small r, the sample size per experiment is much
smaller. Amassing a large quantity of data has addressed this and yet the discrepancies
remain. Therefore it is reasonable to believe the transport model does not match the
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data, and other models should be explored. We also find (as will be shown in § 10.9),
that the nonlocal length scale reduces as a function of the surface temperature, contrary
to the expectations for ballistic transport.
10.3.2 3D ballistic transport
The previous section treated the expansion of current as limited to the plane of the
surface. We may extend the model to 3D by expanding the current density a(r, t) over















the introduction of the 1/r2 term makes the fit worse, as shown by the green line in
figure 10-3.
10.3.3 2D diffusive transport
2D diffusion is illustrated in figure 10-3Aiii. As shown step-by-step in appendix A.9,
the normalised analytical solution for 2D diffusion from an instantaneous point source
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where D is the diffusion constant. The hot electron lifetime is typically on the order of
a 100 fs.187 Using Maple to find the time integrated charge per unit area:
∫ ∞
t=0


























whereK0 is themodifiedBessel function of the second kind. We canuse this expression













The length scale of the nonlocal effect in this diffusion model is
√
Dτ. The prefactor,
σk/2piD, can be loosely interpreted as the probability of displacement per electron.
The blue line in figure 10-3B shows a fit of this model to raw data. There is excellent
agreement across most of the x-axis. This model still predicts total displacement at
r = 0, however the curve tracks the raw data to smaller values, falling off around
r = 5 nm in this case. The 2D diffusion model aligns with data the best out of all
the models we have tried, at various injection voltages / currents. Because of this,
2D diffusion will be adopted to characterise all radial distribution curves from this
point onwards. A discussion of the physical significance of 2D diffusive transport is in
§ 10.10.
10.4 Suppression region I
The near-tip region (around r 6 5 nm) for the radial distribution has a much lower
manipulation yield than any model predicts. If included in our fits it skews the length
scale to larger values to drawaflatter curve. The origin of the suppression in nonlocally-
activated displacement is probably a secondary, short ranged effect. Beyond the range
of this secondary effect, the transport model fits excellently. When fitting, we isolate
the “suppression region” from the fits in order to isolate the electron transport from
the unknown effect.
The method for this is shown in figure 10-4A. To systematically exclude points
in an unbiased fashion, outliers were not chosen by eye, but algorithmically. Fits to
N(r)/N0(r) were made with incrementally increasing start points. In this way we
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Fit starts at Λ









Figure 10-4: A. Calculating the position of the suppression region. Fits with progressively
larger starting points are made, and the resulting length scale to the fit (blue) and R2 error
(green) are shown. The length scale decreases and R2 increases as the start point moves out as
the region of the curve that disagrees with the model is filtered out. The location of the Λ, the
suppression region, lies in the point where R2 is maximised and the length scale plateaus. B.
Fitting to 4× 2.9 V, 200 pA, 15 s nonlocal injection experiments for toluene. The red line fits to
all points and the green line fit begins at Λ (4.5 nm).
can exclude the data within the suppression region from the fit entirely. When fit-
ting within the suppression region, the length scale of the fit is inflated (blue line). Fits
beginning beyond the length scale of the current transport also have inflated length
scales as the curve is mostly flat. In between, the length scale plateaus. This plateau
corresponds with a maxima in the R2 for the fit (green line). The edge of the suppres-
sion region,Λ, is at this point (grey region in the figure). The green line in figure 10-4B
begins at Λ and tracks the remainder of the raw data much closer.
A discussion of the possible origins of the short-range suppression in nonlocally-
activated displacement, including the size of Λ, can be found in §10.11.
10.5 Current dependence of nonlocal effect
The initial publication of the nonlocal effect25 proposed two thresholds to nonlocal
desorption, one at +2.1 V pulse bias where the effect turns on, and another at +2.7 V
where the desorption probability increases significantly. The publication proposed
that these voltages coincided with surface states of the clean surface.
For atomic resolution the tip needs a stable ‘microtip’ around 5 nm in size,45,188
however the radius of curvature of the supportingmacroscopic structure ismuch larger,
typically 20 − 50 nm in size.189 Therefore it is not at all unreasonable to expect the
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effect to be tip induced, either by the electric field174 or field-emitted electrons from
other protrusions in the tip.190 These should be ruled out as the cause before delving
into a full transport investigation. To determine a hot electron current-driven effect, a
statistical experiment akin to that of Maksymovych et al.61 was carried out.
10.5.1 Experimental method
Clean Si(111)-7× 7 was generated by the procedure described in § 4.2.2. Gaseous ben-
zene was adsorbed to the surface (§ 4.4.1) to a coverge of 2-3 molecules per unit cell. To
determine the current dependence at several points, before-during-after experiments
(see fig. 10-1, p. 125 or fig. 4-12, p. 54) were then carried out at 3 different bias voltages:
(i) +2.0, (ii) 2.4, & (iii) 3.0 V. These values were selected as they lay (i) below the non-
local threshold, (ii) above the 2.0 V nonlocal threshold, (iii) above the 2.7 V ‘second’
threshold. The injection adatom site was randomly selected for each experiment. For
each voltage, four different injection currents were selected in the range 200-1000 pA.
3 additional currents were later selected for 2.4 V as the initial results were unclear for
that voltage. Each experiment was repeated 4 times (75 injections total). The injection
time was tuned for each current to keep It/e, the number of electrons injected, con-
stant. The value of It for each injectionwasmaximised to ensure the largest desorption
possible while still keeping the entirety of the displacement (more or less) contained
within the scan area. This improved the statistics of the lower voltages where less be-
haviour is observed. As the current should be kept < 1000 pA to avoid a tip crash or
large amounts of feedback noise, for the 2.0 V injections this meant long injection times
were required to see any displacement at all. The pulse time was kept below 45 s for
all experiments to minimise thermal drift during the pulse.
10.5.2 Discussion
As the pulse time here is much longer than a typical injection experiment, it neces-
sary to reduce the x/y drift to < .02 nms−1 to prevent the adatom injection site from
changing mid-pulse. Otherwise the outcome could reflect 2 different injections, into
2 distinct electronic states. This experiment was done with the RHK controller and
the feature-locking software was used for this. Figure 10-5A shows a cropped during
image where a pulse of 41.7 s duration was applied at X, in the middle of the scan line
highlighted in red. There is therefore a considerable delay between the lines above and
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Injection line
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A
B
Figure 10-5: A. Cropped during image for a long nonlocal injection (2.0 V, 500 pA, 41.7 s)
at X. Note there is no interruption to the symmetry of the surface net across the injection line
(dashed red). Blue line: length of 3 unit cells that straddle the injection line, with the corner
holes highlighted by i-iv. B. Height profile of the line in A. Points i-iv: the corner holes are a
recurring topographic feature at height∼ 30 pm. Each corner hole is 4.65 nm apart, proving no
appreciable drift occurred during the 41.7 s pulse. Otherwise the distance between ii-iiiwould
be larger/smaller.
below this point. However, the surface symmetry (highlighted) is not broken across
the line. Close examination of the distance between recurring corner holes in figure
10-5B shows the CH-CH distance of 4.65 nm is unchanged. Therefore drift does not
appreciably change the injection site during the pulse. z-drift may still be present,
however as we inject with the feedback on, the current would be unaffected.
The STM topographs in figure 10-6A-C show the outcome of nonlocal injections
at each voltage. The red dots indicate those sites which had molecules prior to the
pulse. For each voltage, a corresponding plot of N(r)/N0(r) (thermally corrected) for
the average of 4 experiments is shown. The inset to to the plots shows the histogram
of y-positions for the displaced molecules, with y = 0 being the injection site. For
the 2.0 V injection, outside of the immediate vicinity of the injection site, displace-
ment is more or less uniform. The thermally corrected radial distribution reveals little
to no electronically-driven displacement. This is to be expected as 2.0 V is below the
135
Part III | Nonlocal manipulation of molecules on Si(111)-7×7








 3.2 V, 400 pA, 5.3 s
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Figure 10-6: The outcome of nonlocal injections at the 3 different voltages, A. 2.0 V, B. 2.4 V,
C. 3.2 V. Left column: 60 × 60 nm after images, pulse location denoted X. Molecules displaced
between before-after are highlighted in red. Right column: the mean N(r)/N0(r) for 4 exper-
iments per voltage. Note the considerably larger It/e for the lower voltage experiments. Red
lines: fits to the 2D diffusive model. Insets: Histogram of y positions of displaced molecules in
the images (y = 0 being the pulse location).
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threshold for nonlocal chlorobenzene displacement. At 2.4 and 3.2 V, the radial dis-
tribution reveals more long ranged behaviour, centred around the injection site. The
spread of displaced benzene at 3.2 V is so large that a 400 pA, 5.3 s pulse displaces
molecules at the extrema of the scan area.




where Nr(r) is the number of molecules remaining at an annulus distance r from the
injection site, and k encompasses several constants to represent the probability per unit















the annular displacement probability per unit time at r, where t is the total pulse time.
This approach was adopted in61 to find the nonlocal dissociation rate of CH3SSCH3
on Au(111). If the electron incident at the molecule has an energy in excess of the dis-
placement energy barrier, displacement can occur by a single excitation (i.e. with a
single electron). A single electron process would dominate over multiple-step reac-
tions provided the rate of vibrational relaxation is greater than the electron tunnelling
rate (I).46,169 This would lead to a linear increase in the rate kwith the incident current,
k ∝ I.
If the incident electron has insufficient energy to surmount the barrier, several ex-
citations are required to promote the molecule to a higher quantum state of the vi-
brational mode before finally overcoming the barrier. Again, as the relaxation rate is
usually very fast, the reaction involving the least amount of electrons possible would
dominate. The rate for a several-electron process follows k ∝ Ig where g is the or-
der of reaction in electrons.46,61,169,175,185,191–194 Therefore, the reaction rate for a given









Assuming g is independent of r, we can considerably improve statistics and integrate
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No thermal correction Thermal correction
Figure 10-7: Log-log plots of the scaling of nonlocal displacement with current A. without
and B. with thermal corrections; for 2.0 V (red), 2.4 V (purple) and 3.2 V (blue). Lines are linear
fits to the data. The slope indicates the order of reaction in electrons. The change from a g ≈ 2
to ≈ 1 beyond 2.0 V indicates the transition from a 2 to a 1 electron process.












where Ω is the weighted sum of k(r). Figure 10-7 shows log-log plots of the above
equation for all voltages and currents examined, with (A) and without (B) thermal
corrections applied to the data. At a given current, the points for injections at 2.0 V lie
bexlow those at 2.4 V, which in turn lie below the data for 3.2 V. This a consequence of
the significantly greater reaction yield at higher bias.
Power lawfits to the raw (not thermally corrected) data in figure 10-7A reveal the or-
der of reaction g changeswith voltage. For 2.0 V: g = −0.7± 0.7; 2.4 V: g = 1.16± 0.23;
3.2 V: g = 1.0 ± 0.2. Figure 10-7B shows a plot of the thermally corrected data, with
the orders of reaction: 2.0 V: g = 1.7± 0.7; 2.4 V: g = 1.18± 0.24; 3.2 V: g = 1.0 ± 0.2.
For 2.4 & 3.2 V, g is mostly unchanged by the corrections, as the injection times are
short and a significant quantity of molecules are displaced by the charge injections. A
value of g close to unity is indicative of a single-hot-electron process. For 2.0 V, the
long pulse time results in a long delay between images, and the thermally corrected
data is suggestive of a 2 electron process.
There is apparently a transition from a 2 to a 1 electron process between 2.0 and
2.4 V. We know from previous chapters that the binding energy of benzene to the
surface is ∼ 1 eV. Therefore at 2.0 V, a single electron should have surplus energy
to drive displacement. However the nonlocal mode relies on an additional transport
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mechanism via the surface states that must be inaccessible at 2.0 V, as indicated by the
extremely small reaction yield. It is possible that the non-thermal displacement ob-
served at this bias is the result of the strong electric field underneath the tip, which can
induce displacement over a small area.195 Given the long injection times (and therefore
field exposure time) this is not an unreasonable expectation. At higher currents the tip
is in closer proximity and therefore the field is enhanced. Additionally, the thermal
correction procedure may have a small systematic error that is compounded at very
long injection times, as for the 2.0 V data. As very little electronic promotion occurs
at 2.0 V, any small inaccuracies in the thermal corrections would have a larger propor-
tional effect on the statistics. The value of g for the 2.0 V data is therefore very sensitive
to the thermal corrections. Over or under-corrections in N/N0 would increase or de-
crease g, respectively. Given the much large error margin for the corrected data, a
1-electron process is also feasible, and we should not rush to point to a second mecha-
nism at lower voltages. Further experiments to improve statistics would shed light on
this issue.
10.5.3 Conclusions
Assuming the previously published threshold for nonlocal displacement of chloroben-
zene holds for benzene, we have found that above the threshold voltage, displacement
is driven by a single electron process. Applying thermal corrections to the data for
injections below the threshold, there is a possible crossover from a one-electron to
two-electron displacement. However, this could well be the result of noise and not
an actual real electron effect. Across the 2.7 V ‘second threshold’, displacement is still
a 1 electron process. This indicates that the nonlocal effect is driven by hot electron cur-
rent rather than, say, an electric field effect. In light of these findings, for experiments
above the first threshold we can maximise the injection current to achieve the greatest
amount of desorption possible, as the desorption yield scales linearly. Therefore we
can normalise results taken at several injection currents/time by the total number of

















Some experiments at a given voltage have been done for different values of ninj (for in-
stance, the data in this section). As nonlocal manipulation is a single electron process,
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normalising the data in this fashion will result in the curves overlapping. Therefore
radial distribution curves from here onwards will be presented in the form of the LHS
of the above equation.
10.6 Coverage dependence of nonlocal effect
The presence of adsorbates will inevitably change the surface electronic structure. For
example in the saturation of the Si-adatom dangling bond upon chemisorption of a
benzene. It is therefore important to understand whether the nonlocal effect is altered
by different coverages. This section will reveal that for coverages from 2-5 molecules
per unit cell, the length scale and prefactor of the nonlocal effect is unchanged.
10.6.1 Experimental method
The surface was prepared as explained previously and nonlocal manipulation exper-
iments at 2.7 V were carried out for pulse parameters 100 or 200 pA, 10 or 15s at 4
different coverages, 1.3, 1.8, 3.8 and 5 molecules per unit cell (θ = 0.22, 0.3, 0.63, 0.83).
4-5 experiments were carried out for each coverage. To promote more displacement,
the pulse parameterswhere changedmid-experiment to introducemore electrons dur-
ing the pulse. This involved raising the current from 100 to 200 pA and the pulse time
from 10 to 15 s. Therefore the radial distribution curves are presented in the normalised
format given in equation 10.27.
10.6.2 Results and discussion
Figure 10-8 shows STM topographs of the aftermath of nonlocal injection experiments
at increasing coverage. The red dots in the image highlight sites which had molecules
prior to injection. The radial distribution curves correspond to an average of 4 exper-
iments at the same coverage. 2D diffusive fits are shown for each curve. The diffu-
sive length scale of for each fit is shown in the inset to the figure.
√
Dτ is constant
(≈ 6.5 nm) within error across the coverage range. Therefore the presence of adsor-
bates up to near-saturation coverage does not appreciably impede electron transport.
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Figure 10-8: Coverage dependence of nonlocal manipulation. Left column: 60 nm2, 100 pA,
1 V images taken after a nonlocal pulse at coverage A. 1.3 mol/cell, B.. 1.8 mol/cell, C. 3.87
mol/cell and D. 5 mol/cell. Red circles denote molecules present before the pulse occurred.
Right column: corresponding radial distribution curves, normalised by the number of electrons.
Red lines are fits to diffusive transport model. Shaded areas: suppression region, excluded from
fits. Inset: The fitted scale
√
Dτ ≈ 6.5 nm across the coverage range.
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3.3 V, 200 pA, 15s
2.9 V, 200 pA, 15s
A B
Figure 10-9: A. Cropped region of STM image taken after a 2.9 V, 200 pA, 15 s injection. φ is
the angle swept around the corner hole nearest to the injection site. φ = 0 along the unit cell
vector as shown. B. The angular dependence of the sum of fraction desorbed, ∑N(r)/N0(r),
for the total radial distribution for a 2.9 V pulse (10 ◦ bins, centred around φ, blue points) and
a 3.3 V pulse (5 ◦ bins, green points).
10.6.3 Conclusions
The length scale’s lack of coverage dependence implies that the electronic surface state
responsible for electron transport is unperturbed by the presence of adsorbates be-
tween 2-5 molecules PUC. This implies that conduction may not occur through the
adatom dangling bonds or the rest atom dangling bonds, as these are saturated upon
adsorption. It is useful to note that this means we may cover the surface completely
for injection experiments to improve statistics.
10.7 Angular dependence of nonlocal effect
Until now, the radial distribution curves presented have been the result of a circu-
lar average around the injection site. A circular average would obscure details of the
transport mode if it is anisotropic. To address this, the before/after data was binned
in both r and φ to incorporate any possible angular dependence. As the injection site
is not consistent between experiments, r = 0 is redefined for this section only as the
location of the nearest corner hole. This is illustrated in figure 10-9A. While this is
an admittedly crude approximation, adatom-site specific control over the injection site
was beyond our experimental control at this stage of the project. Figure 10-9B quanti-
fies desorption as a function of angle by showing the total integrated desorption from
r = 0→ 30 nm, ∑r N(r)/N0(r) within each angular bin. Each bin is 10◦, centred on φ
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Figure 10-10: Red points: the diffusive length scale,
√
Dτ, for the radial distribution when the
data is split into 10◦ angular bins, from −5◦ to +5◦. (10 injections per voltage) swept around
the corner hole nearest to the injection site. Grey lines: the length scale for the same data but
circularly averaged.
(i.e., between −5◦ to +5◦). Data is shown for injections at 2.9 V (blue points) and 3.3 V
(green points). The solid lines on the figure show the average ∑r N(r)/N0(r) for each
voltage. There is no significant fluctuation in the total desorption yield with angle.
The majority of desorption occurs close to the injection site in the < 15 nm range,
so it is possible that any change in the electron transport with φ cannot be seen in
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figure 10-9B. A better approach is to split the radial distribution curve up into angu-
lar bins and fit each curve to the diffusive model. The radial dependence of the length
scale,
√
Dτ, would reveal any anisotropy in the electron transport from tip tomolecule.
Figure 10-10 shows the angular dependence
√
Dτ for 6 voltages between 2.1 to 3.1 V.
Fits were made to the average radial distribution curve from nonlocal injection exper-
iments (10 per voltage). Fits to the split-angular data were made by the automatic
protocol explained in §10.4. The grey lines in the figure show the circularly averaged
length scale for each voltage. There is no appreciable change in
√
Dτ with φ across the
whole voltage range.
The fact that nonlocal manipulation is isotropic means that the mode of charge
transport from tip to molecule is not sensitive to the geometry of the surface (the sur-
face is not circularly symmetric). This finding aligns with the expectations for diffu-
sive transport composed of many 2D random walk steps, which, on average, would
be isotropic. Additionally, if a tip-field interaction lead to the observed desorption,
there would probably be some dependence on the tip geometry which would almost
certainly not be circularly symmetric around the tip apex. These findings go further to
rule out the role of the electric field in nonlocal desorption.
10.8 Voltage dependence of nonlocal effect
From the 2010 publication,25 we know that nonlocal desorption becomes readily ap-
parent when injecting above+2.1 V. Electronswith energy in excess of 2.1 eV are there-
fore necessary to induce desorption. However, we know from chapter 6 that the en-
ergy barrier to chlorobenzene desorption is approximately 1.4 eV. We found that even
with long pulse times at high current, injecting within the range 1.4− 2.0 eV cannot
stimulate desorption outside the localised influence of the tunnel junction. Therefore
the onset of nonlocal behaviour must be a surface property. Studying the pulse bias
dependence of nonlocal manipulation would therefore reveal details of the electronic
properties of the surface.
10.8.1 Experimental method
Nonlocal injections were conducted for voltages in the range 1.9− 3.3 V (0.2 V incre-
ments) for Si(111)-7× 7 exposed to a benzene, toluene, or chlorobenzene to a coverages
in the range 2-5 molecules per unit cell. This voltage range was chosen as it straddles
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Figure 10-11: Voltage dependence of nonlocal manipulation. Left column: STM images taken
followingA. 2.1V,B. 2.7V, andC. 3.3Vpulses at X. Red circles denotemolecules that displaced
between the before / after image. Right column: Average normalised radial distribution curve
from 15 separate experiments per voltage. The red lines are fits to the 2D diffusionmodel. Grey
regions denote the suppression region. Points in the suppression region are not included in
the fit.
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the previously published 2.1 and 2.7 V thresholds. Initially, 10 experiments were con-
ducted for each voltage, pulsing at 100 pA for 10 s. A second dataset was later taken
with the injection currents and times varied between 100-600 pA and 5− 45 s, tuned for
each voltage in effort to promote as much desorption as possible while containing the
entirety of the radial decay within the scan area. The in-house analysis suite was used
to find the molecules before / after injection and correlate their positions relative to
the injection site. The resulting radial distribution for each experiment were combined
after normalising the points by the number of electrons injected.
The raw data for chlorobenzene was acquired at the University of Birmingham by
Dr. Peter Sloan during his time there. It was analysed by me as above.
10.8.2 Results and discussion
The left column in figure 10-11 shows the aftermath of nonlocal injections of toluene
at 100 pA, 10 s, at X, with bias (A) 2.1 V, (B) 2.7 V and (C) 3.3 V. Again, the red dots
denote molecules that left the surface or moved between the before and after images.
The right column shows the corresponding normalised radial distribution of desorbed
molecules for 15 experiments. Injecting at progressively higher bias clearly yieldsmore
desorption. Fits to the 2D diffusive model are shown by the red lines. Again, the
fits were made using the automatic fitting algorithm that searches over progressively
larger start points to find the best fit possible. There is excellent agreement between the
raw data and the model for the points outside the suppression region (shaded area).
The size of the suppression region appears to grow with the injection bias, increasing
to 7 nm for 3.3 V injections. This will be discussed in greater depth in § 10.11. The
two parameters to the fit, the length scale and prefactor, tell us different things about
nonlocal desorption. The length scale is clearly related to the electron transport from
tip to molecule, whereas the prefactor is more related to the overall desorption yield,
and can be interpreted as the probability (per electron) of a molecule undergoing des-
orption. Therefore one parameter describes electron transport, and the other describes
the desorption. They will be discussed in order.
The length scale
Figure 10-12 shows the diffusive length scale,
√
Dτ across the voltage range studied,
for all 3 molecules. First of all, the 3 molecules show very similar voltage dependent
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Figure 10-12: The change of the nonlocal displacement length scale,
√
Dτ, with injection bias
and molecule. All 3 molecules exhibit the same threshold at 2.1 V. Irrespective of molecule,
increasing the bias up to 2.1-2.8 V results in only a small increase in
√
Dτ (shaded region).
Increasing the bias further increases
√
Dτ. Black line: 2-pointmoving average of all 3molecules.
behaviour. The 2.1 V threshold is independent of the molecule. For toluene, the radial
distribution curves had no signature decay below 2.1 V. Benzene, however, yielded an
extremely small amount of desorption for 1.9 V, over a small region. The increase in√
Dτ from 1.9 to 2.1 V reaffirms the existence of the nonlocal threshold at this point.
Note the desorption at 1.9 V is over length scale smaller than a single unit cell.
Increasing the injection bias from 2.1 to 2.8 V results in little measurable increase
in
√
Dτ. Electrons tunneling into the surface within this energy range must therefore
undergo transport in the same manner. Regardless of the carrier’s energy at injection,
there must be some rapid convergence to the common value of 2.1 eV prior to trans-
port taking place. Therefore molecules undergoing a nonlocal desorption react with a
2.1 eV electron even if the pulse bias was higher. There is a known surface resonance
around 2.1 eV at the corner hole of the Si(111)-7× 7 unit cell,25 whichwe identify as the
nonlocal channel. Injections beyond 2.8 V see an increase in the length scale, imply-
ing electrons begin to channel through higher energy surface resonances with longer
lifetimes.
There is overlap in the length scale for the 3 different molecules overlap across
the voltage range, underlining the fact that
√
Dτ is controlled by the electron trans-
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Figure 10-13: A. The prefactor to fits to the 2D diffusive model, σκ/2piD, as a function of
injection bias for all 3 molecules. In the 2.1-2.5 V range the prefactor is more or less constant.
Beyond the 2.5 V threshold, the prefactor increases for eachmolecule before apparently flatten-
ing off. B.Heatmaps of the prefactor for each molecule, found from fits to N(r)/N0(r) curves
divided up according to the molecule binding site within the unit cell.
port, which would not change with adsorbate. The small discrepancies between the
benzene/toluene and chlorobenzene data may be related to the fact that different mi-
croscopes, samples, and tips were used. However, the change is minimal and the
qualitative form of the bias dependence is the same. A 2-point moving average of
all 3 molecules is included in fig. 10-12, highlighting the insensitivity to bias in the
2.1− 2.8 V range and the subsequent increase in √Dτ at higher voltages.
The prefactor
The corresponding prefactors to the fits, a combined σκ/2piD term, are shown in figure
10-13A. Similar to the length scale, between 2.1 & 2.7 V there is no increase in the pref-
actor outside the error range. This aligns with the previous explanation that within
this injection range, electrons are undergoing transport and ultimately inducing des-
orption in an identical fashion. A 2.1 eV hot electron propagating across the surface
has surplus energy to desorb any of themolecules (chapter 6). Therefore the prefactors
for benzene, toluene, and chlorobenzene overlap.
Beyond 2.8 V, the prefactor increases and levels off. This coincideswith the increase
in length scale. The levelling off implies there is a second threshold corresponding to
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a higher energy surface resonance around 2.8 V. Higher energy electrons scatter down
into this band and induce more plentiful desorption over a larger area. A third jump
is seen at 3.4 V for chlorobenzene (the only molecule studied at this bias), implying a
possible third state at this bias.
The heatmaps in figure 10-13B show the values of the prefactor for radial distri-
bution curves broken down by molecules attached to the different sites in the Si(111)-
7× 7 unit cell. Splitting the data apart in this fashion makes statistics less robust. To
improve the integrity of the fitting routine, fits were made by keeping the length scale
for each voltage the same as the all sites data (fig. 10-12). This way the only fitting
parameter was the prefactor. We then assume the transport mode is unaffected by
the adatom site from which the molecule detaches. The heatmaps in the figure reveal
that, much like the thermal transport barriers, there are differences in activity within
the unit cell. For benzene and chlorobenzene, the prefactors for FC/FM sites are more
or less the same, with reduced activity at the unfaulted half, particularly UC. Much
like the thermal rates, toluene shows less of a difference in prefactor between the un-
faulted and faulted halves. In general, molecules at middle sites are more likely to
desorb than those at corners. This is in part reflected in the differing thermal displace-
ment rates across the unit cell, however this may not be the whole story as if changes
in thermal barriers could produce such a striking difference, it would be reflected in
the comparison between the molecules in figure 10-13. We will briefly return to this
point in §10.10.
10.9 Temperature dependence of nonlocal effect
Key to our understanding of the transport mode is the temperature dependence of the
effect.
Raw data in the following section was taken at the University of Birmingham by
Dr. Tianluo Pan (77− 293 K data) and Dr. Peter Sloan during his time there (4 K data).
The raw data was analysed by me with our in house analysis suite.
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10.9.1 Experimental
4 K data
Nonlocal injections of chlorobenzene on heavily doped p-type Si. Injectionsweremade
at+2.7 V, at various currents and times 10− 600 pA, with the total number of electrons
injected held constant. A typical injection lasted up to several minutes, in effort to
stimulate as much manipulation as possible.
77-293 K data
Nonlocal injections of chlorobenzene on p-type Si. Injections were at +2.7 V, 800 pA,
80 s.
The two datasetswere takenwith the samemicroscope, but over very different time
periods with different samples, doping levels, and tips. However, recall the previous
findings that the diffusive length scale showed similar values across different micro-
scopes, samples, and tips. This independence is reaffirmed here via a comparison be-
tween the previously shown length scale at 2.7 V and that found at room temperature
in the second dataset. Therefore it is reasonable to group the two above experiments
together for analysis.
10.9.2 Results and discussion
The STM topographs in figure 10-14A-D show the aftermath of electron injection into
the site labelled X with the tip and surface held at (A) 260 K, (B) 120 K, (C) 95 K and
(D) 5 K. White circles denote molecules that moved between before/after images, and
black circles highlight the remaining molecules. There is clearly a reduction in the
manipulation yield as the temperature drops. Figure 10-14E shows the corresponding
radial distributions, averaged over several experiments per temperature. Injecting at
colder temperatures clearly results in less desorption over a smaller area. The reduced
reaction at lower temperature effectively rules out the simple ballistic transport mech-
anism, as ballistic transport ought to show a growing length scale with temperature
due to reduced electron-phonon scattering.
The points in figure 10-15 show the length scale from the fits,
√
Dτ over all temper-
atures studied. Unfortunately, the diffusion constant D and hot electron lifetime τ are
entangled in the length scale. However, the Einstein relation for diffusive transport in
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Figure 10-14: The temperature dependence of the radial decay of nonlocal manipulation.
STM images (12 nm2, +1 V, 100 pA) of chlorobenzene on Si(111)-7 × 7 following a +2.7 V,
800 pA, 80 s (A-C) or +2.7 V, 100 pA, 160 s (D) charge injection at X, with the surface & tip at A.
260 K,B. 120 K,C. 95 K andD. 4 K. Black circles highlight molecules unmoved by the injection.
White circles denote sites of molecules displaced. E. Points: the radial distribution of displaced
molecules for the temperatures shown. Each decay curve is the average of several experiments.
Lines: fits to the 2D diffusion model.





where µ is the mobility and q the electron charge. Therefore, for diffusive transport of





green line in the figure shows a power law fit to the data, which shows remarkable
agreement with a temperature dependence of T0.5±0.1. This finding implies that the
electron is in thermal equilibrium with the surface, yet retains enough energy to over-
come the 1.4 eV energy barrier to desorption. The rapid convergence from the injected
energy to 2.1 V, as found by the voltage dependence, implies the electron equilibrates
with a high lying conduction band of the surface.
It isworth noting that the room temperature length scale for this dataset (11 ± 1nm)
differs from that found for the voltage dependence study at 2.8 V (8 nm). We attribute
this to differences in injection site. For the temperature dependence experiment, in-
jections were always made at corner holes, where the 2.7 V surface state is enhanced
(fig. 9-7c, p. 115). The voltage dependence experiments, in contrast, involved many
different injection sites. At 2.7 V we straddle the second threshold, and certain injec-
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Figure 10-15: Points: the nonlocal length scale
√
Dτ as a function of temperature for +2.7 V
injections for chlorobenzene on Si(111)-7× 7 . Dashed green line: power law fit ∝ T0.5±0.1. Solid
blue line: fit to data including lifetime attenuation by a 53 meV phonon.
tion sites will have more effective coupling into this state than others. The net result of
averaging over many injection sites would be to decrease the length scale compared to
the value for injections solely at corner holes.
10.10 Transport discussion
This section will interpret the findings of the previous two sections in effort to describe
the transport mode of nonlocal manipulation. To summarise the findings until now,
we know that we have an isotropic effect that is independent of surface coverage. The
length scale has a common value in the 2.1 to 2.8V injection range, and does not change
for experiments with different molecules. More desorption is observed at middle sites
than corners. Transport is not ballistic, as indicated by the decrease in length scale at
lower temperatures. Finally, as the carrier diffusion coefficient appears to be directly
proportional to temperature, it appears that the carrier is in thermal equilibrium with
the surface.
The length scale is directly related to themeans of electron transport. Therefore as it
does not change from 2.1 to 2.8 eV, the electron transport mode is the same. The energy
of the electron undergoing transport is then also the same, regardless of the injection
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Figure 10-16: Adapted from [4], results of 2PPE experiments on Si(111)-7× 7. A. 2PPE spectra
of Si(111)-7× 7, with peak B highlighted. B. Open and closed circles: temporal change of the
photoexcited population, determined by the changing photoemission intensity of peak B, IB.
Red curve (CCT): temporal change of the photoemission intensity of peak A, IA. The intensity
IA is symmetric around ∆t = 0, whereas IB shows a finite delay of the peak and a persistent
decay. This delay demonstrates that peak B from (A) is due to photoemission from a transient
population. Dashed line: best-fit calculated electron density at the surface for a diffusive model
with no decay channel. Light blue line: best-fit to diffusive model with a decay channel with
time constant τ = 180 fs and diffusion coefficient D = 18cm2s−1.
bias, as also indicated by the constant prefactor in this voltage range (fig. 10-13A). This
implies a rapid convergence of energy from the injection bias to 2.1 V before diffusive
transport takes place. Previous STS work undertaken by my supervisor revealed a
2.1 eV surface resonancewithin the Si(111)-7× 7unit cell, whichwe identify here as our
transport channel. The temperature dependence of the nonlocal length scale (fig. 10-
15) revealed remarkable agreementwith the Einstein relationD ∝ T, which implies the
electron is in thermal equilibriumwith the surface. Therefore in rapidly condensing to
the lowest common energy of 2.1 eV, the injected electron becomes equilibrated with
that band.
The electronic structure of Si(111)-7× 7 has been extensively researched by time-
resolved 2-photon-photoemission (2PPE).4–6 In 2PPE, an initial laser pulse excites sur-
face electrons within the surface and a second probe creates photoelectrons. The pho-
toemission spectra is shown in figure 10-16A. Note that the energy scale on the figure
is relative to the valence band maximum, whereas with STM injections we fill from
the Fermi level. To convert to our energy scale we subtract 0.24 eV, as explained in
paragraph 3, page 3 of Ref. [4]. For a range of initial pulse energies, a common photo-
electron energy of ∼ 1.94 eV was observed.4 This is peak B in the figure. Therefore,
akin to our experiment, regardless of the initial electron energy, there is rapid conver-
gence to an electronic resonance at ∼ 2 eV above the Fermi level. This agrees with
our energy threshold and we therefore conclude that we are measuring the same hot-
electron dynamics as 2PPE, but in real space, not time.
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Figure 10-17: From [6]: a. polarisation dependence of 2PPE spectra. Peak A shows no signifi-
cant polarisation dependence while peak B is very weak with s polarisation. Note the x axis is
the final photoelectron energy, not the intermediate energy which corresponds to the excited
state. The intermediate state of peaks A and B are at 3.45 and 1.94 eV. b. 2PPE transition for
peak B, with the surface electronic states represented as horizontal bars. Electrons are excited
from S3 to U2 before photoemission.
Peak B was also observed in an independent study by Shudo et al.,6 which looked
at the effect of different polarisations of incident light. Shudo also observed a higher
energy peak, A, around 3.45 eV, shown in figure 10-17a. Peak Awas present under both
s and p polarised light. Peak B was only produced under illumination by p polarised
light, i.e. when the electric field is normal to the surface. This implies photoelectrons
from peak B occupy an intermediate surface state, while photoelectrons from peak A
are from the bulk. An analysis of the 2PPE photon energy dependence of peak B found
the excited photoelectrons originate from an occupied state at −1.88 eV, then enter the
intermediate state at 1.94 eV. Peak B does not correspond to a bulk transition, as there
is no bulk band at 1.94 eV that can act as the intermediate state.
The occupied surface state S3, corresponding to the adatomback bonds, lies around
−1.6 to −1.9 eV from the Fermi level.96 The unoccupied back band state U2 has been
reported to lie around 1.6 – 1.9 eV.98,99 Therefore peak B corresponds to a surface exci-
tation of photoelectrons at the adatom back bond. This is illustrated in figure 10-17b.
The striking similarities in voltage implies that in our experiments, electrons travel the
surface via U2. Electrons with energies above 2.0 eV scatter down to the U2 state and
diffusively spread out across the surface, with some chance of inducing desorption.
The higher energy peak A may explain our increase in length scale / prefactor
between 2.8 – 3.4 V. As peak A is associatedwith bulk transitions, this may also explain
the nonlocalmode’s total insensitivity to grain boundaries and step edges for injections
at 3.3 V.196
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The temporal evolution of peak B4 is shown in figure 10-16B. The intensity peaks
after a finite delay, then decays. The decay of the 2PPE time signal of photoelectrons
from the common state was described by a diffusive process, shown by the blue line
in the figure. The lifetime of hot electrons within the band was determined to be
τ = 180 ± 20 fs. Hot electrons decayed into the conduction band minimum (ECB =
+0.5 eV relative to the Fermi level). We know that the desorption threshold for our
molecules is around 1.4 eV and therefore once decayed into the CBM, electrons can no
longer induce desorption. Therefore τ should be the same as the lifetime in ourmodel.
At room temperature, our length scale
√
Dτ = 11 ± 1 nm, thus we calculate a room
temperature diffusion coefficient of 7 ± 2 cm2s−1. This is very close to 18 cm2s−1, a
value derived from simulations of conduction band electrons at the Si surface.197
As the hot electron lifetime is hundreds of femtoseconds, and the mean time be-
tween electrons in our experiments = e/I ≈ 0.2 ns, there is only one electron propa-
gating across the crystal at a time. Therefore the injected hot electron does not equili-
brate with the surface to the 2 eV state via electron-electron scattering, and does so in-
stead via electron-phonon scattering. This typically takes tens of femtoseconds. Once
equilibriated, the electron undergoes subsequent phonon scattering with a lifetime of
180 fs, and eventually scatters to low lying states.4 The active current lifetime τ from
the decay term in our model is therefore directly related to the rate of electron-phonon
scattering, which for a given phononmode is proportional to 2n(T) + 1, where n(T) is
the Bose-Einstein distribution function. As previously discussed, the 2 eV resonance
state is located around the adatom back-bonds.5 Theory and raman spectroscopy of
the Si(111)-7× 7 surface has revealed the most predominant phonon mode at the back
bonds is at 53 meV (12.5 THz).198 The solid blue line in figure 10-15 shows a calculation
for the temperature dependence of
√
Dτ with lifetime τ = [2n(T) + 1]−1 and D = aT.
There is a close match to the experimental data. The lifetime only decreases by ∼ 25%
between 4− 293 K.
The 53 meV mode corresponds to the two halves of the unit cell vibrating out of
phase with one another, involving vibration of the adatoms, the back bonds and the
dimers.107 The middle adatoms vibrate at a larger amplitude than the corners in this
mode. This difference in amplitude may in part explain the enhanced desorption ob-
served at middle adatom sites in figure 10-13B.
155
Part III | Nonlocal manipulation of molecules on Si(111)-7×7





































Figure 10-18: A. The size of the suppression region as a function of injection bias (average
of experiments over all molecules). Blue sqaures: 100 pA, 10 s injections. Red circles: injections
at various currents. Some points overlap due to the coarse resolution in r. B. The tip height
change∆zduring injections for 2.0, 2.4, and 3.2V injections as a function of the injection current.
10.10.1 Summary
In summary, observations of the voltage and temperature dependence have lead us
to surmise the nonlocal effect between 2.1 to 2.8 V is driven by 2D diffusive transport
through a common state at 2 eV. Our results are in agreement with temporal 2PPE
studies of hot electron transfer. Excellent fitting of the length scale to the lifetime of a
53 meV electron-phonon scatteringmode implies that each diffusion ‘step’ is the result
of an electron-phonon scattering event. The 53 meV phonon mode is related to out of
phase oscillations of the faulted and unfaulted halves, with peak amplitude at the back-
bonds of middle adatoms. This aligns with the facts that the 2 eV surface resonance is
centred around the back bonds, and that molecules attached to middle adatoms tend
to desorb more readily during nonlocal manipulation.
10.11 Suppression region II
The near-tip region on the radial decay curves shows less desorption than expected by
the 2D diffusion model, or any model tested for that matter (fig. 10-3, p. 130). In the
original publication on the nonlocal effect,25 this ‘suppressed’ region (introduced in
§10.4) was treated as an artifact, since the statistics are less robust near the origin. Now,
after the acquisition of a considerable volume of data, the suppression region remains,
making it possible to examine it. The shaded regions in figure 10-11 (p. 145) show
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Figure 10-19: The calculated suppression region width as a function of bias for the benzene,
chlorobenzene and toluene. Note: chlorobenzene data taken by Dr. P A Sloan while at the
University of Birmingham.
that the suppression region grows with increasing injection bias. Indeed, plotting the
suppression region width Λ for all experiments finds a linear increase with bias from
4− 12 nm, as shown in figure 10-18A. The blue squares on the figure are for experi-
ments with 100 pA, 10 s injections (hence a constant number of electrons N = It/e).
The red circles on the figure are for different currents, with t adjusted to maintain con-
stant N. For each voltage, N was maximised in comparison to the blue points in order
to induce desorption over the entire scan area. The different points overlap indicating
the suppression is controlled by the bias and not the injection time or current. Addi-
tionally, the suppression appears isotropic (fig. 10-9, p. 142), and within experimental
error is the same for each adsorbate studied, as shown in figure 10-19. It is worth not-
ing that the benzene and toluene data in the figure was acquired with a different tip
(and in a different microscope entirely) than the chlorobenzene data. Therefore, the
size of the suppression region is apparently insensitive to the tip used, ruling out a
tip-molecule interaction, as the apex geometry will inevitably change between differ-
ent tips. The most obvious candidate for an isotropic, macroscopic effect that grows
with bias is the electric field between the tip and substrate.52,174
10.11.1 An electric field effect?
Often treated as a point charge, the tip is typically (relatively speaking) flat, with a
single atom protuberance acting as the source of tunnelling current. Although often
overlooked, the rest of the apex can still produce an electric field. While under passive
scanning conditions neither the current nor the field can induce manipulation,142 at
higher bias the field can act as the source of numerous effects, including manipulation
modes of its own.22,174,199 A tip-surface field in excess of 20 Vnm−1 can break Si-Si
bonds at the Si(111)-7× 7 surface.51,185 It is possible that the enhanced electric field
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during injection produces a secondary effect that manifests as the suppression region.
The electric field strength is higher at higher voltages, and hence an E-field effect
would be enhanced. This aligns with our findings in figure 10-18A. At higher injection
currents, the STM tip extends closer to the surface, increasing the field strength. There-
fore, for an E-field effect, wewould expect an increase inΛwith current. The points for
different currents on figure 10-18A overlap, in contradiction with this expectation. Al-
though, a plot of the tip height change, ∆z, during the ramp to pulse conditions (figure
10-18B) finds no significant changewith current (∼ 0.2 Ådifference from 0.2− 0.8 nA).
The small change in field strength across our current range may result in only imper-
ceptible changes inΛ, considering the relatively coarse 1 nm resolution in N(r)/N0(r).
The strong field beneath the tip has, in some instances, induced surface-plane ad-
tip migration of adsorbates, through perturbations in the potential landscape.55 Since
we cannot discriminate between individual molecules in before / after comparisons,
it is possible that molecules within the suppression region are no less likely to des-
orb, but are in fact replaced by molecules from outside diffusing into their place. This
would appear identical to a molecule not desorbing. However, a comparative study
of before/after images that tracked the positions of every molecule following injection
found that while diffusion does occur, it does not do so in any preferred direction.200
The E-field between the tip & surface has been observed to induce chemical reactions
during a high voltage pulse.174 There are examples in the literature of a strong enough
tip field shifting the electronic states of the adsorbate,201,202 or adsorbate vibrations
being dampened in the presence of the tip field.185 Either of these may be happening
here - the electronic states of the adsorbate may be shifted, effectively increasing the
energy barrier to desorption, or the vibrations of electronically excited molecules may
be dampened, hindering desorption. If either were the case, it stands to reason that
there exists an intense field within the suppression region, and Λ corresponds to the
point where the field becomes too weak to suppress the nonlocal manipulation. The
field strength at Λ, for all injections, no matter their voltage/current, should therefore
be constant.
To explore whether this is the case, we construct a simplified model of the tip and
surface during injection. Figure 10-20 shows a cartoon of the STM tip above the surface
before and during injection. The tip, radius of curvature R, is initially scanning at
height z0 above the surface. There is an enhanced electric field during injection due to
the increased tip bias. During injection, the tip height changes by ∆z. This change is
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Figure 10-20: A. Diagram of the STM tip, radius of curvature R, height z0 above the surface.
B. Tip during high voltage injection at new height z0 + ∆z, as the tip retracts in response to
the feedback loop. Up to the suppression region radius Λ, the field strength is above some
threshold value Lines are an illustration of the tip-surface electric field.
recorded for each experiment. Assuming an initial height z0 = 0.7 nm,202 a simulation
was written to calculate the E-field at the surface for each injection experiment. The




x2 + y2 + R2 − R+ z0 + ∆z (10.29)
where ζ is the surface of the tip. Each bias/current experimentwas simulated using the
measured values of ∆z. The radius of curvature Rwas assumed to be 45 nm, estimated
from TEM imagery. As the tip is circularly symmetric, the simulation was a 2D cross-
section over a 15× 15 nm cross section of surface with a resolution of 0.025 nm. From
initial conditions (biased tip, grounded sample) a MATLAB Jacobi iteration routine
found the potential landscape φ. The MATLAB command gradient was used to find
the corresponding electric field E = −∇φ. The simulation ran until the difference
between iterations was< 0.1%. The details of the simulation are provided in appendix
A.11.
All experimentswere recreated by the simplifiedMATLAB simulation. Themagni-
tude of the electric field atΛwas found. This is shownby the points in figure 10-21. The
field at Λ for smaller injection voltages is around 1 Vnm−1, which is strong enough to
desorb NO from Si(111)-7× 7,183 but too weak to create adatom vacancies.51,185 While
the field at a given point does intensify at higher bias, Λ increases greatly and so the
field at the edge of the suppression region drops with bias. This contradicts the expec-
tations of a constant ‘critical field’ for all voltages/currents. These findings imply the
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Figure 10-21: The numerically calculated electric field at the suppression region edge for all
experiments. Blue squares: 100 pA, 10 s. Red circles: various currents / times. Pink and green
points: For 3.3 V, 400 pA injections at a step edge, the E-field either side of the step. The key on
the right side of the figure illustrates the respective injection site (arrow) and region measured
(highlighted).
effect is not controlled by the electric field.
In addition to the data for the nonlocal injections from the previous sections, ad-
ditional simulations were ran for injections 3 nm away from a terrace in the surface.
Our colleagues at the University of Birmingham provided us with raw data, before /
after images of injections at the lower and upper side of a terrace, as shown in figure
10-22A-B. Following an injection, desorption is observed on both sides of the step, over
the same length scale. The electron parameters (voltage/current) typically cannot be
adjusted without also changing the electric field. The addition of a step changes the
electric field independently of the other parameters, given the change in z-height ei-
ther side of the step. To compare the suppression regions either side of the terrace,
the radial decay at the top and bottom were examined individually, as illustrated in
the right side of figure 10-22C. As the pink & green points in figure 10-22C show, Λ is
more or less unchanged compared to experiments on flat surface. This finding contra-
dicts the expectations for an electric field effect, which would be increased (decreased)
for the areas of surface closer to (further from) the tip during injection. The heatmaps
on figure 10-22D and E show the calculated E field for injections at the (D) top and (E)
bottom of a step. The location of Λ either side of the terrace is highlighted on the fig-
ure. The pink & green points on figure 10-21 show the calculated field strengths at Λ
160
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Figure 10-22: A (B). With credit to Dr. T. Pan from the University of Birmingham; STM
images taken before (after) a 3.3 V, 400 pA injection into the red dot, close to a step edge in
the surface. Desorption is visible either side of the step, over the same length scale. C. Left:
figure 10-18, with additional points (green / pink) that show the suppression region width
when injecting either side of a step. Note the green / pink points are both two experiments
that overlap due to the coarse resolution in r. Right: cartoons showing the area studied for
each point. Highlighted regions denote the side of the step examined (where applicable). D
(E).Heatmaps of the E-field for injections at the top (bottom) of a terrace. Pink / green points
highlight the corresponding edge of the suppression region.
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when injecting at the top or bottom of a step. When injecting at a step edge the field is
intensified at the same side of the terrace (green points) and weakened at the opposite
side (pink points), which does not manifest as a larger or smaller suppression region.
10.11.2 Conclusions & alternative explanations
A simplified model of the tip and surface during injection finds that while the electric
field is more intense at higher bias, the radius of the suppression region (Λ) grows
much faster. This results in the E-field at Λ decreasing at higher bias. Experiments
where injections were made near a step in the surface allow us to study the effects of
changing the electric field during the pulse while keeping the other parameters con-
stant. There was no appreciable change in Λ either side of the step, while the field
changed considerably.
It has been suggested by our colleagues203 that the suppression may be the result
of a tip interaction – molecules close to the injection site desorb but return to their
initial adsorption site after ‘bouncing off’ the tip apex. Given the independence of
the suppression region on a step, this is doubtable. In reality, the tip is not perfectly
conical in shape, and so any anisotropy in the effectwould suggest a tip effect. However
we have shown the effect is isotropic. As the effect is isotropic and independent of
steps, much like themode of nonlocal transport, a good explanation is the suppression
region is a manifestation of the transport from tip to molecule. It is possible that the
electron propagates across the surface while thermalising to the 2.1 eV electronic state.
While thermalising to its local minima it may be unable (or less likely) to couple to an
adsorbate, resulting in less desorption and hence a higher population over the small
area near the tip. This agrees with our findings of an enlarged effect with bias.
10.12 Chapter summary & conclusions
This chapter has presented an in-depth analysis of the nonlocal desorption effect ini-
tially discovered by my supervisor (§9.2). My supervisor’s initial publication, ref. [25],
described the effect as voltage and adsorption site dependent. Similar publications
released around the same time revealed nonlocal effects for other surface-molecule
systems, including many with the same surface. This implied a common transport
mechanism, which this chapter has explored. From the analysis of a large volume of
data, this chapter has confirmed the effect is driven by the injected carriers, molecule
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agnostic, and isotropic. A comparison of several different transport modes found best
agreementwith amodelwhere injected carriers undergo a randomwalk from injection
site to molecule. In depth analysis of the behaviour of the effect from 4 to 273 K found
scaling behaviour that agrees with our model. Inconsistencies between our model and
the data in close proximity to the injection site are seemingly not attributable to the
electric field between tip and surface.
The close agreement between the diffusive transport model, along with our find-
ings for the voltage dependence of the effect strongly suggest that the nonlocal mode
is the result of hot charge carriers condensing to a common state following injection.
From this point the carriers undergo diffusive charge transport before eventually un-
dergoing interband scattering. Therefore the act of a molecule undergoing desorption
is a real-space indicator of the path of a hot electron. We posit that we observe the same
effect in space (via STM imaging) as Ichibayashi et al.4 and Mauerer et al.5 observed
temporally with 2PPE. There is a discrepancy between our model and the data in close
proximity to the injection site - less desorption occurs than expected. The scaling of
the size of this ‘suppression region’ was compared to the scaling of the electric field,
by way of simulations of the tip above a flat slab surface. The electric field dies off over
a much shorter scale and so it seems likely that this discrepancy may in fact be related
the electron transport.
No appreciable nonlocal desorption was observed for voltage pulses below 2.1 V.
We know from chapter 6 that considerably less energy, around 1.3 eV, is necessary for
a molecule to leave the surface. This lead us to conclude that the 2.1 V threshold was
related to an electronic state of the surface. To properly disentangle the role of the
surface and molecule in nonlocal desorption, we lastly explore the effect of voltage




Local manipulation of toluene on
Si(111)-7×7
Scanning tunnelling microscopy has proved an effective tool for the manipula-tion of individual atoms and molecules.22,46,67,204 In addition to manipulation
modes that rely on the electric field between tip & surface,195,205 and the close proxim-
ity of the tip,47,49,206,207 manipulation via the direct injection of tunnelling current can
induce lateral19,21,169,208–210 or vertical9,19,208,211 bond-breaking (dissociation and des-
orption, respectively). The current can also induce reversible behaviour, fueling in-
terest in atomic scale switches:67 such as the reversible change of the conformation of
biphenyl on Si(100)2× 1,212 Si adatom hopping on Si(111)-7× 78 and the switching of
polychlorinated biphenyl on Si(111)-7× 7.213 Injecting precisely into a single molecule
while reading the tunnelling current (feedback off) or tip height (feedback on) of the
STM provides a precise measurement of the induced behaviour, revealing information
about themechanism of interaction between the charge injected and the subject atom /
molecule. However, if the timescale of the induced behaviour is too short compared to
the bandwidth of the STM current amplifier, it cannot be observed in this way.8,212 For
example, the interstitial kinetics of desorption are too fast to record with our 10 kHz
oscilloscope; desorption will is observed as a discontinuous change.169
This chapter presents the results of direct current injections into chemisorbed
toluene on Si(111)-7× 7 . We know from the previous chapter that injections in excess
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of 2.1 V will desorb molecules over several nonometres. However, as we now know
the binding energy of toluene is∼ 1.3 eV, it stands to reason that injecting at lower bias
may induce behaviour provided electrons have direct access to molecules. This chap-
ter will show that the enhanced stability of our STM allows for direct injections into a
molecule for up to 10 s. Injecting directly into a molecule in this fashion circumvents
the second step in nonlocal manipulation (electron transport across the surface). It will
be shown that desorption via direct injection has a lower ‘local’ threshold of 1.4 V. This
underlines the fact that the 2.1 V threshold is a surface property.
The content of this chapter is the result of the combined efforts of the author (Lab-
VIEWprogramming,MATLAB/LabVIEW integration, experiments, analysis), Kristina
R. Rusimova (experiments, analysis) and Dr. Peter A Sloan (LabVIEW programming).
11.1 Experimental method
The tip, sample and toluene gas were prepared as described before. The sample was
dosed to a coverage of approx. 2 molecules per unit cell. The injection experiments
were performed by the LabVIEW controlled Nanonis system, programmed to recog-
nise and subsequently inject into molecules on faultedmiddle (FM) adatom sites. Inte-
grated MATLAB routines determined the positions of all the adatoms and molecules
in an image, and selected molecules for injection. Excellent stability was ensured by
in-house feature tracking software to eliminate drift (§ 4.4.1) and feature locking cross
correlations to eliminate piezo creep. Once the tip reached its injection site, it was re-
tracted before ramping the voltage and setpoint to the desired parameters. The tip was
then released, feedback loop on, to inject. Once the pulse ran for the desired time, the
tipwas againwithdrawn to allow the voltage and setpoint to return to passive parame-
ters before resuming the scan. During a single-point injection the tip z-height, current
and voltage were recorded by an external oscilloscope at 10 kHz. Desorption events
were observed both by disappearing molecules following the injection, and by distinct
features in the current/z time-traces. The injection routine is explained in further de-
tail in § 4.4.3.
11.2 Results and discussion
Figure 11-1 shows the results of a single local injection experiment. Panel A shows a
2.5× 2.5nmscanwith amolecule attached to an FMsite at the centre. Halfway through
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Figure 11-1: A local manipulation experiment. A, B. 2.5× 2.5 nm, +1 V, 100 pA, STM im-
ages taken before (A) and after (B) a +1.6 V, 750 pA, 7 s charge injection at X. C. Time trace
of the change in tip height ∆z and tunnelling current I, during the charge injection. The dis-
continuous increase in ∆z and spike in I correspond to the molecule desorbing, confirmed by
its disappearance in (B). Inset: ‘during’ image for the experiment. Right half: taken before
injection, left half: taken after injection. Desorption reveals the adatom underneath.
a second scan of the same area (inset, panel C), the tip injected a +1.6 V, 750 pA, 10 s
pulse into the molecule before finishing the scan. The remaining half of the image
and a third scan (panel B) reveal the molecule (dark spot) was displaced, revealing the
bright adatom underneath. During the pulse the change in tip height, ∆z, and tun-
nelling current were recorded by a 10 kHz oscilloscope. The red line in figure 11-1C
shows a large spike in the tunnelling current mid-pulse, corresponding to a manipu-
lation event followed by a compensation by the feedback loop. This coincides with a
sudden retractive step in∆z (the blue line). This is due to the exitingmolecule uncover-
ing a bright Si adatom. Previous studies have revealed no current induced desorption
at+1 V,142 and significant desorption around+2 V.17,18 From the previous chapter, we
know that toluene has an approximate 1.3 eV barrier to thermal desorption. Presum-
ably injections at less than 1.3 V will have no effect, however injecting at higher bias
may not necessarily induce displacement as tunnelling depends on the available states
of the bound molecule. Here we wish to find the threshold to electron induced des-
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Figure 11-2: Histograms of the desorption time, as found from the height trace, for injection
voltages of 1.2, 1.4, 1.6 and 1.8 V. Red lines: exponential fits ∝ e−t/τ . Right: τ for each voltage.
orption as it reveals the position of the LUMO. Therefore we choose 4 biases to inject
at: +1.2, 1.4, 1.6 and 1.8 V. This range will straddle any possible thermal desorption
threshold. Injection into the molecule at 750 pA for 8− 10 s maximises the total num-
ber of tunnelling electrons without pulsing for so long that drift accumulates enough
for the tip to move away from the target molecule. From part II we know that toluene
is both more abundant and more easily displaced at FM binding sites. Therefore, we
only inject into FM molecules which should isolate this experiment from any possi-
ble change in the electronic states of the molecule between the different binding sites.
Over 170 desorption events were recorded per voltage. A MATLAB routine was writ-
ten to automatically determine the displacement time by recognising the point of the
discrete step in ∆z (arrow, figure 11-1C). These points were double checked by hand.
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= −ke · Ie · p(t) (11.1)
where ke is the probability per electron of inducing local displacement, I the pulse




−ke · Ie · t
]
. (11.2)
The lifetime of a molecule undergoing examination is then τ = e/Ike. Figure 11-2
shows histograms of the desorption time for each voltage studied. At higher bias, the
number of events becomes skewed towards shorter times as molecules are activated
faster. The red lines show an exponential fit, ∝ e−t/τ. The inset to the figure shows τ
for the four voltages, there is a sharp drop between 1.4 and 1.6V, implying the existence
of a 1.4 V threshold voltage to local activation.
Sincewemeasure the timedata for eachdesorption experiment (10 kHz resolution),
we do not have to limit the resolution of our data by binning the points together into
histograms. Instead, we can integrate together the entirety of the data (at each voltage)
into a population of molecules that decays over time. For several experiments, we
examine many molecules (N0) and aggregate their individual time traces to find the
time-dependent remaining population N(t), such that N(t)/N0 = p(t). Recasting this
in terms of the molecules displaced, G(t), rather than remaining:





−ke · Ie · t
)
(11.4)
Integrating the results together in time in this way allows us to look at the trend
over all experiments, rather than grouping them together in histograms. The points in
figure 11-3A show G(t)/N0, the normalised number of displacedmolecules, as a func-
tion of time. To make the graph easier to read, each point is the moving average of 8
experiments (binned by injection time). At increasing bias, molecules desorb quicker,
shown by a sharper increase in G(t)/N0. The lines in figure 11-3A are fits to equa-
tion 11.4 across all points. Figure 11-3B shows ke for the four voltages studied. When
169











































Figure 11-3: A. Results of local manipulation experiments from 1.2− 1.8 V. The normalised
number of displaced molecules G(t)/N0 is shown as a function of injection time. At lower
voltages, displacement is less likely and occurs later on in the pulse. Lines: fits to equation 11.4.
B. The corresponding probability per electron ke for each fit. The sharp increase at 1.4± 0.1 V
is the threshold to manipulation.
injecting at higher bias, the lifetime of a molecule decreases, corresponding to an in-
crease in ke. The sudden increase in ke across 1.4± 0.1 V is indicative of the threshold
voltage to electronically driven desorption.
At longer times, the data for 1.6 & 1.8 V does not fit well to equation 11.4. This may
be due a number of factors, such as the introduction of a second order process when
crossing the voltage threshold, or several competing effects. Another possibility is that
since defects in the surface are indistinguishable from molecules, some experiments
may involve injecting into non-reactive sites. We can try to isolate a single, fast, effect
by fitting to only a selected portion of the curve and cropping off longer times. If we
sort all the injection experiments in order of ascending displacement time, and take
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(11.5)




1− exp (−ke It/e)
1− exp (−ke Itx/e) . (11.6)
This effectively removes those molecules that do not react in according with the
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Figure 11-4: A. The local manipulation results, with fits to the data for 1.6 & 1.8 V truncated
as in equation 11.6. Capturing the fastest part of the exponential finds a good fit to the short
time scale region of the curve. Dashed line: cutoff to fit. Inset: finding the optimum point to
truncate the fit to the 1.6Vdata. Amaximum in R2 (green) and plateau in ke are simulatenously
found by an algorithm (dashed line shows optimum point at x = 107 displacement events).
B. The probability per electron ke for the fits in (A). The threshold to manipulation is found at
1.4± 0.1 V.
mechanism described by ke. Whether this is the contaminant population (= N0− x) or
local displacement caused by a secondary, slower mechanism, is unclear at this point.
Figure 11-4A shows G(t)/x for each bias. A MATLAB algorithm was written to fit the
raw data to equation 11.6 with increasing x until a plateau in the length scale ke and
peak in R2 are found simulatenously (inset to figure). Since the data for 1.2 and 1.4 V
fits well to equation 11.4 we do not need to truncate the fit and tx = 10 s, the maximum
injection time. For 1.6 V (1.8 V), truncating the fit to the first 107 (122) data points or
0.75 s (0.46 s) finds an excellent fit, shown by the orange (red) line in the figure. Given
the good fit to the 1.2 and 1.4 V data across the whole range, it is unlikely that there
is a significant influence from surface contamination in the 1.6 and 1.8 V data. Pulse
voltages were selected at random for similar regions of surface, thus the contamina-
tion population would remain constant across the board. It is therefore likely that a
secondary mechanism is involved. A later experiment performed by Kristina Rusi-
mova214 found that the ‘slow’ desorbing molecules were actually in a slightly different
binding configuration.
Figure 11-4B shows the probability per electron, ke for the best fits as a function of
voltage. There is a sharp increase across 1.4± 0.1 V that corresponds to the threshold
to electronic manipulation. Any electron with energy below this 1.4± 0.1 eV threshold
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will not induce desorption. This value agrees with scanning tunnelling spectroscopy
findings for toluene on FM sites214 which revealed a state around the threshold. How-
ever, it is important to note that the characteristic lifetime of a molecule (= e/Ike) dur-
ing a 1.2 V (1.4 V) injection is 2.90± 0.02 s (2.18± 0.01 s), much shorter than what we
would expect given our findings for thermal displacement (table 6-1, p. 75). Clearly
injecting below the threshold still activates displacement by some means. This may
be a consequence of the close proximity of the tip lowering the chemisorbed → ph-
ysisorbed barrier, enhancing thermal displacement. Similarly enhancedmigration has
been observed for GaP(110) vacancies,215 attributed to field-induced reduction of the
energy barrier. The physical presence of the tip may also play a role here.52
11.3 Conclusions
Through extremely stable and lownoise scanning tunnellingmicroscopywehaveman-
aged to access previously unseen electronic states of adsorbed toluene. By reading the
change in tip height during a current pulse directly into a single molecule, we observe
the time at which a molecule desorbs. From prior work, we know that with 1.4 eV
of thermal energy a molecule can desorb, however a direct injection of 1.4 ± 0.1 eV
can induce a faster electronic excitation. The rate of excitation below the threshold is
higher than expected for pure thermal displacement, which we attribute to a possible
electric field or tip effect. The 1.4± 0.1 eV threshold is well below the 2.1 eV threshold
for nonlocal manipulation, effectively disentangling the charge transfer & desorption
parts of the nonlocal mode.
Above the 1.4± 0.1 eV threshold, curves of the displaced population growth as a
function of time do not fit to a first order process across the whole time frame. Truncat-
ing the fit to shorter times finds the probability of the faster electronic effect. Further
examination of the behaviour above the threshold, such as the current dependence of




Conclusions & research outlook
Central to this thesis was the observation of adsorption and desorption of aro-matic molecules to and from the Si(111)-7× 7 surface.
In part II, we looked at thermally activated behaviour. Aromatic molecules appear
as dark spots on the surface and so we can track their position between images. Time-
lapse imagery at passive STM imaging parameters has allowed us to record the rates of
thermally activated displacement and desorption (chapter 6). Molecules retained their
position for much less time when at adsorption sites within the faulted half of unit
cell. We attribute these changes to differences in both the energy barrier to transport
and the Arrhenius prefactor. Molecular transport occurs via a short-lived precursor
that cannot be recorded with our room temperature microscope. However, a rigorous
statistical analysis revealed changes in the potential energy surface experienced by the
adsorbed molecule.
Similar time-lapse imaging of the surface during aromatic buildup showed the dif-
ferences in potential energy surface across the unit cell manifest as a change in the
sticking coefficient between the different adsorption sites (chapter 7). The complexity
of the precursor mediated adsorption process could not be satisfactorily described by
the Langmuir isotherm, but a more complex Monte-Carlo simulation accurately recre-
ated the raw data (chapter 8).
Aromaticmolecules can also be induced into desorption by IET,17,18,21 by direct cur-
rent injection. Previous studies used the ‘scanning method’ to induce
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manipulation – set the tunnel bias to a high value, complete an image to visit every
molecule in the scan area, then record an image at passive parameters to see which
molecules desorbed as a result of direct current injection. The reported threshold for
chlorobenzene desorption in this instance was around +2.5 V. A later study, Ref. [25],
found that the desorption process observed was actually nonlocally induced, electrons
travel several nanometres from the tunnel junction to a molecule. The precise injection
experiments described in chapter 11 targeted a single molecule at a time, and found
the real threshold to ‘local’ IET induced desorption is actually 1.4 V. Injecting above
+2.1 V at a single point induces desorption several nanometres away. By injecting at
a single point, rather than scanning, we can measure the distance an injected electron
travels before inducing nonlocal desorption. Chapter 10 presents a thorough study of
such nonlocal manipulation experiments. We take an image of a region of surface, in-
ject at a point, then take another image to compare and measure the outcome of the
injection. The effect has a threshold injection voltage of 2.1 V, belowwhich any desorp-
tion between the two images seems to just be thermally induced. The effect is a single
electron process. The effect is circularly symmetric, unlike the surface. Increasing the
injection bias beyond 2.1 V results in no change in the desorption effect up to 2.8 V,
where the desorption becomes more plentiful and over a larger radius. Molecules at
middle adsorption sites appear to desorb more readily than those at corners. A study
of the temperature dependence effect, from room temperature down to 4 K, finds the
length scale of the effect decreases with temperature in line with our expectations for
a phonon driven, diffusive process.
There is remarkable agreement between our results and 2 photon photoemission
(2PPE) studies of the surface, Ref. [4], that found a common electronic state at 2 eV
that decays by a diffusive process with a lifetime of 180 fs and diffusion coefficient of
10− 50 cm2s−1 (best fit 18 cm2s−1). While our findings have no temporal resolution,
applying the 180 fs lifetime to our data finds a diffusion coefficient of 7 ± 2 cm2s−1.
The data also tracks very closely to the expectations for the lifetime of a 53 meVphonon
mode that corresponds to the two halves of the unit cell, involving vibration of the
adatoms, back bonds and dimers, with the largest vibrations at themiddle adatoms.198
This aligns with our findings that molecules at middle sites desorb more readily. The
excellent agreement between a diffusive model (and the 2PPE findings) and our data
lead us to believe that the nonlocal mode is the result of an injected carrier exhibiting
a 2D random walk across the surface after equilibrating to a a 2 eV electronic state.
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Each ‘step’ in the randomwalk corresponds to an interaction between the electron and
the 53 meV phonon.
Looking forward, there are still unanswered questions regarding the nonlocalmode.
Furthermore, DFT calculations of the surface could reveal the transport pathway. The
origin of the suppressed region close to the injection site is still unknown (§ 10.11),
although the electric field seems to be ruled out. An interaction between the tip and
molecule is unlikely, given the isotropy of the suppression region, and the apparent
insensitivity between different tips. It is therefore likely that the suppressed region
is actually a product of the electron transport mechanism, like the remainder of the
radial decay curve. Therefore our transport model is incomplete. The suppression re-
gion grows uniformly with injection bias (fig. 10-22, p. 161), unlike the nonlocal length
scale. The length scale plataeus between 2.1− 2.8 V as the injected electrons thermalise
to a common 2 eV state. It is possible that the suppression region is a reflection of the
distance travelled by an electron before it joins the common state. Computational anal-
ysis could reveal whether this is the case.
To test our transport model, experiments for injections at negative bias have been
undertaken.214 These experiments will form a part of Kristina Rusimova’s thesis. In
short, the length scale for hole injections scales in a similar way, with a series of thresh-
olds andplateaus thatmatchwith the occupied states of the surface. Itwould beworth-
while to conduct experiments at different temperatures to see whether the effect scales










We can approximate the time required for monolayer growth of contamination on the
Si(111)-7× 7 surface by assuming a purely N2 environment that attaches to the surface
with sticking coefficient S = 1. If the are N molecules with average kinetic energy
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There are 9 dangling bonds per half cell with area (2.69nm2)
√
3
4 , so, plugging in the




3 · 28 · 1.66× 10−27 kg · 0.025 eV
1 atm · 3.13× 10−18 m3 (A.6)
= 2.1 ns. (A.7)
which is clearly too brief to conduct an experiment. Reducing the pressure to a vacuum
of 1× 10−10 Torr:
δt = 1.4 hours. (A.8)
which is enough time. In reality the sticking coefficient is much less than 1, as imping-
ing molecules do not always attach to the surface. Therefore the actual time available
to the experimentalist workingwithUHV ismuch longer. Usually a day or two ofwork
can be done before needing to reclean the sample.
A.2 Using titanium sublimation pumps
Continued from section 3.1. Refer to figure 3-1, page 26
A new layer of Titanium should be added every 1000 minutes at 10−11 Torr by flashing
Ti filaments via resistive heating. Valve V10 isolates the STM from the IP/TSP during
this flash to protect themicroscope from the pressure increase. Aswith V8 for the prep
chamber, V10 can be shut to let IP2 work a small volume without having to be vented.
Under normal operation IP2 and its TSP work together to maintain a base pressure
of 10−10 − 10−11 Torr, the lowest pressure achievable. The IP current acts a pressure
sensor, read off the IP controller (Gamma Vacuum MPC). An RS232 connection from
the controller allows the pressure to be logged on a computer in the lab.
A.3 Sample transfer
Continued from section 3.1.1. Refer to figure 3-1, page 26 and figure 3-2, page 28
Once fully mounted to an Omicron style sample tip/plate, the plate is placed into
the inline load lock. The load lock is vented to atmospheric pressure via vent valve
V9, with valve V6 shut (isolating the vacuum of the prep chamber from atmosphere).
The quick-access door of the load lock is opened and the plate can easily be locked in
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place (fig.3-2, step 1). The first and second pumping stages of the roughing and tur-
bomolecular pumps are then used to pump the load lock down to high vacuum levels
(valves V1 and V4 open), verified by gauge G2.
The load lock has a lowprofile enabling a fast pump-down speed and ahigh enough
vacuum is achievedwithin an hour. Valve V6 can then be opened, lowering the sample
down to where it can be grasped by the jaws of the transfer arm (step 2). The trans-
fer arm is then backed out so V6 can be reclosed - meaning the prep chamber is only
exposed to the higher pressures of the load lock for a brief time.
Inside the prep chamber, the heating stage is rotated by a handle to accept the sam-
ple (step 3). From here the sample can be cleaned (via heating) and dosed (via the gas
line).
Valve V9, normally shut to isolate the STM from the (comparitively) higher pres-
sures of the rest of the system, is opened to allow entry of the wobble stick manip-
ulator (step 4). The manipulator is controlled manually from outside vacuum, and
can be used to transfer samples/tips to the carousel for future use (not pictured), or
place them in the microscope bay (step 5). The wobble stick has an external frame that
mounts to the chamber to keep it safely in place when not in use.
The reverse applies for the extraction of samples fromUHV. The process of loading
a tip is the sample as for samples, with one key exception. Tips are mounted to a
tip holder (section 4.2.1), which must be placed in the STM. The holders are in turn
temporarily mounted to plates which facilitate transfer by transfer arm and wobble
stick. Once a tip plate reaches the carousel, the wobble stick must be used to (very
carefully) extract a tip holder and place it in the STM.Old tip holdersmust be extracted
by the reverse process.
A.4 Baking
Continued from section 3.2.2
The load lock quick-access door must be replaced as its Viton bonnet would be dam-
aged. Since the loadlock should still be baked, the door is replaced with a blank flange
with a copper gasket. Glass viewports and electrical feedthroughs are wrapped in alu-
minium foil to minimise heat loss. Swagelok valves have a plastic handle that must be
removed to avoid combustion. The glass test tubes are removed. The magnetic handle
of the transfer arm is removed to avoid depolarisation. The plastic-shielded stepper
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motors for the gas lines are removed, as are the cables connected to the STM and heat-
ing stage. The cables connected to the IPs and TSPs are bakeable and remain in place.
To avoid virtual leakage, where trapped pockets of gas slowly flow into the chamber
and elevate the base pressure, the tip is removed from the microscope and placed in
the carousel. Samples are removed from the STM, heating stage, or load lock as heating
their supporting springs at full extension would irreparably damage their flex. For the
same reason the STM stage is raised by the push-pull motion feedthrough and locked
in place, rather than kept resting on the springs.
A fan heater with ceramic element is installed on the chamber’s supporting frame.
Heating tapes are wrapped around the chamber covering as much of the frame as pos-
sible. The IPs have built in ceramic heaters capable of achieving 250◦ C. Additional
heating can be provided as-needed by ceramic heating elements mounted to upright
poles added to the frame. The poles support an insulating roof which suspends side
panels, which together form the baking tent. The underside of the chamber has a
panel underneath it to connect with the sides. The transfer arm and wobble stick are
wrapped in special shields with inlaid heating elements. The shields effectively trap
the heat generated during the bake. The heaters are plugged into a controlled three-
phase power supply. The turbomolecular pump must remain outside the baking tent
as its magnetic bearings could become depolarised at high temperatures. Awater sup-
ply cools the turbo pump throughout the bake.
A.5 Freeze-pump-thaw
Continued from section 4.2.3. Refer to figure 3-1, page 26
Firstly the roughing pump is switched on with V1 open to provide backing pressure
for the turbo pump, also on. V5 and either V11/V12, depending onwhich line is being
prepared, are open to evacuate the gas line. V15/V16 are initially closed isolating the
test tube.
Freeze
LN2 is used to freeze the liquid benzene, trapping dissolved contaminant gases.
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Pump
ValveV15/V16 is opened exposing the test tube to the turbo pump. Contaminant gases
in the headspace of the test tube are evacuated, noticed by an increase in pressure at
the Pirani gauge (G1).
Thaw
The valve is reclosed. Tepid water is used to thaw the frozen benzene. Contaminant
gases trapped in the ice will bubble off during the thaw into the headspace where they
will be pumped away during the next pump cycle.
This process is repeated at least 3 times, until no more bubbles are visible during
the thaw. Care must be taken to avoid exposing liquid benzene to the turbo pump for
too long as it can be easily dissolved at low pressure. V5 is closed, as are V11 and V12,
so there are 2 possible lines in the chamber full of gaseous benzene/toluene (between
V11-V14 and V12-V13).
A.6 Langmuir model of adsorption
Langmuir’s model explains adsorption in terms of the adsorbate’s partial pressure pA.
The adsorption reaction is described as
Ag + S
 Aad (A.9)
where Ag is the gas phase molecule, S the surface site and Ad the adsorbed complex.
If the rates of adsorption ra and desorption rd are given by
ra = kapA(1− θ) (A.10)
rd = kdθ (A.11)
where pA is the pressure, θ is the surface coverage and (1− θ) reflects the concentration
of available sites. In equilibrium the rates of adsorption and desorption are equal, i.e.
ra = rd. Rearranging yields:
kapA(1− θ) = kdθ (A.12)
kapA = (kapA + kd)θ (A.13)
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In chapter 7, the system is not in equilibrium as there is a net uptake of molecules on
the surface over time (the coverage increases). Over time, the rates will equalise as the
surface equilibrates with the headspace. Therefore the rates are initially not equal, and
inherit a time dependence through the changing coverage with time:
ra(t) = kapA (1− θ(t)) (A.17)
rd(t) = kdθ(t) (A.18)
and the net rate of change of coverage is then
dθ
dt
= ra − rd . (A.19)
Initially, θ(t = 0) = 0. To solve for θ(t), first rewrite eq. A.19:
dθ
dt
= kapA(1− θ)− kdθ (A.20)
= kapA − θ · (kapA + kd) (A.21)
During the dose, the pressure pA is kept constant by a feedback loop controlling the
stepper motor attached to the leak valve. Therefore pA is not time dependent. The
above can be simplified to
dθ
dt
= A− θB (A.22)
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where
A = kapA (A.23)
B = kapA + kd. (A.24)





























At t = 0, the coverage is zero as expected. At longer times, the coverage (at a given
pressure pA) exponentially approaches θeq, which is interpreted as the coverage at
equilibrium (i.e. ra = rd). Therefore in fitting to raw data, we can find the equilib-
rium coverage, and the characteristic time to reach that coverage. Note that θeq ≤ 1.
A.7 Thermal corrections: time delay per molecule
This section will show that in a before-during-after experiment, assuming zero drift,
the time between a molecule being resolved in the before and after images is the same
for a molecule at any point of the image. Therefore when adjusting for thermal effects
we can simply use the time delay between images without additional calculations.
Assume the scan area has height and width L, with ntot total scan lines in x and y.
The y position of amolecule on line np is then ym = (nm/ntot) · L. Similarly, the current
injection takes place at the y-position yinj = (ninj/ntot) · L. If the scanning speed in x (y)
is vx (vy), the time difference ∆tm for a molecule on row at position (xm, ym) between
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Mol. seen in before image
(A.29)
where tD and tB are the start times of the during and before images. The first term
in the above is the time at which the tip teaches the injection site at (xinj, yinj) in the
during image, and the second term is the time at which the tip reaches the molecule
at (xm, ym) in the before image. We can rewrite the above as











Similarly, the time delay between the end of the pulse and the molecule being resolved
























where the after scan begins at time tA. Again, this can be simplified to:













the total time delay, ∆t is then
∆t = ∆tm + ∆t′m = tA − tB (A.33)
which is independent of position.
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A.8 Overcorrection of data points





















 involved in ﬁt
The figure shows a histogram of the r-position of all points from every dataset that
were found to overcorrect due to the thermal correction. The shaded region shows the
region where curves are typically fitted - neglecting the suppression region (. 5 nm)
and our fixed cut off for points far away (> 30 nm). There are only 19 (out of 1900)
overcorrected points total within this region.
A.9 2D diffusion equation
The 2D diffusion equation deals with the statistical motion of randomly moving parti-
cles in a plane. Random meaning that the motion at a given point in time is unrelated
to future motion. Diffusive motion for an individual particle does not follow the diffu-
sion equation. However, the integrated motion of many identical particles exhibiting
random movements can be captured by the diffusion equation.
Firstly, let’s introduce the functionC(x, y, t) that describes the probability of finding
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D is the diffusion coefficient. We are going to solve this by using the Fourier Transform
(FT) to eliminate the spatial dependence. The FT of C is Cˆ. We can translate between
C & Cˆ by way of the FT/IFT:
Cˆ(kx, ky, t) =
∞∫∫
−∞
e−2ipi(kxx+kyy)C(x, y, t)dxdy (A.35)
C(x, y, t) =
∞∫∫
−∞
e2ipi(kxx+kyy)Cˆ(x, y, t)dkxdky (A.36)
Keeping in mind the rule for integrating by parts is
b∫
a




Knowing the above, we can tackle the x derivative in the diffusion equation:
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The same approach follows for the ∂2C/∂y2 derivative. So we may rewrite the 2D
diffusion equation as







+ D(2pi)2(k2x + k
2
y) · Cˆ = 0. (A.47)




where A is a constant of normalisation. Let’s recast the solution in terms of C, rather
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At this point, I am at the limits of my mathematical abilities, so I am not ashamed to
say I turned to Maple to find the solution








As C(x, y, t) is the concentration, the integral of C over all space should equal 1
∞∫∫
−∞
C(x, y, t)dxdy = 1 (A.51)











Note that D has the units [Length]2[time]−1.
A.10 Tip height change during the pulse
The RHK controller records the change in tip height z during the pulse, while the
voltage and current ramp to injection parameters. As the pulse bias is increased the
tip injects from a greater height.
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A.11 Jacobi iteration method
Gauss’s law states the total electrical flux through a closed surface is proportional to
the electric charged contained within the surface. This is expressed in integral form as
∮
A








where A is the surface area encapsulating volumeV, Q the net charge and ρ the charge
density. Recalling the divergence theorem for a surface integral of generic term F:
∫
V
∇ · FdV =
∮
A
F · dA (A.54)
applying the divergence theorem to A.53 finds
∇ · E = ρ
e0
. (A.55)
The electric field E is defined as the gradient of the electric potential, V:
E = −∇V (A.56)
inserting this into A.55 finds












Which is better known as Poisson’s equation. In §10.11, we find the potential landscape
between the tip and surface across a 2D plane. This was done by Jacobi’s method to
solve the Poisson equation. The systemwas described by a grid of points, initially con-
taining the potential of the biased tip and grounded surface. The system then evolved
to find the corresponding grid values within the matrix that satisfy Poisson’s euation.
The second order derivatives ∂2x and ∂2y of the potential can be expressed as, using the
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central difference method, as
∂2V
∂x2





≈ V(x, y+ h)− 2V(x, y) +V(x, y− h
h2
(A.60)
where h is the step length or resolution of the grid. Putting the above terms into A.58
finds the potential for a point at x, y to be
V(x, y) ≈ 1
4




or, in the context of matrix element i, j;
Vi,j ≈ 14
[






If the matrix of V is a solution to Poisson’s equation, the right and left sides of the
above would be equal. The Jacobi iteration approach is based off the claim that if you
take element i, j and set it to the right hand side of the above, you converge on the
correct solution. Programmatically we loop over the grid, recalculating the potential
at each grid point from . The program iterates each loop over the entire grid. Between
iterations, wemay compare the difference between each iteration and find the solution
converges. In §10.11, the iteration ceases when the difference between iterations is
< 0.1%. Example MATLAB code follows.
1 LIM =15; %Grid limits.
2 RES =.025; %Step size.
3 N=2*( LIM/RES) + 1;%N.O. points on grid.
4 tipBias = 2; %Potential of tip.
5 R = 45^2; %Tip radius of curvature.
6 HEIGHT = .7; %Height of tip above surface.
7
8 %Tip shape.
9 [x,y]= meshgrid (-1*LIM:RES:LIM);
10 z_tip=sqrt( x.^2 + y.^2 + R ) - sqrt(R) + HEIGHT;
11 %Set up potential grid.
12 VGRID = zeros ([N N]);
13 RHO = zeros([N N]);
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19 %Initialise the potential matrix.
20 for i = 1 : N
21 for j = 1 : N
22 if( z(j) < (z_tip(i,(N+1) /2)+HEIGHT) )
23 %If point is not inside the tip.
24 VGRID(i,j) = 0;
25 RHO(i,j) = 0;
26 else
27 %If inside the tip.
28 VGRID(i,j) = tipBias;
29 RHO(i,j) = 1; %Arbitrary





35 RHO = RHO / tipArea;
36 potentialGrid=V;
37 LAMBDA =.5; %Min diff between iterations.
38 delta =1e6; %Preset diff between iterations.
39 totIt = 500; %Max iterations.
40 it = 1; %Iteration.
41
42 while(delta > LAMBDA && it < totIt)
43 oldGrid=potentialGrid;
44 for i = 2 : size(potentialGrid ,1) - 1
45 for j = 2 : size(potentialGrid ,2) - 1
46 %Iterate
47 potentialGrid(i,j)=.25*( ...
48 oldGrid(i+1,j) + ...
49 oldGrid(i-1,j) + ...
50 oldGrid(i,j+1) + ...
51 oldGrid(i,j-1)) + RHO(i,j)*RES*RES;
52 % apply boundary conditions , grounded surface.
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53 potentialGrid (1,:) = 0;
54 %Sink boundaries at ends.
55 potentialGrid(end ,:) = oldGrid(end -1,:);
56 potentialGrid (:,end) = oldGrid(:,end -1);




61 delta = abs(oldGrid - potentialGrid);
62 end
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Abstract
We present a scanning tunnelling microscope study of site-specific thermal displacement
(desorption or diffusion) of benzene, toluene, and chlorobenzene molecules on the Si(1 1 1)-7×7
surface. Through time-lapse STM imaging and automated image analysis we probe both the
chemisorbed and the physisorbed states of these molecules. For the chemisorption to
physisorption transition there are distinct site-specific variations in the measured rates, however
their kinetic origin is ambiguous. There is also significant variation in the competing rates out of
the physisorbed state into chemisorption at the various surface sites, which we attribute to
differences in site-specific Arrhenius pre-factors. A prediction of the outcome of the competing
rates and pre-factors for benzene over three hours matches experiment.
Keywords: scanning tunnelling microscopy, Si(1 1 1)-7×7, benzene, toluene, chlorobenzene,
pre-cursor, chemisorption
(Some figures may appear in colour only in the online journal)
1. Introduction
Small organic molecules chemisorbed on a semiconductor
surface are predicted to form a possible route to a truly
molecular-scale nanotechnology [1–4]. Towards this aim
there has been a focus on using the tip of the scanning
tunnelling microscope (STM) to induce atomic and molecular
manipulation to build designer nano-structures with many
striking results [5–7]. Underpinning these works are the
ground-state properties of the target atoms and molecules.
To gain a full understanding of atomic and molecular
manipulation therefore requires knowledge of the underlying
ground-state properties of the target systems. Unless the
Content from this work may be used under the terms of
the Creative Commons Attribution 3.0 licence. Any further
distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.
molecule/surface system is essentially ideal, there will be
more than one possible binding site and binding configuration.
Therefore surface-science techniques that probe large areas are
inherently limited to averaging over all the possible binding
sites. To enable a true measurement of the properties of
a particular molecule/surface configuration requires atomic
resolution. The STM is therefore an ideal tool to not only
perform atomic manipulation but to probe the underlying
ground-state properties. Furthermore, accurate experimental
data on complex systems provides a challenging benchmark to
test theoretical models of the potential energy surface (PES)
[8–10].
In order to measure the ground-state properties there must
be some alteration of the molecule/surface system within the
time-scale of the measurement. For a thermally induced
process this is governed by the Arrhenius equation, R =
A exp(−E/kT ) where A is related to the properties of the
0953-8984/15/054003+07$33.00 1 © 2015 IOP Publishing Ltd Printed in the UK
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Figure 1. (a, b) 6 × 7 nm STM images recorded at +1 V (a) and −1 V (b), 100 pA. At negative bias, the faulted half (left triangle) is
brighter than the unfaulted (right triangle). Red circles: corner adatoms, adjacent to the dark corner hole. Blue circles: middle adatoms.
Crosses: rest atoms. (c)–(e) STM images (5.1 × 7.0 nm, +1 V, 100 pA) taken 3 min apart. One rhombohedral 7 × 7 unit cell with an initial
coverage of 4 toluene molecules is highlighted, (c). A toluene molecule replaces a bright adatom in STM, seen as a dark spot. The circled
molecule moves to a neighbouring adatom site (d) and desorbs (e).
transition state, E the energy barrier to the transition state,
k Boltzmann’s constant and T the temperature. If the STM tip
is located above a particular site and the tunnel current recorded
as a function of time, the STM can have a time resolution from
seconds down to µs [11]. However, the mere presence of the
STM tip can alter the thermally induced molecular dynamics.
For example, we have recently shown that the thermally
induced binding site switching of polychlorinatedbiphenyl
(PCB) on Si(1 1 1)-7×7 is subtly influenced by the presence
of the STM tip [12].
To reduce the possible influence of the STM tip here we use
time-lapse STM scanning. Unlike normal STM imaging where
images are taken one after another, here we introduce a sizeable
time delay between images. Sequential images are typically
taken over 12 min intervals, and each image (60 nm × 60 nm)
takes ∼3 min to complete, therefore each atomic site (0.5 nm×
0.5 nm) will only experience the presence of an STM tip for
∼10 ms every 10 min. Non concurrent STM imaging in this
fashion minimises as much as possible any unintended STM
tip induced manipulation. Molecular processes occur orders of
magnitude faster than 10 ms, so our precautions do not preclude
non-thermal events occurring but minimise their overall (time
integrated) probability. Specifically we study the thermally
induced adsorption changes of chlorobenzene, benzene and
toluene (hereafter collectively referred to as ‘aromatics’) on the
Si(1 1 1)-7×7 surface between room temperature and 47 ◦C.
Large-scale time-lapse imaging allows us to measure the
site-specific chemisorbed and physisorbed properties of these
molecules on the Si(1 1 1)-7×7 surface. Our results not only
catalogue the site-specific rates, but also indicate that the
distribution of molecules between possible binding sites and
their thermally induced dynamics is due to a combination
of site-specific rates for a chemisorption to physisorption
transition and the different site-specific rates for the reverse
transition back to the chemisorbed state or escape to the gas
phase.
2. Experimental
Time-lapse imaging of benzene and toluene was performed
with a room temperature Omicron STM1 controlled by an
RHK SPM-1000 in a UHV chamber at base pressure 2 ×
10−10 Torr. Images were recorded at constant current mode
under passive imaging parameters +1 V, 100 pA, which have
been shown not to enhance or otherwise alter the thermal
dynamics [13]. Si(1 1 1) samples were cut from 1–50  cm n-
type phosphorous doped wafers (Goodfellow SI2011/5). The
Si(1 1 1)-7×7 reconstructed surface was generated by baking
newly cut Si(1 1 1) crystals via direct current heating at 650 ◦C
overnight, before repeated flashing to 1200 ◦C for 20 s to
remove the SiO2. A final flash followed immediately by
a slow anneal from 960 ◦C to room temperature generated
near pristine Si(1 1 1)-7×7 surfaces. The cleaning process
was automated with excellent reproducibility, typically finding
on average 0.002 contaminant ‘black-spots’ per Si adatom.
Chlorobenzene, benzene and toluene (Sigma Aldrich) were
purified by repeated freeze-pump-thaw cycles and monitored
by mass-spectrometry. Variable temperature experiments for
chlorobenzene on Si(1 1 1)-7×7 were done with an RHK-400
STM at base pressure 6×10−11 Torr. Tungsten STM tips were
etched using the drop-off technique in 2M NaOH solution with
a cathode bias of 9 V and subsequently annealed in vacuum to
remove any oxide layer. Molecules were introduced to the
UHV chamber via a computer controlled leak-valve, dosing at
around 10−9 Torr to a coverage of ∼2 molecules per unit cell.
Once dosed the sample was transferred into the STM and its
surface was resolved within a few minutes.
3. Results and discussion
3.1. Adsorption geometry
Figure 1(a) shows an empty states STM image of the Si(1 1 1)-
7×7 surface with the location of all 12 adatoms and 6 restatoms
within a single unit cell indicated. Figure 1(b) shows a
2
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(a) (b)
Figure 2. (a) Diagram displaying a model for the transition rates and populations of the four distinct surface chemisorbed sites, the
physisorbed state and the gas phase (see main text for details). (b) Schematic diagram of the potential energy landscape of an aromatic
molecule.
filled states image displaying the STM signature of the two
distinct halves of the unit cell—the faulted half of the unit
cell images more brightly than the unfaulted. The adsorption
of chlorobenzene, benzene and toluene on the Si(1 1 1)-7×7
surface has been actively studied by many experimental and
theoretical techniques [14–21]. These aromatic molecules
chemisorb on the Si(1 1 1)-7×7 surface at room temperature
and are imaged as ‘missing’ Si adatom features (i.e. black
spots) in STM [14, 15]. Each molecule forms a pair of covalent
bonds to two silicon atoms, one to a silicon adatom and one
to a silicon restatom, so called di-σ bonding [20]. There
are therefore four distinct binding configurations of aromatic
molecules on the Si(1 1 1)-7×7 surface related to the type of
adatom that the molecule binds to: faulted corner (FC), faulted
middle (FM), unfaulted corner (UC) and unfaulted middle
(UM). Within the faulted, or unfaulted, half of the unit cell the
restatoms are identical. For a full description and STM image
gallery of all possible binding sites with multiple molecules
per unit cell please see [15].
The di-σ bonding configuration involves carbon atoms
on opposite sides of the carbon ring. For benzene there is
only one such distinct configuration for any adatom-restatom
pair. For chlorobenzene and toluene there are several possible
configurations dependent on the location of the chlorine
or methyl group with respect to the carbon–silicon bonds.
Theoretical and experimental results indicate that the lowest
energy state is a 2–5 di-σ configuration [19, 20]. In our
experiments we are insensitive to this fine detail and only
record the presence of a molecule at an adatom site. On one
occasion we have imaged chlorobenzene with high-resolution
and observed an asperity in the image at the predicted location
of the chlorine side group. Such intra-molecular resolution
relies on a particular STM tip apex and typically at low
temperatures such apices are created by the pick-up of an
adsorbate. At room temperature such well defined apices
are too unstable to allow prolonged (or even reproducible)
imaging.
3.2. Adsorption potential energy landscape
Theoretical and experimental studies have explicitly observed
that aromatic molecules chemisorb on the Si(1 1 1)-7×7
surface through a short-lived physisorbed precursor state.
While in the precursor state a molecule may laterally explore
the surface [14, 19, 22]. Even at low temperatures, e.g. 77 K,
where molecules can be trapped in the physisorbed state, they
cannot be reliably captured via STM as they are still able
to diffuse across the surface [23]. At room temperature the
physisorbed state is too short lived to appear in an STM image;
from [24] we estimate the life time for physisorbed benzene on
Si(1 1 1)-7×7 to be∼1 µs. Instead, we image here the outcome
of a molecule leaving its chemisorbed state, transiting through
the physisorbed state, and either finding a chemisorption site
(creating a new black spot) or leaving the surface entirely.
Figures 1(c)–(e) present a short series of high resolution time-
lapse STM images. Between image (c) and (d) the marked
toluene molecule changes its binding site within the unit cell,
and between (d) and (e) it disappears completely (desorbs).
Figure 2(a) shows a schematic model for the various
processes that a molecule can undergo. From the four
distinct chemisorbed sites the molecule can enter a common
physisorbed state with rate constant αx , where x indicates
the FC, FM, UC, or UM site. In figure 2(b) we show a
corresponding schematic of the potential energy curve with
the energy barrier between the chemisorbed state and the
transition state as Eα . From the physisorbed state a molecule
can re-attach to the surface with site-specific rate βx or
desorb completely into the gas phase with rate λ, again the
corresponding energies are indicated in the potential schematic
of figure 2(b). In line with previous experimental and
theoretical studies [14, 22, 23, 25] we do not include a directed
chemisorbed-to-chemisorbed diffusive pathway, all diffusion
occurs via the physisorbed state.
3.3. The chemisorbed state
We write the site-specific rate of change of the number of







= exp (−αxt) . (2)
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Figure 3. Site-specific chemisorbed to physisorbed transitions. (a) The time dependence of the fraction of chlorobenzene molecules at the
faulted middle (FM) sites retaining their original position, NFMC (t)/NFMC (0), as a function of temperature. (b) Arrhenius plot and best fits, for
all four sites, for the rate of transition from chemisorbed to physisorbed states.
Table 1. The site-specific chemisorbed to physisorbed rates, αx , for chlorobenzene, benzene and toluene. For chlorobenzene the pre-factors,
Axα , and energy barriers, Exα , determined by Arrhenius fits of figure 3 are given.
αx (10−4 s−1) Axα (s−1) Exα (eV) αx (10−4) αx (10−4)
Site Chlorobenzene Benzene Toluene
FC 1.64 ± 0.07 1017.0±4.7 1.23 ± 0.13 10.32 ± 0.25 5.55 ± 0.37
FM 3.49 ± 0.19 1016.6±1.3 1.19 ± 0.03 8.98 ± 0.20 8.41 ± 0.50
UC 0.29 ± 0.12 1012.6±4.8 1.01 ± 0.13 2.09 ± 0.15 1.39 ± 0.08
UM 0.41 ± 0.02 1016.6±2.5 1.24 ± 0.07 1.53 ± 0.12 0.75 ± 0.04
We measure the site-specific population, NxC(t), by tracking
every chemisorbed molecule in the initial image of a time-lapse
series until it has moved from its site or the time-lapse series
has ended (typically 10 sequential images). If a previously
empty adatom site gains a chemisorbed molecule we follow
that ‘new’ molecule until it has moved or the end the time-lapse
series has ended. Hence we probe only the rate of removal
(αx) from each site. We are, however, insensitive to those
events where a site has one molecule leave, and, before the
next image, has another (or the same) molecule attach. Given
the reasonably low coverage used (∼2 molecules per unit
cell) and the corresponding large number of possible binding
sites we assume that this outcome has a minor effect on our
results.
Figure 3(a) shows the measured time-dependent popu-
lation [NFMC (t)/NFMC (0)] for chlorobenzene molecules at at
faulted middle (FM) sites at six temperatures from 297 K to
320 K. From this data we extract the site specific chemisorbed
to physisorbed rate αFC. Figure 3(b) presents an Arrhenius
plot of these α rates for each of the four sites and associated
best fits. Molecules attached to the faulted half have higher
chemisorbed to physisorbed rates than those on the unfaulted
half, middle sites have higher rates than corner sites. Thus
we find for chlorobenzene αFM > αFC  αUM > αUC at all
temperatures.
Table 1 presents the Arrhenius pre-factors and energy
barriers between chemisorbed and physisorbed states for
each chemisorbed site for chlorobenzene, extracted from
figure 3(b). Given the uncertainty in the parameters it is
unclear whether the main influence on the rate of chemisorbed
to physisorbed transition is the pre-factor or the energy
barrier. Given that the geometry of faulted and unfaulted
halves of the Si(1 1 1)-7×7 unit cell differ only in the 3rd
layer of silicon atoms, it is reasonable to assume the local
geometric environment of a molecule bonded to a faulted
middle atom is near identical to that bonded to an unfaulted
middle adatom. We find that we have the lowest uncertainty
(best data) for the middle bonding molecules and that the
pre-factors AFMα = AUMα within error. The mean prefactor,
as expected, is 1015.7±3.9 ≈ 1016 s−1, demonstrative of the
molecule acquiring two-dimensional mobility as it leaves the
immobile chemisorbed state [26]. What is different between
the sites is the energy barriers, 0.05 eV higher on the unfaulted
site than the faulted site. We would expect a similar analysis
for corner bonded molecule, but with the larger experimental
uncertainties for the rates and Arrhenius parameters a similar
argument cannot be neither sustained nor disproved.
The measured site-specific rates for benzene and toluene
at room temperature are also given in table 1. Overall benzene
exhibits the highest rates of the three aromatics, chlorobenzene
4
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the lowest. Applying the same pre-factors as measured for
chlorobenzene, the measured difference in rates corresponds to
a on average reduced (relative to chlorobenzene) chemisorbed
to physisorbed energy barrier for benzene of 65 meV and
toluene of 40 meV.
Unambiguously differentiating between pre-factors and
energy barriers would require measurement across a larger
temperature window. But even at 289 K (16 ◦C) the rates are
so low that we see little measurable change across a 35 min
experiment. The disadvantage of such slow rates is that any
measured change has more chance of being induced, however
unlikely, by some tip influence, or even created by the steady
accumulation of surface contamination. At temperatures
higher than 323 K (50 ◦C) the rates are high enough that it
is difficult to gather a significant set of time-lapse images for
analysis.
3.4. The physisorbed state
The physisorbed state of aromatic molecules on Si(1 1 1)-7×7
is too short lived at room temperature to resolve in an STM
image [23]. However, we can observe the fate of a molecule
that transits through the physisorbed state, finishing up as either
chemisorbed at a new site on the surface, or having escaped into
the gas phase. Between two consecutive time-lapse images the
total drop in the number of chemisorbed molecules is equal to
NG, the number of molecules that leave the surface and enter
the gas phase. Furthermore, comparing the atomic locations
of all the molecules in two consecutive images we can identify
the number of sites, initially empty, that acquire a chemisorbed
molecule. We denote this as N ′xC , where the prime indicates
that this is the number of ‘new’ sites which gain a chemisorbed
molecule (as opposed to the total number of sites that have a
chemisorbed molecule). In this fashion we are able to compare
the alternate outcomes of transiting through a physisorbed
state. We acknowledge that any molecules that leave the
scan field via diffusion between images would be mistakenly
counted as undergoing desorption than diffusion (increasing
NG over N
′x
C ). Given a scan size of 60 nm and diffusive step
size of 2.3 nm [14], a simple calculation that gives molecules at
the perimeter of the scan a 25% chance of leaving the field (via
the closest edge), 3.6% of active molecules would leave the
field. We can build a more sophisticated computational model
of molecules on the Si(1 1 1)-7×7 surface: at a coverage of 2
molecules per unit cell, molecules diffuse to a random available
site within 2.3 nm. Less than 2% of active molecules will leave
the scan field. Given that this is an order of magnitude less than
the fraction of molecules that are active, we consider this effect
to be negligible.
If we consider the schematic of figure 2(a), the rate of
change of NG is simply related to the population of physisorbed
molecules, Np, and the rate constant, λ, by the 1st order rate
equation dNG/dt = λNp. Similarly the rate of change of ‘new’
chemisorbed sites will be dN ′xC /dt = βxNp. Without direct
time-resolved measurement of the physisorbed population we

























Figure 4. Arrhenuis plot and fits of the site-specific ratio
N ′xC /NG for chlorobenzene molecules on the Si(1 1 1)-7×7
surface (see main text for details and table 2 for Arrhenius
parameters).
We relate this to the ratio of the measured number of new
chemisorbed sites, N ′xC , and the measured decrease in the
overall population, NG, between two STM images. The ratio








exp (E/kT ) (4)
where E is the absolute energy difference between the barrier
to a transition between physisorbed to chemisorbed states
and the barrier between the physisorbed and gas phases (see
schematic in figures 2(a) and (b)).
For chlorobenzene, figure 4 shows an Arrhenius plot of
the site-specific ratios N ′xC /NG confirming their Arrhenius
behaviour.
Inspection of the data shows that within the spread of the
data points all four chemisorbed species have similar slopes,
i.e. E values. We therefore fit the full Arrhenius expression
to the total number of new chemisorbed chlorobenzene
molecules to find the site-average energy difference E =
0.19 ± 0.05 eV with a corresponding site-average pre-factor
ratio Ameanβ /Aλ = (18.6 ± 3.8) × 10−4. Hence there is
an energetic preference for molecules to chemisorb to the
surface. However, chemisorbed molecules are immobile
and experience significant steric hindrance. Entering the
physisorbed state introduces translational freedom and a
corresponding increase in pre-factor. The 103 increase in
prefactor between physisorbed and gas phase is indicative of
the molecule winning full rotational and translational freedom
[26–28].
Since we have only room temperature measurements for
benzene and toluene, we use the site-averaged pre-factor,
Aβ/Aλ, found for chlorobenzene to determine the energy
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Table 2. The site-specific ratios Axβ/Aλ for chlorobenzene, toluene,
and benzene for transition rates between physisorbed state and
chemisorbed state (Axβ ) and for transition between physisorbed state
to the gas phase (Aλ).
Axβ/Aλ (10−4)
Site Chlorobenzene Benzene Toluene
FC 5.7 ± 0.6 6.4 ± 0.9 8.5 ± 1.7
FM 16.0 ± 1.2 14.0 ± 2.8 13.7 ± 2.8
UC 0.8 ± 0.2 1.0 ± 0.2 1.6 ± 0.3
UM 3.0 ± 0.4 1.4 ± 0.3 1.9 ± 0.4
difference E for benzene (0.21 ± 0.05) eV, and for toluene
(0.22 ± 0.05) eV. We note that, although within error, the rank
order of energy differences E, toluene 0.22 eV > benzene
0.21 eV > chlorobenzene 0.19 eV, follows the usual reactivity
of substituted aromatic molecules based on their side group
chemistry. Chlorobenzene is electron withdrawing, whereas
methyl is electron donating. A detailed understanding of how
these facts are related and manifest themselves on the potential
energy landscape would require detailed theoretical study. The
∼1.4 eV absorption energy found here agrees with a recent
computational study [29].
Using the molecule specific values for E we can extract
the site-specific Axβ/Aλ pre-factor ratios (see table 2) for all
three molecules (the error in Axβ/Aλ for cholorobenzene is
the standard error from all temperature points, an average of
14%, and we assume a 20% error margin for benzene and
toluene). For all three molecules the faulted half of the unit
cell has a greater Arrhenius pre-factor ratio and, within the
half-unit cell, middle sites have a higher factor than corners.
The latter difference can partly be explained by the entropic
differences in binding to a middle and corner adatoms: there
are two possible configurations per middle adatom, whereas
for corners there is only one restatom available. At low
temperatures molecule have a long lifetime in the physisorbed
state and can be imagined by STM (as smeared bright features)
predominately at middle adatom sites, and occasionally at the
faulted corner sites [21, 23, 30]. Presumably there are subtle
variations in the energy of the physisorption well that dictate
the time such mobile physisorbed molecules spend at a given
site leading to the observed STM images and our Arrhenius
pre-factor ratios.
3.5. Long-term population trends
To further test the proposed model, as depicted in figure 2(a),
that describes the connections between the chemisorbed,
physisorbed and gas phases, figure 5 shows the changing
site-specific population of benzene molecules on Si(1 1 1)-
7×7 over the course of several hours and compares with
simple numerical simulations based on the rates measured
in our 12 min duration time-lapse experiments. Can the PES
parameters from our 12 min experiments describe the long time
evolution of the system? Thirty STM images were taken over
a 3 h period and, to reduce any possible tip influence and to
average over any fluctuations in the various population from
area to area, each image was taken at a new location. What is
striking is that although the faulted half populations start out
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Figure 5. Long-term plot of the fractional site-specific coverage of
benzene molecules on the Si(1 1 1)-7×7 surface at room
temperature. Dark grey lines map the evolution based on our
measured rates in tables 1 and 2. Light grey lines are given by a
multi-parameter fitting routine based on the measured rates. See text
for fitting parameters.
higher than the unfaulted, over time the unfaulted sites become
populated by molecules originating from the faulted half.
During the initial dose all molecules must enter the
physisorbed state from the gas-phase and subsequently
chemisorb (or desorb). The initial site-specific populations
should therefore reflect the competing rates out of the
physisorbed state. Here these are reflected in the differing
Axβ/Aλ ratios of table 2. Both the initial populations and
the pre-factor ratios for benzene follow the same ordering,
FM > FC > UM > UC. Over time the higher rate constant
of molecules at FM and FC sites to re-enter the physisorbed
state empties those sites and redistributes molecules between
all the sites according to the relative βx values. Thus the
overall populations of FM and FC molecules drop and, as a
consequence, the populations of UM and UC sites increase.
Since the rates of leaving these unfaulted sites are (relatively)
low these sites act as ‘sinks’ for the molecules. The dark grey
lines of figure 5 show the simulated long term evolution of the
system using the site-specific rates and energy barriers derived
above for benzene at T = 293 K.3 There is agreement between
the PES data and the long-term plot over the duration of a
12 min time-lapse. Beyond this point there is a divergence as
3 The simulation uses the experimentally derived site-dependent rates for
transport between the chemisorbed and physisorbed states. A distribution
of chemisorbed molecules is initialised with relative populations defined by
the relative size of the physisorbed to chemisorbed rates. The system then
evolves, with a time step of 100 s, using the chemisorbed to physisorbed
rates to generate a physisorbed population, and the return rates to redistribute
the physisorbed molecules. Temperature controls the magnitude of the rates
via the Arrhenius relation and is kept fixed throughout an experiment. To
disentangle the physisorbed to chemisorbed and physisorbed to gas phase
rates, we assume Aλ = 1020.
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the PES measured predicts a faster emptying of FC and UM
sites than observed. Over 2 h there is still a good qualitative and
quantitative agreement the PES data and the long term trends
for FM and UC sites. Past 2 h there is further divergence,
however allowing some degree of fitting to the raw data allows
our model to map the full evolution of the system (light
grey lines in figure 5). We find an excellent match to the
full evolution of the system with a fit that keeps the site-
specific prefactors fixed to those measured and T = 293.3 K,
EFMα = 1.17 eV, EUCα = 1.0 eV and EUMα = 1.25 eV, within
error of the measured barriers. Deviations at long terms may
occur as more subtle effects may come into play, such as surface
contamination buildup, a reduction in the overall benzene
coverage and the blocking of certain diffusion pathways as
some adsorption sites saturate. Further work with more
sophisticated models could reveal more about surface transport
in the long term.
Previously we reported the thermal rate of displacement
(desorption and diffusion) of chlorobenzene on Si(1 1 1)-
7×7 with a lower Arrhenius prefactor of (1010.8±1.3) s−1
and lower energy barrier of (0.84 ± 0.08) eV [13]. These
values are quite different from the corresponding values
present here in table 1. However the values of [13] were
obtained without site-discrimination, each measured rate at
a particular temperature was, in effect, a weighted average
of the site-specific population. The long-time population
of chlorobenzene molecules on Si(1 1 1)-7×7 follows a very
similar trend as for benzene. Therefore at low temperature,
where the relative populations reflects the physisorbed to
chemisorbed rates, the FM and FC population are largest, thus
biasing the mean rate. During our time-lapse measurements
taken at higher temperatures, the site-specific population
will significantly change, skewing the average towards the
unfaulted molecules’ properties. Hence an average over all
sites does not accurately reflect the true underlying dynamics
of the ground state molecule/surface system.
4. Conclusion
In summary we have presented a detailed time-lapse STM
study of the site-specific dynamics of small aromatic organic
molecules on the Si(1 1 1)-7×7 surface. By careful analysis
we extract the Arrhenius factors for both transition from the
chemisorbed state to the physisorbed state, and the (relative)
Arrhenius factors for transition out of the physisorbed state
back to the chemisorbed state or exit into the gas phase.
Our results demonstrate the power of such atomic resolution
imaging but also highlight a number of limitations. This is
especially true where an experimental measurement cannot
discriminate against several pathways that have markedly
different kinetic properties but lead to the same measured
result.
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The following manuscript is comprised of the work from chapter 10. Supplementary
information follows the manuscript.
Imaging the ultrafast dynamics of hot electrons at a semiconductor surface in real
space
D. Lock,1 K. R. Rusimova,1 T. L. Pan,2 R. E. Palmer,2 and P. A. Sloan1, ∗
1Department of Physics, University of Bath, UK, BA2 7AY
2School of Physics and Astronomy, University of Birmingham, Birmingham, UK, B15 2TT
(Dated: April 27, 2015)
We report variable temperature and voltage measurements of the nonlocal manipulation of ad-
sorbed molecules on the Si(111)-7x7 surface in the scanning tunnelling microscope. The range of
the nonlocal effect increases with temperature and, at constant temperature, is invariant over a
wide range of electron energies. The measurements probe, in real space, the underlying hot electron
dynamics on the 10 nm scale and are well described by a two-dimensional diffusive model with a
single decay channel, consistent with 2PPE measurements of the real-time dynamics.
PACS numbers: 82.37.Gk, 68.37.Ef, 68.43.Rs, 73.20.-r
The dynamics of hot electrons, those with energies per-
haps hundreds of times greater than the available ther-
mal energy, is central to understanding the properties of
many electronic devices. For example, they contribute to
leakage currents across CMOS transistors and may fun-
damentally limit their downsizing [1, 2] and they are in-
trinsic to solar cells, where high energy photons generate
hot electrons that consequently generate a photocurrent
[3, 4]. Hot electrons can also, for example, be induced
through plasmonics [5, 6] and offer a route to instigate
non-thermal chemical reactions [7]. Hot electron charge
transport is thus the subject of major scientific research,
both experimentally and theoretically [8, 9]. But the ex-
periments are constrained by the ultra short lifetime of
hot electrons, typically 100 fs or less, and hence their
corresponding transport length-scale of a few nm [10].
Direct pump-probe measurements with ultrafast lasers
typically provide little or no spatial information. Here we
employ the technique of STM-induced nonlocal atomic
manipulation on an atomically precise surface to show
that the nonlocal effect is a direct manifestation of hot
electron dynamics. This allows us to observe directly
and control the outcome of injecting hot-electrons with
atomic-scale spatial resolution.
Conventional atomic manipulation with the STM,
whereby individual atoms and molecules are excited by
the STM tunnel current, is constrained to the tip-surface
tunnel junction [11–15]. However, atomic manipulation
can also occur some distance, ∼ 10 nm, from the tunnel
junction. Such nonlocal manipulation can be considered
as a three step process:
(1) charge injection (electrons or holes) from the STM
tip into the surface
(2) charge transport across the surface
(3) electron (or hole) induced manipulation, e.g, des-
orption or diffusion, of a remote adsorbate or sub-
strate atom/molecule.
Such nonlocal manipulation has now been reported
across a range of systems, including metal [16, 17] and
semiconductor [18, 19] surfaces, within chemical over-
layers [20] and on graphene [21]. In particular, several
different systems based on the Si(111)-7x7 surface have
shown similar nonlocal manipulation, suggesting a com-
mon transport mechanism: specifically, NO molecules
[22], C60 macromolecules [23], chlorine atoms [24] and
even the silicon surface atoms themselves [25]. Our previ-
ous nonlocal study [26] examined the injection step, here
we probe the resulting hot electrons transport across the
surface.
Figure 1 shows a pair of room temperature STM im-
ages taken before (A) and after (B) injection of 2.7 eV
electrons at the indicated central site. At the imaging
bias voltage (+1 V) silicon adatoms image as bright spots
and chemisorbed toluene molecules appear as dark spots
and are unperturbed by the STM tunnel current [27].
An area ∼ 15 nm in radius surrounding the hot-electron
injection site is transformed, showing a marked reduc-
tion in the number of molecular adsorbates to reveal
the underlying Si(111)-7x7 surface. To disentangle the
contributions of molecular and surface properties to this
nonlocal manipulation, local manipulation experiments
were performed. By positioning the STM directly over
an adsorbate molecule (figs. 1C and 1D) electrons were
injected directly into a target molecule and a time-trace
of the STM z-height recorded (fig. 1E). The moment of
displacement is indicated by the 0.05 nm step away from
the surface as the molecule (dark spot) is removed to
reveal the underlying silicon adatom (bright-spot). The
exponential distribution of survival times from 107 indi-
vidual time-traces gives the probability per injected elec-
tron α of inducing a manipulation event (see supporting
information for details). The voltage dependence of the
probability per electron (fig. 1F) displays a threshold
energy of (1.4 ± 0.1) eV. We conclude that any electron
with energy below the 1.4 eV threshold interacting with
an adsorbate molecule, whether directly injected into a
molecule from the STM tip or transported across the sur-
face from a remote tip, will not induce manipulation. The
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FIG. 1. Nonlocal and local manipulation of toluene on the
Si(111)-7x7 surface at room temperature. STM images (21
nm × 21 nm, +1 V, 100 pA) of toluene on Si(111)-7x7 taken
before (A) and after (B) a charge injection (+ 2.7 V, 200 pA,
10 s) at location ‘X’. High resolution STM images (2.5 nm
× 2.5 nm, +1 V, 100 pA) of toluene on Si(111)-7x7, taken
before (C) and after (D) a charge injection (+ 1.6 V, 750 pA,
7 s) directly into the toluene molecule (dark spot) at location
‘X’. Time-trace (E) of the STM tip height above the molecule
during the injection of C and D. (F) The probability per elec-
tron (σlocal) as a function of injection voltage for a toluene
molecule subject to manipulation (diffusion/desorption) by
direct charge injection into the molecule.
molecules therefore function as a high-pass filter which
discriminates against low energy electrons and is only
sensitive, unlike conventional surface conductivity mea-
surement [28, 29], to high energy hot electrons.
Figure 2 presents variable temperature STM images
taken after electron injection into a surface at (A) 260
K, (B) 120 K, (C) 95 K and (D) 5 K. (The STM tip was
always in thermal equilibrium with the sample.) Inject-
ing into a colder surface results in a markedly reduced
nonlocal effect. We quantitatively describe the nonlo-
cal manipulation by counting the number of adsorbed
molecules (versus radius) that move from their original
position, that is molecules that have desorbed or diffused,
within a 1 nm wide annulus at a certain radius. An au-
tomated computer program [27] identifies the location of
every dark-spot (i.e., molecule) in images before and after
injection within each annulus. We use this information
to plot the ratio of the number of dark spots displaced
(desorbed or diffused)from their original position N(r)
(i.e, the number of molecules manipulated) to the original
number of dark spots N0(r). Figure 2E presents curves
showing the distance dependence of the ratio N(r)/N0(r)
at the four temperatures. The probability and range of
nonlocal manipulation are clearly increased as the tem-
perature rises.
The temperature dependence suggests that a propor-
tion of the injected electrons while presumably thermal-
ising to some extent, remains above the 1.4 eV molecular
energy threshold at all temperatures, i.e., they are still
hot-electrons. Furthermore, the reduction of the nonlocal
range rules out a simple ballistic transport mechanism,
since this transport mode would be expected to lead to
a longer range at low temperature as the population of
phonons available to scatter the electron is reduced at low
temperature. Thus, we model the hot-electron dynamics
with a diffusive transport model. We restrict the model
to two dimensions, since we are only sensitive to the elec-
trons at the surface. We use a single isotropic diffusion
coefficient D, since we find no azimuthal angular depen-
dence to the nonlocal manipulation. To account for the
finite range of nonlocal manipulation we include a single
decay channel with lifetime τ (see Supporting Informa-













Here ni is the total number of electrons injected during
the voltage pulse, s is the (unknown) factor describing the
fraction of the injected electrons initially captured into
the 2D state (we set s to unity), σ is the cross-section
for an electron that interacts with a molecule (analogous
to gas phase electron scattering), and k is the probabil-
ity per unit time of an electron inducing a manipulation
event once it reaches a molecule. Finally, K0 is a modi-
fied Bessel function of the second kind. Figure 2E show
the good fit of this model to the experimental data at
the four temperatures shown. The surface charge diffu-
sion model conforms to the observed insensitivity of the
nonlocal manipulation to the type of dopant, n-type or
p-type, and the dopant level from 30 Ω cm to 0.001 Ω
cm, since the surface electronic properties of Si(111)-7x7
are independent of those of the bulk (except at extreme
doping levels), due to the pinning of the Fermi level by
the surface dangling bond state. The diffusion model,
i.e. a two-dimensional random walk, accounts for the
insensitivity of the nonlocal manipulation behaviour to
adsorbate coverage, grain boundaries and atomic steps
[26, 30].
Crucially the transport properties are regulated by a
single parameter, the diffusion length λ =
√
Dτ . Fig-
ure 3A presents the temperature dependence of the non-
local length-scale λ, obtained from the fits to the data
in fig. 2E. The Einstein-Smoluchowski relation for the
electrical mobility in a semiconductor, where the charge
carriers and the crystal as in thermal equilibrium, gives
a temperature dependence of the diffusion coefficient as
























FIG. 2. Nonlocal manipulation as a function of temperature. STM images (12 nm × 12 nm, + 1V, 100 pA) of chlorobenzene
molecules on the Si(111)-7x7 surface following charge injection [+ 2.7 V, 800 pA, 80 s (A - C), + 2.7 V, 100 pA, 160 s (D)] at
the sites indicated by X: surface and tip at (A) 260 K, (B) 120 K, (C) 95 K and (D) 4 K. White circles indicate locations of
molecules that are displaced due to the charge injection. Black circles indicate sites of molecules that are unmoved. (E) Radial
distribution of displaced molecules as a function of the distance from the injection site at temperatures indicated. Each decay
curve is the average of several (∼ 5) experiments. Lines are fits to the 2D diffusion, single decay channel transport model (see
main text for details).
D ∝ T and leads to a temperature dependence of the
nonlocal range λ ∝ √T . A power-law fit to the tempera-
ture data (fig. 3A) gives the temperature dependence of
λ as T 0.5±0.1 . This further confirms the diffusive nature
of the hot electrons transport in nonlocal manipulation.
However, one question then arises: why are the elec-
trons in thermal equilibrium with the substrate yet still
above the 1.4 eV energy threshold? Figure 3B plots the
voltage dependence of the nonlocal range λ at room tem-
perature for three similar adsorbate molecules: benzene,
toluene and chlorobenzene. For all three molecules we
find that, for electrons injected with energies between
2.0 eV and 2.8 eV, there is little measurable change in
λ. Therefore, within this energy window, electrons that
are injected at the STM tip site must be transported
in identical fashion. This implies that before undergo-
ing diffusive surface transport, there is a rapid conver-
gence of the energy of the injected electrons to the lowest
common value of 2.0 ± 0.1 eV. We previously identified
this threshold with an electronic surface resonance pre-
dominantly located in the faulted half of the unit cell of
Si(111)-7x7 and at corner-hole locations [26]. Therefore
we have a mechanism whereby electrons injected above
2.0 eV rapidly scatter down to the 2.0 eV surface reso-
nance and become thermally equilibrated within this en-
ergy band. They then diffusively spread out across the
surface with the possibility of inducing nonlocal manip-
ulation before (or during) decay out of this band.
The electronic structure of the Si(111)-7x7 surface
has been extensively probed by time-resolved 2-photon-
photo-emission (2PPE), wherein an initial (pump) laser
pulse excites electrons within the surface and a sec-
ond (probe) pulse creates photoelectrons that are energy
analysed [31, 32]. P-polarized pulses are used to probe
only surface electrons. For a range of pump energies, the
probe pulse is found to generate photoelectrons from a
common intermediate state with energy at 1.94 eV [32]
above Ef. Therefore, between pump and probe pulses
there is an ultrafast, < 40 fs [31], convergence of the
initially excited electrons onto an electronic resonance at
1.94 eV above the Fermi level. This process is in excellent
agreement with the voltage independence of our nonlo-
cal manipulation range λ, while the STM measured state
at +2.0 eV can naturally be identified with the 2PPE
measured state at +1.94 eV. We therefore conclude that
the nonlocal STM manipulation experiments measure,
in real-space, the same hot-electron dynamics that the
2PPE studies probe in real-time.
The time-dependent 2PPE signal of the electrons pho-
toemitted from the 2PPE intermediate state was de-
scribed by a diffusion process coupled to a single decay
channel; the lifetime for the hot-electrons in the inter-
mediate state was determined as 180 ± 20 fs [31]. The
state to which electrons decay out of the 2PPE state was
identified as the conduction band minimum at +0.5 eV.
In our STM experiment, hot-electrons that decay into
this low lying +0.5 eV state will be unable to induce a
nonlocal manipulation event, as they will lie well below
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FIG. 3. Range, λ, of nonlocal manipulation versus T and
V . (A) Temperature dependence of the range λ for injec-
tion at +2.7 V for chlorobenzene molecules on Si(111)-7x7.
Dashed green line: power law fit to data T 0.5±0.1. Solid blue
line: fit to data including life time attenuation by a 53 meV
phonon (see main text for details). (B) Voltage dependence of
the nonlocal manipulation range λ at room temperature for:
benzene, blue circles; toluene, green squares; chlorobenzene,
purple diamonds.
the 1.4 eV manipulation energy threshold.
The excellent fit of the predicted
√
T dependence of
λ to the STM data implies that the lifetime of the hot
electrons in the +2.0 V surface resonance (the nonlo-
cal transport state) is approximately constant within our
temperature range. As suggested by the 2PPE measure-
ment [31], the decay mechanism out of the +2.0 eV state
is by electron-phonon scattering. The rate of electron-
phonon scattering varies as 2n(T ) + 1 where n(T ) is the
Bose-Einstein distribution for a particular phonon mode
[33]. The 2.0 eV state is identified as a lying at the silicon
back-bond sites [31, 32], at the back-bond site the phonon
mode with the greatest spectral power has an energy of
53 meV [34]. Figure 3A shows an amended 2D diffusion
fit where τ = A/(2n(T )+1) and A is a fitting parameter.
Again, this closely matches the experimental data. It is
not surprising that this fits well since the change in the
lifetime of the hot electron due to the 53 meV phonon is
only ∼ 25 % over the temperature range probed.
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METHOD
Room temperature STM images were obtained us-
ing an Omicron UHV STM-1 instrument with RHK
SPM1000 controller for the nonlocal manipulation and
with a Nanonis control system with customized software
for the local manipulation work. Low temperature non-
local measurements were performed using an Omicron
UHV LT-STM with Nanonis electronics. All images were
obtained in ‘passive’ [27] constant-current mode with a
tunnelling current of typically 100 pA and a sample bias
voltage of +1 V. STM tips were electrochemically etched
from 0.25 mm tungsten wire in 2 M NaOH solution. In-
sulating tungsten-oxide was removed from the tips by re-
sistive heating in high vacuum. Reproducible and clean
Si(111)-7x7 surfaces were prepared using an automated
computer controlled system. See ref. 26 for details of
sample and gas preparation. A suite of in house writ-
ten computer programs was used to determine the po-
sition of all molecules in the STM images before and
after injection. A typical 65 nm x 65 nm image con-
tained between 500 and 1000 molecules for analysis with
a molecular detection error rate of much less than 1 %.
Thermally activated displacement was accounted for in
the same manner as ref [27]. For each temperature and
voltage, 5 sets of before and after injection images were
typically analysed.
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Imaging the ultrafast dynamics of hot electrons at a
semiconductor surface in real space
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LOCAL MANIPULATION
We work at room temperature and hence have more contamination issues than at lower
temperature due to higher background pressures. Coupled to the fact that contamination on
the Si(111)7x7 surface images in a near identical fashion to our adsorbate molecule, ‘dark-
spots’ on the Si(111)7x7 surface that are in fact non-reactive contaminants are included
in our local experiments and may skew our results. Here we present a slightly diﬀerent
method of extracting the probability per electron from local injection experiments than the
standard recipe. This allows us to remove any bias in our results due to such background
contamination.
The single-molecule experiments were performed with a Nanonis SPM control system,
which was programmed to ﬁnd and inject into a pre-selected molecular adsorption position.
Stability during the injection was ensured by bespoke drift-compensation software, enhanced
by a ‘feature locking’ routine prior to injection. The time taken for the target molecule to be
manipulated (desorbed or displaced) was simply read oﬀ a time-trace of the z-height of the
tip during the injection (see main text). Molecular manipulation was subsequently conﬁrmed
by comparison of the passive scans taken before and after an injection. It has been previously
demonstrated that molecules adsorbed to the faulted middle adatom sites of the Si(111)-
7x7 surface displace more readily than those adsorbed to other positions [1]. Therefore, we
selected to inject only into molecules located at faulted middle positions. Given a 1st order







where α is the probability per electron of inducing a displacement of the molecule, I is
the tunnelling current and e is the absolute charge on an electron. We solve with initial








Experimentally we measure a population of individual molecules N0 and from aggregat-
ing the individual time-traces can construct the time-dependent population N(t) so that
N(t)/N0 = p(t). The value of N0 will include any ‘black-spot’ contaminants that we have
inadvertently included in our experiment and analysis. Even at low levels these can unduly
skew the resulting analysis. To alleviate this problem we recast the analysis in terms of the
2
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number of molecules that are manipulated (rather than the number that remain in place).
We deﬁne G(t) to be the time-dependent number of molecules that have been manipulated,
























1− exp (−αt I
e
)
1− exp (−αtN Ie) . (6)
This eﬀectively allows us to remove the initial number of dark-spots N0 from our analysis
and leaves us with the single ﬁtting parameter α. We compute the best ﬁt to all our data
for a range of N values and ﬁnd that there is a large range of N that all lead to the same
ﬁtted value of α. Going beyond this range begins to add in contaminant eﬀects with a
resulting skew of the ﬁtted α values. For our statistics N = 107 gives a robust and good ﬁt
to all four voltage injection experiments. Figure S1 shows, for four bias voltages, 1.2, 1.4,
1.6 and 1.8 V (all with 750 pA injection current) a plot of this ratio and the appropriate
mathematical ﬁt with single ﬁtting parameter α. The results are presented in the main
paper ﬁgure 1F. We note that the displacement at 1.2 V is higher than that we would
expect based on thermal displacement [2]. It may be the close proximity of the tip lowers
the barrier between chemisorbed and physisorbed state leading to this slightly enhanced
thermally activated displacement.
NONLOCAL PROBABILITY OF MANIPULATION OF A SINGLE MOLECULE
BY A SINGLE ELECTRON
We generically write the rate of change of the probability p(r) of a molecule retaining its
original position at a distance r from the charge injection as the 1st order rate equation:
d
dt
p(r) = −C(r, t) · σ · k · p(r) (7)
where C(r, t) is the time-dependent probability per unit area of ﬁnding an electron at that
radial distance, σ is the cross-section of the molecule (analogous with gas-phase electron
3
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FIG. S1. Number of manipulated molecules as a function of time for four injection bias voltages:
circles, 1.2 V; diamonds, 1.4 V, triangles, 1.6 V and squares, 1.8 V. All injections are with 750 pA
and z-feedback loop active. Fit details are given in the text and ﬁt parameters presented in Fig.
1F of the main paper.
scattering) and k is the probability per unit time of an electron causing desorption. The
factor C(r, t) is dependent on the transport model and we will describe a 2D-diﬀusive model
in the next section.









where the integral runs over the whole lifetime of the single electron during the manipulation.
This is of the order 100 fs. During the several seconds injection we have many injected
electrons, each of which may induce desorption, hence we write the probability of a molecule
4
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desorbing P (r) at a distance r after an injection containing ni electrons as
P (r) = [p(r)]ni = exp
[






Experimentally we measure the number of molecules that due to an injection of current I
and duration ti leave their original location N(r) and the original number of molecules N0(r)
within an annulus at radius r hence
N(r)
N0(r)
= 1− P (r) (10)
= 1− exp
[






where ni = Iti/e and s is a (unknown) factor describing the fraction of the injected electrons
that are initially captured into the 2D state.
We note that even with a modicum of contamination this gives a robust ﬁt (since we
have ∼ 1000 data points per injection experiment) and purposely do not drive all molecules
to be manipulated. We aim for half the molecules to be manipulated at half the distance
between the injection site the boundary of the before and after STM images.
2D DIFFUSIVE TRANSPORT MODEL
The normalised analytical time and radial distance dependent solution for 2D diﬀusion
from an instantaneous point source at r = 0 and t = 0 in an unbounded domain assuming



























with a lifetime τ . We typically use a tunnel current of 100 pA and so on average electrons
arrive every 1 ns. Since this is much longer than lifetime of a hot-electron (∼ 100 fs) we
can assume there is only one electron in the surface at a time (consistent with a 1-electron
process). Hence the time integrated total charge per unit area at a distance r for initial
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Therefore the length-scale of the nonlocal eﬀect, in this model, is only dependent on the
transport of the hot-electrons, speciﬁcally their diﬀusion coeﬃcient and their lifetime. For
a diﬀusion length of ∼ 10 nm, the Bessel function mimics an exponential decay between ∼
6 nm and ∼ 20 nm in agreement with our initial model given in ref. 1.
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