Sparsity-based methods have been recently applied to abnormal event detection and have achieved impressive results. However, most such methods suffer from the problem of dimensionality curse; furthermore, they also take no consideration of the relationship among coefficient vectors. In this paper, we propose a novel method called consistent sparse representation (CSR) to overcome the drawbacks. We first reconstruct each feature in the space spanned by the clustering centers of training features so as to reduce the dimensionality of features and preserve the neighboring structure. Then, the consistent regularization is added to the sparse representation model, which explicitly considers the relationship of coefficient vectors. Our method is verified on two challenging databases (UCSD Ped1 database and Subway batabase), and the experimental results demonstrate that our method obtains better results than previous methods in abnormal event detection.
Introduction
Abnormal event detection has attracted much attention in computer vision and pattern recognition due to its significant applications. The importance is strongly driven by the need for intelligent video surveillance in security-sensitive environments such as subway stations, public parks, airports and parking lots.
Since the abnormal events generally occur with an extremely small chance, some researchers only utilize the normal samples to learn the model and then detect the abnormal events deviating from this model. To this end, two key issues need to be addressed: event representation and anomaly measurement. For the event representation, the trajectories [1] , [2] were utilized by tracking technology. Zhong et al. [3] extracted binary features to represent the events by foreground detection. Some other methods consider the spatial-temporal information via low-level video features. Wang et al. [4] proposed a histogram of optical flow orientation as a descriptor encoding the moving information of each video frame. Furthermore, chaotic invariant [6] and social force model [7] are often used to represent the events. For the abnormal measurement, most algorithms treat the abnormal event detection as a one-class classification prob- lem. They first train a probability model using normal samples such as Mixture Principle Component Analysis [8] and then intend to detect the samples with a low probability as anomaly.
Recently, sparse representation together with least square error or the reconstruction cost [9] , [10] has shown promising performance for abnormal event detection. Specifically, each original feature is represented by a sparse coefficient vector via an over-completed dictionary. The abnormal measurement is either implemented by the least square error or the reconstruction cost. However, there are two main limitations for the sparse representation. One limitation is that for obtaining a better representation of an event, the original features are often generated as high-dimensional data, which leads to the problem of dimensionality curse. In addition, it is unrealistic to collect enough training features to train the over-completed dictionary because the training features increase exponentially with the feature dimensionality. The other limitation is that the abnormal and normal events are easily confused. Concretely, the sparse model fails to capture the relationship of coefficient vectors in the training stage. The features from normal samples are only used to learn the dictionary, and therefore the coefficient vectors are expected to possess the characteristic of consistency.
In this paper, we propose a novel method named consistent sparse representation (CSR) for abnormal event detection to overcome the above drawbacks. We first reconstruct each feature in the space spanned by the clustering centers of training features. We then generate a vector by using the clustering centers where each element is the normalized distance computed by a Gaussian kernel. As a result, the high-dimensional features are projected into a low-dimensional space preserving neighborhood structure. Then, we explicitly consider the relationship of coefficient vectors by adding a constraint term to the sparse representation model, and this kind of term is called consistent regularization. The consistent regularization is proposed based on the consideration that the training features are all from the normal events and therefore they are similar with each other. The target of consistent regularization is to force the coefficient vectors of normal events to be close with their mean vector, and therefore the margin between abnormal and normal events can be enlarged (see Fig. 1 ). Hence, the abnormal and normal events are easily classified.
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Traditional Sparse Representation for Abnormality Detection
Due to the great success of sparse representation in many fields, it is employed to model normal patterns as a linear combination of few atoms [9] , [10] . Let Y = [y 1 , . . . , y L ] denote the training features extracted from the normal event videos in a region. y i ∈ R N has a sparse approximation over a dictionary D ∈ R N×M with a sparsity prior. The dictionary as well as the sparse coefficient vector is learned from the normal patterns by optimizing the following objective function:
where
M is a sparse coefficient vector, · 0 is the sparsity regularization term, and α is the tuning factor which describes the contribution of sparsity regularization to the cost function. However, this problem for under-determined system of linear equations is NPhard [11] . Recent work shows that this problem can be tackled by replacing the l 0 -norm with l 1 -norm regularization [12] :
where · 1 is the l 1 -norm which counts the sum of the absolute value of each element x i . Given a new feature y in the test stage, we reconstruct it by the dictionary D under the sparsity regularization, and an abnormal pattern can be detected as one with large error resulted from y i − Dx i 2 [10] .
Approach
Dimensionality Reduction with Preservation Neighborhood Structure
Many sparsity-based abnormality detection methods directly use raw features with high-dimensionality to train the model which leads to the problem of dimensionality curse.
To overcome the disadvantage, we propose to represent the feature vectors in a low-dimensional space, and meanwhile preserve the neighborhood structure among feature vectors.
To this end, we first partition the training feature vectors into k (k < N and k L) clusters. Here, we simply use the unsupervised clustering method (K-means) resulting in k clusters with center c i , i = 1, 2, . . . , k. The Gaussian kernel is employed to measure the distance between a feature vector y i and the center c j :
where σ is the Gaussian kernel width. We then normalize the distance via the following formulation:
is a set of feature vectors in a low-dimensional space for the training feature vectors Y. Therefore, h i not only represents y i in a low-dimensional space, but also preserves the neighborhood structure. There are three differences between the proposed method and Locally Linear Embedding (LLE) [13] . First, each data point is reconstructed by its neighbors in LLE, while the proposed method reconstructs each data point using clustering centers. Second, LLE reconstructs with linear weights, while the proposed method reconstructs with a Gaussian kernel. Third, LLE computes the low-dimensional feature by solving the eigenvalue of a sparse matrix, while the proposed method computes the low-dimensional feature by measure the distance between a data point and the clustering centers.
Consistent Regularization
Since the training features are all from normal videos, we expect the coefficient vectors learned from H = [h 1 , h 2 , . . . , h L ] to possess the characteristic of compactness. To this end, we add the consistent regularization term to the sparse representation model. We propose the following model to learn the coefficient vectors:
γ i is the mean vector of all coefficient vectors, and γ i − μ 2 is the consistent regularization. The consistent regularization is actually served as a penalty term, which results in a high penalty if the coefficient vectors from normal event videos distribute dispersedly. The rationality of the consistent regularization is to force the coefficient vectors to their mean vector and make them more compact and discriminative. The geometric illustration of the role of the consistent regularization is shown in Fig. 1 
. From this fig-
c. Fixing Υ, optimize D using Eq. (7).
until Convergence;
ure, we can see that the variation of normal coefficient vectors is reduced by the consistent regularization, and therefore the abnormal patterns are easily detected. The Eq. (5) is not jointly convex but it is convex when D or Υ is fixed. It can be conducted by alternatively optimizing D and Υ while the mean vector μ is simultaneously obtained with Υ. When D is fixed, Eq. (5) can be executed by optimizing over each coefficient γ i individually:
Equation (6) is a linear regression problem with l 1 -norm regularization on the coefficient vectors. It can be efficiently solved by the feature-sign search algorithm [14] . After optimizing each γ i , μ is updated. Note that the mean vector μ keeps invariant when optimizing each a i . Fixing Υ, the optimization problem in Eq. (5) is reduced to:
where · F is the Frobenius norm. This is a least square problem and can be solved by the Lagrange dual method [14] . The whole optimization process is described in Algorithm 1.
Experimental Results
In this section, we present the experimental results and compare the proposed method with other excellent methods on two databases: UCSD Ped1 database [8] and Subway database [15] . We adopt the same visual features as used in [5] , [10] . Each frame in the training video is partitioned into a set of non-overlapping 10 × 10 patches. Consecutive 5 frames of the corresponding pathes are stacked together into a cuboid with 10 × 10 × 5 resolution. The spatio-temporal gradients of each pixel in the cuboid are extracted. We set the number of clustering center k = 200, and the parameters α = 20 and β = 10 in Eq. (5).
UCSD Ped1 Database
The UCSD Ped1 database [8] contains 34 training videos and 36 testing videos. All testing videos have frame-level ground truth labels, and 10 testing videos have pixel-level ground truth labels. We adopt the same evaluation criteria as [8] , frame-level and pixel-level detections. For frame level detection, a frame is recognized as an abnormal event if it contains at least one abnormal feature. For pixel-level detection, an abnormal frame is detected only if at least 40% of the truly abnormal pixels are detected. We change frame abnormality threshold to generate ROC curves for the two criteria as shown in Fig. 2 and Fig. 3 respectively. From these two figures, we can see that our method achieves high detection rate when the false positive value is low. We present the EER (equal error rate) and EDR (equal detected rate). Moreover, we calculate the area under the ROC curve (AUC). These results are listed in Table 1 and  Table 2 respectively. All three criteria demonstrate that our method outperforms the other state-of-the-art methods.
To analysis the effectiveness of consistent regularization, we set β = 0 in Eq. (5). When β = 0, it indicates that the relationship among coefficient vectors is taken no consideration. For frame-level detection, the EER and AUC are 15.3% and 90.6% respectively. The two criteria deteriorate without consistent regularization. The same thing happens for pixel-level detection where the EDR and AUC are 56.7% and 61.2% respectively. This manifests that consistent regularization is important to our success. In order to verify the effectiveness of dimensionality reduction, we directly utilize raw features to train the model. For frame-level detection, the EER and AUC are 14.7% and 91.5% respectively, and for pixel-level detection, the EDR and AUC are 58.4% and 63.6% respectively. This indicates the proposed dimensionality reduction with preservation neighborhood structure can alleviate the problem of dimensionality curse, and therefore achieves better performance. We also compare the proposed dimensionality reduction method with LLE [13] . In LLE, the EER and AUC are 14.1% and 92.3% for frame-level detection, and the EDR and AUC are 59.5% and 64.1% for pixel-level detection. This indicates the proposed method achieves better performance than LLE. It is because LLE reconstructs data point with linear weights locally, while the proposed method reconstructs data point with a Gaussian kernel. Furthermore, we compare the proposed method with LLE in terms of running time. Our test platform is a standard PC with 2.33GHz Intel Core (TM) 2 Duo CPU and MATLAB 2013. The running time of LLE and the proposed method are 0.084 and 0.045 seconds for each frame, respectively. Hence, the proposed method possesses high efficiency. It is because LLE reconstructs each data point using its neighbors and computes the low-dimensional feature by solving the eigenvalue of a sparse matrix, while the proposed method reconstructs each data point only using clustering centers and computes the low-dimensional feature by directly measuring the distance between one data point and the clustering centers.
Subway Database
The Subway database [15] contains two videos: "entrance gate" (1 h 36 min long with 144249 frames) and "exit gate" (43 min long with 64900 frames). The abnormal events include wrong direction events and no-payment events. We use event-level detection to evaluate the proposed method as [9] , [16] , [17] . The first 10 min video is collected as training data. The detection results are shown in Table 3 . Our method achieves the highest abnormal detection accuracy, and meanwhile is also the lowest one for the false alarm. It is because our method not only considers the relationship among coefficient vectors, but also alleviates the problem of Table 3 Comparison of accuracy on the Subway database. The first number in the slash (/) denotes the entrance gate result; the second is for the exit gate result. "-" means the results are not provided.
Methods
Wrong direction No-pay Total False alarm Ground truth 26/9 13/3 39/12 -/-Cong et al. [9] 21/9 6/-27/9 4/0 Kim et al. [16] 24/9 8/3 32/12 6/3 Zhao et al. [17] 25/9 9/3 34/12 5/2 Ours 25/9 10/3 35/12 4/0 dimensionality curse.
Conclusions
In this paper, we present a novel method named consistent sparse representation for abnormal event detection to overcome the limitations of traditional sparse representation. We first embed the raw feature into the space spanned by clustering centers. Then, we utilize the consistent regularization to force the the coefficient vectors of normal features to their mean vector and make them more compact and discriminative. The experimental results on two challenging databases clearly demonstrate that it obtains better results than that of previous methods in abnormal event detection.
