demonstrated to analyze series-parallel systems and to determine the optimal design configuration when there are multiple component choices available for each of several k-out-of-n:G subsystems. The problem is to select components and levels of redundancy to optimize some objective function given system level constraints on reliability, cost and/or weight. Previous formulations of the problem have implicit restrictions concerning the type of redundancy allowed, the number of available component choices and whether mixing of components is allowed. The GA used to analyze this problem is a robust evolutionary optimization search technique with very few restrictions concerning the type or size of the design problem. The solution approach was to solve the dual of a nonlinear optimization problem by using a dynamic penalty function. The GA was demonstrated to perform very well on two types of problems, the redundancy allocation problem originally proposed by Fyffe, Hines and Lee and a second, randomly generated problem with more complex k-out-of-n:G configurations.
INTRODUCTION
This paper describes the use of a genetic algorithm (GA) to determine solutions to the redundancy allocation problem for a series-parallel system. In this problem formulation, there is a specified number of subsystems and, for each subsystem, there are multiple component choices which can be selected, with replacement, and used in parallel. For those systems designed using off-the-shelf component types, with known cost, reliability and weight, system design and component selection becomes a combinatorial optimization problem. The consumer electronics industry is one such example where new system designs are composed largely of standard component types (e.g., microcircuits, transistors, resistors) with known characteristics. The problem is then to select the optimal combination of parts and levels of redundancy to collectively meet reliability and weight constraints at a minimum cost, or alternatively, to maximize reliability given cost and weight constraints. The series-parallel system with k-out-of-n:G subsystem redundancy, addressed in this paper, is a common representation for many system design problems.
The GA optimization approach was used in this research. It is one of a family of heuristic optimization techniques, which also include simulated annealing, Tabu search and evolutionary strategies [1] . GAs have been demonstrated to converge to the optimal solution for many diverse difficult problems, although optimality cannot be guaranteed. The ability of the GA to efficiently find good solutions often depends on properly customizing the encoding, breeding operators and fitness measures to the specific engineering problem.
Previous Research in the Redundancy Allocation Problem
The redundancy allocation problem for series-parallel systems has proven to be difficult. Chern [2] showed that the problem is NP-hard. Different optimization approaches to determine optimal or "very good" solutions have included dynamic programming, integer programming, mixed integer and nonlinear programming, and heuristics. An overview and summary of work in this area is presented in Tillman, Hwang and Kuo [3, 4] .
Bellman [5] and Bellman and Dreyfus [6, 7] used dynamic programming to maximize reliability for a system given a single cost constraint. For each subsystem, there was only one component choice so the problem was to identify the optimal levels of redundancy. Fyffe, Hines and Lee [8] also used a dynamic programming approach and solved a more difficult design problem. They considered a system with 14 subsystems and constraints on both cost and weight. For each subsystem, there were three or four different component choices each with different reliability, cost and weight. To accommodate multiple constraints, they used a Lagrangian multiplier within the objective function. While their formulation provided a selection of different components, the search space was artificially restricted to only consider solutions where identical components are in parallel. Nakagawa and Miyazaki [9] showed that the use of a Lagrangian multiplier with dynamic programming is often inefficient. Instead of Lagrangian multipliers, they deployed a surrogate constraints approach. Their algorithm was demonstrated by solving 33 different variations of the Fyffe problem. Of the 33 problems, their N&M algorithm produced optimal solutions to 30 of these problems. For the other cases, the algorithm did not lead to a feasible solution.
A second approach has been to use integer programming. To use integer programming, it is necessary to artificially restrict the search space and prohibit mixing of different components within a subsystem. For problems to maximize reliability given nonlinear but separable constraints, many variations of the problem can be transformed into an equivalent integer programming problem. This was demonstrated by Ghare and Taylor [10] , who used a branch-and-bound approach. Bulfin and Liu [11] also used integer programming. They formulated the problem as a knapsack problem using surrogate constraints (approximated by Lagrangian multipliers found by subgradient optimization [12] ). They formulated the Fyffe problem and its variations as integer programs and determined the optimal solution to all 33 problems investigated by Nakagawa and Miyazaki. They only solved problems with 1-out-of-n:G subsystem redundancy.
Other examples of integer programming solutions are described by Misra and Sharma [13] , Gen, Ida, Tsujimura and Kim [14] and Gen, Ida and Lee [15] . Misra and Sharma present a fast algorithm to solve integer programming problems like those of Ghare and Taylor [10] . The latter two papers formulate the problem as a multi-objective decision making problem with distinct goals for reliability, cost 4 and weight.
There have been several effective uses of mixed integer and nonlinear programming to solve the redundancy allocation problem. Several notable examples are Tillman, Hwang and Kuo [16, 17] . In these problems, component reliability is treated as a continuous variable and component cost is expressed as a function of reliability and other parameters.
While the redundancy allocation problem has been studied in great detail, two areas which have not been sufficiently analyzed are the implications of mixing functionally similar components within a parallel subsystem and the use of k-out-of-n:G redundancy (with k > 1). In practice many system designs use multiple different (yet functionally similar) components in parallel. For example, airplanes often use a primary electronic gyroscope and a secondary mechanical gyroscope working in parallel, and most new automobiles have a redundant, i.e., spare, tire with different size and weight characteristics forming a 4-out-of-5:G standby redundant system. The power of a GA is that it can easily be adapted to many diverse design scenarios including those with mixing of components, k-out-of-n:G redundancy and more complex forms of redundancy.
Previous Use of Genetic Algorithms to Solve Reliability Problems
GAs have been used to solve many difficult engineering problems and are particularly effective for combinatorial optimization problems with large and complex search spaces. Within the reliability field, however, there has been very few examples of their use. For a fixed design configuration and known incremental decreases in component failure rates and their associated costs, Painton and Campbell [18, 19] used a GA to find maximum reliability solutions to satisfy specific cost constraints. Their algorithm is flexible and can be formulated to optimize reliability, mean time between failure (MTBF), the 5th percentile of the MTBF distribution or availability. Ida, Gen and Yokota [20] used a GA to find solutions to a redundancy allocation problem where there are several failure modes. This problem had previously been solved by both nonlinear programming and integer programming. Coit and Smith [21] analyzed a series-parallel system with eight subsystems and ten unique component choices for each subsystem. The search space investigated had > 10 30 unique solutions and the GA would readily converge to a solution after analyzing less than 4 x 10 -24 % of the search space. An interesting feature of this work is that neural network approximations to subsystem reliability, instead of exact solutions, were used. n i total number of components used in subsystem i
n max maximum number of components in parallel (user specified) k i minimum number of components in parallel required for subsystem i to operate 2. Failure of individual components are independent.
3. All redundancy is active redundancy without repair.
PROBLEM FORMULATION
Given the redundancy allocation problem for the series-parallel system, the problem formulation is to maximize reliability (Problem P1) or to minimize cost (Problem P2) given constraints, and k i is specified for each subsystem. Expansion of the problem to include more than two constraints can be easily accommodated by the GA, unlike dynamic programming formulations of the problem.
It can be shown using probability principles that system reliability can be expressed as a function of the decision variables (x ij ) by the following equation. In this general form of the system reliability, it is not possible to determine a linearly equivalent objective function (or constraint) as is done in integer programming formulations of this problem [10, 11, [13] [14] [15] . 
Within the two problem formulations, system weight and cost are often defined as linear functions primarily because this is a reasonable representation of the cumulative effect of component cost and weight. In the examples which follow in Section 5.0, cost and weight are assumed to be linear, however this is not a requirement. Nonlinear constraints and even nonseparable constraints can be handled by the GA, unlike integer programming formulations where constraints must be separable.
The size of the search space (N) is very large even for small and moderately sized problems.
Assuming an upper bound on the number of redundant components (n max ), the number of unique system representations is given by the following equation based on [22] .
The best known problem of the form of Problem P1 is that described by Fyffe, Hines and Lee [1] .
All values of k i were defined to be one. The cost and weight constraints were 130 and 170 respectively.
In the optimal solution, the weight constraint is tight and the system cost is equal to 119. Consider the optimal solution for subsystems 7 and 8 in the Fyffe problem, represented in Figure 1a . In the figure, the numbers within the rectangle represent the optimal component choices. For these two subsystems, the collective reliability is .9906, the cost is 20 and the weight is 30. Now consider the alternative solution presented in Figure 1b . This alternative solution has a reliability of .9914, a cost of 21 and a weight of 30. The alternate solution offers higher reliability at the same weight and an increase in cost of one. But, since the cost constraint in the optimal solution had excess capacity, a change to the alternative solution ( Figure 1b ) for subsystems 7 and 8, while leaving everything else the same, would improve the overall system reliability and still maintain feasibility.
INSERT FIGURE 1 HERE
An advantage of the GA is that there are very few restrictions on the form of the solutions. The GA thoroughly examines the search space and readily identifies design configurations, analogous to that depicted in Figure 1b , which will improve the final solution, but would not be identified using prior dynamic programming, integer programming or nonlinear programming formulations of this problem.
GENETIC ALGORITHM IMPLEMENTATION
A genetic algorithm is a stochastic optimization technique patterned after natural selection in biological evolution as introduced by Holland [23] and further described by Goldberg [24] . The GA methodology is characterized by, 
Solution Encoding
Traditionally, solution encodings have been a binary string [23, 24] . For combinatorial optimization, an encoding using integer values can be more efficient [25] . This was the approach taken in this analysis. Each possible solution to the redundancy allocation problem is a collection of n i parts in represents a prospective solution with two of the most reliable components used in parallel for the first subsystem; two of the second most reliable and one of the third most reliable components used in parallel for the second subsystem; and one of the fourth most reliable components used for the third subsystem.
Initial Population
For a given population size (p), the initial population was determined by randomly selecting p solution vectors. For each solution, s integers between k i and n max were randomly selected to represent the number of parts in parallel (n i ) for a particular subsystem. Then, n i parts were randomly and uniformly selected from among the m i available components (with replacement). The chosen components were sequenced in accordance to their reliability. Previous experimentation [21] indicated that a population size of 40 converged quickly and produced good solutions. In general, the minimum effective population size would grow with problem size.
Objective Function
The problem formulation was to solve the dual of the original problem. The objective function was therefore the sum of the reliability (Problem P1) or cost (Problem P2) and a dynamic penalty function determined by the relative degree of infeasibility. It is important to search through the infeasible region, particularly for highly constrained problems, because the optimal solution can most efficiently be reached via the infeasible region, and often, good feasible solutions are a product of breeding between a feasible and an infeasible solution. To provide an efficient search through the infeasible region but to assure that the final best solution is feasible, a dynamic penalty function based on the squared system reliability deficit was defined to incrementally increase the penalty for infeasible solutions as the search progresses. The penalty function used here is based on the research of Smith and Tate [26] , and increased monotonically with the number of generations, g. For Problem P2, the objective function and penalty function, used for this analysis, are defined as follows. Exact reliability estimates are used for each k-out-of-n:G subsystem by using equation (1) . The formulation for Problem P1 is analogous.
Crossover Breeding Operator
The crossover breeding operator provides a thorough search of areas of the sample space already demonstrated to produce good solutions. For the GA developed, parents were selected based on the ordinal ranking of their objective function. A uniform random number, U, between 1 and p was selected and the solution with the ranking closest to U 2 is selected as a parent, following the selection procedure of Tate and Smith [27] . The crossover operator retained all identical genetic information from both parents and then randomly selected, with equal probability, from either of the two parents for components which differed. Because the solution encodings were ranked from most to least reliable, matches were common. This crossover operator is a variation of the uniform crossover operator which has been shown [28] to be superior to traditional crossover strategies for analyzing combinatorial problems.
Mutation Operator
The mutation operator performs random perturbations to selected solutions. A predetermined number of mutations within a generation is set for each GA trial. Each value within the solution vector (which was randomly selected to be mutated) was changed with probability equal to the mutation rate. A mutated component was changed to an index of m i + 1 with 50 % probability and to a randomly chosen component, from among the m i choices, with 50 % probability.
Evolution
A survival of the fittest strategy was employed. After crossover breeding, the p best solutions from among the previous generation and the new child vectors were retained to form the next generation.
The fitness measure was the objective function value. Mutation was then performed after culling inferior solutions from the population. The best solution within the population was never chosen for mutation to assure that the optimal solution was never altered via mutation. This is a form of elitist selection [29] .
The GA was terminated after a preselected number of generations although the optimal solution was often reached much earlier.
EXAMPLES
The GA was used to analyze two different problems with very good results. First, it was implemented on the 33 variations of the Fyffe, Hines and Lee problem [8] which were attempted by Nakagawa and Miyazaki [9] in the form of Problem P1. The cost constraint is 130 and the weight constraint is varied incrementally from 191 to 159. Because of the stochastic nature of GAs, ten trials were performed for 1200 generation each and the best solution from among the ten trials was used as the final solution. The maximum reliability identified by the GA was used to compare its performance to other algorithms.
Considering component mixing, the size of the search space is greater than 7.6 x 10 33 from equation (2) . For this problem, 18 children and 22 mutations were produced each generation and the mutation rate was 0.05. As the weight constraint was incrementally lowered to solve new variations of the problem, it was found that GA performance improved by increasing the severity of the penalty function. Table 1 presents a comparison of the GA results and the corresponding results from the N&M model. In the table, the percent improvement is the percent that the best feasible solution achieved of the maximum possible improvement, considering that reliability is bounded by one.
INSERT TABLE 1 HERE
The GA produced feasible final solutions for all 33 problems while the N&M model yielded feasible solutions for only 30 of the 33. The GA produced a solution with higher reliability than the N&M or Bulfin and Liu [11] model for 27 of the 33 problems. It was possible to obtain values for system reliability higher than the previously determined "optimal" solutions because the GA allows component mixing within a specific subsystem, while the other algorithms do not. In all instances where there was higher reliability, the improvement was small (< 5%). However, in high reliability applications, even very small improvements in reliability are often difficult to obtain. In four of the problem variations, the GA yielded precisely the same solution as the N&M and Bulfin and Liu [11] algorithms, and in 2 of the 33 problems, the GA produced a solution which was very close, but at a lower reliability.
The second example analyzed is defined by the component choices in Table 2 . This problem is of the form of Problem P2 and the objective is to minimize cost given reliability and weight constraints for a system designed with two subsystems. For the first subsystem k 1 is four, and for the second subsystem, k 2 is two. Cost, weight and reliability component values were selected randomly, however, the underlying distributions were chosen so that the marginal cost of improved reliability was generally, but not in every specific case because of random selection, an increasing function with cost. This problem is more difficult than the previous problem in several respects. First, both subsystems are k-out-of-n:G redundancy with k > 1. Second, for each subsystem, there are ten distinct components choices.
Considering that the mixing of components is allowed, this is a difficult combinatorial problem with over 1.9 x 10 9 unique solutions (with n max = 8).
INSERT TABLE 2 HERE
Twenty different GA trials were performed for six different cases of the second example. The cases differed by changing the reliability and weight constraints as shown in Table 3 . For this problem, 15 children and 25 mutations were produced each generation and the mutation rate was 0.25. In each case the GA was terminated after 1,200 generations, even if the optimal solution had not been reached. Table 4 presents the optimal solutions for each problem case (obtained by complete enumeration).
INSERT TABLES 3 AND 4 HERE
The results show that the GA consistently converged (i.e., 89%) to the optimal solution.
Additionally, the results yield minimum costs which are between 4.4% and 14.2% better than that which could be obtained from any of the previously presented integer programming [10, 11, [13] [14] [15] or dynamic programming [8, 9] formulations of the problem. Several of these example cases merit further discussion.
Case 6 is a highly constrained problem. There are only a total of nine feasible solutions (out of 1.9 x 10 9 ), all of which require the mixing of components within a subsystem. A competing algorithm which did not allow mixing of components would not be able to identify any feasible solutions, whereas the GA identified the optimal solution in 18 out of 20 trials. For case 2, only 11 of 20 trials converged, but the average solution only differed from the optimal by 0.12% and the worst solution differed by only 0.27%. Table 3 presents the average number of generations for the GA to converge to its final solution.
Remembering that each generation includes 40 solutions and the search space from equation (2), these convergence results show the algorithm converges with a percent effort ratio (PER) [12] of less than 0.0021% of the search space for a single GA run. This compares to a PER of 3.9% for an integer programming solution to the redundancy allocation problem using the techniques by Lawler and Bell [30] , and a PER ranging from 0.013% to 10.41% for the algorithm proposed by Misra and Sharma [13] .
It should be noted that these integer programming algorithms guarantee convergence to an optimal solution over a smaller search space while the GA can not guarantee that the optimal solution will be reached. 
