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What is the p for some specific underdetermined matrices such
that lp-minimization is equivalent to l0-minimization
Wang Changlong, Jigen Peng
Abstract
As a conclusion in classical linear algebra, an underdetermined linear equations usually have an
infinite number of solutions. The sparest one among these solutions is significant in many applications.
This problem can be modeled as the following l0-minimization,
min
x∈Rm
‖x‖0 s.t. Ax = b.
However, to find the sparsest solution of an underdetermined linear equations is NP-hard. Therefore,
an important approach to solve the following lp-minimization (0 < p ≤ 1),
min
x∈Rm
‖x‖pp s.t. Ax = b,
The purpose of this problem is to find a p-norm minimization solution (0 < p ≤ 1) instead of the
sparest one.
In order to study the equivalence relationship between l0-minimization and lp-minimization, most
of related work adopt Restricted Isometry Property (RIP) and Restricted Isometry Constant (RIC).
On the premise of RIP and RIC, those work only solve the situation when the solution x˘ of l0-
minimization satisfies that ‖x˘‖0 < k where k is a known fixed constant with k <
spark(A)
2
. One of
the results in this paper is to give an analytic expression p∗ such that lp-minimization is equivalent
to l0-minimization for every ‖x˘‖0 <
spark(A)
2
.
In this paper, we also consider the case where the matrix A is a Vandermonde matrix and we
present an analytic expression p∗ such that the solution of lp-minimization also solve l0-minimization.
Compared with the similar results based on RIP and RIC, we do not need the uniqueness assumption,
i.e., the solution x∗ of l0-minimization do not have to be assumed to be the unique solution which is
the main breakthrough in our result. Another superiority of our result is its computability, i.e., each
part in the analytic expression can be easily calculated.
keywords: sparse recovery, Vandermonde matrix, spark, lp-minimization
1 Introduction
As a conclusion in classical linear algebra, the underdetermind linear equations Ax = b
usually admit an infinite number of solutions. To find the sparsest one in these solutions
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is actually the is the key issue in many applications such as visual coding [15], matrix
completion [2], source localization [12], and face recognition [20], all these problems are
popularly modeled into the following l0-minimization:
min
x∈Rn
‖x‖0 s.t. Ax = b (1)
where A ∈ Rm×n is an underdetermined matrix (i.e. m < n), and ‖x‖0 indicates the
number of nonzero elements of x, which is commonly called l0-norm although it is not a
real vector norm.
However, Natarajan [14] proved that to find the sparest solution of an underdetermind
linear equations is NP-hard and l0-minimization is also combinational and computation-
ally intractable because of the discrete and discontinuous nature. Therefore, alternative
strategies to find sparest solution have been put forward (see, for example [1], [4], [8], [6],
[19], [17] and [3]), Gribuval and Nielsen [11] adopted lp-minimization with 0 < p ≤ 1,
min
x∈Rm
‖x‖pp s.t. Ax = b (2)
where ‖x‖pp =
∑m
i=1 |xi|p. In the literature, ‖x‖p is still called p-norm of x though it
is only a quasi-norm when 0 < p < 1 (because in this case it violates the triangular
inequality). Due to the fact that ‖x‖0 = lim
p→0
‖x‖pp, it seems to be more natural to consider
lp-minimization instead of l0-minimization than others methods and it is important to
choose a suitable p in lp-minimization to ensure the solution of lp-minimization can also
solve l0-minimization.
1.1 Related work
In order to study the equivalence relationship between l0-minimization and lp-minimization,
most of related work adopt Restricted Isometry Property (RIP). A matrix A is said to
have Restricted Isometry Property (RIP) of order k with Restricted Isometry Constant
(RIC) δk ∈ (0, 1), if δk is the smallest constant such that
(1− δk)‖x‖2 ≤ ‖Ax‖2 ≤ (1 + δk)‖x‖2 (3)
for every k-sparse vector x, where a vector x is said k-sparse if ‖x‖0 ≤ k.
Cande`s and Tao [4] and Cande`s [1] showed that every k-sparse vector can be recovered
via l1-minimization as long as δ3k + 3δ4k < 2 or δ2k <
√
2− 1. Foucart [8] improved
the latter inequality and established exact recovery of k-sparse vector via l1-minimization
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under the condition δ2k < 2(3−
√
2)/7. Fourcart [8] proved that the condition δ2k < 0.4531
can guarantee exact k-sparse recovery via lp-minimization for any 0 < p < 1. Chartrand
[5] claimed that a k-sparse vector can be recovered by lp-minimization for some p > 0
small enough provided δ2k+1 < 1.
It should be pointed out that these results based on RIP and RIC do not solve this
problem completely. It is NP-hard to judge whether nor not a given matrix A satisfies RIP,
and it is also NP-hard to get RIC for a given matrix A which is even satisfied with RIP.
Even if a given matrix A satisfied with RIP of order 2k, it is obvious that 2k < spark(A)
where spark(A) is the smallest number of columns from A which are linearly dependent,
and the results based on RIP only study the case where this unique solution is k-sparse
with k < spark(A)
2
, and l0-minimization only has an unique solution. However, we need
to realize that the uniqueness assumption is not always certainly tenable. Furthermore,
Peng, Yue and Li [16] have proved that there exists a constant p(A, b) > 0, such that
every a solution of lp-minimization is also the solution of l0-minimization whenever 0 <
p < p(A, b). This result builds a bridge between lp-minimization and l0-minimization, and
what is important is that this conclusion is not limited by the uniqueness assumption.
However, Peng just proves the existence of such p, he does not give us a computable
expression of such p. Therefore, the purpose of this paper is give a completely answer to
this problem for some specific matrices.
1.2 Main contribution in this paper
Throughout this paper, for a given vector λ = (λ1, λ2, ..., λn)
T ∈ Rn with λi 6= 0
(i ∈ {1, 2, ..., n}), we define a Vandermonde matrix A(m,n, λ) ∈ Rm×n by
A(m,n, λ) =

1 1 ... 1
λ1 λ2 ... λn
λ21 λ
2
2 ... λ
2
n
...
...
. . .
...
λm−11 λ
m−1
2 ... λ
m−1
n

. (4)
As we know, Vandermonde matrices are widely used in many applications [13][18][10].
Another reason why we consider a Vandermonde matrix is due to bounded orthonormal
systems (Chapter 11, [9]). There are many examples in bound orthonormal systems with
the similar structures to a Vandermonde matrix, and one of these important examples is
3
Fourier matrices. In this paper, we assume x∗ is one of the solutions of l0-minimization
for a given Vandermonde matrix A(m,n, λ),
min
x∈Rm
‖x‖0 s.t. A(m,n, λ)x = b, (5)
and we present an analytic expression of p∗ such that ‖x∗‖pp < ‖x + h‖pp for any nonzero
vector h ∈ N(A) whenever 0 < p < p∗. Figure 1 shows us the arrangement of theorems
in this paper.
Figure 1: Theorems in this paper
1.3 Notation
For convenience, for x ∈ Rn, we define its support by support (x) = {i : xi 6= 0} and
the cardinality of set S by |S|. Let Ker(A) = {x ∈ Rn : Ax = 0} be the null space of
matrix A, denote by λmin+(A) the minimum nonzero absolute-value eigenvalue of A
TA
and by λmax(A) the maximum one. We also use the subscript notation xS to denote such
a vector that is equal to x on the index set S and zero everywhere else.
In this paper, we define a Vandermonde matrix by (4), and use A represents an ordinary
underdetermined matrix. We denote the smallest number of columns from A that are
linearly dependent by spark(A).
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2 Preliminaries
In this section, we will focus on introducing some lemmas and definitions. In a mathe-
matical sense, the left side of the inequality in the definition of RIP (3) is crucial, especially
in the proof of a large number of theorems in sparse representation theory. However, we do
not adopt RIP (3) in this paper because it can not apply to the case where ‖x‖0 > spark(A)2 ,
we need to change this equality into a new form which seems to be more reasonable. We
can not conclude that
λmin+(A)‖x‖22 ≤ ‖Ax‖22, (6)
for every vector x /∈ N(A). Because it is obvious that lim
t→+∞
‖A(x˜+t·h˜‖2)
‖x˜+t·h˜‖2 = 0 for a vector
x˜ /∈ N(A) and a vector h˜ ∈ N(A). In order to overcome this difficulty, we will study the
condition under which the inequality (6) is satisfied. We first present a obvious fact in
the following lemma and give a simple proof.
Lemma 1. Given an underdetermined matrix A ∈ Rm×n, then there exist two constants
0 < u ≤ w with
0 < λmin+(A) ≤ u2 ≤ w2 ≤ λmax(A), (7)
such that
u2‖x‖22 ≤ ‖Ax‖22 ≤ w2‖x‖22, (8)
holds for every x ∈ Rn with ‖x‖0 < spark(A).
Proof. The proof is divided into two steps.
Step 1: To prove the existence of u.
In order to prove this result we just need to prove that the set V = {u : ‖Ax‖2/‖x‖2 ≥
u, for any nonzero x with ‖x‖0 ≤ spark(A)} has a nonzero infimum.
If we assume that inf V=0, i.e., for any n ∈ N+, there exists a vector ‖xn‖0 ≤ spark(A)
such that ‖Axn‖2/‖xn‖2 ≤ n−1. Without of generality, we can assume ‖xn‖2 = 1, fur-
thermore, the bounded sequence {xn} has a subsequence {xni} which is convergent, i.e.
xni → x0 and it is obvious that Ax0 = 0 because that the function y(x) = Ax is a
continuous one.
Let J(x0) = {i : (x0)i 6= 0}, since xni → x0, it is easy to get that, for any i ∈ J(x0),
there exists Ni such that (xnk)i 6= 0 when k ≥ Ni.
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Let N = max
i∈J(x0)
Ni, for any i ∈ J(x0), it is easy to get that (xnk)i 6= 0 when k ≥ N .
Therefore, we can get that ‖xnk‖0 ≥ ‖x0‖0 when k ≥ N , such that ‖x0‖0 ≤ spark(A).
Therefore, there exists a constant u > 0 such that ‖Ax‖2 ≥ u‖x‖2, for any x ∈ Rn with
‖x‖0 ≤ spark(A).
Step 2: To prove u2 ≥ λmin+(ATA).
According to the proof above, there exists a vector x˜ ∈ Rn with ‖x˜‖0 ≤ spark(A) such
that ‖Ax˜‖2 = u‖x˜‖2.
Let V = support(x˜), it is easy to get that
u2xTx ≤ xTATVAV x, (9)
for all x ∈ R|V |. Therefore, the smallest eigenvalue of ATVAV is u2 since ATVAV ∈ R|V |×|V |
is a symmetric matrix. and we can choose an eigenvector z ∈ R|V | of eigenvalue u2.
If u2 < λmin+(A
TA), then we can consider such a vector x
′ ∈ Rn with x′i = zi when
i ∈ V and zero everywhere else. Therefore, it is easy to get that ATAx′ = u2x′ which
contradicts the definition of λmin+(A
TA).
At last, we notice that ATA is a semi-positive definite matrix, such that ‖Ax‖22 =
xTATAx ≤ λmax(ATA)‖x‖22 for all x ∈ Rn. Therefore, the proof is completed.
The following lemma introduced by Foucart [7] is an important inequality to compare
different norms between different subvectors.
Lemma 2. [7] If 0 < p < q, and u1 ≥ . . . ≥ uk ≥ uk+1 . . . ≥ us ≥ us+1 . . . ≥ uk+t ≥ 0, it
holds that (
k+t∑
i=k+1
uqi
) 1
q
≤ Cp,q(k, s, t)
(
s∑
i=1
upi
) 1
p
(10)
with Cp,q(k, s, t) = max
{
t
p
q
s
,
(
p
q
) p
q
(
1− p
q
)1− p
q
k
p
q
−1
} 1
p
Lemma 3. For p ∈ (0, 1], we have that
(p
2
) 1
2
(
1
2− p
) 1
2
− 1
p
≥
√
2
2
.
Proof. We denote a function f(p) on interval (0, 1]
f(p) =
(p
2
) 1
2
(
1
2− p
) 1
2
− 1
p
, (11)
and we can get that
ln f(p) =
1
2
ln
p
2
−
(
1
2
− 1
p
)
ln(2− p). (12)
6
It is easy to get that
h(p) =
f ′(p)
f(p)
=
1
2p
−
(
1
p2
ln(2− p)−
(
1
2
− 1
p
)
1
2− p
)
,
= − 1
p2
ln(2− p) ≤ 0. (13)
Therefore, f(p) is nondecreasing in p ∈ (0, 1], and we can get f(p) ≥ f(1) =
√
2
2
.
The proof is completed.
As an important matrix used in the practical application, there are a lot of properties of
a Vandermonde matrix, and the following lemma presents an important property which
is widely used in this paper.
Lemma 4. (pp. 535. Theorem A.25 [9]) If λ1 > λ2 > ...λn > 0, then the Vandermonde
matrix A(m,n, λ) is totally positive, i.e, for any sets I, J ⊂ {1, 2, 3, ..., n} of equal size,
detA(m,n, λ)I,J > 0, (14)
where A(m,n, λ)I,J is the submatrix of A(m,n, λ) with rows and columns indexed by I
and J .
Corollary 1. If |λi| 6= |λj| as long as i 6= j and |λi| 6= 0 (i, j ∈ {1, 2, 3, ..., n}), the
submatrix A(m,n, λ)I,J is an an invertible matrix for any sets I, J ⊂ {1, 2, 3, ..., n} of
equal size.
3 Main Contribution
For a given Vandermonde matrix A(m,n, λ) ∈ Rm×n, x∗ is the sparest solution of
A(m,n, λ)x = b, and it is obvious that 1 ≤ ‖x∗‖0 ≤ m since rank(A(m,n, λ)) = m.
The question is: what is the p such that ‖x∗‖pp < ‖x∗ + h‖pp for every nonzero vector
h ∈ N(A(m,n, λ))?
In order to answer this question completely, we consider the following two cases in this
paper,
Case I, 1 ≤ ‖x∗‖0 < spark(A(m,n,λ))2 = m+12 .
Case II, spark(A(m,n,λ))
2
= m+1
2
≤ ‖x∗‖0 ≤ m.
In Section 3.1, we will consider Case I, and we will give a result with a wider applicability
which not only to a Vandermonde matrix but also to an ordinary underdetermined matrix.
In Section 3.2, we will consider Case II under two different conditions respectively, m <
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n < 2m + 2 and n ≥ 2m + 2. In order to describe our results more clearly, we define a
matrix function for a given underdetermined matrix A,
p∗(A) := min
{
1,
16λmin+(A)
2
(
√
2 + 1)2(λmax(A)− λmin+(A))2
}
. (15)
3.1 Case I
In this subsection, we consider a more general sense, i.e., we assume that the ma-
trix A is an arbitrary underdetermined matrix and ‖x˘‖0 < spark(A)2 is the solution of
l0-minimization. The following theorem presents us such a p for this situation.
Theorem 1. Given an underdetermined matrix A ∈ Rm×n with m ≤ n, and x˘ is the
solution of the following l0-minimization,
min
x∈Rn
‖x‖0 s.t. Ax = b (16)
If ‖x˘‖0 = k < spark(A)2 , then we have that
‖x˘‖pp < ‖x˘+ h‖pp (17)
for any nonzero vector h ∈ N(A) and 0 < p < p(A), where the matrix function p∗(A) is
defined by (15).
Proof. For a underdetermined matrix A ∈ Rm×n with m ≤ n, x˘ is the solution of the
l0-minimization and ‖x˘‖0 = k < spark(A)2 .
Now, for a vector h ∈ N(A), we consider the index set S0 = support(x˘).
S1={ indices of the largest k values component of h except S0}.
S2={ indices of the largest k values component of h except S0 and S1}.
. . .
St={ indices of the rest components of h }.
Before we start our main proof, we present a simple inequality which is useful in our
proof.
For any vectors x1 and x2, ‖xi‖0 < spark(A)2 (i = 1, 2) and support(x1)∩support(x2) = ∅,
then we have that
|〈Ax1, Ax2〉| ≤ λmax(A)− λmin+(A)
2
‖x1‖2‖x2‖2. (18)
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By Lemma 1, it is easy to get that
|〈Ax1, Ax2〉|
‖x1‖2‖x2‖2 =
∣∣∣∣〈A( x1‖x1‖2
)
, A
(
x2
‖x2‖2
)〉∣∣∣∣ ,
=
1
4
∣∣∣∣∣
∥∥∥∥A( x1‖x1‖2 + x2‖x2‖2
)∥∥∥∥2
2
−
∥∥∥∥A( x1‖x1‖2 − x2‖x2‖2
)∥∥∥∥2
2
∣∣∣∣∣ ,
≤ 1
4
∣∣∣∣∣w2
∥∥∥∥ x1‖x1‖2 + x2‖x2‖2
∥∥∥∥2
2
− u2
∥∥∥∥ x1‖x1‖2 − x2‖x2‖2
∥∥∥∥2
2
∣∣∣∣∣ . (19)
Since support(x1) ∩ support(x2) = ∅, we have that∥∥∥∥ x1‖x1‖2 + x2‖x2‖2
∥∥∥∥2
2
=
∥∥∥∥ x1‖x1‖2 − x2‖x2‖2
∥∥∥∥2
2
= 2, (20)
from which we get that
|〈Ax1, Ax2〉| ≤ w
2 − u2
2
‖x1‖2‖x2‖2. (21)
Furthermore, we can get that
|〈Ax1, Ax2〉| ≤ λmax(A)− λmin+(A)
2
‖x1‖2‖x2‖2. (22)
By Lemma 1 and the inequality (18) it is obvious that
‖hS0‖22 + ‖hS1‖22 = ‖hS0 + hS1‖22
≤ 1
λmin+(A)
‖AhS0 + AhS1‖22
≤ 1
λmin+(A)
(
t∑
i=2
〈−AhS0 , AhSi〉+
t∑
i=2
〈−AhS1 , AhSi〉
)
≤ λmax(A)− λmin+(A)
2λmin+(A)
(‖hS0‖2 + ‖hS1‖2)
(
t∑
i=2
‖hSi‖2
)
. (23)
For any 2 ≤ i ≤ t, it is easy to get that
‖hSi‖2 + ‖hSi+1‖2 + ‖hSi+2‖2 + ‖hSi+3‖2 ≤ 2‖hSi ⋃Si+1⋃Si+2⋃Si+3‖2. (24)
Therefore, ∑
i≥2
‖hSi‖2 ≤ 2
∑
i≥0
(‖hS4i+2 ⋃S4i+3 ⋃S4i+4 ⋃S4i+5‖2) (25)
By Lemma 3, Since we can get that(p
2
) 1
2
(
1
2− p
) 1
2
− 1
p
≥
√
2
2
, (26)
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Therefore, we have that (p
2
) 1
2
(
1
2− p
) 1
2
− 1
p
≥ 2 12− 1p , (27)
By Lemma 2, we take q = 2, s = t = 4k, and 0 < p ≤ 1. It is easy to get that
‖hSi ⋃Si+1⋃Si+2⋃Si+3‖2 ≤ C(p)‖hSi−1⋃Si ⋃Si+1 ⋃Si+2‖p, (28)
where
C(p) = max{(4k) 12− 1p ,
(p
2
) 1
2
(2− p) 1p− 12 (2k) 12− 1p}
=
(p
2
) 1
2
(2− p) 1p− 12 (2k) 12− 1p . (29)
Therefore, we can get that
t∑
i=2
‖hSi‖2 ≤ 2
∑
i≥0
(‖hS4i+2 ⋃S4i+3 ⋃S4i+4 ⋃S4i+5‖2)
≤ 2 ·
(p
2
) 1
2
(2− p) 1p− 12 (2k) 12− 1p
∑
i≥0
(‖hS4i+1 ⋃S4i+2 ⋃S4i+3 ⋃S4i+4‖p)
≤ 2 ·
(p
2
) 1
2
(2− p) 12− 1p (2k) 1p− 12‖hSC0 ‖p. (30)
Substituting the inequality (30) into (23), we have that
‖hS0‖22 + ‖hS1‖22 ≤
λmax(A)− λmin+(A)
2λmin+(A)
(‖hS0‖2 + ‖hS1‖2)
(
t∑
i=2
‖hSi‖2
)
≤ B · (‖hS0‖2 + ‖hS1‖2), (31)
where B =
λmax(A)−λmin+ (A)
λ
min+ (A)
(
p
2
) 1
2 (2− p) 1p− 12 (2k) 12− 1p‖hSC0 ‖p.
By (31), we can get that
(‖hS0‖2 −
B
2
)2 + (‖hS1‖2 −
B
2
)2 ≤ B
2
2
(32)
Therefore, we can get that
‖hS0‖2 ≤
√
2 + 1
2
B. (33)
By Ho¨lder’s inequality, for any vector x, we can get that
‖x‖pp ≤ ‖x‖1−
p
2
0
(‖x‖22)p2 = ‖x‖1− p20 ‖x‖p2.
Therefore, we can get that
‖hS0‖p ≤ k
1
p
− 1
2‖hS0‖2 ≤ k
1
p
− 1
2 ·
√
2 + 1
2
B. (34)
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We define a function ϕ(p) on interval (0, 1] by ϕ(p) =
(
1− p
2
) 1
p
− 1
2 , and it is easy to get
that
ϕ′(p)
ϕ(p)
= − 1
p2
ln(1− p
2
) + (
1
p
− 1
2
)
−1
2− p (35)
=
1
p
(
1
p
ln
2
2− p −
1
2
)
(36)
=
1
p
(
1
p
ln
(
1 +
p
2− p
)
− 1
2
)
(37)
>
1
p
(
1
p
· p
2− p −
1
2
)
> 0, (38)
Because lim
p→0
ϕ(p) = e−
1
2 and ϕ(1) =
√
2
2
. Therefore, we can get that ϕ(p) ≤
√
2
2
for
0 < p ≤ 1.
We consider the following inequality,
√
2 + 1
2
· λmax(A)− λmin+(A)
λmin+(A)
·
√
2
2
·
√
p
2
< 1. (39)
It is easy to get the solution of the inequality (39)
0 < p < p∗(A) = min
{
1,
16λmin+(A)
2
(
√
2 + 1)2(λmax(A)− λmin+(A))2
}
. (40)
We notice that
‖hS0‖p < k
1
p
− 1
2‖hS0‖2 ≤ k
1
p
− 1
2 ·
√
2 + 1
2
B
≤
√
2 + 1
2
· λmax(A)− λmin+(A)
λmin+(A)
·
√
2
2
·
√
p
2
‖hSC0 ‖p. (41)
It is obvious that ‖hS0‖p < ‖hSC0 ‖p when 0 < p < p∗(A), and we can get that
‖x˘+ h‖pp = ‖x˘+ hS0‖pp + ‖hSC0 ‖pp ≥ ‖x˘‖pp − ‖hS0‖pp + ‖hSC0 ‖pp > ‖x˘‖pp. (42)
The proof is completed
By Theorem 1, we can take A = A(m,n, λ), and x˘ = x∗ then we can get the following
corollary bacause spark(A(m,n, λ)) = m+ 1.
Corollary 2. Given an Vandermonde matrix A(m,n, λ) ∈ Rm×n with m ≤ n, and x∗ is
the solution of the following l0-minimization,
min
x∈Rn
‖x‖0 s.t. A(m,n, λ)x = b (43)
If ‖x∗‖0 < m+12 , then we have that
‖x∗‖pp < ‖x∗ + h‖pp (44)
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for any nonzero vector h ∈ N(A(m,n, λ)) and 0 < p < p∗(A(m,n, λ)) where the matrix
function p∗(A) is defined by (15).
Remark 1. We should realize that the conclusion in Theorem 1 considers every vector x
with ‖x‖0 < spark(A)2 . Recall the results based on RIP and RIC, these work only consider
k-spare solution when the matrix A satisfied RIP of order 2k, and it is obvious that
k < spark(A)
2
for such a matrix A, but the opposite is not always true. For these reasons,
Theorem 1 has a wider applicability than others.
Theorem 1 is the first main result in this paper, we present an analytic expression of
p such that ‖x∗‖pp < ‖x∗ + h‖pp for any h ∈ N(A). Theorem 1 also is the basis for other
theorems in this paper. We notice that the condition ‖x∗‖0 < spark(A)2 is vital to the
proof of Theorem 1, so we consider to construct new matrices based on the old one in the
following subsection, and these new matrices have a bigger spark number.
3.2 Case II
In this subsection, we will consider the situation where m+1
2
≤ ‖x∗‖0 ≤ m. We should
realize that this situation is completely different from the situation in Section 3.1, because
the matrix A(m,n, λ) does not have the ability to recover every k-sparse vector when
m+1
2
≤ k ≤ m. So the conclusions in Section 3.1 can not be true in Case II.
However, the method in Section 3.1 provides us a way to solve this situation, i,e., we
may construct a new matrix composed of A(m,n, λ), and the new matrix has the ability
to recover every m-sparse vector.
For a given Vandermonde matrix A(m,n, λ) ∈ Rm×n, we define a series of matrices
A(t)(m,n, λ, xt, yt) ∈ R(2m+2)×(m+n+2),
A(t)(m,n, λ, xt, yt) =

1 1 1 . . . 1 0 0 0 0
λ1 λ2 λ3 . . . λn 0 0 0 0
λ21 λ
2
2 λ
2
3 . . . λ
2
n 0 0 0 0
...
...
...
. . .
... 0 0 0 0
λm−11 λ
m−1
2 λ
m−1
3 . . . λ
m−1
n 0 0 . . . 0
xt · λm1 xt · λm2 xt · λm3 . . . xt · λmn 1 0 . . . 0
yt · λm+11 yt · λm+12 yt · λm+13 . . . yt · λm+1n 0 1 0 0
...
...
...
. . .
...
...
...
. . .
...
yt · λ2m+11 yt · λ2m+12 yt · λ2m+13 . . . yt · λ2m+1n 0 0 . . . 1

,(45)
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where the sequences lim
t→∞
xt = 0, lim
t→∞
yt = 0, xt > 0, and yt > 0.
Furthermore, we also define a new matrix A(0)(m,n, λ) ∈ R(2m+2)×(n+m+2)
A(0)(m,n, λ) =

1 1 1 . . . 1 0 0 0 0
λ1 λ2 λ3 . . . λn 0 0 0 0
λ21 λ
2
2 λ
2
3 . . . λ
2
n 0 0 0 0
...
...
...
. . .
... 0 0 0 0
λm−11 λ
m−1
2 λ
m−1
3 . . . λ
m−1
n 0 0 . . . 0
0 0 0 . . . 0 1 0 . . . 0
0 0 0 . . . 0 0 1 0 0
...
...
...
. . .
...
...
...
. . .
...
0 0 0 . . . 0 0 0 . . . 1

. (46)
As we have mentioned, the new matrices A(0)(m,n, λ) and A(t)(m,n, λ, xt, yt) based
on A(m,n, λ) are the key to our result. The following lemma presents us an important
property of A(t)(m,n, λ, xt, yt) which is also important.
Proposition 1. If the Vandermonde matrix A(m,n, λ) satisfies that 2m+ 2 ≤ n, |λi| 6=
|λj| (i 6= j and i, j ∈ {1, 2, ..., n}). Recall the definitions of A(t)(m,n, λ, xt, yt) (45), then
we have that
spark(A(t)(m,n, λ, xt, yt)) = 2m+ 3. (47)
Proof. It is easy to get that rank(A(t)(m,n, λ, xt, yt)) = 2m+2, however it does not mean
that spark(A(t)(m,n, λ, xt, yt)) = 2m+3 since A
(t)(m,n, λ, xt, yt) has a different structure
from A(m,n, λ).
By the definition of spark(A(t)(m,n, λ, xt, yt), it is obvious that
spark(A(t)(m,n, λ, xt, yt) = spark(A
∗), (48)
where
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A∗ =

1 1 1 . . . 1 0 0 0 0
λ1 λ2 λ3 . . . λn 0 0 0 0
λ21 λ
2
2 λ
2
3 . . . λ
2
n 0 0 0 0
...
...
...
. . .
... 0 0 0 0
λm−11 λ
m−1
2 λ
m−1
3 . . . λ
m−1
n 0 0 . . . 0
λm1 λ
m
2 λ
m
3 . . . λ
m
n 1 0 . . . 0
λm+11 λ
m+1
2 λ
m+1
3 . . . λ
m+1
n 0 1 0 0
...
...
...
. . .
...
...
...
. . .
...
λ2m+11 λ
2m+1
2 λ
2m+1
3 . . . λ
2m+1
n 0 0 . . . 1

.
Let S1 = {1, 2, ..., n} and S2 = {n + 1, n + 2, ..., n + m + 2}. In order to find the
smallest number of columns from A∗ which are linearly dependent, we assume that the
index set S∗ corresponds to spark(A∗). i.e., the columns of AS∗ are linearly dependent
and |S∗| = spark(A∗).
Let S∗ = S∗1
⋃
S∗2 with S
∗
1 ⊆ S1 and S∗2 ⊆ S2. It is obvious that m+1 ≤ |S∗1 | ≤ 2m+3.
We define some vectors BTi (i ∈ {1, 2, ..., m+ 2}) by
BT1 = (λ
m
1 , λ
m
2 , · · · , λmn ),
BT2 = (λ
m+1
1 , λ
m+1
2 , · · · , λm+1n ),
. . .
BTm+2 = (λ
2m+1
1 , λ
2m+1
2 , · · · , λ2m+1n ).
(49)
We notice that the submatrix [AT (m,n, λ), B1, B2, ..., Bm+2]
T is column full rank and
the vectors Bi (i = 1, 2, ..., m + 2) are linearly independent. By Lemma 4 and Corol-
lary 1, the submatrix [AT (m,n, λ)S∗1 , Bi1, Bi2 , ..., Bi|S∗|−m ]
T is an invertible matrix, where
i1, i2, ..., i|S∗1 |−m are |S∗1 | −m different numbers from {1, 2, 3, ..., m+ 2}.
It is easy to get that we can choose a vector h ∈ N(A(m,n, λ)) with ‖h‖0 = m+1, and
the set support(h)∪S2 is one of the methods to get the smallest number of columns from
A∗ that are linearly dependent. Therefore, |S∗1 | = m+ 1 and |S∗2 | = m+ 2, and we have
that spark(A∗) = 2m+ 3.
Theorem 2. For a given Vandermonde matrix A(m,n, λ) ∈ Rm×n with n ≥ 2m + 2,
|λi| 6= |λj| with (i, j ∈ {1, 2, 3, ..., n}, i 6= j). Recall the definitions of A(0)(m,n, λ) (46)
and p∗(A) (15). If m+1
2
≤ ‖x∗‖0 ≤ m, then we have that
‖x∗‖pp < ‖x∗ + h‖pp, (50)
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for every nonzero vector h ∈ N(A(m,n, λ)) and 0 < p < p∗(A(0)(m,n, λ)).
Proof. First of all, we will prove a simple fact that
lim
t→∞
p∗(A(t)(m,n, λ, xt, yt)) = p∗(A(0)(m,n, λ))
It is obvious that rank(A(t)(m,n, λ, xt, yt)) = 2m + 3 for any t, and the characteris-
tic polynomial of A(t)(m,n, λ, xt, yt)
TA(t)(m,n, λ, xt, yt) always only has 2m + 3 posi-
tive roots. So we can conclude that lim
t→∞
λmax(A
(t)(m,n, λ, xt, yt)) = λmax(A
(0)(m,n, λ)).
and lim
t→∞
λmin+(A
(t)(m,n, λ, xt, yt)) = λmin+(A
(0)(m,n, λ)). Therefore, we can get that
lim
t→∞
p∗(A(t)(m,n, λ, xt, yt)) = p∗(A(0)(m,n, λ)).
Next, we will prove that we can get ‖x∗‖pˇpˇ < ‖x∗ + h¯‖pˇpˇ, for a fixed nonzero vector
h¯ ∈ N(A(m,n, λ)) and a fixed constant pˇ ∈ (0, p∗(A(0)(m,n, λ)).
We recall the definition of BTi (49), and we define li by li =< Bi, h¯ > (i = 1, 2, . . .m+4).
Without loss of generality, we can assume that |l1| ≥ |l2| ≥ . . . |lm+2|. Furthermore, we
can define {xt} and {yt} by
xt = (m+ 1)
1
pˇ |l1|−11
t
, (51)
and
yt = |l2|−11
t
. (52)
Since lim
t→∞
p∗(A(t)(m,n, λ, xt, yt)) = p∗(A(0)(m,n, λ)), there exists a big enough number
T such that pˇ < p∗(A(t)(m,n, λ, xt, yt)) for any t ≥ T . For such t, there exists a vec-
tor hˆ(t) ∈ N(A(t)(m,n, λ, xt, yt)) such that hˆT (t) = (h¯T , hˆ(t)1, hˆ(t)2, . . . , hˆ(t)m+2), where
hˆ(t)i ∈ R (i = 1, 2, . . . , m+ 2).
By the definition of {xt} (51) and {yt} (52), it is easy to get that hˆ(t)1 = −(m+1)
1
pˇ · 1
t
,
hˆ(t)2 = −1t and |hˆ(t)i| ≤ 1t (i = 3, 4, . . . , m + 2). Therefore, we can get |hˆ(t)1|pˇ =
(m+ 1) 1
tpˇ
≥∑m+2i=2 |hˆ(t)i|pˇ.
Now, we consider a vector xˇ(t)T = (x∗T , (m+ 1)
1
pˇ · 1
t
, 0, . . . , 0) ∈ Rn+m+2, and it is easy
to get that ‖xˇ(t)‖0 = ‖x∗‖0 + 1 ≤ m+ 1.
By Theorem 1 and Proposition 1, we can get that pˇ < p∗(A(t)(m,n, λ)) for a big enough
t. Since spark(A(t)(m,n, λ, xt, yt)) = 2m+ 3, we have that
‖xˇ(t)‖pˇpˇ = ‖x∗‖pˇpˇ + (m+ 1)
1
tpˇ
< ‖xˇ(t) + hˆ(t)‖pˇpˇ, (53)
= ‖x∗ + h¯‖pˇpˇ +
m+2∑
i=2
|hˆ(t)i|pˇ. (54)
15
It is obvious that ‖x∗‖pˇpˇ < ‖x∗ + h¯‖pˇpˇ. Therefore, the proof is completed.
Remark 2. The conclusion lim
t→∞
λmin+(A
(t)(m,n, λ, xt, yt)) = λmin+(A
(0)(m,n, λ)) is of
greatest importance while RIC and RIP do not always satisfy this limit property.
Now we consider the case where m < n < 2m+ 2. Similar to Theorem 2, we will con-
struct a series of new matrices based on A(m,n, λ). For a Vandermonde matrix A(m,n, λ)
with m < n < 2m+ 2, we define that
A(m,n, λ∗) =

1 1 ... 1 1 1 . . . 1
λ1 λ2 ... λn λn+1 λn+2 . . . λ2m+2
λ21 λ
2
2 ... λ
2
n λ
2
n+1 λ
2
n+2 . . . λ
2
2m+2
...
...
. . .
...
...
...
. . .
...
λm−11 λ
m−1
2 ... λ
m−1
n λ
m−1
n+1 λ
m−1
n+2 . . . λ
m−1
2m+2

. (55)
where λ∗ ∈ R2m+2 = (λT , λn+1, ..., λ2m+2)T and the entries in λ∗ are 2m + 2 nonzero
constants with different absolute value. Similar to A(0)(m,n, λ), we also define the matrix
A(0)(m,n, λ∗) ∈ R(2m+2)×(3m+4) by
A(0)(m,n, λ∗) =

1 1 1 . . . 1 0 0 0 0
λ1 λ2 λ3 . . . λ2m+2 0 0 0 0
λ21 λ
2
2 λ
2
3 . . . λ
2
2m+2 0 0 0 0
...
...
...
. . .
... 0 0 0 0
λm−11 λ
m−1
2 λ
m−1
3 . . . λ
(m−1)
2m+2 0 0 . . . 0
0 0 0 . . . 0 1 0 . . . 0
0 0 0 . . . 0 0 1 0 0
...
...
...
. . .
...
...
...
. . .
...
0 0 0 . . . 0 0 0 . . . 1

. (56)
Theorem 3. For a given Vandermonde matrix A(m,n, λ) ∈ Rm×n with n < 2m + 2,
recall the definitions of A(0)(m,n, λ∗) (56) and p∗(A) (15), if m+1
2
≤ ‖x∗‖0 ≤ m, then we
have that
‖x∗‖pp < ‖x∗ + h‖pp, (57)
for every nonzero h ∈ N(A(m,n, λ)) and 0 < p < p∗(A(0)(m,n, λ∗)).
Proof. Recall the definitions of A(0)(m,n, λ∗) (55). By Proposition 1, we can get that
spark(A(0)(m,n, λ∗)) = 2m+ 3. (58)
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Let x˜ = (x∗T , 0, 0, ..., 0) ∈ R2m+2 and h˜ = (hT , 0, 0, ..., 0) ∈ R2m+2. It is obvious that
h˜ ∈ N(A(m,n, λ∗)) since h ∈ N(A(m,n, λ)).
By Theorem 2, we can get that
‖x∗‖pp = ‖x˜‖pp < ‖x˜+ h˜‖pp = ‖x∗ + h‖pp, (59)
for any h ∈ N(A(0)(m,n, λ∗)) whenever 0 < p < p(A(0)(m,n, λ∗)). It is obvious that
N(A(m,n, λ∗)) ⊂ N(A(0)(m,n, λ∗)) and the proof is completed.
Remark 3. In order to construct such vector λ∗ ∈ R2m+2, the absolute value of the
constant λi (i ∈ {m + 1, m + 2, ..., 2m + 2}) just need to be different from that of λj
(j ∈ {1, 2, ..., m}). So there exist a lot of vectors meeting the this condition. It is worthy
studying how to find a reasonable vector to get the optimal p∗(A(0)(m,n, λ∗)).
4 Conclusion
In this paper, we present an analytic expression of p for a given Vandermonde ma-
trix A(m,n, λ) ∈ Rm×n such that the solutions of l0-minimization is the solution of lp-
minimization. Different to related work based on RIP, we fundamentally give a answer to
this equivalence problem between l0-minimization and lp-minimization, and the solution
of l0-minimization x
∗ do not need to be assumed to be unique solution and ‖x‖0 < spark(A)2 .
As we have already mentioned, RIP and RIC only consider the case when l0-minimization
only has an unique solution and these two concepts require 2‖x‖0 < spark(A). Different
to the results based on RIP and RIC, we do not need the uniqueness assumption and we
consider a more general case including the case where ‖x‖0 ≥ 12spark(A).
It should be pointed out that Theorem 1 is also can be used in any underdetermind
matrix A with ‖x∗‖ < spark(A)
2
, including the matrices with RIP of 2k order and ‖x∗‖0 ≤ k.
The advantage of our result its computability, i.e., each part in this analytic expression
can be easily calculated. As we know, to calculate RIC for a given matrix which is satisfied
with RIP is also NP-hard. The authors think that the method used in Section 3 can also
be used in other types of matrices. In conclusion, the authors hope that in publishing
this paper, a brick will be thrown out and be replaced with a gem.
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