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Abstract
The orientation-preservation condition, i.e., the Jacobian determinant of
the deformation gradient det∇u is required to be positive, is a natural phys-
ical constraint in elasticity as well as in many other fields. It is well known
that the constraint can often cause serious difficulties in both theoretical
analysis and numerical computation, especially when the material is sub-
ject to large deformations. In this paper, we derive a set of sufficient and
necessary conditions for the quadratic iso-parametric finite element interpo-
lation functions of cavity solutions to be orientation preserving on a class
of radially symmetric large expansion accommodating triangulations. The
result provides a practical quantitative guide for meshing in the neighbor-
hood of a cavity and shows that the orientation-preservation can be achieved
with a reasonable number of total degrees of freedom by the quadratic iso-
parametric finite element method.
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1 Introduction
As early as 1958, Gent and Lindley [6] carried out physical experiments and stud-
ied the sudden void formation on elastic bodies under hydrostatic tension. Since
then, the phenomenon, which is referred to as cavitation in literatures, has been
intensively studied by numerous researchers.
There are two representative models for the cavity formation. One is the so-
called deficiency model proposed by Gent and Lindley [6], in which the cavities are
considered to develop from pre-existing small voids under large triaxial tensions.
The other is the perfect model established by Ball [2], in which voids form in an
intact body so that the total stored energy of the material could be minimized.
The relations between the two models are partially established by the work of
Sivaloganathan et. al. [18] and Henao [7]: roughly speaking, given the right
positions of the voids, as the radii of the pre-existing small voids go to zero, the
solution of the deficiency model converges to the solution of the perfect model.
Furthermore, the configurational forces can be used to detect whether a void is
formed in the right position [11, 20].
The perfect model typically displays the Lavrentiev phenomenon [8] when there
is a cavitation solution, leading to the failure of the conventional finite element
methods [1, 4]. Though there are existing numerical methods developed to over-
come the Lavrentiev phenomenon ([1, 4, 9, 14]), they do not seem to be powerful
and efficient enough to tackle the cavitation problem on their own.
In fact, all of the numerical studies on cavitation, known to the authors so far,
are based on the deficiency model, in which one considers to minimize the total
energy of the form
E(u) =
∫
Ω̺
W (∇u(x))dx, (1.1)
in the set of admissible functions
U = {u ∈ W 1,1(Ω̺;Rn) is one-to-one a.e. : u|Γ0 = u0, det∇u > 0 a.e.}, (1.2)
where Ω̺ = Ω \
⋃K
i=1B̺i(ai) ⊂ Rn (n = 2, 3) denotes the region occupied by an
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elastic body in its reference configuration, B̺i(ai) = {x ∈ Rn : |x − ai| < ̺i}
are the pre-existing defects of radii ̺i centered at ai. In (1.1) W : M
n×n
+ → R+
is the stored energy density function of the material, Mn×n+ denotes the set of
n × n matrices with positive determinant, Γ0 is the boundary of Ω. We notice
here that, in elasticity theory, the Jacobian determinant det∇u, the local volume
“stretching factor” of a deformation, is naturally required to be positive, which
means that no volume of the material is compressed into a point or even turned
“inside out”. The constraint is of vital importance, for instance it excludes the
deformations that have a reflection component, and it is a necessary condition
of the fact that the matter should not inter-penetrate. On the other hand, the
constraint det∇u > 0, though less strict than the incompressibility det∇u ≡ 1,
also inevitably brings some serious difficulties to mathematical models ([3, 16]) as
well as numerical computations ([5, 11, 25]).
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(b) Quadratic iso-parametric element.
Figure 1: Quadratic FE is superior in orientation-preservation.
To have an intuitive view of orientation-preserving behavior of finite element
approximation of cavitation solutions, we compare schematically in Figure 1 the
affine finite element interpolations and the quadratic iso-parametric finite element
interpolations of a section of a ring before and after a large radially expansion-
ary deformation. It is clearly seen in Figure 1(a) that the affine finite element
interpolation fails to preserve the orientation, i.e., the interpolation triangle ABC
before the deformation is anticlockwise but the interpolation triangle A′B′C ′ af-
ter the deformation is clockwise. It is also easily seen in Figure 1(b) that the
quadratic iso-parametric finite element interpolations can successfully preserve the
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orientation even for much larger deformations. This suggests that the conforming
affine finite element method is not a good candidate for the cavitation computa-
tion, while quadratic finite element methods might be. In fact, for the conforming
affine finite element method to preserve the orientation, the amount of degrees of
freedom required can be unbearably large [25]. On the other hand, some numerical
methods based on quadratic finite elements [10, 11], non-conforming affine finite
element [25], bi-linear and tri-linear finite elements (see [13, 23] among many oth-
ers) have shown considerable numerical success. In particular, the iso-parametric
finite element method developed in [11] showed great potential in the computa-
tion of multi-voids growth, and the numerical experiments also revealed that the
orientation-preservation conditions are crucial for the method to produce efficiently
accurate finite element cavitation solutions.
The only practical analytical result on the orientation preservation condition for
the cavitation computation known to the authors so far is [22], where a sufficient
condition was given for a dual-parametric bi-quadratic finite element method.
In this paper, we study the orientation-preserving behavior of the quadratic
iso-parametric finite element approximations of cavity solutions by analyzing the
sufficient and necessary conditions for the interpolation functions to preserve the
orientation. We will see that, compared with the dual-parametric bi-quadratic
FEM, the derivation of the orientation preservation conditions for the quadratic
iso-parametric FEM is more involved. Since the cavitation solutions are generally
considered to vary mildly except in a neighborhood of the voids, where the material
experiences large expansion dominant deformations, and where the difficulty of
the computation as well as the analysis lies, we restrict ourselves to a simplified
problem with Ω̺ = B1(0) \B̺(0) in R2. To bring out the principal relations in the
orientation-preservation conditions and avoid unnecessarily tedious calculations,
we further restrict ourselves to simple expansionary boundary conditions of the
form u0 = λx and the radially symmetric cavitation solutions. The result shows
that the orientation-preservation can be achieved with a reasonable number of total
degrees of freedom. In fact, combined with the corresponding interpolation error
estimates, it would lead to an optimal meshing strategy, which we will show in a
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separate article [21].
The structure of the paper is as follows. In § 2, we present some properties
of the cavitation solutions for a specific class of energy functionals, as well as the
quadratic iso-parametric finite element and a radially symmetric large expansion
accommodating triangulation method. § 3 is devoted to deriving the sufficient and
necessary orientation-preservation conditions on the mesh distribution. We end the
paper with some discussions and conclusion remarks in § 4.
2 Preliminaries
We consider a typical class of stored energy density functions of the form
W (F ) = Φ(v1, . . . , vn) = ω
(
n∑
i=1
v2i
) p
2
+ g
(
n∏
i=1
vi
)
, ∀F ∈Mn×n+ , (2.1)
where ω > 0 is a material constant, v1, . . . , vn are the singular values of the
deformation gradient F , and where, to ensure the existence and regularity of cavity
solutions [15], n−1 < p < n, and g : (0,∞)→ [0,∞) is a continuously differentiable
strictly convex function satisfying
g(d)→ +∞ as d→ 0, and g(d)
d
→ +∞ as d→ +∞. (2.2)
For example, g(d) = χ
2
(d − 1)2 + 1
d
was used in [12] with the constant χ > 0 as
the bulk modulus. As mentioned in the introduction, for simplicity, we henceforth
assume that n = 2.
2.1 Properties of radially symmetric cavitation solutions
For the simple expansionary boundary condition given by u0 = λx, λ > 1, and the
radially symmetric deformations u(x) = r(|x|)|x| x, the problem defined on the domain
Ω̺ = B1(0) \B̺(0) reduces to minimizing the energy of the form
I̺(r) =
∫ 1
̺
RΦ
(
r′(R),
r(R)
R
)
dR (2.3)
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in the set of admissible functions
Aλ̺ = {r ∈ W 1,1(̺, 1) : r(̺) > 0, r(1) = λ, and r′ > 0 a.e.}.
It is well known (see, e.g. [17]) that the problem admits a unique minimizer
rλ̺ ∈ C2((̺, 1]), which satisfies the Euler-Lagrange equation:
d
dR
(
RΦ,1
(
r′(R),
r(R)
R
))
= Φ,2
(
r′(R),
r(R)
R
)
, R ∈ (̺, 1), (2.4)
ωp
(
r′(̺)2 +
r(̺)2
̺2
) p
2
−1
r′(̺)̺
r(̺)
+ g′(d(̺)) = 0, (2.5)
r(1) = λ, (2.6)
where d(̺) = det∇u|∂B̺(0) = r(̺)̺ r′(̺). In particular, for the perfect model (̺ = 0),
there exists a constant λc > 1, such that, for λ > λc, the minimizer satisfies
rλ0 (0) > 0; for λ ≤ λc, the minimizer is given by rλ0 (R) = λR. Thus, by [17], for
̺ > 0, rλ̺ (R) ≥ rλ0 (0) when λ > λc.
In the case of the perfect model, the radially symmetric cavity solution r0(R)
is proved to be a bounded strictly convex function (see [17]), furthermore, it can
be shown that r0(R) satisfies m0R ≤ r′0(R) ≤ M0R, for all R ∈ (0, 1], where
0 < m0 < M0 are constants. The result is in fact valid also for the deficiency
model, at least when ̺ is sufficiently small.
Lemma 2.1 Let r(R) be the minimizer of (2.3) over Aλ̺ with the energy density
function given by (2.1). If λ > λc, then for sufficiently small ̺ ≥ 0, r(R) satisfies
0 < r′′(R) ≤ C, mR ≤ r′(R) ≤MR, ∀R ∈ [̺, 1]. (2.7)
where C > 0, 0 < m < M are constants independent of ̺.
Proof. Firstly, a direct manipulation on (2.4) yields
r′′(R) =
1
RΦ,11
(
r(R)
R
− r′(R)
)(
Φ,2 − Φ,1
r(R)
R
− r′(R)
+ Φ,12
)
. (2.8)
It is straightforward to show that Φ,11 and the term in the second bracket are
always positive. With the same arguments as in [17], the term r(R)
R
− r′(R) is
6
either identically 0 or never vanishes. If r(R)
R
− r′(R) ≡ 0, then r(R) = λR, which
contradicts the fact that rλ̺ (R) → rλ0 (R) > 0 when λ > λc. On the other hand, it
follows from (2.5) that g′(d(̺)) ≤ 0. Since g′′(d) > 0, this yields d(̺) = r′(̺)r(̺)
̺
≤
d0, or equivalently r
′(̺) ≤ d0̺
r(̺)
, where d0 is the unique root of g
′(x) = 0 (see (2.2)).
Thus, for the cavity solution, we have r(̺)
̺
− r′(̺) ≥ rc
̺
− d0̺
rc
> 0, where rc = r
λ
0 (0).
Hence r(R)
R
− r′(R) > 0 and consequently r′′(R) > 0, as long as ̺ < rc√
d0
.
Next, we notice that the radial component of the Cauchy stress T (R) = R
r(R)
Φ,1(
r′(R), r(R)
R
) is nowhere decreasing ([17]), and T (̺) = 0. Hence T (R) ≥ 0 for
R ∈ [̺, 1], which can be reformulated as
g′(d(R)) ≥ −ωp
(
r′(R)2 +
r(R)2
R2
) p
2
−1
r′(R)R
r(R)
, ∀R ∈ [̺, 1).
Since p ∈ (1, 2), r′(R)R < r(R), and r(R) ≥ rc, this yields g′(d(R)) ≥ −ωprp−2c .
Thus, by the convexity of g and r(R) ≤ r(1) = λ, we obtain r′(R) ≥ d−
λ
R, where
d− ∈ (0, d0) is such that g′(d−) = −ωprp−2c . On the other hand, we notice that
r(R) ≥ r0(R) (see [19]), and consequently T0(R) ≥ T (R), for all R ∈ [̺, 1) and
̺ > 0, where r0(R) is the cavity solution of the perfect model,
T0(R) = ωp
(
r′0(R)
2 +
r0(R)
2
R2
) p
2
−1
r′0(R)R
r0(R)
+ g′(d0(R))
is the normal surface traction with respect to the perfect model, and d0(R) =
r′0(R)r0(R)
R
. Thus, we have
g′(d(R)) ≤ g′(d0(R)) + ωp
(
r′0(R)
2 +
r0(R)
2
R2
) p
2
−1
r′0(R)R
r0(R)
≤ g′(d0(R)) + ωp
r2−pc
,
since r(R) ≥ r0(R) ≥ rc (see [17]) and r′0(R) < r0(R)R . Denote d0+ = max0≤R≤1 d0(R)
and d+ = (g
′)−1(g′(d0+) + ωprp−2c ). Then the above inequality yields d(R) ≤ d+,
and consequently r′(R) ≤ d+
rc
R. Hence, m = d−
λ
and M = d+
rc
in (2.7).
The uniform boundedness of r′′(R) can be verified directly by (2.8) using the
facts that 0 < d− ≤ d(R) ≤ d+, 0 < rc ≤ r(R) ≤ λ and mR ≤ r′(R) ≤ MR. 
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2.2 The quadratic iso-parametric FEM
Let (Tˆ , Pˆ , Σˆ) be a quadratic Lagrange reference element. Define FT : Tˆ → R2

FT ∈ (P2(Tˆ ))2,
x = FT (xˆ) =
3∑
i=1
aiµˆi(xˆ) +
∑
1≤i<j≤3
aijµˆij(xˆ),
(2.9)
where ai, 1 ≤ i ≤ 3, and aij, 1 ≤ i < j ≤ 3 are given points in R2, and
µˆi(xˆ) = λˆi(xˆ)(2λˆi(xˆ)− 1), µˆij(xˆ) = 4λˆi(xˆ)λˆj(xˆ),
with λˆi(xˆ), 1 ≤ i ≤ 3 being the barycentric coordinates of Tˆ . If the map FT defined
above is an injection, then T = FT (Tˆ ) is a curved triangular element as shown in
Figure 3. The standard quadratic iso-parametric finite element is defined as a finite
element triple (T, PT ,ΣT ) with

T = FT (Tˆ ) being a curved triangle element,
PT = {p : T → R2 | p = pˆ ◦ F−1T , pˆ ∈ Pˆ},
ΣT = {p(ai), 1 ≤ i ≤ 3; p(aij), 1 ≤ i < j ≤ 3}.
(2.10)
xˆ1
xˆ2
Oˆ
aˆ1 aˆ2
aˆ3
aˆ12
aˆ23
aˆ13
1
1
Figure 2: The reference element Tˆ .
x1
x2
O
a1
a2
a3
a12 a23
a13
Figure 3: A curved triangular element T.
2.3 Large expansion accommodating triangulations
Let Jˆ be a straight edged triangulation on Ω̺ = B1(0) \ B̺(0), and let 1 >
µ > ̺ be given constants. For a triangular element Kˆ ∈ Jˆ with vertices ai, 1 ≤
8
i ≤ 3, to accommodate the large expansionary deformation around the defect and
approximate the curved boundary better, choose aij in the following way: if ai,
aj ∈ {x : µ < |x| < 1}, then aij is set as the midpoint of ai and aj ; otherwise
denote (r(x), θ(x)) the polar coordinates of x, then set
aij = (rij cos θij , rij sin θij), (2.11)
where
rij =
r(ai) + r(aj)
2
, θij =
θ(ai) + θ(aj)
2
.
With the six points ai and aij , a triangular element K is defined by the mapping
(2.9). With this kind of curved elements in a neighborhood of the defects and on
the outer boundary, while using general straight triangles elsewhere, the mesh can
better accommodate the locally large expansionary deformations.
−1 −0.5 0 0.5 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Figure 4: An EasyMesh Jˆ ′.
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0.4
0.6
0.8
1
Figure 5: J , a mesh adapted to cavity.
When the radius of the defect ̺ is very small, the mesh produced by the
EasyMesh (a software producing 2-d triangular mesh [11]) can be irregular near the
defect. To produce a mesh which can better accommodate a void growth, as sug-
gested by [11], a mesh Jˆ ′ can be introduced on Ω ˆ̺ with ˆ̺≫ ̺ by the EasyMesh,
which is then transformed as J ′ under the iso-parametric deformation as above
and coupled with several layers of circumferentially uniform mesh J ′′ given on the
domain {x : ̺ ≤ |x| ≤ ˆ̺}, where on each layer the mesh is similar to that shown in
Figure 6 (also see therein for a more specific description), to produce a final mesh
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J = J ′ ∪ J ′′. As an example, an EasyMesh produced mesh Jˆ ′ with ˆ̺ = 0.1 is
shown in Figure 4, and the final mesh J with ̺ = 0.01, µ = 0.15, and a two-layer
circumferentially uniform mesh J ′′ is shown in Figure 5.
3 On the orientation-preservation conditions
We are concerned with orientation-preservation of large expansionary finite element
deformations around a small prescribed void. A typical curved triangulation around
a prescribed circular ring with inner radius ǫ = 0.01 and thickness τ = 0.01 is shown
in Figure 6, in which we see that the curved triangular elements can be classified
into two basic types, namely types A and B. More precisely, let N be the number
of evenly spaced nodes on both circles, then, each of the types A and B elements
Ai, Bi, i = 0, 1, 2, · · · , N−1, are defined by three nodes, denoted as aAi,j = (rAi,j, θAi,j)
and aBi,j = (r
B
i,j, θ
B
i,j), j = 1, 2, 3, in polar coordinates, as follows:
rAi,1 = r
B
i,2 = r
B
i,3 = ǫ, r
A
i,2 = r
A
i,3 = r
B
i,1 = ǫ+ τ,
θAi,1 = θ
B
i,3 = θ
B
i−1,2 =
2i
N
π, θAi,2 = θ
A
i−1,3 = θ
B
i−1,1 =
2i− 1
N
π,
where the first subscript in r and θ is understood in the sense of mod (N).
−0.015 −0.01 −0.005 0 0.005 0.01 0.015
−0.02
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
0.02
BA
τε
Figure 6: A typical layer of circumferentially uniform curved triangulation.
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To have a better picture in our mind for the problem given below, we first
introduce some notations. Let ǫ and τ represent respectively the inner radius and
the thickness of the circular annulus as shown in Figure 6. Let 2N be the number
of the elements in the circular annulus, and denote κ , ǫ/τ , Ω(ǫ,τ) = {x ∈ R2 :
ǫ ≤ |x| ≤ ǫ+ τ}. Throughout the paper, we use the notation Φ  Ψ to mean that
there exists a generic constant C independent of ǫ, τ such that |Φ| ≤ CΨ. And
Φ ∼ Ψ means that Ψ  Φ  Ψ.
Let u be the cavitation solution, and let J = J ′⋃J ′′ be a given mesh (see § 2)
with the layers in J ′′ consisting of well defined curved triangular elements of types A
and B satisfying det∇x > 0 (see Corollary 3.5 for details). To have u well resolved
by functions in the finite element function space defined on J , a necessary condition
is that the finite element interpolation function Πu(x) is an admissible function.
Since u is considered regular elsewhere other than in J ′′, where the material is
subjected to a locally large expansion dominant deformation, and since the key
for a finite element interpolation function to be admissible is det∇Πu(x) > 0 on
each of the curved triangular element, for simplicity and without loss of generality,
we will investigate in this section the conditions that ensure det∇Πu(x) > 0 for
radially symmetric expansionary deformations of the form u(x) = r(|x|)|x| x. Since
det∇Πu(x) · det∇x = det ∂Πu
∂xˆ
, it suffices to ensure det ∂Πu
∂xˆ
> 0 and det∇x > 0 on
the curved triangular elements of types A and B in all layers (see § 2.3).
The two lemmas below are the main ingredients for the orientation-preservation
conditions. To simplify the notations, for any positive function s(·), we denote
s0 = s(ǫ), s1/2 = s(ǫ+ τ/2), s1 = s(ǫ+ τ), κ
s
0 =
s(ǫ)
s(ǫ+τ)
, and κs1/2 =
s(ǫ+ τ
2
)
s(ǫ+τ)
.
We first give the orientation-preservation conditions for the type A elements.
Lemma 3.1 Let v(x) = s(|x|)|x| x, where s(t) is a positive function satisfying s
′(t) >
0, s′′(t) ≥ 0, ∀ t ∈ (0, 1], and
2s1/2 > s1. (3.1)
Then, the Jacobian determinant det ∂Πv(FT (xˆ))
∂xˆ
of the iso-parametric finite element
interpolation function Πv(FT (xˆ)) is positive on the elements of type A in Ω(ǫ,τ) if
11
and only if
− 3s0 − s1 cos π
N
+ 4s1/2 cos
π
2N
> 0, (3.2)
and
− 6s1 cos3 π
2N
+ 4s1/2 cos
2 π
2N
+ (s0 + 9s1) cos
π
2N
− 8s1/2 > 0. (3.3)
Proof. For the radially symmetric function v(x) = s(|x|)|x| x, the iso-parametric finite
element interpolation function can be written as (see § 2)
Πv(x) =
3∑
i=1
biµˆi(xˆ) +
∑
1≤i<j≤3
bijµˆij(xˆ), (3.4)
where xˆ = F−1T (x), and where, for a representative of type A element, b1 = (s0, 0),
b2 = (s1 cos
π
N
,−s1 sin πN ), b3 = (s1 cos πN , s1 sin πN ), b12 = (s1/2 cos π2N ,−s1/2 sin π2N ),
b13 = (s1/2 cos
π
2N
, s1/2 sin
π
2N
), b23 = (s1, 0). On this element, we have
Πv(x) = (s0 + α2y + 2α1y
2 − 4s1 sin2 π
2N
(xˆ21 + xˆ
2
2), (2γy − β)(xˆ2 − xˆ1)),
where y = xˆ1 + xˆ2,
α1 = s0 + s1 − 2s1/2 cos π
2N
, (3.5)
α2 = −3s0 − s1 cos π
N
+ 4s1/2 cos
π
2N
, (3.6)
β = s1 sin
π
N
− 4s1/2 sin π
2N
, (3.7)
γ = s1 sin
π
N
− 2s1/2 sin π
2N
. (3.8)
Hence
∂Πv
∂xˆ
=

 α− 8s1xˆ1 sin2 π2N α− 8s1xˆ2 sin2 π2N
β − 4γxˆ1 −β + 4γxˆ2

 , (3.9)
where α = 4α1y + α2. It follows that
det
∂Πv
∂xˆ
(xˆ1, xˆ2) = H(y, z) , 16γα1y
2 − 64s1γ sin2 π
2N
z
+
(− 8β(α1 − s1 sin2 π
2N
)
+ 4γα2
)
y − 2βα2, (3.10)
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where z = xˆ1xˆ2. Note that det
∂Πv
∂xˆ
> 0 on Tˆ = Tˆ1 ∪ Tˆ2, where Tˆ1 = {(xˆ1, xˆ2) : 0 ≤
xˆ2 ≤ 1/2, xˆ2 ≤ xˆ1 ≤ 1− xˆ2} and Tˆ2 = {(xˆ1, xˆ2) : 0 ≤ xˆ1 ≤ 1/2, xˆ1 ≤ xˆ2 ≤ 1− xˆ1},
is equivalent to H(y, z) > 0 on the domain {0 ≤ y ≤ 1, 0 ≤ z ≤ y2
4
}.
Firstly, (3.2) follows from H(0, 0) = −2βα2 > 0 and β < 0, and (3.3) is a direct
result of H(1, 0) = 4s1 sin
π
2N
(−6s1 cos3 π2N + 4s1/2 cos2 π2N + (s0 + 9s1) cos π2N −
8s1/2) > 0.
Conversely, we infer from (3.2) and (3.3) that H(y, z) > 0 for 0 ≤ y ≤ 1,
0 ≤ z ≤ y2
4
as following.
(i) If cos π
2N
> κs1/2, i.e., γ > 0, then
∂H
∂z
< 0. Thus, it suffices to showH(y, z) > 0
on the curve z = y2/4(0 ≤ y ≤ 1). On this curve, we have
H(y, z) = G(y) , 16γα3y
2 + (−8βα3 + 4γα2)y − 2βα2
= 2(2γy − β)(4α3y + α2),
where
α3 = s1 cos
2 π
2N
− 2s1/2 cos π
2N
+ s0.
Consider the sign of α3. If α3 > 0, then by (3.2), both roots y1 =
β
2γ
and y2 = − α24α3 of the equation G(y) = 0 are negative. So, it follows from
G′′(y) = 32γα3 > 0 that G(y) > 0 for y > 0.
While if α3 ≤ 0, we have G(0) > 0, G′′(y) ≤ 0 and, recalling that s > 0,
s′ > 0 and s′′ ≥ 0,
G(1) = 2(2γ − β)(2s1 cos2 π
2N
− 4s1/2 cos π
2N
+ s0 + s1
)
,
≥ 2(2γ − β)(2s1/2 cos2 π
2N
− 4s1/2 cos π
2N
+ 2s1/2
)
= 4(2γ − β)s1/2
(
cos
π
2N
− 1)2 > 0,
as a consequence, we infer that G(y) > 0 on [0, 1].
(ii) If cos π
2N
= κs1/2, i.e., γ = 0, then, H(y, z) = −2β(4α3y + α2) with β <
0. A similar argument as in (i) yields H(0, z) = −2βα2 > 0, H(1, z) =
−2β(α2 + 4α3) > 0, hence we conclude H(y, z) is positive on the domain
{0 ≤ y ≤ 1, 0 ≤ z ≤ y2
4
}.
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(iii) If cos π
2N
< κs1/2, i.e., γ < 0, and thus
∂H(y,z)
∂z
> 0, it is sufficient to guarantee
H(y, z) > 0 on the set {z = 0, 0 ≤ y ≤ 1}. On the curve z = 0,
H(y, 0) = G(y) , 16γα1y
2 + (−8βα3 + 4γα2)y − 2βα2.
Since γ < 0, and s > 0, s′′ ≥ 0 implies α1 > 0, it follows that G′′(y) < 0.
Thus, G(y) > 0 for y ∈ [0, 1] equivalents to G(0) > 0 and G(1) > 0.
By (3.2) and β < 0, G(0) > 0. On the other hand, it follows from (3.3) that
G(1) = 4s1 sin
π
2N
(−6s1 cos3 π2N +4s1/2 cos2 π2N +(s0+9s1) cos π2N −8s1/2) > 0.
Thus we are led to the conclusion. 
Similarly, the sufficient and necessary condition for the elements of type B is as
follows.
Lemma 3.2 Under the same assumptions of Lemma 3.1, the Jacobian determi-
nant det ∂Πv(FT (xˆ))
∂xˆ
of the iso-parametric finite element interpolation function Πv(FT (xˆ))
is positive on the curved elements of type B in the circular domain Ω(ǫ,τ) if and only
if
2s0 cos
2 π
2N
− 4s1/2 cos π
2N
+ s0 + s1 < 0. (3.11)
Proof. Consider Πv(x) defined by (3.4) on a representative element of type
B with b1 = (s1, 0), b2 = (s0 cos
π
N
, s0 sin
π
N
), b3 = (s0 cos
π
N
,−s0 sin πN ), b12 =
(s1/2 cos
π
2N
, s1/2 sin
π
2N
), b13 = (s1/2 cos
π
2N
,−s1/2 sin π2N ), b23 = (s0, 0). On this
element, one has
Πv(x) = (s1 + α¯2y + 2α¯1y
2 − 4s0 sin2 π
2N
(xˆ21 + xˆ
2
2), (2γ¯y − β¯)(xˆ1 − xˆ2)),
where
α¯1 = s0 + s1 − 2s1/2 cos π
2N
,
α¯2 = −3s1 − s0 cos π
N
+ 4s1/2 cos
π
2N
,
β¯ = s0 sin
π
N
− 4s1/2 sin π
2N
,
γ¯ = s0 sin
π
N
− 2s1/2 sin π
2N
.
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Hence
∂Πv
∂xˆ
=

 α¯− 8s0xˆ1 sin2 π2N α¯− 8s0xˆ2 sin2 π2N
−β¯ + 4γ¯xˆ1 β¯ − 4γ¯xˆ2

 , (3.12)
det
∂Πv
∂xˆ
= H(y, z) = −16γ¯α¯1y2 + 64s0γ¯ sin2 π
2N
z + (8β¯α¯3 − 4γ¯α¯2)y + 2β¯α¯2,
where, recalling that s > 0, s′ > 0 and s′′ ≥ 0, we get
α¯3 = α¯1 − s0 sin2 π
2N
= s0 cos
2 π
2N
− 2s1/2 cos π
2N
+ s1
≥ s0 cos2 π
2N
− (s0 + s1) cos π
2N
+ s1
= (cos
π
2N
− 1)(s0 cos π
2N
− s1) > 0.
Since γ¯ < 0, i.e., ∂H(y,z)
∂z
< 0, thus, it suffices to guarantee H(y, z) > 0 on the curve
z = y2/4, for 0 ≤ y ≤ 1. On this curve, we have
H(y, y2/4) = G(y) , −16γ¯α¯3y2 + (8β¯α¯3 − 4α¯2γ¯)y + 2α¯2β¯
= −2(2γ¯y − β¯)(4α¯3y + α¯2).
Let y1, y2 be the two roots of G(y) = 0. Since y1 =
β¯
2γ¯
> 1 and G′′(y) = −32γ¯α¯3 >
0, we see that G(y) > 0 on [0, 1] equivalents to y2 =
−α¯2
4α¯3
> 1, or
4α¯3 + α¯2 = 2s0 cos
2 π
2N
− 4s1/2 cos π
2N
+ s0 + s1 < 0.
Hence, the proof is completed. 
Remark 3.3 As is shown in the proof of Lemmas 3.1 and 3.2, det ∂Πv
∂xˆ
> 0 is
satisfied on the elements if and only if det ∂Πv
∂xˆ
> 0 on the three vertices of the type
A elements, while on the midpoint of the inner circle edge of the type B elements.
Theorem 3.4 Under the assumptions of Lemma 3.1, the Jacobian determinant
det ∂Πv(FT (xˆ))
∂xˆ
is positive on the curved elements in the circular domain Ω(ǫ,τ) if and
only if
4s1/2 > 3s0 + s1, (3.13)
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and cos π
2N
> max{l1, l2}, where l1 is the smaller root of the equation
2s0z
2 − 4s1/2z + s0 + s1 = 0, (3.14)
l2 is the second root of the equation
− 6s1z3 + 4s1/2z2 + (s0 + 9s1)z − 8s1/2 = 0. (3.15)
Proof. Firstly, the inequality (3.13) implies that l1 < 1 as well as the bigger root
of equation (3.14) is greater than 1. On the other hand, if (3.13) does not hold,
then one has l1 ≥ 1, consequently there is no N such that (3.11) is satisfied. Next,
let l3 be the smaller root of the equation (see (3.2))
2s1z
2 − 4s1/2z + 3s0 − s1 = 0,
Then the inequalities (3.2), (3.3), (3.11) are satisfied if and only if cos π
2N
>
max{l1, l2, l3}. Substituting l3 into the left hand side of (3.14), we have
2s0l
2
3 − 4s1/2l3 + s0 + s1 = 2(s0 − s1)(l23 − 1) > 0,
which together with (3.13) implies l3 < l1. Thus, the conclusion of the theorem
follows from Lemmas 3.1 and 3.2. 
The theorem allows us to work out an explicit condition for a mesh, defined on
a ring region with curved triangular elements of types A and B, to be well defined
in the sense that det ∂x
∂xˆ
> 0.
Corollary 3.5 Let ǫ > 0, τ > 0, and κ , ǫ/τ . Let a layer of evenly spaced N
couples of curved triangular mesh elements of types A and B be introduced on the
circular domain Ω(ǫ,τ) by (2.9) and (2.11) (see Figure 6). Then, there exists an
integer Nˆ(κ), such that, the Jacobian determinant of the mesh map is positive, i.e.,
det ∂x
∂xˆ
> 0, if and only if N ≥ Nˆ(κ). Moreover, Nˆ = Nˆ(κ) ∼ 1 + κ1/4.
Proof. Taking v(x) = x, or equivalently s(t) = id(t) = t, in Lemma 3.1, then it is
easily verified that (3.1) and (3.13) are satisfied. Consequently, by Theorem 3.4, we
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conclude that det ∂x
∂xˆ
> 0 on the elements if and only if cos π
2N
> lˆ(κ) = max{lˆ1, lˆ2},
where lˆ1 is the smaller root of the equation
κz2 − (1 + 2κ)z + κ + 1/2 = 0, (3.16)
lˆ2 is the second root of the equation
− 6(1 + κ)z3 + 4(1/2 + κ)z2 + (9 + 10κ)z − 8(1/2 + κ) = 0. (3.17)
Thus the conclusion follows by setting Nˆ ,
[
π
2 arccos lˆ(κ)
]
+ 1. What remains for us
to show now is Nˆ = Nˆ(κ) ∼ 1 + κ1/4.
If κ = ǫ/τ is bounded above by a constant C ≥ 1, note that lˆ < κ+1/2
κ+1
≤ 1+2C
2+2C
,
it follows that Nˆ ≤ [ π
2 arccos 1+2C
2+2C
] + 1.
Next we consider the case when κ > C. Notice that cos π
2N
> lˆ(κ) is equivalent
to sin2 π
4N
< 1−lˆ(κ)
2
= min{1−lˆ1(κ)
2
, 1−lˆ2(κ)
2
}, and for κ≫ 1, we have
1− lˆ1(κ)
2
=
1
2(1 +
√
1 + 2κ)
=
κ−1/2
2
√
2
+O(κ−1). (3.18)
On the other hand, since lˆ2(κ) is the second root of the equation (3.17), then
1−lˆ2(κ)
2
is the second root of the equation
−6(1 + κ)(1− 2z)3 + 4(κ+ 1/2)(1− 2z)2 + (9 + 10κ)(1− 2z)− 8(1/2 + κ) = 0.
Denote t = 1
1+κ
, then, the equation can be rewritten as
z3 − (7/6 + t/6)z2 + 5t
24
z +
t
48
= 0.
By the root formula of a cubic equation(see [24]), its second root is given by
1− lˆ2(κ)
2
= −ι cos (ψ + π/3) + 7 + t
18
,
where ι = 2(−w
3
)1/2, cos 3ψ = − q
2
(−w
3
)−3/2, w = − 49
108
+ 17t
216
− t2
108
, q = − 343
2916
+
25t
486
+ 17t
2
3888
− t3
2916
. Hence, by the Taylor expansion, one has
1− lˆ2(κ)
2
=
t1/2
2
√
14
+O(t) =
κ−1/2
2
√
14
+O(κ−1). (3.19)
Note that Nˆ(κ) =
[
π
4 arcsin
√
1−lˆ(κ)
2
]
+ 1, the proof is completed by (3.18) and (3.19).

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Lemma 3.6 Let ̺ > 0 be such that the smooth cavity solution r(·) is well defined
on [̺, 1] and satisfies r(R) ≥ rc > 0, (2.7) and |r(3)(R)| ≤ Q. Then, there exists
a constant C > 0, such that (3.13) holds, if ǫ ≥ max{̺, Cτ 2} and ǫ + τ ≤ 1.
Furthermore, let τ˜0 = min
{
1 − ǫ,
√
2rc
maxξ∈[̺,1] r′′(ξ)
}
, then (3.1) holds for all τ ∈
(0, τ˜0].
Proof. Taylor expanding r(ǫ+ τ
2
), r(ǫ+ τ) at ǫ, one gets
4r1/2 − 3r0 − r1 = r′(ǫ)τ + 1
12
r(3)(ξ1)τ
3 − 1
6
r(3)(ξ2)τ
3.
Since r′(ǫ) ≥ mǫ by (2.7), (3.13) follows by taking C = 1
2m
Q.
On the other hand, by the Taylor expansion and r′′(x) > 0, we have
2r1/2 − r1 > r(ǫ)− r′′(η)τ
2
2
, for some η ∈ (ǫ, ǫ+ τ).
This yields the inequality (3.1). 
The orientation-preservation conditions on the mesh can now be given as fol-
lows, where, to simplify the notations, we set κ0 , κ
r
0 =
r(ǫ)
r(ǫ+τ)
, κ1/2 , κ
r
1/2 =
r(ǫ+ τ
2
)
r(ǫ+τ)
.
Theorem 3.7 Let u(x) = r(|x|)|x| x be the cavity solution satisfying the conditions
of Lemma 3.6, and Πu(x) be the interpolation function of u(x) on a quadratic
iso-parametric finite element function space defined on a mesh consisting of only
elements of types A and B. Then, there exist constants τ˜ , C > 0, and an integer
N˜(κ, κ0, κ1/2), such that det
∂Πu
∂x
> 0 on each of the finite elements, if the mesh
satisfies the conditions that τ ≤ τ˜ , ǫ ≥ Cτ 2 and N ≥ N˜(κ, κ0, κ1/2). Moreover,
N˜−1(κ, κ0, κ1/2) ∼ (ǫτ) 14 .
Proof. Since u(x) = r(|x|)|x| x is the smooth minimizer of (2.3), it follows from
Lemma 2.1 that Lemma 3.6 holds for r(R). Taking v(x) = u(x), or equivalently
s(t) = r(t), in Lemma 3.1, let τ˜ , C be given by Lemma 3.6, then it follows from
Theorem 3.4 and Corollary 3.5 that, on a mesh subject to the constraints τ ≤ τ˜ and
ǫ ≥ Cτ 2, the interpolation function Πu is orientation preserving, i.e., det ∂Πu
∂x
> 0
if and only if N ≥ N˜ , max{Nˆ, [ π
2 arccos l
] + 1}, where l = max{l1, l2} with l1,
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l2 being given in Theorem 3.4 by setting s(t) = r(t). What remains to show is
N˜−1(κ, κ0, κ1/2) ∼ (ǫτ) 14 .
Note that
1− l1 =
√
r21/2 − r20/2− r0r1/2 + r0 − r1/2
r0
=
√
r′(ǫ)
2
τ + r
(3)(ξ1)
24
τ 3 − r(3)(ξ2)
12
τ 3 +O(ǫ2τ 2 + ǫτ 3 + τ 4)−O(ǫτ + τ 2)
√
r0
,
where ξ1 ∈ (ǫ, ǫ + τ/2), ξ2 ∈ (ǫ, ǫ + τ). Since mǫ ≤ r′(ǫ) ≤ Mǫ, ǫ ≥ Cτ 2, then
1 − l1  (ǫτ)1/2. On the other hand, by taking C = Q2m as in Lemma 3.6, one has
that r
′(ǫ)
2
τ + r
(3)(ξ1)
24
τ 3− r(3)(ξ2)
12
τ 3 ≥ mǫτ
2
− Q
8
τ 3 ≥ m
4
ǫτ . Thus 1− l1 ∼ (ǫτ)1/2. Denote
l˜2 =
1
2
(1− l2), then l˜2 is the second root of the equation (see (3.15))
− 6(1− 2z)3 + 4κ1/2(1− 2z)2 + (κ0 + 9)(1− 2z)− 8κ1/2 = 0. (3.20)
By the root formula of a cubic equation, l˜2 is given by
l˜2 = −ι cos
(
ψ +
π
3
)− κ1/2
9
+
1
2
,
where ι = 2(−w
3
)1/2, cos 3ψ = − q
2
(−w
3
)3/2, w = −3
8
− κ0
24
− κ
2
1/2
27
, q = −κ1/2
8
+
κ0κ1/2
216
+
2κ3
1/2
729
. By the Taylor expansion, we obtain
ι =
7
9
(
1− 17
196
r′(ǫ+ τ)
r1
τ +
13r′′(ǫ+ τ)τ 2
392r1
)
+O(ǫ2τ 2 + τ 3),
cos 3ψ = 1− 243r
′(ǫ+ τ)τ
1372r1
+O(ǫ2τ 2 + τ 3).
This leads to
sin 3ψ =
9
7
√
3r′(ǫ+ τ)τ
14r1
(
1 +O(ǫ2 + τ)
)
,
and
ψ =
3
7
√
3r′(ǫ+ τ)τ
14r1
(
1 +O(ǫ2 + τ)
)
.
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Consequently, we get
l˜2 = − ι
2
cosψ +
√
3
2
ι sinψ − κ1/2
9
+
1
2
= − ι
2
+
√
3
2
ιψ − κ1/2
9
+
1
2
+O(ψ2)
=
1
2
√
r′(ǫ+ τ)τ
14r1
+O(ǫτ + τ 2),
∼
√
ǫτ + τ 2.
Hence, 1 − l2 ∼ ((ǫ + τ)τ)1/2. The conclusion of the theorem now follows by the
definition of N˜ , Corollary 3.5 and arccos l = 2 arcsin
√
1−l
2
. 
Remark 3.8 We would like to point out that the condition ǫ ≥ Cτ 2 on the mesh
in Theorem 3.7 is not necessary. It is just a sufficient condition to ensure (3.13).
For an incompressible cavity solution, (3.13) is in fact unconditionally satisfied,
and thus no restriction on the thickness τ is required. Of course this does not
change the fact that the quadratic iso-parametric element on its own is unstable for
incompressible elasticity, however the result could be useful for a properly coupled
mixed finite element method. In the proof above, we could as well obtain N˜−1 
(ǫτ + τ 3)1/4 without the condition τ  ǫ1/2.
Remark 3.9 For the nonsymmetric cavitation deformation, under certain regular-
ity assumptions on the solution, we can apply similar methods as in [22] to obtain
a sufficient condition for the interpolation function to be orientation preserving.
Remark 3.10 Compared to the orientation-preservation condition for the dual-
parametric bi-quadratic FEM in [22], where the corresponding sufficient and nec-
essary condition for the interpolation of the radially symmetric cavity solution is
(3.13) only, while the quadratic iso-parametric FEM imposes additional restrictions
on the mesh distribution in the angular direction, which can be more severe a con-
dition. However, when the radius ̺ of the initial defect is very small, to achieve
the optimal interpolation error, similar restrictions on the mesh distribution in the
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Figure 7: Mesh coarsening is easily achieved.
angular direction are also required for the dual-parametric bi-quadratic FEM, par-
ticularly in the non-radially-symmetric case [21, 22]. Thus, to control the total
degrees of freedom of the mesh, it is often necessary, for both triangular and rect-
angular triangulations, to coarsening the mesh layers away from the cavity. For
our curved triangular partition, a conforming finite element mesh coarsening from
a circular ring layer to the next one outside can be easily achieved, by dividing each
type B element in the outside layer into two (types C and D as shown in Figure 7)
with a straight line right in the middle along the radial direction without deteri-
orating the orientation preservation and the approximation property, while it can
be hardly done for the curved rectangular one without introducing an intermediate
layer. Hence, for a conforming finite element cavity approximation, the quadratic
iso-parametric FEM can still be advantageous.
As a comparison, we present below the orientation-preservation condition for
the conforming affine element.
Theorem 3.11 For the cavitation solution u(x) = r(|x|)|x| x, the interpolation func-
tion in the conforming affine finite element space is orientation preserving if and
only if N ≥ N˜a, where ((ǫ+ τ)τ)−1/2  N˜a  (ǫτ)−1/2.
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Proof. For the radially symmetric deformation v(x) = s(|x|)|x| x, the interpolation
function in the affine finite element space is given by Πv(x) =
3∑
i=1
biλˆi(xˆ). As in
Figure 1(a), we can work on a typical triangle with b1 = (0, s0), b2 = s1(sin
π
N
, cos π
N
)
and b3 = s1(− sin πN , cos πN ). Thus
Πv(x) = (s1 sin
π
N
(xˆ1 − xˆ2), s0(1− xˆ1 − xˆ2) + s1 cos π
N
(xˆ1 + xˆ2)),
det ∂Πv
∂xˆ
= 2s1 sin
π
N
(s1 cos
π
N
− s0). Hence the mesh is well defined, i.e., det ∂x∂xˆ > 0
if and only if cos π
N
> ǫ
ǫ+τ
. It follows that for u(x) = r(|x|)|x| x, det
∂Πu
∂x
> 0 if and
only if N > N˜a , max{ π
arccos r(ǫ)
r(ǫ+τ)
, π
arccos ǫ
ǫ+τ
}. The conclusion is then established
by (2.7). 
In [25], it is shown that a necessary condition for the conforming piecewise affine
finite element interpolation function of a cavity solution to have finite energy in the
layer Ω(ǫ,τ) is τ  ǫp−1, where p is the parameter in the energy density function (2.1).
For p = 3/2, this coincides with the condition τ  ǫ1/2 used in Theorem 3.7. It is
interesting to see that, on a circular ring domain Ω(ǫ,τ), by Theorems 3.7 and 3.11,
N˜ ∼ N˜1/2a when τ  ǫ, while N˜1/2a  N˜  N˜3/4a when τ 2  ǫ  τ , i.e., the quadratic
iso-parametric finite element approximation needs significantly less elements. For
2 > p > 3/2, when the cavitation solution is harder to obtain numerically, the
restriction on the mesh for the conforming piecewise affine FEM is harsher, which
means a much larger number of total degrees of freedom is required. The fact,
that the number of elements needed on a layer with ǫ small so much exceeds one’s
intuitive expectation, partially explains why no successful attempt has ever been
made at applying the affine FEM to the cavitation computation.
To illustrate the potential of our analysis in cavitation computation, we present
below some numerical results. The energy density in the numerical experiments
is given by (2.1) with p = 3/2, ω = 2/3, and g(x) = 2−1/4(1
2
(x − 1)2 + 1
x
), the
domain is Ω0.01 ⊆ R2 with a displacement boundary condition u0(x) = 2x given on
Γ0 = ∂B1(0) and a traction free boundary condition given on Γ1 = {x : |x| = 0.01}.
Figure 8 compares the L2 error of the finite element cavity solutions uh against
the total degrees of freedom Ns, where our result is obtained on the meshes pro-
duced according to our analytical results (near the cavity it is essentially governed
22
by the orientation-preservation condition, see also [21]), while the meshes used in
[11] were provided according to limited numerical experiences and thus, to guaran-
tee the orientation preservation, the thickness of the circular annulus were taken
much thicker than necessary in general. It is clearly seen that our mesh is better
in convergence rate as well as actual accuracy.
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Figure 8: L2 error of numerical cavity solutions obtained
on meshes based on experiences and a priori analysis.
4 Conclusion remarks and discussions
The orientation-preservation condition, i.e., the Jacobian determinant of the de-
formation gradient det∇u > 0, is a natural physical constraint in elasticity as well
as in many other fields. It is well known that the constraint can often cause seri-
ous difficulties in both theoretical analysis and numerical computation, especially
when the material is subject to large deformation as in the case of cavitation. To
overcome such difficulties can be crucial to successfully solve the related problems.
In this paper, we analyzed the quadratic iso-parametric finite element inter-
polation functions of the radially symmetric cavitation deformation on a class of
large radially symmetric expansion accommodating meshes, and obtained a set of
23
sufficient and necessary conditions on the orientation-preservation, which provide
a practical quantitative guide for the mesh distribution in the neighborhood of a
cavity in both radial and angular directions. Furthermore, the result shows that the
orientation-preserving cavitation approximation can be achieved by the quadratic
iso-parametric finite element method with a reasonable number of total degrees of
freedom, which is significantly smaller than the conforming piecewise affine finite
element method and is somehow comparable to the bi-quadratic dual-parametric
finite element method [22]. In fact, the orientation-preservation conditions together
with the interpolation error estimates, which will be established in a separate pa-
per of ours [21], will allow us to establish, for the quadratic iso-parametric FEM,
a meshing strategy leading to numerical cavitation solutions with optimal error
bounds comparable to the ones obtained in [22] for a dual-parametric bi-quadratic
FEM.
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