Creating non-parametric bootstrap samples using Poisson frequencies.
This article describes how, in the high-level software packages used by non-statisticians, approximate non-parametric bootstrap samples can be created and analyzed without physically creating new data sets, or resorting to complex programming. The comparable performance of this shortcut method, which uses Poisson rather than multinomial frequencies for the numbers of copies of each observation, is demonstrated theoretically by evaluating the bootstrap variance in an example where the classic estimator of the sampling variance of the statistic of interest has a known closed form. For sample sizes of 50 or more, bootstrap standard errors obtained by this shortcut method exceeded those obtained by the standard version by less than 1%. The proposed method is also evaluated in two worked examples, involving statistics whose sampling distribution is more complex. The second of these is also used to illustrate when one can and cannot use non-parametric bootstrap samples.