Introduction
During the last 15 years, numerical analysis of one-dimensional Volterra Integral equations has been discussed in [2] (and in the references cited there). The numerical methods for two-dimensional Volterra Integral equation seem to have been studied in some places. Ref. [1] proposed a class of explicit Runge-Kutta type me-
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By combining Eqs(2.1) and (2.2) with ( , , ) = (0,0,0), the function ( , , )
can be written as
2.3
( , , ) = ∑ ∑ ∑
! ! ! ( , , )
.
In real applications, the function ( , , ) is expressed by finite series and Eq(2. , is negligibly small. The fundamental mathematical properties of three-dimensional differential transform are pressed in the following theorem.
transform of the functions ( , , ), ( , , ), ( , , ) respectively, then 
Proof. It is easy to verify that for every , ℎ and ∈ ℕ⋃{0}, we have
Now by using relation (2.4) and Definition 2.1, with ( , , ) = (0,0,0), we have
and finally, we obtain
Proof. We will proof the Theorem by induction on . According to the Theorem 2.3, for = 2, the theorem is clear. Suppose the theorem is correct for ≥ 3. We set ( , , ) = ( , , ) ( , , ) … ( , , ).
By using Theorem 2.3 and hypothesis, we have
The assertion is obtained by substituting Eq (2.8) in Eq (2.7).
Proof. By using Leibniz formula and mathematical induction on , ℎ and , we have
Hence, by applying Eqs (2.9), (2.10) and (2.11) in Definition 2.1 with ( , , ) = (0,0,0), we have ( , ℎ, ) = 0 if = 0 or ℎ = 0 or = 0, and for ≥ 1, ℎ ≥ 1 and
Therefore by Definition 2.1 with ( , , ) = (0,0,0), we will have
where = 1,2, … , , ℎ = 1,2, … , and = 1,2, … , and ( , ℎ, ) = 0 if = 0 or
Proof. We set ( , , ) = ( , , ) ( , , ) … ( , , ), then
The assertion is obtained by applying Theorem 2.5 and Theorem 2.4.
where = 1,2, … , , ℎ = 1,2, … , and = 1,2, … , and ( , ℎ, ) = 0 if = 0 or ℎ = 0or = 0.
Proof. We set ( , , ) = ∫ ∫ ∫ ( , , ) , then we have ( , , ) = ( , , ) ( , , ).
By using Theorem 2.3 and Theorem 2.5, we get
and we also get 
Error Analysis
In this section, we perform the estimating error for the integral equations. Since the truncated Taylor series or the corresponding polynomial expansion is an approximate solution of equation(1.1), if we define , , ( , , )as an error function in the following form , , ( , , ) = ( , , ) − , , ( , , ) . Where
is approximation function, then we can prescribe , , ( , , ) ≤ 10 , where is any positiveinteger, then we increase p and q as far as the following inequality holds at each points ( , , )
In other words, by increasing , and , the error function , , ( , , ) approaches to zero. Its exact solution can be expressed as ( , , ) = + + .
We set ( , , ) = ∫ ∫ ∫ ( , , ) , then we have
Taking the transformation of this equation , we obtain
where Its exact solution can be expressed as ( , , ) = + + .
We set ( , , ) = −24 ∫ ∫ ∫ ( , , ) , then we have ( , , ) = ( , , ) + ( , , ).
If we take the transformation ofthis equation, we obtain
where
, for = 0,1, … , , ℎ = 0,1, … , and = 0,1, … , , and Its exact solution can be expressed as ( , , ) = .
In the same manner in the previous example, we set Table 1 shows the absolute errors at some particular points. 
Conclusion
In this study, we introduced the definition and operation of three-dimensional differential transform. Integral equations can be transformed to algebraic equations by using the differential transform and the resulting algebraic equations are called iterative equations. The overall spectra can be calculated through the initial condition in association with the iterative equations. Finally, by using this algebraic equations, we find the approximate solution of the integral equations.
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