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ABSTRACT
Over the past century, US electric grid has evolved into an extremely complex and large
interconnected grid identified by the National Academy of Engineers (NAE) as the greatest
engineering achievement of the century. During that period, the overwhelming accepted
principle was larger or bigger the better. The AC transmission voltage went up to 765 kV
and the individual generating units were in excess of 1,000 MW. This centralized generation
model was considered to be efficient and reliable way to operate the grid. This grid continued
to serve the nation well. It, however, faced serious challenges with the demands of the 21st
century that will require high penetration of renewable energy, environmental impact of large
power plants, global warming and climate change, carbon emission and global energy sus-
tainability. New approach had to be taken to adopt the new regulatory policies. Emerging
trends such as low-cost natural gas, increased deployment of renewable energy technologies
in distribution, and continued evolution of electricity markets are transforming the ways to
generate and deliver electricity. Other factors such as environmental policies to reduce the
carbon footprint, maximize the energy efficiency by utilizing the distributed based renewable
energy generation also influence the future grid structure. Aging infrastructure combined
with the growth and the evolving de-centralized model will have significant impact on the
future grids ability to provide the electricity more efficiently, reliably, with higher resiliency.
This dissertation is divided into two parts: (1) to achieve greater resiliency, it proposes
an integrated T&D co-simulation framework that considers the effects of Distributed Energy
Resources (DER) in the distribution. (2) to achieve greater reliability, improved system
protection is needed at the distribution level that considers the DER affect such as two-way
power flow, low fault currents, etc. This dissertation proposes and analyzes the travelling-
wave (TW) based protection at the distribution level. Integrated T&D framework and the
TW based protection improves the grid to be more reliable and resilient.
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Growth of renewable energy creates new challenges for system planners, operations and
regulators. First, this chapter discusses about the history of power grid in the US to highlight
the enormity of the challenges faced by various stakeholders effected by increasing penetration
of renewable energy. This dissertation focuses on impacts of the growing Distributed Energy
Resources (DER) that effects the reliability and resiliency of the grid. Next it discusses the
need for framework to study the impacts at planning level and new protection schemes to
protect the grid from the external or internal disturbances. Later,the objective and problem
statement are presented. Organization of the chapters is discussed in the last section.
1.1 Brief History of Power Grid
Modern society dependence on electricity varies from food, water, health, heating and
cooling, welfare, communications, transportation, safety, national security - in short, all
aspects of modern life. Reliable electricity is the essential resource for the betterment of the
society. The incredible complex system that delivers electricity from generation stage to end
user is called the power grid. Grid was built gradually from smaller systems in 1880’s to
the larger interconnection grids across North America until 1980’s. Due to the complexities
involved in operating the North American grid, it is termed as great engineering achievement
of the 20th century.
The basic functions of utility industry, as historically structured are, generation, trans-
mission and distribution. Primary electrical generators are large thermal plants fueled by
fossil fuel coal. Large generation plants have economics of scale which means the larger
plants have lower production costs. Transmission system steps up the voltage and transfers
the power from generators through interconnections to the distribution system. Alternating
Current (AC) transmission system made the large scale generation plants possible because
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the power can be transmitted at high voltage and low current for longer distance substan-
tially reducing the losses. Stability limits impose the restriction on longer AC transmission
lines. Now a days, Direct Current (DC) transmission is selectively used at very high volt-
ages for longer distances to overcome the stability problems of AC. Distribution systems
steps down the voltage through transformers and transmits the power to customers. The
traditional utility model was formed due to the financial aspect aided by technology (AC
systems) [1]. Electric utility industry evolved from being unregulated to, being regulated
by the municipalities, then states and then federal government. Regulation was considered
necessary to make efficient use of resources, to oversee the utility service areas, to provide
affordable electric service.
The structure of the electric utility industry has evolved over the past century driven
by financial and regulation aspects. Traditional business model of centralized generation
encouraged vertically integrated company creating a monopoly in a given region. In early
1990’s, government decided to restructure utility industry by breaking the vertical integrated
model into generation, transmission and distribution business. With the series of acts passed
between 1978 and 1992 by the Congress, which laid the foundation for the restructuring of
the utility model. Policy acts also marked the introduction of Independent Power Producers
(IPP) into the energy market, pricing of power through markets and unbundle the delivery
from sales. Restructuring of the industry has led to competition in wholesale markets to sell
power and encouraged more efficient generation technologies.
Electricity generation from various sources have not changed significantly over the past
century. Generation from different sources pattern is shown in Figure 1.1 from the year 1950.
Since the mid 20th century, usage of coal has increased as a energy source for electricity
generation. New form of energy, nuclear energy has also emerged. Nuclear energy growth
has been stabilized at 20% since the past three decades. After the pause in 1970’s, natural
gas resumed its growth whereas petroleum recorded negative growth. Hydroelectric was a
dominant energy source in the mid 20th century. Until the late 20th century, coal, natural gas
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and nuclear together provided about 80% of energy source for power generation. From the
21st century, coal has been displaced by natural gas and for the first time in 2015, natural
gas has overtaken the coal. Since the last decade, new form of energy known as renewable
energy picked up and producing currently about 10% of electricity. Current growth reflects
the utility scale renewables when the distribution installed sources are increasing rapidly.
Actual contribution of renewables would be higher when the distributed generation data
becomes available.
Figure 1.1: U.S electricity generation from different energy sources [2]
Over the past century, utility industry has evolved due to the financial and regulation
aspects. The overall structure of centralized generation far away from load centres, mov-
ing power through transmission highways and distributing power through the distribution
network never changed. Transmission & Distribution (T&D) are considered significantly
different in their approach towards modelling, design issues, and problem solving. So, they
are studied as different systems decoupled at the T&D interface. Traditionally, the trans-
mission system study was primarily limited to 115 kV voltage and above (called bulk power
system or BPS). However, for multiple reasons many utilities now model the system, when
appropriate, up to the secondary side of the distribution substation including primary and
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secondary feeders including service transformers (typically, 12.47 kV). Figure 1.2 depicts the
normal scope of the T&D systems.
Figure 1.2: Transmission & Distribution (T&D) [3]
.
1.2 Problem Statement
Growth of renewable energy in the grid creates a new challenges that the grid has never
faced in its history. System analysis, policies and regulations are designed based on the
assumption of large scale centralized generation. As the renewable based sources displace the
centralized generation, various stakeholders that are effected should reevaluate the polices,
regulations and system studies. These changes in the generation have necessitated the grid’s
ability to satisfy conventional reliability mechanisms. Intermittent electricity generation
and the problems associated with the ramping up of conventional sources has introduced
variability in electric supply. There is a fundamental requirement of understanding the
grid’s resilience, its ability to withstand and recover from the disturbances caused by the
DER and grid’s reliability, its ability to minimize the disturbance. Since the DERs are
expected to grow in distribution, this dissertation focuses on the growing DERs impact on
grid reliability and resiliency.
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Past grid structure allowed the planners to plan for the disturbances and design the
system. DERs are growing rapidly in the distribution with the potential of injecting power
into the BPS during the light load conditions. Distribution system that has traditionally
been viewed as a relatively passive load resource on the BPS, but this will no longer be a
valid assumption with the integration of more DER in the electric system. In addition, newer
DER technologies are capable of providing advanced support services that will be needed as
the transition from conventional synchronous resources to non-synchronous inverter-based
resources continues.
At the distribution level, the potential impacts of DER are being studied, but the re-
flection of those impacts on BES are studied less. Assessing the impacts in the distribution
is challenging because utilities don’t have the detailed information about network data and
models. System level impacts of DER can affect both BPS and distribution or just distri-
bution which usually increases with size of DER relative to the capacity of BPS. There is a
gap in the literature in the approach taken to study the impacts and framework required to
study the impacts at distribution or T&D level at the planning level stage. This dissertation
aims at developing the framework to study the impacts either at distribution or T&D level
for planning purposes to make the system resilient with the high DER penetrations.
To achieve the reliable grid performance, system protection is needed to quickly detect
and isolate the disturbances. Most electric power systems in North America are designed in
a radial configuration, i.e., power flow is unidirectional from the transmission system to the
distribution system. Integration of DERs into the distribution system will cause bidirectional
power flow. This in turn impacts standard control operations, such as voltage regulation,
reclosing, and protection. Out of these, protection requires special attention because it can
restrict and limit the expansion and penetration of DERs in a distribution system.
Traditional synchronous generators in the transmission system contribute a significant
amount of fault current to the distribution system: about six times the rated generator cur-
rent. Inverter-based generation provides approximately 1.2 - 2 pu fault current. It is difficult
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for over-current based protection schemes to differentiate between normal loading conditions
and fault conditions under such low fault current contributions. Directional, distance, and
adaptive forms of protection schemes are also affected by low fault currents. The future dis-
tribution system with high penetration of DERs requires innovative protection schemes that
can handle variable fault current contribution, bidirectional power flow, changing system
conditions, etc. This dissertation proposes the traveling wave based protection in distribu-
tion system. This dissertation also reviews the existing protection schemes to identify the
drawbacks and apply to traveling wave protection.
1.3 Objectives
The first objective is to develop the sequence decoupled transmission power flow in an
open source platform, Python to analyze the unbalanced injections at point of common cou-
pling (PCC) from the distribution. Using sequence components instead of phase components
helps mathematically and finds more application in unbalanced faults and dynamic analysis.
The second objective is to develop the integrated T&D (co-simulation) system analysis
framework for planning purposes and validate against the standalone model at different
penetration levels of DER. A coupled T&D analysis framework is being developed through
co-simulation approach. The objective is to develop a co-simulation platform that accurately
models standalone unified models of the two systems.
The third objective is to review the existing protection schemes and identify the draw-
backs with high DER penetrations. Traditional overcurrent, distance, directional, adaptive
and traveling wave protection schemes are considered in the study. Other schemes based on
neural networks are not considered.
The fourth objective is to review the existing line models in Electro magnetic transient
programs (EMTP) and their applicability to distribution system traveling waves. Lines play
an important role in defining the characteristic of the waves due to the attenuation and
dispersion. Transformer and DER wide band models are left for future study.
6
The fifth objective is develop the high fidelity distribution test system to study and
characterize the behaviour of traveling waves for different types of faults and location. This
characterization helps with developing the reliable protection scheme in the future.
The simulation for traveling wave transients are carried out in a EMTP-RV software
program. EMTP-RV is one of the widely used time domain softwares in the industry. PSCAD
and DIgSILENT are the other transient softwares which use similar models and integration
techniques as in EMTP-RV. Simulation results will not vary much between the three software
programs. For co-simulation studies, Python and OpenDSSDirect, an open source platforms
are used. This approach helps with the integration of additional modules and flexibility with
tuning models for the research. The codes utilized in this research are included with the
dissertation for future work and research.
1.4 Dissertation Organization
The dissertation is organized into eight chapters.
1. Chapter one provides an introduction to the history of power grid, and growth of renew-
ables in the USA. It also discusses the motivation behind the research by formulating
the problem statement and objectives of the dissertation.
2. Chapter two reviews the existing co-simulation models and their modeling techniques.
Later it discusses the different coupled methods between T&D systems. It introduces
the iterative co-simulation framework along with transmission and distribution mod-
eling approaches. Sequence decoupled transmission power flow developed in Python is
briefly discussed.
3. Chapter three presents the results of the validation of co-simulation against standalone
model in DIgSILENT. Different cases with varying penetration levels of PV in the
distribution are also simulated.
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4. Chapter four reviews the existing protection schemes and identifies the drawback in
the presence of inverter based DER.
5. Chapter five introduces the power systems transients and the modeling approach in
different time scales. It introduces the distributed parameter line model and explains
the wave equations under lossy and lossless cases. Travelling wave behaviour in the
presence of attenuation and dispersion effects in the lines are discussed. Finally the
wave behaviour at general point of discontinuities such as short circuit, open circuit,
etc. are shown.
6. Chapter six discusses the EMTP program modeling. Representation of passive ele-
ments and line in the time domain are shown. EMTP-RV solver and the integration
methods are also presented. This chapter also presents the different analysis methods
used to study the traveling waves recorded at the line terminals.
7. Chapter seven presents the developed high fidelity distribution system model. Different
simulation cases that are performed by varying the fault location, fault type, overhead
(OH) lines, underground (UG) cables are presented and analyzed with the test system
wave timing diagram.
8. Chapter eight uses the rural electric cooperatives in the USA to discuss the effects
of ever changing grid in the 21st century. New metrics are created to evaluate the
performance of their system compared to other co-ops.






1Over the last decade, the United States has made rapid progress towards clean re-
newable energy [7], partly achieved by the aggressive push of the state renewable portfolio
standards (RPS). These distributed energy resources (DERs), electric vehicles (EV), battery
storage integrated into the distribution would adversely affect distribution system operations
and potentially affect the interconnected transmission system. In essence, the widespread
integration of DERs is changing the traditional way of operating transmission and distri-
bution (T&D) systems. The boundaries between T&D systems cannot be clearly defined
anymore like the old legacy grid as the interactions between T&D system are increasing due
to bidirectional power flow, demand variability, and increasing level of system unbalance [8].
Traditionally, the distribution system is represented as an equivalent load connected to the
transmission bus for transmission system studies. Similarly, for distribution system studies,
the transmission system is represented an ideal voltage source behind equivalent Thévenin
impedance. It should be noted that analyzing the system in a decoupled manner, as done
in traditional simulations, cannot capture the true interactions between T&D systems. To
understand the mutual effects of T&D interactions, new tools capable of simultaneously
simulating T&D systems are required.
In order to capture T&D interactions, a standalone T&D model can be developed and
solved. Some earlier methods developed unified models to study T&D interactions [9], [10].
However, standalone models, although accurate, are computationally expensive and do not
scale for a large-scale T&D system. Current research on capturing interactions between T&D
systems is, therefore, focused on developing co-simulation tools for steady state, transient,
and dynamic analysis of the T&D systems [11–18].
1Part of this Chapter has been published in [4], [5], [6]
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Several co-simulation frameworks that are developed recently are Framework for Network
Co-Simulation (FNCS) [11], GridSpice [12], Integrated Grid Modeling System (IGMS) [13],
Hierarchical Engine for Large-scale Infrastructure Co-simulation (HELICS) [14]. FNCS is
a framework for integrating the existing domain specific tools on common communication
platform. It provides timing signals for synchronization and message exchange between the
tools. GridSpice is a scalable open source co-simulation platform that integrates the power
simulation tools. IGMS is a power system modeling platform for integrated T&D analy-
sis through co-simulation approach. It utilizes a hierarchical framework to integrate ISO to
appliance scale tools. HELICS is an open source, cyber-physical-energy co-simulation frame-
work that can integrate domain specific tools and perform time series power flow simulations.
These co-simulation tools introduce one or more limitations when modeling T&D interface.
Usually, they model the transmission system as a positive sequence balanced system with
a balanced substation voltage. They also loosely couple the T&D systems by only once
exchanging the boundary variables.
Recent work in [15], proposed a tightly coupled scheme to assess the impacts of Volt/-
VAR Control (VVC) on transmission system operations. However, they also modeled trans-
mission system in positive sequence domain. A positive sequence model for transmission
system cannot capture the effects of load or system unbalance introduced from distribu-
tion systems. Another recent work integrated the T&D system by iteratively solving a
three-sequence power flow for the transmission and three-phase power flow for the distribu-
tion [16]. However, they used a small distribution system with 8-bus to analyze and validate
against PSCAD software. The test system only included three-phase buses and balanced
three-phase distribution loads. It is required to model a coupled T&D system involving typ-
ical distribution feeders that are inherently unbalanced having single and two phases laterals
and loads. Different co-simulation techniques for dynamic stability and performance of T&D
systems compared in [17]. In [18], authors presented an extensive mathematical analysis on
convergence of series and parallel co-simulation methods.
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Unfortunately, a majority of the co-simulation platforms for integrated T&D system anal-
ysis used a balanced positive sequence AC power flow for transmission system analysis and
loosely couple the T&D networks. In a loosely coupled model, the T&D boundary variables
are exchanged only once. That is, the simulation time step is advanced without making the
boundary variables converge. A loosely coupled model assumes that the changes in T&D
simulations are relatively slow and the integrated T&D model converges over multiple time
stamps. This limits the expandability of the existing framework to the operations with faster
dynamics. This also limits both implementation and advanced mitigation actions involving
coordinated control of the T&D systems. Also, with the increasing levels of system unbalance
in the distribution system resulting from single-phase small-scale DER integration, analysis
done using three-phase balanced positive sequence approach and loosely coupled interface
may not be sufficient to evaluate the power quality impacts. The proposed modeling ap-
proach aims at bringing co-simulation closer to the standalone T&D system model by using
three-phase unbalanced quasi-static analysis and iteratively coupled co-simulation platform.
2.2 Co-simulation and Coupling Methods
Co-simulation has originated from solving complex engineering systems involving multi-
disciplinary models [19]. Each subsystem has its domain specific software developed over past
decades and optimized for specific purposes. There is no universal tool which can include
detailed modeling for every domain because it would lead to many simplifications resulting
in an inaccurate models and results. Co-simulation fulfills the role of single tool by modeling
multi-disciplinary models across multiple simulators, while acting as one integral simulation
platform. A co-simulation platform is typically comprised of a set of simulators with their
specific solvers that work simultaneously and independently with their individual system
models. With the help of a master algorithm, the co-simulation platform synchronizes all
simulators by exchanging boundary variables. This assist in directing the information be-
tween simulators and integrating the results as if solving one single combined model [19], [20].
The T&D systems coupling strength plays a vital role in the accuracy of studies when eval-
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uating the impacts DER integration on transmission and distribution systems. There are
three different coupling models: decoupled model (DCO), loosely coupled model (LC), and
tightly coupled (TC) models. Each of these coupling methods are discussed below.
2.2.1 Decoupled (DCO) Model
Power system analysis tools that are developed in 20th century use models that are de-
coupled. The distribution network is represented as an equivalent load, and the upstream
transmission network is modeled as an equivalent voltage source. The transmission system
is first solved using aggregated load (including DERs), and the voltage at point of common
coupling (PCC) is obtained. Then using that balanced voltage at PCC and assuming an
ideal voltage source, the distribution system is solved. The transmission system models are
solved in positive-sequence domain and assume the distribution system loads to be balanced.
This decoupled model, therefore, cannot capture the impacts of high-levels of DER penetra-
tions, single-phase loads and DERs, variable DER generation on the integrated transmission
and distribution systems. In a time-series power flow analysis, at each time-step, the trans-
mission system is solved for the forecasted aggregated load at distribution substations. The
obtained transmission bus voltage is used as the source bus voltage for the distribution sys-
tem. The simulation moves to the next time-step, and the process repeats. Here, the total
aggregated load is assumed balanced. Thus, in this method, the solutions obtained from
solving the transmission and distribution system can be erroneous, especially for the cases
with unbalanced loading conditions.
2.2.2 Loosely Coupled (LC) Models
In LC model, the transmission and distribution system solutions are exchanged at the
PCC, to capture the interactions between the two systems. Specifically, the real and reac-
tive power demand at PCC, obtained by solving the distribution system is provided to the
transmission system solver. The transmission system solves for voltages at PCC using the
updated value of demand obtained from the distribution system solver. The time moves
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one step forward, and the PCC voltages (obtained from transmission solver) are provided to
the distribution system solver. Distribution system solves for load demand at PCC and the
process repeats.
For time-series analysis, at a given time step t, based on the aggregated load demand of
the distribution system, the transmission system is solved for its voltages. This voltage is
given to the distribution system as the source voltage, and the distribution system is solved
to obtain the substation power demand. The substation power demand obtained from this
time step t is given to the transmission system solver in the next time step (t+1). For
slow changes in load, the LC coupled model provides accurate results. With frequent load
changes, this method might be inaccurate because of not converging to common solutions in
every time step. Although the LC model gives a lower error than the decoupled model, it is
still not accurate enough. Note that unlike the decoupled model, the boundary parameters
(voltages and load demand) are exchanged once between the two systems. However, the
time-step is advanced without making the boundary values converge at the current time-
step. Thus, the strength of T&D coupling in the LC model is weaker than stand-alone T&D
models but stronger than decoupled model.
2.2.3 Tightly Coupled (TC) Model
TC model provides strong coupling between the T&D systems thus bringing it closer to a
standalone model. Instead of exchanging the boundary parameters only once at PCC, in this
model, the variables are exchanged iteratively through the co-simulation platform until both
solvers agree on the same voltage and load demand at the substation. The difference between
LC and TC model is that the iteration in the TC model continues until the convergence is
achieved. Tightly coupled model can also called as iteratively coupled model. However,
in LC, the convergence is not the goal and is a non-iterative approach. Convergence of
boundary variables is ensured at each time-step, and only after convergence is achieved,
simulation moves forward to the next timestamp. Note that the converged solution is the
most accurate among all three methods due to the tight coupling of T&D in this method.
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2.3 Proposed Iteratively Coupled T&D Co-simulation Framework
In the proposed approach, a time-based iterative co-simulation model couples the system
at the point-of-common coupling (PCC) and makes the boundary variables converge at every
time step (see Figure 2.1). T&D systems are solved independently, and the interactions
are captured by interchanging the solutions obtained from the two simulators. The key
idea here is to simulate existing and/or potential interactions between the T&D networks.
In this framework, the T&D systems are decoupled at the operational level and solved
using their legacy software. Once the master algorithm initiates the simulation with specific
starting conditions, the transmission and distribution simulators are solved in parallel. The
solutions obtained from independently solving the two networks are interchanged between
the two simulators by master algorithm synchronization after the iteration, as presented
in Figure 2.2. Broader approach for multiple distribution systems is shown in Figure 2.3.
The integrated model is solved when the solutions from the decoupled models converge.
Figure 2.1: T&D iterative framework
Time series simulation algorithm of integrated T&D system is detailed below [4]:
1. For every time step at t, transmission power flow is solved, and three-phase voltages
are exchanged with the distribution model at different load buses.
14
Figure 2.2: T&D iterative framework timeseries
Figure 2.3: T&D iterative framework for multiple simulators
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2. Distribution models at different buses are solved at the same time step t independently
and the results are used to update the three-phase power demand at the respective
PCCs in the transmission system model.
3. Co-simulation errors are calculated at each PCC load bus. If the error is more than
the specified tolerance, steps (1) and (2) are repeated.
4. The iterative solution of T&D systems continues until two successive iterations are
within the specified error.
5. If the boundary variables converge for a PCC, that specific T&D interconnection point
is assumed to be converged.
After the boundary variable at all PCCs converge, the time step (t+1) is moved forward
and steps (1)-(5) are repeated.
Specifically, the T&D is modelled for frequency and voltage regulation issues under high
DER penetration. The detailed framework is shown in Figure 2.4. In order to understand the
frequency regulation problem in transmission network, the modeling is done in 5-min ahead
window. Distribution networks are however modeled in 1-min ahead window for voltage
regulation application. Model is implemented using python for both transmission coupled
with OpenDSSDirect for the distribution. Python is chosen as common platform to facilitate
the integration of any future applications of the proposed framework.
2.4 Transmission System Modeling
The transmission systems are traditionally assumed to be three-phase balanced networks
and solved using Newton-Raphson power flow for positive-sequence model. With increas-
ing renewable resources in distribution, T&D interface can no longer be assumed balanced.
Therefore, the transmission system should be represented in either three-phase or three-
sequence model. Considering the system with N buses, (2N)x(2N) Jacobian matrix in tra-
ditional power flow becomes (6N)x(6N) when solving for three-phase power flow. Using
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Figure 2.4: Detailed co-simulation framework
three sequence power flow approach in [21], the complexity of the unbalanced power flow
can be significantly reduced. The approach uses a three-sequence power flow formulation
that results in a (2N)x(2N) Jacobian matrix for positive sequence solution using Newton-
Raphson method. The negative and zero sequence components, capturing the unbalance, are
each represented using a (N)x(N) matrix and solved using a linear system of equations. The
three-sequences are decoupled and solved simultaneously. Unfortunately, none of the present
day commercial software allow a transmission system model in sequence frame. Therefore,
we have modeled the IEEE 9-bus transmission test system and three-sequence power flow
using python.
2.5 Distribution System Modeling
The distribution system three-phase modeling and analysis is done using OpenDSSDirect,
an open-source platform designed for distribution system analysis [6], [22]. OpenDSSDirect
uses the OpenDSS engine to run and analyze the systems. OpenDSS supports all frequency
domain analysis performed for utility distribution system planning and analysis. There
are multiple functionalities in OpenDSS along with its extraordinary capability to support
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planning and analysis of DER technologies. OpenDSS allows to specify DERs incremental
capacity along with associated controls and help visualize their impacts on the distribution
system.
OpenDSS is designed to solve both radial distribution circuits, and network (meshed)
distribution system power flows. It can also be used to solve transmission style power flow
for small to medium-sized systems. The circuit model designed can either be multi-phase or
positive sequence model of a given distribution system. The power flow executes in various
solution modes, including the standard single snapshot mode, daily mode, duty cycle mode,
and others. It can also perform time-series simulation of a circuit as the load varies as a
function of time. The time period can be hourly, daily, or yearly.
OpenDSS uses the following two simulation modes: Iterative power flow, and Direct
solution. Loads and distributed generators are treated as injection sources for the Iterative
power flow solution. In direct solution mode, they are included as admittances in the system
admittance matrix and solved directly. The two iterative power flow algorithms used by
OpenDSS are current injection method and the Newtons method.
2.6 Summary
This chapter presents an iteratively coupled co-simulation framework for unbalanced
integrated T&D system analysis. The primary objective is to bring co-simulation approach
close to standalone T&D system model that can accurately model unbalanced load conditions
and increased demand variability that are likely to be realized in feeders with an increased
level of DER penetrations. The proposed integrated T&D framework is a valuable resource
for evaluating the impacts of DERs on transmission system operations that would be difficult
to study on a decoupled T&D model. The inherent complexity of modeling the integrated
T&D systems in a single platform is addressed by iteratively coupling the models designed




ADVANCEMENTS IN CO-SIMULATION TECHNIQUES IN COMBINED
TRANSMISSION & DISTRIBUTION SYSTEMS ANALYSIS
3.1 Introduction
2With the growing penetrations of non-dispatchable renewable energy resources and en-
ergy storage devices at both Transmission and Distribution (T&D) system levels, new meth-
ods are required to facilitate the analysis and operation of the electric power grid. Today in
USA, 96.5 GW of wind (primarily in transmission grid) and 64.2 GW of photo voltaic (PV)
(divided between transmission and mostly in distribution systems in the form of rooftop PV)
are connected to the grid [23], [24]. In 2018, renewable energy sources contributed about
17% of total installed capacity. Wind and PV combined, produces 8.2% (6.6% wind and
1.6% PV) of total electricity [25]. Moreover, the wind and solar penetrations are projected
to grow to 404 GW and 127 GW (utility scale PV) by 2050, respectively [26], [27]. Initial
projections show that the renewable generation is expected to supply about 45% of total
generation by 2050 [28]. Aggressive goals set by many states to boost renewable energy
production in the form of Renewable Portfolio Standards (RPS) would further increase the
targeted renewable energy penetrations from 20% to 50% for most of the states by 2040 [2].
In fact, Hawaii has set a target of 100% renewables by the year 2045.
Traditionally, the transmission systems studies are primarily limited to the part of the
electric grid with 115 kV voltage levels and above. This is also referred to as “bulk power
systems” or BPS. However, for multiple reasons many utilities now model the system, when
appropriate, up to the secondary side of the distribution substation transformer, typically
at 12.47 kV voltage level also referred to as primary distribution system and is modelled
as part of transmission systems analysis. The modelling of distribution systems starting at
2This Chapter has been published in [4]
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substation distribution level including primary and/or secondary feeders supplied by service
transformers is also becoming prevalent. Figure 3.1 depicts the normal scope of the T&D
systems and the point of common coupling (PCC). Whether to include the primary substa-
tion distribution transformer as a part of the distribution system or transmission system is
usually left up to the system planner. PCC could be either on the high-side or on the low-side
of the primary distribution transformer, which in most cases radially feeds the distribution
loads. Key characteristics of the T&D systems are described in Table 3.1. These two systems
are significantly different in their approach towards modelling, design issues, and problem
solving. So, they are studied as different systems decoupled at the T&D interface.
Table 3.1: T&D System Characterization
Description Transmission System Distribution System
Voltage Level
(Typically) 115 kV and
above. Sometimes 69 kV is
included
(Typically) 12.47 kV and
below. 25 kV, 34.5 kV, and












Less than 1% 2-5%
Current Un-
balance(%)
Less than 2% 5-30%





±10% ANSI C84.1 limits.









monics and Power Quality
Surge
Impedance




0.45-0.7Ω/mi 6 (75-85o) 0.6-1.0Ω/mi 6 (55-65o)
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Table 3.1: Continued.
Description Transmission System Distribution System
Overhead
Line Model
Long or Medium Line-
50+ mi (Equivalent or
Nominal π), Transposed,
3-phase




miles, untransposed, 1-, 2-,
and 3-phase
Compensation Use FACTS Devices
Voltage Regulators (both 1-
and 3-phase units), Shunt
Capacitors
Cable Info
Very Short Length, Cost,
Solid Dielectric
Extensively Used in Cities,
both 1-ph and 3-ph, Long








Interconnected and Looped Mostly Radial
Protection
Distance, Over-current, 1-







Large units typically in ex-
cess of 100s of MW supplied
by nuclear, coal, large scale
hydro and gas. Now Wind
and Solar
All smaller units, cogenera-
tion, rooftop PV, Small hy-
dro (less than 5MW range)
While performing transmission system studies, a balanced 3-phase system model is as-
sumed, and the positive-sequence and per-phase quantities are considered for the analysis.
The transmission lines are modelled as fully transposed and there are no harmonics. Each
feeder circuit on the distribution system is represented as a lumped equivalent balanced
load. A balanced system and lumped load assumptions may lead to incorrect results and
unacceptable errors especially when connected to long distribution feeders with high-levels
of DER penetrations [8], [29], [30].
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Figure 3.1: Typical T&D system and PCC location(s)
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For distribution system studies, the connection to the transmission system is represented
as an ideal voltage source behind equivalent positive-sequence Thévenin (source) impedance.
The distribution system is highly unbalanced and supplied for a large number of single-phase
and potential non-linear harmonic producing loads. The integration of rooftop PVs, electric
vehicles (EV), and storage units at the distribution level further increases the system com-
plexity requiring a detailed three-phase model and unbalanced system analysis. Furthermore,
from the interconnected T&D system perspective, the added complexity of distribution sys-
tem loads renders the unbalanced lumped load model for distribution feeder inapplicable.
Therefore, the decoupled analysis of T&D system is not sufficient and there is a requirement
to capture the interactions between the two systems using new tools capable of simultane-
ously simulating T&D systems.
Owing to the requirements for combined T&D analysis, several methods have been pro-
posed for combined modelling. The related literature can be classified into two broad cat-
egories: (1) using unified standalone T&D model [9], [10], and (2) using co-simulation ap-
proach [16], [30], [15], [17]. While, unified standalone models simulate T&D systems in one
common software platform, in a co-simulation approach, T&D systems are solved indepen-
dently using their own solvers and the boundary variables (variables at PCC) are exchanged
to model their mutual effects. References [5], [31] include an extended literature review re-
garding the coupled T&D analysis. The assumptions and deficiencies of those approaches
are summarized as follows:
1. Existing co-simulation platform loosely couples the T&D systems by exchanging the
boundary variables once without checking the convergence. This approach limits the
ability to capture faster DER dynamics.
2. Transmission system is modelled in positive-sequence domain. This model cannot cap-
ture the effects of load and system unbalances that are introduced by both transmission
and distribution systems.
23
3. The existing distribution test system models used for combined T&D models primarily
include models for only three-phase buses and balanced three-phase distribution loads.
The unbalanced power flow characteristics of a typical distribution system needs to be
included in the coupled T&D analysis.
4. The existing model have not been thoroughly validated against a stand-alone system
model with unbalanced distribution system loading conditions.
In order to overcome the limitations of the existing frameworks, the proposed approach
aims to bring T&D co-simulation models closer to the standalone combined T&D system
model. In the proposed framework, to facilitate a three-phase unbalanced T&D system
quasi-static analysis, the transmission system is modelled in three-sequence domain while
the distribution system is modelled in full three-phase representation. The T&D systems
are iteratively coupled at the interface. Transmission system power flow model and the
T&D interface model for co-simulation is implemented using python. Distribution system
is modelled using OpenDSSDirect (pythonic interface to OpenDSS) [32]. Python is chosen




Since the interactions between the unbalanced three-phase distribution systems with the
interconnected transmission system are expected to increase, it is imperative to model the
transmission system in three-phase domain to fully understand the effects on individual
phases. When transmission system is represented either in three-phase (a, b, c) or three-
sequence (0, 1, 2) model, a nine-fold increase happens in the Jacobian matrix associated
with the unbalanced power flow model. Using a three-sequence components approach pro-
posed in [21] and reasonable assumptions, the complexity and computational time of the
unbalanced power flow are significantly reduced. The approach depicted in Figure 3.2 uses
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a conventional solution for positive-sequence component. The negative and zero-sequence
components, capturing the unbalance, are each represented using an (N)x(N) matrix and
solved using a linear system of equations. The three-sequences are decoupled and solved
simultaneously.
None of the present-day commercial software allows a transmission system model in se-
quence frame. Three-sequence power flow algorithm has been developed as discussed in [21].
To enable the combined T&D simulation using co-simulation approach, the value of the
lumped unbalanced load representing the distribution system is updated based on solutions
obtained from the distribution system solver.
3.2.2 Distribution System
Distribution system is modelled as a three-phase unbalanced system using OpenDSS-
Direct. DERs are modelled in the form of residential rooftop PV and community solar.
The penetrations levels of PVs are varied by changing the number of customers with PV.
OpenDSS uses a fixed-point iteration method for distribution system power flow. For distri-
bution system analysis, the transmission system is modelled as an ideal voltage source. In
order to facilitate combined T&D system analysis using co-simulation, the voltage magni-
tude and the angle of the voltage source feeding the distribution system is varied depending
upon the solutions obtained from the transmission system solver.
3.3 Co-simulation Framework
Each T&D sub-systems within a large complex integrated system have their own domain
specific solver/software that is utilized for specific purposes. There is no universal power
system modelling and analysis tool that can be generalized for the detailed modelling of
every system, domain, scenario, and study. Such a framework/tool requires many simplifi-
cations and assumptions resulting in an inaccurate results. Co-simulation, when performed
correctly, fulfils the role of a single tool by modelling multi-disciplinary models across mul-
tiple simulators working simultaneously in parallel and independently while acting as one
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Figure 3.2: Simplified algorithm for the sequence model
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integral simulation platform [20]. This can also enable coupling of legacy solvers without
modifying their individual details.
This chapter is focused on co-simulation of electric power T&D systems. Transmission
system is highly meshed to maintain reliability of the grid. The loads connected at various
buses may vary rapidly due to variations in DER generation and distribution load consump-
tion patterns. In order to emulate the actual system with high penetrations of DERs, there
is a need to co-simulate the T&D system while simultaneously considering the load changes
throughout the grid at every time step. A quasi-static iterative co-simulation model is devel-
oped that couples the T&D systems at the PCC. For accurate modelling of integrated T&D
systems, an iterative approach is proposed that makes the boundary variables converge at
every time step. Figure 3.3 shows the timing diagram and proposed co-simulation algorithm.
Load profiles are modelled in 1-min interval resolution for 24 hours (24x60=1,440-time
steps). Note that the time interval for quasi-static simulation can be user-defined depending
upon the required granularity of the simulation. At time step t, three-sequence power-flow
solves and converts the three-sequence voltages to three-phase quantities at PCC, including
the voltage angles, and is given as the input to the distribution system solver. Distribution
system simulator solves the quasi-static power flow and provides the three-phase power
demand at the PCC to the transmission system. These iterative exchanges continue until
the two successive iterations are within the specified error (say, 10-6). This iterative approach
ensures that the voltages at PCC for the coupled T&D system have converged to the value
that will be obtained on solving a standalone model for the combined T&D systems. Once
the convergence is achieved, co-simulation algorithm developed in python issues a timing
signal to T&D simulators to move forward to the next time step. The process repeats at
every time-interval selected for quasi-static simulation.
In this chapter, the three-sequence power flow for the transmission system is developed
using python and a simulator available in public domain called OpenDSS is used to model
and solve the distribution system through OpenDSSDirect. DERs in the form of residential
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Figure 3.3: Integrated T&D framework [Same as Figure 2.2]
and commercial PVs are placed at random nodes. By varying the penetration level (size and
quantity), effects of PV integration on the integrated T&D systems are observed. A parallel
co-simulation model is developed in python using multiprocessing pool class. The algorithm
for the parallel T&D co-simulation model is as follows:
1. For every time step at t, transmission power flow is solved, and three-phase voltages
are exchanged with the distribution model at different load buses.
2. Distribution models at different buses are solved independently and the results are used
to update the three-phase power demand at the respective PCCs in the transmission
system model.
3. Co-simulation errors are calculated at each PCC load bus. If the error is more than
the specified tolerance, steps (1) and (2) are repeated.
4. The iterative solution of T&D systems continues until two successive iterations are
within the specified error.
5. If the boundary variables converge for a PCC, that specific T&D interconnection point
is assumed to be converged.
28
After the boundary variable at all PCCs converge, the time step is moved forward and
steps (1)-(5) are repeated.
3.4 T&D Standalone Model
The objective is to validate the proposed co-simulation approach against integrated sys-
tem model. Modelling the complete T&D as stand-alone system while keeping the details is
possible in two commercially available softwares: DIgSILENT PowerFactory and PSSSIN-
CAL [18]. In this chapter, the integrated system is modelled in DIgSILENT.
Test system used for the model is IEEE 9-bus transmission system with three generators
and three IEEE 13-bus distribution test system connected at load buses 5, 6 and 8 buses as
shown in Figure 3.4. Data for the model is available in [8]. The IEEE 13-bus distribution
test feeder is also shown in Figure 3.5. The modelling details can be found in [5]. The
selected test system represents a typical unbalanced distribution test feeder. IEEE 13-bus
test system is heavily unbalanced and includes single-phase and three-phase loads, 1-, 2- and
3- phase feeders, overhead lines of different constructions and underground cables, voltage
regulator and shunt capacitors. The line lengths, however, are short and the voltage level
is 4.16 kV with a total load of 3.46 MW, 2.1 MVAR (lag). The 5 MVA, 230 - 4.16 kV
transformer is added to connect this system to the transmission test system.
3.5 Simulation and Results
Several case are simulated to validate the proposed co-simulation framework against an
equivalent standalone T&D model. The results are discussed below.
3.5.1 Transmission Positive Sequence Power Flow
In this test case, we simulated only IEEE 9-bus transmission test system in conventional
positive-sequence model. This is referred to as the base case. The power-flow is solved using
three different software platforms: proposed Cosim, DIgSILENT (DIg), and PowerWorld
(PW). The bus voltages are shown in Table 3.2. The results are almost identical.
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Figure 3.4: IEEE 9-bus system
Table 3.2: IEEE 9-Bus Transmission Positive Sequence Voltages and Angles
Bus
Voltage (pu) Angle (degrees)
Cosim DIg PW Cosim DIg PW
4 1.0135 1.0135 1.0136 25.8 25.8 25.8
5 1.0013 1.0015 1.0015 25.2 25.2 25.2
6 0.9942 0.9938 0.9943 23.3 23.3 23.3
7 1.0045 1.0046 1.0046 25.6 25.6 25.6
8 0.9909 0.9911 0.9910 23.3 23.3 23.3
9 0.9964 0.9966 0.9965 23.6 23.7 23.7
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Figure 3.5: IEEE 13-bus distribution feeder
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3.5.2 Three Sequence Transmission Power Flow
Next, we perform power-flow analysis for the IEEE 9-bus transmission test system using
the three-sequence power flow algorithm previously discussed. The results are compared with
DIgSILENT that also solves the three-phase power flow (PowerWorld cannot solve three-
phase power flow). The bus voltages are shown in Table 3.3. As expected, the three-phase
voltages are slightly different from the positive sequence quantities in sec. 3.5.1. Since the line
lengths in IEEE 9-bus system are very short, the sequence-model didn’t show any effect on
the bus voltages. However, on increasing the line-lengths of the transmission system to more
than 150 miles for each line, the effects of mutual coupling and unbalance are observed on the
bus voltages. Table 3.3 shows close match between bus voltages obtained from DIgSILENT
model and the three-sequence power flow model.
Table 3.3: IEEE 9-Bus Three Phase Voltages and Angles
Bus Phase
Voltage (pu) Angle (degrees)
Cosim DIg Cosim DIg
4
A 1.0136 1.0136 25.9 25.9
B 1.0151 1.0152 -94.1 -94.1
C 1.0118 1.0117 145.7 145.7
5
A 1.0002 1.0004 25.3 25.4
B 1.0034 1.0037 -94.7 -94.7
C 1.0004 1.0004 145.1 145.1
6
A 0.9907 0.9901 23.4 23.4
B 0.9966 0.9964 -96.5 -96.5
C 0.9954 0.9948 143.1 143.1
7
A 1.0040 1.0042 25.7 25.8
B 1.0065 1.0067 -94.3 -94.3
C 1.0028 1.0029 145.5 145.5
8
A 0.9869 0.9873 23.4 23.4
B 0.9933 0.9938 -96.6 -96.5
C 0.9923 0.9921 143.0 143.2
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3.5.3 Distribution Power Flow
The IEEE 13-bus distribution test system is solved using OpenDSSDirect. The results
of the selected node voltages are shown in Table 3.4. The obtained voltages are compared
with the solutions obtained from DIgSILENT for the same distribution system model. As it
can be observed from Table 3.4 that the power flow results obtained from DIgSILENT and
OpenDSSDirect are same.
Table 3.4: IEEE 13-Bus Three Phase Voltages and Angles
Bus Phase
Voltage (pu) Angle (degrees)
Cosim DIg Cosim DIg
650
A 0.9564 0.9557 -3.3 -3.3
B 0.9735 0.9734 -122.6 -122.6
C 0.9561 0.9553 116.4 116.4
634
A 0.9455 0.9440 -6.6 -6.7
B 0.9932 0.9935 -124.9 -124.8
C 0.9472 0.9450 113.7 113.6
671
A 0.9422 0.9407 -8.7 -8.9
B 1.0251 1.0256 -125 -125
C 0.9296 0.9252 112.4 112.3
646
B 1.0028 1.0033 -124.6 -124.5
C 0.9657 0.9636 114.3 114.2
675
A 0.9352 0.9334 -9.1 -9.3
B 1.0294 1.0301 -125.2 -125.1
C 0.9272 0.9225 112.6 112.4
611 C 0.9252 0.9210 112.2 112
684
A 0.9404 0.9389 -8.8 -8.9
C 0.9274 0.9231 112.3 112.2
3.5.4 T&D Co-simulation Power Flow
In this test case, one of the load nodes (bus 6) of the IEEE 9-bus transmission test
system is connected with IEEE 13-bus distribution test system. The co-simulation power-
flow is performed and the selected bus-voltages at T&D interface are shown in Table 3.5.
The combined model for the T&D test system is also solved using DIgSILENT, a stand-
alone power-flow solver, for validation of results obtained from co-simulation approach. It
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can be observed from the table that the bus voltages are comparable with a maximum 0.1%
difference between the results from the co-simulation and standalone simulations. The errors
in computation are very small and can be attributed to differences in solution techniques
employed by the two models.
Table 3.5: Selected Bus Voltages and Angles for T&D Co-Simulation
Bus Phase
Voltage (pu) Angle (degrees)
Cosim DIg Cosim DIg
5
A 1.0061 1.0065 31.5 31.5
B 1.0100 1.0105 -88.5 -88.5
C 1.0070 1.0069 151.2 151.2
6
A 1.0160 1.0165 31.9 31.9
B 1.0190 1.0199 -88.1 -88.2
C 1.0168 1.0154 151.6 151.6
8
A 1.0038 1.0041 31.2 31.2
B 1.0086 1.0092 -88.9 -88.9
C 1.0060 1.0055 150.8 150.8
650
A 0.9709 0.9711 -1.4 -1.3
B 0.9928 0.9935 -120.6 -120.5
C 0.9747 0.9751 118.2 118.1
671
A 0.9574 0.9583 -6.8 -6.8
B 1.0476 1.0477 -122.9 -122.8
C 0.9272 0.9225 112.6 112.4
611 C 0.9490 0.9501 114.4 114.2
634
A 0.9610 0.9616 -4.7 -4.7
B 1.0153 1.0157 -122.8 -122.7
C 0.9678 0.9680 115.6 115.4
646
B 1.0244 1.0251 -122.5 -122.5
C 0.9858 0.9859 116.2 116.1
611 C 0.9460 0.9448 114.1 113.9
3.5.5 T&D Co-simulation Power Flow with Distributed PV
The accuracy of the co-simulation approach is further validated after placing PV systems
in the IEEE 13-bus distribution test system. The PVs are installed at the two three-phase
buses: 632 and 692; and single-phase buses: 611 and 652. PV modules are rated at 100 kW
each for three-phase and 50 kW each for single-phase and are assumed to be operating at the
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unity power factor. The obtained phase voltages and angles are shown in Table 3.6 for both
simulation platforms: Co-simulation approach and standalone model using DIgSILENT. The
maximum error is less than 0.2%.
Table 3.6: Selected Bus Voltages and Angles for T&D Co-Simulation with PV
Bus Phase
Voltage (pu) Angle (degrees)
Cosim DIg Cosim DIg
6
A 1.0161 1.0166 32.0 32.0
B 1.0190 1.0199 -88.1 -88.1
C 1.0154 1.0155 151.7 151.7
632
A 0.9934 0.9948 -3.2 -3.1
B 1.0356 1.0336 -122.0 -122.0
C 0.9962 0.9983 116.7 116.5
692
A 0.9620 0.9644 -5.8 -5.6
B 1.0468 1.0427 -122.6 -122.6
C 0.9598 0.9616 115.2 114.9
652 A 0.9567 0.9591 -5.7 -5.4
611 C 0.9572 0.9591 115.0 114.7
3.6 Summary
Integrated T&D framework or co-simulation for future grid with high DER penetrations is
introduced and validated against a stand-alone combined model. The proposed co-simulation
framework models three-sequence power flow for transmission systems and three-phase power
flow for distribution systems; the two systems are iteratively coupled at the PCC. The tool
is modelled using python and OpenDSSDirect while the stand-alone model is simulated
using DIgSILENT. The IEEE 9-bus transmission test system interfaced with IEEE 13-bus
distribution test system is used to simulate test cases to validate the proposed framework.
It is concluded from the results that the proposed iteratively coupled T&D co-simulation
approach closely approximates the stand-alone T&D model. With the aggressive integration
of DERs and the requirement for accurate modelling of T&D interactions, the proposed co-
simulation platform and the validation activity paves the path forward for future large-scale




The growth in volume and diversity of distribution connected, Distributed Energy Re-
sources (DER) are reshaping the grid architecture, operations, and utility business models
across the nation. Solar PV, small wind power, battery storage, combined heat and power
(CHP), microturbine, diesel generator, fuel cells, etc. are different forms of DER technolo-
gies available. Legacy distribution systems are designed for one-way power flow from the
transmission to end users (customer) in the distribution network. Addition of DER to the
radial system requires new methods, tools and policies for safe, efficient, resilient, and reli-
able operation. DERs as a source in distribution provide some advantages over conventional
top down approach of the grid. Biggest advantage is the proximity of generation close to
load centers decrease the transmission losses (approx. 2-3%) from big central power plants.
Another benefit is the possibility of islanded operation of a small part of the system as
micro-grid due to supply outages and/or disturbances either in transmission or distribution
system.
Increasing penetration of DERs also raises several operations problems such as improper
protection coordination, voltage raise or drop, recloser synchronization, stability and fre-
quency control. Major impact of this is on the protection of distribution systems. Existing
schemes designed for one-way power flow use fuses to protect laterals backed up by recloser
on main feeders and breakers at substation [33]. Synchronous generators in the transmission
system contributes significantly large amount of fault current (approx. 5-10 times full load
current) to distribution network which is enough to distinguish between normal operation
and fault. Inverter based DERs lacking the inertia as rotating machines contributes only
about 1-2 pu fault current [34]. Renewable based DER are highly variable and depend on
weather. Combined contribution of synchronous and DER to a fault could vary depending
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on operating conditions, and topology. Different protection issues caused by increasing pen-
etration of DERs are discussed in [35]. Recent studies proposed different approaches to the
protection issues. Authors in [36] proposed a directional over current protection with com-
munication links to all protective devices based on IEC 61850 substation automation system.
Directional feature is not reliable for close in faults due to voltage collapse on faulted phases.
Directionality of single line to ground faults (SLG) is difficult to detect due to many ground
sources in distribution network. Adding communication network, Potential Transformer
(PT), Current Transformer (CT) at every node is very costly for a network with thousands
of nodes and impractical. Another study in [37] propose a protection optimization using net-
work model solved at every time interval. It requires very high-resolution data on weather
forecast and network. Changing settings from centralized system over communication links
add single point failure and extremely difficult to implement.
To account for changes in topology of the system like grid-connected, islanded operation,
adaptive protection scheme gained traction in recent years. Authors in [38] presented an
adaptive overcurrent protection scheme with distributed generation. Similar approach to
adaptive settings are discussed in [39], [40]. Centralized control detects the network status
and updates the device settings over communication link. These schemes could improve
performance but they are expensive, not reliable and practical difficulties associated with
implementation. Geographically dispersed nature of residential DER makes it harder for
utility to control and their generation varies. It also requires real time simulator to con-
tinuously update the status of devices which adds to the already complex problem. In the
context of microgrid, several adaptive schemes very similar to the ones mentioned above are
discussed in [41–44]. In summary, none of the protection schemes are cost effective, and
reliable.
DER based generation varies the amount of fault current available over the entire net-
work. Diversification of sources can challenge the assumption that DER provides a less fault
current. Apart from the varying fault current, understanding the impacts and limitations of
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the existing protection is crucial to develop a future protective schemes. Current research in
the distribution protection can be classified into directional, distance, and adaptive based.
In this chapter, drawbacks of the legacy overcurrent (OC) are discussed in detail by modeling
the Figure 4.1 in OpenDSS. Other protection approach drawbacks are briefly mentioned.
4.1 Traditional Overcurrent Protection
Distribution systems in the US are typically radial fed, multi grounded, and 3-phase
4-wire at 13.8 or 12.47 kV. Test system shown in Figure 4.1 is considered for the study of
DER limitations on protection, very similar to the system in [35].
Transmission and sub-transmission network feeding the substation through circuit
switcher (CS) is modeled with source impedance (Thévenin Equivalent) calculated from
fault MVA. Delta (HV) and Wye grounded (LV) is the typical substation transformer used
to serve the single-phase loads. CS protects the transformer for internal and secondary
faults. Transformer T1 (with two stages of forced air cooling) serves four distribution feed-
ers at 12.47 kV protected by reclosers. Circuit breakers are also used to protect the feeders
which depends on utility preference. Breakers are expensive and occupies more space to
install on the ground. They contain superior fault duty, continuous and interrupting rat-
ing than reclosers. Each feeder circuit contains overhead lines and/or underground cables
with sectionalizers installed to minimize the interruption to the customers by isolating the
faulted section of the feeder. In Figure 4.1 main feeder from substation is an overhead line
of length 4.0 mi using 336 kcmil (Linnet) conductor. Taps from the main circuit contains
center tapped step down distribution transformers T2, T4 (7.2 kV - 120/240 V) to serve
the residential single phase connected loads. Commercial class customers are fed through
three phase, 12.47 kV (delta) - 480 V (wye grounded) transformers (T3). Taps are typically
protected by fused cutouts backed up by main feeder reclosers and sectionalizers.
Voltage regulating devices (voltage regulators) and power factor improvement capacitors
are not shown in the test system. Substation transformer is loaded at an average of 70% of
continuous base rating (15 MVA) and during the emergency, T1 is loaded upto 95% of max-
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Figure 4.1: Typical distribution system in US
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imum capacity (25 MVA). Loads are modeled based on the assumption that transformers
T2, T3, and T4 are loaded at 70%. Figure 4.1 shows only three taps consisting of residential
and commercial loads. There are similar taps on the main feeder to load the T1 at 70%.
Distribution DER connected at the customer sites is assumed using power electronics in-
terface such as PV, and battery storage. Residential rooftop per household varies between
2-10 kW depending on available space for panel installation. For the study, each residential
household is installed with 2.5 kW rooftop PV. Commercial or community DER connected
to the secondary of the transformers vary from 200 kVA - 5 MVA.
Selection of interconnection transformer configuration T2 has a major impact on how the
DER interacts with utility system ground fault protection [33]. Each of the configurations
has advantages and disadvantages to the utility protection and coordination. There are
no best possible connections accepted universally. For a small DER (<100 kW), utilities
might prefer the high side configuration with no ground reference. If the DER transformer
(T2) contains ground reference on high side, ground fault current splits between the ground
sources and decrease the sensitivity at the substation. When the utility grid is tripped for a
SLG fault on high side wye or delta connected T2 transformer, still connected DER would
increase the voltages on the non faulted phases to a maximum of 1.73 pu [35]. Different
transformer connections are discussed below from protection point of view.
4.1.1 High Side Grounded Wye/Low Side Delta
This transformer connection establishes a zero-sequence current source for ground faults
on the distribution system which could impact utility protection coordination. For a fault
on utility network, zero sequence fault current is divided between substation ground and
grounded neutral of the DER. Delta connection on the secondary makes the zero-sequence
source independent of the status of DER and DER breaker. For a fault on the secondary
of interconnection transformer, utility side relays will not see a ground fault. There are no
over voltage issues when the DER is still connected after utility source is tripped because
transformer high side ground acts as grounding reference for the network.
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4.1.2 Wye Grounded/Wye Grounded
This connection establishes a zero-sequence current source through generator grounded
neutral. Symmetrical components circuit analysis shows that the zero-sequence contribution
to ground faults depends on status of generator. Transformer configuration facilitates the
zero-sequence connection between primary and secondary side. When the generator status
is offline, there is no source for zero sequence current. Since the inverter based DER sources
are not grounded, there is no zero-sequence current source for a ground fault on the utility
side. In case of inverter based DER, grounding transformers are installed on primary or
secondary to provide the ground reference after utility ground source is tripped.
4.1.3 High Side Delta or Ungrounded Wye
Possible configurations are Delta (HV)/Delta (LV), Delta (HV)/Wye grounded (LV),
Wye (HV)/Wye (LV), Wye (HV)/Delta (LV). Since the high side of the transformer is not
grounded, there is no ground fault current contribution to the utility from the DER. When
the utility breaker trips, online DER causes the voltage on un-faulted phases to rise on utility
side. Voltage increases from pre-fault to a maximum of 1.73 pu.
4.2 Drawbacks of Legacy Overcurrent Protection
Traditional distribution networks are protected by circuit breakers (CB), reclosers, fuses,
sectionalizers as shown in Figure 4.1. Each utility has different practice in selecting the
device type to protect. Combination of such devices are used to protect the system reliably
and securely. Since the distribution networks in North America are characterized by radial
in nature, there is only one source of fault current from the grid. All the protective devices
between the source and fault see the same fault current. Combination of definite time and
time graded over current protection is used to coordinate the devices in order to allow the
device closest to the fault trip first. Inverse time curves are used to coordinate between fuses
and reclosers or any intelligent electronic device. Faults are categorized as single line to
ground (SLG), line to line (LL), double line to ground (LLG), three phase (TPH) in which
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SLG is the most common.
Symmetrical component techniques are used to analyze the system during the fault con-
ditions. Zero sequence which involves ground is typically greater than positive sequence
impedance. TPH is the most severe in terms of magnitude compared to SLG except at the
terminals of the delta-wye transformer and generator. In case of a transformer, zero sequence
network on the delta side is not connected which means the network impedance is dominated
by transformer zero sequence impedance. For a fault out on the feeder, zero sequence line
impedance begins dominating and make the SLG current less than that of a three phase.
Phase elements are set above the emergency load current and below the fault current.
With the grid as the only source, fault currents are typically high to distinguish between
fault and emergency loading. Ground elements are set above the steady state load imbalance
and sensitive enough to detect the fault. Any fault involving ground, ground elements act
faster than phase counterparts because of sensitive settings. High impedance faults are
always a problem to detect the low magnitude current. Instantaneous elements are used
with definite time and current curves to trip faster for a high magnitude fault current. Since
most of the faults are temporary in nature, reclosing feature is used to restore the service
in definite time intervals. Number of reclosing attempts depends on utility. Fast reclosings
without synchronizing relays are attempted because there are no generation sources in the
distribution. Some utilities use fuse saving scheme when the fuses are backed up by reclosers
or any intelligent device to minimize the interruption time to the customers. Adding the
generation in the network will impact the radial protection scheme designed only for one
way of fault current. Key impacts of increasing penetration of DER are discussed below.
4.2.1 Fault Currents and Interruption Ratings
Most of the DER in the distribution is inverter based in the form of rooftop PV, EV,
battery storage and contribute very little fault current (in the range of 1-2 pu) depending
on size and weather conditions. Due to the lack of rotating inertia, they respond quicker
than synchronous machines and disconnect (excluding IEEE 1547-2018 requirements) before
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protection relays isolate the faulted section. They are limited by the current carrying ca-
pacity of the switching devices in the inverter. For the purpose of the study, it is assumed
that inverter based DER provides 1.2 pu fault current irrespective of the size. Residential,
commercial and industrial classes of DER are connected at the distribution level.
Residential households are served by single phase 7.2 kV - 240/120 V transformer with
a size of 30-50 kVA and feeds about 4-5 customers. Typically, these transformers are loaded
upto 70% of the rating. Most aggregated residential DER are in the range of 3-30 kW on the
transformer secondary. Maximum available fault current on the secondary of the transformer
is around 300 A. On the primary of the transformer, fault current reduces to 2 A due to the
turns ratio of the transformer (Figure 4.2). Since the residential DER is always connected
on the distribution transformer secondary, fault current is always less to cause any issues
with protection. Aggregated effect of high DER penetration can contribute substantial fault
current to impact the protection schemes.
Figure 4.2: DER fault contribution
Commercial establishments are served from a three phase 12.47 kV - 480 V transformer
with a size of 100 kVA - 1 MVA. Fault currents from industrial DER vary between 6-
60 A on the utility side. Feeder hosting several industrial units with DER can cause the
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available fault current to increase and exceed the equipment ratings. Rotating machines
such as synchronous generator can add significant fault current in short time. Adding the
synchronous generator can alter the fault current levels at the nearby locations. Protection
impacts should be addressed before the interconnection with the grid.
All other DER sources fall into the category of inverter-based generation or synchronous
machine. Inverter based DER connected through transformers does not affect the fault
current level until very high penetrations. Any synchronous machine based DER effects on
protection need to be addressed with every case. Interruption ratings of protective devices
are unlikely to be exceeded until very high DER penetration [35]. Machine based DER
connected directly to the medium voltage effects the ratings of the devices.
4.2.2 Reclosing
Reclosers are primarily used to clear the temporary faults and restore the service to the
customers. Typically, they are used in conjunction with fuse saving schemes to prevent a
permanent outage due to temporary faults. When the reclosers operate and de-energize the
rest of the network, they close back to re-energize at the defined intervals without the need
for synchronizing. As per the old regulations (IEEE 1547-2003), DER should trip for any
fault in the distribution based on voltage at the point of common coupling (PCC). Most of
the utilities in the US prefer to run DER in parallel to the grid. Islanded operation of DER
endangers the utility service personnel safety and reclosing procedures without synchronizing
could lead to equipment damage due to the damaging currents. Interconnection standard
recommends tripping the DER in less than 160 ms (approx. 10 cycles) following the voltage
at PCC <50%. Fast reclosing attempts are initiated in the order of 0.5 seconds [45]. If the
DER is operational after losing the grid, it can sustain the fault arc which can become a
permanent fault once the recloser closes back in. Ensuring the disconnection of DER before
the reclosing attempt can increase chances of clearing temporary fault.
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4.2.3 Fuse Saving Schemes
Studies found that 70% of the faults can be cleared by high speed reclosing and 15%
with time delayed reclosing. Utilities implement fuse saving scheme in conjunction with
recloser to clear the temporary faults by avoiding permanent interruption to the customers.
Installing DER in the distribution can impact the fuse saving schemes. Generation sources
in the distribution increases the available fault current which can affect the coordination
between fuse and upstream protective device such as recloser.
Fuse saving scheme from the Figure 4.1 is shown as simple oneline in Figure 4.3. Reclosers
are programmed with two sets of curves, one set below the fuse melting curve to clear
temporary faults. If the fault persists after reclosing, fuse blows to isolate the faulted section.
DER connected beyond the tap contributes fault current through the fuse which effects the
coordination between fuse and recloser. Additional fault current contribution could blow
fuse first or both fuse and recloser could operate at the same time.
Figure 4.3: DER Effect on fuse saving schemes
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4.2.4 Sympathetic Tripping
Sympathetic trips are undesirable relay operations for an out of zone fault. All the DER
issues affecting the distribution protection causes the device to trip faster or slower known
as sympathetic tripping. For a fault on adjacent circuit (Figure 4.4), DER in the studied
feeder contributes the fault current which effectively reduces the contribution from utility.
If the coordination between two circuits does not account for additional current from DER,
sympathetic tripping of non-faulted feeders will happen.
Figure 4.4: Sympathetic tripping for fault on adjacent circuit
4.2.5 Islanding
When the utility source is tripped and DER stays connected, it creates an islanding
condition where the DERs are not designed to control frequency and voltage to the customers.
Most of the utilities don’t allow the DER to stay connected and form an island. They are
set to trip when the utility source is disconnected due to the fault or any other maintenance
condition. Failure of a relay operation or breaker can potentially create the islands. Current
practices of utilities make islanding condition a safety hazard to the line crew in the area.
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4.2.6 Device Coordination
Adding DER in the distribution designed to operate radially introduces protection co-
ordination problems. There are numerous taps along the main circuit and more than one
protective devices between substation and fault. Time overcurrent relays are designed to
operate in the minimum time for faults closest and increase in tripping time for faults at
the end of protective zone. Upstream devices are coordinated with down stream devices
to trip the devices closer to a fault. Different inverse type curves are used to signify the
inverse relation between fault current and distance from the source. Extreme inverse curves
are mostly used to coordinate with other protective devices. Utilities maintain minimum
coordination interval of 12-20 cycles to give a chance to downstream device to operate.
Presence of DER between protective device increases the fault current through the device
which causes it to trip faster than the downstream device or trip both at the same time.
Extreme inverse curve shown in Figure 4.5, trip 6 cycles faster or slower depending on change
in pickup by ±0.1. Effect of DER on time coordination decreases from extreme to moderate
curve. Fault between DER and utility source causes the reverse current flow through the
devices. Since the current is low, fault arc is sustained for longer after the utility has tripped.
Faults on the adjacent circuits shown in Figure 4.4 must be taken into account the additional
feed from DER. Fuses and electromechanical relays in the network makes it difficult for the
required coordination time interval. Coordination between microprocessor relay curves is
not difficult because any time dial settings are possible.
4.3 Drawbacks of Directional Protection
Directional elements depend on the negative and zero sequence components to determine
the fault direction. Application of symmetrical components to the distribution is challenging
because they are present for a range of conditions other than the faults such as open pole,
load unbalance, saturation, etc. Significant unbalance caused by those conditions may result
in elevated levels of normally present sequence currents that would require the settings to
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Figure 4.5: Time overcurrent relay curves
be higher than it would be for balanced system. This limits the effectiveness of sequence
elements to the unbalanced distribution systems. Moreover, DER based sources output low
or no sequence currents in response to the sequence voltages at the terminals because these
sources are controlled differently than conventional ones [46]. So, sequence based directional
elements at the DER sources are not dependable.
Additionally, fault contribution from the strong and weak sources produces low and high
magnitudes of sequence voltages [46]. When a fault happens in the distribution with grid
connected and high DER, negative sequence voltage on grid side is very low and possibly
zero, if the fault happens closer to the relay. More ground sources in the form of DER
interconnection transformers reduces the magnitude of zero sequence quantities. Also, the
impedance grounded facilities (industrial) produce small negative sequence quantities. These
conditions affects the directional decision of a relay. Basic principle of sequence components
restricts the application of directional OC relays to three phases.
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4.4 Drawbacks of Distance Protection
Distance protection impedance measurements are affected by the presence of taps and
DER between relay and fault location. Apparent impedance at the relay can underreach and
overreach due to the infeed from DER and outfeed of load current in the taps. High DER
penetration and dynamic loading conditions aggravates the relay reach problems. Distance
relays also uses sequence components to identify the faulted phase and select the polarizing
signals [46]. As discussed in the sec. 4.3, sequence quantities are not dependable in the
unbalanced systems and in the presence of the DER. Finally, the distance relays are restricted
to the three phases due to their dependence on sequence components and non-faulted phase
quantities.
4.5 Drawbacks of Adaptive Protection
To account for changing system conditions (varying DER), mode (grid, island) and topol-
ogy changes, protection schemes (distance, directional, OC) settings are varied to adopt to
the different network conditions in the form of adaptive protection scheme. Different types
of adaptive schemes mainly offline and real time are discussed in [47]. First, this scheme re-
quires communication channel to monitor the changes in the network and update the relays,
which is very expensive. In offline method, it is difficult to identify the critical operating
conditions and determine the optimal relay settings for all conditions. Increasing penetra-
tions requires to continuously update and study the models. Real time solving and update
requires high processing power to change the settings based on changing fault current levels.
As the system grows in size, processing requirements and costs will increase. New forms of
DER such as battery storage and Electric Vehicles (EV) will further complicate the network
studies.
4.6 Summary
In this chapter, traditional overcurrent, distance, directional, and adaptive protection
concept drawbacks are discussed. Directional and distance protection dependence on se-
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quence components makes it unreliable at faults close to inverter based sources. Adaptive
protection requires communication network which is expensive. In this dissertation, trav-
eling wave based protection is proposed to solve the challenges caused by the DER. This
concept uses the high frequency signatures generated during fault or other transient events
in the electric power system to detect and locate faults. This approach is independent of
the magnitude of fault over-current. Even though, traveling wave protection faces challenges
in the distribution, the advantages such as independent of sources connected, pre-faulted
conditions makes it a potential protection scheme to study further in the distribution.
50
CHAPTER 5
INTRODUCTION TO APPLICATIONS OF TRAVELING WAVES IN POWER
SYSTEMS
5.1 Power System Transients
Power grid is one of the most complex machines built in the 20th century. Operation of
the grid requires the balance between generation and consumption (or load) by keeping the
frequency and voltage constant at nominal values. Dynamic grid requires different types of
analysis with corresponding time scales to study the different disturbances. In steady-state
analysis, power flow simulations are performed to obtain the possible operation scenarios in
the time scale of minutes to hours. Dynamic analysis in the time scale of milliseconds to
seconds are performed to study the voltage and stability angle of the system after a major
disturbance such as fault or major disruption of power systems. To study the transients such
as line switching, lightning stroke, transient analysis in the shorter time scale of microseconds
to milliseconds is necessary [48]. Steady-state and dynamic events are caused by the mis-
match between generation and consumption, and therefore involve mechanical oscillations of
generator rotor. Due to the electromechanical phenomenon response to a disturbance, these
are called electromechanical transients. Disturbances caused by switching, lightning triggers
the power exchange between electrical and magnetic field, which are called electromagnetic
transients [49]. Typical frequency ranges of power system studies are shown in Figure 5.1.
5.1.1 Modeling for Electromechanical Transients
Slow electromechanical transients represent the frequency range from DC to 3 kHz [50].
Modeling of the system primarily depends on frequency range of the phenomenon involved.
Single representation of components that are valid throughout the range from DC - MHz
is not practically possible. If any particular network element can have a decisive effect on
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Figure 5.1: Typical power systems study frequency ranges
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the outcome of the study, that model is given detailed consideration. Moreover the mod-
eling practices between steady-state and dynamic analysis are somewhat similar except for
the rotating machines are modeled in detail. Lumped element representations are used to
model transformers, lines and cables in steady-state and dynamic analysis. Main assumption
to model the electrical network in lumped parameter is the electromechanical phenomenon
between rotating machines takes place when the rest of the network remains at power fre-
quency.
5.1.2 Modeling for Electromagnetic Transients
Electromagnetic (EM) transients travel at about the speed of light in free space and are
called as traveling waves. Since these transients or waves decay in short duration, their
propagation is confined typically to the lines, cables, transformers and other control devices.
Due to the long time constants associated with rotating equipment, they are often modeled
as simple devices. Even though the transients are present for a shorter duration, system
components are subjected to high voltages and currents which can cause component failure.
Lumped representation of lines has its limitations in high frequency component modeling
because it does not take into account the wave travel time.
Wavelength (λ = c
f
) of the sinusoidal frequency (f) 60 Hz voltages and currents traveling
at speed of the light (c) 186,282 mi/s is approx 3,100 mi. To traverse the distance of
3100 mi, a wave requires 16.6ms which is one time period of the 60 Hz AC source frequency.
Wavelength of a free space overhead line is shown in Figure 5.2. For the quarter wavelength,
it takes quarter period of power frequency and voltage at the receiving end of the line lags
900 compared to the sending end. Lumped parameter model assumption of constant phase
is valid only if overhead line length is shorter than one-tenth of wavelength (310 mi) because
of less than phase 300 lag [51]. In case of underground cables, limit is even lower because of
higher dielectric constant of the traveling media. When the physical dimensions of a network
become appreciable part of transient wavelength about 10% , travel time of the EM wave
needs to be considered in the analysis.
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Figure 5.2: Overhead line wavelength with 60 Hz source
To account for the wave travel time, lines and cables are modeled as distributed pa-
rameters. When the transient frequency is high, wavelength of the line decreases as shown
in Table 5.1. At 10 kHz, line greater than 9 mi needs to be model as distributed parameters.
Table 5.1: Wavelength of Low & High Frequency Transients






5.2 Distributed Parameter Line Model
As discussed earlier, approximation of lumped parameter representation of the network
elements depends on frequency and wavelength of the transient. To study the transient
phenomenon in the transformer winding, distributed parameter model should be considered.
To understand the physical aspect of distributed nature of the line, lets consider the
circuit shown in Figure 5.3, represented by n sections of Resistance (R), Inductance (L),
Conductance (G), and Capacitance (C). When the source is switched onto a line, current
flows through the R1, L1 to charge the first capacitance C1 thereby establishing electric and
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magnetic field between the conductors. Voltage at C1 causes the current to flow through the
second section of R2, L2 to charge C2. This phenomenon is extended to subsequent sections
until the end of the line. Transient created by source switching travels at a finite velocity
close to speed of light by establishing EM fields. This phenomenon is explained by Maxwell
equations in the form of displacement created at the wavefront [52].
Figure 5.3: Distributed line model
Consider a small section dx from the infinite number of incremental sections with the
uniformly distributed parameters of resistance R∆x, inductance L∆x, conductance G∆x,
capacitance C∆x as shown in Figure 5.4. Positive direction of the line is assumed from
the sending end to receiving end. Line constants are assumed to be frequency-independent.
Considering frequency-dependence requires convolution to be performed as this is equivalent
to multiplication in frequency domain.
Figure 5.4: Incremental section of a distributed line model
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Applying Kirchoff’s Voltage Law (KVL) and Kirchoff’s Current Law (KCL) to the circuit
in Figure 5.4,
v(x+∆x, t)− v(x, t) = −(R∆x i(x, t) + L∆x ∂i(x, t)
∂t
)









Dividing eq. 5.1 by ∆x and taking the limit as ∆x → 0 results in,
∂v(x, t)
∂x














Taking partial derivatives ∂
∂x
on both sides of eq. 5.2 because voltage and current are function
of both position x and time t. General equations for voltage and current can also be found
by taking Laplace transform of eq. 5.2.
∂2v(x, t)
∂x2






















Substitute 5.2 into 5.3 to derive the voltage and current equations. This results in:
∂2v(x, t)
∂x2






















Eq. 5.4 is called traveling wave equations for a lossy line. Resistance and conductance terms
in the above equations cause the wave to attenuate and distort over the distance x and time
t. It is not possible to obtain a closed form expression for v(x, t) and i(x, t) [53]. Solutions
exists for special cases of lossless & distortion-less line. For lossy lines, waves are attenuated
as exponential terms e±γx. Other line characteristics defined to derive the special cases are
shown in eq. 5.5 [48]:
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Characteristic impedance of a line in eq. 5.5 can be defined as the instantaneous
impedance a wave sees as it moves down the line. If the line per unit length parameters R,
L, G, and C are same along the line, then the impedance and velocity are constant which is
a characteristic for the line.
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In frequency domain, line characteristics are
Propagation Constant γ(jω) =
√
(R + jωL)(G+ jωC)





Solution to the linear partial differential equations in eq. 5.4 are derived for a loss-less
line by D’Alembert [52], [54]. Consider the system show in Figure 5.4 to be ideal loss-less.




















General solution to the loss-less wave equation is function of independent variables x and
t [52], [54]. Solution to the eq. 5.6 is given as:




[(f1(x− υt)− f2(x+ υt)]
































In eq. 5.7, f1 and f2 are arbitrary functions dependent on x and t. f1(x − υt) is a
function describing the wave propagation along a line (positive direction) with velocity υ is
called the forward wave. Consider the forward wave at t = 0 has a value at x = a1 of f1(a1)
is illustrated in Figure 5.5(a). At t = t1, wave has moved a distance of positive x with a
velocity υ attaining the value at x = a+ υt1. Similarly, the function f2(x+ υt) is a function
propagating in the direction of negative x from t = T to t2 with velocity υ is called the
backward wave (see Figure 5.5(b)). Total line travel time is T sec. Therefore, voltage wave
equation solution can be explained as the voltage at any distance x at time t is the summation
of forward and backward waves. Similar explanation is applicable to the current equation.
Comparing the voltage and current equations, there is a direct proportionality factor being
termed as surge impedance, Z0. Surge impedance is the characteristic impedance of a
lossless line. Another dissimilarity is the voltage and current waves traveling in the positive
direction of x has the same sign whereas, the waves in the negative direction of x has the
opposite signs.
5.4 Attenuation and Distortion of Traveling Waves
Study of traveling waves behavior in multi conductor transmission or distribution cir-
cuits is very complex. Valid assumptions are made to simplify the problem to get practical
solutions. One such assumption is on the wave attenuation and distortion in the overhead
lines and underground cables. In power systems, people are interested to calculate the worst




Figure 5.5: Wave propagation in a loss-less Line
losses makes the wave to travel at speed of light and possesses the maximum wave energy
when it travels between terminals. In real, lines and cables contain the losses in terms of
resistance and conductance which makes the wave to attenuate and distort as it propagates.
For equipment protection, neglecting the losses gives the worst case whereas for protection,
considering the losses gives the realistic situation. Comparison between lossless, attenuated
and distorted waves are shown in Figure 5.6. There are different techniques (all practical
and approximate) how to take the line resistance into account. Conductance has minimal
effect in such calculations and are always neglected.
5.4.1 Attenuation
Biggest source of loss is the resistance of the conductor and the resistances increases
rapidly with increasing frequency which means high frequency transients such as traveling
waves experience the high resistance due to the skin effect. Most of the effect is felt at the
wavefront because of high rate of change of current. Waves traveling through the ground
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Figure 5.6: Different types of waves in power systems
during the conditions such as fault, experience higher resistance than the line in most of the
cases is explained by Carson [55]. Another source of loss is the current leakage through the
insulation which is called as conductance. Conductance for a line or cable is very low unless
the insulation is failed. When the voltage and current waves propagate down the line, electric
and magnetic energy is imparted to the line at the rate of 1
2
CV 2 joules and 1
2
LI2 joules per
unit length of line. Presence of resistance (including skin effect) and conductance makes
the wave to dissipate the energy in the form of I2R and V 2G watts per unit length of the
line. Since the rate of loss is proportional to rate of energy imparted to the line, attenuation
takes the form of exponential function for voltage and current. As the wave travels down
the line, wavefront decays exponentially [52]. Note that voltage and current waves maintain
the proportionality factor in the form of characteristic impedance at the wavefront.
5.4.2 Distortion
Attenuation of the waves is usually accompanied by the distortion or change in wave
shape but not viceversa. Energy is imparted at equal amounts to the fields set up by voltage
and current waves. This allows the incident waves to maintain the strict proportionality
factor between voltage and current. If the distortion constant defined in eq. 5.5 is zero for
the condition (R/L = G/C), which means electric field losses is equal to magnetic field
losses. In real, electric and magnetic field losses are not equal resulting in excess of energy in
either electric or magnetic field. Capacitance’s at line tower which are not usually modeled
effects the wave travel. All these situation leads to wave distortion observed in the form of
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steep wavefronts becoming less steep, tails becoming longer. To preserve the proportionality,
continuous process of energy reflection is taking place similar to the wave behavior at the
point of discontinuities discussed in the next section.
5.5 Traveling Waves Behavior at Point of Discontinuity
A point on a line where there is an abrupt change of distributed circuit constants (R, L, G,
C) resulting in abrupt change of characteristic impedance is called the point of discontinuity.
Discontinuities such as open or short circuit, fault point, original line forking into two or
more branches, capacitor, transformers, loads are typical discontinuity points for a traveling
wave. When an incident wave of voltage or current traveling down a line and reaches a
discontinuity point, part of the wave is reflected back into the line is called reflected wave,
and part passes through to other sections of the system is called refracted or transmitted
wave.
Behavior of traveling wave at discontinuity points (or junction) is studied using the figure
shown in Figure 5.7 in which Vi, Ii are incident wave quantities, Vr, Ir are reflected wave
quantities, Vt, It are transmitted wave quantities. Boundary conditions at the junction
for continuity of voltage and current satisfies the kirchoff’s law along with traveling wave
equations at point P in Figure 5.7 [54], [56]. The characteristic impedance ZA on the left-
side line is changed to ZB at the junction. Behavior of the wave at the junction is explained
using the following equations:
Figure 5.7: Voltage and current traveling waves at two line junction
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Voltages at Point P : Vi +Vr = Vt

















































Substituting the incident, reflected and transmitted wave quantities into voltage and current
equations in eq. 5.8, reflection (ρ) and transmitted (µ) coefficients are calculated using eq. 5.9.
























































Consider the situation where the two or more outgoing lines represented by their character-
istic impedances in parallel (see Figure 5.8), more generalized eqs. 5.10 & 5.11 are derived
using the same procedure described in two lines case. ZB, ZC, and Zn are the characteristic
impedances of lines at junction P.










































Figure 5.8: Voltage and current traveling waves at multi line junction


















































5.6 Traveling Wave Behavior at Typical Discontinuity Points
When the current and voltage on a circuit changes from one steady-state to another due
to switching, fault, or any other causes, surges are launched at the disturbance point which
travel at approximately the speed of light. When these surges reach the discontinuity points,
reflections and refractions occur which coefficients are derived in eqs. 5.9, 5.10 & 5.11. Be-
havior of traveling waves at the typical junctions are discussed using simple test cases shown
in Figure 5.9. When the dc source is connected at t=0, there is no backward traveling wave
as the line is not initially charged. Assuming the source impedance ZS=0, forward traveling
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wave is equal to the source magnitude. Step function wave is assumed to be launched after
switching the circuit. Lossless overhead Lines are assumed without any attenuation and
dispersion. Voltage appearing at the end of the line is same as sending-end of the line after
the time delay.
(a) Line terminated by open-circuit
(b) Line terminated by short-circuit
(c) Line terminated by impedance
Figure 5.9: Traveling wave at typical line terminations
5.6.1 Line Terminated by Open-Circuit
Open-circuit line termination at the junction shown in Figure 5.9(a) characterised as
the ZB = ∞ impedance. Voltage and current boundary conditions for an open-circuit
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system are validated by the reflected and transmitted coefficients calculated using eq. 5.9.
When the voltage wave reaches the end of the line, reflecting wave is launched with same
polarity and magnitude (ρv = 1) resulting in voltage doubling at the open-circuit terminal.
Current reflection wave (µv = -1) has same magnitude but opposite polarity so the measured
current becomes zero. In other words, when the line is switched onto an open-end circuit,
surges travel back and forth from source until the transients are attenuated in a real world
application.
5.6.2 Line Terminated by Short-circuit
For a short-circuit at the end of the line in Figure 5.9(b), termination impedance (ZB) is
0. Waves reaching the end of the line, reflected Voltage (ρv = -1) has the same magnitude
and opposite polarity resulting in measured voltage to read zero. current waves double at
the fault point due to the reflection coefficient (µv = 1) being 1.
5.6.3 Line Terminated by Impedance
In practice, all the lines are connected to different lines or cables or terminated by loads as
in Figure 5.9(c). Wave reflection depends on the load impedance magnitude (ZB) compared
to the line impedance. Different cases are analyzed depending on magnitudes. If ZA > ZB,
voltage reflection coefficient (ρv < 1) is less than one and current reflection coefficient (ρi
> 1) is greater than one. For ZA < ZB, voltage and current reflection coefficients (ρv > 1,
ρi < 1) are greater than one, less than one respectively. If ZA = ZB, all the wave energy is
absorbed with no reflections back to the source. If the line is terminated by characteristic
impedance, line looks like infinite length to the waves with no reflection.
5.7 Summary
In this chapter, power systems transients and their modeling approach in different time
scales are discussed. Distributed parameter line model used in high frequency transients is
introduced and explained with the wave equations derived under lossy and lossless cases.
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Considering frequency dependent skin effect causes the wave attenuation in the lines is
discussed along with dispersion effect. Traveling waves reflect and refract at the point of
discontinuities due to difference in characteristic impedance seen by them. The wave behavior
at general point of discontinuities such as short circuit, open circuit, etc. are shown.
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CHAPTER 6
EMTP MODELING AND ANALYSIS OF TRAVELING WAVE IN DISTRIBUTION
6.1 Introduction to EMTP
The analysis and simulation of power system has become a fundamental methodology
to understand the constraints, operation and performance of the system. Simulation and
analysis can be divided into three categories: 1) Steady-state, 2) Electromechanical, and 3)
Electromagnetic transients.
Steady-state simulations are used for system planning and operation. Positive sequence
based approximation is used for balanced transmission systems modeling and multi-phase for
unbalanced distribution systems. PowerWorld, PSLF, Etap, Aspen, SKM, DIgSILENT are
widely used simulation tools for steady-state. Electromechanical transients are used to study
the rotor angle stability problems, small signal stability and large disturbances under the
assumption that rest of network to remain in quasi-steady state. Since the studies are mostly
concerned with generators in transmission, positive sequence based modeling is used for
dynamic analysis. PSLF, DIgSILENT, PSS are widely used tools for electromagnetic (EM)
transients. More generation in distribution might require the dynamic studies in future using
multi-phase dynamic model. System modeling is based on the frequency content of the study
outcome. Since the steady-state and EM transients happen between 0 to 3 kHz, detailed
models are not required and assumptions are made to shorten the simulation time [57].
Electromagnetic transients (EMT) in power system can range anywhere from DC to
1 MHz or higher. To simulate the wideband frequencies, detailed models are required without
any approximations. Due to the precise and detailed representations of network elements, the
computation of EMT require more computing power and significantly more simulation time.
EMT studies are used to study the overvoltages, ferroresonance, transformer saturation,
faults, etc. EMTP-RV, PSCAD, DIgSILENT are popular EMT programs widely used. Wide
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range of frequencies under study includes EM and steady-state transients. Simulation time
need to be long enough for the transients to decay and observe the EM and steady-state
transients [57].
6.2 EMT Solver & Element Representation
EMT transients can be computed in digital computers using time domain and frequency
domain methods. Advantage of frequency domain methods are the frequency dependent
effects of circuit elements are automatically included. Main drawback is the modeling diffi-
culty in switching actions and non-linear elements such as surge arrester. Most of the EMT
programs solve the network equations in time domain. EMTP-RV program is chosen for
the network modeling in the dissertation. Digital computers cannot simulate the transients
continuously, but only at discrete intervals of time (∆t).
Circuit elements are modeled as discrete time models consisting of lumped impedances
and current sources. EMTP-RV is based on the application of trapezoidal rule integration
to convert differential equations of the network elements into algebraic equations involving
voltages, currents and past values. Trapezoidal rule has very good characteristics in terms
of low distortion and numerical stability. Sustained oscillations occur when the integration
method works as a pure differentiator during voltage of an inductor after the current inter-
ruption. To prevent the oscillations, integration method is changed to backward Euler during
any discontinuity (switching, step input) and the time step is halved. System is solved with
backward Euler for next two steps and then resumes with Trapezoidal rule. Euler method
takes two steps for oscillations to disappear for any new condition [58]. Representation of
passive circuit elements and lines in EMTP-RV are discussed as the transformers, rotating
machines are not considered in the test systems.
6.2.1 Resistance
Discrete time model of resistance as shown in Figure 6.1(a) & (b) is same as the continuous







(a) Continuous time circuit
(b) Discrete time circuit
Figure 6.1: Resistance element
6.2.2 Inductance
Voltage differential equation of an inductance (L) between k and m is,










(vk(t)− vm(t))dt+ ikm(t−∆t) (6.3)
























Eq. 6.4 relates current through the inductor ikm(t) to voltage across the inductor vkm(t)
through equivalent resistance and past history of the current through the element. General
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circuit of inductor is shown in Figure 6.2(a) and discrete time model equivalent circuit is
developed from eq. 6.4 in Figure 6.2(b). Inductor is replaced by a resistor with resistance
(2L
∆t
) Ω. Ikm(t−∆t) represents the past history of the inductor current.
(a) Continuous time circuit
(b) Discrete time circuit
Figure 6.2: Inductor element
6.2.3 Capacitance















Eq. 6.6 relates the current to voltage across the capacitor in Figure 6.3(a) through equiva-
lent resistor (∆t
2C
) Ω. The capacitor is replaced by the resistor, similar to the inductor circuit.
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Capacitance discrete equivalent circuit is shown in Figure 6.3(b). Note that the past history
current has a negative terms. Current direction in the Figure 6.3(b) might be shown in the
books as in the opposite direction.
(a) Continuous time circuit
(b) Discrete time circuit
Figure 6.3: Capacitor element
6.2.4 Lines\Cables
Lumped parameter models are represented by the equivalent resistance, inductance, and
capacitance discrete time circuits. Equivalent circuit of lines with distributed parameters
are developed initially as lossless [59] and similar approach is extended to the frequency
dependence of distributed parameters which is discussed in later sections. Two port net-
work is developed from the line characteristics such as wave velocity, distributed nature of
inductance and capacitance.
From the general solution of a lossless line equation given in eq. 5.7, following equation
can be derived:
v(x, t) + Z0 i(x, t) = 2 f1(x− υt)
v(x, t)− Z0 i(x, t) = 2 f2(x+ υt)
(6.7)
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In eq. 6.7, left side expressions (v + Z0i) and (v − Z0i) remains constant when the right
side expressions (x−υt) and (x+υt) are constant. To visualize the significance of eq. 6.7, let
a fictitious observer travel along the line in a forward direction at velocity υ, then the (x−υt)
and (v + Z0i) remains constant to the observer. If τ is the traveling time for the observer
from node k to m in Figure 6.4, the value (v + Z0i) observed at time (t − τ) at terminal k
must equal to value at time t at node m. Taking the similar approach for (v−Z0i), two port
network equation can be derived as [53], [59]:
























Figure 6.4: Lossless line equivalent impedance network
Eq. 6.8 is represented by the equivalent impedance network in Figure 6.4, which describes
the lossless line at its terminals. The current sources Ik(t − τ) and Im(t − τ) represent the
past history of the line. The nodes k and m are not directly connected in the Figure 6.4.
Conditions at one end are felt indirectly at the other end after a delay of τ seconds through
the equivalent current sources.
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6.3 EMTP Line Models Comparison
Accurate representation of the component model is crucial for reliable transient analy-
ses. Power systems component modeling for EMT analyses is developed by considering the
frequency range of the transients to be analyzed and the frequency dependence of the param-
eters. Models to represent a wide frequency range of transients are difficult to develop; thus,
models are developed to be accurate enough for a specific range of frequencies as defined
in [60]. Selecting the line model is required for all types of transient studies. Figure 6.5
shows the general classification of the line models applicable to overhead lines and under-
ground cables for EMT simulations. Line models are divided into two groups: lumped and
distributed parameter models. Selecting the model group depends on the highest frequency
involved in the study and, to a lesser extent, on the line length.
Figure 6.5: General classification of line and cable models
6.3.1 Lumped Parameter Models
Lumped parameter models, also known as pi models, represent the lines and cables by
lumped resistance (R), inductance (L), conductance (G), and capacitance (C) elements and
are calculated at a single frequency. These models are sufficient for steady-state analysis,
but they can also be used for transient studies provided the parameters are evaluated in
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the vicinity of interested frequencies. Short pi sections are cascaded to approximate the
distributed nature of the line. The number of such sections depends on the expected fre-
quency of the transient [60]. Cascaded pi sections are computationally expensive because
of the increase in matrix size. Because pi models do not represent a propagation delay and
attenuation of waves, they are best suited for steady-state analysis where high frequencies
are excluded. Equivalent pi model considers the wave phenomenon but it gives information
only at line terminals [61] .
6.3.2 Distributed Parameter Models
Accurate models for transient studies represent the distributed nature of resistance, in-
ductance, conductance, and capacitance and consider the frequency dependence of the pa-
rameters. The distributed parameter approach is well suited for transient simulations because
any change at one end of the line in the network will not instantly be reflected at the other
end; rather, the change is gradual, like traveling waves. Distributed parameter line models
are divided into two groups: constant parameter (CP) and frequency dependent (FD).
Constant Parameter Model: A constant parameter model calculates the resistance, in-
ductance, conductance, and capacitance at a single frequency based on user input. The
model considers the inductance and capacitance parameters to be distributed and the re-
sistance to be lumped at three places (1/4 at the ends, 1/2 at the middle) [59]. Lumped
resistances and surge impedance values of equivalent impedance network in Figure 6.4 are
given in [59]. It is roughly equivalent to multiple π-sections connected in series except for
resistance. Line impedance is constant for the whole range of frequencies in the study, which
gives inaccurate results if the desired frequency is far from the input frequency. Unless the
frequency of the desired transient is known beforehand, the constant parameter model can
give only approximate results.
Frequency-Dependent Model: The frequency-dependent model based on the work by
Marti [62] represents the true nature of the line by modeling the line parameters as distributed
and frequency dependent. Frequency-dependent line/cable models used for EMT simulations
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are divided into two groups: modal and phase domain. A complex transformation matrix (T)
that depends on frequency is used to transform the phase to modal quantities. The model
assumes the real constant transformation matrix calculated at the optimum frequency or user
input over an extended range. This produces some inaccuracies. Characteristic admittance
(YC) and the propagation constant (H) are represented as low-order rational functions by
curve-fitting techniques to convert to the phase domain and interface with the rest of the
network [62]. In overhead lines, propagation parameters are not very different in each mode;
however, for underground cables, they vary widely. To overcome the difficulties of curve-
fitting for cables, the universal line model (ULM) is introduced, which works in the phase
domain. It uses modal domain parameters to fit H initially [63]. The ULM model or wide-
band model is the best choice for most EMT studies. In case of balanced overhead lines,
usually there is no difference between the FD and ULM results.
6.3.3 Line Models Frequency Scan
Frequency response of different models, balanced overhead line is modeled in EMTP as
π, 10π, CP and FD. 10π model is series connection of sections. Since it is a balanced line,
only FD model is used. Frequency scan is performed by injecting 1 pu of current at one end
of line and the other end is grounded. Impedance magnitudes of all line models are shown
in Figure 6.6, Figure 6.7, Figure 6.8 & Figure 6.9. Simulation parameters of the model has
the maximum frequency of 20 kHz with a time step of 5 Hz.
As seen in Figure 6.6, π model has only one natural frequency at 242 Hz. Parallel reso-
nance of capacitor in parallel with resistance and inductance together causes the impedance
to be high at natural frequency. It offers same impedance to other frequencies. In case
of 10π model (see Figure 6.7), there are 10 natural frequencies starting from 242 Hz until
5 kHz. Any transient above 5 kHz cant be captured by 10π model. For CP model, input
impedance at minimum frequency in Figure 6.8 starts at high value because at low frequen-
cies high capacitive reactance in parallel with small inductive reactance makes the circuit
to look like open circuit. Pattern seen from the plot of CP model repeats over the entire
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Figure 6.6: Frequency response of pi line model
Figure 6.7: Frequency response of 10 pi line model
Figure 6.8: Frequency response of CP line model
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Figure 6.9: Frequency response of FD line model
range. Input impedance to all frequencies are constant. Actual FD model shows the true
nature of impedance over the entire range in Figure 6.9. As the frequency increases, capac-
itive reactance decreases but skin effect and inductive reactance increases. Since they are
in parallel, total input impedance decreases. It is totally mathematical based on values of
passive elements.
6.4 Analysis of Traveling Waves
Transients in the system generates a traveling wave, propagate along the line with a
velocity ν. These waves reflect and refract at the point of discontinuity until they are
attenuated and distorted to a negligible magnitude. Successive reflections and refractions
from the neighboring junctions are arriving at different times, of different magnitude and
polarity. These waves captured by current transformers (CTs) and potential transformers
(PTs) as such does not provide any information about the fault, its type, and its location.
To analyze these waves, different methods are used to detect the transients:
1. Modal Analysis
2. Incident and Reflected Waves Separation
3. Bewley Lattice
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4. High Frequency Signature
6.4.1 Modal Analysis
To analyze the waves, auxiliary variables obtained from the measured voltages and cur-
rents using linear transformations are used [64]. Linear transformations are developed by
taking advantage of the specific relationship between phases. For example, symmetrical
component transformation is used for fault analysis.
For completely balanced lines, number of constant transformation matrices are available
to decouple the equations. Symmetrical components, Clarke’s transformation, and Karren-
bauer’s transformation are well known tools which can be used to conduct modal analysis
on balanced lines. Symmetrical components are constant and complex quantity, Clarke and
Karrenbauer transformations are real and constant. Advantage of using Clarke’s matrix is
the orthogonal property exhibited by the normalized transformation matrix [65]. Modal
transformation matrices are frequency-dependent for unbalanced lines due to the frequency
effect on line constants. In distribution, most of the lines are unbalanced but length is small
compared to the transmission. Clarke’s transformation matrix is assumed for modal analysis
of voltages and currents in the simulation studies. Ground wires in the North American dis-
tribution system are grounded every 1/4th mile, it is permissible for frequencies upto 250 kHz
to assume that the ground wire potential is zero [65]. Neutral or ground currents are not
considered in the analysis.
In multiphase lines, mutual coupling between phases results in multivelocity traveling
waves in each phase [52]. Measured phase voltage and current quantities at the line terminals
are transformed into modal components using Clarke’s transformation or αβ0 components.
Eq. 6.9 defines the Clarke’s components, with respect to phase A. For a three phase system,
modes are referred as alpha, beta, and zero modes. Alpha and beta are aerial modes whereas
zero mode is ground mode. If the equal currents flow in three phases and return through
ground then zero mode is excited. If the current flows through phase A, and returns half
each in phases B and C, then alpha mode is excited. If the current flows through phase B and
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returns through phase C, then beta mode is excited. Modal current distribution is shown
in Figure 6.10 (a), (b) & (c). For a grounded distribution system, three-phase four wire,
two-phase three wire, single phase two wire configurations exist. Modal analysis for three
phase to ground (TPH), line to line (LL), single line to ground (SLG) faults are presented
for three different configurations using boundary conditions.
[Vphase] = [T ] [Vαβ0] [Vαβ0] = [T ]
−1 [Vphase]































































Three-Phase Lines: A typical distribution system consists of one or more feeders serving
the customers. Main feeder that runs from the substation is three-phase four wire with
neutral (fourth wire) grounded at regular intervals in North America. Neutral is assumed to
be perfect ground. Zero mode in the analysis refers to the ground. For faults on the feeder,
modal analysis is performed on the measured currents and voltages to detect the fault and
fault type. Three different faults SLG, LL, and TPH are analyzed using transformation
matrix phase A reference. For other faults such as B phase to ground, A phase line to line
fault requires matrix to be rotated [64].
Single Line to Ground Fault: Boundary conditions for SLG fault involving phase A are:





Figure 6.10: Modal current distribution
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Substituting the boundary conditions in the transformation matrix in eq. 6.9 to analyze the



























































































Transformation matrix with respect to phase B is obtained by rotating the matrix. Boundary
conditions for SLG involving phase B are:
IA = IC = 0;VBG = 0



























































































Similarly for the C phase to ground fault modal component distributions are obtained using
boundary conditions and transformation matrix rotation.
























































































From the eqs. 6.11, 6.13, & 6.15 alpha, beta and zero components are available during
the SLG fault. Zero mode is not appropriate to analyze the traveling waves due to higher
attenuation and dispersion compared to aerial modes. Alpha components are greater in
magnitude for current and beta components are greater for voltage.
Line to Line Fault: Boundary conditions for LL fault between phases B & C are:
IA = 0; IC = −IB;VBG = VCG





























LL fault between phases C & A is analyzed similar to the rotating the matrix with respect
to phase B.






























LL fault between phases A & B is analyzed as per boundary conditions below.





























From the eqs. 6.16, 6.17, & 6.18 beta component currents are available for all LL fault
types. Alpha component voltages are greater in magnitude and reliable compared zero
component voltages.
Three Phase Fault: Boundary conditions for TPH fault between phases A, B, & C are:
IA = IB = IC ;VAG = VBG = VCG = 0













From the eq. 6.19, only zero mode current component is present.
Summary: Modal transformation of phase currents and voltages gives the decoupled values
which simplifies the system analysis during a fault. Analyzing the different fault conditions
and types under the boundary conditions reveals that alpha components are available for
most of the faults to reliably detect the traveling waves [64]. Alpha component traveling
waves reaches the line terminals first compared to other components because of high velocity.
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Beta components are greater in magnitude for LL faults. It is important to remember that
some modal components are zero because they are evaluated under boundary conditions.
In real system, traveling waves are induced in non-faulted phases due to mutual impedance
between them and the modal analysis contain non-zero values.
6.4.2 Incident and Reflected Waves Separation
traveling waves measured at any point in the system are summation of forward and
backward waves. Modal components of currents and voltages derived from the phase values
are separated into incident and reflected waves. Measured voltage and current at the line
terminals are represented in terms of corresponding incident (i) and reflected (r) waves using
eq. 6.20.
V = Vincident + Vreflected
I = Iincident + Ireflected
(6.20)















































As evident from the eq. 6.21, wave separation does not depend on line termination.
These separation techniques are performed on modal currents and voltages by using the
corresponding characteristic impedance ZC . First, incident and reflected wave polarities at
the terminals are used to determine the direction of the fault. For forward fault, reflected V
and I contain opposite polarities, whereas, the polarities are same for reverse fault [64].
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6.4.3 Bewley Lattice
Multiple waves arriving at different times are tracked by a well known graphical method
known as the lattice or time-space diagram is developed by Bewley [66]. The principle of the
Bewley lattice diagram is illustrated in Figure 6.11. This lattice diagram helps to find the
position and direction of incident, reflected and refracted waves on the system at every instant
of time. In addition, magnitude and past history of the wave at any instant of time can be
found. Lines in the circuit may be either overhead lines or cables with different characteristic
impedances, wave velocities, attenuation and distortion factors. Lattice is constructed by
spreading out the junction to scale at intervals equal to the wave time on each section
between junctions and choose a vertical time scale to draw the lattice in Figure 6.11. Draw
the lattice at the origin of the incident wave using wave time and proceed downhill until
the wave magnitude is negligible. Typically, two reflections at either end of line terminals
is sufficient to calculate the required parameters like fault location. To calculate the wave
magnitudes at any time instant, reflection and refraction coefficients are calculated as per
eqs. 5.9, 5.10 & 5.11. To include losses, multiply the reflection coefficients by the attenuation
factor eγx using constants from eq. 5.5.
Generated transients arrive at the junctions at different time intervals which can be used
to locate the fault. Time tA1 − tA2 is the time taken for the wave to travel to fault and
come to terminal A. To estimate the fault location m1,m2 at terminals A & C, use the time
difference between incident wave arrivals and velocity ν of the line as shown in eq. 6.22.
Bewley Lattice graphical method works for transmission lines which has no taps but for
distribution with frequent taps, lattice method requires to evaluate each tap with faulted
section of the line. It is time consuming and difficult to evaluate every tap with all the lines











Figure 6.11: Bewley Lattice diagram
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6.4.4 High Frequency Signature
Due to the short lines in distribution, arrival times between reflections and refractions
are so short that they superimpose on each other. Also, high attenuation in the distribu-
tion dissipates the wave energy faster. So, the traveling wave techniques in transmission
that depend on magnitude, arrival times are difficult to apply in distribution. Frequency
signature of the traveling waves can be used to detect and locate a fault [67], [68]. This
method is immune to the power swings, CT saturation which effects the power frequency
based protection schemes [67]. This method also overcomes the shortcomings of traveling
wave: fault inception closer to zero voltage, fault resistance and source parameters [67]. Fre-
quency signatures of switching operations which can generate traveling waves will be used
to differentiate the genuine fault and switching waves.
6.5 Summary
In this chapter, different types of power system transients in different frequency ranges
are discussed. Representation of passive elements and line model in the time domain are
shown. Different line models are compared with respect to applications and characterised
using the frequency scan. ULM line model is shown to be the accurate for traveling waves.
This chapter also presented the different analysis methods used to study the traveling waves
recorded at the line terminals.
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CHAPTER 7
SIMULATION AND DISCUSSION OF TRAVELING-WAVES IN TEST SYSTEMS
3,4 In the earlier chapters, challenges of traveling waves (TWs) in the distribution are
discussed at length. To characterize and analyze the behavior of TWs in the distribution,
multiple test cases are simulated in this chapter. First, EMTP-RV program is used to perform
simple test cases to understand the behavior of TWs. Later, these cases are extended to
include underground cables and capacitance switching. Complexity of the test system is
increased by modifying the IEEE 13-bus test system to medium voltage 13.8 kV. Finally,
the conceptual block diagram of TW relay is discussed.
7.1 Traveling Wave in Transmission and Distribution
To compare the behavior of TW in transmission and distribution, test cases shown in Fig-
ure 7.1 & Figure 7.2 are simulated in EMTP-RV. Transmission & distribution are modeled
at 230 kV & 13.8 kV respectively with source impedance. Wave propagation velocities are
shown in Table 7.1 & Table 7.2. Single line to ground fault is applied at 51.83 ms (voltage
peak) and cleared at 114 ms (approx after 4 cycles fault).
Figure 7.1: Small transmission system for TW
Lines between the terminals U,S,R,T, and V in transmission and distribution share the
same tower structure in their respective models, which means there is no difference in surge
3The work in this chapter has been performed at National Renewable Energy Laboratory (NREL), Golden
CO.
4This chapter has been for accepted for publishing in IEEE Rural Electric Power Conference (REPC) and
Industrial & Commercial Power Systems Conference (I&CPS).
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Figure 7.2: Small distribution system for TW
Table 7.1: TW Parameters in Transmission
Terminal Length (mi) Velocity (105 mi/sec) Propagation Time (µs)
U-S 25 1.8475 135.32
S-Fault 50 1.8475 270.63
Fault-R 140 1.8475 757.77
R-T 25 1.8475 135.32
impedance at the terminals. All the waves that arrive at S and R terminals from fault
pass straight through without any reflections back towards the fault. At the same voltage
level, change in tower structure does not change the characteristic impedances much. For
simplification purposes, same tower configurations are assumed in the model to avoid small
reflections.
Table 7.2: TW Parameters in Distribution
Terminal Length (mi) Velocity (105 mi/sec) Propagation Time (µs)
U-S 2 1.8250 10.958
S-Fault 1 1.8152 5.508
Fault-R 2 1.8250 10.958
S-V 0.5 1.8152 2.75
R-T 2 1.8250 10.958
Voltage and current waveforms at terminals S and R, both ends of line are recorded and
passed through the band pass filter to remove the power frequency components. Second order
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band pass filter from EMTP-RV is tuned at 20 kHz in transmission. There is no control over
the frequency band in the software. Change in tuned frequency above 20 kHz did not show
much noticeable differences in the waveforms. As mentioned earlier in this document about
the range of frequencies for TWs, 20 kHz is selected for transmission. Lightning induced
waves contain higher frequency components above 1 MHz. Due to the reflections, number of
frequencies in the recorded waveforms are high. Using band pass filter, many such frequency
components can be extracted and characterized for different types of fault.
Phase A filtered current at terminal S is shown in Figure 7.3. Initial wave from fault
reaches S after 269 µs which is approximately equal to predicted value of 271 µs from
the Table 7.1. Since the line behind the terminal S-R is short compared to the faulted line,
reflected wave arrives at S after 267 µs which is twice the time it takes to travel to terminal
U and come back. Wave is reflected at U with same sign but it enters the measuring probe
S on the negative side. As the wave travels back to the fault, it gets reflected with opposite
sign and arrives at S after 805 µs since the initial wave. Second reflection from fault takes
total time of 1.6 ms which is one-tenth of 60 Hz power frequency. First two reflections from
fault are used to locate the fault in the transmission. When the waves move back and forth
between terminals and fault, it gets attenuated (exponential decay) due to line resistance
and gets distorted.
Filtered phase A voltage signal at terminals S is shown in Figure 7.4. Voltage and
current waves are related by characteristic impedance. In transmission, voltage transients are
difficult to capture due to capacitive voltage transformers (CVT) tuned to power frequency.
Voltage signal shown in Figure 7.4 shows the similar behavior to current signals in Figure 7.3.
Reflected waves of voltage and current are of opposite sign.
Medium voltage 13.8 kV small distribution system test case is shown in Figure 7.2. This
test case contains only one feeder with a tap after 2 mi from the substation. Frequent taps
become the point of reflections for voltage and current waves which makes it difficult to
analyze. High pass filter tuned to 10 kHz is used to filter the transient signals.
90
Figure 7.3: Filtered transmission currents at terminal S
Figure 7.4: Filtered transmission voltages at terminal S
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Filtered current and voltage at terminals S are shown in Figure 7.5 & Figure 7.6. Mag-
nitude of the current transients are less compared to the transmission which is at higher
voltage. As the system voltage level goes down, current magnitude decreases due to change
in operating voltage level. Small characteristic impedances between the lines causes the
waves to reflect and refract between S-V, S-U.
Figure 7.5: Filtered distribution currents at terminal S
Compared to the transmission, many reflections take place in a very short time due to the
short lines and taps. Wave energy gets split at the junctions and attenuated in the lines. So,
the overall duration of current wave transients is less compared to the transmission. Voltage
transients contain considerable magnitude to reliably detect the fault. TWs are superimposed
on sinusoidal waveform of 18 kHz frequency which makes it difficult to visualize the presence
of reflected waves. Main objective of the simulations is to extract traveling waves from the
measured signal. Since the transients are not periodic, periodical sine components can be
removed from the signal even at high frequency. Current tools in EMTP-RV program do
not have the capability to extract the non-periodic components from the signal.
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Figure 7.6: Filtered distribution voltages at terminal S
7.1.1 Traveling Wave in Distribution with Two Sources
Fault generated transients are effected by the Thévenin voltage source at the fault
point [69]. Thévenin source at the fault point is negative of the pre-fault voltage point
on wave [69]. TWs initiated at the fault point does not depend on source and power flow is
shown using medium voltage 13.8 kV small distribution system test case with second source
at terminal T in Figure 7.2. Single line to ground (SLG) fault initiated TWs captured at S
& R terminals is shown in Figure 7.7 & Figure 7.8. At terminal S, reflected and refracted
waves superimpose on decaying oscillatory signal. It is evident from Figure 7.7 that the
presence of source at the terminal T does not affect the behavior of the waves. At terminal
R, wave behavior without source is similar with source. Presence of source at terminal T
in Figure 7.8 shows the oscillatory signal has higher voltage magnitude due to the pre-fault
voltage support from the source. It can be shown that varying the source strength and
loading conditions does not affect the TW behavior but only affects the pre-fault voltage.
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Figure 7.7: Distribution TW voltages at terminal S for SLG fault
Figure 7.8: Distribution TW voltages at terminal R for SLG fault
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7.1.2 Traveling Wave in Distribution with Underground Cables
Underground cables are mostly used in the distribution to serve the densely populated
areas. Since the conductors in the cables are arranged close to each other, inductance is low
and capacitance is very high compared to overhead lines. Characteristic impedance of cable
is almost 10 times lower than overhead lines. Wave propagation velocity is almost 60% of
speed of light due to the permittivity of medium. This is due to the fact that the velocity of
propagation is inversely proportional to square root of permittivity of the material. These
crucial dierences in cable characteristics impact the speed and the attenuation inside the
cables. Understanding and studying these dierences between overhead lines and underground
cables are critical for creating high frequency waves (HFW)5 based protection schemes for
systems with overhead lines and underground cables. Transient current magnitude in the
cables are typically higher compared to overhead lines due to low characteristic impedance.
To compare the TWs through the underground cables, overhead line between terminals
S and R in Figure 7.2 is replaced by cables in Figure 7.9. Transients experience different
medium of propagation as they travel through cable and overhead line. Waves move slower
in cables at about 50-60% of speed of light and faster in aerial lines. Overhead and cable
line parameters are shown in Table 7.3.
Figure 7.9: Small distribution System with underground Cables
5Traveling waves can also be called as high frequency waves
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Table 7.3: TW Parameters in Distribution with Underground Cable
Terminal Length (mi) Velocity (105 mi/sec) Propagation Time (µs)
U-S 2 1.8250 10.958
S-Fault 1 1.1111 9.00
Fault-R 2 1.1111 18.00
S-V 0.5 1.8152 2.75
R-T 2 1.8250 10.958
When the fault happens at 51.83 ms, voltage and current waves are launched, moving to-
wards S and R terminals. Current and voltage signals at terminals S are shown in Figure 7.10
& Figure 7.11. Initial wave arrives at 8.9 µs after the fault which is close approximation of
estimated time 9 µs. Incident wave that split between two lines at S is approximately equal
due to their impedances being close. First reflected wave to arrive at terminal S is from
the shortest line of 0.5 mi between S and V terminals. Total Time taken for the wave to
travel back to S is 5.4 µs since the initial wave arrived at S. Estimated reflection time from
the Table 7.3 is 5.5 µs. Compared to the reflections in overhead, the waves are delayed due
to the propagation time differences between overhead line and underground cable.
Figure 7.10: Filtered distribution cable current at terminal S
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Figure 7.11: Filtered distribution cable voltage at terminal S
7.1.3 Traveling wave Transients During Capacitor Bank Switching
Shunt capacitor banks are widely used in distribution for reactive power compensation
and power factor correction. Utilities switch the cap banks during the peak load and dis-
connect during the light load periods through switched controls [70]. Capacitor switching
generates transients similar to the electromagnetic phenomenon during fault. During the
fault, energy in the capacitor bank is discharged into the fault in very less time before the
circuit breakers operate. Frequency and magnitude of the transients are determined by the
capacitance of the bank and inductance between cap bank and location of the fault. There is
a difference in frequency spectrum of transients for capacitor switching and fault. Presence
of low and high frequency components in a wave distinguishes with only high frequency in a
fault.
During the capacitor switching, high frequency and high magnitude transients occur [71].
Depending on the instantaneous voltage magnitude at the time of switching, a surge of cur-
rent having high magnitude and frequency flows into cap bank. Larger the voltage difference
between capacitor and system, larger the inrush current. Closing on voltage zero does not
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create any transient due to the same potential between on system and capacitor. Most of
the cap switches in the distribution are not zero crossing. Back to back switching causes
high frequency current between banks and is not seen by power system.
To understand the behavior of TWs during capacitor bank switching, simple system
shown in Figure 7.2 is simulated with fault replaced by capacitor bank of 1.5 MVAR. High
frequency transients initiated by the switching of cap bank are similar to the fault initiated
waves is shown in Figure 7.12 & Figure 7.13. Currents and voltages are shown only at
terminal S. Cap bank transients last longer than and contain more energy in the wave as
they move back and forth in the lines.
Figure 7.12: Filtered distribution capacitor switching and fault current at terminal S
Natural phenomenon of cap bank energization produces oscillatory transients in the fre-
quency range upto 5 kHz which depends on inductance of the system at cap bank and
capacitance [72]. Decaying ringing transients are caused by voltage and current returning to
new state by oscillating around system parameters. Energy contained cap bank transients
are greater than fault. In addition, capacitor bank energization creates signatures in frequen-
cies that are non-existent during the phase-to-ground fault. Figure 7.14 shows the presence
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Figure 7.13: Filtered distribution capacitor switching and fault voltage at terminal S
of low frequency signatures in the capacitor bank transients caused by the inrush current
originating from the source during capacitor bank switching. Band pass filter tuned to 1 kHz
is used to extract 295 Hz low frequency in Figure 7.14. The frequency of this inrush transient
depends on the system inductance and the capacitance of the capacitor bank installed. The
low frequency can be calculated as explained in [73]. This can help in characterizing the
transients generated by energizing a capacitor bank.
7.2 Modified IEEE 13-Bus Distribution Test System for Traveling Wave
A simple test system that can represent the common features of North American dis-
tribution system is necessary for understanding the TWs generated in distribution systems
during transient events. Figure 7.15 is a modified version of the IEEE test distribution sys-
tem modeled to represent a typical distribution test system [74]. This modified test system
has one feeder operating at 13.8 kV. This feeder runs from the substation for a total length
of 4 mi. There are taps taken from this main feeder to represent real world feeder taps.
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Figure 7.14: Capacitor switching and phase-to-ground fault generated low frequency voltage
TWs observed at terminal S
Configurations for overhead lines, towers, and underground cables used in the modified
test system are based on [75]. Table 7.4 shows the characteristics of various conductors used
in the overhead line configurations in the modified test system. Figure 7.16, Figure 7.17,
& Figure 7.18 show the geometric structure of the phase and neutral overhead lines in the
test system. Concentric neutral cable 250 kcmil data taken from [74] is used to model the
under ground cables used in the simulation scenarios. This is shown in Figure 7.19.
These characteristics of tower, overhead lines, and underground cables are used for the
frequency dependent line modeling in the EMT program. In one of the simulation scenarios,
two overhead lines are replaced by the underground cables to analyze the HFW behavior
through the cables as explained in the following section. EMT programs use a modal trans-
formation matrix to decouple the coupled lines into three individual modes: alpha, beta,
and zero. Each mode has a different velocity and is treated as a single-phase circuit. The
EMT programs line constants calculate the modal parameters for each phase. Alpha mode
velocities are used to calculate the propagation time using the known line length from the
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Figure 7.15: Modified IEEE test system used in EMTP simulations
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Figure 7.16: Overhead tower ID-500
Figure 7.17: Overhead tower ID-505
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Figure 7.18: Overhead tower ID-510
Figure 7.19: Underground cable ID-515
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Table 7.4: Overhead Line Data




650 632 1 4/0 1 500
632 633 0.5 1/0 2 505
633 634 0.3 4/0 1 510
632 645 0.5 1/0 2 505
645 646 0.3 4/0 1 510
646 647 0.3 4/0 1 510
632 671A 1 4/0 1 500
671A 671B 1 4/0 1 500
671B 680 1 4/0 1 500
671B 675 0.5 1/0 2 505
671B 684 1 4/0 1 500
684 611 0.3 4/0 1 510
684 692 0.3 4/0 1 510
line constants. The propagation time for HFW in the modified test system is calculated in
EMT software and is shown in Figure 7.20.
7.3 Simulation of Transient Scenarios for Traveling Waves
Multiple transient scenarios are simulated in the proposed modified test system to char-
acterize the behavior of HFW in distribution system. The simulations were run at time step
of 100 ns. Faults are applied at 51.83 ms (Phase A voltage peak) after the simulation is
initialized and settled. Current and voltage probes are installed on every bus and sampled
at 10 MHz to store the high frequency signatures. The results presented and analyzed here
are filtered through a high-pass filter with a cut-off frequency of 10 kHz. In this chapter,
two of the most commonly occurring and distinct types of fault, SLG and LL are simulated
in the proposed modified test system. These faults are applied on two locations: first on the
main feeder and second on the laterals.
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Figure 7.20: Distribution 13-Bus wave travel time
105
7.3.1 Overhead Lines with SLG Fault on Bus#680
An SLG fault is applied on Phase A at Bus#680. Filtered and unfiltered instantaneous
values of current and voltage are recorded every 10 µs. To determine the arrival time of the
initial wave at the bus as well as the times associated with each line (see Figure 7.20(b)) in
the path from the fault to the bus. Subsequent reflections from the discontinuities at the
buses can also be estimated by the times shown in Figure 7.20(b). Filtered signals of all the
buses at taps 671B and 632 are plotted together to show the arrival times of the waves and
compare them with the times shown in Figure 7.20(b). The faulted bus current is included
in all the plots as a reference to compare the wave arrival estimate.
High-frequency current wave magnitudes are less than those of transmission systems
because of the operating system voltage in distribution systems. Current waves launched
after the fault are proportional to the instantaneous value of the voltage wave magnitude over
the surge impedance. For a low-voltage network, the magnitudes are even smaller. When
the SLG fault is initiated on Phase A at 51.83 ms of simulation time, waves are launched. As
the waves propagate through the 671B-680 line and arrive at 671B, they split and enter the
tap consisting of 684, 611 buses. Initial wave times estimated from Figure 7.21 at 671B, 684,
611 are 5.39 µs, 10.78 µs, 12.42 µs respectively. From the simulations, they arrive at 5.3 µs,
10.7 µs, 12.3 µs as shown in Figure 7.21. Estimated times are very close approximation of
simulated times. Since the surge impedance of the lines are very close, waves would split
approximately one-thirds at 684 and reflect back. Reflections and refractions can be traced
back using Bewley Lattice. Faulted bus#680 records considerably longer duration of waves
compared to the taps at 671B. All the signals in the plot are summation of backward and
forward waves. So, the transients at 671B which is the other end of a faulted line show the
smaller magnitude compared to currents at 680. Transients recorded at the faulted terminal
record double the magnitude of current due to reflections of same magnitude. Current
transient times recorded at 675 are very close to estimated ones.
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Figure 7.21: Filtered currents at 671B tap for a SLG fault
Phase to ground instantaneous values of the bus voltages at the tap are shown in Fig-
ure 7.22. Estimated times of arrival at each bus is estimated the same way as currents
from Figure 7.20(b). Voltage and current have the same wave propagation characteristics.
So, the wave arrival times mentioned in Figure 7.21 are applicable to Figure 7.22.
After the wave energy split at 671B, they travel 2 mi in the main feeder reaching another
tap at 632. Current transients recorded at buses 632, 645, 646 and 647 are shown in Fig-
ure 7.23. Signals at 633, 634 signal timings are very close to estimated ones from timing
diagram. Comparing the magnitude of wave that arrived at 632 to 671B, former is less due
to the attenuation in the 2 mi of main feeder. More tap results in wave energy getting split
at every tap. As the wave gets attenuated, it also gets distorted in shape, losing its sharp rise
characteristic. Initial waves arriving at bus terminals are always distinct from the system
under normal conditions because these wave transients exist only due to change in system
such as faults and switching. For faults on the main feeder, taps which are far away from
the fault may not see the measurable reflection from the fault due to the energy getting
dissipated in every line between fault and tap. Closest taps may see the second wave from
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Figure 7.22: Filtered voltages at 671B tap for a SLG fault
fault due to reflection after some reflections from adjacent lines.
Voltage signals in the tap 632 are shown in Figure 7.24. Peak value of voltage traveling
wave at 632 is about 1.7 kV compared to 4.1 kV at 671B. Since the change in surge impedance
is not great between 632 three-phase and 645 single-phase line, most of the wave passes
through to the next line. In distribution system, different conductors might be used at the
same voltage level in a line. Different conductor changes the line distributed parameters but
the change in impedance between adjacent lines is usually small. From the Figure 7.24, it
can be seen that signals in adjacent buses are only displaced in time. Greater difference in
surge impedance is seen with underground cables in the network. Arrival times match the
current transient times in Figure 7.23.
7.3.2 Overhead Lines and Underground Cables with a SLG Fault on Bus#680
In this simulation scenario, two overhead lines between 632 & 645, 671B & 675 are
replaced by a single core three phase cable shown in Figure 7.19. Each cable has a central
conductor to carry load current and fault current, and an outer sheath to carry ground
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Figure 7.23: Filtered currents at 632 tap for a SLG fault
Figure 7.24: Filtered voltages at 632 tap for a SLG fault
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fault. Surge impedance of this cable modeled is approximately 13 Ω. This surge impedance
varies greatly with different cable configurations. First, the currents and voltages in the
laterals of main feeder are shown and later comparison between signals at the buses where
lines are replaced by cables is made. As evident from the Figure 7.25. underground cables
in the network did not impact the travel time in the overhead lines. Traveling waves are
superimposed on oscillatory signal which frequency is found to be around 8 kHz. High pass
filter tuned at 10 kHz attenuated only part of the signal.
Figure 7.25: Filtered voltages at 671B tap for a SLG fault
Presence of underground cables affects the wave travel time to increase compared to the
overhead line. Estimated travel time through the cable is 4.5 µs. Simulated time is very
close approximation of calculated time at 4.5 µs. As the transient gets attenuated in the
cable with subsequent reflections, wave energy gets dissipated in the cable faster compared
to overhead. Signals at 671B and 675 contain smaller magnitudes of reflections from cable
end in Figure 7.26.
Estimated travel time of Voltages at buses adjacent to the second cable in the network at
tap 632 match the simulation times very closely. When the voltage transits from overhead
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Figure 7.26: Voltage wave travel between OH and UG at 671B tap for a SLG fault
Figure 7.27: Voltage wave travel between OH and UG at 632 tap for a SLG fault
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to cable, major part reflects back as opposite polarity, remaining part passes through to
the cable. In the Figure 7.27, magnitude of signal at 632 looks smaller compared to other
buses in the plot because it is sum of incoming and reflected wave of opposite signs. Voltage
waves reflect large part of incoming wave from overhead to underground due to low surge
impedance whereas larger part of the current waves transit through to cable.
7.3.3 Overhead Lines with Capacitor Bank and SLG Fault on Bus#680
Capacitor bank of 1000 kVAR is added at the terminal 684 which increases the voltage
by 1.5%. Waves react to the instantaneous impedance of the line in front of it. Surge
impedance of a cap bank without impedance is zero which looks like a short to the ground
leading to the waves reaching the terminals of cap bank reflects back into the line. Bus
terminals past the bank read zero since all the waves reflect at cap bank. In real distribution
system, capacitor bank contains inductance and resistance. Inductance within the bank
is very hard to obtain. Reference [72] recommends 5 µH below 52 kV banks. Modeling
the inductance within capacitor creates a small surge impedance. Adding the resistance
attenuates the signal reflecting back to the fault. Since the information of resistance is not
available, capacitor 14 µF in series with 5 µH inductance is modeled. Voltage and currents
at terminal 611 records very small magnitudes. Any wave entering the 671B tap reflects
from the bank terminals into the junction. Voltages of the tap 671B and 632 are shown
in Figure 7.28 & Figure 7.29 to show the changes with cap bank on 684. High frequency
waves see the very small surge impedance at 684, and reflect back the wave. There is no finite
length to travel inside the cap bank for delay in reflecting. Terminal 611 show negligible
transient magnitudes compared without cap bank. Voltage at 684 record almost negligible
due to very small surge impedance, simply looks like a short. There is no impact on wave
times between terminals. Voltage waves in Figure 7.29 are very similar to the ones shown
in Figure 7.24.
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Figure 7.28: Voltages at 671B tap for a SLG fault with cap bank
Figure 7.29: Voltages at 632 tap for a SLG fault with cap bank
113
7.3.4 Overhead Lines with Line to Line Fault on Bus#680
Line-to-Line (LL) fault is the second most common occurrence fault in the power system.
Single line to ground fault on bus#680 is replaced by A-B phase fault. Waves launched at the
point of fault depends on the phase-phase voltage difference. Greater the voltage difference,
greater the energy in the current and voltage waves. Wave transients that are launched at
the fault point are approximately equal and opposite, in similar to the steady state fault
currents. When the waves move down the line in both phases, they attenuate and disperse
based on the characteristic impedance in front of it. For a horizontal line configuration,
distributed parameters such as L and C are same for all the phases except for the mutual
impedance. In case of vertical configuration, distributed capacitance varies resulting in small
differences in magnitude and dispersion.
Fault is applied at 49.14 ms when the voltage difference between phases is greater. Ar-
rival times of wave match the estimated values from the timing diagram in Figure 7.20(b).
Voltages of the bus#671B, 684, 632, 645 are shown for maximum voltage difference between
A and B phase in Figure 7.30 & Figure 7.31. Maximum voltage difference of 17.8 kV is
observed between the phases at 49.12 ms. Overhead line between 680 & 671B is horizontally
configured with B phase slightly above A and C. Transients in both the phases look very
similar in terms of attenuation and dispersion. There is a slight difference in the magni-
tude observed in Figure 7.30 due to the slight difference in characteristic impedance seen
by waves. As the waves travel away from the fault, magnitude, attenuation and dispersion
between phases become distinct as seen in Figure 7.31. Line between 632 & 645 is vertically
configured resulting in wave experiencing different distributed characteristic impedances.
Faults that involve ground contains more impedance (mostly resistance) leading to de-
crease in fault magnitude. In case of TWs, SLG fault quantities attenuation is greater
compared to LL faults. Figure 7.32 shows the comparison of A-ph voltage for SLG fault and
LL fault. Since the fault inception time is earlier for a LL fault, time axis is adjusted to SLG
fault at 51.83 ms. As the launched wave energy depends on point on wave, SLG and LL
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Figure 7.30: Voltages at 671B tap for a LL fault
Figure 7.31: Voltages at 632 tap for a LL fault
115
faults are staged at close to peak of of voltage for SLG and peak voltage difference for LL.
It is evident from the Figure 7.32 that attenuation is slightly greater for SLG fault voltage
wave.
Figure 7.32: Wave attenuation comparison between SLG and LL fault
7.3.5 Overhead Lines with SLG Fault on Bus#645
Main feeders run from substation contains taps or laterals and sub laterals to gradually
step down the voltage. All the cases that are discussed so far has the fault on the main
feeder. With every tap, wave energy gets attenuated in the lines and split at the taps. In
this case, fault is assumed to occur in the laterals closer to the substation. Line resistance
of taps compared to main feeder is usually higher. Attenuation of wave in the tap is greater
than on the main feeder. When the waves move away from fault in both directions, one
travels down the lateral until it gets reflected, other wave reaches the junction and gets
reflected back towards the fault. Voltages in the tap are plotted starting with the faulted
tap (see Figure 7.33 & Figure 7.34). First wave reaches the bus#646 after 1.6 µs from the
fault. Since the wave arrival times match in all the cases, they are ignored in the plots for
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this case. Characteristic impedance (surge impedance) of the single phase lines between 645,
646 and 647 is same. So, the wave launched at 645 gets attenuated as it travels through two
lines unreflected until it reaches the terminal 647. Waves launched in the other direction
of fault reaches the junction 632 after 2.6 µs from the fault. If all the lines have equal
surge impedance, one-third of the signal reflects back. Reflected back travels back and forth
between fault and junction until it dissipates all the energy.
Voltage signals are used to compare and measure at the other tap in the test system.To
measure the signal reach to the other taps, filtered voltages at buses 671B, 684, 611 are
plotted in Figure 7.33. Compared to signal peak at 632, 43% of the wave is recorded at
671B. Waves recorded at tap buses stay for a longer duration compared to buses in the tap.
Figure 7.33: Voltages at 632 tap for a SLG fault on bus#645
7.4 Traveling Wave Instrumentation Requirements in distribution system
Distribution systems instrumentation are designed for power frequency relaying. TW
protection approach offers faster response, but the major challenges are to capture the fast
moving high frequency transients and processing the data in time bound manner. Distribu-
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Figure 7.34: Voltages at 671B tap for a SLG fault on bus#645
tion system contains wide range of frequencies due to the harmonics, resonance, transients,
etc. Frequency signatures of the captured waves are used to detect, identify the fault type.
The objective is to capture the fault transients and minimize the CT & PT frequency re-
sponse requirements.
7.4.1 Current Transformers and Potential Transformers
Distribution system disturbances generate wide band frequency transients which covers
the entire frequency range [67]. Potential transformers (PT) and current transformers (CT)
used in the distribution are optimized for nominal 60 Hz operation. CTs have a good
frequency response in the range upto 100 kHz and with 10% of error representation between
100-500 kHz [76], [77]. Due to the limited literature available on distribution PTs frequency
bandwidth, it can be assumed that the frequency response is similar to the CTs. The
proposed approach characterizes the high frequency signatures of different fault types to
detect a fault. In the context of this research, CTs and PTs are required accurately reproduce
the transients in high frequency range on their secondary winding. So, to capture the wide
118
frequency band transients, instrumentation devices are required to have frequency bandwidth
upto several MHz. Availability of both high fidelity current and voltage measurements at
each terminal minimizes the need for communication channel requirements.
7.4.2 Relay Processing Power and Time Synchronization
To capture the high fidelity signals, sampling rate needs to be atleast ten times greater
than highest frequency under study. In distribution sampling rate needs to be greater than
the TW relays in transmission (1 MHz) due to the short lines and superposition of reflected
and transmitted waves [78]. For the proposed approach, higher sampling rates are required.
By extracting and comparing the signatures of the frequency content on each sample, line
status can be differentiated before and after the fault. To process the data and take the
decisions in the real time, powerful processor is required. To time stamp the arrival of waves
at the terminals, GPS time synchronization is required for the fault analysis.
7.5 Traveling Wave Relay Conceptual Design
Appendix A, Figure A.1 shows the relay conceptual outline. CT and PT secondary quan-
tities are passed through isolation transformers. Voltages and currents that are converted
from analog to digital are filtered based on chosen frequency bounds. It involves the most
important concept of relay algorithm i.e, advanced signal processing technique wherein, high
frequency content of the waveforms are extracted and non-related frequencies such as os-
cillatory signals are discarded. The frequency content of the signal is then compared with
library of fault signatures to declare the fault type. Filtered data is also used to perform
the modal analysis on phase signals and then determine the direction of the fault. Trip logic
contains the thresholds for the signal to improve the security. Hardware design of the relay
is not discussed.
Appendix A, Figure A.2 shows the development stages of the protection relay. It starts
with the developing the accurate test models to represent the characteristics of the actual
network. System modeling is continuously improved by the field data. Since the TWs
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are high frequency, capacitance modeling becomes crucial because it acts as low impedance
path. It affects the dispersive nature of the TW. Developed relay needs to be field tested to
improve the algorithms based on real network. This closed loop contributes to improving the
relay reliability and security. In this research, high fidelity test systems are developed and
many simulation cases are performed. Next steps for future work are algorithm and relay
development along with field test.
7.6 Summary
A novel approach for distribution network is proposed in this research. Travelling wave
based protection scheme, which has been used in transmission system for the past 40 years, is
investigated for distribution system protection. There are many challenges to the design of a
protection scheme based on travelling waves due to their behavior across different components
in the system. These naturally occurring surges and waves generated during the fault decay
in short duration, their propagation is confined typically to the lines between two buses in the
transmission. The big challenges in the distribution network compared to the transmission
system includes unbalanced loading, real short lines, underground cables, frequent taps (point
of discontinuities), transformers, change in conductor size, addition of voltage regulators, and
capacitor banks along the line. TWs are also affected by the fault inception angle (point on
wave). So, the traveling wave techniques in transmission that depend on magnitude, arrival
times are difficult to apply in distribution. To overcome this, frequency signatures of the
captured waves is proposed to detect, identify the fault type.
In this chapter, several test cases are simulated in EMTP-RV to analyze and characterize
the behavior in the distribution test systems with increasing complexity. The observations of
the test cases are summarized here. The simulation results for faults on the main feeder show
that two taps beyond faulted bus may not see a measurable second wave reflection. Unlike
in transmission systems, where two reflections from fault are used to detect and locate a
fault, distribution system may require additional frequency content information and system
configuration to detect and locate the fault. It can be observed from the results that LL
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fault transients attenuation is less compared to the faults that involve ground. TWs gets
attenuated faster in the lateral due to high resistance of conductors combined with skin
effect. This can be observed from the results when the fault location is changed from main
feeder to the tap. If the capacitor bank stays connected, high frequency waves do not reach
the buses beyond the capacitor bank. It is also observed that waves travel slower through
cables compared to the overhead lines.
Distribution system contains wide range of frequencies due to the harmonics, resonance,
transients, etc. To develop the frequency signatures, advanced signal processing technique
that can isolate the transient generated frequencies from the rest is required. Next step is
to validate the model and simulation results with field data. It is imperative that modeling
practices capture all the necessary components that affect the behavior of TW. To define
the reach of the relay protection zones, research on frequency signatures is required. Finally,




RURAL ELECTRIC COOPERATIVES (CO-OPS) IN THE US: CHALLENGES AND
OPPORTUNITIES
6There are a total of 893 Electric Cooperative members (Co-ops) in 47 states in USA
(excluding Connecticut, Massachusetts, and Rhode Island) provide electricity to more than
half of the nations landmass. Today, Co-ops serve more than 20 million homes, businesses,
farms, etc. in excess of 88% of all counties. In 2017, total energy sold by the Co-ops was
437 TWh (2018: 458 TWh), which is about 12.8% of the total electric energy consumption
in the US. Because of a relatively low annual energy density of approx. 210 MWh/mi2
compared to the rest of the nations value of ≈ 1,100.0 MWh/mi2 almost 5 times, Co-ops
do not get much attention in the national scene. This chapter takes a holistic look at the
Co-ops electricity market and its importance for the quality of life for the rural USA, the
backbone of the nation; future trends in electricity delivery systems; its characterization;
challenges and opportunities for the 21st century and beyond.
8.1 Introduction
Electric Co-ops in the US are the backbone of rural electrical power delivery system.
They are member-owned utilities that provide reliable and affordable electricity by purchas-
ing electric power at wholesale from the Generation & Transmission (G&T) Co-ops and
delivering it directly to the consumers. There are two types of Co-ops: (i) Distribution Co-
ops and (ii) Generation & Transmission Co-ops. Traditionally, Distribution Co-ops supply
electricity directly to customers and normally do not generate electricity. G&Ts, on the
other hand, provide wholesale power to distribution Co-ops through their own generation
and/or by purchasing power on behalf of the members. The Co-ops are primarily located in
6This chapter has been modified slightly to accommodate the changes required for dissertation from the
paper submitted to IEEE Transactions on Industrial Applications (not published yet). Conference version
of this chapter has been published [79].
122
rural and suburban areas where the returns on expensive infrastructure investment is low. In
addition to Co-ops and large Investor Owned Utilities (IOUs), there is also a third category
of community-owned utilities, called Public Power Utilities (includes Municipal Utilities or
Munis). They are operated by the cities (large and small) or the districts, somewhat similar
to the Co-ops but under a different set of rules and guidelines. Essentially, these non-IOUs
are not regulated by the Public Utility Commission (PUC) or Federal Electric Reliability
Corporation (FERC) except for interstate transmission. While discussing the future of the
electricity market, IOUs with their large city customers get all the attention, and the Co-ops
are usually left out of the conversation. This chapter briefly discusses the history, growth,
and facts about the Co-ops, and hopes to start a dialogue on the role of the Co-ops in USA
and the future electric power delivery system in rural America.
8.2 Brief History of REA (Co-ops)
Since the beginning of electricity in the 1880s until the 1930s, electricity in the USA
was available only in larger cities and for rich people. Almost 90% of the rural homes
were without any electricity, which had negative impacts on their local economies. Power
companies ignored rural areas because the business was not profitable since they had low
numbers of users over large land areas [80].
In 1933, the Tennessee Valley Authority (TVA) Act [81] initiated the rural electrification
and authorized the construction of transmission and distribution (T&D) lines at affordable
prices. Things changed rapidly when the Rural Electrification Administration (REA) was
created under the U.S. Department of Agriculture (USDA).
Even with the availability of federal loans, IOUs were still not interested. The REA
created their own electric Co-ops to serve rural areas. In 1937, the REA drafted the Electric
Cooperative Corporation Act [81]. It allowed the formation of a not-for-profit, consumer-
owned electric Co-ops.
In 1942, Co-ops formed the National Rural Electric Cooperative Association (NRECA) to
provide a unified voice at the highest level in government. In 1994, the REA was replaced by
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the Rural Utilities Service (RUS). There have been no major changes the way the business is
conducted since then until recently. REAs (or Co-ops) operated their electricity market under
the RUS governance and were exempted from the North American Electrical Reliability
Corporation (NERC). Figure 8.1 shows the important timeline.
Figure 8.1: REA timeline: historical snapshot
After NERC revised the Bulk Electricity System (BES) definition in 2014 [82], several
Co-ops now have to comply with the NERC requirements, one of the biggest challenges
they face today. Key criteria defined by the NERC for being identified as a Bulk Electricity
System (BES) includes (but not limited to):
• Transformers with the primary terminal and at least one secondary terminal operated
at 100 kV or higher.
• Generation resources individual rating greater than 20 MVA and aggregate plant rating
greater than 75 MVA.
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• Black start resources identified in the restoration plan.
• Dispersed power producing resources that aggregate to a total capacity greater than
75 MVA.
Utilities in general face an increasing number of mandatory NERC compliance obligations
and reliability standards called Critical Infrastructure Protection (CIP). These continuously
evolving standards require careful monitoring and evaluation. Enforcing the standards in-
clude the future system planning, conducting internal audits, infrastructure upgrade and
company reorganization. NERC performs enforcement audits which involves documentation
of procedures and mitigation plans. To comply with all the standards, organizations require
compliance department, training to enforce internally and keep proper documentation. For
Co-ops, standards compliance is a huge financial burden and increased resource requirements.
8.3 Co-ops Growth
Rural electric witnessed a high growth of Co-ops within a short time-period (from 1930-
1950), as depicted in Figure 8.2. By 1975, close to 100% of all the US farms and rural homes
had electricity [81]. Except for a few small remote communities, most of the Co-ops became
an integral part of the larger electric grid.
Figure 8.2: Growth of electric cooperatives [81]
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Today Co-ops provide electricity to 56% of the nations landmass as shown in Figure 8.3
and 42 million people (12.9% of the total USA population) [80]. It is an interesting observa-
tion that metropolitan areas of the three largest cities in USA (New York, Los Angeles, and
Chicago, shown by stars) combined have more population than the entire Co-ops territory.
Figure 8.3: US landmass supplied by co-ops [81]
Co-ops, from the energy sales perspective, represent a smaller fraction, but they out-
performed the IOUs in terms of growth in the past 20 yrs. as shown in Figure 8.4 [80].
Co-ops witnessed the growth rates between 2.5-7% over a period of the past two decades and
consistently maintained the growth that is above the industry average. The dip or negative
growth seen in Figure 8.4 between the years 2007-2009 was caused by a nationwide recession.
Co-ops rebounded after 2009 hitting an all-time high of approximately 7% sales growth. The
overall sales have slightly dropped (or holding steady) recently (Figure 8.5) (same as the rest
of the country) for multiple reasons including improvement in energy efficiency and targeted
energy conservation programs, electricity pricing, concerns with climate change and lower
energy usage.
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Figure 8.4: Co-ops vs. Utility industry retail sales growth [80]
Figure 8.5: Co-ops vs. USA retail sales growth [80]
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8.4 Co-Operatives: FACTS and STATS
The nations consumer- or member-owned, not-for-profit electric utilities (includes Co-ops,
PUDs, and G&Ts) are unique. Today, there are a total of 893 Co-op members (excluding
the PUDs and Munis), out of which there are 831 Distribution Co-ops and 62 G&Ts. The
PUDs have 2,011 members (including some big cities like Sacramento, CA: SMUD; City of
Colorado Springs, CO), and provide electricity to 49 million people (like the Co-ops), and
they own all generation, transmission, and distribution systems.
In 2017, total energy sold in the USA was 3,864 TWh. Co-ops sold 437 TWh. G&T
Co-ops generate nearly 5% of the total electricity produced in the U.S. each year [80], [83],
little less than half of the energy they sell and the remaining energy is purchased. In 2017,
electricity used by Co-ops was generated predominantly by coal (40%) which is higher than
the national average. Only about 8% was generated from non-hydro renewable resources,
about the same percentage nationally. More than half (53%) of the total sales in 2017
was consumed by residential customers (much higher than the national average of 38%),
compared to 20% by commercial customers and 24% of industrial customers. Remaining 3%
are used by others.
Co-ops own and maintain ≈2.6 million miles, or 42%, of the nations medium voltage
electric distribution lines, including underground cables. The most common distribution
voltage is 12.47 kV. There are some higher (34.5 kV and 25 kV) and some lower voltage
(4.16 kV) overhead lines and cables. The use of underground cables is increasing rapidly in
the suburban area. Co-ops serve an average of 7.7 consumers per mile compared to IOUs
average of 34 customers (five times) per mile. PUDs average is 48 (seven times) consumers
per mile [80].
Co-ops, besides being the electricity provider, are also heavily involved in their commu-
nities, promoting development and revitalization projects, providing opportunities for small
businesses, job creation, improvement of water and sewer systems, and assistance in the
delivery of health care and educational services. They directly employ 71,000 people (com-
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pared to 93,000 for the PUDs) [80]. It is hard to find an equivalent dollar value for all other
services and the quality of life Co-ops provide for rural America.
Figure 8.6 depicts the Co-ops electricity market share, which is similar to the number of
meters they serve. The utility industry is dominated (almost 3/4th) by IOUs because they
exist in densely populated urban areas. The largest 20 cities (metropolitan areas) combined
have 1/3rd of the US population. PUDs serve mostly in semi-urban areas and in some large
cities. Table 8.1 summarizes the Co-ops most recent data (2017-18). It also includes some
relevant data for the entire USA (including Co-ops) for future reference.
Figure 8.6: Distribution of market share in 2014 [80]
8.5 General Characterization of Co-ops
The Distribution or G&T Co-ops vary widely in size, maximum demand, energy usage,
number of customers (meters), the territory they cover, weather, their assets and in almost
everything. It is a difficult task to find a generalized characterization. Table 8.1 provides a
snapshot summary of the Co-ops.
While discussing Co-ops, however, usually they are all lumped into one large group.
By analyzing the (partial) raw data7 available in [84], that includes all Co-ops, number of
interesting observations are made:
7There are some inconsistencies in the various database and sometimes it is difficult to find any data, because
all Co-ops do not report the data
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Table 8.1: Composite Distribution and G&T Co-ops Data
Total No. of Distribution Co-ops 831
Total No. of G&T Co-ops 62
Total Electricity Sales (TWh)
Co-ops: (2017) - 437 USA Sales:
(2017) - 3,864 (2018) - 3,946
Population Served by Co-ops (Mil-
lion)
42 USA Population: 326.5
Distribution Lines (mile) including
underground cables owned by Co-ops
(4.16kV, 12.47kV, 25kV, and 35kV)
2.6 million
US Landmass Covered (%) 56
Energy Density (MWh/mi2)





Co-ops: 10,400 USA: 12,000
1. For distribution Co-ops, the peak summer demand ranges from 1.0 MW to 1,000 MW
and higher. Some G&Ts have higher installed capacity (up to around 9,000 MW).
2. Figure 8.7 shows the distribution (based on some randomly selected intervals). Note
that due to the unavailability of data, the total numbers reported (711 Co-ops), is less
than the actual number of Co-ops. There are a total of 29 Co-ops having more than
1,000 MW of peak summer demand. Only six of them are identified as distribution
Co-ops, and the remaining 23 are G&T Co-ops.
3. The largest distribution Co-ops peak demand is 1,518 MW compared to the largest
G&T peak demand of almost 9,000 MW.
4. About 60% of the Co-ops have summer peak demand less than 100MW. 32% have a
summer peak demand between 100-50 0MW. The remaining 8% that includes G&Ts
have a summer peak demand more than 500 MW.
An interesting question to ponder: Is there some kind of a correlation between the various
quantities within the Co-ops database and is it possible to project the future growth?
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Figure 8.7: Distribution of co-ops based on peak summer demand
The number of customers (or meters), electricity consumption, annual load factor, energy
density, length of the distribution circuits, and peak demands (summer and winter), are
some of the key data and metrics that characterize the Co-ops. Since Co-ops are located in
semi-urban and rural areas, most of the customers (meters) are residential. However, they
consume a little more than half of the total sales. There are some large commercial and
only a smaller percentage of industrial customers served by Co-ops. They could easily be
identified in terms of energy consumption and daily load profile. Unfortunately, those data
are not available in public domain.
8.6 Bench Marking Analysis
In order to understand the Co-ops market and characterization, eleven randomly selected
Co-ops nationwide are studied. The data may slightly differ from source to source. The Co-
ops are four from South (S), three from North (N), one from Northeast (NE) and three
from the Rocky Mountain (RM) region. The data used in the analysis is shown in the
Appendix B, Table B.1. The peak demands vary from less than 20 MW to more than
500 MW. Six categories of normalized information are calculated and shown in the bottom
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part of the table in Appendix B.
1. Annual Capacity Factor : Annual Capacity Factor (CF) is defined here as the ratio of
total recorded annual energy sales over the peak demand (instead of the traditional
installed capacity) multiplied by 8,760 (hrs/year). This is the same as the Annual Load
Factor (= Average Load/Peak Load) and is a rough measure of how well the system
is designed and performing. It provides an idea for capital investment vs. revenue.
A CF of 1.0 is the ideal, which implies that the system is always fully loaded up to
the capacity for the entire year and is earning the maximum possible revenue. The
CF varies for the 11 Co-ops from 0.41 to 0.61 with an algebraic average of 0.52. The
higher the number, the better is the asset utilization.
2. The Ratio of the Summer/Winter Peak Demand : The composite algebraic average for
the 11 Co-ops is about 0.98. The range is from 0.83-1.33. Only two Co-ops have a
noticeable summer peak, and they are both located in the Rocky Mountain region. For
the most part, the winter peak and the summer peak ratios are close to 1.0.
3. Annual Energy Sales (MWh)/No. of Employees : This is a very crude way of evaluating
the overall performance efficiency and manpower utilization. However, there are several
factors influencing this number that are beyond the scope of this analysis. A wider
variation is observed from 2,164 to 18,125 MWh with a composite weighted average of
10,498 MWh. This number should be used very cautiously.
4. Annual Energy Density (MWh)/mi2: The number varies widely due to multiple rea-
sons. The minimum number is 30.5 MWh/mi2, and the maximum is 2,719 MWh/mi2
with a weighted average of 352 MWh/mi2. This compares somewhat with the nation-
wide value of 210 MWh/mi2.
5. No of Meters/mi : This is a widely used metric used by the Co-ops. The national
average is 7.7 [80]. For these 11 Co-ops, the number varies from 3.14 to 15.87, with a
weighted average of 8.5, which is comparable to the national average.
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6. Annual Energy Sales/Feeder : This is an interesting metric and depends on multiple
factors. The value ranges between 4,575 MWh and 17,282 MWh. The weighted average
value for the 1,409 feeders of the selected 11 Co-ops is 9,340 MWh. Assuming a typical
12.47 kV feeder and a power factor of 0.8 lag, this amounts to an average current of
about 60 A and a peak current of about 120 A. This number could be used to calculate
the line losses, selection of conductor size and available margin for future growth.
Table 8.2 provides the summary. The idea behind these metrics is to have a sense of
the electric Co-ops, knowing that this is a statistical analysis with very limited samples.
There are many factors not considered here. A detailed analysis with more numbers is
needed. After extensive literature review and based on the limited number of samples, good
benchmark numbers are provided for future discussions.








Annual Capacity Factor 0.41 - 0.61 0.52 0.50
Summer/Winter Peak Demand 0.83 - 1.33 0.98 1.00
Annual Energy Sales
(MWh)/Employee
2,164 - 18,125 10,498 10,000
Annual Energy Density
(MWh/mi2)
31 - 2,179 352 250
No. of Meters/mi 3.14 - 15.87 8.5 8.0
Annual Energy Sales
(MWh)/Feeder
4,575 - 17,282 9,241 10,000
8.7 Challenges and Opportunities
As the future grid evolves into a more complex system with higher penetration of dis-
tributed energy resources (DERs), including the Electric Vehicles (EV), there are a lot of
new challenges faced by the Co-ops. Discussed below are a few such key issues that create
both challenges and opportunities.
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1. Distributed Energy Resources (DER) Integration: All distribution utilities, including
Co-ops, are making big adjustments to integrate the DERs especially the rooftop solar
photovoltaics (PVs). With the prices dropping and improved technology, small scale
battery storage is also becoming a key player [85]. As the penetration grows, it imposes
unique challenges for which the distribution utilities must be prepared. The business
model practiced by the Co-ops since the beginning will need to change to accommodate
this paradigm shift of how the electricity is delivered. At present, the number of rooftop
PVs is small, but they are growing rapidly, and some feeders may see immediate effects
compared to others. With the gradual reduction of solar panels prices, it is projected
that the USA and the Co-ops will see a substantial growth of solar PVs both at the
T&D levels. It has been reducing significantly over the past decade [86–88]. There are
multiple factors attribute to the growth of rooftop solar installations in the last 8 years
including: a) Reduction in the cost of solar panels; b) Government incentives - the
federal government offered a 30% tax credit for rooftop systems until the end of 2016;
c) Growing environmental consciousness and climate change awareness of the public
and d) Economic incentives - leasing or loaning rooftop solar panels to help customers
reduce their monthly electric bills.
The increasing penetration of DERs in the electric distribution power systems also
brought challenges and opportunities to the modeling of distribution systems. DERs
advancement is one of the main drivers to create significant growth in two-way data
flow between DER systems and grid control systems. Big Data Analytics (BDA) is per-
ceived as a powerful tool in supplementing and even transforming existing practices in
modeling the electric distribution system. Big Data primarily focuses on the attributes
of the datasets themselves. Big Data consists of extensive datasets primarily in the
characteristics of volume, variety, velocity, and/or variability that require a scalable
architecture for efficient storage, manipulation, and analysis [89]. On the distribution
level, using advanced sensor systems such as advanced metering infrastructure (AMI),
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and high frequency voltage and current sensors, BDA can be utilized to forecast de-
mand response, identify distribution system topology, detect charging activities of EVs,
etc.
Battery Energy storage systems (BESS) (big and small) must also be taken into ac-
count. Large-scale adoption of BESS is still not economical. However, similar to PVs,
the price is falling. It is expected to be economically viable in the future to help
address several upcoming challenges, especially the variability and uncertainty of PV
generation.
2. Reliability Indices : After the 2003 blackout, followed by the commitment of the Renew-
able Portfolio Standard (RPS) [2] by many states and rapid expansion of renewable
energy resources, focus has been shifted to the reliability and resiliency of electric
power service. In order to improve reliability, it needs to be measured and tracked. In
reference [90], several distribution metrics are defined, and procedures are available to
calculate the reliability indices. The two most commonly reported reliability indices
are the System Average Interruption Duration Index (SAIDI) and System Average
Interruption Frequency Index (SAIFI) without Major Event Days (MED). These in-
dices are used to define interruptions of a minimum duration. National averages for all
Co-ops are 2.66 hours and 1.46, for SAIDI and SAIFI, respectively [84]. Figure 8.8 &
Figure 8.9 below show scatter plots for the SAIDI and SAIFI for the Co-ops. In 2017,
only 374 co-ops reported the values based on IEEE standard and 27 co-ops metrics are
calculated differently. No analysis was performed. This is provided for reference only.
Variability and uncertainty with the increasing DER penetrations affect the reliability
of the system. To account for the variability of the generation sources, added oper-
ational flexibility is required in the planning stages. Traditional distribution systems
reliability metrics account for the generation and transmission outages but do not in-
clude the events due to the inefficient planning for variable resources. Moreover, as the
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Figure 8.8: Co-ops SAIDI scattered plot without major event days
Figure 8.9: Co-ops SAIFI scattered plot
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utilities, including Co-ops in the US move towards smart grid technology, cyber vulner-
abilities and threats would continue to grow, and affects the reliability of the system.
There are no metrics that defines the strength of the system against the vulnerability
of the cyber-attack yet. Co-ops need to consider the cyber threats and assess the sys-
tem weakness for the likelihood of a cyber-attack. Note that there are several ongoing
efforts initiated by the DOE to define such metrics for the ever-changing distribution
grid [91].
3. Distribution Control Center, Cyber Security, and NERC Requirements : As the system
complexity and operational philosophy are changing rapidly, all utilities including co-
ops are opting for added automation and data collection in the distribution systems
and necessitating the adoption of a more modern control center with all integrated
facilities. These control centers give real-time insight into the health of the system and
can capture the fast-acting events. Operators can react rapidly to the changes and
dispatch the resources to get the lights back on. These centers enhance the reliability
and help to improve the SAIDI and SAIFI. When North American Reliability Corpo-
ration (NERC) started incorporating more stringent rules and requirements, Co-ops
were exempted. However, the rules have changed. Now-a-days many larger Co-ops
are subjected to NERCs requirements, at least partially. Most of the Co-ops do not
have enough resources to meet the NERC Critical Infrastructure Protection (CIP)
standards [92]. Since they have interconnections at 230 kV (and sometimes at higher
voltage levels) and share number of substations at that voltage level, they must follow
the NERC rules. This has imposed a lot more work for the Co-ops. Cyber Security
for the entire electric energy systems at all levels has increasingly become a demand-
ing task [93]. Whether it is small Co-ops, G&Ts, or the IOUs, the level of security
varies from one Co-op to others. Meeting the NERC requirements perhaps is one of
the biggest challenges all Coops are facing. A huge investment (of the order of $10-20
M or higher) is needed to build a new or retrofit the old distribution control centers.
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4. Integrating Large Wind Farm and Solar Plants : With the advancement of technology
and regulation, wind farms (small, 10 MW range to very large, 400+ MW range) have
been growing at a fast rate throughout the nation, in fact globally. Most of them are
located in the rural areas of the country and spread across thousands of acres of land.
Traditionally, they have been connected to the IOUs because of the power purchase
agreements (PPA) and operational needs. Distribution Co-ops have not been involved
much in the past. But the G&Ts are involved in such interconnections. As an example,
Tri-State G&T (Tri-State), located in the north of Denver, the second largest electricity
provider after Xcel Energy (Public Service Company of Colorado) has a total member-
ship of 43 Co-ops in three states. Their summer peak demand in 2018 was 2,912 MW.
They have a total installed generation capacity (or share of) of 2,500 MW, including
1,835 MW of coal-fired plant. Most recently they are in the process of decommissioning
the coal-fired plant, transitioning to gas-fired plant, and have added 800 MW of wind
in their portfolio. They also have 200 MW of large-scale PV power plants in their
system. This is a typical trend observed nationwide and the numbers are changing
frequently. For the G&Ts, the changes of integrating large-scale wind and solar are
becoming a routine challenge. A recent study by the Rocky Mountain Institute on Tri-
State G&T found that wind and solar power can potentially save $600 million through
2030. Scaled adoption of renewable energy is key to mitigate the risks of increased
costs and investment into existing fossil fuel-based assets [94]. NRECA launched the
Solar Utility Network Deployment Acceleration (SUNDA) in 2013 to demonstrate the
potential for solar electricity generation in rural America [95]. Decreasing renewable
energy costs let the cooperatives expand the nations solar footprint and bringing the
benefits of solar to hundreds of rural communities. Collective action between G&Ts
and member Co-ops can mitigate risks, identify regionally appropriate solutions, and
leverage aggregate buying power, enabling an efficient and equitable transition toward
a more cost-effective energy supply mix.
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5. IEEE Std. 1547-2018 [96] and Interconnection Guidelines : IEEE 1547 latest revision
focuses on the interconnection requirements to effectively integrate the DERs into the
system and minimize the effects on Bulk Power System (BPS) during transient events.
This standard is applicable to the Co-ops having: a) Aggregated DER nameplate rating
greater than 500 kVA at Point of common coupling (PCC), b) Annual average load
demand is greater than 10% of the aggregate DER nameplate rating and c) Exporting
more than 500 kVA for longer than 30 sec [96]. This standard defines the requirements
for DERs at the PCC in response to the BPS abnormal conditions such as voltage and
frequency excursions defining ride-through requirements for DERs. The standard also
includes power quality, islanding or microgrids, communication protocols, and cyber-
security requirements. Since the Co-ops load density factor is small and potential for
the solar community farms in the rural areas is high, it is estimated that they will
have to comply with the IEEE 1547-2018 standard. To comply with the requirements,
Co-ops require more resources for system studies and planning.
6. Electric Vehicles and Distribution Infrastructure: The proliferation of EV loads is a
relatively new concept for the electric power industry and the growth is too fast for
the existing infrastructure. It is unknown at this point how EVs would affect the
distribution Co-ops in rural areas and how to accommodate those in future design
and operations. Co-ops must make an effort to address this issue. There are multiple
challenges that the Co-ops must face to accommodate the significantly growing number
of EVs in the near future.
(a) Co-ops need to balance the growing power demands without a costly upgrade
to the distribution power grid. The current grid capacity is not an obstacle to
hamper the growth of EVs. It is the local distribution level where the problem
occurs. Local distribution grid simply is not built to handle high spikes in power
demand from EV. For instance, a Tesla Model 3 has an electric capacity of 75
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kWh and is able to be charged via a 240 V level 2 charging system. In other
words, adding an EV is almost the same as adding another house. Therefore,
adding multiple electric vehicle to the same distribution transformer (10-50 kVA)
would cause overload and damage to the distribution transformer, which further
cause outage and shorten the life cycle.
(b) Co-ops need to develop sophisticated control and communication strategy to min-
imize the impact of the uncoordinated EV charging on the residential power net-
work. One way to solve the peak demand problem is to implement smart charging
system to send intelligent communication signals to individual vehicle to influence
drivers decision on whether to charge the vehicle. Scheduling EV charging for the
non-peak period (valley filling) could potentially save Co-ops millions of dollars.
(c) More and more EVs support level 2 charger and level 3 superchargers. They
have much faster charging rates. Higher ramping and stochastic charging behav-
ior would pose challenges to the distribution grid performance. Vehicle-to-Grid
(V2G) is widely recognized as one of the most promising means to stabilize the
gird in the future, which is to operate EVs in a discharge mode as a giant bat-
tery. To achieve V2G, dynamic pricing must be in place. Similar to the energy
arbitrage application of large-scale BESS, EV owners are able to make profit by
discharging when the electricity price is high (V2G) and charge when the elec-
tricity is low (G2V). Since, in deregulated markets, high electricity price often
happens when load demand is high, V2G can also achieve load leveling. Lastly,
EV can be used to firm up the renewable energy output. For instance, groups of
EV parking lot can be used to store excess power capacity in the evening from a
utility-scale wind farm and discharging when idle during the day
This technology is approaching faster than anticipated and this is the time to retool
the engineering and the operational practices within the Co-ops. In conclusion, Co-ops
need to forecast the penetration of EVs and plan ahead.
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8.8 Summary
The electricity market; consumption/capita and growth rate; and many other engineer-
ing, operational, and behavioral characteristics of Co-ops and their customers are different
from the cities (large and small) powered by the IOUs and PUDs. It also varies widely be-
tween the Co-ops based on the land area covered, weather, and demographics of customers.
Co-ops cover a large territory and have very low energy density. It is a difficult job to find
any kind of reasonable correlation between the large and small Co-ops. In this chapter, a
rudimentary attempt is made in analyzing and quantifying some key parameters with lim-
ited number of samples to provide some broad guidelines and benchmarking for the Co-ops
world.
Co-ops have the same kind of challenges and opportunities as the IOUs, except the criteria
and a possible approach to solving these problems are distinctly different.
Large wind farms are typically located in rural areas where the best wind resources are.
They, however, is connected to the bulk power transmission systems typically at 230 kV
and 345 kV, owned by independent power producers and operated by IOUs. They are not
making, in general, any big impact with the Co-ops at this point. Utility-scale PVs (10-
500 MW range) are basically in a similar situation. Smaller size PVs (1-10 MW range)
are becoming common, and they are connected to the distribution network in the Co-ops
systems. Note that the growth of residential PVs is rampant in both urban settings and rural
feeders alike. Finally, the massive integration of EV and DERs (including battery storage)
in the rural distribution systems will create additional cause for concern for Co-ops. This
is because of their feeder characteristics that includes longer lengths, lower loads, leading
to added voltage regulation, power quality, and protection-related concerns (overcurrent,
reclosing and sectionalizing). To sum up, the characteristics of a typical rural feeder, in
general, are different from the city feeders. Therefore, the problems and possible solutions
associated with the urban electricity delivery system cannot be generalized with the problems
associated with the Co-ops. Co-ops must take the lead in solving their problem like the way
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they did in the 1930s. It is time to retool, reevaluate and revisit the rural electric market





Electric power grid, as we know today, is designed around big central power plants con-
nected to the bulk power transmission system with one-way power flowing to the distribution
network with radial feed. Software tools and techniques developed for the top down grid
architecture over the past 60 yrs. does not work well for the decentralized generation sources
at the T&D level. In the United States, incentivized rapid decarbonization of electric power
generation industry and aggressive renewable portfolio standards (RPS) in most states, the
electric power delivery (T&D) system is transforming rapidly and expected to be very dif-
ferent and challenging at best in the foreseeable future.
Emerging trends such as low-cost natural gas, increased deployment of renewable energy
technologies in both transmission and distribution, and continued evolution of electricity
markets are transforming the ways on how to generate and deliver electricity. Other factors
such as environmental policies to reduce the carbon footprint, climate change, improve the
energy efficiency by utilizing the distributed based renewable energy generation also influence
the future grid structure. The changing grid structure effects the reliability and resiliency
of the grid. The co-simulation framework and traveling wave protection presented in this
dissertation at the distribution level will contribute to make the grid more reliable, resilient,
and safe.
Iteratively coupled co-simulation framework for unbalanced integrated T&D system anal-
ysis as a planning tool to identify the disturbances is also presented in this dissertation. The
primary objective is to bring co-simulation approach close to standalone T&D system model
that can accurately model unbalanced load conditions and increased demand variability that
are likely to be realized in feeders with an increased level of Distributed Energy Resources
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(DER) penetrations. The integrated T&D framework is a valuable resource for evaluating
the impacts of DERs on transmission system operations that would be difficult to study on a
decoupled T&D model. Co-simulation framework described in this research is comprised of
unbalanced transmission model in Python and distribution in OpenDSSDirect. The results
of the validation are discussed in chapter 3 and a report [6].
Distributed Energy Resources (DERs) are considered to effect only the distribution pro-
tection because it is not designed for two way power flow. Transmission protection is robust
and can adapt to change in generation sources. In chapter 4, effects on the current protec-
tion schemes is discussed and shown that traveling wave based protection is an alternate and
better choice since it does not depend on fault current magnitude. This dissertation also
emphasized the need to choose correct models for transient studies. From the available line
models, Universal Line Model (ULM) is the right choice for transient applications and it is
proved through the frequency response of line models. Developed test system at the medium
voltage level is used for simulations. Different fault scenarios of the modified IEEE 13-bus
system have been simulated. It has been shown through the simulation results that the High
Frequency Waves (HFWs) can be used as unique signatures of faults which will make fault
detection and location easier under high DER penetration levels. Further work is needed
to understand the wave behavior in the presence of transformers and DER. Simulation data
along with field data is required to develop a reliable protection scheme.
Rural electric co-ops faces a lot of new challenges and opportunities with the higher
penetration of DER. IOUs and PUDs are no different, but the co-ops possible approach to
solving these problems are distinctly different. The business model practiced by the Co-ops
since the 1930’s need to change to accommodate this paradigm shift of how the electricity
is delivered. It is time to retool, reevaluate and revisit the rural electric market from a




Lastly, the major contributions of this dissertation are described that includes (but not
limited to):
1. Developed the sequence decoupled transmission power flow to model the unbalanced
lines and unbalanced power injections. Power flow is validated against the commercial
software, DIgSILENT. The results have confirmed the effectiveness of the power flow
to decouple the unbalanced system and solve the sequence components separately.
2. Developed the iteratively coupled co-simulation framework and validated against the
stand-alone model. The validated results confirm the effectiveness of co-simulation to
tightly couple the system with high DER penetrations.
3. One of the research goals is to develop the code for public domain consumption. All the
source codes developed in Python are included in the appendix for future researchers.
4. Current distribution protection scheme is inadequate for the new future grid. Di-
rectional and distance element’s dependence on sequence components is shown to be
not reliable. An alternate and more robust solution is suggested in this research, the
application of traveling waves protection.
5. Accurate representation of the line model is crucial for reliable transient analyses. Since
the transients are typically confined to the lines before they lose the energy, selecting
the proper line model is of key importance. The frequency scan results confirmed that
the ULM model is the most accurate for EMTP simulations.
6. Developing the distribution test system for EMTP simulations with different OH and
UG structures and test system that is specifically designed to emulate the real world
applications.
7. Challenges and opportunities created by the ever changing grid on the electric Co-ops
are identified. Metrics to characterize and bench mark the co-ops are developed.
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9.3 Future Work
This dissertation has opened many opportunities for future research in distribution trav-
eling wave protection and co-simulation models. The following items provide a short list of
potential for future work:
1. This dissertation assumed that the measuring devices like CTs and PTs are capable
of reproducing high frequency transient content in the secondary. Existing devices
are optimized to measure the 60 Hz frequency. Future research is needed to study
the feasibility of using the existing CTs and PTs to study the traveling waves in
distribution.
2. This dissertation did not model any distribution transformer, voltage regulators and
DER (like battery storage) in the test system. High frequency models of the trans-
formers, voltage regulators and DER are required as the real system contains lot of
those devices across the network.
3. Developing the high frequency model of inverter filter is also a potential future work.
4. Co-simulation framework is developed assuming that the total T&D system models are
available. In real, utilities may not have information about the entire network. Future
research can study and develop the representative models of the parts of the network
while not losing information about the interactions between T&D.
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Figure A.1: Relay conceptual block diagram




Table B.1: Randomly Selected Eleven Distribution Co-ops: Statistical Data
Co-op ID No 1 2 3 4 5 6 7 8 9 10 11
Total Nos.
Location NE S S N N S N RM RM S RM
Total No. of
Meters
12,597 21,770 24,709 25,750 25,800 37,042 50,633 56,329 87,508 86,536 155,542 584,216
Residential
Meters (%)
80.0 84.6 93.0 97.4 87.9 87.8 88.0 92.4 87.7 84.8 91.7 -
Commercial
Meters (%)
19.0 15.4 5.4 2.5 12.0 11.7 11.9 7.5 11.5 15.1 8.2 -
Industrial
Meters (%)















20 39 67 153 157 95 131 96 152 181 318 1,409
158
Table B.1: Continued.
Co-op ID No 1 2 3 4 5 6 7 8 9 10 11
Total Nos.
Location NE S S N N S N RM RM S RM
Line Length
(mi)









92 674 420 1,160 840 700 1,280 871 2,447 2,390 2,300 13,174
Rooftop PV
Customers
12 11 14 6 - 67 21 983 3,400 245 1,578 -
Installed PV
(kW)
200 112.45 - 35.7 - 775.5 222.56 5,500 21,000 2,116 26,370 -
No. of
Employees
35 72 85 64 96 85 92 151 171 158 226 1,235

















Co-op ID No 1 2 3 4 5 6 7 8 9 10 11
Total Nos.





31 518 367 173 240 292 256 174 2,719 683 460 3529
No. of
Meters/mi
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Supplemental file (Co-simulation.zip) contains the python code of integrated T&D model.
The file SDTPF 3seqpf.py contains the three sequence decoupled transmission power flow
(SDTPF) shown in Figure 3.2. The three-phase unbalanced distribution power flow using
circuit models from OpenDSS is included in the file Distribution LoadFlow.py. The co-
simulation framework for integrated T&D model discussed in sec. 3.3 is included in the file
Co-simulation.py. Remaining files are used to model the 9-bus in the transmission power
flow. Distribution test systems are available as examples from OpenDSS.
Co-simulation.zip
Files containing an implementation of T&D co-simulation from
Chapter 3. Files include the sequence decoupled transmission
power flow (SDTPF) and distribution power flow. Transmission
test system input files are also included.
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