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Abstract
The method for calculation of the correlation functions of the Ising-
type systems with short-range interaction and with arbitrary value of
spin is developed within cluster approximation. For the Ising model
(spin Sz = ±1) the expressions for pair and ternary correlation func-
tions within two-particle approximation in q-space are obtained for
the hypercubic Bravais lattices. In the 1D case the exact expressions
for them in the site space is obtained as well. On the basis of the
Glauber equation within two-particle cluster approximation the longi-
tudinal dynamical susceptibility χ(q, E) is found. In the 1D case and
in the absence of external field the expression for χ(q, E) is exact. For
the Emery-Blume-Griffiths model (Sz = −2, 0, 2) within two-particle
approximation the pair correlation functions are calculated. The four-
particle cluster approximation is used for calculation of static suscep-
tibility χ(q) of KD2PO4 ferroelectrics.
1 Introduction.
The wide class of materials is known which is described on the basis of the
pseudospin Hamiltonian. In particular these are magnets with different val-
ues of spinM [1-3] (in our notations Sz = −M,−M+2, . . . ,M−2,M), fer-
roelectrics with hydrogen bonds [4,5] (M = 1), multicomponent alloys [6,7]
(M + 1 corresponds to the number of components), lattice gas [8] (M + 1
is the number of atom states per site). In the works [9-12] the method
of investigation of pseudospin system based on the introducing the refer-
ence system (RS) was developed. This approach makes possible to take
into account adequately both the short-range and long-range interaction.
RS contains besides the low-dimensional short-range (D = 1, 2) part of the
Hamiltonian the terms taking into account the other types of interactions
in the molecular field approximation (MFA). The fluctuating corrections
to MFA for these types of interactions are taken into account on the basis
of expansion of the physical responses (free energy, correlation functions,
temperature Green functions) in terms of loop diagrams or in terms of
many-tails diagrams. These corrections contain the physical responses of
RS. The calculation of the latters is the separate problem of the referense
system approach.
In the series of cases for the description of pseudospin system’s prop-
erties it is enough to take into account the long-range interaction in MFA.
Now the reference system problem is to be considered separately. However,
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only a small number of low-dimensional problems may be solved exactly.
The exact solutions are obtained mainly in the case of 1D quantum models
or 1D and 2D Ising-type models (ITM) (the Hamiltonian of ITM contains
only Sz component of the spin). Among approximate methods of investi-
gation the cluster method is sufficiently effective [13-31]. It is necessary to
distinguish the cluster expansion method (CEM) and the cluster variation
method (CVM). In the case of CEM the cluster expansion is constructed
for the free energy [13] whereas in the case of CVM one carries out the
cluster expansion of entropy [26]. It can be shown that in the first order
of cluster expansion both methods give equivalent results for all responces
of pseudospin system. This approximation we shall call the cluster approx-
imation (CA). Let us note that in the first works within the framework of
CVM the results were obtained on the basis of combinatoric approach [25]
whereas within CEM the results was obtained on the basis of many-particle
generalization of MFA [14].
Unfortunately the cluster approach was used mainly for investigation
of thermodynamical properties of pseudospin systems. We know only sev-
eral papers [32-43] where the cluster approach was used for calculation of
reference system’s correlation functions (CF) (see [32-37]) and Green func-
tions [38-43]. In the works [32,33] the equation for pair CF (Ornstein-Zernike
type equation) of ITM was constructed artificially. The dipole-dipole inter-
action which has the nonanalytical properties at q → 0 was taken into
account in MFA. The concrete calculations were carried out only in the
case q→ 0. Let us note that only in paraphase the obtained results corre-
spond to cluster approximation. In the work [34] within the frames of CA
for ITM the method for calculation of pair CF for RS, when the long-range
interaction is absent, was suggested. This method is applicable in the case
T > Tc. Here analytic and numerical investigation of q-dependence for CF of
some models was performed. The Ising model (IM) (IM corresponds to ITM
with M = 1) on square lattice within the frame of two-particle cluster ap-
proximation (TPCA) and four-particle cluster approximation (FPCA) was
considered. The model of ferroelectrics KD2PO4 was studied too. In the
paper [35] for IM within the frame of cluster expansion method the method
which allows to find the correlation function of arbitrary order for RS within
cluster approximation was suggested. For IM on hypercubic lattices within
TPCA the pair and ternary CF were found. Here it was shown that for
1D system these results coincide with the exact ones. In the ref. [36] it was
proved that TPCA for IM yields exact results for all characteristics of the
system in the case of tree-like lattice. Moreover in the case of square lattice
within CEM the influence of the higher order terms of cluster expansion
on thermodynamic characteristics was studied numerically. The pair CF
in FPCA was also calculated. In the paper [37] CEM was generalized on
the Ising type systems with arbitrary value of spin and detailed numerical
investigation of the Blume-Emery-Griffits model was performed.
In the works [38-41] the dynamics of ferroelectrics with hydrogen bonds
with accounting of tunneling was investigated within the frames of clus-
ter approach. Here the method of two-time Green’s function was used.
The equation for them was uncoupled in the spirit of Tyablikov approxi-
mation with respect to long-range interaction. At such consideration the
short-range intercluster correlations were not taken into account and intr-
acluster Green’s functions appear to be connected only through long-range
interaction. This leads to uncorrespondence of expressions for static sus-
ceptibility which follows (at q = 0 and ωn = 0) from the expressions for
dynamic susceptibility with expressions which are obtained within CA. In
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the works [42,43] a method was developed which within the frames of cluster
approach allowed to obtain selfconsistent results for thermodynamic char-
acteristics and temperature Green’s functions. Within TPCA the reference
Green’s functions were calculated for the Heisenberg model [42] and the
Ising model in a transverse field [43].
In the present work on the basis of cluster approximation the pseu-
dospin systems which are described by Ising type models, are investigated.
In section 2 the statement of CEM for ITM with arbitrary many-particle
short-range interaction is presented. In section 3 within TPCA the ther-
modynamic, correlation functions and relaxational dynamics of IM (M=1)
on hypercubic lattice are investigated. In section 4 in the frames of TPCA
the Ising type model with pair interaction and arbitrary value of spin is
considered. Section 5 is devoted to investigation within TPCA of the Ising
type model describing the ferroelectric properties of crystal KD2PO4.
2 Statement of the cluster expansion method.
In this section we shall consider the cluster expansion method for the Ising-
type model with arbitrary form of the Hamiltonian. In the following sections
we shall apply present method to certain models. The Hamiltonian of IM
with arbitrary values of spin can be written in the following form (Szi =
Si = −M,−M + 2, . . . ,M − 2,M)
−β LH = LH({h(·)}) = H({h(·)}) + 1
2
∑
i,j
Jij(Si, Sj), (2.1a)
H({h(·)}) =
∑
i
hi(Si) +
∑
(ij)
Kij(Si, Sj) +W ({S}), (2.1b)
hi(Si) =
M∑
µ=1
h
(µ)
i S
µ
i ; Kij(Si, Sj) =
M∑
µ=1
M∑
ν=1
K
(µ,ν)
ij S
µ
i S
ν
j , (2.1c)
Jij(SiSj) =
M∑
µ=1
M∑
ν=1
J
(µ,ν)
ij S
µ
i S
ν
j . (2.1d)
The one-site part of the Hamiltonian hi(Si) describes interaction of pseu-
dospins with the fields of different type. The two-site part of the Hamil-
tonian contains the short-range Kij(SiSj) and long-range Jij(SiSj) pair
interactions. The three-site, four-site etc. short-range interactions are in-
cluded in W ({S}). The pseudospin system with the Hamiltonian H({h(.)})
is called the reference system [9-12]. We shall consider the RS which con-
tains only the interaction with the nearest neighbours. In particular, for
pair interaction we can write
K
(µ,ν)
ij = K
(µ,ν)πij; πij =
{
1, i is the nearest neighbour of j,
0, in opposite case. (2.2)
In the case of the Bravais lattice the indices i, j denote the sites of the
lattice. The case of the structure with sublattices we shall consider in sec-
tion 5. In the present paper the pair long-range interaction is taken into
account in the molecular field approximation (MFA). Now the F-function
(the logarithm of partition function) of the system with the Hamiltonian
(2.1) can be written in the following form
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LF({h(·)}) = −1
2
∑
µν
∑
i,j
J
(µ,ν)
ij
L〈Sµi 〉 L〈Sνj 〉+ F({ζ(·)}). (2.3)
Here F({ζ(·)}) is F-function of RS with the Hamiltonian containing the
long-range molecular field λ
(µ)
i :
F({ζ(·)}) = lnZ({ζ(·)}); Z({ζ(·)}) = Sp{s} exp[H({ζ(·)})]; (2.4a)
ζ
(µ)
i = h
(µ)
i + λ
(µ)
i ; λ
(µ)
i =
∑
j,ν J
(µ,ν)
ij
L〈Sνj 〉. (2.4b)
Here the average L〈Sνi 〉 is taken for canonical ensemble and the density
matrix is constructed with the Hamiltonian (2.1a). We shall calculate cor-
relation functions (CFs) of RS (cumulant averages of products of operators
Sµi ) in the following way:
F (l)
(
µ1..µl
ı1..il
; {ζ(·)}
)
= 〈Sµ1i1 . . . S
µl
il
〉c =
=
δ
δζ
(µ1)
i1
. . .
δ
δζ
(µl)
il
F({ζ(·)}). (2.5)
Similarly to (2.5) we shall obtain CFs LF (l)(µ1..µli1..il ; {h(·)}) for system with
long-range interaction. In this case the F-function LF({h(·)}) is differenti-
ated with respect to fields h
(µ)
j . In the MFA these CFs can be connected
with the CFs of RS. In particular for L〈Sµi 〉 using the relations (2.3), (2.5)
we obtain the equality
LF (1)
(
µ
i ; {h(·)}
)
= L〈Sµi 〉 = 〈Sµi 〉 = F (1)
(
µ
i ; {ζ(·)}
)
. (2.6)
If we shall differentiate (2.6) and take into account the functional depen-
dence of ζ(µ) on 〈Sµ′i′ 〉, we shall obtain the relation for pair CFs. It has the
following matrix form
LFˆ (2)({h(·)}) = Fˆ (2)({ζ(·)})
[
1− JˆFˆ (2)({ζ(·)})
]−1
. (2.7)
Here the matrices Aˆ = {A(µ,ν)ij } are constructed with the help of power-type
indices µ, ν and indices of sites i, j. In the homogeneous field h
(µ)
i = h
(µ)
the Fourier transformation diagonalizes the relation (2.7) with respect to
the indices of the elementary cell.
At first let us decompose lattice into clusters for construction of cluster
expansion of F -function [36]. The figure 1 demonstrates decomposition of
square lattice into clusters.
Let us note that certain choice of lattice decomposition depends on the
number of factors. In particular, this choice depends on structure and sym-
metry of crystal, on form of interaction and cluster expansion order. In
the present work we shall use only lattice decomposition into two-particle
(”link”) and four-particle (tetrahedron) clusters. We shall denote the effec-
tive field operator as Rϕi(Si). It effects on site i from the side of cluster R,
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Figure 1: The decomposition of square lattice into clusters (”link”,
”square”) and demonstration of effects of cluster fields on site. Here ”s”
is the number of clusters containing present site, ”b” is the number of clus-
ters containing present link, ”k” is the number of sites in cluster.
which contains this site. The set of these clusters we shall mark πi. Obvi-
ously, si fields effect on an arbitrary site i. After decomposition of lattice
into clusters we pass from summation over sites to summation over clusters.
∑
i
∑
R
Rϕi(Si) =
∑
R
∑
f∈R
Rϕf (Sf ); W ({S}) =
∑
R
WR({S}) ,
∑
(ij)
Kij(SiSj) =
∑
R
∑
ff ′∈R
1
bff ′
Kff ′(SfSf ′). (2.8)
Here we shall consider the cases when WR({S}) contains only spins from
the cluster R. Taking into account (2.8) after identical transformation the
Hamiltonian (2.1) is represented in the following way
H =
∑
i
Hi(Si) +
∑
R
UR({S}) , (2.9)
where
Hi(Si) = hi(Si) +
∑
R
Rϕf (Sf ) ,
UR({S}) = −
∑
f∈R
Rϕf (Sf ) + (2.10)
+
∑
ff ′
1
bff ′
Kff ′(SfSf ′) +WR({S}).
Then, using the form (2.9) and cluster expansion method (CEM) [13], the
F-function can be written in the following form
F =
∑
i
Fi + ln〈exp
(∑
R
UR({S})
)
〉0 =
∑
i
Fi +
∞∑
l=1
Kl . (2.11)
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Here we use the notations
Fi = lnZi = lnSpe
Hi ; ρ0 =
∏
i
ρi =
∏
i
eHi
Zi
. (2.12)
Functions Kl contain sums over sets l = (R1 · · ·Rl), which include noncoin-
siding clusters Ri.
Kl =
∑
(R1,...,Rl)
K(R1, . . . , Rl) =
∑
{l}
K(l) ,
K(l) =
∞∑
ν1=1
. . .
∞∑
νm=1
1
ν1!
. . .
1
νm!
〈Uν1R1 . . . UνmRm〉0 . (2.13)
The cluster functions K(l), as it is well known, are expressed by means of
L(m)-functions as well as functions L(l) are expressed by means of K(m)
in the following way [13]
K(l) =
l∑
m=1
(−1)l−m
∑
m⊂l
L(m) = L(l) +
l−1∑
m=1
(−1)l−m
∑
m⊂l
L(m) , (2.14a)
L(l) =
l∑
m=1
∑
m⊂l
K(l) = K(m) +
l−1∑
m=1
∑
m⊂l
K(m) , (2.14b)
where L-function has the form (M(l)-moment function):
L(l) = lnM(l) = F (l)−
∑
i∈
∑l
n=1
Rn
Fi ,
M(l) = 〈exp
[
l∑
n=1
URn
]
〉0 . (2.15)
Here we use the notations l for set of clusters, F (l) for F-function, Z(l) for
partition function and H(l) for the Hamiltonian:
F (l) = lnZ(l) = Sp{S} exp{H(l)} ,
H(l) =
∑
i∈
∑l
n=1
Rn
Hi +
l∑
n=1
URn . (2.16)
Arbitrary set of clusters l of present type forms certain graph (diagram) [36]
on the lattice. We shall call graph to be unconnected one if it has parts which
do not contain common sites. These parts will be independent statistically,
when we shall carry out the averaging with distribution function ρ0. Let
us separate arbitrary graph n into two graphs n1 and n2 which have not
comon clusters, but which may have common sites.
n1 n2 n = n1 ∪ n2, n1 ∩ n2 = M12. (2.17)
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HereM12 is the set of sites, which is common for n1 and n2. Let us represent
the sum
∑
m⊂n in the form
∑
m1
∑
m2
, where m1 ⊂ n1, m2 ⊂ n2. Then we
can write (after separation of items with m1 = 0 and m2 = 0 )
K(n) = L(n)−L(n1)−L(n2)−
n1∑
m1=1
n2∑
m2=1
∑
m1⊂n1
∑
m2⊂n2
K(m1+m2) . (2.18)
The prime near the symbol of sum means that item at m1 = n1, m2 = n2
is omitted. Let the following condition take place
L(m1 +m2) = L(m1) + L(m2), ∀m1 ⊂ n1 ,m2 ⊂ n2. (2.19)
Then we can carry out recurrent procedure for K(m1 +m2), which begins
with m1 = 1, m2 = 1. For m1 = 21 = 11 + 1
′
1, m2 = 11 we have
K(11 + 12) = L(11 + 12)− L(11)− L(12) ≡ 0 ,
K(1′1 + 12) = L(1
′
1 + 12)− L(1′1)− L(12) ≡ 0 , (2.20)
K(21 + 12) = L(21 + 12)− L(21)− L(12)
−K(11 + 12)−K(1′1 + 12) ≡ 0.
Similarly we can obtain
K(m1 +m2) ≡ 0, ∀m1 ⊂ n1 , ∀m2 ⊂ n2 . (2.21)
The condition (2.19) is fulfiled for n1 and n2 being two unlinked parts of
graph n (when M12 = 0). The condition can be fulfiled also for some linked
graphs, if we choose the fields Rϕi by certain manner (see the following
section or paper [36]). Let’s note [36] that for set (2.14a) some L-functions,
which correspond to unlinked diagrams are eliminated by L-functions of
linked diagrams of certain type. Therefore there is a sum over linked graphs
of certain class in (2.14a).
In the present paper we shall use mainly the first approximation for
F -function and the decomposition of the lattice into R-particle clusters
(RPCA). As it follow from (2.11)–(2.16) the F -function in RCPA has the
form [36]
F({ζ(·)}) = −
∑
i
(si − 1)Fi({ζ˜(·)}) +
∑
R
FR({R′ ζ˜(·)}) . (2.22)
Here the notations for intracluster one-particle (Fi) and R-particle (FR)F-functions and corresponding partition function Zi, ZR are introduced
Fi({ζ(·)i }) = lnZi({ζ˜(·)i }); Zi({ζ˜(·)i }) = SpSieHi(Si); (2.23a)
FR({R′ζ(·)}) = lnZR({R′ ζ˜(·)}); ZR({R′ ζ˜(·)}) = Sp{S}eHR(S) .(2.23b)
The one-particle Hamiltonian Hi(Si) and R-particle Hamiltonian HR({S})
have the form
Hi(Si) =
∑
µ ζ˜
(µ)
i S
µ
i ; ζ˜
(µ)
i = ζ
(µ)
i +
∑
R′
′
Rϕ
(µ)
i ; (2.24a)
HR({S}) =
∑
f∈RHj(Sj) + UR({S}) =
=
∑
f∈R Rζ˜f (Sf ) +
∑
ff ′∈R
1
bff ′
Vff ′(SfSf ′) +WR({S}); (2.24b)
Rζ˜f (Si) =
∑
µ Rζ˜
(µ)
f S
µ
f ; Rζ˜
(µ)
f = ζ
(µ)
f +
∑
R′ 6=R R′ϕ
(µ)
f . (2.24c)
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As we can see from (2.24c), the fields Rϕ
(µ)
f which effect on site f ⊂ R from
cluster R are not contained in R-particle Hamiltonian. This is naturally due
to the fact that all these interactions are taken into account exactly with
the help of terms Vff ′ and WR. On the basis of Hamiltonians Hi, HR we
can introduce intracluster density matrices
ρi(Si) =
eHi(Si)
Zi
; ρR({S}) = e
HR({S})
ZR
, (2.25)
and intracluster CFs
〈(Si)li1(S2i )l
i
2 . . . (SMi )
liM 〉cρi , (2.26a)
〈(Sf1)K
f1
1 . . . (SMf1 )
K
f1
M . . . (SfR)
K
fR
1 . . . (SMfR)
K
fR
M 〉cρR . (2.26b)
We shall calculate CFs (2.26) on the basis of F -functions (2.23) and rela-
tions of (2.4)-type. Evidently, they do not equal zero only if the site indices
(i or f) belong to present cluster (i or R).
We shall find the system of equations for the fields Rϕ
(µ)
i from condition
of stationarity of F-function with respect to these fields. In the present
paper we shall consider only RPCA. As it will be written in the following
sections the system of NsiM equations in RCPA has the form
〈Sµi 〉ρi = 〈Sµi 〉ρR . (2.27)
Here the average is defined with respect to density matrices (2.25). The
system (2.27) is equivalent to the system of Nsi(M + 1) equations
ρi(Si) = SpR−i ρR({S}) , (2.28)
which coincides with the exact relations between one particle and R-particle
density matrices. Among Nsi(M + 1) equations (2.28) only NsiM ones
are independent because Nsi conditions SpiSpR−i ρr({S}) = 1 are fulfiled
identically. In the homogeneous field (hi = h, ζi = ζ, Rϕ
(µ)
i = ϕ
(µ)) (2.27)
gives M equations for M unknown fields ϕ(µ).
3 Thermodynamic and dynamic properties of
the Ising model. Two-particle cluster approxi-
mation
3.1 The main relations. Thermodynamic properties
In the present section we shall consider the Ising-type model atM = 1, Si =±1 (Ising model-IM) in the case of hypercubic lattice. Now the Hamiltonian
(2.1) contains only linear and bilinear forms of pseudospin operators and we
can write it in the following way
H({ζ}) =
∑
i
ζiSi +
∑
(ij)
KijSiSj; Kij = βKπij . (3.1)
In TPCA the cluster contains only two sites (R1r = (1, r)) and we can speak
about effect on the site i from it’s neighbour r. This fact leads to the change
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of notations for the cluster fields: Rϕ1 → rϕ1. Thus, taking into account
(2.22)–(2.24), we obtain (si = z, bff ′ = 1) [35]
F({ζ}) = (1− z)
∑
1
F1(ζ˜1) +
1
2
∑
1,r
F1r(r ζ˜1 |1 ζ˜r). (3.2)
The one-particle and two-particle cluster Hamiltonians have the form
H1(S1) = ζ˜1S1; ζ˜1 = ζ1 +
∑
r′∈π1 r
′ϕ1 ,
H12(S1, S2) =2 ζ˜1S1 +1 ζ˜2S2 +KS1S2 , (3.3a)
2ζ˜1 = ζ1 +
∑
r′∈π1; r′ 6=2 r
′ϕ1; 1ζ˜2 = ζ2 +
∑
r′∈π2;r′ 6=1 r
′ϕ2. (3.3b)
Thus, the following expressions are obtained for the intracluster F-functi-
ons:
F1(ζ˜1) = F
(0)
1 = ln{2 cosh ζ˜1}; (3.4a)
F1r = F
(00)
1r =
= ln
{
2eβK [cosh(r ζ˜1 + 1ζ˜r) + e
−βK cosh(r ζ˜1 − 1ζ˜r)]
}
. (3.4b)
If we take into account the long range interaction in MFA we must renor-
malize the field ζi: ζi = hi + λi = hi +
∑
j Jij〈Sj〉. Here hi is an external
field, λi a long-range-acting molecular field.
In the present section we shall use the following notations
F (l)i1...iR({ζ}) = 〈Si1 . . . SiR〉c =
δ
δζi1
. . .
δ
δζil
F({ζ}) , (3.5a)
ζ˜
(1)
ij = δij +
∑
r∈πi
rϕ
(1)
ij =
δ
δζj
ζ˜i,
ζ˜
(l−1)
i1i2...il
=
δ
δζi2
. . .
δ
δζil
ζ˜i1 =
∑
r∈πi1
rϕ
(l−1)
i1...il
; l ≥ 3 , (3.5b)
rϕ
(l−1)
i1...il
=
δ
δζi2
. . .
δ
δζil
rϕi1 ,
F
(l)
i1
(ζ˜1) =
∂l1
∂(ζ˜1)l
F
(0)
1 (ζ˜1) = 〈Sl〉cρ1 ,
F
(l1l2)
12 (2ζ˜1 |1 ζ˜2) =
∂l1
∂(2ζ˜1)l1
∂l2
∂(1ζ˜2)l2
F
(00)
12 = 〈Sl11 Sl21 〉cρ12 . (3.5c)
Now taking into account (2.5) we easily obtain from (3.2)
〈S1〉 = F (1)1 ({ζ}) =
∂
∂ζ1
F({ζ}) +
∑
1′,r
∂
∂rϕ1′
F({ζ}) rϕ(1)1′1 . (3.6)
Here
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∂
∂ζ1
F({ζ}) = (1− z)F (1)1 +
∑
r′
F 101r′ , (3.7a)
∂
∂rϕ1′
F({ζ}) = (1− z)F (1)1′ +
∑
r′
F 101′r′ − F 101′r . (3.7b)
Proceeding from stationarity condition for F({ζ}) with respect to rϕ1
( ∂∂rϕ1F({ζ}) = 0) on the basis of (3.6) and (3.7) we find the following
relations
m1 = 〈S1〉 = F (1)1 ({ζ}) = F (1)1 ({ζ˜1}) , (3.8a)
〈S1〉ρ1 = F (1)1 ({ζ˜1}) = F (10)1r (r ζ˜1 |1 ζ˜r) = 〈S1〉ρ1r . (3.8b)
If the long-range interaction is absent (3.8b) gives the system of Nz equa-
tions for Nz unknown variational fields rϕi({ζ},K) while (3.8a) gives the
expression for the average value 〈S1〉. The expression (3.8b) is equivalent to
the relation between one-particle ρ1 and two-particle ρ1r density matrices:
ρ1(S1) = SpSrρ1r(S1, Sr). (3.9)
This equivalence can be proved if one takes into account that among 2Nz
equations (3.9) only Nz equations are independent because NZ conditions
SpS1Srρ1r(S1, Sr) = SpS1ρ1(S1) = 1 are accomplished. It follows from (3.9)
that
F
(l)
1 (ζ˜1) = 〈(S1)l〉cρ1 = 〈(S1)l〉cρ12 = F
(l,0)
1r (r ζ˜1 |1 ζ˜r) (3.10)
The equation (3.9) can be written in the other form which is useful for
diagram analysis
M(1r) = SpS1Sr(ρ1ρre
U1r) = SpSrρre
U1r . (3.11)
Let us consider in expansion for F-function certain type of graphs which
contains links that connect the site 1 with another part of the present
graph [36]. In particular, this type of diagrams includes tree-graph, that
is graph of links without loops.
(3.12)
Let us denote by ν the set of all sites of graph n. Then for the moment
function of graph (3.12) taking into account (3.11) we can write
M(n+ (1r)) = Sp{Sj}
∏
j∈ν
ρj exp(
∑
R∈n
UR)Spρre
U1r =M(n)M(1r). (3.13)
Since M -function for the graph (3.12) is factorized, the corresponding L-
function has the additive form (2.19). This fact means that for the graph
of (3.12)-type the K function is equal to zero. It is shown in [36] that
the differentiation ∂∂rϕ1 of K-function for tree type graphs also gives zero.
But for K-function of arbitrary graph this condition is not fulfilled (when
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the index i in operator ∂∂kϕi coincides with r in (3.12) and n does not
contain links with free tails). Thus if in the expansion of F-function we shall
consider only tree-graph and function rϕi({ζ},K) will satisfy the system
(3.11) (or identical system (3.8b)) then the stationarity of F-function with
respect to fields will have been accomplished. In this case the expressions
for F-function and 〈S1〉 coincide with expressions (3.2) and (3.8a) which are
obtained in TPCA. It follows that for the lattice of the tree type, e.g. for
1D chain, the TPCA gives an exact results for all quantities of the IM with
Hamiltonian (3.1) [35,36].
Now we pay attention to thermodynamical properties of IM in TPCA
taking into account the long-range interaction in MFA. In the case of ho-
mogeneous field extracting β we can write
rϕi = βϕ;
∑
r
rϕi = zβϕ; ζi = βζ = βh+ βJ0m; (3.14a)
ζ˜i = ζ˜ = β(ζ + zϕ); r ζ˜i = β
˜˜
ζ = β[ζ + (z − 1)ϕ]; (3.14b)
where J0 = J(q → 0). From (3.2), (2.23) and (3.14) for the free energy
per site f(h,K) we obtain the following result
β Lf(h,K, J) = 12J0m
2 + βf(ζ,K) ,
−βf(ζ,K) = 1NF(ζ) = (1− z) lnZ1(ζ˜) + z2 lnZ12(˜˜ζ). (3.15)
Here the following notation is used
Z1(ζ˜) = 2 cosh(βζ˜); a = e
−2βK ;
Z12(
˜˜
ζ) = 2eβK [cosh(2β
˜˜
ζ) + a] . (3.16)
The system of equations (3.8) for m and ϕ has the form
m = tanh[β(ζ + zϕ)]; zϕ = −ζ + (2β)−1 ln 1 +m
1−m ; (3.17a)
tanh[β(ζ + zϕ)] = sinh(2β
˜˜
ζ)[cosh(2β
˜˜
ζ) + a]−1 . (3.17b)
In the case J0 = 0 the system (3.17) leads to single equation for ϕ(βh, βK)
(or for m(βh, βK)) if we exclude m (or ϕ) from (3.17a). In the 1D case
(Jo = 0, z = 2) the equation (3.17b) for ϕ can be solved exactly, and
for m and f from (3.15) and (3.17a) we get the generally known exact
results [44,45]
−βf = K + ln[cosh βK + r] , (3.18a)
m =
sinh(βh)
r
; r =
√
a2 + sinh2(βh) . (3.18b)
The equation (3.17b) can be used to obtain expressions for ∂ϕ∂ζ ,
∂ϕ
∂h . It
makes possible to find the pair correlation function (〈SiSj〉c)q = F (2)q at
q = 0 and longitudinal isothermic susceptibility χzz(q = 0) = χzz0 for IM:
LF (2)q=0 =
δm
δh
= [(F (2)0 )−1 − βJ0]−1; χzz0 = β
d2
υa
LF2q=0 . (3.19)
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Here d is the dipole electric (or magnetic) moment per one cell, va is the
volume of elementary cell,
(F (2)0 )−1 =
z
2
[a+ cosh(2β
˜˜
ζ)]2
1 + a cosh(2β˜˜ζ)
− z − 1
1−m2 . (3.20)
In the 1D case from (3.20) using solution for ϕ one obtains the expression
(F (2)0 )−1 = r3[a2 cosh(βh)]−1 . (3.21)
On the basis of (3.15) one can easy obtain other thermodynamic quantities
of IM in TCPA, in particular, entropy and specific heat. In the case h = 0
the equation (3.17) for ϕ (or m) always has the solution ϕ = 0 (m = 0) and
at T < Tc (below the phase transition temperature) these equations have
also non-trivial solution ϕ 6= 0 (m 6= 0). As it was shown in [36], in TCPA
for IM at K > 0 the phase transition (PT) of the second order takes place.
The equation for Tc is found from divergence condition for
LF (2)0
z exp[−2βcK]− z + 2 = 2βcJ0 . (3.22)
At J0 = 0 from (3.22) one obtains well known result for Tc of IM in
TCPA [44,45]
kBTc = 2K
[
ln
z
z − 2
]−1
.
In the 1D case (z = 2) from (3.23) we find that Tc = 0. Thus for 1D IM the
PT is absent at temperatures above zero.
3.2 The correlation functions
In the present section we are going to consider briefly the suggested method
for calculation of the correlation functions of IM in the cluster approach.
We are going to find the explicit expressions for the pair and ternary CFs
in the wave vector space. The results and the method of calculation of CFs
in the site space in 1D case are presented in the work [35].
On the basis of relations (2.5) and (3.8a) CFs can be expressed with the
help of derivatives of fields ζ˜i (see (3.5b)) with respect to ζj. We present the
general expressions for pair, ternary and four-spin CFs in the wave vector
space [35]
F (2)(q1) = F (2)ζ˜(1)(q1) , (3.23a)
F (3)(q1q2) = F (3)ζ˜(1)(q1)ζ˜(1)(q2) + F (2)ζ˜(2)(q1q2) , (3.23b)
F (4)(q1q2q3) = F (4)ζ˜(1)(q1)ζ˜(1)(q2)ζ˜(1)(q3) +
+F (2)ζ˜(3)(q1q2q3) + F
(3)
[
ζ˜(1)(q1)ζ˜
(2)(q2q3)+
+ζ˜(1)(q2)ζ˜
(2)(q1q3) + ζ˜
(1)(q3)ζ˜
(2)(q1q2)
]
, (3.23c)
F (2) = 1−m2;F (3) = −2mF (2);F (4) = −2F (2)(1− 3m2). (3.23d)
Thus it is necessary to construct the equations for ζ˜(1)(q), ζ˜(2)(q1,q2)
and ζ˜(3)(q1,q2,q3) (on the basis of (3.8b)) for the computation of F (2)(q),
F (3)(q1,q2) and F (4)(q1,q2,q3).
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Now we are going to consider the equation for ζ˜(1)(q). Differentiating
(3.8b) with respect to ζ2 one obtains
F
(2)
1 ζ˜
(1)
12 = F
(20)
1r r ζ˜
(1)
12 + F
(11)
1r 1ζ˜
(1)
r2 , (3.24a)
r ζ˜
(1)
12 = ζ˜
(1)
12 − rϕ(1)12 ; 1ζ˜(1)r2 = ζ˜(1)r2 − 1ϕ(1)r2 . (3.24b)
Taking into account (3.24b) and (3.10) the equation (3.24a) and the same
equation with replaced indices 1↔ r constitute the system of equations for
the fields rϕ
(1)
12 and 1ϕ
(1)
r2 . This system can be written in the form
(
1 f1r
fr1 1
)(
rϕ
(1)
12
1ϕ
(1)
r2
)
=
(
f1r ζ˜
(1)
r2
fr1 ζ˜
(1)
12
)
; f1r =
F
(11)
1r
F
(20)
1r
(3.25)
From (3.25) one can easy express rϕ
(1)
ij in terms of ζ˜
(1)
ij . Taking into con-
sideration the relationship (3.5b) between ζ
(1)
ij and
∑
r rϕ
(1)
ij one can obtain
the equation for ζ
(1)
ij .
Θ11ζ˜
(1)
12 = δ12 +
∑
r
f1r d
−1
1r1 ζ˜
(1)
r2 . (3.26)
Here the following notations are introduced
Θ11 =
∑
r
1 + (z − 1)f1rfr1
d1r1
; d1r1 = 1− f1rfr1 = dr1r . (3.27)
Let us note that (3.26) is the equation for ”correlation function” ζ˜
(1)
ij of
the Ornstein-Zernike type. If we take into account the relation F (2)ij =
F
(2)
i ζ
(1)
ij we obtain the equation of the present type for pair CF F (2)ij . In
the works [32,33] the equation of this type was constructed artificially. This
fact leads to unselfconsistent results for static susceptibility obtained from
CFs and from free energy in the case of ordered phase. For uniform field
the following relations take place
f1r = fπ1r; d1r1 = d = 1− f2; Θ11 = Θ = 1 + (z − 1)f
2
1− f2 ; (3.28a)
F 20 =
1 + a2 + 2a cosh 2β
˜˜
ζ
[a+ cosh 2β˜˜ζ]2
; F 11 =
1− a2
[a+ cosh 2β˜˜ζ ]2
;
f =
1− a2
1 + a2 + a cosh 2β
˜˜
ζ
D=1→ cosh(βζ)− r
cosh(βζ) + r
(3.28b)
Performing Fourier-transformation for (3.26) and taking into account
(3.23a) we obtain the expression for the pair CF of IM in TPCA
F (2)(q) = F (2)
1 + f
1− (z − 1)f + (1− f)−1fzΘ(q) =
F (2)(0)
1 + ΦzΘ(q)
. (3.29)
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Here the following notations are introduced
F (2)(0) =
F (2)(1 + f)
1− (z − 1)f ; Φ =
f(1− f)−1
1− (z − 1)f ; (3.30a)
Θ(q) =
1
z
[π(0) − π(q)] = 2
D
D∑
i=1
sin2(qi/2);
π(q) =
∑
r
π(r)e−iqr = 2
D∑
i=1
cos qi . (3.30b)
Let us note that equation (3.26) in site space is exact for the tree-type lat-
tice. But for Fourier-transformation (3.30) we use the translational symme-
try. Thus the expression (3.29) is exact only for 1D case. It leads to the well
known results, which we write in both wave and site spaces (q = q1) [46-48]
F (2)(q) =
cosh βζ a2 r−1
r2 + (1− a2) sin2 q/2; 〈S0Sn〉 =
( a
r
)2
fn . (3.31)
The expression for 〈S0Sn〉 is also obtained in the work [35] in another way.
Now we are going to consider how to obtain the equation for ζ
(2)
ijl . It will
give us the possibility to calculate the ternary CF. Differentiating (3.26) one
finds
Θ11ζ˜
(2)
123 = −
∑
r
f
(1)
1r3fr1 + f1rf
(1)
r13
d21r1
ζ˜
(1)
12 +
+
∑
r
f
(1)
1r3 + f
2
r1f
(1)
r13
d21r1
ζ˜
(1)
r2 +
∑
r
f1r
d1r1
ζ˜
(2)
r23 . (3.32)
Here the following notations are used
f
(1)
1r3 =
δ
δζ3
f1r; f
(1)
r13 =
δ
δζ3
fr1 . (3.33)
The derivatives (3.33) one can easily compute:
f
(1)
1r3 = f
(01)
1r d
−1
1r1[ζ˜
(1)
r3 − fr1ζ˜(1)13 ],
f
(1)
r13 = f
(01)
r1 d
−1
1r1[ζ˜
(1)
13 − f1r ζ˜(1)r3 ], (3.34)
where
f
(01)
ij =
∂
∂j ζ˜i
fij = −2fij[f (01)ij − fijF (10)ij ],
f
(10)
1r =
∂
∂r ζ˜1
f1r = 0; f
(10)
r1 =
∂
∂1ζ˜r
fr1 = 0. (3.35)
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Substituting (3.35) into (3.32) one can find the equation for ternary ”CF”
ζ
(2)
ijl
Θ11ζ˜
(2)
123 =
∑
r
f1r
d1r1
ζ˜
(2)
r23 (3.36)
+
∑
r
{
A1r ζ˜
(1)
12 ζ˜
(1)
13 +B1r[ζ˜
(1)
12 ζ˜
(1)
r3 + ζ˜
(1)
13 ζ˜
(1)
r2 ]− C1r ζ˜(1)r2 ζ˜(1)r3
}
.
Here the notations are introduced
A1r = [f
(01)
1r f
2
r1 − f (01)r1 f1r]d−31r1 ,
B1r = [f
(01)
r1 f
2
1r − f (01)1r fr1]d−31r1 , (3.37)
C1r = [f
(01)
r1 f
3
1r − f (01)1r ]d−31r1 .
Taking into consideration (3.28) the equation (3.36) for uniform field can
be written in the form
Θζ˜
(2)
123 =
f
d
∑
r
π1r ζ˜
(2)
r23 (3.38)
+
∑
r
π1r
{
A[ζ˜
(1)
12 ζ˜
(1)
13 + ζ˜
(1)
12 ζ˜
(1)
r3 + ζ˜
(1)
13 ζ˜
(1)
r2 ]− C1r ζ˜(1)r2 ζ˜(1)r3
}
,
where
A =
2mf2
(1 + f)2d
; C =
2mf(1 + f + f2)
(1 + f)2d
. (3.39)
Note that (3.38) is the three-particle analogy of Ornstein-Zernike equation.
Performing Fourier-transformation in (3.38) and using the relation
Θ− f
d
π(q1 + q2) =
1
ζ˜(1)(q1 + q2)
(3.40)
we get the following result for ζ˜(2)(q1,q2)
ζ˜(2)(q1q2) = {[z + π(q1) + π(q2)]A− Cπ(q1 + q2)} ×
×ζ˜(1)(q1)ζ˜(1)(q2)ζ˜(1)(q1 + q2). (3.41)
Substituting (3.41) in (3.23b) for ternary CFF (3)(q1,q2) we finally find [35]
F (2)(q1q2) =
{
F (3) + F (2)[(z + π(q1) + π(q2))A−
−Cπ(q1 + q2)]ζ˜(1)(q1 + q2)
}
ζ˜(1)(q1)ζ˜
(1)(q2). (3.42)
It is easy to see (invoking (3.39)) that at T > Tc the relation F (3)(q1,q2) = 0
fulfils. For computation of ζ
(2)
123, F (3)123 it is necessary to transform (3.41),
(3.42) to site representation. The expressions for them (see [35]) will contain
the sums over sites. In the 1D case these sums due to the form ζ
(1)
12 = f
|1−2|
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lead to the sums of geometrical progression. After cumbersome transforma-
tion the following expression for ternary CF can be obtained [35]
F (3)(j, k) = 〈S0SjSk〉c = F (3)fk; ζ˜(2)(j, k) = 2mfk(f j − 1); 0 ≤ j ≤ k.
(3.43)
It is important to note that F (3)(j, k) does not depend on intermediate index
j (0 ≤ j ≤ k). Let us note that the expression for F (3)(j, k) which is ob-
tained by us in the frame of TPCA coincides with the result of works [47,48].
In these works the explicit expressions for mentioned above quantities are
written only at k = j + 1, j + 2. In the work [35] using the solution for the
fields rϕ
(2)(j, k) the expression (3.43) is obtained immediately in the site
representation.
3.3 Relaxational dynamics.
In the present subsection we shall consider the relaxational dynamics of the
IM. Our main task is the calculation of the longitudinal dynamic suscepti-
bility of the system under consideration
χ(q, ω) =
∫ +∞
−∞
dte−iωt
∑
i−j
eiqRijχij(t) ,
χij(t, t
′) =
δmit
δζjt′
|δζjt′=0; mit = 〈Si〉ρ(t) = mi + δmit . (3.44)
Here we consider the dynamical response of the system with respect to small
time-dependent mechanical perturbation of the initial Hamiltonian in the
form
∑
j δζi(t)S
z
j . For the system described by the Hamiltonian (3.1) we
can calculate only the static susceptibility χ(q, 0). The evaluation of dy-
namic susceptibility can be accomplished if we shall take aditional to (3.1)
items which contain other component of pseudospins or if we shall take
into account the interaction of the IM with dissipative subsystem (thermo-
stat) [48]. Further we shall investigate the system which contains becides
the (3.1) with the substitution ζi → ζi,t = ζi + δζi,t also the Hamiltonian
of thermostat and interaction of thermostat with the Ising subsystem in
the form
∑
jaU
a
j S
a
j (a = x, y, z). Here U
a
j contains only the variables of
thermostat. Within the framework of nonequilibrium statistical operator
(NSO) method one can obtain [48-51] the kinetic equation (KE) for unary
CF 〈Si〉ρ(t). Using some approximations [48] this KE can be lead to the
Glauber-type form [52,46]
[1 + τiΩit]〈Si〉ρ(t) = 〈F (1)(ǫit)〉ρ(t) , (3.45a)
Ωit =
d
dt
+ ζi/τi
d2
dt2
; ǫit = ζit +
∑
r
K1rSr . (3.45b)
Here τi = γ
−1
i is the bare time of relaxation (γi is the bare damping) which
depends on the parameters of thermostat and on parameters of interaction of
pseudospin subsystem with the thermostat. In addition to [48] we introduce
also the bare resonance frequency ωi (ζi = ω
−2
i ). This is entirely in the spirit
of phenomenological equation for damped oscilator (see [5]) with frequency
ωi and with the damping γi. The equation (3.45a) in the case ζi = 0 can be
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obtained also if we shall proceed from the Glauber master equation for the
density matrix of the system [52,46]. If we shall develop F (1)(ǫit) as a set
in Sr one can obtain expression for 〈F (1)(ǫit)〉 which contains distribution
functions starting from unary 〈Si〉ρ(t) up to the function of the power z
〈Si1Si2 · · · Siz〉ρ(t). The site indices of mentioned above functions belong to
the certain coordinate sphere πi of the site i. In the following for average
〈F (1)(ǫit)〉 we shall restrict ourselves only by one-particle approximation
〈F (1)(ǫit)〉ρ(t) ≈ F (1)(ζ˜it) , (3.46a)
ζ˜it = ζit +∆it; ∆it =
∑
r∈πi
rϕit =
∑
r∈πi
Kir
ϕ〈Sr〉t (3.46b)
and two-particle one
〈F (1)(ǫit)〉ρ(t) ≈ 〈F (1)(j ζ˜it +KijSj)〉ρ(t) ≡
≡ Li(j ζ˜it,Kij) + P (j ζ˜it,Kij) k〈Sj〉t , (3.47a)
j ζ˜it = ζ˜it − jϕit = ζit +
∑
r∈πi;r 6=j
rϕit . (3.47b)
Here the following notations are introduced
L(j ζ˜it,Kij) = Lij,t =
1
2
∑
σ=±1
F (1)(j ζ˜it +Kijσ) , (3.48a)
P (j ζ˜it,Kij) = Pij,t =
1
2
∑
σ=±1
σF (1)(j ζ˜it +Kijσ). (3.48b)
The field rϕit is taken to be the same in both approximations. The
equations for rϕit (or for 〈Si〉t) will be written below. The direct evaluation
gives the following results (aij = exp(−2βKij)):
Lij,t =
sinh[2β j ζ˜it]
cosh[2β j ζ˜it] + cosh 2βKij
=
=
2aij sinh[2β j ζ˜it]
1 + a2ij + 2aij cosh[2β j ζ˜it]
, (3.49a)
Pij,t =
sinh 2βK12
cosh[2β j ζ˜it] + cosh 2βKij
=
=
1− a2ij
1 + a2ij + 2aij cosh[2β j ζ˜it]
, (3.49b)
Pij,t =
F (11)(j ζ˜it, iζ˜jt)
F (20)(j ζ˜it, iζ˜jt)
|ζij=ζ→ f . (3.49c)
In the last relation we take into account the expressions for intracluster
CF F
(11)
ij , F
(20)
ij (see (3.28a)). Substituting (3.46a) and (3.47a) at i = 1, 2
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in (3.45a) and writing two-site systems of equations in the matrix form we
obtain (1mit =
1〈Si〉t; kmit = k〈Si〉t)
τiΩit
1mit = F
(1)(ζ˜it)− 1mit;
dˆt
kmt = Lt − Pˆt kmt; dˆt = {δijτiΩit}; (3.50a)
kmt =
(
km1t
km2t
)
;Lt =
(
L12,t
L21,t
)
; Pˆt =
(
1 −P12,t−P12,t 1
)
.(3.50b)
By the direct computation one can obtain the following relations
F10t = P−1t Lt; Dt = 1− P12,t P21,t ;(
F 1012,t
F 1021,t
)
=
1
Dt
(
L12,t + P12,t L21,t
L21,t + P21,t L12,t
)
. (3.51)
Here the function F
(10)
12,t = F
(10)( 2ζ˜1t, 1ζ˜2t) already was used by us in the
subsection 3.2. The system (3.50) can be represented in the form
τ1Ω
1
itmit = F
(1)
i,t −1 mi,t , (3.52a)
D−1t [τ1 Ωit
kmit + Pij,t τj Ωjt kmjt] = F 10ij,t −k mi,t . (3.52b)
The dynamic version of TPCA is constructed similarly to the static case.
Thus the equality 1mit =
kmit gives the equation for the fields jϕit.
For the static fields ζit = ζi the left side of (3.52) is equal to zero and
we obtain the system of equations (3.8) for the nonfluctuating part mi. Let
us represent the effective fields in the form of sum of static and fluctuating
parts.
ζit = ζi + δζit; jϕi = jϕi + δ jϕit ; (3.53a)
ζ˜it = ζ˜i + δζit; j ζ˜it = j ζ˜i + δ j ζ˜it ; (3.53b)
δ j ζ˜it = δζ˜it − δ jϕit;
∑
j∈πi
δ jϕit = δζ˜it − δζit . (3.53c)
Let us substitute (3.53) in (3.52) and obtain two systems of equations.
The first system of equations for mi coincides with (3.8) and the second one
for δmit has the form
τiΩitδmit = F
(2)
i δζ˜it − δmit , (3.54a)
D−1t [τ1 Ωit δmit + Pij τj Ωjt δmjt] =
= F
(20)
ij [δζ˜it − δ jϕit] + F (11)ij [δζ˜jt − δ iϕjt]− δmi,t . (3.54b)
Here the fact that in TCPA δmit = δ
1mit = δ
kmit is taken into account.
Using (3.54a) the terms of type τiωitδmit can be excluded from (3.54b).
As the result we obtain the relationship which connects δjϕit, δiϕjt, δζit,
δmit. Just one more analogous equation can be obtained by permutation of
indices i↔ j. From this system we express the field δjϕit via δζit and δmit.
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Using relation (3.53b) we obtain the equation which one can write together
with (3.54a) in the case of uniform field in the following form (τi = τG)
F (20)δζ˜it = [1 + τGΩt]δmit , (3.55a)[
1 + (z − 1)f2F (20)
]
δζ˜it =
= F (20)(1− f2)δζit + f
∑
r∈πi
πirδmrt . (3.55b)
Substituting F (20)δζˆit from (3.55a) in (3.55b) we obtain the closed set
of equations for δmit. Differentiating the last equation with respect to ζjt
and using (3.44) we find the expression for dynamic susceptibility of the
reference system
χ(q, ω) =
χ(q)
1 + Ω(ω)τ(q)
; Ω(ω) = iω[1 +
ζ
τG
iω], (3.56)
where χ(q) = F (2)(q) (see (3.29), (3.30)) and
τ(q) =
τ(0)
1 + ΦzΘ(q)
; τ(0) = τG
1 + (z − 1)f2
(1− f)[1− (z − 1)f ] . (3.57)
In the 1D case (z = 2, J(q) = 0) when the fields ζ are absent (ζ = 0)
from (3.56) (at ζ = 0) one obtains the expression which coincides with the
well-known exact solution of kinetic equation (3.45) (see [46,53]). This one
gives (a = exp(−2βK), q = q1)
χ(q) =
a
a2 + (1− a2) sin2 q/2; τ(q) =
τG
2
1 + a2
a2 + (1− a2) sin2 q/2 .
(3.58)
In the work [54] the cluster solution of (3.45) (ζ = 0) for χ(q, ω) at arbitrary
value of z was presented only at ζ = 0, q = 0, and this result coincides
with (3.56). Let us now take into account the long-range interaction within
MFA. Now, as before, the equation for mit = 〈Si〉ρ(t) has the form (3.45a)
but we use the system (3.55) in which δζit = δhit+
∑
k Jikδmkt. We find the
susceptibility kχ(q, ω) with the aid of derivative Lχij(t− t′) = δmit/δhit′ at
δhit = 0. This one leads to the relations of (2.7) and (3.56) type
Lχ(q, ω) =
χ(q, ω)
1− J(q)χ(q, ω) =
Lχ(q)
1 + Ω(ω) Lτ(q)
. (3.59)
In the expressions for Lχ(q) and Lτ(q) it is convenient to separate the part
that is independent on wave vector
Lχ(q) =
Lχ(0)
1 + LΦ(q)
; Lτ(q) =
Lτ(0)
1 + LΦ(q)
;
LΦ(q) = LΦzΘ(q) + Lχ(0)[J0 − J(q)]; J0 = J(q→ 0) , (3.60)
where
Lχ(0) =
F 20(1 + f)
D ;
Lτ(0 =
1 + (z − 1)f2
(1− f)D ;
LΦ =
f
(1− f)D ;
D = 1− (z − 1)f − J0F 20(1 + f) . (3.61)
If q→ 0 the expressions (3.60) coincide with the results of the works [55,56].
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4 Application of the two-particle cluster approx-
imation to the Ising model with the arbitrary
value of spin.
In the present section we shall consider the Ising-type model with the arbi-
trary value of spin M taking into account only pair interaction (W ({S}) =
0). The series of concrete results we shall obtain at M = 2 for the Blume-
Emery-Griffits (BEG) model:
H({ζ} =
∑
i
[ζiSi + ζ
′
iS
2
i ] +
∑
(ij)
[KSiSj +K
′S2i S
2
j ] (4.1)
which was suggested in the work [57] for the investigations of phase tran-
sition in mixture of He3-He4. This model corresponds to the system with
the Hamiltonian (2.1) at M = 2 in the case K
(µν)
ij = δµνK
(µ)πij , J
(µν)
ij =
δµνJ
(µ). In what follows below we do not write the index 1 and instead of
index 2 we use the prime symbol. Let us note, that at ζ ′ = −83zK ′ the
Hamiltonian (4.1) describes the system with the bilinear interaction KSiSj,
with the quadrupolar interaction K ′(S2i − 8/3)(S2j − 8/3) and with the ex-
ternal field ζ [2]. Let us note that thermodynamic properties of the BEG
model were investigated by various methods [2] including TPCA. However
the calculation of correlattors have not been carried out untill present time.
We will computate here within TPCA the pair CFs for the IM with arbitrary
value of spin [37].
As it was noted in TCPA we can use the relation (2.22)-(2.26) with
si = z, bff ′ = 1, W ({R}) = 0, R = (12). Now the F-function of the system
under consideration takes the form
F({ζ(·)}) = (1− z)
∑
1
F1({ζ˜(·)1 }) +
1
2
∑
1,r
F1r({r ζ˜(·)1 }, {1ζ˜(·)r }) . (4.2)
The one-particle Hamiltonian and two-particle one in the case of BEG model
read [37]:
H1(S1) = ζ˜1S1 + ζ˜
′S21 ,
ζ˜1 = ζ1 +
∑
r′∈π1
r′ϕ1; ζ˜
′
1 = ζ
′
1 +
∑
r′∈π1
r′ϕ
′
1 , (4.3a)
H12(S1S2) =2 ζ˜1S1 +2 ζ˜1S
2
1 +1 ζ˜2S2 +1 ζ˜2S
2
2 +KS1S1 +K
′S21S
2
2 ,
2ζ˜1 = ζ˜1 −2 ϕ1; 2ζ˜1 = ζ˜1 −2 ϕ′1 . (4.3b)
Let us write the expression for intracluster F-function of BEG model
F1(ζ˜1, ζ˜
′
1) = ln 2[e
4ζ˜′1 cosh 2ζ˜1 + 1/2] , (4.4a)
F12( 2ζ˜1, 2ζ˜
′
1 | 1ζ˜2, 1ζ˜ ′2) = ln 2
{
e4( 2ζ˜
′
1+ 1ζ˜
′
2)+16K
′
[e4K cosh 2( 2ζ˜1 + 1ζ˜2) + e
−4K cosh 2( 2ζ˜1 − 1ζ˜2)] +
+e4 2ζ˜
′
1 cosh 2 2ζ˜1 + e
4 1ζ˜′2 cosh 2 1ζ2 + 1/2
}
. (4.4b)
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Similar to (3.5) we shall use the notations for derivatives
ζ˜
(
µ1 µ2
i1 i2
)
= δi1i2δµ1µ2 +
∑
r∈πi1
rϕ
(
µ1 µ2
i1 i2
)
,
ζ˜
(
µ1 µ2
i1 i2
)
=
δ
δζ
(µ2)
i2
ζ˜
(µ1)
i1
; rϕ
(
µ1 µ2
i1 i2
)
=
δ rϕ
(µ1)
i1
δζ
(µ2)
i2
, (4.5a)
F
(kνν+kµµ)
1 ({ζ˜(·)1 }) =
∂kµ
∂[ζ˜
(µ)
1 ]
kµ
∂kν
∂[ζ˜
(ν)
1 ]
kν
F1({ζ˜(·)}) ,
F
(kµµ+kνν|lδδ+lǫǫ)
1r ({ r ζ˜(·)1 } | { 1ζ˜(·)r }) = (4.5b)
∂kµ
∂[ r ζ˜
(µ)
1 ]
kµ
∂kν
∂[ r ζ˜
(ν)
1 ]
kν
∂lδ
∂[ 1ζ˜
(δ)
r ]lδ
∂lǫ
∂[ 1ζ˜
(ǫ)
r ]lǫ
F1r({ r ζ˜(·)1 } | { 1ζ˜(·)r }) .
Using the relations (2.5) and stationarity condition ∂
∂ϕ
(µ)
i
F ({ζ(·)}) = 0 one
can find the system of N(z + 1)M equations in NZ unknowns 〈Sµ1 〉 and
NzM unknowns rϕ
µ
i ({ζ(·)}, {K(·)})
F (1)
(
µ1
1 ; {ζ(1)}
)
= 〈Sµ11 〉ρ = 〈Sµ11 〉ρ1 = F (µ1)1 ({ζ˜(·)1 }) , (4.6a)
F
(µ1)
1 ({ζ(·)1 }) = 〈Sµ11 〉ρ1 =
= 〈Sµ11 〉ρ1r = F (µ1|0)1r ({rζ(·)1 } | {1ζ(·)r }) . (4.6b)
When the long-range interaction is absent (4.6a) gives the system of equa-
tions for rϕ
(µ)
i while (4.6a) gives the expression for unary correlation func-
tion 〈Sµ1 〉ρ.
The system (4.6b) is identified to Nz independent relations between trial
one-particle ρ1(S1) and two-particle ρ1r(S1, Sr) density matrices (see (3.9)).
These relations and some other ones in which the quantities ρ1, ρ1r and U1r
have not explicit form remain the same form as in the case M = 1 (see
(3.11)-(3.13)). In particular, in the expansion of F-function the K-function
for the graph of (3.12) type give zero contribution. Similar to the case
M = 1 the TCPA gives exact results for responces of the IM with arbitrary
M on the tree-lattice. Let us note that below we shall use the relation of
(3.10) type which we can write in the form
〈(S1)K1 . . . (SM1 )KM 〉cρ1 = 〈(S1)K1 . . . (SM )KM 〉cρ1r . (4.7)
Further we shall present the explicit form for series of responses of BEG
model in TCPA over short-range interaction and in MFA over long-range
interaction [37]. For the free energy function per site from (2.3) and (4.2)-
(4.4) we find
β Lf =
β
2
[
J0m
2 + J ′0q
2
]
+ βf(ζ, ζ ′,K,K ′) , (4.8a)
−βf = (1− z) lnZ1(ζ˜ , ζ˜ ′) + z
2
lnZ12(
˜˜
ζ,
˜˜
ζ
′
) . (4.8b)
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Here the notations are used
Z1(ζ˜, ζ˜
′) = 2e4βζ˜
′
cosh 2βζ˜ + 1 , (4.9a)
Z12 = 2e
β(8˜˜ζ
′
+16K ′+4K)
[
cosh 4β
˜˜
ζ + e−8βK
]
+
+4e4βζ
′
cosh 2β˜˜ζ + 1 , (4.9b)
ζ˜ = ζ + zϕ,
˜˜
ζ = ζ + (z − 1)ϕ; ζ = h+ J0m,
ζ˜ ′ = ζ ′ + zϕ′, ˜˜ζ
′
= ζ ′ + (z − 1)ϕ′; ζ ′ = h′ + J ′0q , (4.9c)
m = 〈Si〉, q = 〈S2i 〉, J0 = J(q→ 0), J ′0 = J ′(q→ 0) .
The system of four equations (4.6) form, q, ϕ, ϕ′ on the basis (4.4)-(4.5)can
be obtained in the form
m =
4e4βζ˜
′
sinh 2βζ˜
Z1(ζ˜, ζ˜ ′)
, (4.10a)
q =
8e4βζ˜
′
cosh 2βζ˜
Z1(ζ˜, ζ˜ ′)
, (4.10b)
e4βζ˜
′
sinh 2βζ˜
Z1(ζ˜ , ζ˜ ′)
=
=
eβ(8
˜˜
ζ
′
+16K ′+4K) sinh 4β
˜˜
ζ + e4β
˜˜
ζ
′
sinh 2β
˜˜
ζ
Z12(
˜˜
ζ,
˜˜
ζ
′
)
, (4.10c)
e4βζ˜
′
cosh 2βζ˜
Z1(ζ˜ , ζ˜ ′)
=
=
eβ(8
˜˜ζ
′
+16K ′+4K)(cosh 4β
˜˜
ζ + e−8βK) + e4β
˜˜ζ
′
cosh 2β
˜˜
ζ
Z12(
˜˜ζ, ˜˜ζ
′
)
. (4.10d)
Let us note that numerical investigation of system (4.10) at different values
of parameters of the Hamiltonian (4.1) in the case J0 = J
′
0 = 0 is carried out
in the work [37]. Here it is also investigated the thermodynamic potential
and static susceptibility of BEG model.
The method of finding CF of IM with arbitrary valueM is similar to one
described in subsection 3.2. But now the matrix relation over indices µ, ν
takes place. One can obtain from the expression (4.6a) the matrix relations
of (3.23) type connecting CF with derivatives from ζ˜
(µ)
i . In the present work
we restrict ourselves to finding only pair CF. Thus differentiating (4.6b) with
respect to ζ
(µ2)
2 we obtain the relation of (3.25) type
rϕˆ12 + fˆ1r 1ϕˆr2 = fˆ1r
ˆ˜
ζr2 , (4.11a)
fˆr1 rϕˆ12 + 1ϕˆr2 = fˆr1
ˆ˜
ζ12 . (4.11b)
Here the following notations and relations are used
fˆij =
[
Fˆ
(2)
i
]−1
Fˆ
(11)
ij ; Fˆ
(2)
i ≡ Fˆ (20)ij , (4.12a)
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Fˆ
(2)
i =
{
F (µ+ν)({ζ˜(·)1 })
}
; Fˆ
(11)
ij =
{
F (µ|ν)({j ζ˜(·)i } | {iζ(·)j })
}
,
ˆ˜ζij =
{
ζ
(
µ ν
i j
)}
; rϕˆij =
{
rϕ
(
µ ν
i j
)}
. (4.12b)
So expressing the matrices rϕˆij with the aid of
ˆ˜ζ ij and forming the closed
equation for
ˆ˜
ζij one can find at the case of uniform field the expression for
ˆ˜
ζ(q). On the basis of matrix relation of (3.23a) type we find the expression
for pair CF F (2)(q). It can be written in two forms [37]
Fˆ (2)(q) = Fˆ (2)
[
1− (z − 1)fˆ+
(1− fˆ)−1fˆzΘ(q)
]−1
(1 + fˆ) , (4.13a)[
Fˆ (2)
]−1
(q) = (1− z)
[
Fˆ (2)
]−1
+ z
[
Fˆ (2) + Fˆ (11)
]−1
+
+
[
Fˆ (2)(Fˆ (11))−1Fˆ (2) − Fˆ (11)
]−1
zΘ(q) . (4.13b)
In the case of BEG model we shall present the explicit form of ma-
trix elements (intracluster pair CF), which are included in (4.13) (F (1+1
′),
F (1+0
′|0+1′))-nondiagonal elements and l (l′)denotes the number of deriva-
tives with respect to unprimed (primed) field [37]:
F (2+0
′) = 8e4βζ˜
′
[
2e4βζ˜
′
+ cosh 2βζ˜
]
Z−21 ,
F (0+2
′) =
32e4βζ˜
′
cosh 2βζ˜
Z21
, (4.14a)
F (1+1
′) = F (1
′+1) =
32e4βζ˜
′
sinh 2βζ˜
Z21
;
F (1+0
′|1+0′) = 8e8β
˜˜ζ
′
{
e16βK
′
[
4eβ(8
˜˜ζ
′
+16K ′) sinh 8βK+
+8e4β
˜˜
ζ
′
sinh 4βK cosh 8β˜˜ζ +
+e4βK cosh 4β
˜˜
ζ − e−4βK
]
− 2 sinh2 2β˜˜ζ
}
Z−212 , (4.14b)
F (0+1
′|0+1′) =
32
Z212
e8β
˜˜
ζ
′
{
eβ(16K+4K)[cosh 4β˜˜ζ +e−8βK ]−2 cosh2 2β˜˜ζ
}
,
F (1+0
′|0+1′) = F (0+1
′|1+0′) =
16
Z212
e8β
˜˜
ζ
′
{
4eβ(4
˜˜
ζ
′
+16K ′) sinh 2β˜˜ζ×
× sinh 4βK +eβ(16K ′+4K) sinh 4β˜˜ζ − 2 sinh 2β˜˜ζ cosh 2β˜˜ζ
}
.
Let us note that the form (4.13) is the typical one for TPCA. Formula
(4.13) gives expression for averaging over configuration of pair spin-spin
CF [58] in the case of Ising mixture with the quenched disorder of replace-
ment. Now the indices µ, ν number sorts of atoms; and intracluster CF
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contain averaging over sort configuration. In the case of the one-sort quan-
tum system (the Hamiltonian of such system contains different components
of spin operators Sa) the form (4.13) gives expressions for the pair cu-
mulant temperature Green functions in the impulse-frequency representa-
tion [42,43]. Now the indices µ, ν number the x, y, z component of spin
operators; Fˆ (2) → Fˆ (2)(ωn), Fˆ (11) → Fˆ (11)(ωn) are expressed with the aid
of intracluster Green functions.
5 Thermodynamics and pair correlation functions
of KD2PO4 ferroelectrics in four-particle cluster
approximation.
5.1 Statement of cluster expansion method. Intracluster
correlations function.
We shall consider a system of deuterons moving on O-D..O bonds in com-
pound of KD2PO4 type. This compound is related to orthorombic symme-
try with the four molecules per West’s elementary cell which is characterized
by basic vector: |e1| = |e1| = 7.469A, |e3| = 6.975A. The unit cell of the
Bravais lattice is composed of two neighbouring PO4 tetrahedra together
with four hydrogen (α =1, 2, 3, 4) bond relating to one of them (A - type
tetrahedron). Hydrogen bonds going to another (B - type) tetrahedron be-
long to four nearest structural elements surrounding it. Their coordinates
are n1, n1+r2, n1+r3, n1+r4. The projection of two neighbouring tetrahe-
dra on the plane (e1× e2) as well as the effect of cluster fields on deuterons
are presented in the figure 2.
The Hamiltonian of deuteron subsystem taking into account short-range
interaction and taking into consideration long-range interaction Jαα(n−n′)
in MFA can be written as follows [32,33]
H({ζ}) =
∑
n,α
ζnαSnα −
∑
R
VR({s}) , (5.1a)
VR({s}) = V (n1, n2, n3, n4) = {1
8
∑
α,α′
Vαα′SnααSnα′α′ +
+
1
16
ΦSn11Sn21Sn33Sn44}{δn1n2δn1n3δn1n4 + (5.1b)
+δn1+r2,n2δn1+r3,n3δn1+r4,n4} ,
ζnα = hnα + λnα;λnα =
∑
n′α′
Jαα′(n− n′)〈Sn′α′〉 . (5.1c)
Here Snα = ±1 describes the position of deuteron in double well po-
tential which situates on αth hydrogen bond in nth cell of Bravais lattice,
nα = n + rα where rα is the radius-vector of the hydrogen bond α in the
present cell ~n. In (5.1b) the first term (the first product of Kroneker sym-
bols) describes the short-range configurational interactions of deuterons near
”A” tetrahedra, the second term describes the same interactions near ”B”
tetrahedra. Let us note that parameter Jαα(n−n′) includes also an indirect
deuteron interaction via lattice vibration. Further we shall use the following
well-known notations
V12 = V23 = V34 = V41 = −1
2
W1 = Vs ,
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Figure 2: Two neighbouring tetrahedra (A and B type) and lattice con-
structed from four-particle clusters in projection on the plane (e1×e2). The
tops of clusters coincide with the centres of hydrogen bonds. The effect of
cluster fields on sites of cluster lattice is denoted by pointers. The sites of
cluster R0 = R(R1) are numbered by indices i0 = i(i1).
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V13 = V24 = −ǫ+ 1
2
W1 = Us ,
Φ = 4ǫ− 8W + 2W1; ǫ = ǫa − ǫs , (5.2)
W = ǫ1 − ǫs, W1 = ǫ0 − ǫs .
Here ǫs, ǫ1, ǫ0, ǫa are four different configurational energies for sixteen con-
figurations of deuterons near [PO4]
3− tetrahedra (see [4,5,32]). It is conve-
nient to use the general index i = (ni, αi). Let us decompose pseudospin
lattice into clusters. The cluster we shall take in the form of tetrahedron.
Its tops coincide with the centres of hydrogen bonds. The projections of
the same clusters on the plane axb is noted by shade line (see figure 2). Let
us note that the lattice which is formed from the same clusters is similar
to deformated square lattice with chess decomposition of this lattice into
square clusters. Evidently that the structure of the Hamiltonian (5.1) agrees
with that of (2.1). So we shall use the relations of section 2 (starting from
(2.8)) at R = (1, 2, 3, 4) when we shall perform the cluster expansion. In
the present work we limit ourselves to four-particle cluster approximation
(FPCA). Thus one may use relations (2.22)-(2.26). For reference F-function
we write
F({ζ}) = −
∑
i
Fi(ζ˜i) +
∑
R
FR({Rζ˜}) , (5.3)
where
Fi(ζ˜i) = lnZi(ζ˜i) = lnSpe
ζ˜iSi = ln 2 cosh ζ˜i ,
FR({Rζ˜}) = lnSpeHR({s}) = F (0000)1234 =
= lnZ
(0000)
1234 = FR(R1 ζ˜1, R2 ζ˜2, R3 ζ˜3, R4 ζ˜4) =
= FR(
˜˜ζ1,
˜˜ζ2,
˜˜ζ3,
˜˜ζ4) , (5.4a)
H({s}) = −VR({s}) +
∑
f∈R
Rf ζfSf ,
ζ˜f = ζf +
∑
R
Rϕf ; Rf ζf = ζ˜f − Rfϕf = ˜˜ζf . (5.4b)
The explicit form of cluster partition function is the following
1
2
ZR =
1
2
Z
(0)
1234 = 2a cosh(
˜˜
ζ1 − ˜˜ζ3) cosh(˜˜ζ2 − ˜˜ζ4) +
+d cosh(
˜˜
ζ1 − ˜˜ζ2 + ˜˜ζ3 − ˜˜ζ4) + cosh(˜˜ζ1 + ˜˜ζ2 + ˜˜ζ3 + ˜˜ζ4) +
+2b[cosh(
˜˜
ζ1 +
˜˜
ζ3) cosh(
˜˜
ζ2 − ˜˜ζ4) + (5.5)
+ cosh(˜˜ζ1 − ˜˜ζ3) cosh(˜˜ζ2 + ˜˜ζ4)] ,
a = e−βǫ; b = e−βW ; d = e−βW1 .
Let us note that we neglect general factor exp{(W1 +4W +2ǫ)/8} in (5.5).
It gives independent of temperature term in to free energy −β−1F({ζ}).
Let us introduce the following notations for derivatives
F
(l)
i (ζ˜i) =
∂l
(∂ζ˜i)l
F (ζ˜i); F
(l)
f,R =
∂l
(∂˜˜ζf )
l
F
(0000)
1234 , (5.6)
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F
(ll′)
ff ′,R =
∂
∂
(
˜˜
ζf
)l ∂
∂
(
˜˜ζf ′
)l′ F (0000)1234 ; f, f ′ = (1, 2, 3, 4) = (R) .
The system of equations for averages mi = 〈Si〉 and fields Rϕi is obtained
as in the previous section on the basis (2.5) and stationarity condition of
F({ζ}) with respect to Rϕi (Lmi = mi)
mi =
kF (1)1 = F (1)(ζ˜1) = tanh ζ˜i , (5.7a)
F
(1)
1 (ζ˜1) = F
(1)
1,Rr
; r = 0, 1 . (5.7b)
Here index r numbers two clusters r = 0, 1 which contain bond 1 (see
figure 2). Therefore there are two fields per one site. Then the system
(5.7b) gives 8N equations in 8N unknowns Rϕi where N is the number of
A (or B) tetrahedron in the crystal. We have one equation (5.7b) for the
field ϕ in the case of uniform field. The system (5.7b) is equivalent to the
following system of equations
ρ1(S1) = SpS2rS3rS4rρR(S1, S2r, S3r, S4r) . (5.8)
In particular from (5.8) the relation between intracluster CF follows:
〈Sl1〉cρ1 = F
(l)
1 (ζ˜1) = F
(l)
1,R = 〈Sl1〉cρR . (5.9)
One can obtain the relation for moment function from (5.8)
M(R) = Sp1,2,3,4ρ1ρ2ρ3ρ4e
UR = Sp2,3,4ρ2ρ3ρ4e
UR (5.10)
One can carry out the investigation of diagrams for F -function and 〈S1〉 =
δ
δζ1
F in the higher order of cluster expansion similar as it was done in
the case of two-particle cluster. This investigation leads to conclusion that
FPCA gives the exact results for all characteristics of the system with the
Hamiltonian (5.1) in the case of tree-like lattice. This lattice is constructed
on the basis of tetrahedra. It can be formed from two-particle tree with
z = 4 if all sites will change by tetrahedra. Now let us write some results
in the homogeneous field. The free energy per tetrahedron in FPCA taking
into account long-range interaction in MFA reads (mα = m):
f = −kT
N
F(h) = ν1(qˆ0)
2
m2 + 4kT ln 2 cosh βζ˜ − 2kT lnZR(˜˜ζ) ,
1
2
ZR(
˜˜
ζ) = 2a+ d+ 4b cosh 2β
˜˜
ζ + cosh 4β
˜˜
ζ , (5.11)
The eigenvalue ν1(qˆ0) of the matrix Jαα(qˆ0) reads:
ν1(qˆ0) = J11(qˆ0) + J13(qˆ0) + 2J12(qˆ0) , (5.12)
where qˆ0 is the vector belong to the wave vector’s star {q0} (ǫ→ 0)
{q0} = ±qˆ0x,±qˆ0y; qˆ0x = (ǫ, 0, 0); qˆ0y = (0, ǫ, 0) . (5.13)
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Fields ζ˜, ˜˜ζ contain the eigenvalue ν1(qˆ0) via molecular field ν1(qˆ0)m:
ζ˜ = ζ − 2ϕ; ˜˜ζ = ζ − ϕ; ζ = h+ ν1(qˆ0)m. (5.14)
The system of equations for m, ϕ which follows from(5.7) reads
m = tanh βζ˜ = 4 sinh 2β
˜˜
ζ [b+ cosh 2β
˜˜
ζ ]Z−1R (
˜˜
ζ) . (5.15)
Evidently from the first equation of (5.15)we can obtain the expression for
ϕ = ϕ(m) and we can reduce (5.15) to one equation for parameter m.
Further we shall use also the following intracluster CF (we present them
only at ζi = ζ)
F (1) = m = tanh βζ˜; F (2) = 1−m2 ,
F1(
˜˜
ζ) = F
(11)
12,R = 2
−d+ cosh 4β˜˜ζ
ZR(
˜˜
ζ)
−m2 T>Tc→ 1− d
1 + 2a+ 4b+ d
,
F2(
˜˜ζ) = F
(11)
13,R = 2
+d− 2a+ cosh 4β˜˜ζ
ZR(
˜˜
ζ)
−m2 T>Tc→ 1− 2a+ d
1 + 2a+ 4b+ d
,
F1 = F
(11)
12,R = F
(11)
13,R = F
(11)
24,R = F
(11)
34,R , (5.16)
F2 = F
(11)
13,R = F
(11)
24,R .
5.2 Pair correlation functions of the reference system.
The procedure for obtaining CFs of the reference system is similar to men-
tioned above in the case of two-particle cluster. From (2.5) and (5.7) one
has
〈SiSj〉 = F (2)ij = F (2)i ζ˜(1)ij , (5.17a)
ζ˜
(1)
ij =
δ
δζj
ζ˜i = δij −
∑
R′
R′ϕ
(1)
ij ; R′ϕ
(1)
ij =
δ
δζj
R′ϕi ,
˜˜ζ
(1)
ij =
δ
δζj
˜˜ζi = δij −Ri ϕ(1)ij = ζ˜(1)ij + Rϕij . (5.17b)
For obtaining equation for ζ˜
(1)
ij we differentiate (5.7b) with respect to ζf .
This leads to relation (the notations R, Rr, 1, 2r, 3r, 4r correspond to figure
2)
F
(2)
1 Rϕ
(1)
1j + F
(11)
12,R Rϕ
(1)
2j + F
(11)
13,R Rϕ
(1)
3j + F
(11)
14,R Rϕ
(1)
4j =
= −F (11)12,R ζ˜(1)2j − F (11)13,R ζ˜(1)3j − F (11)14,R ζ˜(1)4j . (5.18)
After cyclic permutation of the indices 1, 2, 3, 4, in (5.18) we shall find
another three relations of (5.18) type. One can write for cluster R1 four
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equation of the same type. Let us present these equations for cluster Rr
(r = 0, 1) in the matrix form
[Fˆ
(2)
Rr
+ Fˆ
(11)
Rr
]Rrϕ
(1)
(r),j = −Fˆ
(11)
Rr
ζ˜
(1)
(r),j , (5.19)
Fˆ (2) = {F (2)f δff ′}; Fˆ (11)R = {F (11)ff ′,R(1− δff ′)} ,
Rr ϕˆ
(1)
(r),j = {Rrϕ
(1)
ij }; ˆ˜ζ
(1)
(r),j = {ζ˜(1)ij } . (5.20)
Here F (2), F (11) are the square matrices. They are formed by indices f, f ′ =
1r, 2r, 3r, 4r. The columnar matrices Rrϕ
(1),
ˆ˜
ζ
(1)
j are formed by index j =
1, 2, 3, 4.
In the following we consider only uniform case. Then on the basis of
two matrix equations (5.19) (writen at r = 0 and r = 1) and after some
transformations we obtain the matrix equation


−ζ˜(1)1j + δ1j
ϕ
(1)
2j + ϕ
(1)
21j
ϕ
(1)
3j + ϕ
(1)
31j
ϕ
(1)
4j + ϕ
(1)
41j

 = −A


2ζ˜
(1)
1j
ζ˜
(1)
2j + ζ˜
(1)
21j
ζ˜
(1)
3j + ζ˜
(1)
31j
ζ˜
(1)
4j + ζ˜
(1)
41j

 , (5.21)
where
Aˆ =
[
Fˆ (2) + Fˆ (11
]
Fˆ (11) , (5.22a)
Fˆ (2) = {F (2)δff ′}; Fˆ (11) =


0 F1 F2 F1
F1 0 F1 F2
F2 F1 0 F1
F1 F2 F1 0

 . (5.22b)
It is necessary to obtain the closed equation for ζ˜
(1)
ij from (5.21). Therefore
we find the first element at the left hand side of (5.21)
−ζ˜(1)1j + δ1j = −
∑
r ∈ R,R1
r 6= 1
A1r ζ˜
(1)
rj − 2A0ζ˜(1)ij , (5.23a)
r 6= 1 : A1r = A1r1 = A1r; A0 = A11 . (5.23b)
Let us introduce matrices M−1 and M
−1
. They are connected one with
other as A¯ and A¯−1
M = (1−A)−1 = 1 + (F (2))−1F (11); A = 1−M−1 ,
(M
−1
)1r = (M
−1
)1r1 = (M
−1)1r; (M
−1
)0 = (M
−1
)ii . (5.24)
Then the equation (5.23) for ζ˜
(1)
ij takes the form∑
r∈R1R2
{δ1r[1− 2(M−1)0]− (M−1)1r} ζ(1)rj = −δ1j . (5.25)
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Taking into account (5.17) we write the equation for the reference CF Fˆ (2)
∑
r∈R1R2
{δ1r[ 1
F (2)
− 2P0]− P1r}F (2)rj = −δ1j . (5.26)
Here the matrix F is defined as
Pˆ =M−1(F (2))−1 Pˆ−1 = F (2) + F (11) . (5.27)
Let us return to complex notations of bonds i = (ni, αi) for relation (5.26).
We shall express the basic vectors of the Bravais lattice cell a1, a2, a3 in
terms of vectors of the West’s cell ea
a1 =
1
2
[−e1 + e2 + e3] ; a2 = 1
2
[e1 + e2 + e3] ; a3 = e2 ,
b1 = 2π [−e1 + e3] ; b2 = 2π [e1 + e3] ; b3 = 2π [e2 − e3] . (5.28)
Here ba are the basic vectors of reciprocal lattice. Then after Fourier trans-
formation over n the relation (5.26) takes the form
∑
α1
{δαα1 [
1
1−m2 − 2P0]− Pαα1(q)}F
(2)
α1α′
(q) = −δαα′ ,
{(1−m2)−1 − Pˆ (q)}F (2)(q) = −I . (5.29)
Here the matrix P (q) has the form
P (q) =


2P0 P3(q) P1(q) P2(q)
P3(q) 2P0 P5(q) P6(q)
P1(q) P5(q) 2P0 P4(q)
P2(q) P6(q) P4(q) 2P0

 , (5.30)
P1(q) = 2P2 cos
qx
2
; P2(q) = 2P1 cos
1
4
(qx − qy + qz) ,
P3(q) = 2P1 cos
1
4
(qx + qy + qz); P4(q) = 2P1 cos
1
4
(qx + qy − qz) ,
P5(q) = 2P1 cos
1
4
(qx − qy − qz); P6(q) = 2P2 cos 1
4
qy . (5.31)
The quantities P0, P1, P2 are expressed in the terms of functions F
(2), F1,
F2 with the aid of the relation
1
2
P (q = 0) = P =
[
F (2) + F (11)
]−1
. (5.32)
Here qx, qy, qz are projections of dimensionless wave-vector q on the vectors
ea and in the first Brillouin zone qa ∈ [−π, π]. From (5.32) we find
P0 = D−1U0;P1 = D−1U1;P2 = D−1U2 , (5.33a)
P0 + 2P1 + P2 = (F
(2) + 2F1 + F2)
−1 =
1
8
ZR
c4 + bc2 − 0.5ZRm2 ,
P0 − P2 = (F (2) − F2)−1 = 1
8
ZR
bc2 + a
, (5.33b)
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D = 32
ZR
(bc2 + a)(bc2 + d)(c4 + bc2 − 0.5Zrm2) ,
U0 = (3bc2 + a+ 2ab+ 2d) + (4b+ 3d)bc2 + ad−
−0.5ZRm2(2c4 + 2bc2 + d)− 1
8
Z2Rm
2 ,
U1 = −(c4 − d)(bc2 + a) + 0.5ZRm2(bc2 + a) , (5.33c)
U2 = (−bc2 + a− 2d)c4 + (2a− d)bc2 + ad−
−0.5ZRm2(−bc2 + a− 2d)− 1
8
Z2Rm
4 ,
c4 = cosh 4β
˜˜
ζ ; c2 = cosh 2β
˜˜
ζ .
Let us note that relations of (5.29) at T > Tc were obtained firstly in [34].
The method developed in this work is acceptable only in the case T > Tc.
Moreover in [34] the Sleter model corresponding to the Hamiltonian (5.1)
at Φ = 0, was considered. For the mentioned above cases the matrix (5.30)
coincides with corresponding matrix of [34].
The components of susceptibility tenzor (see next subsection ) will con-
tain only certain eigenvalues of matrix P (q). Therefore we shall consider
the procedure of diagonalizing of equation (5.29). Let us introduce nota-
tion for eigenfunctions Ufµ(q) and eigenvalues ǫµ(q) of matrix Pˆ (q)−2P0Iˆ.
After unitary transformation we obtain
ˆ˜F
(2)
(q) = Uˆ+(q)Fˆ (2)(q)Uˆ(q); Fˆ (2)(q) = Uˆ(q) ˆ˜F
(2)
(q)Uˆ+(q) ,
F (2)ff ′(q) =
∑
µ
Ufµ(q)F˜ (2)µ (q)Uf ′µ(q) ,
F˜ (2)µ (q) =
[
ǫµ(q) + 2P0 − (1−m2)−1
]−1
. (5.34)
Here quantities ǫµ(q) are to be found from the equation
ǫ4 − [
6∑
f=1
P 2f (q)]ǫ
2 − 2 [P1(q) (P2(q)P4(q) + P3(q)P5(q)) +
+P6(q) (P2(q)P3(q) + P4(q)P5(q))] ǫ+ P
2
1 (q)P
2
6 (q) +
+P 22 (q)P
2
5 (q) + P
2
3 (q)P
2
4 (q)− 2P2(q)P3(q)P4(q)P5(q) −
−2P1(q)P6(q) [P2(q)P5(q) + P3(q)P4(q)] = 0 . (5.35)
We consider such values q for which the problem of eigenfunctions and
eigenvalues due to the symmetry of P (q) may lead to solution the equations
of second order. For the values q = (q, q, qz) we find
2ǫ1,2(q) = P3(q) + P4(q)±
√
D+12(q) .
2ǫ3,4(q) = −P3(q)− P4(q)±
√
D−12(q) , (5.36a)
D±12(q) = [P3(q) − P4(q)]2 + 4 [P1(q)± P2(q)]2 ;
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U(q) =


ϕ+11(q) ϕ
+
12(q) ϕ
−
11(q) ϕ
−
12(q)
ϕ+11(q) ϕ
+
12(q) −ϕ−11(q) −ϕ−12(q)
ϕ+12(q) −ϕ+11(q) ϕ−12(q) −ϕ−11(q)
ϕ+12(q) −ϕ+11(q) −ϕ−12(q) ϕ−11(q)

 ; (5.36b)
ϕδ11(q) = −ϕδ22(q) =
1√
2
[
1 + δ rδ(q)
]1/2
,
ϕδ12(q) =
[1− δ rδ(q)]1/2√
2
, (5.36c)
rδ(q) =
1
2
Rδ(q)
[
1 + 14 R
2
δ(q)
]1/2
; Rδ(q) =
P3(q)− P4(q)
P1(q) + δP2(q)
.
For the values q = (qx, qy, 0) we obtain
2ǫ1,3(q) = P1(q) + P6(q)±
√
D+32(q) ,
2ǫ2,4(q) = −P1(q) − P6(q)±
√
D−32(q) , (5.37a)
D±32(q) =
[
P1(q) − P6(q)
]2
+ 4
[
P3(q) ± P2(q)
]2
;
U(q) =


ϕ+11(q) ϕ
+
12(q) ϕ
−
11(q) ϕ
−
12(q)
ϕ+12(q) ϕ
+
11(q) ϕ
−
12(q) −ϕ−11(q)
ϕ+11(q) ϕ
+
12(q) −ϕ−11(q) −ϕ−12(q)
ϕ+12(q) −ϕ+11(q) −ϕ−12(q) ϕ−11(q)

 , (5.37b)
ϕδ11(q) = −ϕδ22(q) =
[1 + δ rδ(q)]
1/2
√
2
,
ϕδ12(q) =
[1− δ rδ(q)]1/2√
2
, (5.37c)
rδ(q) =
Rδ(q)
2
[
1 +
1
4
R2δ(q)
]1/2
; Rδ(q) =
P1(q)− P6(q)
P3(q) + δP2(q)
.
Let us note that in [34] the eigenvalues were obtained only for vector
q = (q, q, qz) and the long-range interaction was not considered.
5.3 Susceptibility of KD2PO4 system.
The tensor of isotermical susceptibility of KD2PO4 system can be expressed
in terms of the pair CF LF (2)αβ (q) taking into consideration long-range inter-
action in MFA in the following way
χab(q) =
∑
α,β
dαadβb
LF (2)αβ (q) ,
LFˆ (2)(q) =
{[
Fˆ (2)(q)
]−1 − βJˆ(q)}−1 , (5.38a)
dαz = dc; dx = d1x = −d3x; d2x = d4x = 0 ,
dy = d2y = −d4y; d1y = −d3y = 0 . (5.38b)
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Here dαa is an effective dipolar moment of hydrogen bond. It contains
the contribution of ionic subsystem via spin-phonon interaction. We write
the longitiudinal and transversal components of tenzor χab(q) in terms of
eigenfunctions Wαµ(q) and eigenvalues F˜ (2)µ (q) of the matrix LF (2)αβ (q).
χzz(q) = d
2
c
∑
µ
F˜ (2)µ (q)f2µ(q); fµ(q) =
∑
f
Wfµ(q),
χxx(q) = d
2
x
∑
µ
F˜ (2)µ (q) [W1µ(q)−W3µ(q)]2 , (5.39)
χyy(q) = d
2
y
∑
µ
F˜ (2)µ (q) [W2µ(q)−W4µ(q)]2 .
The symmetry of matrix Fˆ (2)(q) which is related with the symmetry of
matrix Pˆ (q) at arbitrary value of q does not coincide with the symmetry
of matrix Jαβ(q). Here we consider only such values of q when P (q) and
I(q) has equal eigenfunctions. Then on the basis (5.38a) and (5.34) one can
write
F˜ (2)µ (q) =
[
−(1−m2)−1 + 2P0 + ǫµ(q)− νµ(q)
]−1
,
ǫµ(q) =
∑
α,α′
Wαµ(q)Pαα′ (q)Wα′µ(q)− 2P0 ,
νµ(q) =
∑
α,α′
Wαµ(q)Jαα′ (q)Wα′µ(q). (5.40)
We present here several cases of application of relation (5.40). At q→ 0 we
use the expressions for Jαβ(q) from [59]
1. q = qˆz = (0, 0, qz)
Jˆ(qˆz) =


J11(qˆz) J12(qˆz) J13(qˆz) J12(qˆz)
J12(qˆz) J11(qˆz) J12(qˆz) J13(qˆz)
J13(qˆz) J12(qˆz) J11(qˆz) J12(qˆz)
J12(qˆz) J13(qˆz) J12(qˆz) J11(qˆz)

 , (5.41a)
J11(qˆz)
qˆz→0−→ J11 + az; J12(qˆz) qz→0−→ J12 ,
J13(qˆz)
qz→0−→ J13 − az , (5.41b)
Wˆ (qˆz) ≡ Uˆ(qˆz) = 1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 , (5.41c)
ν1,3(qˆz) = J11(qˆz) + J13(qˆz)± 2J12(qˆz) qz→0−→ J11 + J13 ± 2J12 ,
ν2,4(qˆz) = J11(qˆz)− J13(qˆz) qz→0−→ J11 − J13 ± 2az , (5.41d)
ǫ1,2(qˆz) = 2[P2 ± P1 cos qz
4
]; ǫ3,4(qˆz) = −2P2 ,
χzz(qˆz)
(2dz)2
= {2(P0 + 2P1 + P2)− 8P1 sin2 qz
8
− (1−m2)−1 − ν1(qz)}−1 ,
χaa(qˆz)
2(2da)2
= {2(P0 − P2)− (1−m2)−1 − ν2(qz)}−1; a = x, y . (5.41e)
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2. q = qˆ = (ǫ, ǫ, 0), ǫ→ 0
J(qˆ) =


J11(qˆ) J12(qˆ) J13(qˆ) J14(qˆ)
J12(qˆ) J11(qˆ) J14(qˆ) J13(qˆ)
J13(qˆ) J14(qˆ) J11(qˆ) J12(qˆ)
J14(qˆ) J13(qˆ) J12(qˆ) J11(qˆ)

 , (5.42a)
J11(qˆ) = J11 + axy; J12(qˆ) = J12 + axy ,
J14(qˆ) = J12 − axy; J13(qˆ) = J13 − axy , (5.42b)
Wˆ (qˆ) = Uˆ(qˆ) =
1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 , (5.42c)
ν1,3(qˆ) = J11(qˆ) + J13(qˆ)± [J12(qˆ) + J14(qˆ)] = J11 + J13 ± 2J12 ,
ν2,4(qˆ) = J11(qˆ)− J13(qˆ)± [J12(qˆ)− J14(qˆ)] ,
ν2(qˆ) = J11 − J13 + 4axy; ν4(qˆ) = J11 − J13 , (5.42d)
ǫ1,3(qˆ) = ±4P1 + 2P2; ǫ2,4(qˆ) = −2P2 ,
χzz(qˆ)
(2dz)2
= {2(P0 + 2P1 + P2)− (1−m2)−1 − ν1(qˆ)}−1 ,
χaa(qˆ)
(2da)2
=
∑
µ=2,4
{2(P0 − P2)− (1−m2)−1 − νµ(qˆ)}−1 . (5.42e)
3. q = aˆ, xˆ = (ǫ, 0, 0), yˆ = (0, ǫ, 0), ǫ→ 0
J(aˆ) =


J11(aˆ) J12(aˆ) J13(aˆ) J12(aˆ)
J12(aˆ) J22(aˆ) J12(aˆ) J24(aˆ)
J13(aˆ) J12(aˆ) J11(aˆ) J12(aˆ)
J12(aˆ) J24(aˆ) J12(aˆ) J22(aˆ)

 , (5.43a)
J11(aˆ) = J11 + b(aˆ); J22(aˆ) = J11 + a(aˆ) ,
J13(aˆ) = J13 − b(aˆ); J24(aˆ) = J13 − a(aˆ) , (5.43b)
J12(aˆ) = J12; b(aˆ) = a(aˆ) ,
Wˆ (aˆ) = Uˆ(aˆ) =
1
2


1 1
√
2 0
1 −1 0 √2
1 1 −√2 0
1 −1 0 −√2

 , (5.43c)
ν1,3(qˆ) = J11(aˆ) + J13(aˆ)± J12(aˆ) = J11 + J13 ± 2J12 ,
ν2(qˆ) = J11(aˆ)− J13(aˆ) = J11 − J13 + 2b(aˆ) ,
ν4(qˆ) = J22(aˆ)− J24(aˆ) = J11 − J13 + 2a(aˆ) , (5.43d)
ǫ1,2(qˆ) = ±4P1 + 2P2; ǫ3,4(qˆ) = −2P2 ,
χzz(qˆ)
2(2dz)2
= {2(P0 + 2P1 + P2)− (1−m2)−1 − ν1(qˆ)}−1 , (5.43e)
χaa(qˆ)
2(2da)2
= {2(P0 − P2)− (1−m2)−1 − νµ(qˆ)}−1; µ =
{
2, a = x
4, a = y .
More detailed investigation of ~q-dependence for susceptibility of KD2PO4
system will be carried out in the separate paper.
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6 Conclusion
Thus in the present work we have suggested the cluster method for compu-
tation of the correlation functions of the Ising-type systems with short-range
interactions and with arbitrary value of spin. The method is based on the
calculation of generating function (that is the logarithm of partition func-
tion for a system in nonuniform external field). Here we restricted ourselves
only to the first order of cluster approximation for generating function. The
investigation of some models (Sz = ±1, Sz = −2, 0,+2) has been carried
out within two-particle cluster approximation. The static susceptibility of
KD2PO4 crystal has been obtained within four-particle cluster approxima-
tion.
The obtained here form of equations for CFs is similar to the form which
one can obtain within random phase approximation (molecular field approx-
imation for generating function). Moreover in the case of Bravais lattice the
q-dependence of CFs is similar to one obtained within random-phase ap-
proximation. Nevertheless within cluster approximation we obtain the more
precise expressions for the temperature depending coefficients. In the case
of tree-like lattices, in particular, for 1D lattices, the cluster approxima-
tion gives the exact expression for all static characteristics of the Ising-type
systems. The more detailed study including numerical calculations of ex-
pressions obtained in the present work will be given elsewhere.
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