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and (b) 0.11Å 2 ionic concentrations and B-Gr/B-Gr system with (c)
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3 supercell). The total energy of each
system is stated in blue. . . . . . . . . . . . . . . . . . . . . . . . . . 141
A20 Top views of top and bottom layers of bilayer with 0.05Å 2 concentra-
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ABSTRACT
Next-generation spintronic nanoscale devices require two-dimensional (2D) ma-
terials with robust ferromagnetism. Among 2D materials, MXenes are favorable for
spintronic applications due to their high electron conductivity, mobility, and chemical
diversity. Since 2D materials have greater elastic strain limits than their bulk coun-
terparts, their properties can be tuned e↵ectively using strain engineering. In this
dissertation, we discuss density functional theory (DFT) based first-principles studies
on ferromagnetic MXenes for spintronics applications. In Chapter III, we investigated
modifications in the structural, electronic, and magnetic properties produced by strain
on 2D Hf2MnC2O2 and Hf2VC2O2 ferromagnetic semiconductors. The calculations
in Chapter III reveal that the conduction bands near the Fermi-level are extremely
sensitive to the biaxial and uniaxial strain. As a result, semiconductor-to-metal phase
transitions occur at around 1-3 % biaxial compressive strain for both monolayers. At
around 8-9 % biaxial tensile strain, those monolayers become half-metals. It could be
shown that those results can be produced by applying uniaxial strain on Mn-based
monolayer. In Chapter IV, surface defects were introduced to tune the electronic
and magnetic properties of those two monolayers. Bare-Hf2MnC2O2 nanosheet ex-
hibits easy-plane anisotropy, whereas bare-Hf2VC2O2 has easy-axis anisotropy. It
could be found that defects change the anisotropy of Mn-based monolayer to easy-
axis anisotropy. Moreover, the Curie temperature of Hf2MnC2O2H0.22 was predicted
as 171 K by using the Monte Carlo simulations of the classical Heisenberg model .
Recently, extensive studies have been carried out to discover new techniques to
improve the properties of the materials to meet the demand of high cycling stability,
charge capacity, and energy density of rechargeable battery applications. The 2D
materials have been highly investigated for energy storage due to their large surface
areas, which facilitate enhanced ion adsorption. In this dissertation, several possi-
ble techniques were explored to modify the electrochemical properties of 2D battery
xx
electrodes. Chapter V studied the B-doped-graphene (B-Gr) based systems to inter-
calate highly abundant Na and Mg to lower the production cost. The Na and Mg
intercalated bare graphene bilayers are energetically not favorable. Nevertheless, we
could show that B-Gr bilayers provide a considerable capacity (238 mAh/g for Na and
320 mAh/g for Mg). Na intercalated T2CO2/B-Gr, and B-Gr/B-Gr systems provide
energy barriers as low as 0.46 and 0.18 eV, respectively. So far, hydroxyl, oxygen, and
fluorine-terminated MXenes have been widely studied for energy storage applications.
In Chapter VI, sulfur functionalized MXene structures (i.e., M2CS2 with M= Ti, Zr,
Hf, V, Nb, Ta, Cr, Mo, and W) have been proposed as candidate materials to enhance
battery performance. It was found that all the M2CS2 monolayers provide the energy
barriers less than 0.22 eV for single Li adsorbed systems. Among the considered
MXenes, Ti2CS2 provides the highest gravimetric capacity (417.4 mAh/g). Chapter
VII introduced pillared Ti3C2O2 bilayers for enhancing the ion storage capacity, min-
imizing the change in the interlayer distance between MXene layers and lowering the
di↵usion barrier of ions. Two di↵erent quinone molecules, namely 1,4-Benzoquinone
(C6H4O2) and Tetrafluoro-1,4-benzoquinone (C6F4O2) were considered as the linkers
between Ti3C2O2 layers. Even though only a single Li layer can be intercalated be-
tween Ti3C2O2 layers, quinone molecules provide enough space to store two layers of
Li. Thus, high capacity can be expected. Moreover, pillared structures show a very
lower di↵usion barrier, which is around 0.3 eV, than that of Ti3C2O2 bilayers without





Graphene is an atomically thick two-dimensional (2D) material that contains the
hexagonal (honeycomb) crystal structure, as shown in Fig. 1.1 (a) and (b). A C atom
contains four valence electron orbitals, which are 2s, 2px, 2py, and 2pz. The first
three of them hybridized to form sp2 orbitals and reside on the same plane. Those
hybridized orbitals of six C atoms make   bonds with the nearest-neighbor atoms to
form a honeycomb structure while 2pz orbitals make ⇡ bonds with each other to form
a ⇡ band.1 Graphite is made of a large number of graphene layers that connected
through van der Waals interactions. In 2004, Novoselov, Geim et al. managed to
isolate graphene from graphite using mechanical exfoliation. Their groundbreaking
discovery helped Andre Geim and Konstantin Novoselov to win the Nobel prize in
2010.2–4 The ⇡ bonds in graphene o↵er excellent electrical properties, while graphite
shows weak electrical conductivity.
Even though graphene is the strongest material ever found and it is a good con-
ductor, various applications of nanotechnology require 2D materials with distinct
properties. As the examples, quantum computers are made of magnetic nanomateri-
als, but graphene does not show ferromagnetic or antiferromagnetic properties. And
also, graphene cannot be used as a semiconductor, since it is a zero-bandgap material.
Moreover, the centrosymmetric structure of graphene does not provide piezoelectric-
ity. As a consequence, searching for new 2D materials with application-specific prop-
1
erties leads to synthesization or prediction of new monolayer materials. Among them,
transition metal dichalcogenides (TMDs),5–10 hexagonal group IV, II-IV and III-V
compounds,11 phosphorene family,12–18 and transition metal carbides/carbonitrides






Figure 1.1: The (a) top and (b) bottom views of graphene, and (c) exfoliation of
graphene using graphite.
1.1.1 Two-dimensional Transition Metal Carbides and Ni-
trides
The 2D transition metal carbides or/and nitrides (MXenes) have been vastly investi-
gated due to their unique properties. The general formula of MXenes is Mn+1XnTx,
where X indicates C and/or N, M is the early transition metal atoms like Sc, Ti, V, Cr,
Zr and Nb, and T represents the surface termination.20 Usually, the surfaces of those
monolayers make bonds with F, O and OH due to the experimental conditions. MX-
enes can have three distinct formulas, namely M2XTx, M3X2Tx and M4X3Tx, which
contain two, three and four layers of transition metal atoms, respectively. Ti3C2Tx,21
Hf3C2Tx,22 Ti2CTx,23 Nb4C3Tx 24 are some of the popular examples for MXenes with
di↵erent number of layers. In addition to the single transition metal MXenes, stable
double transition MXenes like Hf2MnC2O2, Hf2VC2O2, and Ti2MnC2(OH)2 are also
reported.25
2
Figure 1.2: The side views of (a) M2XTx, (b) M3X2Tx and (c) M4X3Tx MXenes.
We selected MXenes in this research work due to the following reasons:
1. MXene metals exhibit excellent electronic conductivity20
2. MXenes have excellent mechanical and dynamical stability20
3. The electronic and magnetic properties of the MXenes can be easily tuned by
various techniques like strain engineering, doping and surface modifications.25–28
MXene monolayers are produced by etching out A elements where A stands for
group-A elements like Al, P and Ga, which are loosely bonded relative to M-X bonds
in MAX phases.29,30 MAX phases have a large family of ternary carbides and ni-
trides with hexagonal structure ,where space group is P63/mmc. Their general for-
mula is Mn+1AXn. As mentioned above, M represents an early transition metal,
while X stands for C and/or N.31 As an example, Ti2CO2 was successfully prepared
from Ti2AlC phase by removing Al layers using hydrofluoric acid (HF) treatment as
shown in Fig.1.3. As a result of washing out the byproducts using deionized water,
Ti2C(OH)2 is produced. The chemical reactions 1.1 and 1.2 explain the produc-
tion of Ti2C(OH)2 from Ti2AlC. Converting Ti2C(OH)2 into Ti2CO2 was achieved
by employing heat treatment.23,32 The etching time, HF concentration, and reaction
temperature vary according to the type of MAX phase during the MAX to MX-
ene convertion.20 As an illustration, 10% HF is required for 10 hours to produce
Ti2CTx at room temperature, while Nb2CTx needs 50% HF for 90 hours at room
3
Ti AlC MAX Phase
2 Ti C MXene2 Ti2 xCT MXene
Ti Al C O/F/OH
HF
Figure 1.3: Synthesizing Ti2CTx MXenes by selective etching using HF treatment.
The side views of Ti2AlC bulk material, Ti2C MXene and Ti2CTx MXene flakes are
shown.
temperature.31 It is also reported that ammonium hydrogen fluoride (NH4HF2) and
ammonium fluoride (NH4F) can be used to etching out A layers from MAX phases.
For instance, Ti3C2 monolayers can be produced by applying the above solutions to
the Ti3AlC2.33–35
Ti2AlC + 3HF! AlF3 +
3
2
H2 + Ti2C (1.1)
Ti2C + 2H2O! Ti2C(OH)2 +H2 (1.2)
1.2 Two-Dimensional Materials for Spintronics Applications
The magnetic properties of materials are generated by the spin and orbital motions
of the electrons. A spin creates a magnetic moment, which is approximately -9.284⇥
10 24 J/T. Figure 1.4 shows the density of states (DOS) distribution of the non-
magnetic metals, ferromagnetic metals, and ferromagnetic half-metals at 0K temper-
ature. Due to the Pauli exclusion principle, an orbital of an electon-shell can have
4
up to two electrons, and those two should have opposite spin directions (spin-up and
spin-down). Since the spin-up and spin-down electrons generate the same magnetic
moment with opposite directions, sum of the total magnetic moment is zero in an
orbital occupied by two electrons. Hence, the filled electron shells do not contribute
to magnetic properties. In non-magnetic materials, all the electron shells are filled,
and the net magnetic moment is zero. Therefore, DOS of opposite spin directions are
equal to each other as shown in Fig. 1.4 (a).36 Instead, ferromagnetic (FM) materials
contain partially filled electron-shells giving rise to spontaneous magnetization. To
comply with the Hund’s rule, unpaired electrons in partially filled electron-shells exist
parallel to each other, thereby enhancing the net magnetization of FM materials. As
illustrated by Fig 1.4 (c), only one type of spins in half-metals conduct, whereas the
same material is an insulator or a semiconductor for the other spin orientation. In
antiferromagnetic materials, half of the magnetic atoms prefer a specific spin direction
and the other half is aligned in the opposite direction. Therefore, the total magnetic
moment of an antiferromagnetic material is zero.
Paramagnetism is a type of magnetism where some materials produce induced
internal magnetic fields by aligning their unpaired electrons in the direction of the
applied magnetic field. Unlike in the ferromagnetic materials, the internal magnetic
field of paramagnetic materials disappears when the external magnetic field is turned
o↵. The Curie temperature (TC) is the temperature above which magnetic materials
lose their ferromagnetic properties and become paramagnetic materials. In order to
keep the ferromagnetic properties of the materials in the devices, high Curie temper-
atures are preferred.
In spintronics, a spin degree of freedom is taken into account in addition to the
charge of the electron. The current flow of classical electronic devices is manipulated
by controlling the charge of the electrons. In contrast, spintronics uses the direction











Figure 1.4: The spin-up and spin-down density of states (DOS) distribution of the
(a) non-magnetic metal, (b) ferromagnetic metal and ferromagnetic half-metal at 0K
temperature.36
(GMR) is used in spin valves to govern the devices’ resistance. In spin valves, a
non-magnetic conductor is sandwiched between two ferromagnetic conductors. The
magnetization of the ferromagnetic layers can be parallel or antiparallel. In the case of
parallel magnetization, spins parallel to the magnetization flow with low resistance(see
Fig. 1.5). In contrast, the spins with opposite direction feel high resistance due to
scattering inside the system. In the case of antiparallel magnetization, both spin-up
and spin-down electrons scattered heavily. Thus, the resistance becomes very high.
Magnetoresistive random access memories (MRAM) contain arrays of spin-valve
units. Coercivity is the resistance of a magnetic material to change the magnetization.
It is the intensity of the applied magnetic field needed to decrease the magnetization
of a ferromagnetic material to zero. Thus, it is hard to change the spin direction of
ferromagnetic material with high coercivity. Each unit of an MRAM includes two
FM layers, where one layer has high coercivity, and the other layer has low coercivity.
The magnetization of the FM layer with high coercivity is fixed in a specific direction
(pinned layer). Nevertheless, the direction of magnetization in the other FM layer
can be altered easily (free layer). The 0-bit in a unit of MRAMs is formed by setting
the magnetization of the two layers anti-parallel to each other. When both directions



















Figure 1.5: A schematic diagrams of a spin-valve where a non-magnetic metal (NM)
is sandwiched between two ferromagnetic metals (FM). Here, FM materials with (a)
parallel magnetization and (b) antiparallel magnetization are shown. The part (c)
shows the resistances of spin-up and spin-down when magnetizations in magnets are
parallel and the part (d) shows that for antiparallel case.
Another example of spintronics applications is a magnetic tunnel junction (MTJ).
Instead of the nonmagnetic conductor in Fig. 1.5, an insulator is placed between the
FM materials. The electrons can flow from one FM layer to the other FM layer when
the thickness of the insulator is in the nano range. This phenomenon is called tunnel
magnetoresistance. In MTJ, resistance is low (1), and high (0), when magnetization
in two FM layers are parallel and antiparallel, respectively, as shown in Fig 1.5.39
Several ferromagnetic 2D materials were reported by previous research. It is
theoretically predicted that MnB and Fe2Si monolayers have high Curie tempera-
tures which are 345 and 780 K, respectively.40 It has been reported that the double
transition metal MXenes Ti2MnC2(OH)2, Ti2MnC2O2, Hf2MnC2O2, and Hf2VC2O2
are ferromagnetic monolayers. And also, the nitride MXenes Mn2NF2, Mn2NO2,
Mn2N(OH)2, and Cr2NO2 have ferromagnetic groundstates.25,41 Numerous studies
have investigated modulating the magnetic properties of the CrI3 monolayer which
shows a long range magnetic order with a Curie temperature of 45K. Ferromagnetic-
to-antiferromagnetic phase transition occurs in CrI3 under tensile strain.42 By pro-
ducing CrI3/MoTe2 heterostructure, the Curie temperature increases up to around 60
K. Fe3GeTe2 is also a popular ferromagnetic monolayer which can be used to produce
7
Fe3GeTe2/hBN/Fe3GeTe2 magnetic tunnel junctions.
In a ferromagnetic material, the spins prefer to align in a certain crystallographic
direction because the system has lower energy than when the spins arrange themself
in other directions. This certain direction is called the easy axis. The spin direction,
which exhibits the highest energy, is known as the hard axis. The magnetic anisotropy
energy (MAE) is known as the energy required to divert the magnetic moment in a
crystal from the easy to the hard axis of magnetization. High MAE is preferred
since the energy required for demagnetization is large when the MAE is significant.43
CrI3,44 Fe3GeTe2,45 and VSe2 45monolayers exhibit 686, 920, 594 µeV relatively high
MAE values, respectively.
1.3 Two-Dimensional Materials for Energy Storages
Rechargeable Lithium ion-batteries are extremely popular due to the high usage of
portable devices in day-to-day life. As a solution to environmental pollution, electric
cars are manufactured with rechargeable power sources. Figure 1.6 shows a schematic
diagram of a battery made out of 2D materials. The batteries consist of two electrodes,
namely anode (negative electrode) and the cathode (positive electrode), and also an
electrolyte that is placed between the two electrodes. The ions in the rechargeable
energy storages act as the energy carriers that flow from anode to cathode through
the electrolyte during the discharging process. While the ions move inside the battery,
the electrons flow from the anode to cathode through an electronics/electrical device
that is connected to the battery from outside.46
The dominant anode material for the Lithium ion-batteries is graphite, while that
for the cathode is LiCoO2.46 Despite its low cost and high capacity, these electrodes
are su↵ering from reduced cycling rates and low electrical conductivity. Thus, finding







Figure 1.6: The schematic for showing ion and electron flows of a 2D battery made
of 2D materials during the discharging process.
2D materials exhibit a larger surface area and a higher number of active sites
for ion absorption compared to their bulk counter parts. Consequently, nanosheets
are able to improve the capacity of the ion-storage devices. Reduced ion transport
distances in 2D materials are helpful for fast ion di↵usion kinetics, which is essential
for batteries. Moreover, reduced volume change as compared to 3D counterparts
(such as Si) during the charging/discharging process in 2D materials enhances the
mechanical and electrochemical stability and cycle lifetime.46–50 2D materials like
graphene, transition metal dichalcogenides (TMDs), transition metal oxides (TMO),
early transition metal carbides and nitrides (MXenes) and phosphorene have been
extensively investigated as electrodes for energy storage devices.33,49–53
MXenes have been specially utilized in energy storage and conversion applications
such as lithium ion batteries and super-capacitors due to their favorable electronic
properties.20,54 Ti3C2Tx is the first ever introduced MXene which was synthesized
in 2011.21 It is also the most investigated MXene as the electrode for ion-storage
because Ti3C2Tx free standing paper capacitors contain excellent volumetric capaci-
tance around 350 Fcm 3. Ti3C2Tx nanosheets’ outstanding volumetric capacitance,
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which was proved by X-ray absorption spectroscopy studies,20,33,55 surpasses the ca-
pacitance of ion-storage made of carbon double layers. Furthermore, it is compatible
with the capacitance of activated graphene electrodes.33 The density of carrier of
Ti3C2Tx was found as 8 ± 3 ⇥ 1021 cm 3 and it’s conductivity and mobility were
determined as 2140 Scm 1 and 0.7 ± 0.2 cm2, respectively.56 Ti2CTx MXenes are
the lightest MXenes available. Due to the light weight, Ti2CTx MXenes exhibits 1.5
times higher gravimetric capacity for Li ions than that of Ti3C2Tx, even though both
materials have the same surface chemistry.33 It is reported that Nb4C3Tx MXenes
anodes o↵er 380 mAhg 1 gravimetric capacity for Li at a current density 0.1 Ag 1
after 100 cycles, while Hf3C2Tx anodes provide 146 mAhg 1 gravimetric capacity for




2.1 The Many-Body Hamiltonian
The Hamiltonian for a material can be presented as a sum of Hamiltonians of nuclei
(Ĥn) and electrons (Ĥe), and the potential energy due to interaction between elec-
trons and nuclei (V̂en) as shown in Eq. 2.1. Ĥn and Ĥe are formed with the kinetic
energies (Te and Tnuc) and Coulomb interaction between electrons (Vee) and Coulomb
interactions between nuclei (Vnn) for a system with N number of nuclei and n number
of electrons, as illustrated in Eq. 2.3 and 2.2.
Ĥ = Ĥn + Ĥe + V̂en (2.1)













































Born-Oppenheimer approximation neglects the motion of nuclei since the mass
of nuclei is more than 1000 times greater than that of electrons. Thus, nuclei are
considered as static particles and the total Coulomb interaction force between nuclei
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is a constant. As a result, we can drop the kinetic energy of nuclei from the total
Hamiltonian and compute the nuclear-nuclear interaction energy classically. Hence,
the multi-electron Hamiltonian can be simplified to Eq. 2.5. V̂en potential acts an





























In a material with N number of electrons, there is a 3N number of degrees of free-
dom. A Solid contains a large number of electrons (around 1023). In order to solve the
Schrödinger equation, the computers should solve 3N number of simultaneous equa-
tions. Currently, the computers are not capable of handling such a large number of
systems of equations. Hartree-Fork theory consider the electrons as non-interacting
particles. The Schrödinger equation of an electron can be written as in Eq. 2.6.
Therefore, instead of considering 3N number of degrees of freedom for solving the
Schrödinger equation, computers are able to compute the energy of the electron and




r2ri + Ve↵(r)] i(r) = ✏i i (2.6)
Ve↵(r) is the e↵ective potential which can be written as Eq. 2.7. The first term
of the expression is the potential due to interaction between a given electron and the
rest of the electrons of the solid. That was derived from the mean-field theory. The
second term represents the external potential on an electron. The last term is the
exchange interaction between the electrons. The electron density can be determined
as ⇢i0(r0) =
P



























Hartree-Fork theory provides an approximated solution to the many-body Schrödinger
equation, where the total wavefunction ( ) can be given by a single Slater determi-
nant of Spin-Orbitals ( i). The example in Eq. 2.8 provides the Slater determinant
of N number of electrons. As the Pauli exclusion principle suggests, the wavefunction
of a fermion should be antisymmetric. The Slater determinant satisfies the antisym-




 1(r1)  1(r2) · · ·  1(rN)





 N(r1)  N(r2) · · ·  N(rN)
(2.8)
The electrons avoid each other due to the Coulomb repulsion, and it a↵ects the
position of each electron. The Hartree-Fock method does not take into account the
Coulomb correlation. Therefore, its solution does not provide the exact ground state
energy of the system.58 Thus, density functional theory was introduced with both
exchange and correlation potentials to enhance the accuracy of the calculations.
2.3 Density Functional Theory
2.3.1 The Hohenberg-Kohn Theorems
Theorem 1: The external potential (Vext or Ven) can be determined uniquely by the
ground state electron density (⇢(r)).59
Thus, we can write the total energy of a system as
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E[⇢] = T [⇢] + Eee[⇢] + Ene[⇢] = FHK[⇢] +
Z
⇢(r)Vext(r)dr (2.9)
Here, the universal functional FHK[⇢] is defined as FHK[⇢] = T [⇢] + Eee[⇢]. The
explicit form of T [⇢] is unknown. And also, only the classical part of Eee[⇢], that
is the Coulomb interaction between the electrons, is known. Thus, non-classical








0 + Encl[⇢] (2.10)
Theorem 2: The variational principle provides ground state for E[⇢], if and only if
the input electron density ⇢(r0) is the true ground state density.59
Therefore, the total energy of a system is a upper bound for a trial electron density
⇢





0(r)Vext(r)dr   E0[⇢] (2.11)
2.3.2 The Kohn-Sham equations
As explained before, the universal functional can be written as follows.
F [⇢] = T [⇢] + J [⇢] + Encl[⇢] (2.12)
Since the expressions for kinetic and the non-classical energy terms are unknown,
we are not able to directly use Eq 2.10. Instead, W. Kohn and L.J. Sham proposed
that electrons can be treated as non-interacting particles and kinetic term can be












Since TS does not represent the true kinetic energy term and Encl is unknown,
they introduced the exchange-correlation energy (EXC) as follows.60
EXC[⇢] = (T [⇢]  TS[⇢]) + Encl[⇢] (2.14)
Khon-Sham equation is defined as the Schrödinger equation with single electron wave-













) i = ✏i i (2.15)
The total energy of a system can be written as follows using the Kohn–Sham
density functional theory60 .




















In order to calculate the ground state energy using Eq. 2.16, we want to approximate
the exchange-correlation functional (EXC[⇢]). Two of the well known methods in use
are the local density approximation (LDA)61 and the generalized gradient approxi-
mation (GGA).62 In the LDA, it is assumed that EXC[⇢(r)] at the position r is equal
to the energy due to the uniform electron gas which has the same density at r. As a





Here, ✏XC is the exchange-correlation energy per electron of the homogeneous
electron gas. This expression was derived by considering the density of the electron
in solid (inhomogeneous system) does not vary rapidly. The system can be split
into small boxes with volume d3r. Thus, each box has a homogenous electron den-
sity which is equal to the local density ⇢(r) at the position r. By multiplying the
exchange-correlation energy per electron (✏XC) and number of electrons at the po-
sition r (⇢(r)dr), we can calculate the total exchange-correlation energy at a given
r. Integrating over the whole space gives us the total exchange-correlation energy
(EXC[⇢(r)]). Monte Carlo simulations can be used to compute ✏XC as a function of
⇢(r).63
One of the major disadvantages of the LDA method is that binding energy error
is around 20% overestimation. This is too significant for chemical reaction calcula-
tions. The atomization energy of molecules is overestimated with large errors by LDA.
For instance, the atomization energy of CH4 and CO were predicted with 10.3 and
15.3 %, respectively.63 Moreover, LDA underestimates the bond lengths and lattice
parameters. As an example, LDA predicts the lattice constant of Si with 1.87% un-
derestimation.64 As a solution, the GGA method was introduced. With this method,




There are several popular GGA methods in use. One of the widely used GGA
methods is the Perdew–Burke–Ernzerhof (PBE), which significantly lowers the at-
omization error of the molecules. The atomization energies of CH4 and CO were
estimated with 1.8% and 3.7% overestimations, which are much lower than the errors
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produced by LDA, as explained before. The PBE method overestimates the lattice
parameters and bond lengths with small errors. For Si, the lattice parameter is esti-
mated with a 0.7 % error, which is a considerable improvement compared to the error
produced by the LDA method.64 But, it should be noted that PBE almost always
overestimates the lattice constants. In order to lower the error, alternative GGA
methods were introduced. Some of the methods are PBEsol,65 AM05,66 and WC.67
The lattice parameter of Si was estimated by PBEsol, AM05, and WC with 0.16, 0,
and 0.20 % underestimations, which are exceedingly lower than the errors from the
LDA and PBE methods.64
2.4 Spin Density Functional Theory
The spin of each electron can be taken into account to describe the total electron





| (r1, s1, r2, s2.....rN , sN)|2dr1ds1....drNdsN (2.19)
If we replace r1 with a position r and s1 with s↵1 =
1
2 and s 1 =  
1
2 , it can be
shown that ⇢(r) can be given as a sum of the electron densities of majority (⇢↵) spins










, r2, s2.....rN , sN)|2dr2ds2....drNdsN
=⇢↵(r) + ⇢ (r)
(2.20)
The spin density (⇤(r)) of a system is the di↵erence between ⇢↵ and ⇢  at a
particular position r as shown in Eq. 2.21, where we use the Pauli matrix in z direction
17




⇤(r, s1, ...rN , sN) z(s1) (r, s1, ...rN , sN)dr2ds2....drNdsN
=⇢↵(r)  ⇢ (r)
(2.21)
The integrals of ⇢↵(r) and ⇢ (r) with respect to the volume provide the number
of ↵ (N↵) and   (N ) electrons as N↵ =
R
⇢↵(r)d3(r) and N  =
R
⇢ (r)d3(r).68 Thus,









To generalize the Hohenberg-Kohn theorems for a system with ↵ and   electrons,
external potential can be written as a function of both ⇢↵ and ⇢ . Thus, we can












 )Vextd(r)   E0[⇢↵, ⇢ ], (2.23)
where ⇢0↵ and ⇢
0
  are arbitrary densities for ↵ and   electrons, respectively. The to-







where   represents the spin eigenfunctions. Finally, the Kohn-Sham equations in































2.5 Implementation of Density Functional Theory
2.5.1 The Bloch Theorem
The periodicity of a crystal lattice allows us to consider a periodic potential V (r) with
a translation vectorT of the lattice as V (r) = V (r+T). According to Bloch theorem,
the wavefunction ( k(r)) of a Schrödinger equation with the periodic potential can
be given by
 k(r) = e
ik·r
uk(r), (2.25)
where u(r) is a periodic function with same periodicity T and k is the wave vector.
Therefore, uk(r) can be written as uk(r) = uk(r+T). Due to the periodicity of uk(r),







where G represent a set of reciprocal space vectors, which satisify G ·T = 2⇡n.







The eigenstates of the Hamiltonian are periodic in k-space. Therefore, for any
vector G in reciprocal space,
 k(r) =  k+G(r). (2.28)
As a result, all the wavefunctions of a lattice with periodic potential can be gen-
erated by considering the first Brillouin zone.69–71 Kinetic energy cuto↵ (Ecut) of the
Bloch functions is given by the Ecut =
~2
2m |k + Gcut|, where Gcut is the cuto↵ vec-
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tor in reciprocal space. A su cient Ecut value should be provided to expand the
wavefunctions within the Brillouin zone.
2.5.2 Brillouin Zone Sampling
In density functional theory, calculating various periodic functions like charge density
are computed by integrating over the first Brillouin zone (see Fig. 2.30).72 We assume






To solve the integrations computationally, we replace 1⌦BZ
R
BZ with a weighted sum














The lowest Fourier component F0 can be obtained by integrating over the whole
Brillouin zone. In order to make it computationally possible, it should be approx-
imated by a finite sum over k-points. Since the summation is carried out only up
to Rm, a discretization error depends on vanishing the Fourier components beyond
j = m. Even though the calculations related to semiconductors and insulators can
be done with high accuracy with the above method, there can be a high discretiza-
tion error for metals since electron occupancy alters rapidly near the Fermi level. To
minimize the error, we use special k points set using Monkhorst and Pack73 method
as,







where bi are the reciprocal lattice vectors while Np is the number of k points in p
direction.
We define symmetrized plane-waves as Aj(k) =
P
e
i(k·Rj) and rewrite Eq. 2.30














!kiFmAm(ki) = F0. (2.32)
We solve this by finding a set of weights (!ki) to satisfy
P
i wiA(k) = 0. Thus,
the higher terms (m   M) vanishes. That is a reasonable assumption since the Fm
term decreases while m increases, and it gradually becomes negligible.72,74–77
2.5.3 Pseudopotential Approximation
The pseudopotential is used as an approximated e↵ective potential to replace all-
electronic potential (real potential) in a way that pseudo-wavefunction can be repre-
sented by a significantly fewer number of Fourier components compared to the all-
electron wavefunction (real wavefunction). The wavefunctions of the valence electrons
are orthogonal to that of core electrons. The all-electron wavefunctions of valence elec-
trons oscillate rapidly in the core region to comply with the orthogonality condition.
As a result, there should be a substantial basis set to represent the wavefunctions in
the core region, as can be seen in Fig. 2.1. In the pseudopotential approximation,
the core orbitals are considered to be frozen, since the chemically active electrons
exist only in the valence region. As a result, pseudopotential wavefunctions do not
contain any node within the core region. Thus, a small basis set is enough due to the
reduced number of electrons and the smooth curve of the pseudo-wavefunction. Be-
yond the cuto↵ radius, Rc, which separates the core and valence regions, all-electron









Figure 2.1: Schematic illustration of wavefunctions and their e↵ective potentials.
The pseudo-wavefunction ( pseudo) and pseudopotential (Vpseudo) are indicated by red
lines. The all-electron wavefunction ( all) and potential (Vall) are represented by blue
doted lines. The vertical doted line presents the cuto↵ radius (Rc).79
The pseudopotentials are classified according to the degree of hardness. When
the required number of Fourier components is high, a pseudopotential is recognized
as hard. Otherwise, it is considered soft. A high (low) cuto↵ energy is required
for hard (soft) pseudopotentials. One of the well known members of the hard cate-
gory is Norm-conserving pseudopotential. Norm-conserving pseudopotentials satisfy








dr.79 Due to the high cuto↵
energy value required for norm-conserving potentials, the computations become time-
consuming. As a solution, softer pseudopotentials are required. Ultra-soft pseudopo-
tential (USP)80 is one of the most popular soft pseudopotentials. The wavefunctions
of USP in the core are formed with the smallest possible basis in order to make the
calculations fast. Another popular pseudopotential is the projected augmented wave
(PAW) method,81,82 which provides higher accuracy than the USP approach. The
following are the main two reasons for the high accuracy of the PAW approach.74–77
1. The smaller radial cuto↵s than that of UPS are used in PAW.
2. PAW is able to reconstruct the exact wavefunctions with all the nodes in the
core region.
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2.6 Climbing Image Nudged Elastic Band Method
The energy barrier of the ions on a surface of the electrodes in this dissertation was
found based on the climbing image nudged elastic band (CI-NEB) method. When an
ion moves from one site to another, it chooses a minimum energy path (MEP). For
MEP, there can be a saddle point which has the highest energy, as shown in Fig 2.3.
That is also known as transition state (x†), which has energy E†. The transition rate
for an ion which starting from an initial point at the local potential minimum (site
A) and moving through a saddle point and ends at another site (site B) is given by
Eq. 2.33, where E† is the energy of the saddle point, E int is the energy at the initial
state, vi are the normal mode frequencies, and v
†












The above quantities can be calculated at zero temperature. The e↵ects due to
entropy can be included based on harmonic approximation. In the regular nudged
elastic band (NEB) method, we consider several moments of the same ion/atom placed
on the path. Those moments are known as images. The nearby images are connected
with each other using elastic springs. The force acting on the images lie on the MEP
is only pointing along the path. The forces applied perpendicular to the MEP is zero.
The saddle points of the MEP have the maximum energy. MEP can have multiple
minima in addition to the initial and finale states83,84
In order to comply with the above requirements, the forces applied perpendicular
to the path is calculated, as F? =  rE(Ri)?, based on the energy on the surface (see
Fig 2.2). Here, Ri denotes the position of ith image of the elastic band. The forces
parallel to the path is calculated using the parallel component of the force applied by












Figure 2.2: Schematic diagram of a 2D energy surface is shown in the figure. Here,
red dots represent the positions of images, dotted lines are the energies lower than the
energy of the transition state, and the solid lines represent the energy of transition


















Figure 2.3: Energy as a function of reaction coordinates from CI-NEB method for
the schamtic illustration in Fig. 2.2.
the images which are positioned on the MEP. When the image i is located on the
MEP, F? =  rE(Ri)? = 0.




The perpendicular component based on true force can be calculated using
rE(Ri)? = rE(Ri) rE(Ri) · ⌧̂ , (2.35)
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where, ⌧̂ is the unit vector parallel to the tangent at ith image. The parallel
component of the force applied by a spring with spring constant, k, can be determined
based on
Fki,spring = k(|Ri+1  Ri|  |Ri  Ri 1|)⌧̂ . (2.36)
The saddle point of the MEP is calculated by employing interpolation. In the case
of having a narrow energy barrier, there can be several images near the saddle point.
As a result, interpolation can be inaccurate for finding the saddle point. To minimize
this error, the climbing image NEB was introduced. First, the regular NEB method
will be performed for several iterations and will find the image with maximum energy
(imax). Then, the force on that image is calculated based on
Fi =  rE(Ri) + 2(rE(Rimax) · ⌧̂imax)⌧̂imax . (2.37)
Therefore, the image with maximum energy is independent of the other images
and their springs. The above expression allows the climbing image to move up along
the elastic band and move down the true potential surface. CI-NEB and NEB are
carried out using iterative minimization. The optimization of MEP is done based on
the velocity Verlet algorithm.83,84
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CHAPTER III
ENGINEERING STRAIN OF Hf2MC2O2
(M=Mn,V) MXenes
3.1 Introduction
Introducing approaches to control the magnetic states in the robust ferromagnetic
materials is crucial in quantum information devices.41,85 Strain engineering can be
e↵ectively applied to 2D materials due to the high elastic strain limits of nanosheets
as compared to their bulk counterparts.85–87 Strain engineering has been exploited to
tune numerous properties of 2D materials like graphene, transition metal dichalco-
genides (TMDs), MXenes, and phosphorene.85,87–93 Enhanced magnetic moments
have been observed in T-VS2 90 and WTe2 94 TMDs and also in Ti2C and V2N MX-
enes95 under biaxial tensile strain. It has been reported that ferromagnetism in
Li-doped TiO2 nanosheets can be tuned via uniaxial strain.96
The double transition metal MXenes are synthesized using M2M0AX2 MAX phases
which were first discovered by Liu et al. by introducing Cr2TiAlC2. In those struc-
tures, M0 transition metal is sandwiched between two transition metal carbide (M-
C) layers.97,98 Anasori et al. predicted more than 20 stable double-M MXenes with
M2M0C2 and M2M02CX2 structures using density functional theory (DFT).
97 It is
found that the electronic and magnetic properties of those double-M MXenes can be
manipulated employing di↵erent surface terminations. As an example, even though
Hf2MnC2O2 is a ferromagnetic semiconductor with a high Curie temperature,
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Hf2MnC2(OH)2 is an antiferromagnetic metal while Hf2MnC2F2 is an antiferromag-
netic semiconductor, respectively.25 It is reported that Hf3C2O2 MXenes were syn-
thesized successfully,99 and also manipulating the electrical conductivity of those
materials were theoretically investigated.22
In this research work, the main motivation behind choosing the Hf2MnC2O2 and
Hf2VC2O2 2D materials is that the both monolayers show the semiconductor and fer-
romagnetic characteristics simultaneously. According to the spin polarized DFT cal-
culations, both materials posse high Curie temperatures greater than 800 K, which are
well above the room temperature. This indicates that those nanosheets are promising
materials for spintronic applications.25
3.2 Computational Methods
Density functional theory based first principle calculations were performed employing
Projected Augmented Wave (PAW) method81,82 as implemented in Vienna ab initio
Simulation Package (VASP).74–77 Perdew-Burke-Ernzerhof (PBE)100,101 pseudo po-
tentials in Generalized Gradient Approximation (GGA) method was used to include
the Exchange-Correlation potential. A plane wave basis set with energy threshold
value of 400 eV was considered in the calculations. The energy convergence criteria
was set to 10 6 eV and the force convergence criteria for the ionic steps is set to
10 2 eV/Å. A vacuum space of around 20 Å was used in order to avoid the inter-
action between neighboring sheets. The Brillouin zone integration for the unit cell
was performed using a Gamma-centered 12 ⇥ 12 ⇥ 1 Monkhorst-Pack k-mesh. A
very dense k-mesh of 24 ⇥ 24 ⇥ 1 was used for Density of States (DOS) calculations.
The strong correlations of the unfilled d orbitals in the transition metals of the two
monolayers were taken into account using the on-site coulomb potential U.102 The U
potentials were taken from the previous work done by Dong et al. for Hf, Mn and
V as 2, 4 and 3 eV, respectively.25 The spin polarized calculations were carried out
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to investigate the properties of ferromagnetic and anti-ferromagnetic phases, where a
2 ⇥ 1 super-cell is considered for the latter phases. The validity of our calculations
were verified by performing HSE06103 calculations for the selected systems. Both
DFT+U and HSE06 predict the same magnetic ground state. The elastic constant
calculations were carried out by employing density functional perturbation theory
(DFPT) as implemented in VASP.104
3.3 Biaxial Strain E↵ects on Hf2MnC2O2 and Hf2VC2O2 2D
Materials
3.3.1 Strain and Structure
Figure 3.1: (a) Top and (b) side views of Hf2MnC2O2 and Hf2VC2O2 2D materials.
Hf2MnC2O2 and Hf2VC2O2 double transition metal MXenes have hexagonal struc-
ture with space group P-32/m1. Figure 3.1 shows that Mn and V atoms sandwiched
between two O-Hf-C layers. The GGA+U calculations provide that these mono-
layers have ferromagnetic ground state and unstrained structure lattice constant for
Hf2MnC2O2 is 3.253 Å and that for Hf2VC2O2 is 3.224 Å, in a good agreement with
literature.25 The biaxial strain applied was calculated employing (a a0)a0 , where a0 and
a are the unstrained and strained lattice constants, respectively. Here, a negative
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value indicates compressive strain, while a positive value is used for tensile strain.
These hexagonal unit-cells consist two Hf atoms and one Mn or V atom. While ten-
sile strain is applied, the angle made by these three atoms decreases as shown in Fig.
3.2. On the contrary, compressive strain increases the angles. This is mainly due to
the Poisson’s e↵ect, which compresses (expands) the system in out of plane direction
when a tensile (compressive) strain is applied in the in-plane direction. It is worth
noticing that all bond lengths increase (decrease) with tensile (compressive) strain.
The higher slopes of Mn-C and V-C bond length curves relative to that of other bonds
in Fig. 3.2 implies that strain e↵ects on those Mn-C and V-C bonds are significant
than other bonds. These kind of structural changes highly influence on the electronic
and magnetic properties as discussed in the sections 3.3.2 and 3.3.3.






































Figure 3.2: Variation of bond angles and lengths as a function of biaxial strain.
To determine the elastic limits of the both materials, stress was calculated as a
function of biaxial strain by employing the equation   = 12V0
@E
@✏ , where E is the total
energy, V0 is the volume of the strain-free monolayer and ✏ is the biaxial strain.105 It is
obtained that Hf2MnC2O2 and Hf2VC2O2 are able to sustain stress values up to 54.6
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GPa and 56.2 GPa, respectively as shown in Fig. 3.3(b). The corresponding critical
biaxial tensile strain values calculated from maximum stress values are about 17%
and 13%, respectively. At the critical strain, the calculated stress reaches its maxi-
mum value and starts to decrease with further increase of strain. The surface Young’s
modulus (Y2D) and the Poisson’s ratios (µ) of a hexagonal 2D structure can be deter-
mined using the elastic constants according to the relation, Y2D = (C211   C212) / C11,
where C11 and C12 are the elastic constants, which represent longitudinal compression
and transverse expansion. Since the both monolayers has a considerable thickness (t),
we converted the surface Young’s modulus (Y2D) into a more conventional form using
Y3D = Y2D/t.86 In oder to calculate the layer thickness (t), multilayer configurations
(see Fig. A4 in Appendices) with van der Waals interactions, which is implemented
by DFT-D3 with Becke-Jonson damping, is considered.106,107 The thickness is cal-
culated as the monomer thickness,22 which are 8.94 Å for Mn based monolayer and
9.28 Å for V based monolayers. C11 and C12 values for Hf2MnC2O2 are 388.2 GPa
and 87.6 GPa, respectively. Those values obtained for Hf2VC2O2 are 402.4 GPa and
107.6 GPa, respectively. Thus, the calculations show that the elastic modulus, Y3D,
for Hf2MnC2O2 is 368.5 GPa while it is calculated as 373.6 GPa for Hf2VC2O2. The
Young’s modulus of those two monolayers are considerably higher than that of well-
known 2D materials such as MoS2 with 270,108 WS2 with 270,108 Ti3CTx (T is the
surface termination) with 330 ± 30 GPa109 and graphene oxide with 200 GPa.110
The in-plane Poisson’s ratio (⌫) for the hexagonal structure was calculated ac-
cording to the expression ⌫ = C12/C11.86 It was found that ⌫ is 0.22 for Hf2MnC2O2
and 0.26 for Hf2VC2O2. The out of plane Poisson’s ratio (⌫?) can be given by the
equation ⌫? =  ( t / t) / (✏11 + ✏22). Here,  t, ✏11 and ✏22 are the change of layer
thickness, strain in zigzag and armchair directions, respectively.111 The ⌫? is calcu-
lated by averaging the obtained values under the uniaxial strains between -1% and
1% in armchair and zigzag directions on the rectangular supercell (see Fig. A3 in
30
Appendices). It is found that both Hf2VC2O2 and Hf2MnC2O2 has the same ⌫? value
(0.38).











































Figure 3.3: (a) Strain energy and (b) stress as function of strain. Strain energy is the















































Figure 3.4: Electronic band structures and Density of States (DOS) of unstrained (a)
Hf2MnC2O2 and (b) Hf2VC2O2 2D materials. Fermi energy marks zero energy.
Next, we discussed the electronic properties as a function of applied biaxial strain.
As can be seen in Fig. 3.4(a), unstrained Hf2MnC2O2 is an indirect band gap fer-
romagnetic semiconductor with a band gap of 0.282 eV, where the conduction band
minimum (CBM) and the valence band maximum (VBM) are at the   and M points,
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respectively. Our value is slightly (⇠ 0.045 eV) greater than the published data.25
It is clear that the two lowest conduction bands of Hf2MnC2O2 shift towards either
lower or higher energies depending on type and size of strain (Fig. 3.5). For simplic-
ity, these two bands are named as CB1 and CB2. These bands together with VBM
are mainly originated from Hf and Mn -d and C-p orbitals. As is expected, HSE06
calculations provides a larger band gap of 0.484 eV. CBM and VBM are located at the
same positions as obtained from DFT+U calculations (See Fig. A2 and TABLE A1 in
Appendices). Comparing the band structures calculated using di↵erent functionals,
apart from band gap values, DFT+U and HSE06 give very similar band structures.
However, DFT calculations with GGA compute very di↵erent band structures and
lower magnetic moments. Due to self-interaction error, DFT-GGA calculations tend
to predict metallic behaviors (See Fig. A1 and TABLE A1 in Appendices).
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Figure 3.5: The calculated spin-resolved band structure of Hf2MnC2O2 for di↵erent
biaxial strain values. The red and blue lines represent the spin-up and spin-down
bands, respectively.
As the tensile strain is increased, CB1 (CB2) shifts to higher (lower) energies.
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Figure 3.7: Partial Density of States (PDOS) for (a) Hf2MnC2O2 and (b) Hf2VC2O2
monolayers with -4% , 0%, 4% and 8% biaxial strains. Fermi energy marks zero
energy.
As a result of tensile strain, CBM position starts to appear between K and   points.
Competition between CB1 and CB2 determine the band gap. When the tensile strain
 2%, band-gap rises due to the shifting of CB1 to higher energy levels. Henceforth,
band gap diminishes, since the CB2 band moves downward, and eventually crosses
the Fermi level for the larger tensile strain values (Figs. 3.5 and 3.6). At a strain
of 8%, Hf2MnC2O2 becomes a semi-metal, since the VBM and CBM touches the
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Fermi-level. After strain of 8%, a semiconductor to metal transition occurs (Fig.
3.5). Figure 3.2 indicates that Hf-Mn-Hf angle becomes narrower with tensile strain,
whereas Hf-C and Mn-C bond lengths stretch. Hence, the tensile strain enhances the
coupling between the transition metal (TM)-d orbitals, while weakening the coupling
of TM-d and C-p orbitals. While a compressive strain is applied, Hf-Mn-Hf bond
angle increases and Hf-C and Mn-C bond lengths decrease. This allows the TM-d
orbitals to couple weakly, although C-p orbitals couple with TM-d orbitals strongly.
The band gap of Hf2MnC2O2 becomes smaller owing to decrease of the CB1 band
energy and increase of higher valence band energy. These bands start crossing the
Fermi-level when the compressive strain is around -4%. Our calculations obtained
using HSE06 also provide zero band gap for -4% strain while larger band gap (0.665
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Figure 3.8: The calculated spin-resolved band structure of Hf2VC2O2 for di↵erent
biaxial strain values. The red and blue lines represent the spin-up and spin-down
bands, respectively.
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Table 3.1: The charge transfer  q for each atom are mentioned for strained and
unstrained Hf2MnC2O2 and Hf2VC2O2 2D materials.
Material Property -4% -2% 0% 2% 4%
Hf2MnC2O2  qHf(e) 3.948 3.949 3.948 3.948 3.936
 qO(e) -1.999 -2.003 -2.014 -2.030 -2.017
 qC(e) -2.737 -2.717 -2.686 -2.652 -2.632
 qMn(e) 1.564 1.535 1.489 1.453 1.426
Hf2VC2O2  qHf(e) 3.948 3.944 3.924 3.941 3.951
 qO(e) -1.995 -1.998 -1.991 -2.014 -2.032
 qC(e) -2.936 -2.916 -2.896 -2.877 -2.862
 qV(e) 1.951 1.924 1.915 1.900 1.883
The unstrained Hf2VC2O2 is an indirect band gap semiconductor with a small
band gap of 0.15 eV while HSE06 provides 0.422 eV gap. The VBM and the CBM
are at the   and M points, respectively. Two lowest conduction bands are named
as CB3 and CB4 as shown in Fig. 3.4(b). CB3 energy band is mainly formed by
TM-d orbitals, whereas V-d, Hf-d and C-p states are hybridized to form the CB4
energy band. Not like CB2 in the band structure of Hf2MnC2O2, CB4 does not shift
much. The HSE06 calculations also confirm this behavior as shown in Fig. A2 in
Appendices. At 2% compressive strain, this material becomes a half metal, where
spin-down states cross the Fermi level, although spin-up states make a 0.34 eV band
gap. It is clear that the semiconductor to metal transition occurs when a compressive
strain is applied. On the contrary, tensile strain enhances the band gap until a strain
of 2%. Then, the band gap remains between 0.2 eV and 0.3 eV up to 6%. When
biaxial strain exceeds 6%, the band gap starts to decreases and disappears at around
9% tensile strain. Valence band crosses the Fermi-level at around 9% tensile strain,
which converts Hf2VC2O2 into a half metal. Both HSE06 and DFT+U studies show
that Hf2VC2O2 become a metal under small compressive strain. But, HSE06 always
provide higher band gap values. For instance, 0.422 eV and 0.630 eV are obtained
for 0% and 4% strains, respectively (see TABLE A2 in Appendices).
Our calculations also show that strain engineering can be exploited to switch the
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order of spin-up and spin-down bands. For instance, while spin-down electrons in
CB1 band of Hf2MnC2O2 dominate the conduction at 0% strain, a tensile strain of
4% makes the spin-up electrons main charge carriers for conduction. This suggests
that by controlling strain over a Hf2MnC2O2 based spintronic device, we can tune,
for instance, magnetoresistance.
Table 3.2: The hole (m⇤h) and electron (m
⇤
e) e↵ective masses in units of free electron
mass (m0) in    M (M),     K (K) and M   K (L) directions under tensile strain
for Hf2MnC2O2 and Hf2VC2O2 monolayers. And also, the conduction band which is
used to calculate the m⇤e values are mentioned.











Hf2MnC2O2 0 1.10 2.19CB1 0.95 1.16CB2 0.67 0.30CB1
2 0.94 2.34CB1 0.84 1.09CB2 0.58 0.36CB1
4 0.89 2.21CB2 0.97 0.91CB2 0.48 0.35CB1
6 0.56 2.45CB2 0.50 0.51CB2 0.46 1.34CB2
Hf2VC2O2 0 0.45 2.46CB3 0.37 0.54CB4 1.93 0.28CB3
2 0.93 0.43CB4 0.84 0.51CB4 2.04 0.34CB3
4 0.89 0.28CB4 0.97 0.49CB4 1.40 0.37CB3
6 0.56 0.47CB4 0.55 0.32CB4 0.87 0.90CB4
The Bader charge analysis are carried out to study the e↵ect of strain on the
charge transfer between the each type of chemical species in both monolayers.112
TABLE 3.1 reveals that the transition metals lose charge, whereas O and C gain due
to their higher electronegativity than that of transition metal atoms. Mn atom loses
less charge as compared to V. In unstrained systems, there is a di↵erence of around 0.5
e  between  qMn and  qV. And also, C in Hf2VC2O2 acquires more charge than that
of C in Hf2MnC2O2. This indicates that there is a higher charge transfer between
V and C than Mn and C. This partially explains the higher mechanical stability
of Hf2VC2O2 as compared to Hf2MnC2O2. As tensile strain is applied, Mn and V
(C) lose (gain) less charge as a result of increasing Mn-C bond lengths. However,
compressive strain shortens these bond lengths. Consequently,  qMn,  qV and  qC
increase. It is interesting that  qHf and  qO variations are negligible in both tensile








The e↵ective mass (m⇤) is calculated using Eq. 3.1 where the derivatives are taken
along ~k = k~e~k. m
⇤ is calculated at the band edges along the particular directions.
According to this simple expression, the e↵ective mass is inversely propositional to the
band curvature. m⇤ of electrons and holes along the   M,   K and M K directions
are studied for both unstrained and strained monolayers, which exhibit semiconductor
properties. It was found that the tensile strain can be exploited to modify the e↵ective
masses (TABLE 3.2). For electrons, this is due to applying external strain that can
be used to switch the energy order of CB1 and CB2 bands of Hf2MnC2O2 and also
CB3 and CB4 bands of Hf2VC2O2, changing electrical conductance accordingly. The
subscript M, K and L in TABLE 3.2 indicate the   M,   K and M K directions,
respectively. The electron e↵ective masses of both unstrained materials in the M K
direction are less than half of the values of that in the   M direction. This is mainly
because CB1 and CB3 are more flat in the   M direction as compared to that in the
M K direction. Since CBMs of both materials are at the M point, M K direction
will be preferable for the electron transport in strain free condition. We observed that
applied tensile strain lowers (increases) the CB2 (CB1) band. When tensile strain is
equal or greater than 4%, the energy order of CB1 and CB2 is switched. Since these
bands have di↵erent band dispersions, we are able to modify electronic transport
properties of electrons. In Hf2MnC2O2, VBM remains close to the   point. There
is no significant change in m⇤hM and m
⇤
hK while strain is applied. Similarly, due to
switching of energy order of the CB3 and CB4 bands for tensile strain values greater
than 2% in V based monolayer, the e↵ective mass of electron becomes less than half
of the value at 0% strain in the    M direction. This is attributed to the di↵erent
curvature of CB3 and CB4. The former is flatter than the latter at the band edges.
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3.3.3 Magnetic Properties
Figure 3.9: Antiferromagnetic configuration for Hf2MnC2O2 and Hf2VC2O2 under
biaxial strain. Since the Mn/V atoms are the main contributors for the magnetism
of respective systems, only Mn/V atoms are shown.
































































Figure 3.10: ENM EFM and EAFM EFM as a function of strain for Hf2MnC2O2 and
Hf2VC2O2. Here, EAFM   EFM for V based monolayer is not shown since it always
provides EFM ⇡ ENM.
Mn, V and Hf in Hf2MnC2O2 and Hf2VC2O2 are at 4+ oxidization state.25 The
spontaneous magnetic moment in the ferromagnetic phase is mainly contributed by
the t2g states of the 3d orbitals of the Mn4+ and V4+ ions because the unpaired
electrons of those ions resides in t2g states. The electronic configurations of Mn4+,
V4+ and Hf4+ are [Ar]3d3, [Ar]3d1 and [Ar]3d0, respectively.25 The magnetic moment
on C atoms are anti-parallel to that of Mn and V atoms as can be seen in Fig.
3.12. After taking all the contributions from each atom into account, total magnetic
moment under 0% and tensile strain in ferromagnetic phase becomes 3.00 µB and
1.00 µB for Hf2MnC2O2 and Hf2VC2O2, respectively.
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Figure 3.11: Variation of the total magnetic moment (µ) in (a) Hf2MnC2O2 and (b)
Hf2VC2O2 under biaxial strain.
Figure 3.12: The magnetic spin density of (a) Hf2MnC2O2 and (b) Hf2VC2O2 strain
free 2D materials.Yellow and blue represent spin up and down, respectively.
On the contrary, under biaxial compressive strain, total magnetic moment (µ)
starts diminishing in both materials when compressive strain exceeds 3%. This is
di↵erent from the well-known MXenes like Ti2C, Ti2N, V2C and V2N, where the µ
is higher under compressive strains.113 These strain e↵ects are much significant in
Hf2VC2O2, where µ at -4% strain is 0.2 µB less than that of unstrained material
(Fig.3.11). However, in Hf2MnC2O2, µ at -4% strain is only 0.03 µB less than the
value at 0%. As seen in Fig. 3.2, Mn-C and V-C bond lengths decrease while biaxial
compressive strain increases. Due to its high electronegativity, the C atom is able
to attract electrons from Mn easily, when the bond length decreases. Moreover,
the Bader charge analysis confirms that there is more charge transfer from Mn and
V atoms to the C atoms at compressive strains as explained in the section 3.3.2.
Thus, Mn and V lose unpaired electrons and this reduces the total magnetic moment.
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HSE06 calculations also agree with our total magnetic moment calculations, as shown
in TABLE A1 and A2 in the Appendices.
To reveal the magnetic ground state of Hf2MnC2O2 and Hf2VC2O2 as a function
of biaxial strain, the energy di↵erence between magnetic states (FM, AFM and NM)
were calculated. In order to calculate EAFM values, di↵erent supercell structures
with collinear AFM configurations such as 1 ⇥ 2, 2 ⇥ 1, 2 ⇥ 2, and 1 ⇥
p
3 can be
proposed as discussed in Dong et al..25 It is clear from Fig.3.1, that the Mn and V
atoms reside on the same layer in the respective MXenes. If all the atoms except
Mn/V atoms are neglected due to the negligible contribution for the total magnetic
moment, Mn/V atoms resemble a hexagonal pattern as shown in Fig. 3.9. Therefore,
due to the hexagonal symmetry of the Mn/V layers, all these supercells represent the
same AFM configuration. It should be mentioned, that MXenes with two layers of
Mn atoms, such as Mn2NO2, provide di↵erent AFM configurations due to the inter-
layer and intra-layer exchange coupling.41 Since the biaxial strain does not change
the symmetry of Hf2MnC2O2 and Hf2VC2O2 MXenes, where only the intra-layer
interactions are available between Mn/V atoms, we considered only the 2⇥1 structure
as shown in Fig. 3.9. And also, it should be mentioned that even non-collinear AFM
phases provide the same energy per unit formula.25 Our calculations show, that the
unstrained Hf2MnC2O2 is a ferromagnetic material with EAFM   EFM ⇡ 0.0795 eV,
while ENM   EFM is close to 2.614 eV. Here, EFM, EAFM and ENM are the total
energies for ferromagnetic, anti-ferromagnetic and non-magnetic states, respectively.
For Hf2VC2O2, AFM state does not exist and we have ENM   EFM = EAFM   EFM,
which is 0.137 eV. In order to investigate the energy di↵erence between magnetic
states as function of strain, we varied biaxial strain within the range of [-4%, 9%] and
calculated EAFM EFM and ENM EFM as shown in Fig. 3.10. As biaxial tensile strain
increases, the EAFM EFM di↵erence increases as well, indicating that ferromagnetic
state becomes more stable with applied strain.
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Figure 3.13: Variation of the Curie temperature (TC) in Hf2MnC2O2 under biaxial
strain.
In order to investigate how the biaxial strain a↵ects on the Curie temperature
(TC) of the Hf2MnC2O2 monolayer, the total spin exchange interaction is taken into
account by using the Hamiltonian, Ĥ, in equation 3.2. Here, J is the nearest neighbor
interaction parameter, and also Ŝi and Ŝj are the spin-angular momentum operators
at ith and jth sites.25,114 As explained before, only Mn4+ ions contribute for sponta-
neous magnetic moments. Therefore, by considering the 6 nearest neighbors of the
Mn4+ in the unit cell of the monolayer, we are able to obtain the expressions 3.3 and
3.4 for the total energy per unit cell in ferromagnetic (EFM) and anti-ferromagnetic
(EAFM) phases. In equations 3.3 and 3.4, E0 is the energy of the nonmagnetic state.
Thus, the di↵erence between those two energies can be employed to find J using
the equation J = (EAFM   EFM)/4µ2. Finally, TC for an infinitely large hexagonal
monolayer can be estimated by applying the equation 3.5 where kB is the Boltzmann
constant.25,115 Unstrained Mn based monolayer provides TC of 836 K. It is clear that
enhanced TC can be obtained due to higher EAFM   EFM energy di↵erence under
tensile strain. For instance, TC of Mn based monolayer become 1094 K and 1288
K at 2% and 4% strains, respectively. Thus, Hf2MnC2O2 becomes a half metal with
enhanced Curie temperature at 8% strain where only the spin-up electron bands show
metallic properties (see Fig. 3.5 and Fig. 3.13). Therefore, strained Hf2MnC2O2 can
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JŜi · Ŝj (3.2)
EFM = E0   3Jµ2 (3.3)






As shown in Fig. 3.4, the spin splitting due to magnetic exchange field can be
seen in both unstrained materials. While tensile strain is applied, the spin-up states
move towards the Fermi level and the spin-down states move away from the Fermi
level (see Fig. 3.5 and Fig. 3.8). As a result of extended bond lengths under tensile
strain, C-p and Mn-d interaction becomes weaker. Consequently, Mn-d electrons are
much localized at Mn4+ ions, and spin polarization becomes stronger.
3.3.4 Conclusions
In summary, we investigated the impact of biaxial compressive and tensile strain
on the structural, electronic and magnetic properties of Hf2MnC2O2 and Hf2VC2O2
monolayers. We showed that Mn- and V-based structures are able to sustain the
stress values as large as 54.6 GPa and 56.2 GPa, respectively. Both materials become
metals, when compressive strain is larger than 2%, and tensile strain is larger than
9%. For strain values within [-4%, 9%], band gap of Mn-based system can reach up to
0.45 eV, whereas that of V based system rises up to 0.23 eV at most. A semiconductor
to half metal transition occurs at around 2% biaxial compressive strain and 8% tensile
strain for Hf2VC2O2 and at around 8% tensile strain for Hf2MnC2O2. The e↵ective
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mass of electrons can be tuned by strain due to change of band order of the lowest
energy conduction bands in both monolayers. It can be proved that Hf-M0-Hf angle
and M0-C bond length variation (M0 is Mn or V) of respective systems mainly cause
modulation of the electronic and magnetic properties. We found that higher the
compressive strain, lower the total magnetic moment is in both systems. This can be
attributed to the high charge transfer from Mn and V atoms to C atoms. The Curie
temperature (TC) is highly tunable with respect applied strain. TC can be increased
to 1577 K from 836 K by applying a 8% tensile strain for Hf2MnC2O2. Such a robust
magnetism and tunable electronic properties ensures that the considered MXenes are
promising candidates for spintronic applications.
3.4 Uniaxial Strain E↵ects on Hf2MnC2O2 2D Material
3.4.1 Strain and Structure
Table 3.3: The elastic constants C11, C22, C12, monolayer thickness (t) and 3D Young’s
modulus (Y3D) values under -4%, 0%, 4% and 8% uniaxial strains.
zig-zag (x) armchair (y)
Strain (%) -4 0 4 8 -4 0 4 8
C11 (GPa) 429.7 385.2 328.1 258.5 407.9 385.2 312.9 214.7
C22 (GPa) 394.3 384.9 373.4 347.8 386.5 384.9 381.7 382.1
C12 (GPa) 91.8 88.2 82.4 82.5 104.7 88.2 82.4 83.6
t (nm) 0.911 0.901 0.894 0.888 0.910 0.901 0.894 0.887
Y3Dx (GPa) 408.3 364.9 309.9 238.9 379.6 364.9 295.1 196.4
Y3Dy (GPa) 374.6 364.7 352.7 321.4 359.6 364.7 359.9 349.5
In order to apply uniaxial strain, the rectangular cell structure for Hf2MnC2O2
shown in Fig. 3.14 was considered. The GGA+U calculations give the optimized
monolayer lattice parameters as a0 = 3.253Å and b0 = 5.634Å. As can be seen in
Fig. 3.14 (b), Mn is sandwiched between two O-Hf-C layers where O is the surface
termination. Thus, there are four Hf, four O, four C, and two Mn atoms in the
rectangular simulation cell where Hf makes bonds with both C and O atoms while
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Figure 3.14: (a)Top and (b)side views of Hf2MnC2O2 monolayer.
Mn makes bonds only with C atoms. The computed Hf-C, Mn-C and Hf-O bond
lengths are 2.319, 2.201, and 2.115 Å, respectively.



































Figure 3.15: Variation of the bond lengths under uniaxial strain in the (a) x and (b)
y directions.








where a and b are the lattice constants of the strained monolayer in the
x and y directions, respectively. Due to the symmetry, studying Hf1-O1, Hf2-O1,
Hf1-C1, Hf2-C2, Mn1-C1 and Mn2-C1 is su cient for investigating the variation of
the bond lengths due to the applied uniaxial strain. As can be seen in Fig. 3.15(a),
transition metal (TM)-C bond lengths change di↵erently according to the direction of
uniaxial strain. For instance, Hf1-C1 and Mn1-C1 increase under tensile strain in the
y direction whereas those quantities decrease under tensile strain in the x direction.
On the contrary, Hf2-C1 and Mn2-C1 bond lengths rise (decline) as tensile strain is
applied in the x (y) direction. These distinct behaviors exist due to the Poisson e↵ect
where the structure contracts (expands) in one direction when a tension (compression)
is applied in the perpendicular direction. Our calculations show that the Poisson ratio
is around 0.22, which indicates that the bond length change in the opposite direction
due to the strain is very small. Despite the fact that TM-C bond lengths are behaving
di↵erently as above, both Hf-O bond lengths increase (decrease) under uniaxial tensile
(compressive) strain applied in the zig-zag and armchair directions.
The strain energy (Es) under uniaxial strain is calculated using Es = E   E0
where E is the total energy of the strained material and E0 is the total energy of
the strain-free material. The stress is calculated as a function of strain using the
equation   = 1V0
@E
@✏i
where V0 is the volume of the strain-free monolayer and ✏i is the
strain in the direction i (x or y). Here, the thickness (6.961 Å) was considered as the
distance between two oxygen layers. As was illustrated by Fig. 3.16, the monolayer is
able to handle higher stress values when the uniaxial strain is applied in the zig-zag
direction. This is due to the fact that TM-C bond lengths do not increase much
at higher tensile strains in the x direction compared to that in the y direction as
illustrate in Fig. 3.2. Thus, at higher strains in the y direction, bond lengths become
weaker. The ultimate stress in the x direction is 46.3 GPa while that in the y direction
is 35.7 GPa. Moreover, the corresponding ultimate strain is 18% in both directions.
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Figure 3.16: (a) Strain energy per formula unit and (b) stress as a function of uniaxial
strain in the zig-zag and armchair directions.
The surface Young’s modulus Y2D in the x and y directions for a rectangular
structure can be calculated using Eq. 3.6 and Eq. 3.7 where the elastic constants C11
and C22 are the axial compression moduli in the x and y directions, respectively, and









Since the thickness changes under uniaxial strain (see TABLE 3.3), we normalized
Y2D as Y3D = Y2D/t and the elastic constants as Cij = Cij(2D)/t where i and j are 1 and
2, respectively. The thicknesses are calculated by considering multilayer configura-
tions with van der Waals interactions as defined by DFT-D3 with Becke-Jonson damp-
ing.106,107 Thus, TABLE 3.3 provides the Young’s modulus values and the elastic con-
stants in GPa. At 0% strain, C11 = C22 = 385 GPa and Y3Dx = Y3Dy = 365 GPa due
to the hexagonal symmetry of the strain-free Hf2MnC2O2 monolayer. When uniaxial
strain is applied, those quantities are no longer equal (C11 6= C22 and Y3Dx 6= Y3Dy),
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since the symmetry is broken. At 8% strain in either direction, there is a significant
di↵erence between x and y components of Y3D, where the latter is higher than the for-
mer. Thus, sti↵ness will be low in the zig-zag direction, when a high uniaxial tension
is applied (Y3Dx = 238.9 GPa at ✏x = 8% and Y3Dx = 196.4 GPa at ✏y = 8% ). Even
though sti↵ness declines in both directions under tension due to bond weakening,
there is still a remarkably high sti↵ness (Y3Dy > 310 GPa) in the armchair direction
at 8% strains compared to that in the zig-zag direction.
3.4.2 Electronic Properties
The band structures were obtained by considering the high-symmetry points of the
rectangular supercells, i.e.   (0,0,0), X (0.5,0,0), S (0.5,0.5,0) and Y (0,0.5,0), under
uniaxial strains applied in the zig-zag (✏x) and armchair (✏y) directions as shown
in Fig. 3.18. Strain-free Hf2MnC2O2 is a semiconductor with an indirect band gap
of 0.282 eV. The conduction band minimum (CBM) resides at the S point, while
the valence band minimum (VBM) resides at the   point. As strain is applied, the
lower three bands (see Fig. 3.17), namely CB1, CB2, and CB3, shift considerably as
illustrated in Fig. 3.18. DOS calculations reveal that TM-d and O-p states hybridize
to form CB1, while TM-d orbitals together with p orbitals of Hf, C, and O hybridize
to construct CB2 and CB3. CB1 band is occupied by the spin-up electrons while
CB2 and CB3 bands are occupied by the spin-down electrons, as shown in Fig. 3.17.
TABLE 3.5 reveals that Hf2MnC2O2 monolayer remains an indirect-band-gap
semiconductor under tensile strain in the zig-zag direction. While tensile strain rises
in this direction, CB1 does not move noticeably with respect to the top of the valence
band until strain of 4%. Thus, band gap remains between 0.28 eV and 0.24 within
✏x =0% to ✏x =4% range, as shown in Fig. 3.20. After ✏x = 4%, the bottom of CB2
becomes CBM, which appears at Y point. Since CB2 moves towards the valence
band as tensile strain rises further in the zig-zag direction, there is a sudden band
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Figure 3.17: Spin-resolved electronic band structure and partial density of states
(DOS) for strain free rectangular super-cell of Hf2MnC2O2 monolayer. Fermi energy
marks zero energy.
Figure 3.18: The calculated spin-resolved band structure of Hf2MnC2O2 for di↵erent
uniaxial strain values in (a) zig-zag and (b) armchair directions. Spin-up and spin-
down bands are in red and blue, respectively. Fermi energy marks zero energy.
gap drop after ✏x = 4%. the CB2 and valence band start crossing the Fermi level at
✏x = 7%. At ✏x = 7%, only the bands with spin-up electrons cross the Fermi level. As
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Figure 3.19: The calculated Partial Density of States (PDOS) of Hf2MnC2O2 for
di↵erent uniaxial strain values in (a) zig-zag and (b) armchair directions. Fermi
energy marks zero energy.















Figure 3.20: Variation of band gap as a function of strain.
make a band gap of 0.61 eV. The partial density of states (PDOS) studies show that
even though the main contributor in conduction bands of spin-up electrons near the
Fermi level is Mn-d orbitals at 0% strain, Mn-d, Hf-d and C-p contribute under ten-
sile strains. The contributions from each orbital for the valence bands near the Fermi
level barely changes as strain is applied (see Fig. 3.19).
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Table 3.4: The average Bader charge transfer  q for each atom are mentioned for
strained and unstrained Hf2MnC2O2.
Property -4% -2% 0% 2% 4% 8%
zig-zag  qHf (e) 3.937 3.937 3.939 3.938 3.943 3.861
 qO(e) -2.001 -2.007 -2.011 -2.011 -2.023 -2.058
 qC(e) -2.687 -2.674 -2.669 -2.660 -2.652 -2.635
 qMn(e) 1.504 1.489 1.480 1.466 1.464 1.426
armchair  qHf (e) 3.939 3.939 3.939 3.936 3.815 3.859
 qO(e) -2.004 -2.007 -2.011 -2.009 -2.014 -2.093
 qC(e) -2.690 -2.680 -2.669 -2.659 -2.521 -2.474
 qMn 1.511 1.496 1.480 1.463 1.439 1.417
Table 3.5: The position of the conduction band minimum (CBM) for each 2D material
under uniaxial strain in the zig-zag (x) and armchair (y) directions. VBM resides
always at the   point.













Even though the band gap of Hf2MnC2O2 changes in a similar way under the
strain in the armchair direction (see Fig. 3.20), the CBM appears at the di↵erent k-
points as illustrated in TABLE 3.5. For the strains greater than 3% in this direction,
the CBM resides between   and X points since CB3 reaches the Fermi level. Similar
to the case of zig-zag direction, the spin-up electron bands are populated near the
Fermi level at higher strains. Thus, Hf2MnC2O2 turns into a half-metal at ✏y = 9%
with a band gap of 0.82 eV made by the bands with spin-down electrons.
It is clear that there is a sharp drop in band gap when compressive strain is applied
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on the monolayer in either direction. CB1 forms the CBM which appears at the  
point from ✏x = ✏y = -1% to -3%. CB1 moves downward and crosses the Fermi-level
at ✏x = ✏y = -4%. Since a very small portion of the bottom of the conduction band
and the top of the valence bands crosses the Fermi level, Hf2MnC2O2 is a semi-metal
at ✏x = ✏y = -4%. Bottom of CB1 and VBM move towards each other to reduce the
separation between the anti-bonding and bonding states. Since Hf-O bond lengths
become shorter at negative strains, TM-d and O-p bonding enhances.
Materials like Hf2MnC2O2 monolayers require special attention due to the pres-
ence of partially filled d orbitals.116 The Hartree electron-electron repulsion potential
in DFT implies how an electron interacts with the electron-density of the system.
Since the electron-density contains the charge of that electron as well, an unphysical
self interaction energy is present in the total energy.84,117,118 This self interaction error
is significant in the transition metal atoms where the unpaired electrons are delocal-
ized to minimize the self-interaction.84 Our GGA calculations in Fig. A6 show that all
the strained Hf2MnC2O2 monolayers are metallic systems (see Appendices) as a result
of delocalization of unpaired d-electrons. To overcome this issue, GGA+U method
utilizes the on-site Coulomb potential (U), which localizes the transition metal elec-
trons in the partially filled energy states. Furthermore, HSE06 calculations constitute
the nonlocal Hartree-Fock exchange potential to minimize the e↵ects of so called self
interaction.119,120 Thus, both GGA+U and HSE06 methods prove that the strain-
free Hf2MnC2O2 nanosheets are semiconductors, and it retains the semiconductor
properties at 4% strains in both zig-zag and armchair directions, as illustrated by
Fig. A7 (see Appendices). As mentioned in the TABLE S1 and S2, hybrid functional
calculations provide higher band gaps. For instance, 0.484 eV and 0.324 eV band
gaps are obtained for ✏x = 0% and ✏x = 4%, respectively. On the contrary, GGA+U
provides smaller band gap values of 0.282 eV and 0.239 eV at ✏x = 0% and ✏x = 4%,
respectively. HSE06 method confirms that bands are shifting in the same way as in
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GGA+U method. Thus, zero band gaps exist under ✏x = ✏y =-4% and ✏x =8% and
also a small band gap (⇡ 0.103 eV) exists when ✏y =8% due to bands shifting.
Band structure variations are directly related to the charge transfer in each atomic
species. Thus, we studied the Bader charge analysis for several strain values in the
zig-zag and armchair directions, as mentioned in TABLE 3.4.112 It is clear from
TABLE 3.4 that the structural variations under compression in either direction con-
siderably a↵ect the charge transfer of Mn and C atoms as compared to those of Hf
and O atoms. Small compressive strains alter  qMn and  qC noticeably as compared
to  qHf and  qO. This is mainly because of considerable shortening of Mn1-C1 and
Mn2-C1 bond lengths, while uniaxial compression is applied in the x and y directions
respectively (see Fig. 3.2). However, Hf-O bond length change within 0% to -4% is
relatively small. At large tensile strains, less charge transfer for Hf, Mn and C atoms
can be seen due to the fact that charges are more localized when the bond strengths
become weaker.




































































Figure 3.21: Variation of the e↵ective mass (m⇤) of (a) electrons and (b) holes under
uniaxial strain in the zigzag direction (✏x) and m⇤ of (c) electrons and (d) holes under
uniaxial strain in the armchair direction (✏y). Here, m0 is the rest mass of electron.
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Figure 3.22: (a) FM, (b) AFM1, (c) AFM2, (d) AFM3 and (e) AFM4 spin configu-
rations with rectangular super-cells indicated. Only Mn atoms are considered, since
contribution for magnetic moment from other atoms are negligible.
We computed the e↵ective masses of electrons and holes as a function of uniaxial
strain using the equation 3.1. The high symmetric directions   X and   Y in
reciprocal lattice correspond to the armchair and zig-zag directions in real space,
respectively. Thus, by calculating the e↵ective mass of electrons and holes in   X
and   Y directions, we are able to find a preferable direction for carrier transport.
Regardless of the strain direction, Hf2MnC2O2 monolayer is a semiconductor in the
strain range of [-2%, 6%]. Thus, this strain region was considered for m⇤ calculations
of this 2D material. For unstrained Hf2MnC2O2, the e↵ective masses of electrons
and holes are larger along the   Y direction, since the bottom of CB1 in the   Y
direction is flatter than that in the   X direction. When strain is applied in the
zig-zag direction, m⇤e remains around 0.3m0-0.4m0 in the   X direction, while m⇤e
is between 2m0 and 2.5m0 in the other direction. Same kind of behavior of m⇤e can
be seen for ✏y case, except at 6% strain, where m⇤e is approximately same in both
directions as a result of change in energy order of CB1 and CB2. Therefore, as
evidenced by Fig. 3.21, the armchair direction will be the most preferable direction
for the electron transport.
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3.4.3 Magnetic Properties
According to GGA+U calculations, the total magnetic moment (µ) per formula unit
is 3.00µB (µB is the Bohr magneton). The main contribution to µ is from the Mn
atom, which is in the +4 oxidation state. Our spin-polarized calculations show that
contributions from other ions are negligible. The electronic configuration for Mn4+ is
[Ar] 3d3. The uncoupled 3d electrons occupy the t2g states (dxy, dyz, and dxz), while the
eg states (dx2 dy2 and dz2) are empty.25 The magnetic moment behaves approximately
in the same way under uniaxial strain in both directions [see Fig.3.23(a)]. While
tension does not a↵ect µ, compressive strain decreases µ starting at around  2%.
This can be attributed to the increased charge transfer from Mn atom to C atom
under compression as mentioned in the TABLE 3.4. Thus, Mn atoms lose electrons,
while C atoms gain them under compressive strain. µ becomes 2.986 µB at ✏x =
✏y =  4%. Since the magnetic moment change is negligible, we can assume that
magnetic moment is approximately constant within this range of strain. Our HSE06
calculations also show a constant magnetic moment throughout this range of strain,
as stated in TABLE A3 and A4 (see Appendices).































Figure 3.23: (a) The total magnetic moment and (b) Curie temperature (TC) of
Hf2MnC2O2 as functions of strain
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Figure 3.24: The energy di↵erences per formula unit between each AFM and FM
phases (EAFM   EFM) in the (a) zig-zag and (b) armchair directions.
In order to find the magnetic ground state of the monolayer at each strain applied,
we calculated the total energies for various ferromagnetic (FM), antiferromagnetic
(AFM), and non-magnetic (NM) configurations as illustrated in Fig. 3.22. In the
AFM1 configuration [Fig. 3.22(b)], spin-down Mn atoms form straight lines, whereas
in AFM2 [Fig. 3.22(c)] they form zig-zag lines. AFM3 [Fig. 3.22(d)] has spin-down
stripes that are two sites thick. AFM4 [Fig. 3.22(e)] is the same as AFM1 rotated by
120°. As shown in Fig. 3.24 and A8 (see Appendices), we find that EFM has the lowest
than energy compared to any of the other configurations. Thus the ground state is
ferromagnetic under uniaxial strain within the range  4% to 10%. ENM   EFM is
higher than 2.3 eV whereas EAFM   EFM is always very low (less than 0.2 eV).
We approximated the magnetic behavior of Hf2MnC2O2 by a classical spin-half
Ising model on a triangular lattice, with strain-induced anisotropy. The Hamiltonian
is121







where  i = ±1 are Ising spins, hijix indicates that the sum is over nearest neighbors
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in the horizontal x direction, hijidiag indicates nearest neighbors in other directions,
J1 and J2 are couplings along horizontal and diagonal directions as shown in Fig. 3.22,
and E0 represents the non-magnetic part of the energy. According to Eq. 3.8, the
energies of the spin configurations in Fig. 3.22(a,b,e) are
EFM = E0   J1   2J2 (3.9)
EAFM1 = E0   J1 + 2J2 (3.10)
EAFM4 = E0 + J1. (3.11)
Solving for the couplings yields J1 =
1
4(2EAFM4 EAFM1 EFM) and J2 =
1
4(EAFM1 
EFM), which allows us to infer J1 and J2 from the results of DFT energy calculations.
Thus, we obtain J1 and J2 as a function of uniaxial strain "x or "y.
We used the above Ising model to predict the finite-temperature magnetic behavior
of Hf2MnC2O2 monolayer. Although Ising models on two-dimensional lattices can be
solved using analytic methods,122 here we used Monte Carlo methods (in particular
the Wol↵ single-cluster algorithm123), which are easily generalized to multilayers or 3D
models. Tc increases with increasing strain, as shown in Fig. 3.23(b). As illustrated
by Fig. 3.23, Tc becomes greater than 1200 K while it converts into a half-metal
under the uniaxial tension higher than 8%. Thus, Hf2MnC2O2 monolayer can be
transformed into an immensely useful material in the spintronic applications.
3.4.4 Conclusions
A first principle study based on density functional theory was carried out on Hf2MnC2O2
ferromagnetic semiconductors to study the structural, electronic and magnetic prop-
erty variations. According to the direction of uniaxial strain, di↵erent bond lengths
are altered di↵erently. It is clear that TM-C bonds are weakened significantly by the
tension in the armchair direction compared to the tension in the zig-zag direction.
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Thus, the maximum stress that the system can handle becomes lower when the ten-
sion is applied in the armchair direction. The tension (compression) in both directions
lowers (enhances) the Young’s modulus. As a result of conduction bands shifting un-
der uniaxial strain, variation of CBM location can be observed while VBM always
resides at the   point. Consequently, indirect-to-direct band gap transition occurs
in 1% to 3% range of tension in armchair direction. Hf2MnC2O2 monolayer becomes
a half-metal at ✏x = 7% and ✏y = 9%. Semiconductor-to-metal transition occurs at
✏x = ✏y =  4%. Our e↵ective mass calculations show that armchair direction in real
space will be preferable for electron transport due to the narrow band edges in   X
direction of the reciprocal space. Moreover, the magnetic moment remains constant
(there is only a negligible change) within -4% to 10% strain range. It is found that
Curie temperature is highly tunable under uniaxial strain. For instance, TC is around
706 K at -4% in both directions while it is greater than 1200 K at 8% strain.
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CHAPTER IV
ENGINEERING SURFACE DEFECTS OF
Hf2MC2O2 (M=Mn,V) MXenes
4.1 Introduction
Two-dimensional (2D) ferromagnetic materials are highly desirable for nanoscale spin-
tronic devices due to their low thickness, high flexibility, high carrier mobility and
enhanced spin-orbit coupling.124,125 In the absence of spin-orbit coupling (SOC), the
quantum Hamiltonian is invariant under global rotations of all spins. This continuous
symmetry implies the existence of long-wavelength low-frequency Goldstone modes.
Thermal occupation of these modes destroys long-range magnetic order at any fi-
nite temperature in dimensions d  2 (the Mermin-Wagner theorem). For stable
magnetic ordering, the continuous symmetry must be broken so that the Goldstone
modes become “gapped” or “massive.” Fortunately, 2D materials possess inherent
spatial anisotropy due to their layered nature. This spatial anisotropy and the SOC
conspire to induce magnetic anisotropy in spin space, such that some spin directions
are favored over others.126 Easy-axis anisotropy breaks the O(3) continuous symme-
try down to a discrete Z2 (Ising) symmetry, which permits ferromagnetic ordering
below a finite Curie temperature, with a transition in the 2D Ising universality class.
The magnetic anisotropy energy (MAE) also serves as a barrier to spin reversal.127
As a consequence, 2D materials with easy-axis anisotropy and high MAE are highly
desired for spintronic applications. (We note that other mechanisms exist for gapping
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the Goldstone modes.128) Easy-plane anisotropy is less useful, as it reduces the O(3)
symmetry to O(2) symmetry, which is still a continuous symmetry, so long-range
order is still prohibited.
Finding 2D ferromagnetic materials with strong magnetic anisotropy is a major
challenge for designing e↵ective spintronics devices.129 So far, only a few number of 2D
materials with high MAEs have been reported. CrI3 2D flakes, which have a relatively
high MAE of 686 µeV per Cr atom,44 have been experimentally realized by mechanical
exfoliation.130 Cr2Ge2Te6 ferromagnetic insulator nanosheets have uniaxial magnetic
anisotropy and a Curie temperature of about 61 K.131 Fe3GeTe2 ferromagnetic mono-
layers have a high MAE value of 920 µeV per Fe atom.45 Another monolayer material,
VSe2, has been grown on graphite or MoS2 by beam epitaxy,132 and it has a high
MAE of about 594 µeV.133
Various methods like strain engineering134 and surface and atomic manipula-
tion28,135,136 have been proposed for increasing magnetic anisotropy. Theoretical in-
vestigations have found that the anisotropy of nitride MXenes can be tuned by chang-
ing the surface termination. For instance, 2D Mn2NO2 exhibits easy-axis anisotropy
whereas Mn2NF2 has easy-plane anisotropy;135 the MAE of 2H-VSe2 increases from
0.594 meV to 0.746 meV under 2% compressive strain;133 and also, 4% compressive
strain enhances the MAE of 1T-FeCl2 by 36.77% relative to that of an unstrained
monolayer.137
In this chapter we study two families of double-transition-metal MXenes in the
presence of surface defects. We calculate structural and electronic properties using
density functional theory (DFT). We investigate magnetic properties by fitting DFT
energies using classical Heisenberg models with single-site anisotropy and doing Monte
Carlo simulations on such models. The calculations based on Heisenberg models
indicate that the Curie temperatures determined in Chapter III based on Ising models
are overestimated. Our main results, summarized in Table 4.4, are:
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• Defects can drive transitions from semiconductor to metal or even half-metal.
• Magnetic moments are dominated by contributions from the 3d transition metal
ions (Mn4+ or V4+).
• Defects modify magnetic moments (µ) by as much as ±25%.
• Defects modify magnetic anisotropies (K) by as much as 500%, and can change
the sign of K.
• Defects modify exchange couplings between individual magnetic centers (Jij)
by as much as ±90%.
• Due to the above, defect engineering can change a material such as Hf2MnC2O2,
predicted to have no long-range order at any T > 0, into one such as Hf2MnC2O2H0.22,
which we predict to have Tc ⇡ 171 K.
4.2 Computational Methods
DFT calculations with spin-orbit coupling (SOC) were carried out using the Vienna
ab initio Simulation Package (VASP)74–77 with a plane wave basis set with Projected
Augmented Wave (PAW) method.81,82 Perdew-Burke-Ernzerhof (PBE)100,101 pseu-
dopotentials in the Generalized Gradient Approximation (GGA) method was taken
into account with the energy cuto↵ value of 520 eV in the calculations. The energy
convergence criterion was 10 8 eV, and the force convergence criterion of the ionic
steps was set to 10 7 eV/Å, respectively. To avoid the interaction between periodic
images of monolayers, a vacuum space of around 15 Å was set in the c-axis direction.
A  -centered 12⇥12⇥1 Monkhorst-Pack k-mesh was used to sample the the Brillouin
zone to relax the the unit cells of Hf2MnC2O2 and Hf2VC2O2 nanosheets. To calcu-
late the band structures and magnetic anisotropy energies, a 24⇥24⇥1 k mesh was
considered. The O vacancies and the H adatoms were introduced on the surfaces of
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3⇥3 supercells. First, the structure of the supercells was optimized with a 4⇥4⇥1
k-mesh. Then, the band structure and magnetic anisotropy calculations were carried
out for the supercells with a 8⇥8⇥1 k-mesh. GGA with the strong on-site Coulomb
interaction of localized d electrons of the transition metal atoms were treated by using
the Coulomb potential (U) method (GGA+U).102 The U potentials were set to 2 eV
for Hf and 4 eV for Mn and 3 eV for V.25
4.3 Results
4.3.1 Defects and Structure
We consider two types of defects: oxygen vacancies (where an O atom is removed from
the top or bottom layers of the material) and hydrogen adatoms (where an extra H
atom bonds to an O atom to form an OH group). We focus on arrangements of defects
that preserve the six-fold symmetry of the material, to avoid numerical inaccuracies
due to asymmetrical supercells. We consider defects within a 3⇥3 supercell, as shown
in Fig. 4.1. Since the top and the bottom layers are identical, we show only one of the
layers in the figure. The numerals 1 and 2 in the figure denote possible defect sites T1
and T2 on the top layer and sites B1 and B2 on the bottom layer. For single defects,
all surface sites are equivalent; we use site T1. For two defects, the second defect was
located at the sites T2, B1, or B2. The possible configurations for two defects are
T1T2, T1B1, T1B2. In the T1B1 configuration, the second defect occupies the site
right below the first defect (T1).
The energies of these configurations (from DFT without SOC) are compared in
Table 4.1. It is always energetically favorable for both defects to reside on opposite
surfaces of the nanosheet. For the HfMn material the T1B2 configuration always
has the lowest energy. However, for two oxygen vacancies (Hf2VC2O1.78) the T1B2
configuration is favored, whereas for two hydrogen adatoms (Hf2VC2O2H0.22) the
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Table 4.1: Relative energies for double-defect configurations (per 3 ⇥ 3 supercell).
Lowest-energy configurations are indicated by zeroes.
Material  E(T1T2)  E(T1B2)  E(T1B1)
(eV) (eV) (eV)
Hf2MnC2O1.78 0.4018 0 0.4144
Hf2MnC2O2H0.22 0.0348 0 0.0116
Hf2VC2O1.78 0.1173 0 0.1326
Hf2VC2O2H0.22 0.0835 0.1154 0
T1B1 configuration is preferred. All further calculations were performed for these
minimum-energy configurations.
























Here, EHf2MC2O2 n/9 and EHf2MC2O2Hn/9 are the total energies of the systems with n
vacancies and n adatoms respectively, while EHf2MC2O2 is the energy of the original




are the energies per atom of isolated dioxygen
and dihydrogen, respectively. The results in Table 4.2 show that the formation and
adsorption energies do not change much with defect concentration. The negative Ead







Figure 4.1: Defect sites T1 and T2 on the top layer (and B1 and B2 on the bottom
layer) within a 3⇥ 3 supercell considered in this paper.
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Table 4.2: Oxygen vacancy formation energies (Eform) and hydrogen adsorption en-











Table 4.3: Defect-induced strain (✏) and band gap (Eg) for two 2D materials with
di↵erent defect concentrations










Our electronic bandstructure analysis with GGA+U+SOC calculations reveals that
both materials are semiconductors, with band gaps 0.282 eV and 0.150 eV for Hf2MnC2O2
and Hf2VC2O2, respectively. Previous studies, based on spin-polarized calculations,
found that the conduction bands near the Fermi levels of these materials are highly
sensitive to the in-plane strains.25–27 The valence-band maximum (VBM) and conduction-
band minimum (CBM) of both monolayers are located at the   and K high-symmetry
points in reciprocal space, as shown in Fig 4.2. Thus these 2D materials are indirect
bandgap semiconductors.
Figure 4.2 shows that all single-defect and double-defect systems in this study are
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Table 4.4: Magnetic properties predicted for MXenes with and without
surface defects. Here, µ is the magnetic moment per formula unit and MAE is
the magnetic anisotropy energy per formula unit calculated from DFT. Anisotropy
parameters K1 and K2 and nearest-neighbor exchange couplings J1, . . . , J9 were in-
ferred from an energy mapping analysis. (The table shows the spread of J values from
smallest to largest.) Curie temperatures Tc were calculated using Monte Carlo simu-
lations of the classical Heisenberg model with anisotropy. “BKT” indicates that the
material may exhibit a Berezinskii-Kosterlitz-Thouless transition to quasi-long-range
magnetic order, but true long-range order only occurs at T = 0. Dashes indicate
unperformed calculations.
Material µ (µB) MAE (µeV) Anisotropy K1 (µeV) K2 (µeV) Range of J (meV) Tc/K
Hf2MnC2O2 3.00 56.77 easy-plane  57.11 0.10 20.4 BKT
Hf2MnC2O1.89 2.98 21.04 easy-axis 17.92 3.12 13 to 23 141
Hf2MnC2O2H0.11 2.88 51.66 easy-axis 51.49 0.18 9 to 28 159
Hf2MnC2O1.78 3.00 165.33 easy-plane  226.9 74.71 – BKT
Hf2MnC2O2H0.22 2.77 144.44 easy-axis 69.97 0.40 0 to 38 171
Hf2VC2O2 1.00 9.48 easy-axis 8.63 0.85 18.8 141
Hf2VC2O1.89 1.00 53.51 easy-axis 41.66 11.97 – –
Hf2VC2O2H0.11 0.91 24.28 easy-axis 26.11  1.847 – –
metallic (unlike the parent compounds, which are semiconductors). By comparing
the band structures with and without defects, we can see that upper bands in the
valence region shift to the conduction region, whereas lower conduction bands move
towards the valence region. Thus, those displaced bands cross the Fermi level. The
density of states (DOS) plots in Fig. 4.3 illustrate that the spin-up bands near the
Fermi level result from hybridization of the Hf-d, Mn/V-d, and C-p orbitals, whereas
the spin-down bands close to the Fermi level are mainly due to the transition metal-d
orbitals. Removing O atoms or adding H atoms causes the conduction bands to shift
down below the Fermi level, driving a semiconductor-to-metal phase transition. In
the band structure of Hf2MnC2O2H0.11 in Fig. 4.2, only the spin-down electron bands
cross the Fermi level, indicating this material is a half-metal.
4.3.3 Magnetic Properties
Our DFT calculations find that Hf2MnC2O2 has a magnetic moment of 3µB per
formula unit while Hf2VC2O2 has a moment of 1µB. See Table 4.4. Moreover, the
magnetic moment on each Hf atom is negligible. This is consistent with all transition
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Figure 4.2: Spin-resolved band structures, calculated without SOC, for Hf2MnC2O2
and Hf2VC2O2 nanosheets with H adatoms or O vacancies. Red (blue) curves indicate
spin-up (spin-down) bands. In some cases the system is half-metallic, with only spin-
down bands crossing the Fermi level.
metal atoms being in the +4 oxidation state: Hf4+ ions have lost all four valence
electrons, whereas Mn4+ retains 3 valence electrons and V4+ retains 1. Hence it
is rational to assume that the magnetic properties are dominated by the Mn or V
atoms.25
For the purpose of constructing e↵ective spin models, we designate every Mn/V
atom as a magnetic center. There are nine such centers in a 3 ⇥ 3 supercell. The
total magnetic moment associated with each center is calculated by integrating the
magnetization (from the VASP output file) over the Wigner-Seitz cell of that center
(i.e., over a hexagonal prism centered on the Mn/V atom). This scheme ensures that
all the magnetization is accounted for, i.e., assigned to exactly one magnetic center.
(This is in contrast to VASP’s built-in routine, which integrates the magnetization
over Wigner-Seitz spheres that may overlap, and may not fill space.)
In the absence of defects, every Mn center has the same magnetic moment (3µB).































































































































































































































































































































































(a) 1 O vacancy (b) 2 O vacancy (c) 1 H adatom (d) 2 H adatoms
Figure 4.4: Magnetic moments in the 2D MXenes Hf2MnC2O2 n/9 and
Hf2MnC2O2Hn/9 with 1 or 2 oxygen vacancies or hydrogen adatoms. Locations of
these defects are indicated by labels ( O and +H). The magnetic moment associated
with each Mn4+ magnetic center is integrated over a Wigner-Seitz hexagonal prism
as described in the text.
0.1µB, in a manner consistent with the reduced symmetry of the system. A defect
(e.g., O vacancy) on one surface reduces the S6 symmetry axis to a C3 axis. Also, the
defect has the strongest e↵ect not on the Mn center directly below it, but instead on
the Mn center that appears to be the second neighbor. This suggests that magnetic
e↵ects are transmitted by the presence of slanted O–Hf–C–Mn chains, in a pattern
with 3-fold symmetry. This explains why the magnetic centers at the far corners of the
unit cell carry di↵erent moments in Fig. 4.4(a) and (c). In the case of Hf2MnC2O1.78,
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shown in Fig. 4.4(b), the removal of electronegative O atoms results in significantly
increased electron density on the Mn atoms, increasing the magnetic moment up to
3.77 µB.
We define the magnetic anisotropy energy MAE(✓, ) as the energy (per formula
unit) when all spins are parallel with direction described by zenith angle ✓ (w.r.t. the
c axis) and azimuthal angle  . For a structure with hexagonal symmetry the leading
terms in the MAE are





The nature of the anisotropy can be described as easy-axis (if K1 > 0 and K2 > 0)
or easy-plane (if K1 < 0 and K2 < 0).
We performed DFT calculations, including spin-orbit coupling, where all spins
were constrained to be at angle ✓ to the c axis, for various values of ✓. Energies are
plotted relative to the minimum energy. The MAE plots for the defect-free materials
Hf2MnC2O2 and Hf2VC2O2 are shown in Fig. 4.5. The maximumMAE of Hf2MnC2O2
and Hf2VC2O2 are 56.77 µeV and 9.48 µeV; see Table 4.4. The larger MAE of
Hf2MnC2O2 can be partly attributed to the di↵erence in atomic number Z, since
MAE is directly proportional to Z4. However, Hf2VC2O2 has easy-plane anisotropy
(minimum energy when ✓ = 90°) whereas Hf2VC2O2 has easy-axis anisotropy (mini-
mum energy when ✓ = 0° or 180°). We obtained the parameters K1 and K2 for each
material by fitting MAE(✓, ) to a quadratic polynomial in sin2 ✓ (see Table 4.4).
It is clear that MAE is profoundly sensitive to surface defects. Adding H atoms
to the Hf2MnC2O2 surface switches the magnetic anisotropy from easy-plane to easy-
axis and increases its magnitude significantly. Adding O vacancies causes large, non-
monotonic changes in the magnetic anisotropy.
We first considered the defect-free materials Hf2MnC2O2 and Hf2VC2O2. As ex-
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Figure 4.5: MAE of the defect-free MXenes as a function of ✓ when   = 0, calculated
using DFT with SOC.
FM M1 M4 M6 M7 M8 M9 M10 M11 M12
Figure 4.6: The 10 ferromagnetic and ferrimagnetic spin configurations used in the
energy mapping analysis. Energies were calculated using DFT and used to fit e↵ective
exchange couplings J1, . . . , J9 in a classical Heisenberg model. Defect sites (“1” and


























































Figure 4.7: Exchange couplings Jij in the e↵ective Heisenberg models for
Hf2MnC2O1.89, Hf2MnC2O2H0.11, and Hf2MnC2O2H0.22. In each case the nine
symmetry-inequivalent nearest-neighbor exchange couplings J1, . . . , J9 were deter-
mined by matching to DFT energies. Bold circles indicate defect locations. Line
thicknesses and numbers indicate Jij (in meV). All couplings are ferromagnetic. The
parent compound Hf2MnC2O2 has a single coupling J = 20.4 meV; adding defects
produces a pattern of strong and weak couplings, which raises the overall Tc.
plained above, the magnetic moment is dominated by the Mn/V atoms, which forms
a single-layer hexagonal lattice. Although the crystal structure does not have C6
symmetry, projecting it onto a single plane converts the S6 axes into C6 axes, so all
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nearest-neigbor exchange couplings must be equivalent by symmetry. DFT calcula-
tions were performed with Mn/V spins in ferromagnetic configurations and collinear
antiferromagnetic configurations (with alternating spins along the a direction). For
each spin configuration, the atomic positions and unit cell area were relaxed. The
DFT energies (not shown) were used to determine the classical Heisenberg ferromag-
netic nearest-neighbor exchange coupling J in a standard energy mapping analysis.
Next, we considered the materials with 1 or 2 defects per 3 ⇥ 3 supercell. The
supercell contains 27 nearest-neighbor bonds, but since the defect patterns preserve
some C3 symmetry axes, there are only 9 independent nearest-neighbor exchange
couplings J1, . . . , J9. We performed DFT calculations with Mn/V spins in 10 fer-
romagnetic and collinear ferrimagnetic configurations, as shown in Fig. 4.6. These
configurations were selected to produce 10 linearly independent equations, allowing
us to solve for J1, . . . , J9 as well as a constant non-magnetic contribution to the en-
ergy, E0. In principle, the single-spin anisotropy parameters K1 and K2 may also
vary from site to site; however, the magnetic anisotropies are very small (of the order
of µeV), and their main observable e↵ect is to stabilize ferromagnetic order through
the collective behavior of large patches of spins. Therefore it is justifiable to average
the anisotropy over the entire supercell, which is implicit in the MAE calculations
described in the previous section.
4.4 Conclusions
We have studied the electronic and magnetic properties of Hf2MnC2O2 and Hf2VC2O2
MXenes with surface defects (H adatoms and O vacancies), using density functional
theory and Monte Carlo simulations. We find that defects have a significant in-
fluence on the band structures, magnetic moments, magnetic anisotropy, and ex-
change couplings. Defects shift the conduction bands down, driving semiconductor-
metal transitions. In particular, Hf2MnC2O1.78, Hf2MnC2O2H0.11, and Hf2VC2O2H0.22
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(with defects located as described in the text) are predicted to be half-metals. Bare
Hf2VC2O2 has easy-axis anisotropy; bare Hf2MnC2O2 has easy-plane anisotropy, but
adding defects can change this to easy-axis anisotropy. Of the materials studied
here, Hf2MnC2O2H0.22 is the most promising, with a predicted Curie temperature of
about 171 K due to a combination of easy-axis anisotropy and a connected network




ELECTRODES FOR Na- AND Mg-ION
BATTERY APPLICATIONS
5.1 Introduction
Rechargeable ion-storage is one of the key concern for various applications, including
electric vehicles, portable electronic devices, and power grids.46,56 Lithium-ion batter-
ies (LIBs) and Lithium-ion capacitors (LICs) have been widely studied for ion-storage
devices as a result of their high specific capacity, energy density and power density,
and lightweight.46,138–140 Lack of availability and high cost of Li resources and safety
concerns influence on discovering alternative mediums of storing Na and Mg. Na-ion
batteries (SIBs) are the most popular substitution since Na is a low cost material with
high abundance and availability.46,53,141,142 Mg is also highly considered because of its
bi-valency, i.e. two electrons are released from each Mg atom during the discharge
process, whereas only one electron is involved in each of its Li and Na counterparts.
Thus, magnesium ion batteries (MIBs) are able to store twice as much energy as than
LIBs and SIBs. Mg is also a highly abundant and low cost material while the Mg atom
is a lightweight atom which makes a promising element in ion-storage devices.46,143,144
Ti2CTx, which shows high volumetric capacity, is one of the lightest MXenes re-
ported.145 It was experimentally discovered that Ti2CTx based electrodes exhibit
excellent electrochemical performance.20,146 Nevertheless, the delaminated MXene
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nanosheets form bulk MXene flakes owing to restacking, which causes capacity fad-
ing.147–149 As a solution to the issue of restacking of MXene sheets, the addition
of carbon-related nanomaterials, such as carbon nanotubes (CNT) and nanosheets
(graphene), between the MXene layers was introduced. These proposed sandwich-
like structures not only prevent restacking but also enhance the capacity and the
conductivity of electrodes.20,139,148–150 It is also observed that oxygen-related surface
terminations, like OH and O, provide increased capacity compared to F based ter-
mination.56 Among OH and O functional groups, O terminated MXenes show higher
binding energy between ions and the electrode. That is important to prevent forming
bulk materials of intercalated ions such as bulk Li and Na.151 Thus, among the dif-
ferent Ti2CTx monolayers, Ti2CO2 can be chosen as the best material for ion-storage
applications. Moreover, in order to enhance the properties of graphene based materi-
als, doping with heteroatoms, like B, N, F, and O, is identified as an e↵ective method
to modulate the electronic and electrochemical properties. Substituting C with B
is convenient due to the similar atomic sizes, which minimize the strain formed by
doping. B-doped-graphene (B-Gr) sheet has been identified as a promising anode for
potassium ion-battery applications with high specific capacity (546 mAhg 1) with a
low di↵usion barrier (0.07 eV).152 It has also been reported that doping graphene
with B enhances the conductivity by altering the band structure.152–155
In this work, by considering all the above facts, we selected Ti2CO2/B-doped-
graphene (B-Gr) heterostructure and B-Gr bilayer, as the electrodes for intercalating
Na and Mg. Despite the fact that Na and Mg intercalated bare graphene bilayer
electrodes are not energetically stable,156–158 we are able to show that these ions
can be stored in B-doped graphene bilayers with reasonable binding energies. It is
already theoretically suggested that Na intercalation in the bilayer and multi-layer
B-Gr sheets with high B concentration (⇡ 33%) is possible.142 However, in this work,
a moderate B concentration (⇡ 8%) was considered. This is a critical concentration
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under which (such as 4%) the intercalation capacity of B-Gr bilayer largely reduces,
showing the vital role of B concentration to enhance storage capacity. Mg inserted
systems was found to show smaller interlayer distance change ( 0.5Å) than that of
Na intercalated counterparts, indicating that Mg electrodes considered can be more
stable against restacking during the charging/discharging process. The Na and Mg
intercalated systems provide maximum average voltages higher than 1.2 V and 0.75 V,
respectively. The gravimetric storage capacities computed for all systems are greater
than 240 mAh/g 1.
5.2 Computational Methods
We performed density functional theory (DFT) calculations based on Vienna itab
initio simulation package (VASP),74–77 where plane-wave basis set was used with a
500 eV energy cuto↵. The electron-ion interaction was taken into account by using
projected augmented wave (PAW) method.81,82 The generalized gradient approxima-
tion (GGA) based exchange-correlation potential was considered with the Perdew-
Burke-Ernzerhof (PBE) pseudopotentials.100,101 The convergence criteria for energy
and force were set to 10 5 eV and 0.001 eV/Å, respectively. We used a vacuum space
of at least 15 Åin order to prevent the spurious interaction along the z-direction (vac-
uum direction). The   centered 5⇥5⇥1, and 12⇥12⇥1 Monkhorst-Pack k-meshes





3) super-cell structures, respectively. In order to realize lower










supercell was used (see Appendices). We included van der Waals (vdW) interactions
for heterostructures and the bilayers using the DFT-D3 method, including Becke-
Jonson damping.106,107 The charge transfer from ions to the nanosheets was studied
using Bader charge analysis.159 The climbing image nudged elastic band (CI-NEB)
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method, which is implemented in the VASP transition state tools, was employed with









3 supercell of B-Gr bilayer was doped with two B atoms. As shown
in Fig. A10 in the Appendices, when the B percentage is 4%, the voltage of the Na
intercalated B-Gr bilayer becomes negative at a lower ionic concentration compared
to the voltage of 8% B-doped system. Consequently, a lower capacity can be expected
when the doping concentration is less than 8%, as illustrated in TABLE A5 (see Ap-
pendices). Accordingly, we selected 8% as the doping concentration for the graphene
sheets. To be consistent, in Ti2CO2/B-Gr heterostructures, the graphene layer was
also doped with 8% B concentration.
In order to minimize the lattice mismatch between MXene sheet and the B-doped
graphene layer, a 4 ⇥ 4 supercell of Ti2CO2 was combined with a 5 ⇥ 5 super cell
of B-Gr. The optimized lattice parameters for the MXene layer and the B-Gr layer
are 12.50 and 12.07 Å, respectively. Thus, the lattice mismatch between these two
sheets is calculated as 3.47%. In order to make them fit in the same periodic cell, we
applied a 1.73% compressive strain on the B-Gr layer and a 1.73% tensile strain on
the MXene layer. After relaxing the heterostructure, the optimized lattice parameter
becames 12.29 Å. As a result, MXene nanosheet contains 1.67% tensile strain, whereas
B-Gr nanosheet has 1.85 % compressive strain. The interlayer separation of bare
heterostructure (i.e., Ti2CO2/B-doped graphene) is calculated as 2.98 Å which is
almost equal to the Ti2CO2/pristine-Gr interlayer separation (3.00 Å).151 To find the
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ground state structure of B-Gr bilayer, we shifted the top layer with respect to the
bottom layer and compared the total energies of the systems. This was done for
the ion-free B-Gr/B-Gr system and also all the single and multiple ion intercalated
bilayers (see Appendices). The interlayer binding energies per atom (Eb) was obtained
according to Eq. 5.1 and 5.2 for ion-free B doped graphene bilayer and MXene based









(E[Ti2CO2/B Gr]  E[Ti2CO2]  E[B Gr]) (5.2)
Here, E[Ti2CO2/B Gr] and E[B Gr/B Gr] are the total energy of the re-
spective systems without ions. The total energy of a single MXene layer and B-Gr
layer are given by E[Ti2CO2] and E[B Gr], respectively. N is the total number of
atoms in each system without ions. It is found that the calculated binding energies
are negative, which indicates that the considered bilayer and heterostructure are en-
ergetically stable against separation to isolated layers. TABLE 5.1 summarizes the
interlayer separations and Eb for bare structures. As a reference, those quantities
were also calculated for undoped graphene bilayer. It is found that AB stacking is
the most stable stacking type as same as bare graphene bilayer151,161 (see Fig. A11 in
Appendices).
5.3.2 Single ion intercalation
We next studied single Na/Mg intercalation. In Ti2CO2/B-Gr heterostructure, pos-
itively charged Na and Mg reside closer to the bottom O layer of Ti2CO2. The ions
are inserted at the middle of the triangles formed by the O atoms (see Fig. 5.1(a)).
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Table 5.1: The binding energy (Eb) and interlayer distance (d0) for ion-free systems.
Both AA and AB stacking types were consideres for graphene undoped and doped
bilayers.
System Eb (eV/atom) d0 (Å)
Ti2CO2/B-Gr -0.0086 2.98
B-Gr/B-Gr (AB) -0.0251 3.35
B-Gr/B-Gr (AA) -0.0237 3.46
Ti2CO2/Gr151 -0.0180 3.00
Gr/Gr (AB) -0.0241 3.36
Gr/Gr (AA) -0.0200 3.58
Figure 5.1: Examples of single ion intercalated Ti2CO2/B-Gr system where (a) posi-
tion of the ion with respect to the bottom O layer of Ti2CO2, (b) possible adsorption
sites for an ion with respect to B-Gr layer, (c) side view of a Na ion intercalated at
site 3, and (d) side view of a Mg intercalated at site 3.
As a result of distinct atomic surroundings in B doped graphene sheet, five di↵erent
initial sites are identified to intercalate a single ion. The sites labeled from 1 to 5 are
(1) middle of C-C bonds, (2) hollow site of a honeycomb formed by C and B atoms
together, (3) middle of C-B bonds, (4) hollow site of a honeycomb which is away from
B atoms and (5) right above the B atoms, respectively (see Fig 5.1 (b)). The B atoms
close to the inserted ion are shifted from the graphene plane as a consequence of the
repulsive interaction between B and Na/Mg. Thus, the B-Gr sheet in Ti2CO2/B-Gr
system bends, as shown in Fig. 5.1(c) and (d).
The binding energy, Eb, of Na and Mg inserted into Ti2CO2/B-Gr and B-Gr/B-Gr
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[E(System with A)  E(System)  xE(A)] (5.3)
where E(System with A) is the system with ion A (Na or Mg), E(System) is the
system without an ion, E(A) is the total energy of a Na or Mg atom extracted
from their bulk phases, and x is the total number of intercalated ions. Na and
Mg bulk materials were considered with body centered cubic (BCC) and hexagonal
structures, respectively. According to our binding energy definition, more negative
binding energy (Eb) implies a stronger bonding between the system and the ions.
Table 5.2: Binding energy for a single Na/Mg ion at each site in Ti2CO2/B-Gr sys-
tems.
Site 1 2 3 4 5
E
Na
b (eV/atom) -1.715 -1.877 -1.863 -1.682 -1.764
E
Mg
b (eV/atom) -2.503 -2.526 -2.552 -2.134 -2.437
As evidenced by TABLE 5.2, the binding energies of the Na and Mg are negative
for all the sites considered for Ti2CO2/B-Gr system. This implies that all five sites
are energetically possible for ion intercalation. The sites 2 and 3 exhibit lower binding
energies than that of the other three sites for Na and Mg.
Since Na (Mg) is expected to donate its 3s electron(s), B-substituted graphene
(an electron deficient system) can better accommodate these extra electron(s) as
compared to pristine graphene. In order to elucidate how the electrons are localized
in B-Gr sheet, we calculated the charge distribution for one of the layers of a B-Gr and
Gr-Gr bilayer without ions intercalated. We observed similar behavior in B-Gr sheets
of all the systems considered in this work. As shown in Fig. 5.2 (a), the charge density
plot shows that the electrons of the B atoms transfer to the C atoms adjacent to the
B atoms due to a considerable electronegativity di↵erence between B and C atoms.
Thus, the uneven distribution of charge between C and B atoms make polar-covalent
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Figure 5.2: The charge distribution for one of layers of (a) B-Gr/B-Gr and (b) Gr/Gr
bilayers. The zoomed area of part (a) shows the charge distribution around the B
atom.
bonds, where C is negatively charged compared to the adjacent B atoms. Therefore,
the positively charged Na/Mg prefers to reside at the hollow site formed by the C and
B atoms. Accordingly, the binding energy at site 5 is higher than that at sites 2 and
3, because of the repulsion between positively charged B and Na/Mg . The attractive
ionic interaction between the ion and the negatively charged C atoms enhances the
binding energy. As a result of the higher positive charge per Mg ion than that per
Na ion, Mg ion has lower (more negative) binding energy (see Table 5.2).
Figure 5.3: (a) Top and (c) side view of a single Na intercalated B-Gr/B-Gr system,
and (b) Top and (d) a side view of a single Mg intercalated B-Gr/B-Gr system.
The ion intercalation is energetically more stable for AA stacking of the B-Gr/B-
Gr system. The ion in the B-Gr/B-Gr system resides at the hollow site, as seen in
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Fig. 5.3. B-Gr bilayer keeps a higher interlayer distance (⇡ 4.20 Å for Na and 3.67
Å for Mg) than that of heterostructure. This is mainly due to the strong interaction
between the constitute layers and intercalated ions in the latter. In addition, we ob-
served that Na/Mg ions, which stay closer to the C-B bonds, provide lower binding
energies. This implies that the polar-covalent C-B bond/positively charged interca-
lated ion interaction plays a crucial role in enhancing the stability of intercalation
in the B-Gr/B-Gr system. The calculated single ion binding energies, i.e., ENab and
E
Mg




3 supercell are -1.194 eV and -1.702 eV, respectively. The weaker
binding energies in B-Gr bilayers than that in Ti2CO2/B-Gr system is a consequence
of the weaker interaction between ions and the B-doped graphene layers. Due to the
O-layer of Ti2CO2, positively charged ions are highly attracted by the MXene sheet.
Thus, the binding of intercalated ions is stronger in the Ti2CO2/B-Gr system.
We also calculated the Na and Mg binding energies for bare Gr/Gr bilayer. Our
calculations showed that binding energy values are positive (ENab = 0.343 eV and
E
Mg
b = 1.718 eV) for bare bilayer graphene system indicating that Na and Mg inter-
calation are not energetically favorable.
5.3.3 Multiple Ion Intercalation
Figure 5.4: Maximum number of Na ions intercalated in (a) Ti2CO2 (4 ⇥ 4)/B-Gr




3) super cells. For clarity, only B-Gr layer and
the bottom O layer are visible for Ti2CO2/B-Gr case.
In addition to single-ion intercalation, we investigated the multiple ions inserted
systems to explore the variations in the structure, binding energies, charge transfer,
and electronic structure. In Fig. 5.4, the systems with the maximum number of
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intercalated Na ions are presented. Here, maximum number of ions means the highest
number of intercalants which can be stored, while the voltage remains positive. For
clarity, we showed only the bottom O layer of Ti2CO2 and B-Gr layer in Fig. 5.4(a).
Due to the stronger attraction between the O layer and Na/Mg, we are able to
intercalate a large number of ions, even though they are located close to each other.
As discussed before, the layers of Li intercalated graphene bilayer move with
respect to each other and transform from AB stacking to AA stacking.161,162 This kind
of layer displacement is also possible for B-Gr bilayers. In order to find the lowest
energy structure of B-Gr bilayer, B-Gr monolayers are allowed to move with respect to
each other, while ions are intercalated. As a consequence, the relative orientation of B-
Gr layers of B-Gr bilayer may be di↵erent for di↵erent intercalated ion concentrations.
In Appendices, we showed examples for distinct supercell configurations as a function
of ionic concentration. Those supercells were used to model the 0.004, 0.02, 0.03, 0.05
and 0.06Å 2 intercalated ion concentrations for B-Gr bilayers, as shown in Fig. A12
to A21 (see Appendices). When two B atoms at di↵erent layers are positioned close
to each other, a Na or Mg ion prefers to reside near those areas in a single ion
intercalation case. B atoms donate their valence electrons to the adjacent C atoms,
forming polar regions that strongly interact with positively charged intercalant. It is
found that the total energy is minimum when the B atoms of the top and bottom
layers are located close to each other in the 0.02Å 2 concentration (Fig. A13 (a)
for Na and Fig. A18 (a) for Mg) and 0.03Å 2 concentration (Fig. A14 (a) for Na
and Fig. A19 (a) for Mg). In multiple ions intercalated systems, the total energy is
minimum when the B-B distance in the di↵erent layers increases. For a 0.06Å 2 ion
concentration, both layers move with respect to each other in such a way that at least
one B atom is placed close to one ion to minimize the total energy of the system as
shown in Fig. A16 (a) and Fig. A21 (a) (see Appendices ).
Figure 5.5 shows the variation of binding energy (EAb ; A=Na/Mg) as a function
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of ion concentration (↵). ↵ for each system was computed using ↵ = xS , where
x is the number of intercalated ions and S is the surface area of the considered




2, where a is the lattice constant of the
system. It is clear that EAb increases (meaning that the stability of intercalation
weakens) in all systems, while ↵ increases except at low Na concentrations in B-
Gr/B-Gr bilayer. The enhanced repulsive ion-ion interaction due to the reduced
inter-ionic distances at higher ion concentrations results in a weaker binding of ions
within the considered systems.151 Nevertheless, ENab increase in B-Gr/B-Gr system
can be attributed to an abrupt increase in interlayer separation (0.23 Å change) at low
Na concentrations as explained for Graphene/MoS2 electrodes with Li.163 ENab rises
like in the other systems after 0.03 Å 2 since the interlayer gap remains approximately
unchanged. Since Na intercalated systems maintain relatively strong binding energy
over a wide Na concentration, a greater number of Na ions can be intercalated in both
systems without clustering of Na ions. In contrast, EMgb exhibits strong concentration
dependence due to much larger ion-ion repulsion between Mg2+ ions. In B-Gr bilayer,
E
Mg
b becomes almost zero at ↵ = 0.06Å
 2. However, it should be noted that partial
intercalation of Mg in a given system is able to provide higher capacity due to its
bi-valency.
Na has a larger ionic radius as compared to Mg, giving rise to a more significant
downward displacement of B atom from the graphene plane in the Na intercalated
heterostructure. We also studied the interlayer spacing change based on the equation
  = d  d0, where d is the distance between the layers of a system with ions, and d0
is that of an ion free system. As illustrated by TABLE 5.3, Na intercalation results
in a 1.00 Å average interlayer distance variation while Mg intercalated systems have
an average interlayer separation change of around 0.38 Å. Thus, Mg intercalated
systems show a minimal interlayer distance variation. That can be exploited to avoid
restacking of layers during the ion charging/discharging processes, thereby providing
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Figure 5.5: Binding energy per ion of Na and Mg intercalated systems as a function
of intercalated ion concentration.
good mechanical stability.
Maximum in-plane lattice parameter expansion occurs at 0.12Å 2 and 0.06Å 2
concentration for Ti2CO2/B-Gr and B-Gr/B-Gr systems, respectively. Na interca-
lated systems show tiny lattice constant changes (less than 0.3%). Mg intercalated
Ti2CO2/B-Gr heterostructure exhibits 1% expansion while that of B-Gr bilayer is
0.9% at ↵ = 0.06Å 2. In the heterostructure, less than a 2.9% tensile strain should
be applied on MXene layer to obtain the maximum expansion, while less than 1.4%
compressive strain is required for B-Gr layer. Thus, the ion adsorption does not alter
in-plane lattice parameters significantly. Small in-plane parameters expansions with
the interlayer spacing change during charging provide that considered systems exhibit
a volume change of around 15-40%. Volume expansion for Mg intercalated B-Gr bi-
layer and heterostructure is around 15% and 16%, respectively. However, in the Na
intercalated systems, the calculated maximum volume expansion is found to be 35%
for the bilayer and 40% for the heterostructure due to the larger size of Na. Such
volume change is more than 300% for Si, Ge, and Sn-based Li-ion electrodes.167–169
Another important finding of this research is that both Na and Mg are able to
donate almost all their valence electrons to the systems. The Bader charge analysis
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Table 5.3: The average interlayer distance change  davg, the maximum voltage
(Vmax), the average voltage (Vavg),the gravimetric capacity (Cg), and the energy
barrier (Edi↵) for the largest stable ion concentrations for the Na and Mg. Vavg1 was
calculated from Eq. 5.5, where ↵1 = 0Å
 2
and ↵2 = 0.12Å
 2
for heterostructures,
while ↵2 = 0.06Å
 2
for bilayers. Vavg2 was calculated using
P
Vi/N, where i is the
step number and N is the number of steps in Fig.5.9.
System  davg(Å) Vmax(V) Vavg1(V) Vavg2(V) Cg(mAh/g) Edi↵ (eV)
Ti2CO2/B-Gr+Na 1.04 1.88 1.28 1.27 240.4 0.46
Ti2CO2/B-Gr+Mg 0.37 1.27 0.82 0.92 295.1 1.43
B-Gr/B-Gr+Na 1.00 1.19 1.34 1.32 283.8 0.18
B-Gr/B-Gr+Mg 0.38 0.85 0.75 0.79 320.6 1.23
Ti2CO2/undoped-Gr+Na164 ⇡0.7 ⇡1.25 1.00 - 240.0 ⇡0.30
V2CO2/undoped-Gr+Na164 ⇡0.7 ⇡2.00 1.44 - 236.7 ⇡0.30
V2C/V2C+Na165 - 3.5 - - 50.0 -
Hard-C+Na142 - - - - 300.0 -
B-Gr (highly doped)+Na142 - - 0.44 - 762.0 0.22
B-Gr/B-Gr (highly doped)+Na142 - - 0.75 - ⇡580 -
3D-B-Gr (highly doped)+Na142 - - 1.25 - ⇡400 -
3D-Ti3C2Tx+Na166 - 0.5-2.5 - - 295.0 -
3D-Ti3C2Tx+Mg144 1.90 2.85 - - 210.0 -
MnO2/crystaline water+Mg46 - - 2.80 - 231.1 -
shows that the average Bader charge on Na is approximately +1.00e (+0.991e at a
low ionic concentration of both systems), indicating that it completely donates its
3s1 electron to the systems. The Mg atom contributes exactly 2 electrons. Moreover,
this trend persists as the ionic concentration is increased, except in the Na interca-
lated heterostructure, where it drops to +0.987e at 0.12Å 2 concentration. On the
contrary, Li intercalated MXene/Graphene heterostructures grant charge less than
+0.89e, and it drops as the ionic concentration rises.151 That is mainly because of
the electronegativity di↵erence between Na and Li. The former has a larger tendency
to donate electron.
Figure 5.6: Partial density of states (PDOS) for ion free (a) Ti2CO2/B-Gr and (b) B-
Gr/B-Gr systems. Here, the contributions from the orbitals, which are not mentioned,
are negligible. Fermi energy is at zero energy.
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Figure 5.7: Partial density of states (PDOS) for (a) Na and (b) Mg intercalated in
the Ti2CO2/B-Gr heterostructure with di↵erent intercalated ionic concentrations (↵).
Here, the contributions from the orbitals, which are not mentioned, are negligible.
Fermi energy is at zero energy.
Figure 5.6(a) includes the density of states (DOS) of ion free Ti2CO2/B-Gr het-
erostructure. It is clear that Ti-d orbitals dominate the DOS in the lower conduction
band region. Figures 5.7 and 5.8 show how the DOS of considered systems changes
as a function of ion concentration. It can be noted that the first peak of Ti-d orbital
in the conduction band attenuates at high ionic concentration while enhancing the
region of the valence band spanned by this orbital. This is a consequence of the
charge transfer from the intercalated ions to the unoccupied d states of Ti atoms and
p states of O atoms in MXene layer. As the ionic concentration increases, the Fermi
level moves towards higher energies as a result of acquired electrons. Moreover, same
as in the bare graphene monolayer, the bare graphene bilayer is also a semimetal with
a zero bandgap, where two ⇡ bonds contact at K point in the reciprocal space.170 As
a result, the valence and conduction density of states of C-p orbitals touch each other
at the Fermi level. As pristine graphene is substitutionally doped with B, the Fermi
level moves towards lower energies due to the p-type doping.170 Thus, it can be ob-
served in Fig. 5.6 (b) that the Dirac point appears in the valence band in the ion free
case. As the intercalated ion concentration increases, the p states gain more electrons
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Figure 5.8: Partial density of states (PDOS) for (a) Na and (b) Mg intercalated B-
Gr/B-Gr bilayer at di↵erent ionic concentrations (↵). Fermi energy is at zero energy.
from the ions. Accordingly, the Fermi level moves to higher energies. The DOS in




3 supercell of B-Gr bilayer which was doped
with four B atoms. Since each B atom has one electron less than that of C, these
B atoms donate four holes to the system. When the four Na ions (0.06Å 2 concen-
tration) are intercalated within the B-Gr bilayer, four electrons are provided to the
system, saturating the electron deficient boron-carbon bonds. As a result of all holes
being occupied by the electrons, the Dirac point appears at zero energy at 0.06Å 2
Na concentration. This happens at 0.03Å 2 ion concentration for Mg, since Mg is
able to contribute electrons twice as much as that from Na at a given concentration.
5.3.4 Electrochemical Properties
The open-circuit voltage of an electrode is calculated using Gibbs free energy which
is given by G(↵) =  E + P V   T S. Due to the fact that P V ⇡ 10 5 eV
and T S ⇡ 25 meV at room temperature,51,171 these terms make negligible contri-
butions. Hence, we are able to approximate the average voltage by computing  E
(internal energy change) using first-principle calculations within the range of number
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concentration  1      2 based on Eq. 5.5 for the following chemical reaction,
( 2    1)Az+ + z( 2    1)e  +A 1  $ A 2  (5.4)
where   represents Ti2CO2/B-Gr or B-Gr/B-Gr systems, while A denotes either the
Na or Mg. The valency (z) of Na and Mg were considered as +1 and +2, respectively.
  is calculated as   = xxmax ⇥ 100, where x is the number of intercalates and xmax is
the maximum number of ions that can be intercalated for a given supercell. Then,
the average voltage for this reaction can be written as
V ⇡ E[A 1 ]  E[A 2 ] + ( 2    1)E[A]
z( 2    1)e
(5.5)
Here, E[A] is the total energy of metallic Na or Mg atom (extracted from bulk cal-
culations), while E[A↵1 ] and E[A↵2 ] are the total energies of the systems with ↵1
and ↵2 concentrations of ions, respectively.
At low concentrations, the Mg intercalated systems exhibit lower voltages than
that of the Na intercalated ones as shown in Fig. 5.9. The maximum voltages (Vmax)
are calculated as 1.27 V and 0.85 V for Ti2CO2/B-Gr, and B-Gr/B-Gr systems with
Mg, respectively. Na intercalated Ti2CO2/B-Gr and B-Gr/B-Gr electrodes provide a
Vmax of 1.88 V and 1.19 V, respectively. We observed abrupt voltage increses in the
Na intercalated B-Gr/B-Gr bilayer at low concentrations. As in the case of binding
energy shown in Fig. 5.5, this happens due to the significant interlayer separation
change upon Na intercalation, which a↵ects the intercalation energetics. After a Na
concentration of 0.03Å 2, the voltage decreases as that in the other systems since the
interlayer change is insignificant. Moreover, the average voltage for Mg intercalation
becomes negative at around 0.07Å 2 in Ti2CO2/B-Gr electrode and 0.03Å 2 in B-
Gr/B-Gr electrode. This indicates that we can expect the formation of metallic Mg
for concentrations larger than those critical values, which is detrimental for battery
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applications. Thus, 0.06Å 2 concentration of Na can be intercalated without forming
bulk Na.






















Figure 5.9: Open circuit voltage as a function of ion concentration
The theoretical gravimetric capacity, Cg (mAh/g), can be obtained using
Cg =
xmax ⇥ z ⇥ F ⇥ 103
MA 
(5.6)
where xmax is the maximum number of ions, which can be intercalated in a given
system. F is the Faraday constant (26.81 Ah/mol), and MA  is the total atomic mass
of the system with the maximum number of intercalated ions.51 The Cg values we cal-
culated are 240.4 mAh/g for Ti2CO2/B-Gr with Na, 295.1 mAh/g for Ti2CO2/B-Gr
with Mg, 283.8 mAh/g for B-Gr/B-Gr with Na and 320.6 mAh/g for B-Gr/B-Gr with
Mg. It is clear that the B-Gr bilayers provide higher capacity than that of MXene
based heterostructures due to the lower atomic mass of B-Gr sheets. As discussed
before, the maximum concentration that can be inserted is limited due to the fact
that the average voltage becomes negative for the Mg intercalation at a lower con-
centration than that for Na electrodes. But, it is worth noticing that Mg intercalated
systems provide higher capacities than the respective Na electrodes because of the
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bivalency of Mg. TABLE 5.3 includes Cg values of several Na and Mg electrodes. The
proposed heterostructure and bilayer for the Mg intercalation in this work provide
higher capacity than that of 3D Ti3C2Tx electrodes with Mg.144 On the other hand,
Na intercalated B-Gr based systems show lower capacity than that of 3D Ti3C2Tx
with Na.166 Highly doped B-Gr monolayers provide higher Na capacity, which is more
than twice the capacity of mildly doped bilayers of this study.142 Experimentally re-
alized V2C /V2C electrodes with Na exhibit incredibly high maximum voltage, even
though the capacity is as low as 50 mAh/g.165 It should be emphasized that the Na
based heterostructure and bilayer introduced in this research provide higher (lower)
Vmax (Cg) than that of it’s Mg counterparts.


























































Figure 5.10: The di↵usion barrier profile for Ti2CO2/B-Gr system with (a) Na and
(b) Mg, and also B-Gr/B-Gr system with (c) Na and (d) Mg at di↵erent ionic con-
centrations (↵).
5.3.5 Di↵usion Barrier
In order to study how easily Na and Mg are able to di↵use from one site to another
between the layers in the respective systems, CI-NEB calculations were carried out as
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illustrated by Fig. 5.10. A low di↵usion barrier is important for high ionic mobility,
which causes improving the charging and discharging rates. The Bader charge transfer
calculations evidence that a Mg atom exhibits higher charge transfer than that from
a Na since Na is a monovalent element and Mg is a bivalent element. The repulsive
Coulomb interaction between Mg, and also attractive interaction between 2D sheets
and intercalated Mg are stronger than those interactions for Na. As a result, the
di↵usion barrier in Na intercalated systems is considerably smaller compared to the
Mg intercalated systems. In addition, Na intercalated systems have larger interlayer
separations, making Na di↵usion easier. As shown in Fig 5.4 (b), the ions are located
close to each other in the MXene based system at high ion concentrations, which
may significantly modify the barrier energies and di↵usion paths. However, at low
concentrations, ions, which move from one adsorption site to another, experience a
low repulsion from other ions. When a higher number of ions presents, di↵usion of
ions is harder due to the large repulsive interaction. Therefore, the energy barrier is
low at ↵ = 0.01Å 2, while that is high at ↵ = 0.11Å 2 in Fig. 5.10(a) for MXene
based structures. For instance, while the di↵usion barrier of Na at ↵ = 0.01Å 2 is
calculated as 0.30 eV, it becomes 0.46 eV for ↵ = 0.11Å 2. On the contrary, the ions
are inserted relatively apart from each other in B-Gr bilayers. At ↵ = 0.04Å 2, ion-ion
separation is around 4.23 Å, which is significantly greater than that in Ti2CO2/B-
Gr heterostructures (2.99 Å at ↵ = 0.11Å 2). Consequently, the resistance against
the migration of ions due to neighboring ions is approximately equal for Na at high
and low concentrations as can be seen in Fig. 5.10(c). Nevertheless, the resistance is
significant at high concentrations for Mg due to greater ionic repulsion. Furthermore,
Figure 5.11 shows examples of ion di↵usion paths in MXene-based system and B-Gr
bilayer. The initial paths for CI-NEB calculations are always straight between initial
(I) and final (F) sites. In Mxene/B-Gr system, moving ion deviates from the straight
path and move through the centers of the triangles (formed by the surface oxygen
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atoms) as seen in Fig 5.11(b). But, Figure 5.11(d) depicts that the Mg/Na are able
to di↵use on a nearly straight path within the B-Gr/B-Gr bilayer due to the presence












Figure 5.11: Calculated di↵usion paths for Ti2CO2/B-Gr system with (a) 0.01Å 2
and (b) 0.11Å 2 ionic concentrations and B-Gr/B-Gr system with (c) 0.02Å 2 (d)
0.04Å 2 ionic concentrations. Only the bottom O layer and B-Gr layer are shown in
Ti2CO2/B-Gr case. Initial and final sites are marked as ”I” and ”F”, respectively.
The Li intercalated graphite electrodes have a di↵usion barrier around 0.5 eV.172
MoS2/ undoped-Gr systems show di↵usion barriers around 0.5-0.6 eV for the Li di↵u-
sion between the layers.173 Ti2CO2/undoped-Gr heterostructures provide around 0.3
eV di↵usion barrier for Li, while that from V2CO2/undoped-Gr is 0.6 eV.151 Both
Ti2CO2/undoped-Gr and V2CO2/undoped-Gr heterostructures have similar di↵usion
barriers for other alkali metal ions, i.e. 0.4 eV for Na, 0.3 eV for K and 0.6 eV for




In this work, we conducted a density functional theory study on Ti2CO2/B-Gr het-
erostructure and B-Gr bilayer in order to examine the suitability of Na and Mg inter-
calation. Here, we exploited boron doping in order to chemically modify the graphene
sheet in such a way that B-doping results in an electron-deficient system that strongly
attracts positively charged Na/Mg ions as compared to pristine graphene. As a result,
B-Gr bilayer is capable of storing Na/Mg with considerably high binding energies,
even though Na/Mg intercalated bare graphene bilayers are not promising. The Na
intercalated heterostructure shows more distortions due to the larger ionic radius of
Na compared to Mg. The Na intercalated systems present considerable interlayer
separation change due to larger size of Na. Instead, intercalation of small radius Mg
ions provide relatively small interlayer separation change ( 0.5 Å) for both het-
erostructure and bilayer, implying that the Mg intercalated systems may retain good
mechanical stability during the charging/discharging process. The average voltage
values calculated for Na intercalated systems are greater than that of highly doped
B-Gr monolayer and multilayers. Furthermore, it could be shown that the gravi-
metric capacity of Mg intercalated Ti2CO2/B-Gr system is higher than that of Mg
intercalated 3D-Ti3C2Tx. Our calculations revealed that the di↵usion barriers are
concentration-dependent. The low di↵usion barriers obtained for the Na intercalated
systems reflects that high charging/discharging rates can be expected. As a result of
bivalency of Mg, it provides higher storage capacities than that of Na in the respective






Recently, sulfur functionalized MXenes have emerged as promising candidates as
electrode materials because of their lower energy barriers, which o↵er higher charg-
ing/discharging rates and larger power densities.176 The lightest MXene Ti2C with S
termination has been studied for Li, Na, K, Mg, and Ca intercalation, where energy
barriers are less than 0.5 eV. Mg intercalated Ti2CS2 provides excellent gravimetric
capacity (1871.13 mAhg 1),177 which is much greater than that from bare Ti2C (⇡
700 mAhg 1) and Ti2CO2 (570 mAhg 1) monolayers.178 It has been reported that
Na adsorbed Ti3C2S2 nanosheets pose lower energy barrier (0.11 eV) than Ti3C2O2
(0.22 eV).179 S-functionalized V2C also provides lower energy barriers for Li and Na
as compared to O-functionalized V2C.176 Fe2CS2 MXene has been discovered as a
suitable electrode material for Al-ion batteries. Fe2CS2 can provide a capacity of 642
mAhg 1, which is more than twice the capacity from Fe2CO2 (288 mAhg 1).180
Considering the potential of these materials as electrode materials in battery ap-
plications, we carried out density functional theory (DFT) based calculations for
M2CS2 MXenes, where M = Sc, Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, and W. Our phonon
calculations reveal that all the above MXenes, except Sc-based one, are dynamically
stable. Cluster expansion calculations have been performed to obtain the lowest en-
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ergy Li configurations at di↵erent concentrations. For a given Li concentration, Ti,
Zr, and Hf based M2CS2 monolayers show lower binding energies (or stronger inter-
action) as compared to other S-functionalized MXenes. M2CS2 MXenes, where M=
Ti, Hf, Zr, V, and Nb, are capable of attracting at least a full layer of Li on both
surfaces whereas other MXenes provide a positive voltage only at much lower Li con-
centrations. Importantly, Ti, V, and Nb based MXenes are capable of storing three
layers of Li, which greatly enhances the storage capacity. Ti- and V-based M2CS2
MXenes provide relatively higher capacities, which are greater than 400 mAh/g, than
that of other considered S-functionalized MXenes of this work and their O-terminated
counterparts. Di↵usion barriers for all the dynamically stable M2CS2 nanosheets are
smaller than 0.22 eV, o↵ering charging/discharging rates in battery applications.
6.2 Computational Methods
The density functional theory (DFT) calculations were performed using the Vienna
ab initio simulation package (VASP).74–77 A plane-wave energy cuto↵ was set to 500
eV. The electron-ion interactions were described by the projected augmented wave
(PAW) method.81,82 The generalized gradient approximation (GGA) based exchange-
correlation potential was considered with the Perdew-Burke-Ernzerhof (PBE) pseu-
dopotentials.100,101 A vacuum space larger than 15 Å was used to avoid spurious in-
teraction between monolayers. The  -centered 17⇥ 17⇥ 1 Monkhorst-Pack k-meshes
were considered. The climbing image nudged elastic band (CI-NEB) method, as im-










Figure 6.1: Top views of M2CS2 monolayers with (a) HCP, (b) FCC and (c)FCC-HCP
surface structures, and the side views of (d) HCP, (e) FCC and (f) FCC-HCP surface
structures
First, we considered di↵erent possible surface structures for M2CS2 (M= Sc, Ti,
Zr, Hf, V, Nb, Ta, Cr, Mo, W) monolayers. The ground-state structure of bare-
M2C monolayers is hexagonal, where the C layer is sandwiched between the two M
layers. By changing the position of the S atoms on the surface, we predicted three
di↵erent surface structures for sulfur atom, namely HCP, FCC, and HCP-FCC, as
shown in Fig. 6.1. The HCP structure has the P3̄m1 space group symmetry with
both top and bottom S atoms residing directly above and below the same C atom.
The FCC surface structure also possesses the P3̄m1 symmetry. In the FCC structure,
the top S atom is positioned directly above the bottom M atom, whereas the bottom
S atom is at the right below the top M atom. The HCP-FCC structure has a mixed
surface termination with the coexistence of HCP and FCC crystal configurations (see
Fig. 6.1(c) and (f)).
The ground state structures of the materials are given in TABLE 6.1. M2CS2
with a 4B M element (Ti, Zr, and Hf) has the FCC structure as the minimum energy
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configuration, while that with a 6B M element has the HCP surface termination.
Even though MXenes with Nb and Ta provide the lowest energy surface termination
for FCC-HCP structures, the S atoms prefer to sit at the FCC sites in V related
MXene. Our phonon calculations (Fig. 6.2) indicate that all those monolayers with
the 4B, 5B, and 6B M atoms are dynamically stable. Even though Sc2CO2 is stable,












































































Figure 6.2: Phonon dispersion curves for stable S-functionalized MXenes
The computed lattice constants (a) and the M-S, M-C, and C-S bond lengths
are summarized in TABLE 6.1. Our calculations are in good agreement with the
values reported by previous research for Ti2CS2, V2CS2 and Mo2CS2.176,177,181,182
The calculated lattice constants show that those values are larger than that of their
O terminated counterparts (M2CO2). For instance, Ti, Zr, Hf, V, and Mo based
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M2CO2 have a values of 3.031, 3.309, 3.268,183 2.86,184 and 2.99185 Å, respectively .
These values are more than 0.1 Å smaller than that of Ti, Zr, Hf, and V based S-
terminated MXenes. We also found that M2CS2 MXenes have significantly longer M-S
bond lengths than the M-O bond lengths of M2CO2 because the high electronegative
O (3.5) which makes stronger and shorter bonds with M atoms compared to S, whose
electronegativity is only 2.5. In addition, the S atom has a much larger radius than
the O atom, which leads to a longer M-S bond as compared to the M-O bond. Such
a large electronegativity di↵erence between O and S also implies a larger charge on
O, thereby larger O-Li attractive Coulomb interaction. M2CS2 with 3d transition
metal atoms have the shortest bond lengths and lattice constants, as can be seen in
TABLE 6.1. M-C and M-S bond lengths with 3d M atoms are shorter than that of 4d
and 5d M atoms. These bond lengths in MXenes with 4d and 5d M atoms of the same
column have approximately the same magnitude. This trend is correlated with the
ionic radius (R) of the respective elements. For instance, RTi = 60 pm ¡ RZr = RHf ⇡
86 pm by assuming these three atoms are at +4 oxidation state.186
The Bader charge ( q) on each atom are presented in TABLE 6.1. The Bader
charge on the S atoms is at most 1e, which is significantly smaller than the Bader
charge on O in O-based MXenes. The M and C atoms have opposite charge transfer
with the approximately same magnitude. Thus, we can conclude that M-C bonds
also have an ionic character. The amount of charge transfer increases when moving
down in the periodic table as the electronegativity di↵erence between M and C/S
atoms rises. MXenes with 3d transition metals show lower  qC,  qM and  qS values
than MXenes with 4d and 5d M atoms, indicating a weaker ionic bonding character
in the former.
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Table 6.1: The ground state structures, lattice constants (a), M-S and M-C bond
lengths, average Bader charge transfer ( q) for each element in M2CS2. The data
for Sc2CS2 material is not provided, since it is dynamically unstable. For Nb and Ta,
two di↵erent C-S bonds exist due to their mixed HCP-FCC surface structures.
M Ground State a (Å) M-S (Å) M-C (Å) C-S (Å)  qC (e)  qM (e)  qS (e)
Ti FCC 3.197 2.406 2.211 3.321 -1.843 1.739 -0.814
Zr FCC 3.477 2.539 2.414 3.525 -1.925 1.915 -0.949
Hf FCC 3.435 2.516 2.383 3.488 -2.160 2.125 -1.042
V FCC 3.063 2.370 2.078 3.203 -1.703 1.504 -0.649
Nb HCP-FCC 3.281 2.508 2.267 2.888 (3.393) -1.823 1.672 -0.757
Ta HCP-FCC 3.267 2.494 2.267 2.887 (3.357) -2.061 1.914 -0.949
Cr HCP 2.934 2.278 2.053 2.686 -1.353 1.188 -0.509
Mo HCP 3.077 2.400 2.201 2.914 -1.410 1.280 -0.573
W HCP 3.068 2.404 2.220 2.963 -1.574 1.438 -0.648
(a) (b)
Site1 Site2 Site1 Site2
(c)




Figure 6.3: The possible Li adsorption sites for (a) HCC, (b) FCC and (c) HCP-FCC
surface structures of M2CS2 MXenes.
6.3.2 Single Ion Adsorption
Next, we investigated single Li adsorption on S-terminated MXenes using a 4 ⇥ 4
M2CS2 supercell. We identified the di↵erent adsorption sites for the di↵erent lattice
structures, as shown in Fig. 6.3. Figure 6.3(a) shows the two possible sites on the
HCP structure. While Li is directly above a bottom M atom in Site1, it resides
above a M atom in Site2. Figure 6.3(b) denotes the possible adsorption sites on the
FCC surface structure. Site1 indicates a site on the surface right above a C atom,
while Site2 is directly above a M atom. Due to the reduced symmetry, we found
four distinct adsorption sites for the mixed HCP-FCC surface structure (Fig. 6.3(c)).
97
Table 6.2: The binding energy of a single Li (Eb) at di↵erent sites and Bader charge
transfer ( q) for each element when a single Li is adsorbed at the minimum energy
site.
M Ground State Eb (eV/atom)  qC (e)  qM (e)  qS (e)  qLi (e) Li-S (Å)
Site1 Site2 Site3 Site4
Ti FCC -2.226 -2.262 - - -1.852 1.736 -0.838 0.990 2.368
Zr FCC -2.462 -2.380 - - -1.933 1.924 -0.985 0.996 2.352
Hf FCC -2.300 -2.241 - - -2.154 2.127 -1.078 0.995 2.349
V FCC -1.348 -1.467 - - -1.719 1.510 -0.678 0.991 2.351
Nb HCP-FCC -1.549 -1.645 -1.248 -1.324 -1.822 1.682 -0.798 0.993 2.380
Ta HCP-FCC -1.201 -1.310 -0.920 -1.004 -2.055 1.885 -0.885 0.991 2.376
Cr HCP -1.428 -1.556 - - -1.357 1.203 -0.553 0.991 2.367
Mo HCP -1.066 -1.209 - - -1.401 1.280 -0.607 0.991 2.358
W HCP -0.955 -1.113 - - -1.587 1.451 -0.686 0.991 2.352
Here, Site1 and Site2 are identified on the surface with HCP termination, whereas
Site3 and Site4 are on FCC terminated surface. Site1 and Site2 are equivalent to
Site1 and Site2 of the HCP surface structure, and the Site3 and Site4 are identical to
the Site1 and Site2 of FCC surface structure.




[E(M2CS2 + nLi)  E(M2CS2)  nE(Li)] (6.1)
where E(M2CS2 + xLi) is the total energy of MXene with Li, E(M2CS2) is the total
energy of bare MXene, E(Li) is the energy of the Li atom obtained from body-
centered-cubic (BCC) bulk crystal structure, and n is the number of adsorbed Li
atoms in our computational unit cell. The calculated Eb values are given in TA-
BLE 6.2. It is clear that the Li ions adsorbed on MXenes with group 4B M atom
have the lowest Eb energy which increases when M changes from group 4B to 6B.
The above observation indicates that the strongest Li-S bonding exists in the MXenes
made of group 4B transition metal atoms. Zr2CS2 shows the lowest Eb that is -2.462
eV, while the highest Eb is calculated for W2CS2.
Regarding the adsorption site, the Li atom prefers to bind to the Site2 on M2CS2,
where M= Ti, V, Nb, Ta, Cr, Mo and W. However, the Site1 is energetically more
favorable for Zr2CS2 and Hf2CS2. One reason for this di↵erent behavior of Zr2CS2
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and Hf2CS2 monolayers is attributed to their much larger lattice constants.
The Bader charge transfer calculations in TABLE 6.2 show that  qLi (⇠ 1e) is
almost the same for all M2CS2 MXenes. The charge on the S atoms plays a crucial
role in determining the binding energy of Li. For instance, for W2CS2, the Bader
charge on S atoms is only 0.648e, which is significantly smaller than that on S atoms
of M2CS2 with M=Ti, Zr and Hf. Therefore, the Li-S attractive interaction is stronger
in the latter system. The larger the charge on S, the stronger the interaction with Li.
6.3.3 Multiple Ion Adsorption
Before calculating the voltage, we searched out the most stable Li configurations for
di↵erent intermediate Li concentrations on S-functionalized MXenes using cluster-
expansion (CE). In most of the previously published computational battery papers,
the possible adsorption configurations for ions have been found by checking a few
numbers of possible adsorption structures for each concentration. This can cause
substantial errors in the calculation of voltage at intermediate Li concentrations and
the prediction of storage capacity. For instance, in recent work on Li adsorption
on Mo2CS2 monolayer, the calculated theoretical specific capacity was found to be
410 mAh/g.182 However, our capacity calculations based on CE predicts a much
lower capacity of 49.4 mAh/g. Therefore, to predict the storage capacity and voltage
correctly, the CE method was chosen in our work. In the CE method, for a given
configuration, the formation energy (Ef ) of LixM2CS2 with respect to M2CS2 and
Li2M2CS2 is defined as
Ef = Etot[Li2 2xM2CS2]  Etot[M2CS2]  (1  x)Etot[Li2M2CS2] (6.2)
Here, x is the fraction of Li atoms out of the total number of Li atoms in a fully
loaded MXene. In other words, x=1 denotes the adsorption of two layers of Li (one
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Li layer on each surface). Etot[LixM2CS2], Etot[Li2M2CS2], and Etot[M2CS2] are the
calculated formula unit energies of LixM2CS2 Li2M2CS2, and M2CS2 monolayers, re-
spectively. We computed the total energy of at least 150 configurations with di↵erent
Li concentrations for each M (i.e., transition metal atom). Then, we constructed the
CE Hamiltonian of LixM2CS2 by fitting to the first-principles energies. The formation
energies allow us to construct the ground state energy vs. composition curve (called
convex hull), which consists of lines connecting all the lowest energy structures that
are most likely to form in experiments. Convex hull identifies thermodynamically
stable structures at T = 0 K, which can be considered as free energy without the
inclusion of the entropy term. The cross-validation score, providing the predictive
power of the cluster expansion, of the CE fitting for di↵erent MXenes are less than
10 meV, which depicts that our CE Hamiltonian is accurate enough to predict the
formation energies of LixM2CS2 as a function of Li concentration. Figure 6.4 denotes
the calculated formation energies as a function of Li concentration obtained from the
cluster expansion calculations using the ATAT code.187–189 We found several stable
Li configurations at intermediate concentrations. The shape of the convex hull is
similar for the transition metal elements in the same column of the periodic table.
MXenes with group 4B and 5B elements have a minimum in the convex hull at a
lower concentration than the group 6B elements, allowing more structures to exist
on the convex hull. Cr-based MXene has no structure on the convex hull when the
Li concentration is larger than x =0.34 due to its small lattice constant, resulting
in enhanced repulsive interaction between Li ions with increasing Li concentration,
and thereby pushing the structures away from the convex hull. MXenes with group
4B elements have lower minimum formation energies than that with group 5B and
6B elements. Figure 6.5 shows the structure of minimum energy intermediate con-
figurations extracted from the convex hull plots. In the present study, we neglected
the temperature e↵ects. Some of the ion orderings that are within a small energy
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window above the convex hull may become accessible at finite temperatures. By con-
sidering the typical operation temperatures of batteries, we can predict the accessible
structures from the convex hull plots. For instance, MXenes with group 4B and 5B
elements have configurations very close to the convex hull, which can be accessible
with increasing temperature.
We also calculated the Li adsorption on Li2M2CS2, where M2CS2 already has two
layers of Li adsorbed (one Li layer on each surface). Figure 6.6 shows the formation
energy for Li2+xM2CS2, where M=Ti, V and Nb. Further addition of Li ions to
Li2M2CS2 makes the formation energy positive, meaning that further Li adsorption
is not energetically possible at T= 0K. At x = 0.5 (or one more Li layer), the formation
energy is slightly positive. At finite temperatures, the structures with slightly positive
energies may be accessible as entropy term lowers the formation energy. Therefore,
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Figure 6.4: Calculated formation energies of LixM2CS2. The blue line in each figure
indicates the convex hull. The configurations marked with blue empty squares are
those that are the thermodynamically stable (at T = 0 K) ordered configurations of
lithium ions and vacancies on S-functionalized MXenes. .
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Figure 6.5: Top and side views of lowest energy multiple ions adsorbed M2CS2 MXenes
structures obtained from the minimum of convex hull.
We studied the change in lattice constant ( a) when both surfaces are covered
with Li atoms, based on the expression a = (a a0)⇥100a0 as shown in TABLE 6.3. Here,
a0 is the lattice constant of bare MXene, while a is the lattice constant of M2CS2Li2.
All materials show surface expansion when Li atoms are attached to the surfaces. 3d-
transition metal atom-based M2CS2 exhibit high in-plane lattice parameter expansion
in line with strong interactions with Li observed for these monolayers. V2CS2Li2
possesses the highest increase which is around 5.8%. 5d-transition metal-based M2CS2
MXenes show the lowest change, which is only 1.4%.
Figure 6.7 denotes the Eb as a function of Li content. Here, the Li content is 2
when all lowest energy adsorption sites on both surfaces are occupied. The common
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Figure 6.6: Calculated formation energies of Li2+xM2CS2 as a function of Li concen-
tration. Arrows show the minimum energy structures at x=0.5.
feature of the results for all MXenes is that the binding energy rises (approaching the
positive side) while the Li content increases. It is clear that Eb of M2CS2 MXenes with
M elements in the same column of the periodic table exhibit similar behavior with
changing Li content. For a given content, the lowest (more negative) Eb can be found
for the 4B column, while the highest values can be obtained for the 6B column. Thus,
Li adsorption on Ti2CS2, Zr2CS2, and Hf2CS2 are more stable, and it will be useful
for avoiding the formation of bulk Li (or Li clusters) during the charging/discharging
processes. W2CS2 has positive Eb after a 1.5 Li content, implying that the adsorption
of two layers of Li (one Li layer on each surface) is not energetically favorable.
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Figure 6.7: Binding energy (Eb) as a function of Li content.
6.3.4 Electrochemical Properties
We next studied the electrochemical properties of the S-fuctionalized MXenes. The
chemical reaction for adsorbing Li on M2CS2Lix1 and forming M2CS2Lix2 can simply




  +M2CS2Lix1   ! M2CS2Lix2 (6.3)
The open-circuit voltage (OCV) for the above chemical reaction can be predicted
using the Gibbs free energy (G(x)), which can be written as G(x) =  E + P V  
T S. Here,  E is internal energy change (obtained from our DFT calculations at
T= 0K), P indicates pressure,  V is volume change, T is temperature, and  S is
entropy change. However, P V ⇡ 10 5 eV and T S ⇡ 25 meV. By neglecting these
two terms, we are able to approximate the average voltage (V ) by only determining
 E as follows.
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Table 6.3: The in-plane lattice constant change ( a), maximum voltage (Vmax), aver-
age voltage (Vavg), gravimetric capacity (Cg) and di↵usion barrier (Edi↵). Here, Vavg1
was calculated using Eq. 6.4 for positive voltage ranges, while Vavg2 was computed
employing
PN
i Vi/N where i is the step number and N is the number of steps in
Fig. 6.8.
M  a(%) Vmax (V) Vavg1 (V) Vavg2 (V) Cg (mAh/g) Edi↵ (eV)
Ti 3.6 2.031 1.050 0.997 288.6 0.176
Zr 2.1 2.245 1.220 1.362 196.8 0.218
Hf 1.7 2.140 0.983 0.988 120.0 0.206
V 5.8 1.397 0.646 0.730 279.4 0.199
Nb 1.9 1.521 0.538 0.724 194.4 0.211
Ta 1.5 1.133 0.444 0.564 79.9 0.210
Cr 3.7 0.935 0.589 0.561 96.8 0.177
Mo 2.0 0.963 0.767 0.582 49.4 0.210
W 1.4 0.808 0.705 0.705 20.0 0.217
V ⇡ E[M2CS2Lix1]  E[M2CS2Lix2] + (x2   x1)E[Li]
(x2   x1)
(6.4)
Using Eq. 5.5, we calculated the open-circuit voltage as a function of Li concentra-
tion, as shown in Fig. 5.9. When calculating the voltages, we considered the structures
on the convex hull (Fig. 6.4). Usually, the V and Mo containing MXenes with O or
mixed O/OH terminations have higher OCV and can be cycled to higher potentials
vs. Li/Li+ compared to Ti containing MXenes. However, here, we found that the
highest maximum voltages were obtained for sulfur functionalized MXenes with M
atom from group 4B of the periodic table (i.e., Ti, Zr, and Hf). The explanation for
the discrepancy in our calculations and the previous experimental/theoretical results
is that sulfur functionalized MXenes with Ti, Zr, and Hf exhibit the strongest binding
energies for Li as a result of larger negative charge on S atoms, giving rise to strong
attractive interaction with positively charged Li-ions. For instance, the Bader charge
on the S atom is more than 0.84 for Ti, Zr, and Hf, whereas it is less than 0.7 for both
V and Mo. The charge on Li-ion is almost the same for all consider systems. Since











































































Figure 6.8: Binding energy (Voltage as a function of Li Content.
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the host material and Li-ion, the highest maximum voltages were obtained for Ti,
Zr, and Hf containing sulfur functionalized MXenes. The maximum voltages for Ti,
Zr, and Hf are larger than 2 V. M2CS2 with M element from group 5B provides the
next highest maximum voltages, which are greater than 1 V. The lowest voltage for
a given Li content is obtained from M2CS2 monolayers with M atoms from group
6B, where voltages are always less than 1 V. It is clear from Fig. 5.9 that voltages
computed for M2CS2 with Ti, Zr, Hf, V, and Nb do cross zero even when the Li con-
tent is approaching 2. However, the voltage of Ta2CS2 becomes negative at around
1.33 Li content, which indicates that two layers of Li cannot be stored using Ta2CS2
monolayer. The computed voltage for Cr2CS2, Mo2CS2 and W2CS2 become negative
for low Li contents, designating that very low capacities can be expected from these
MXenes. TABLE 6.3 summarizes the maximum voltage (Vmax) and average voltage
(Vavg) for each M2CS2 monolayer. The theoretically calculated Vmax for bare Ti2C is
around 0.6 V and that for Ti2CO2 is 1.94 V.190 Ti2CS2 provides approximately the
same Vmax (2.03 eV) as it’s O-functionalized counterpart. Bare Mo2C monolayers
possesses Vmax of 0.95 V191 which is almost equal to Vmax of Mo2CS2 .
The theoretical maximum gravimetric capacity (Cg) of M2CS2 MXenes can be
obtain from
Cg =
xmax ⇥ z ⇥ F ⇥ 103
MM2CS2 + xmaxLi
(6.5)
where xmax is the maximum Li content before the voltage of the system become
negative, z is the valency of ion (z = 1 for Li), F is the Faraday constant (26.81
Ah/mol), and MM2CS2+xmaxLi is the total atomic mass of the system with xmax of Li.
Note that we also included the mass of adsorbed Li atoms, which is usually neglected
when calculating the capacity. This causes the overestimation of the storage capacity.
From TABLE 6.3, we notice that the highest Cg (288.6 mAh/g) can be obtained
for Ti2CS2 due to its low total atomic weight and the ability to adsorb full Li lay-
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ers on both surfaces. Next lightest M2CS2 MXene is V2CS2 and it also possesses a
high capacity (279.4 mAh/g). Even though Cr2CS2 is the third lightest MXene in
TABLE 6.3, it exhibits very low capacity due to small xmax. Despite the fact that
two full layers of Li can be stored on Zr, Hf, and Nb based M2CS2, they provide low
capacity compared to Ti2CS2 and V2CS2 due to their high total atomic masses. The
theoretical Cg of Ti2CO2 was reported as 350 mAh/g.192 The theoretical values calcu-
lated for O-terminated V2C and Nb2C are 335 and 250 mAh/g, respectively. O-based
MXenes possess higher theoretical values than S-based MXenes as a consequence of
having a low atomic mass for O termination. The theoretical capacity calculated for
bare Ti2C and Ti3C2 are 440 and 320 mAh/g, respectively. Even though these are
much higher than that of it’s S-functionalized Ti2C, they have very low open-circuit
voltages, which are 0.44 V for Ti2C and 0.62 V for Ti3C2.192–194 The theoretically
and experimentally obtained capacity for graphite is around 372 mAh/g, but its
open-circuit voltage is very low (0.2 V).194,195 Ti2NS2 and V2NS2 nitride MXenes
have capacities around 300 mAh/g with average open-circuit voltages 0.64 V and
0.82 V, respectively.196 Whereas Ti2CS2 provides a capacity close to 288 mAh/g with
an average open-circuit voltage of 1.050 V.
In our previous analysis, we computed Cg by considering two Li per formula unit or
two Li layers (one layer on each surface of monolayer). However, our cluster expansion
calculations revealed that Ti2CS2, V2CS2 and Nb2CS2 may store up to three Li per
formula unit (or three layers of Li), giving rise a significant storage enhancement.
Then, the storage capacities become 417.4 mAh/g for Ti, 404.5 mAh/g for V, and
284.4 mAh/g for Nb. Since we did not include entropy term, the voltage becomes
negative (⇠ 0.1 V) when increasing the number of adsorbed Li layers from two to
three. Inclusion of this term may stabilize the multilayer adsorption on each surface of
MXene monolayer. Therefore, our calculations propose that S-functionalized Ti2CS2,
V2CS2 and Nb2CS2 are likely to have storage capacities larger than O-terminated
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Ti2CO2, V2CO2 and Nb2CO2.
6.3.5 Di↵usion Barrier






















































Figure 6.9: Di↵usion barrier (Edi↵) profiles for a single Li adsorbed on M2CS2.
A low di↵usion barrier is an essential property of an electrode to achieve high
kinetics of metal ions. The high mobility of Li ions leads to good charging and
discharging rates and high power densities in batteries. In order to study the ion
kinetics, we performed CI-NEB calculations for single ion adsorbed systems. The
computed energy barriers as a function of reaction coordinates are shown in Fig. 6.9,
and maximum energy barriers are mentioned in TABLE 6.3. The energy barrier is
lower for 3d-transition metal-related M2CS2 MXenes than others. This can be due to
the lower charge transfer of S atoms of Ti, V, and Cr atoms compared to the members
of respective columns in the periodic table. Thus, Li-S attraction is low in respective
MXenes. The lowest energy barrier was obtained for Ti2CS2, which is 0.176 eV. The
next smallest energy barrier is for V2CS2, which is 0.199 eV. It is reported that single
Li adsorbed on a 4⇥4 supercell of V2C provides very small di↵usion barrier (0.02 eV)
while that of V2CO2 posses 0.24 eV.176 The higher barrier in O-based MXene is due
to the larger interaction between Li and O than that between Li and S. These trends
were also observed for Zr based MXenes where Zr2C has a negligible energy barrier,
and Zr2CO2 has a barrier approximately 0.5 eV,197 while Zr2CS2 has a barrier of only
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0.218 eV. The calculated di↵usion barriers of M2CS2 are much lower than that of
commercial graphite (0.45-1.2 eV).182,198
Figure 6.10 denotes the di↵usion barrier for a Li ion which is surrounded by other
Li ions. As expected, the presence of adjacent Li ions strongly modifies the values
and di↵usion profiles due to the repulsive interaction among the positively charged
Li ions. In these calculations, we only considered Ti2CS2, V2CS2 and Nb2CS2 due
to their potential. We calculated the di↵usion paths and energy barriers for a Li
ion on a 4⇥4⇥1 supercell, where only a single adsorption site is empty to facilitate
the migration of adjacent Li ions into this empty site. Our calculations found that
energy barrier increases to 0.41, 0.48 and 0.43 eV for Ti2CS2, V2CS2 and Nb2CS2,
respectively. Regardless of Li concentration, these MXenes are expected to o↵er
faster kinetics for the battery operations as compared to commercial electrodes and
computational predicted systems listed above.



























In summary, we conducted a density functional theory-based study of the structural,
stability, electrochemical, and ion kinetics of sulfur functionalized M2CS2 MXenes,
where M= Sc, Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, and W. First, we identified the lowest
energy S absorption site on bare M2C MXenes. Depending on the type of M element,
the S atom prefers to site at di↵erent sites. From our phonon calculations at T =
0K, we confirmed that all M2CS2 MXenes, except Sc2CS2, are dynamically stable.
M2CS2 with M = Ti, Zr, Hf, V, and Nb MXenes can attract full Li coverage on
both surfaces. Our cluster expansion calculations revealed the correct Li adsorption
structures at di↵erent concentrations. We found that Ti2CS2, V2CS2 and Nb2CS2
promise to have gravimetric capacities higher than their O-terminated counterparts.
Ti2CS2 and V2CS2 have low di↵usion barriers, which are around 0.19 eV. As a result,
Ti2CS2 and V2CS2 have better ion-storage and fast ion di↵usion properties. Due to
the strong monolayer-Li+ interaction, M2CS2 monolayers with Ti, Zr and Hf have
larger open-circuit voltages where the maximum of the voltages exceed 2 V, and the
average voltages are around 1 V. By considering all the above facts, not only Ti2CS2
but also V2CS2 and Nb2CS2 appears as candidate materials for the energy storage
applications due to high voltages, large capacities, and low di↵usion barriers.
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CHAPTER VII
PILLARED STRUCTURES FOR Li-ION
BATTERIES
7.1 Introduction
Evidently, the key limitations for batteries based on 2D materials are low storage ca-
pacities and slow ion mobilities. The latter results in slow charging/discharging rates.
In this study, we proposed MXene multilayer structures, where individual layers are
chemically connected via molecular linkers, known as pillared structures199–204 in or-
der to overcome these performances limiting factors. By building pillared structures
from the chemically linked 2D sheets, it is possible to eliminate the disadvantages
of multilayers. Pillaring can be used as an e↵ective strategy to minimize the change
in the interlayer distance in multilayers during ion loading/unloading. This enables
zero volume change in electrode during battery cycling and improves mechanical and
electrochemical stability of the system leading to extended cycle life. In addition, by
selecting a stable linker molecule, it is possible to control the interlayer distance and
the interaction strength between individual layers, opening a way to accommodate
larger (such as Na+) and more polarized (such as Mg2+) ions and decrease energy
barriers for the ion movement between layers. Since F and OH-functionalized MX-
enes are not as stable as O-functionalized ones,205 and the F and OH groups result
in lower capacities and very high Li di↵usion barriers,206 we selected O-terminated
Ti3C2 (i.e. Ti3C2O2 ) monolayer to test our proposal. In addition, functionalized
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Ti3C2 is the best studied MXene and its electrical conductivity is quite high.207
While many of the electrode materials in lithium-ion battery applications exhibit vol-
ume expansion upon ion intercalation, Ti3C2 paper electrodes was shown to undergo
a volumetric contraction upon Li+, Na+, and Mg2+ ions intercalation.208 As a linker,
we considered two di↵erent quinone molecules, namely 1,4-Benzoquinone (C6H4O2)
and Tetrafluoro-1,4-benzoquinone (C6F4O2).209 In order to investigate binding struc-
tures and energies, di↵usion paths and barriers and maximum storage capacities, we
performed first-principles simulations based on density functional theory.
7.2 Computational Methods
We performed first-principles calculations in the framework of density functional the-
ory (DFT) as implemented in the Vienna ab-initio simulation package (VASP).74,75
The generalized gradient approximation (GGA) within the Perdew- Burke-Ernzerhof
(PBE)100,101 formalism is employed for the exchange-correlation potential. The pro-
jector augmented wave (PAW) method81,82 is used to take into account the electron-
ion interaction. A plane-wave basis set with an energy cuto↵ of 400 eV is used in the
calculations. For geometry optimization, the Brillouin-zone integration is performed
within the Monkhorst-Pack scheme using regular   centered 7⇥7⇥1 and 3⇥3⇥1 k -
mesh for the 3⇥3 and 5⇥5 super cell structures, respectively.210 The convergence
criterion of the self-consistent field calculations is set to 10 5 eV for the total en-
ergy. To prevent spurious interaction between isolated monolayers, lattice vectors
perpendicular to the 2D plane were fixed as 35 Å for all the simulations. By using
the conjugate gradient method, atomic positions and lattice constants are optimized
until the Hellmann-Feynman forces are less then 0.01 eV/Å and pressure on the su-
percell is decreased to values less than 1 kbar. We also took into account van der
Waals (vdW) interactions using the DFT-D3 method, including Becke-Jonson damp-
ing.106,107
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Di↵usion barriers for Li atom is calculated using the climbing-image nudge elastic
(CI-NEB) method as implemented in the VASP transition state tools.83,160 CI-NEB
is an e cient method in determining the minimum energy di↵usion path between
two given positions. We used a 5⇥5 super cell monolayer with 9 images, including
initial and final positions, for CI-NEB calculations. The atomic positions and energy
of the images were then relaxed. The amount of charge transfer between Li atom and
pillared structure were determined by using the Bader charge analysis.211–213
Ab-initio molecular dynamics (MD) simulations214,215 within isothermal-isobaric
(NPT)216 ensemble have been conducted by using VASP code. MD simulations are
performed at the  -point, each simulation lasting 10 ps with a time step of 1 fs.
Since heat will be released during the discharge of a battery, we considered MD
simulations for both 300 K and 400 K. 2 ps pre-equilibration simulations were done
to reach target temperature with 0.15 K temperature increase in each 1 fs timestep.
For the slab calculations, we only applied the constant pressure algorithm to the two
lattice vectors parallel to the 2D plane, leaving the third vector unchanged during
the simulation.
7.3 Results
7.3.1 Intercalation of Quinone Molecules
We first optimized the lattice parameters and atomic coordinates of Ti3C2O2 bilayer.
The calculated in plane lattice parameter and interlayer separation are 3.02 and 2.58
Å, respectively. The relaxed structure of Ti3C2O2 bilayer is used to construct hybrid
structures composing of Ti3C2O2 layers and molecular linkers. The optimized geo-
metrical structures of C6H4O2 and C6F4O2 molecules are given in Fig. 7.1(a). These
molecules are intercalated between Ti3C2O2 monolayers to form pillared structures,
which are depicted in Figs. 7.1(b) and (c). The calculated interlayer separation, d,
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Table 7.1: Binding energies for adsorption at sites (see Fig. 7.3) I, II, III, IV, V and
VI in eV.
System I II III IV V VI
H-Ti3C2O2 2.32 2.04 2.16 1.67 V!I VI!I
F-Ti3C2O2 2.29 2.01 1.90 IV!I 1.70 2.29
is found to be 5.92 Å for C6H4O2 and 6.35 Å for C6F4O2. Upon intercalation, the
C-O bond length of molecule enlarges from 1.24 (1.23) to 1.40 (1.38) Å for C6H4O2
(C6F4O2). While C-H bond lengths almost remain intact, C-C bond length changes
3-5.5% depending on the position of C atom. In the ground state structures, H
atoms point to the midpoint of two neighboring surface O atoms to enhance attrac-
tive Coulomb interaction. These molecules may rotate around z-axis due to thermal
e↵ects. To check stability of the lowest energy intercalation structure of molecules
against rotation, we calculated rotation barrier as shown in Fig. 7.2 for C6H4O2. The
calculated barrier is only 85 meV. Above room temperatures, molecules may swing
between the lowest energy structures with the same energy.















Figure 7.1: (a) The relaxed structure of C6H4O2 and C6F4O2 molecules. Various
interatomic bond lengths are depicted for both molecules. The lowest energy inter-
calation structure of (b) C6H4O2 and (c) C6F4O2 between 5⇥5 Ti3C2O2 monolayers.






















Figure 7.2: Rotation energy profile of intercalated C6H4O2 molecule between the
lowest energy adsorption structures for the 5⇥5 super cell structure. Insets show the




































Figure 7.3: (a) Side and (b) top view of possible adsorption sites ( I, II, III, IV and V)
for a single Li atom for a 5⇥5 super cell structure. (c) The relaxed structures of fully
lithiated of H-Ti3C2O2 . Variation of binding energy as a function of Li concentration
(x) is depicted in (d).
7.3.2 Single Ion Intercalation
We next investigated a single Li atom intercalation in Ti3C2O2 bilayer and pillared
structures. To find out lowest energy adsorption site for the Li atom, we considered
six di↵erent configurations, see Fig. 7.3. The binding energy, Eb[Li], of the Li atom
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is defined through the following equation
Eb[Li] = (E[pillar] + nLiE[Li]  E[pillar + nLiLi])/nLi (7.1)
where E[pillar + nLiLi] and E[pillar] are the total energies of the system with and
without Li atom, respectively. E[Li] is the total energy of a Li atom in its most
stable bcc bulk structure. Here, nLi is the number of intercalated Li atoms. We
also included the vdW interaction in the calculation of Li bulk energy. According
to our binding energy definition, a more positive binding energy indicates a more
favorable binding of Li. Table 7.1 summarizes the binding energy of a single Li
ion at di↵erent sites depicted in Fig. 7.3 between Ti3C2O2 layers. E[Li] in lowest
energy configuration is about 2.32 eV for C6H4O2 (Fig. 7.3(a)). Li atom prefers to
sit at a hollow site formed by there O atoms with a C atom beneath the center.
However, when Li is placed at the top of a Ti atom, Eb[Li] decreases by 0.28 eV
due to repulsive interaction between the Li and Ti atoms. In C6H4O2, Li ends up
at site I, when it starts at sites V and VI at which the repulsive H-Li interaction
pushes Li away from positively charged H atoms. Sites I and VI are the lowest energy
sites and have almost the same binding energy for C6F4O2. Deviation from site I
is compensated by the attractive interaction between Li-F atoms. For C6F4O2, Li
tends to stay away from ring of molecule. Upon relaxation, Li migrates to a nearest
hollow site on the surface of Ti3C2O2. However, Li can stick to ring of C6H4O2 with
a E[Li] of 1.67 eV. In contrast to C6H4O2 molecule, sites V and VI can be occupied
by the Li atom in C6F4O2 due to the attractive F-Li interaction. For completeness,
we also calculated E[Li] for pristine bilayer Ti3C2O2. E[Li] is considerably higher in
pristine Ti3C2O2 bilayer with a value of 2.98 eV. Intercalation of molecules between
Ti3C2O2 layers enlarges interlayer spacing and weakens the binding of Li. However,
in pillared structures, we still have strong binding of Li atom on the surface, which
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prevents undesired releasing of Li atoms as a result of thermal e↵ects. Main role of
molecules is to enlarge interlayer spacing. Ti3C2O2 layers are the main hosts to store
Li ions.
In addition to adsorption of single Li ion, we also studied the e↵ect of the metal ion
concentration on E[Li]. We only filled siteI on the surface of Ti3C2O2 and calculated
E[Li] as a function of number of intercalated Li atoms. In our 5⇥5⇥1 pillared struc-
tures shown in Fig. 7.1, we have 48 sites available for Li intercalation. Figure 7.3(b)
shows the variation of E[Li] as a function of concentration of Li ions (i.e. x) adsorbed
within pillared structures. Here, x is defined as nLi/48, where nLi is the number Li
atoms. According to this definition, ”1” (i.e. nLi=48) means that two monolayers of
Li are intercalated between Ti3C2O2 layers. The first clear observation is that E[Li]
decreases gradually with increase of concentration due to the enhanced repulsive inter-
action between the metal ions. E[Li] is always positive, suggesting that the pillared
structures with Li atoms are energetically stable and thus we can safely disregard
the phase separation problem up to x=1 for C6H4O2 and x=0.92 for C6F4O2. For
C6F4O2 structure, when x is larger than 0.92, C6F4O2 molecule dissociates, implying
that the stability of C6F4O2 is sensitive to x. F atoms move within pillared structure
and, locally, bind to Li atoms. This result is correlated with the fact that LiF is a
very stable compound and Li is very reactive towards F. Therefore, molecules with F
termination should be avoided. In addition, LiF is one of compounds that is found
in solid-electrolyte interface.217
7.3.3 Stability of Pillared Structures
To realize real battery applications, we need to address the cyclic stability of our hy-
brid structures against Li loading/unloading and thermal e↵ects. Since our pillared
structures contain molecular linkers, stability is particularly important to prevent
chemical loss for long term usage, which ensures a good cycling stability. First of all,
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our calculations showed that C6F4O2 reacts with Li ions and decomposition reaction
takes place at high Li concentrations. Thus, F contained quinone molecules are un-
stable against Li loading. For the binding energy and average voltage calculations,
at each concentration, we equally and homogeneously distributed Li atoms on both
surfaces within pillared structures shown in Fig. 7.1. When all Li atoms are placed
on only one of the Ti3C2O2 monolayers (i.e. for x=0.5), the 5⇥5 super cell struc-
ture of Ti3C2O2-C6H4O2-Ti3C2O2 collapses in a such a way that individual Ti3C2O2
layers approach each other and interlayer separation significantly decreases. C6H4O2
molecule is stayed connected to Ti3C2O2 monolayers. Here, there exists two com-
peting interactions. The first one is the repulsive Coulomb interaction between the
positively charged Li ions and the other one is the attractive interaction of Li ions with
O atoms of Ti3C2O2 surfaces. This collapsed structure is energetically favorable as
compared to the other configuration where Li atoms are equally and homogeneously
distributed on the surface of both Ti3C2O2 layers.
To avoid this structural instability, we tested 3⇥3 and 4⇥4 super cell structures
of Ti3C2O2-C6H4O2-Ti3C2O2. Our calculations demonstrated that intermolecular
separation is critical to realize a stable pillared structure. The 3⇥3 and 4⇥4 super
cell structures are found to be stable against above mentioned one-side adsorption
structure of Li.
To further confirm the stability of our pillared structures, we checked the variation
of the lattice parameters and interatomic distances as a function of Li ion concentra-
tion for the 3⇥3 super cell size. We found that in-plane lattice parameters shrink less
than 0.5% as the number of Li ions is increased. We found no bond breaking and the
total expansion of whole system along the vertical direction is less than 1%, which is
much smaller than that of traditional graphite anodes (10%).218 The volume change
mainly occurs along the z-direction, which is attributed to di↵erent bonding types.
Due to interaction with Li ions, Ti-O bond length increases from 1.97 Å to 2.18 Å
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when x increases from 0 to 1.
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Figure 7.4: Temperature and total energy evaluation profiles in MD simulations for
full coverage Li ion intercalation for 3⇥3 and 5⇥5 supercell structures at 400 K.
Thermal stability of pillared structures would have a large influence on the perfor-
mance of battery. Ab-initio molecular dynamics (MD) simulations were performed to
check stability of bilayer and bulk H-Ti3C2O2 with full coverage of Li. We performed
MD simulations for both 3⇥3 and 5⇥5 supercell structures to reveal the e↵ect of
system size. We selected temperatures 300 K and 400 K to see whether thermally
induced perturbations will induce any structural transformation/distortion and Li
release. Except one-side Li adsorption at x=0.5, the 5⇥5 supercell is quite stable
against thermal motions. The total energy and temperature variations suggest that
these systems are thermally stable at relatively high temperatures (Fig. 7.4). We
found that the H-Ti3C2O2 system is stable at this temperature for 10 ps without any
structural deformation.
7.3.4 Electrochemical Properties
In order to gain insight into the electrochemical properties of the Li intercalation
process into the 3⇥3 supercell structure of H-Ti3C2O2, we obtained the open-circuit-
voltage by calculating the averaged half cell voltage over a range of metal ion con-
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Figure 7.5: Calculated open circuit voltage, V , profile for Li-intercalation as a func-
tion of Li concentration (x).
centrations x, where x1  x  x2, using,
(x2   x1)M+ + (x2   x1)e  +H Ti3C2O2Mx1 $ H Ti3C2O2Mx2 (7.2)
By the help of the above reaction, the average voltage, V , of H-Ti3C2O2Mx in the
concentration range of x1  x  x2 can be estimated using,219
V ⇡ E[H  Ti3C2O2Mx1 ]  E[H  Ti3C2O2Mx2 ] + (x2   x1)E[M]
(x2   x1)e
(7.3)
whereE[H-Ti3C2O2Mx1 ], E[H-Ti3C2O2Mx2 ] and EM are the total energy of H-Ti3C2O2Mx1 ,
H-Ti3C2O2Mx2 , and metallic M, respectively. According to above definition, voltage
should be positive. In actual calculations of the average voltage, Gibbs free energy
(G(x)= E+P V- T S) should be considered. However, in this expression, P V
is only on the order of 10 5 eV and the entropy term (T S) is around 25 meV at
room temperature, and hence the first term (i.e. internal energy change) is su cient
to estimate the average voltage.219 ELi is the total energy of bulk bcc Li. This simple
formula allows us to estimate the voltage di↵erence between two Li concentrations
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(i.e. x1 and x2). Figure 7.5 shows the voltage as a function of Li concentration. First
of all, our calculations show that the calculated voltage for Li intercalation decreases
with increasing Li ion concentration. It is positive over whole considered concentra-
tion range, meaning that almost two monolayers of Li can be intercalated between
Ti3C2O2 layers in the presence of molecules, see Fig. 7.5. In contrast, pristine Ti3C2O2
bilayer can only store only one monolayer of Li. In other words, when starting to
intercalate the second layer of Li, the formation of bulk Li becomes energetically more
favorable, which blocks the operation of battery. Theoretical capacity, C (mAh/g),
at maximum Li concentration (xmax) is computed using
C =
xmax ⇥ z ⇥ F ⇥ 103
Mpillar
(7.4)
where z is the valence number of Li, F is the Faraday constant (26.81 Ah/mol) and
Mpillar is the atomic mass of pillared structure. The calculated C is found to be 253.2
mAh/g which is much larger than C of pristine Ti3C2O2 (134.3 mAh/g), indicating
that pillared structures o↵er significant capacity enhancement.
7.3.5 Di↵usion Barrier
We considered three criteria to uncover the potential of pillared structures for bat-
tery applications. These are binding energy of Li, average voltage and migration
di↵usion barriers as a function of Li concentration. Besides having a doubled storage
capacity (with respect to pristine Ti3C2O2 bilayer) determined by average voltage, a
low di↵usion barrier and high mobility of ions are one of the essential requirements
for the e cient Ti3C2O2 based electrodes. In particular, mobility is a key factor to
evaluate the rate performance at which a battery can be charged and discharged. In
this respect, we also investigated Li di↵usion barriers along di↵erent migration paths






































Figure 7.6: Di↵usion barrier profiles and optimized migration pathways between two
nearest lowest energy sites of Li atom at (a) x= 0.0625 and (b) x=0.875. Migrating Li
atoms are denoted by blue and green color to distinguish them from other Li atoms.
For pristine Ti3C2O2 bilayer, we only considered one di↵usion path, which con-
nects two adjacent lowest energy binding sites on a 5⇥5 surface cell with a single
Li atom ion. Ediff for pristine Ti3C2O2 monolayer and bilayer (not shown) are cal-
culated as 0.31 and 0.97 eV, respectively. Such a high migration barrier for bilayer
Ti3C2O2 is due to the presence of the geometric constraint in bilayer such that the Li
atom should travel between two surfaces of monolayers. Therefore, one may expect a
slow charging/discharging rates for batteries based on pristine Ti3C2O2 multilayers.
As predicted in previous works,220,221 the di↵usion barriers are quite low on MXene
without functional groups.
Figure 7.6 shows the di↵usion barriers (Ediff ) and optimized pathways for selected
systems with di↵erent Li concentrations in pillared structure with a 3⇥3 surface cell.
The most important observation is that Li displays about three times smaller on-
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plane di↵usion barriers as compared to pristine Ti3C2O2 bilayer. Due to presence of
intercalated molecule, Ediff approaches monolayer limit. For instance, at an inter-
layer distance of 5.99 Å, Ediff is calculated as 0.32 eV for x=0.0625 . As expected,
Li migration barrier is concentration dependent due to the interaction between the
Li+ ions. One might expect to see an increasing e↵ect of the barrier energies with
increasing concentration. For instance, at x= 0.875 (see Fig. 7.6(b)), Ediff becomes
only 0.40 eV. These values are still lower than the migration barrier of graphite with
a di↵usion barrier around 0.5 eV,222 high-capacity bulk silicon anode materials with a
di↵usion barrier around 0.57 eV223 and commercially used anode materials based on
TiO2 with a barrier of 0.35-0.65 eV.224–226 The marked reduction in di↵usion barriers
comes from two factors; (1) an increase of interlayer separation because of molecular
linkers and (2) notable decrease of Li binding energy. Our calculations also indicated
that interlayer migration of Li ions is quite unlikely due to high barrier energy as a
result of strong binding of Li on the surface. The calculated barrier energy is around
1 eV. This means that Li ions spend their time on the surface on which they are ab-
sorbed. We also investigated the e↵ect of molecule concentration on di↵usion barriers.
Ediff values were calculated for both 3⇥3 and 5⇥5 surface cell structures. For the
3⇥3 (5⇥5) supercell structure, the separation between the molecules is at least 5.85
(11.67) Å. Interestingly, Ediff values mildly depend on the molecule concentration.
Depending on concentration and di↵usion path, Ediff falls into a range of [0.27-0.40]
([0.29-0.34]) eV for the 3⇥3 (5⇥5) supercell structure. As a comparison, Ediff for
graphite varies between 0.42 and 0.56 eV depending on di↵usion path for large Li
concentrations.222 We showed that, for an almost full coverage, the energy barriers
are still about 0.1 eV lower than the graphite (LiC6). Although 0.1 eV di↵erence




We demonstrated that interlayer expansion in Ti3C2O2 multilayers via molecular link-
ers is a promising strategy to overcome the limitations, including low storage capacity
and slow kinetics, for batteries based on not only MXenes but also other 2D materials.
In proposed pillared structures, the improved large capacity accompanies with fast
ion transport. Due to enlarged interlayer separation, our pillared structures could
serve as model systems to store Na and multivalent ions (such as Mg2+, Zn2+ and
Al3+) as well. Presence of an enlarged interlayer separation is utilized to interca-
late about two layers of Li ions between Ti3C2O2 layers with a positive open circuit
voltage for Li intercalation. In contras to Ti3C2O2 bilayer without molecular linker,
Li migrates between in-plane lowest energy sites with small energy barriers of 0.27-
0.40 eV depending on Li concentration. Interlayer ion di↵usion is prohibited due to
large barrier energy. Stability of pillared structure is sensitive to lateral size of the
Ti3C2O2 bilayer, Li ion concentration and adsorption structure of Li ions. Whereas a
5⇥5 supercell exhibits instabilities in certain adsorption structures, the 3⇥3 and 4⇥4




Chapter I discussed the importance of two-dimensional (2D) materials for spintronics
and energy applications. Among the 2D materials, it could be shown that MXenes
can be e↵ectively utilized to produce battery electrodes and spintronics applications
due to their high mechanical and dynamical stability, electronic conductivity, and
tunability of electronic and magnetic properties using various techniques.
Chapter II reviewed the details of the theoretical background of density functional
theory (DFT). Due to a large number of electrons of materials and their interactions,
it is di cult to solve the Schrödinger equation based on many-body Hamiltonian.
Therefore, the Hartree-Fock theory considers non-interacting single electron Hamil-
tonian with exchange potential. As a result of omitting correlation potential, Hartree-
Fock is not much accurate. This chapter discussed how DFT minimizes the di↵er-
ences between many-body and single-electron Hamiltonians by taking into account
the correlation e↵ects. Since this dissertation carried out spin-polarized calculations
to study the ferromagnetic materials, spin density functional theory was addressed.
VASP software was used for DFT calculations of all the projects related to this dis-
sertation. VASP uses a plane wave basis set to construct the wavefunctions of the
non-interacting electrons. Thus, this chapter explained how to implement DFT with
a plane-wave basis set.
Chapter III considered Hf2MnC2O2 and Hf2VC2O2 MXenes due to their ferromag-
netic and semiconductor properties. The importance of those materials is that the
conduction bands are highly sensitive to both biaxial and uniaxial strains. As a result,
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strain engineering can be exploited to turn semiconductor monolayers into metallic
or semi-metallic ones depending on the size and type of applied strain. For instance,
a semiconductor to metal transition occurs at -3% compression and 8% tension in
Hf2MnC2O2, and also at -2% compression and 9% tension in Hf2VC2O2. Electron
and hole e↵ective masses are able to be tuned significantly. The ferromagnetic phase
becomes stronger (weaker) as compared to the anti-ferromagnetic phase of both types
of monolayers by applying biaxial tensile (compressive) strain. We could show that
the above results are almost the same under uniaxial strain for Mn-based monolayer.
Chapter IV used an approach to investigate the magnetic and electronic prop-
erties of Hf2MnC2O2 and Hf2VC2O2 by exploiting realistic surface terminations via
creating surface defects including oxygen vacancies and H adatoms. We found that
introducing surface oxygen vacancies or hydrogen adatoms is able to modify the
electronic structures, magnetic anisotropies, and exchange couplings. Depending on
the defect concentration, a ferromagnetic half-metallic state can be realized for both
Hf2VC2O2 and Hf2MnC2O2. Bare Hf2VC2O2 exhibits easy-axis anisotropy, whereas
bare Hf2MnC2O2 exhibits easy-plane anisotropy; however, defects can change the
latter to easy-axis anisotropy, which is preferable for spintronics applications. The
considered defects were found to modify the magnetic anisotropy by as much as 500%.
Defects also produce an inhomogeneous pattern of exchange couplings, which can fur-
ther enhance the Curie temperature. In particular, Hf2MnC2O2H0.22 was predicted to
have a Curie temperature of about 171 K due to a combination of easy-axis anisotropy
and a connected network of enhanced exchange couplings.
Chapter V selected Ti2CO2 and B-doped graphene (⇡ 8%) to model heterostruc-
tures and bilayers due to their low molecular weight and good electrical conductiv-
ity. Highly abundant Na and Mg are convenient to lower the production cost of
energy-storage. In this study, we examined the suitability of Na and Mg interca-
lation in Ti2CO2/B-doped-graphene heterostructures and B-doped-graphene (B-Gr)
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bilayers. Even though Na and Mg intercalated bare graphene bilayers are not ener-
getically stable, our studies reveal that (B-Gr) bilayers facilitate the storing of those
ions. As a consequence of smaller atomic size, Mg intercalated systems show low
structural deformations and interlayer distance change ( 0.5 Å) and low in-plane
lattice constant change ( 0.1%), indicating good mechanical stability during the
charging/discharging process. The considered bilayers provide higher capacities than
MXene based heterostructure. Na and Mg intercalated Ti2CO2/B-Gr systems allow
240.4 mAh/g and 295.1 mAh/g storage capacities, respectively. In comparison, the
calculated gravimetric storage capacities for Na and Mg intercalated B-Gr bilayers are
283.8 mAh/g and 320.6 mAh/g, respectively. All the intercalated ion systems provide
average voltages greater than 0.75 V. Our di↵usion barrier calculations revealed that
very low di↵usion barriers, as small as 0.18 eV, are expected for the Na intercalated
systems, o↵ering fast charging/discharging rates for the battery applications.
Chapter VI studied the stability and structural, electrochemical, and ion dynamic
properties of Li adsorbed on sulfur-functionalized group 3B, 4B, 5B, and 6B transi-
tion metal (M)-based MXenes (i.e., M2CS2 with M= Sc, Ti, Zr, Hf, V, Nb, Ta, Cr,
Mo, and W). We performed phonon calculations, which indicate that all the above
M2CS2 MXenes, except for Sc, are dynamically stable at T = 0 K. The ground-state
structure of each M2CS2 monolayer depends on the type of M atom. For instance,
while sulfur prefers to sit at the FCC site on Ti2CS2, it occupies the HCP site of
Cr-based MXene. We determined the Li adsorption configurations at di↵erent con-
centrations using the cluster expansion method. The highest maximum open-circuit
voltages were computed for group 4B element (i.e., Ti, Zr, and Hf)-based M2CS2,
which are larger than 2.1 V, while their average voltages are approximately 1 V. The
maximum voltage for group 6B element (i.e., Cr, Mo, W)-based M2CS2 are less than
1 V, and the average voltage is less than 0.71 V. We found that S functionalization
is helpful for capacity improvements over the O-terminated MXenes. In this respect,
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the computed storage gravimetric capacity may reach up to 417.4 mAhg 1 for Ti2CS2
and 404.5 mAhg 1 for V2CS2. Ta, Cr, Mo, and W-based M2CS2 MXenes show very
low capacities, which are less than 100 mAhg 1.
Chapter VII demonstrated that high lithium storage capacity and fast kinetics are
achieved for Ti3C2O2 by preintercalating organic molecules. As a proof-of-concept,
two di↵erent quinone molecules, namely 1,4-Benzoquinone (C6H4O2) and Tetrafluoro-
1,4-benzoquinone (C6F4O2) were selected as the molecular linkers to demonstrate the
feasibility of this interlayer engineering strategy for energy storage. As compared to
Ti3C2O2 bilayer without linker molecules, our pillared structures facilitate a much
faster ion transport, promising a higher charge/discharge rate for Li. For example,
while the di↵usion barrier of a single Li ion within pristine Ti3C2O2 bilayer is at least
1.0 eV, it becomes 0.3 eV in pillared structures, which is comparable and even lower
than that of commercial materials. At high Li concentrations, the calculated di↵usion
barriers are as low as 0.4 eV. Out-of-plane migration of Li ions is hindered due to
large barrier energy with a value of around 1-1.35 eV. Concerning storage capacity, we
can only intercalate one monolayer of Li within pristine Ti3C2O2 bilayer. In contrast,
pillared structures o↵er significantly higher storage capacity. Our calculations showed
that at least two layers of Li can be intercalated between Ti3C2O2 layers without
forming bulk Li and losing the pillared structure upon Li loading/unloading. A small
change in the in-plane lattice parameters (<0.5%) and volume (<1.0%), and ab-
initio molecular dynamics simulations prove the stability of the pillared structures
against Li intercalation and thermal e↵ects. Intercalated molecules avoid the large
contraction/expansion of the whole structure, which is one of the key problems in
electrochemical energy storage. Pillared structures allow us to realize electrodes with
high capacity and fast kinetics. Our results open new research paths for improving the




A.1 Additional Calculations Under Biaxial Strain
A.1.1 The Calculations Using GGA (without U) and HSE06
Here, we calculated the electronic band structures under -4%, 0% and 4% strains for
both Hf2MnC2O2 and Hf2VC2O2 2D materials. It is clear that the DFT calculations
provide zero band gap electronic band structures for the unstrained and ✏ = 4%
cases where DFT+U and hybrid functional calculations indicate those materials are
semiconductors.
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Figure A1: Electronic band structures for (a) Hf2MnC2O2 and (b) Hf2VC2O2 under
 4%, 0% and 4% biaxial strains using DFT calculations
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Figure A2: Electronic band structures for (a) Hf2MnC2O2 and (b) Hf2VC2O2 under
 4%, 0% and 4% biaxial strains using hybrid functional calculations
Table A1: The band gap and the total magnetic moment values of Hf2MnC2O2 using
DFT, DFT+U and HSE06 methods
Strain DFT DFT+U HSE06
 4% Eg (eV) 0 0 0
µ (µB) 2.461 2.966 2.976
0%
Eg (eV) 0 0.282 0.484
µ (µB) 2.759 3.000 3.000
4%
Eg (eV) 0 0.268 0.665
µ (µB) 2.964 3.000 3.000
Table A2: The band gap and the total magnetic moment values of Hf2VC2O2 using
DFT, DFT+U and HSE06 methods
Strain DFT DFT+U HSE06
 4% Eg (eV) 0 0 0
µ (µB) 0.207 0.791 0.790
0%
Eg (eV) 0 0.149 0.422
µ (µB) 0.311 1.000 1.000
4%
Eg (eV) 0 0.223 0.630
µ (µB) 0.5837 1.000 1.000
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A.1.2 Rectangular Super-Cell Structure
Figure A3: Rectangular Super-cell structure for out-of-plane Poisson’s ratio calcula-
tions
A.1.3 Multi-layer Structure for Calculating the Thickness
Figure A4: Multi-layer structure for calculating the thickness (t) of the monolayers
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A.2 Additional Calculations Under Uniaxial Strain
A.2.1 Phonon Dispersion
Figure A5: The phonon calculations for 10% and 18% tensile strain in zig-zag direc-
tion.
A.2.2 The Calculations Using GGA (without U) and HSE06
GGA calculations show that Hf2MnC2O2 MXene is a metal which does not change its
band structure significantly under the uniaxial strain (see Fig. A6). On the contrary,
HSE06 calculations confirms that the bands are shifting as seen in the GGA+U
method. Both HSE06 and the GGA+U methods prove that strain free Hf2MnC2O2
is a semiconductor.
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Figure A6: Electronic band structures for Hf2MnC2O2 under -4%, 0% and 4% uniaxial
strains in (a) x and (b) y directions using DFT calculations. Spin-up and spin-down
bands are in red and blue, respectively. Fermi energy marks zero energy.
Figure A7: Electronic band structures for Hf2MnC2O2 under -4%, 0% and 4% uniaxial
strains in (a) x and (b) y directions using HSE06 calculations. Spin-up and spin-down
bands are in red and blue, respectively. Fermi energy marks zero energy.
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Table A3: The band gap (Eg) and the total magnetic moment (µ) values of
Hf2MnC2O2 using DFT, DFT+U and HSE06 methods under uniaxial strain in zig-zag
direction
Strain DFT DFT+U HSE06
-4%
Eg (eV) 0 0 0
µ (µB) 2.543 2.989 3.000
0%
Eg (eV) 0 0.282 0.484
µ (µB) 2.674 3.000 3.000
4%
Eg (eV) 0 0.239 0.324
µ (µB) 2.750 3.000 3.000
8%
Eg (eV) 0 0 0
µ (µB) 2.746 3.000 3.000
Table A4: The band gap (Eg) and the total magnetic moment (µ) values of
Hf2MnC2O2 using DFT, DFT+U and HSE06 methods under uniaxial strain in arm-
chair direction
Strain DFT DFT+U HSE06
-4%
Eg (eV) 0 0 0
µ (µB) 2.547 2.996 3.000
0%
Eg (eV) 0 0.282 0.484
µ (µB) 2.674 3.000 3.000
4%
Eg (eV) 0 0.233 0.415
µ (µB) 2.796 3.000 3.000
8%
Eg (eV) 0 0.0184 0.103
µ (µB) 2.783 3.000 3.000
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A.2.3 Energy Di↵erences Between Nonmagnetic and Ferro-
magnetic Phases





















Figure A8: Energy di↵erence ENM   EFM per unit formula as a function of uniaxial
strain
A.2.4 Cohesive Energy
The cohesive energy (Ecoh) of the strain free monolayer is -1.949 eV per atom. As can
be seen in the Fig A9, the cohesive energy increases, while strain is applied. Within
the range of -4% to 10%, this value remains less than zero.
















Figure A9: Cohesive energy (Ecoh) as a function of strain
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A.3 Additional Calculations for B-Doped-Graphene Based
Electrodes
A.3.1 The Voltage and Gravimetric Capacity for Di↵erent B
Concentrations in B-Gr Bilayers




















Figure A10: Cohesive energy (Ecoh) as a function of strain
Table A5: The gravimetric capacity for 4% and 8% doping concetrations.




A.3.2 The Supercells of B-Gr Bilayers Without Ions
Figure A11: Top views of top and bottom layers of (a) AB and (b) AA stacking of
B-Gr bilayers without ions. The total energy of each system relative to the ground
state is stated in blue.
A.3.3 The Sites of the B Atoms in Na Intercalated B-Gr
Bilayers
The following Fig. A12, A13, A14, A15 and A16 show the total energies with respect
to the ground state for several structures. Those supercells were considered to find the
ground states of 0.004Å 2, 0.02Å 2, 0.03Å 2, 0.05Å 2 and 0.06Å 2 Na intercalated
B-Gr bilayers, respectively.
Figure A12: Top views of top and bottom layers of (a) AB and (b) AA stacking of
B-Gr bilayers without ions. The total energy of each system relative to the ground
state is stated in blue.
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Figure A13: Top views of top and bottom layers of bilayer with 0.02Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
Figure A14: Top views of top and bottom layers of bilayer with 0.03Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
Figure A15: Top views of top and bottom layers of bilayer with 0.05Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
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Figure A16: Top views of top and bottom layers of bilayer with 0.06Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
A.3.4 The Sites of the B Atoms in Mg Intercalated B-Gr
Bilayers
The following Fig. A17, A18, A19, A20 and A21 show the total energies with respect
to the ground state for several structures. Those supercells were considered to find the
ground states of 0.004Å 2, 0.02Å 2, 0.03Å 2, 0.05Å 2 and 0.06Å 2 Mg intercalated
B-Gr bilayers, respectively.
Figure A17: Top views of top and bottom layers of (a) AB and (b) AA stacking of
B-Gr bilayers without ions. The total energy of each system relative to the ground
state is stated in blue.
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Figure A18: Top views of top and bottom layers of bilayer with 0.02Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
Figure A19: Top views of top and bottom layers of bilayer with 0.03Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
Figure A20: Top views of top and bottom layers of bilayer with 0.05Å 2 concentration




3 supercell). The total energy of each system is stated in
blue.
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Figure A21: Top views of top and bottom layers of bilayer with 0.06Å 2 concentration
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[26] Siriwardane, E. M. D.; Çakır, D. J. Appl. Phys. 2019, 125, 082527.
[27] Siriwardane, E. M. D.; Karki, P.; Loh, Y. L.; Çakır, D. J. Phys. Chem. C 2019,
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Agulló-Rueda, F., Eds.; European Materials Research Society Series; Elsevier:
Amsterdam, 2006; pp 21 – 53.
[72] Kratzer, P.; Neugebauer, J. Front. Chem. 2019, 7, 106–106.
[73] Monkhorst, H. J.; Pack, J. D. Phys. Rev. B 1976, 13, 5188–5192.
[74] Kresse, G.; Hafner, J. Phys. Rev. B 1993, 47, 558–561.
[75] Kresse, G.; Hafner, J. Phys. Rev. B 1994, 49, 14251–14269.
[76] Kresse, G.; Furthmüller, J. Comput. Mater. Sci. 1996, 6, 15–50.
[77] Kresse, G.; Furthmüller, J. Phys. Rev. B 1996, 54, 11169–11186.
[78] Phillips, J. C.; Kleinman, L. Phys. Rev. 1959, 116, 287–294.
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2014, 16, 14357–14367.
[120] Arbuznikov, A. V. J. Struct. Chem. 2007, 48, S1–S31.
[121] Farsal, D.; Snina, M.; Badia, M.; Bennai, M. J. Supercond. Nov. Magn. 2017,
30, 2187–2195.
[122] Husimi, K.; Syozi, I. Prog. Theor. Phys. 1950, 5, 177–186.
151
[123] Wol↵, U. Phys. Rev. Lett. 1989, 62, 361–364.
[124] Editorial, Nat. Nanotechnol. 2018, 13 .
[125] Han, W. APL Materials 2016, 4, 032401.
[126] Cullity, B. D.; Graham, C. D. Introduction to Magnetic Materials, 2nd ed.;
Wiley-IEEE Press, 2008.
[127] Gong, C.; Li, L.; Li, Z.; Ji, H.; Stern, A.; Xia, Y.; Cao, T.; Bao, W.; Wang, C.;
Wang, Y.; Qiu, Z. Q.; Cava, R. J.; Louie, S. G.; Xia, J.; Zhang, X. Nature
2017, 546, 265–269.
[128] Lee, I.; Utermohlen, F. G.; Weber, D.; Hwang, K.; Zhang, C.; van Tol, J.;
Goldberger, J. E.; Trivedi, N.; Hammel, P. C. Phys. Rev. Lett. 2020, 124,
017201.
[129] Misiorny, M.; Hell, M.; R. Wegewijs, M. Nat. Phys. 2013, 9, 801–805.
[130] Huang, B.; Clark, G.; Navarro-Moratalla, E.; Klein, D.; Cheng, R.; Seyler, K.;
Zhong, D.; Schmidgall, E.; A. McGuire, M.; Cobden, D.; Yao, W.; di, X.;
Jarillo-Herrero, P.; Xu, X. Nature 2017, 546 .
[131] Zhang, X.; Zhao, Y.; Song, Q.; Jia, S.; Shi, J.; Han, W. Japanese J. Appl. Phys.
2016, 55, 033001.
[132] Bonilla, M.; Kolekar, S.; Ma, Y.; Coy Diaz, H.; Sankar, V.; Das, R.; Eggers, T.;
Rodriguez Gutierrez, H.; Phan, M.-H.; Batzill, M. Nat. Nanotechnol. 2018,
[133] Feng, S.; Mi, W. Appl. Surf. Sci. 2018, 458, 191 – 197.
[134] Parks, J. J.; Champagne, A. R.; Costi, T. A.; Shum, W. W.; Pasupathy, A. N.;
Neuscamman, E.; Flores-Torres, S.; Cornaglia, P. S.; Aligia, A. A.; Bal-
152
seiro, C. A.; Chan, G. K.-L.; Abruña, H. D.; Ralph, D. C. Science 2010, 328,
1370–1373.
[135] Frey, N.; Kumar, H.; Anasori, B.; Gogotsi, Y.; B. Shenoy, V. ACS Nano 2018,
6319–6325.
[136] Otte, A.; Ternes, M.; von Bergmann, K.; Loth, S.; Brune, H.; Lutz, C.; Hir-
jibehedin, C.; Heinrich, A. The role of magnetic anisotropy in the Kondo e↵ect.
APS Meeting Abstracts. 2009; p A27.011.
[137] Zheng, H.; Zheng, J.; Wang, C.; Han, H.; Yan, Y. J. Magn. Magn. Mater. 2017,
444, 184 – 189.
[138] Luo, J.; Zhang, W.; Yuan, H.; Jin, C.; Zhang, L.; Huang, H.; Liang, C.; Xia, Y.;
Zhang, J.; Gan, Y.; Tao, X. ACS Nano 2017, 11, 2459–2469, PMID: 27998055.
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