. For every n 1, we calculate the Hochschild homology of the quantum monoids M q (n), and the quantum groups GL q (n) and SL q (n) with coefficients in a 1-dimensional module coming from a modular pair in involution.
Notations and conventions.
We fix a ground field k. All unadorned tensor products ⊗ are over k. All algebras are assumed to be unital and associative, but not necessarily commutative or finite dimensional over k. We use X to denote the two-sided ideal generated by a subset X of elements in an algebra, and Span k (X) for the k-vector space spanned by a subset X of elements in a vector space. For a fixed vector space V, we use Λ * (V ) to denote the exterior algebra over V, but used only as a vector space. For a fixed algebra A, we use CB * (A) and CH * (A) respectively for the bar complex and the Hochschild complex of the algebra A. We use H * (A) to denote the Hochschild homology of A. If the complexes, and therefore, homology includes coefficients other than the ambient algebra A, we will indicate this using a pair (A, M).
A H -S T S S
In this section, we assume P and Q are unital associative algebras, together with a fixed morphism of algebras ϕ : Q → P.
1.1. The mapping cylinder algebra.
Let Z := P ⊕ Q be the unital associative algebra given by the product (p, q) · (p ′ , q ′ ) = (pp ′ + pϕ(q ′ ) + ϕ(q)p ′ ,′ )
for any (p, q), (p ′ , q ′ ) ∈ Z, and the unit (0, 1) ∈ Z. Accordingly, P Z is an ideal. Moreover, since P is a unital algebra, the homology of its bar complex vanishes in any positive degree. As such, P Z is an H-unital ideal, [15] .
Let X be a left P-module, and Y a right P-module. Then, they both can be considered as Z-modules via
x ⊳ (p, q) := x ⊳ p + x ⊳ ϕ(q) (p, q) ⊲ y = p ⊲ y + ϕ(q) ⊲ y.
Indeed,
for any x ∈ X, and any (p, q), (p ′ , q ′ ) ∈ Z. Similarly, Y is a left Z-module.
A filtration on the bar complex.
Let us now consider the bar complex CB * (X, Z, Y ) of the mapping cylinder algebra Z := P ⊕ Q with coefficients in a right P-module X and a left P-module Y.
We consider first the increasing filtration on CB * (X, Z, Y ) given by G i i+ j = n 0 +···+n i = j X ⊗ P ⊗n 0 ⊗ Z ⊗ · · · ⊗ P ⊗n i−1 ⊗ Z ⊗ P ⊗n i ⊗ Y ⊆ CB i+ j (X, Z, Y).
The bar differential interacts with the filtration as
Then the associated graded complex is given by
with induced differentials. However, since we cannot reduce the number of Q's in the quotient complex, one can think of the quotient complex is a graded product of bar complexes with induced differentials
where P acts on Q via 0. Since we observe that P acts on Q trivially, the E 1 -term is given by
The spectral sequence then degenerates (for further details on spectral sequences we refer the reader to [11] ), and we arrive at the following result. Proposition 1.1. Given two algebras P and Q, together with an algebra morphism ϕ : Q → P, let Z := P ⊕ Q be the mapping cylinder algebra, X a right P-module, and Y be a left P-module. Then, Tor Z n (X, Y ) Tor P n (X, Y ) for all n 0.
A filtration on the Hochschild homology.
It is possible to adapt this setting to the Hochschild homology complex. To this end, given a P-bimodule M, we start with the increasing filtration
of CH * (Z, M). It follows from the observation b(G i i+ j ) ⊆ G i i+ j−1 that the Hochschild complex CH * (Z, M) is a filtered differential complex. The associated graded complex is then
together with the induced differential b 0 : E 0 i, j −→ E 0 i, j−1 given similar to that of (1.1) where P acts on Q by 0. Hence, the first page of the associated differential complex appears to be
The spectral sequence then degenerates, and we arrive at the following result. Proposition 1.2. Given two algebras P and Q, together with an algebra morphism ϕ : Q → P, let Z := P ⊕ Q be the mapping cylinder algebra, X a right P-module, and Y be a left P-module. Then,
for any n 0, and any P-bimodule M.
A second filtration on the bar complex.
Let P and Q be two algebras as above, but this time we assume ϕ : Q → P is a left (or right) flat algebra morphism. In other words, P is flat as a left (resp. right) Q-module via ϕ : Q → P.
Let us now consider the increasing filtration
on the bar complex CB * (X, Z, Y). Since d(F i i+ j ) ⊆ F i i+ j−1 , the bar complex CB * (X, Z, Y ) becomes a filtered differential complex; whose associated differential graded complex is
together with the induced differentials d 0 : E 0 i, j −→ E 0 i, j−1 coming from the bar complex CB * (X, Z, Y ). As in the case of our first filtration, one can view the resulting complex as a graded multi-product of bar complexes (1.2) CB * (X, Q, P) ⊗ P CB * (P, Q, P) ⊗ P · · · ⊗ P CB * (P, Q, P) i-times ⊗ Q CB * (P, Q, Y ).
In view of the assumption (that P is flat as a Q-module), the E 1 -term is given by
Keeping in mind that this spectral sequence converges to the Tor-groups of the mapping cylinder algebra Z, which are in turn identified with the Tor-groups of the algebra P in the previous subsection, we obtain the result which may be summarized in the following proposition. Proposition 1.3. Given two algebras P and Q, together with the left (resp. right) flat algebra morphism ϕ : Q → P, let X a right P-module and Y be a left P-module. Then, there is a spectral sequence such that
A second filtration on the Hochschild homology.
We can present the arguments of the previous subsection in terms of the Hochschild homology as well.
To this end, we begin with the increasing filtration
Then the associated graded complex is
Passing to the homology with respect to b 0 : E 0 i, j −→ E 0 i, j−1 , an analogue of (1.2), we arrive at the first page of the spectral sequence which is given by
that converges to H * (Z, M) which is isomorphic to H * (P, M) by Proposition 1.2. Thus, we have proved the following proposition. Proposition 1.4. Given two algebras P and Q, together with the left (resp. right) flat algebra morphism ϕ : Q → P, let M be a P-bimodule. Then there is a spectral sequence whose first page is given by
that converges to the Hochschild homology H * (P, M).
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2.1. The algebra of quantum matrices M q (n, m).
Let n and m be two positive integers. Following [4, Lemma 2.10], we define M q (n, m) as the associative algebra on nm generators x i j where 1 i n and 1 j m. These generators are subject to the following relations
x jℓ x iℓ =q x iℓ x jℓ for all 1 i < j n and 1 ℓ m, (2.1)
x ℓi x k j =x k j x ℓi for all 1 k < ℓ n and 1 i < j m,
For convenience, we are going to use M q (n) for M q (n, n). We also use the following convention: for a n and b m when we write M q (a, b) ⊆ M q (n, m) we mean that we use the subalgebra generated by x i j for 1 i a and 1 j b in M q (n, m). Notice that these generators are subject to the same relations, and therefore, the canonical map M q (a, b) → M q (n, m) is injective.
It follows from (2.1) and (2.2) that all column or row subalgebras (2.5) Col ℓ := x iℓ | 1 i n Row ℓ := x ℓ j | 1 j n are isomorphic to the quantum affine n-space k n q which is defined as the k-algebra 
, with respect to any fixed order of the generators.
2.2. The bialgebra structure on M q (n).
The algebra M q (n) of quantum matrices becomes a bialgebra through the coalgebra structure given by
The quantum determinant.
Let S n be the group of permutations of the set {1, . . . , n}, and let ℓ(σ) ∈ N be the length of σ ∈ S n . Let also I := {i 1 , . . ., i m } and J := { j 1 , . . . , j m } be two subsets of {1, . . ., n} such that i 1 < . . . < i m and j 1 < . . . < j m . Then, the element
is called the quantum m-minor determinant as defined in [ The quantum group GL q (n) is obtained by adjoining D −1 q to the bialgebra M q (n). More precisely,
Let us note from this definition that M q (n) is a subalgebra of GL q (n). In terms of generators and relations, GL q (n) is the algebra generated by n 2 + 1 generators x i j and t with i, j ∈ {1, . . ., n}, satisfying the same relations as (2.1) -(2.4), and
On the other hand, GL q (n) is the localization M q (n) D q of M q (n) with respect to D q as in [13, Sect. 5.3] , and [10, Prop. 1.1.17]. As such, the bialgebra structure on M q (n) extends uniquely to GL q (n) [13, Lemma 5.3.1]. Furthermore, GL q (n) is a Hopf algebra with the antipode S : GL q (n) → GL q (n) given by
where A i j := D I J with I = {1, . . ., n} − {i}, and J = {1, . . . , n} − { j}. The matrix q i− j A i j 1 i, j n is called the quantum cofactor matrix of x i j 1 i, j n , and the Hopf algebra GL q (n) is called the quantum general linear group.
2.5. The quantum special linear group SL q (n).
Next, we recall briefly the quantum version of the special linear group. It is given as the quotient space
which happens to be a Hopf algebra with the bialgebra structure induced from GL q (n), or from M q (n), and the antipode S : SL q (n) → SL q (n) is given by
The Hopf algebra SL q (n) is called the quantum special linear group.
Actually, one can write GL q (n) as a direct product of SL q (n) and the Laurent polynomial ring over the quantum determinant k[D q , D −1 q ]. Proposition 2.1. [9, Proposition] There is an isomorphism of algebras of the form
. Modular pairs of involution for GL q (n) and SL q (n).
Finally, we are going to see that both Hopf algebras GL q (n) and SL q (n) admit a modular pair in involution (MPI). Let us recall from [2] that an Hopf algebra H is said to admit an MPI if there is an algebra homomorphism δ : H → k and a group-like element σ ∈ H such that δ(σ) = 1 and S 2 δ (h) = σhσ −1 where S δ (h) := δ(h (1) )S(h (2) ) for any h ∈ H. Proposition 2.2. Let f −1 q,n : GL q (n) → k (resp. f −1 q,n : SL q (n) → k) be given by f −1 q,n (x i j ) := δ i j q (n+1)−2i . Then, ( f −1 q,n , 1) is a MPI for the Hopf algebra GL q (n), (resp. for the Hopf algebra SL q (n).)
Proof. We will give the proof for GL q (n). The proof for the case of SL q (n) is similar, and therefore, is omitted. It is given in [13, Lemma 5.4 .1] that f q,n : GL q (n) → k given by
is an algebra homomorphism, i.e. a character. Then, its convolution inverse f −1 q,n : GL q (n) → k is also a character. The claim then follows from the observation that As for GL q (n), there is a second choice of MPI. Proposition 2.3. Let f −1 q,n : GL q (n) → k be as before, and let D −1 q ∈ GL q (n) be the quantum determinant. Then, ( f −1 q,n , D −1 q ) is a modular pair in involution for the Hopf algebra GL q (n).
Proof. We have, for any x ∈ GL q (n), (1) ) . . . f q,n (x nσ(n) ) (2.9) =q n(n+1)−2(1+···+n) = 1, and hence f −1 q,n (D −1 q ) = 1.
H H M q (n)
3.1. Homology of quantum matrices M q (n, m).
Given a sequence (q 1 , . . ., q n ) of scalars in k, and let α : M q (n) → k be the character given by
Accordingly, the counit ε(x i j ) = δ i j , the characters f q,n and f −1 q,n of Proposition 2.2, namely, f q,n (x i j ) = δ i j q 2i−1−n and f −1 q,n (x i j ) = δ i j q n−2i+1 and finally the character η : M q (n, m) → k given by (3.1) η(x i j ) = 0, for 1 i n and 1 j m correspond to the sequences ε ↔ (1, . . ., 1),
Let, now, α, β : M q (n, m) → k be two characters given by two sequences of scalars as defined above. Let also α k β denote the M q (n, m)-bimodule k with the actions given by (3.6) x i j ⊲ 1 = α(x i j ) and 1 ⊳ x i j = β(x i j )
for any x i j ∈ M q (n, m). In addition, the absence of a subscript such as α k or k α indicates that the action on the unspecified side is given by the counit.
The following result gives us the license to consider only the 1-dimensional bimodules whose right action is given by the counit.
Proposition 3.1. Given any characters α and β defined by a sequence of scalars (q a 1 , . . ., q a n ) and (q b 1 , . . ., q b n ) as defined above, there is an automorphism θ α : M q (n, m) → M q (n, m) so that the action of M q (n, m) twisted by θ α on β k α reduces to α −1 β k.
Proof. We define 1 ◭ x i j = α(θ α (x i j )) = δ i j q −a i q a i = δ i j and the left action is given as
for every generator x i j .
Lemma 3.2. The Hochschild homology of the quantum affine n-space M q (n, 1) M q (1, n) with coefficients in η k η is given by
where the k[x 11 ] action is still given by η on the coefficient complex. Thus, the E 1 -term of the spectral sequence splits as 
Then we see that
The result follows from recursion.
Let Λ * (X) denote the exterior algebra generated by a set X of indeterminates. The following result follows from an easy dimension counting.
Proposition 3.3. We have isomorphisms of vector spaces of the form
for every m, n 1 and ℓ 0.
Proof. Let prove this by induction on n. For n = 1 the result is given by Lemma 3.2. Assume we have the prescribed result for n. Consider the extension M q (n, m) ⊆ M q (n + 1, m) with the canonical embedding. Then by Proposition 1.4 we get (1, m) , η k η ) since M q (n, m) acts by η on the coefficient complex. Accordingly,
as we wanted to show.
Homology of M q (n).
In this subsection we compute the Hochschild homology of the algebra M q (n) of quantum matrices with coefficients in α = (q a 1 , . . ., q a n ), where a 1 , . . ., a n ∈ Z.
To this end, we begin with the extension Row n ⊆ M q (n) that yields, in the relative complex,
Hence, the E 1 -page of the spectral sequence is
. We then note that the elements x ni ∈ Row n , for i n, act on the coefficient complex via η, whereas x nn act via a scalar q a n on the left. On the right, the action of x nn is via another scalar determined by the total degree of the terms in x in in CH i (M q (n − 1, n), α k) for 1 i n − 1. Accordingly,
where CH (a) * denotes the subcomplex of terms whose total degree in x in , for i = 1, . . ., n − 1, are precisely a ∈ Z. Let us remark also that since these terms act by η, the graded subspace CH (a) * (M q (n − 1, n), α k) of CH * (M q (n − 1, n), α k) is indeed a subcomplex.
For the homology of the row algebra this time, we use the lattice of extensions Row n (a, b) ⊆ Now, consider the subspace S * n of Λ * (x i j | 1 i, j n) generated by x in and x n j with 1 i n−1 and 1 j n − 1. Also, we use S * n (b) to denote the homogeneous vector subspace of S * n of terms whose total degree over terms of type x in and x ni is b.
We observe that
The sum is taken over all β = (q b 1 , . . ., q b n ), where the multi-degree (b 1 , . . ., b n ) indicates that we consider the k-vector space spanned by monomials Γ that has the total degree deg i (Γ) = b i in terms of x si and x it for all s, t = 1, . . ., n and i = 1, . . ., n, and we set
It follows at once that b n = −a n , since there are no indices j > n. Proceeding the computation recursively, we arrive at the following result.
Theorem 3.4. Fix a sequence of non-zero scalars α = (q a 1 , . . . , q a n ), and let us define Λ * (α) (x i j | 1 i, j n) as the subspace of differential forms with multi-degree (a 1 , . . ., a n ) where the a i is the total degree -in the sense of (3.8) -of terms involving the indeterminates x si and x it for s, t = 1, . . . , n, and i = 1, . . . , n. Then
as vector spaces for every n 1, ℓ 0.
3.3. Homologies of GL q (n) and SL q (n) with coefficients in f −1 q,n k. We are going to derive the homology of GL q (n) and SL q (n) from that of M q (n) by using the localization of the Hochschild homology. Now, in view of the fact that GL q (n) is the localization of M q (n) at S = {D n q | n 0}, we obtain the Hochschild homology of GL q (n) readily from the above localization result. Theorem 3.6. We have
q,n k) for every ℓ 0 and for every n 1.
Proof. Let us recall from [12, Thm. 1.6 ], see also [14] , that
and that GL q (n) = M q (n) S for the multiplicative system S = {D n q | n 0} generated by the quantum determinant. Accordingly, we have
, where the GL q (n)-bimodule structure is given in such a way that the M q (n)-bimodule structure is on H * (M q (n), 3.4. Homologies of GL q (n) and SL q (n) with coefficients in themselves.
Let H be a Hopf algebra with an invertible antipode, and let X be an arbitrary H-bimodule.
Proposition 3.7.
There is an isomorphism of graded vector spaces H * (H, X) Tor H * (ad(X), k) where we define the adjoint action of H on X as x h := S −1 (h (1) )xh (2) for every x ∈ X and h ∈ H.
Proof. Let CB * (H) be the bar complex of H viewed as an algebra and we will use CB * (X, H, Y ) to denote X ⊗ H CB * (H) ⊗ H Y to denote the two sided complex with coefficients in a left Hmodule Y and right H-module X. Let us write an isomorphism of complexes ρ * : CH * (H, X) → CB * (ad(X), H, k) as ρ n (x ⊗ h 1 ⊗ · · · ⊗ h n ) = h 1,(1) · · · h n, (1) x ⊗ h 1,(2) ⊗ · · · ⊗ h n−1,(2) ⊗ h n, (2) It is straight-forward but tedious exercise that ρ * is an isomorphism of pre-simplicial k-modules, and therefore, an isomorphism of complexes.
The isomorphism given in Proposition 3.7 is a well-known isomorphism used in (co)homology of Hopf algebras, and usually referred as MacLane Isomorphism. This is an extension of the same result for a group algebras, and universal enveloping algebras.
The Betti numbers of the homology are given in Figure 1 . The character f −1 q,3 is given by (q 2 , 1, q −2 ) and |α| = 0. The exterior degree 1 terms are deg((x 12 )) = deg((x 21 )) =(1, −1, 0) deg((x 13 )) = deg((x 31 )) =(1, 0, −1) (4. 3) deg((x 23 )) = deg((x 32 )) =(0, 1, −1)
and we need terms of degree signature (2, 0, −2). We must solve a system of Z-linear equations
where α i ∈ {0, 1, 2}. The only solutions are (α 1 , α 2 , α 3 ) = (2, 0, 2) or (α 1 , α 2 , α 3 ) = (1, 1, 1 ). For the first solution, there is only one term of exterior degree 4: (x 12 , x 21 , x 23 , x 32 ). On the other hand, for the second solution there are 8 such terms of exterior degree 3. Then we use the exterior algebra on x 11 , x 22 and x 33 to promote these terms to higher degrees. In short, we have:
H 3+ℓ (M q (3), (q 2 ,1,q −2 ) k) = Span k (x 12 , x 13 , x 23 ), (x 12 , x 13 , x 32 ), (x 12 , x 31 , x 23 ), (x 12 , x 31 , x 32 ), (x 12 , x 13 , x 23 ), (x 12 , x 13 , x 32 ), (x 12 , x 31 , x 23 ), (x 12 , x 31 , x 32 ) ⊗ Λ ℓ (x 11 , x 22 , x 33 ) (4.4) ⊕ Span k ((x 12 , x 21 , x 23 , x 32 )) ⊗ Λ ℓ−1 (x 11 , x 22 , x 33 ). The Betti numbers of the homology are given in Figure 2 . again with the restriction that α i ∈ {0, 1, 2}.
The Betti numbers of this case are given in Figure 3 . 
