Starting with a numerically non-critical (at p) Hecke eigenclass f in the homology of a congruence subgroup Γ of SL3(Z) (where p divides the level of Γ) with classical coefficients, we first show how to compute to any desired degree of accuracy a lift of f to a Hecke eigenclass F with coefficients in a module of p-adic distributions. Then we show how to find to any desired degree of accuracy the germ of the projection to weight space of the eigencurve Z around the point z corresponding to the system of Hecke eigenvalues of F . We do this under the conjecturally mild hypothesis that Z is smooth at z.
Introduction
Let λ 0 be a dominant integral weight for GL 3 and let D λ0 be the module of distributions introduced by Ash and Stevens, whose definition we recall in Section 2. Let Γ be a congruence subgroup of SL 3 (Z) contained in the Iwahori subgroup at p. Let Φ ∈ H 3 (Γ, D λ0 ) be a numerically noncritical cuspidal Hecke eigenclass, and let x be a point on the eigencurve corresponding to Φ. (We take weight space modulo twisting, so by [8, Thm 4.5 .1] the eigencurve is onedimensional.) When we say "eigencurve" we will mean only that part of the eigencurve whose points correspond to systems of Hecke eigenvalues that are congruent modulo p to that of Φ. Let Y be a neigborhood of x in the eigencurve, and let Z be the image of Y under projection to weight space modulo twisting. The goal of this paper is to set up a calculation, which we intend to carry out in the future, to obtain explicit information about the germ of Z at λ 0 . While our methods should, in theory, be able to determine the germ of Z to any degree of accuracy, due to the complexity of the calculations we are only aiming in practice to determine the mod-p reduction of the tangent line to Z, assuming Z is smooth at λ 0 .
If Φ is ordinary with respect to the Hecke operator U given by the double coset of diag(1, p, p 2 ), [2, Cor 37] tells us that Φ deforms in a family Φ λ for λ in Z. More generally, we only know [8, Thm 4.5 .1] that the eigenpacket for Φ deforms along Z, but assuming the generalized eigenspace for Φ is one-dimensional, we see no reason to doubt that Φ itself deforms.
Our method, then, is to attempt to construct a deformation Φ λ across a neighborhood of λ 0 in weight space. Of course it is not possible to find a nonzero homology class Φ λ for every λ in the two dimensional neighborhood of λ 0 in weight space (modulo twisting) since the eigencurve (modulo twisting) has dimension 1. So in the course of the attempt, we will come across constraints on λ, which give necessary conditions for Φ to deform to weight λ. In practice, these constraints will be the vanishing of certain power series in the variable λ. The mod-p reductions of these power series will turn out to be polynomials that then determine the mod-p reduction of Z, and allow us to compute the mod-p tangent vector.
In order to get started, we first need to have in hand an approximation to the class Φ. Since D λ0 consists of formal infinite series, it is not feasible to compute any given Φ directly. Rather, we start with a class φ ∈ H 3 (Γ, V λ0 ), where V λ0 is the irreducible representation of highest weight λ 0 described in Section 2.2. Since V λ0 is a finite-dimensional vector space, the construction of φ is feasible and by now "classical." Many such classes have been computed, for example in [3] . If φ is a noncritical U -eigenclass then [6, Thm 6.4 .1] asserts the existence of a unique U -eigenvector Φ ∈ H 3 (Γ, D λ0 ) lifting φ. For ordinary φ, [9] gives an algorithm to compute successive approximations to Φ. Theorem 3.10 below generalizes this to non-ordinary, but numerically non-critical, φ.
If φ is a symmetric square lift from GL 2 , the theory of Hida families tells us that Z will be the self dual line in weight space (assuming that Z is smooth at λ 0 ). So only φ that are not symmetric square lifts will give us interesting results. (Though the symmetric square case will provide a useful check on our calculations). As it happens, the classes of smallest level that are not symmetric square lifts from GL 3 are not ordinary. In order to work with these classes, our generalization of the algorithm of [9] to non-ordinary classes is essential. We should remark that while [9] gives a new proof of the lifting theorem of [5] , we rely on [6, Thm. 6.4.1] to prove our algorithm is correct. Chris Williams is able to generalize [9] completely to noncritical classes for GL 2 (personal communication), though it's not clear how to make his methods work for GL 3 . We also remark that while the algorithm in [9] is phrased entirely in terms of cochains, the authors of [9] did also carry out (unpublished) computer calculations for the ordinary case in the setting we work with in Section 3, namely in terms of chains.
In section 4 we explain how to implement the computation of the homology of Γ with coefficients in D λ for variable λ. We use this to outline a computation of Z in a neighborhood of λ 0 . Of course, in practice this can be done only up to a given level of approximation. Theorem 4.4 describes the calculation needed to determine the mod-p k reduction of the tangent vector to Z at λ 0 . Note: Our methods do not extend directly to GL n for n > 3. The main reason is that the virtual cohomological dimension of GL n (Z) lies within the cuspidal range only if n ≤ 3.
p-adic distributions
We recall some notation and basic setup from Section 2 of [9] .
Let p be a prime number. Fix a finite dimensional extension K of Q p , with ring of integers O K . In practice we choose K large enough to contain certain Hecke eigenvalues. Let C p denote the completion of a fixed algebraic closure of K, and let O p denote its ring of integers.
Let G denote the algebraic group scheme GL 3 . Let B (resp. B opp ) denote the group of upper (resp. lower) triangular matrices in G. Let N (resp. N opp ) denote the group of unipotent matrices in B (resp. B opp ). Let T be the group of diagonal matrices so that B = T N and B opp = N opp T . Let I denote the Iwahori subgroup of G(Z p ), that is, the collection of elements in G(Z p ) whose reduction modulo pZ p is upper triangular.
Fix M relatively prime to p and let Γ 0 (M ) be the subgroup of SL 3 (Z) consisting of those matrices whose first row is congruent to ( * , 0, 0) modulo M . Let Γ = Γ 0 (M ) ∩ I.
Spaces of distributions
We set
Let Ω ⊂ W be an open affinoid consisting of analytic characters, and fix some λ ∈ Ω. Consider the collection of C p -valued functions
We wish to consider the subset of these functions that are Q p -rigid analytic. To make this precise, note that N (Z p ) maps injectively into X. We give N (Z p ) the structure of a Q p -rigid analytic space by identifying it with the unit polydisc in Q
So explicitly, a function on N (Z p ) is Q p -rigid analytic if it is of the form
We then define
Note that any function in A λ is uniquely determined by its restriction to N (Z p ), so A λ is isomorphic to the Tate algebra Q p x, y, z . We give A λ the standard topology as induced by the Gauss norm on Q p x, y, z . Note that A λ is a Q pvector space, but not a C p -vector space. For each triple of nonnegative integers (a, b, c), let f λ abc denote the unique extension to A λ of the function that sends
the f abc forms a dense subset of A λ . When we are working with a fixed λ (as here) we will often write f abc for f λ abc . We then set D λ = Hom cont (A λ , K), the space of continuous Q p -linear functionals from A λ to K. By the above observations, an element µ ∈ D λ is uniquely determined by its values on f abc for all a, b, c ≥ 0. We call these values the moments of µ. Moreover, continuity implies that for fixed µ, the set {µ(f abc )} is bounded. Let δ λ ijk be the element of D λ which takes value 1 on f λ ijk and vanishes on the other f abc . Again, we will often omit the λ superscript when working with a fixed λ. Let D λ be the unit ball in D λ ,
The weight λ action
Let π be the diagonal matrix with diagonal entries 1, p and p 2 , and let Σ 0 be the semigroup generated by I and π. (Note that in [9] this semigroup was denoted Σ.)
Note that I acts on N opp (Q p )\G(Q p ) by multiplication on the right. We extend this to an action of Σ 0 by letting π act by N opp (Q p )g·π := N opp (Q p )π −1 gπ. This is well-defined as π normalizes N opp (Q p ). We note that this action of Σ 0 preserves X ⊆ N opp (Q p )\G(Q p ). We then get a left action of Σ 0 on M λ by (γf )(g) = f (g · γ). Lemma 2.1 of [9] describes this action explicitly on the functions f abc and implies [9, Cor. 2.3] that this action induces a left action on A λ and thus a right action on D λ by (µ γ)(f ) = µ(γf ). The formulas in [9 
If λ is dominant integral with respect to the Borel subgroup B opp , we denote by W λ the finite dimensional irreducible right representation of GL 3 with highest weight λ. Lemma 2.6 of [9] gives an I-equivariant map ρ λ : D λ → W λ (K). This map, unfortunately, is not π-equivariant, and so we introduce the -action as follows.
For v ∈ W λ (K), we define
This action extends uniquely to an action of Σ 0 and we write V λ for W λ (K) with this Σ 0 -action. With respect to this action of Σ 0 , the map ρ λ :
Computational models and liftings
We make use of [1] and Shapiro's Lemma to identify the homology H 3 (Γ, V ) as a subspace of Ind
V . This allows us to make effective computations of the homology of V λ and, as we'll see below, of certain lifts to the homology of D λ .
Let Σ be the semigroup generated by SL 3 (Z) and π. Suppose that V is any right Q p [Σ]-module. Exactly as in the proof of Theorem 2.1 of [1] , except working over a field of characteristic 0 instead of p, we obtain a vector space isomorphism Ψ :
where V is the subspace of V satisfying
, where sgn(m) is the sign of the permutation induced by m.
Definition 3.1. We will say a vector v ∈ V represents a homology class φ ∈
V ) by the Shapiro isomorphism, we will say that a vector v ∈ Ind
Let φ be some homology class in H 3 (SL 3 (Z), V ) and suppose φ is represented by v ∈ V . To compute the action of the Hecke operator T (π) = SL 3 (Z p )π SL 3 (Z p ) on φ we first write
as a disjoint union of cosets of SL 3 (Z). Then we find (using, for example the
Fix once and for all matrices A j and M i,j , and use the above formula to define an operator T (π) on V by
whether or not v represents a homology class. If v = Ψ(φ) does represent a homology class φ then we have that v|T (π) = Ψ(φ|T (π)) represents φ|T (π). Let W be any right Σ 0 -module. Since the Hecke pairs (Γ, Σ 0 ) and (SL 3 (Z), Σ) are weakly compatible [5, Def. 2.1], we get an action of Σ on Ind
With this action, the Shapiro Isomorphism
is Hecke-equivariant with respect to the map of Hecke algebras Θ :
given by restriction of functions. The proof is exactly analogous to that of [5] . Note that Θ(T (π)) = U , where U is the Hecke operator discussed in the introduction. We will denote H(Γ, Σ 0 ) by H. Let m λ be as in chapter 3.11 of [6] . In our case the formula reduces to
where ∆ is the set of fundamental roots for G relative to which B is the positive Borel subgroup, and ·, · is the Cartan pairing.
Given a numerically noncritial U -eigenvector ϕ ∈ H 3 (Γ, V λ ), Theorem 6.4.1 of [6] gives the existence of a unique U -eigenvector Φ ∈ H 3 (Γ, D λ ) such that ρ λ (Φ) = φ. We say such a Φ lifts φ.
Note that
Scaling φ by a power of p, we may thus assume without loss of generality that φ ∈ H 3 (Γ, L λ ). Even so, Theorem 6.4.1 of [6] only guarantees that Φ is in
We will now show that
Lemma 3.3. If F is in the kernel of the specialization map Ind ρ λ : Ind
Now suppose a given M j,k πA j x ∈ SL 3 (Z)Σ 0 , and write M j,k πA j x = y 0 σ 0 with y 0 ∈ SL 3 (Z) and σ 0 ∈ Σ 0 . The considering determinants, σ 0 = uπu with u, u ∈ I. Write u = mv with m ∈ SL 3 (Z) and v congruent to the identity matrix modulo p 3 . Then uπu = mππ −1 vπu . Set y = y 0 m and
The lemma follows by induction.
where the min is taken over all x ∈ SL 3 (Z) and all triples of nonnegative integers i, j, k
Note that ord p (W ) is finite and is the smallest value k for which
is in the kernel of Ind ρ λ so by Lemma 3.3 we have
and so
Thus by the nonarchimedean triangle inequality, ord
Thus as n goes to infinity, ord p ( W |U n α n−1 − αZ) goes to infinity as desired.
Given a vector z ∈ Ind
, Theorem 3.6 suggests a strategy for computing an approximation to a lift of ϕ, or rather to αϕ, since we wish to work integrally. Namely, we should arbitrarily choose a vector W in Ind SL3(Z) Γ D λ mapping to z under Ind ρ(λ). Then we should compute 1 α n−1 (W |U n ) for n large enough to give the accuracy we desire. This strategy is oversimplified, however, and can't be executed directly. The trouble arises as soon as we attempt to calculate W |U . While W can be chosen so that for each x ∈ SL 3 (Z) the distribution W (x) ∈ D λ lies in the span of finitely many of the δ i,j,k , the W |U (x) will in general not lie in the span of any finite collection of δ i,j,k . So we already are unable to record the value of (W |U )(x) as a linear combination of our basis for D λ in finitely much space. Even worse, to then compute (W |U 2 )(x) would require us to apply our formula [9, Cor. 2.1] infinitely many times.
To overcome these obstacles, we carry out our calculations only to a fixed preset degree of accuracy. After all, we are only aiming to compute an approximation to a lift of ϕ. It does not, however, suffice to simply carry out our calculations modulo some p N Ind
SL3(Z) Γ
D λ as that would still require infinitely much space and time as p N Ind
Note well that all the filtration pieces are contained in the kernel of ρ λ . In particular, Fil 0 is not the whole of D λ . This is a special case of the filtrations found by Graham in her thesis [7, Section 3] , where she gives such filtrations for analogous distribution modules for all split reductive groups. This filtration is a mild improvement of the filtration originally given in [9, Section 4]. Graham only defines Fil n for Z p -valued distributions and integral n ≥ 0, but the definition and her results generalize immediately to our O K -valued distributions D λ and to arbitrary nonnegative n.
Theorem 6 of [7] shows that each Fil n D λ is stable under Σ 0 , and that for each n ≥ 0, Fil n D λ |π ⊂ Fil n+1 D λ . In fact it's clear from [5, Thm 3.11.1] that the stronger inclusion
We can extend this filtration on D λ to a filtration on Ind
Lemma 3.7. The filtration Fil on Ind
D λ is stable under Σ, and for each n ≥ 0, Fil n Ind
Now again suppose f ∈ Fil n Ind
D λ and x ∈ SL 3 (Z) and consider (f π)(x).
If πx ∈ SL 3 (Z)Σ 0 , then considering determinants as in the proof of Theorem 3.3, we can write πx = yπγ with y ∈ SL 3 (Z) and γ ∈ Γ.
Now, f (y) ∈ Fil n D λ , being a value of f , and thus f (y)π ∈ Fil n+m λ (π) D λ and also
If, on the other hand, πx / ∈ SL 3 (Z)Σ 0 then (f π)(x) = 0. So in either case,
Since Σ is generated by SL 3 (Z) and π, this proves the lemma.
D λ by Lemma 3.7. Since E|U = W |U − Z|U , the lemma follows.
With this filtration in hand, we are now prepared to explicitly compute an approximation to the lift of a given ϕ ∈ H 3 (Γ, L λ ). We represent ϕ by an element v ∈ Ind SL3(Z) Γ L λ . We choose an element W ∈ Ind SL3(Z) Γ D λ mapping to v under the specialization map and chosen so that each W (x) is supported on the span of finitely many δ i,j,k .
We then compute an element W 1 ∈ Ind
Note that this only requires finitely much calculation, as we only need finitely many of the moments of W |U . We then continue computing elements W i such that
and W i has only finitely many nonzero moments. Note again that each of these elements only requires finitely much calculation to obtain.
Proof. The lemma is true for i = 1 by construction. Now suppose for some
Then by Lemma 3.8,
and the lemma follows by induction.
In the following proposition, the coefficients b r,s,t are "unknown" numbers we are trying to approximate and the c n r,s,t are the numbers we can compute to any desired degree of accuracy.
and write Z(x) = b r,s,t (x)δ r,s,t . Let W be as in Lemma 3.8. For each n ≥ 0, let W n be as in Lemma 3.9 and write (W n )(x) = c n r,s,t (x)δ r,s,t . If
,
Moreover, in this case
Proof. Write (W |U n )(x) = a n r,s,t (x)δ r,s,t . Theorem 3.6 implies that α n−1 divides each a n r,s,t (x). By lemma 3.9, and the definition of Fil,
The assumption on n in the statement of the theorem is equivalent to
Moreover by Theorem 3.6 ord p a n r,s,t (x)
Combining (4) and (5) we get the final claim of the theorem.
So, choosing n sufficiently large, we can compute any given finite collection of the αb r,s,t (x) to any desired degree of accuracy by computing the corresponding c n r,s,t (x). For example, if we wish to compute αb r,s,t (x) modulo p for all r+s+t < d, it suffices to take
.
Explicit Deformations
For simplicity of notation, we will restrict our attention to deformations of classes in H 3 (Γ, D 0 ). Everything that follows would work just as well starting with a class in H 3 (Γ, D λ0 ) for any classical weight λ 0 . Also it will be clearer to consider untwisted weights, so that our weight space is 3-dimensional, with vari- 
3 in multiple ways, depending on how it acts on the torsion elements, but for our purposes it suffices to consider the trivial extension.
So let Φ 0 be a U -eigenclass in H 3 (Γ, D 0 ) represented as before by an element v 0 ∈ Ind . We let Y = A × T and for g ∈ SL 3 (Z) we denote the unique element of A in the coset gΓ by {g}.
We cannot expect to find a deformation of our given class over all of weight space, so we introduce a parameter r ≥ 0. We let W r be the closed subset of weight space consisting of characters of the torus {(k 1 , k 2 , k 3 )||k i | p ≤ 1/p r } in weight space and let R r be the algebra
and let R 0 r be the unit ball in R r , R
Note that elements of R r converge on W r , and R 0 r consists of those elements of R r which take values in O p . Suppose, for each α and I, we are given an element a α,I (λ) ∈ R 0 r such that a α,I (0) = a 0 α,I . Then for each λ ∈ W r we may consider Y , the validity locus of v is the set
Y such that α,I a α,I (0)δ 0 α,I represents Φ 0 via Ψ, the map λ → Φ(λ), where Φ(λ) = Ψ(v(λ)) is the homology class represented by v(λ), is a deformation of Φ 0 over Z(v). Corollary 4.3 below shows that Z(v) is a rigid analytic subset of W r . We can't hope in general to find v such that Z(v) = W r , i.e., such that v(λ) represents a homology class for all λ ∈ W r , but we do expect there to exist such v with Z(v) two-dimensional. Our goal is to describe a calculation that would explicitly identify the mod-p reduction of the tangent space to Z(v).
To that end, we will examine the constraints we obtain on the a α,I (λ) by insisting that v(λ) · (1 + h + h 2 ) = 0 and that each v(λ)(m−sgn(m)) = 0 for m a monomial matrix in SL 3 (Z), as is necessary and sufficient for v(λ) to represent a homology class. These constraints will depend on λ, and they will not be consistent for general λ ∈ W r . Indeed the subvariety of weight space over which Φ deforms will consist of exactly those λ for which the constraints can be simultaneously satisfied.
To carry out the computation of these constraints, we will need to compute δ λ α,I · τ for various τ ∈ SL 3 (Z). Consider that for g ∈ SL 3 (Z), (δ λ α,I · τ )(g) = δ λ α,I (τ g) is 0 unless τ g = αγ for some γ ∈ Γ. Thus (δ λ α,I · τ ) is supported on the coset of τ −1 α. Write τ −1 α = βγ where β = {τ −1 α} ∈ A is our chosen representative for the coset of τ −1 α as above and γ ∈ Γ. Then
We now need to compute δ λ I γ −1 . To do so, consider
Now, γ −1 ∈ Γ is a three by three matrix of integers which we can compute explicitly, depending only on α and τ . Say γ −1 = (a ij ). Then, writing λ = (k 1 , k 2 , k 3 ), Lemma 2.1 of [9] gives us a formula for γ −1 f r,s,t :
(γ −1 f r,s,t )(x, y, z) = where m ij is the ij-minor of γ −1 . Since γ −1 ∈ I, we know that p divides each of a 21 , a 31 , a 32 , m 12 , m 13 , and m 23 while a 11 and m 33 are p-adic units. Now, when the last five factors in the displayed expression are expanded as polynomials in x, y, z the coefficient of a monomial in x, y, z of degree d has p-adic valuation at least max(0,
) (cf. the proof of [9, Prop 4.1]). We write each of the first two factors as a power series in x, y, z, k 1 , k 2 , k 3 by writing, for example,
and using Taylor series for log p and exp p . Here we take log p (p) = 0 to be compatible with our choice above of having λ kill the torsion in T . Viewing this power series as power series in x, y, z whose coefficient are power series in k 1 , k 2 , k 3 we find that the coefficient of a monomial in x, y, z of degree d has p-adic valuation at least
3 . Multiplying all the factors together, we thus obtain an expression for (γ −1 f r,s,t )(x, y, z) as a power series
with each c τ,α I,r,s,t (λ) a power series in λ. We note that
Then we have (δ The upshot of all this is the formula
a α,I (λ)δ 
It suffices to consider just the equations corresponding to any three elements m 1 , m 2 , m 3 that generate the group of signed permutations.
Thus we have a collection of linear constraints on the a α,I (λ), with 4 such constraints for each α, r, s, t. We are only interested in solutions to this system that satisfy a α,I (0) = a 0 α,I , so we add dummy variables b j α,I for each α, I and each j = 1, 2, 3 and the constraints
The constraint (9), for any a α,I (λ) ∈ R 0 r , has solutions in R 0 r precisely when a α,I (0) = a 0 α,I . We can encode the collection of equations (7), (8) (7), (8), (9) . Let z be the column vector with rows again indexed by Y × {h, m 1 , m 2 , m 3 , con} and having an entry of 0 in each row corresponding to an equation of type (7) or (8) , and having the entry a 0 α,I in the row corresponding to the equation of type (9) for each (α, I). Note that z has entries in O K .
We then have the following theorem 
There exists a vector
In other words, there are power series a α,I (λ) ∈ R 0 r such that α,I a α,I (λ)δ λ α,I is equal to Φ 0 when evaluated at λ = 0 and is in the image of Ψ when evaluated at λ = λ 0 if and only if the matrix equation M (λ)x(λ) = z(λ) has "partial solution" simultaneously valid for λ = 0 and λ = λ 0 . We will use this theorem by invoking (ii) =⇒ (i) for a single x that actually works for a whole curve of values for λ 0 .
Proof. Suppose that condition (ii) holds. That is, suppose there is a vector x ∈ (R Y ×{h,m1,m2,m3,con} . By construction f y,con = z y,con . Let I be the ideal of R r generated by {f y, * : * = con}. Then Z(x) = {λ ∈ W : f y, * (λ) = 0 for all y ∈ Y, * = con} = {λ ∈ W : f (λ) = 0 for all f ∈ I}.
Since R r is Noetherian, I is finitely generated and so Z(x) is the zero locus of a finite set of generators of I.
Starting with a U -eigenclass ϕ 0 ∈ H 3 (Γ, V 0 ) with eigenvalue α we can construct a lift Φ 0 ∈ H 3 (Γ, D 0 ) of αϕ 0 as described in section 3. We can imagine constructing the infinite matrix M and infinite vector z of Theorem 4.2, and then attempting an infinite row reduction over R 0 r to solve the equation M x = z, which we represent by the augmented matrix [M |z]. If in the course of this row reduction we obtain a row of the form [0|f (λ)] for some f (λ) ∈ R 0 r , then we know that M (λ)x(λ) = z(λ) only has solutions if f (λ) = 0 and so the projection of the component of the eigencurve that we are investigating will be contained in the zero set of f . Of course we can't actually carry out this infinite calculation. But, fixing a small e, equation (6) tells us that any given row only has finitely many entries which are nonzero modulo p e . So we can hope to carry out a row reduction on any initial segment of the reduction of M modulo p e R 0 r and modulo terms in R 0 r of small fixed degree d. In particular if e = 1 and d = 2 the next theorem shows that this row reduction can yield the mod-p reduction of the tangent plane to the projection of the component of the eigencurve that we seek.
Note that the calculation we have described depends on r, which is a priori unknown if ϕ 0 isn't ordinary. In practice, we would attempt to carry out this calculation for r = 0, 1, 2, . . .. By row reducing larger and larger initial segments of M , we expect to find many rows of the form described in Theorem 4.4. If we have chosen r too small for Φ 0 to deform over a two-dimensional subspace of W r then we don't expect the mod-p tangent vectors we obtain from each of these rows to agree. On the other hand, if we do find that each such row yields the same mod-p tangent vector, we would view it as evidence Φ 0 does in fact deform over a two-dimensional subspace of W r , and as a check on our calculations of the tangent vector.
Thus our calculations will not only tell us about the germ of a component of the eigencurve through a given point. In addition, if that point is not ordinary, we will get some idea as to the size of the neighborhood around that point to which the eigencurve extends. At present there are no examples known to us where this size is proven or even conjectured (except perhaps for self-dual lifts from smaller groups.)
