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ABSTRACT
The PointHop method was recently proposed by Zhang et al. for
3D point cloud classification with unsupervised feature extraction.
It has an extremely low training complexity while achieving state-
of-the-art classification performance. In this work, we improve the
PointHop method furthermore in two aspects: 1) reducing its model
complexity in terms of the model parameter number and 2) order-
ing discriminant features automatically based on the cross-entropy
criterion. The resulting method is called PointHop++. The first im-
provement is essential for wearable and mobile computing while the
second improvement bridges statistics-based and optimization-based
machine learning methodologies. With experiments conducted on
the ModelNet40 benchmark dataset, we show that the PointHop++
method performs on par with deep neural network (DNN) solutions
and surpasses other unsupervised feature extraction methods.
Index Terms— Point cloud classification, 3D object recogni-
tion, explainable machine learning, feature tree representation, suc-
cessive subspace learning.
1. INTRODUCTION
Point cloud data processing find numerous applications such as
computer-aided design (CAD) and AR/VR. It is however well
known that the irregular and unordered distribution of points in the
3D space makes point cloud classification, segmentation and recog-
nition very challenging. Although being successfully applied to 2D
images [1, 2, 3, 4], deep learning techniques face several challenges
in the context of 3D point cloud processing. To tackle with them, it
is often to convert point clouds to other forms such as voxel grids,
meshes and multi-view images. Afterwards, they can be processed
by Convolutional Neural Network (CNN) methods [5, 6, 7, 8, 9].
As compared with methods using raw point clouds as the input,
conversion-based methods do have information loss. Besides, they
demand additional memory and computation. Recently, we have
seen a new trend that builds end-to-end deep networks to process
point clouds directly [10, 11, 12, 13] with the PointNet [10] as an
example.
Being inspired by recent work on feedforward-designed CNNs
[14], the PointHop method was proposed in [15] for point clouds
classification. Its design was built upon the successive subspace
learning (SSL) principle [16]. PointHop consists of several PointHop
units in cascade, and each of them comprises of neighborhood points
search, quadrant-space-based feature representation, and dimension
reduction. Attributes of a point are determined by the distribution of
its neighboring points. The Saab transform [14] is used to control
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the rapid increase in the attribute size. The local-to-global attributes
of 3D point clouds can be obtained through an iterative process of
one-hop information exchange. They are fed into a classifier to
yield the final classification result. PointHop achieves classification
accuracy similar to that of PointNet [10] yet demanding much less
training and inference time.
Here, we improve PointHop furthermore in two aspects: 1) re-
ducing its model complexity in terms of the model parameters num-
ber; and 2) automatic selection of discriminant features based on the
cross-entropy criterion. The resulting method is called PointHop++.
The first improvement is essential for wearable and mobile comput-
ing [17, 18, 19] while the second improvement bridges statistics-
based and optimization-based machine learning methodologies.
With experiments conducted on the ModelNet40 dataset, we show
that PointHop++ performs on par with CNN solutions and surpasses
other unsupervised feature extraction methods.
The rest of this paper is organized as follows. Background re-
view is given in Sec. 2. The PointHop++ method is detailed in Sec.
3. Experimental results are shown in Sec. 4. Finally, concluding
remarks are given in Sec. 5.
2. BACKGROUND REVIEW
Deep-learning-based point cloud processing methods have several
shortcomings e.g., long training time, larger model sizes, use of
expensive GPU resources and vulnerability to adversarial attacks.
On top of them, they are mathematically intractable and difficult
to interpret. Research has been performed to shed light on CNNs
[20, 21, 22]. Kuo et al. proposed an unsupervised feature extraction
method using an subspace approximation idea. Specifically, he and
his co-authors introduced the Saak transform and the Saab transform
in [23] and [14], respectively, and conducted them in multi-stages
successively. The subspace approximation idea plays a role similar
to the convolution layer of CNNs. Yet, no backpropagation (BP) is
needed in Saak and Saab filters design. They are derived from statis-
tics of pixels of input images without any label information. By
following this line of thought, PointHop was proposed in [15] for
point cloud classification, where no BP is needed.
There are two shortcomings of PointHop. First, it has a large
spatial dimension and a small spectral dimension in the beginning
of the pipeline. Each point has a small receptive field. As we move
to further hops (or stages), the receptive field increases in size, and
the system trades a larger spatial dimension for a higher spectral
dimension. We use nt = na × ne to denote the tensor dimension at
a certain hop, where na and ne are spatial and spectral dimensions,
respectively. Under the SSL framework, we need to conduct the
principal component analysis (PCA) on input tensor space. That
is, we compute the covariance matrix of vectorized tensors, which
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Fig. 1. Illustration of the PointHop++ method, where the upper-left enclosed subfigure shows the operation in the first PointHop unit, and N
and N i denote the number of points of the input and in the nth hop, respectively. Due to little correlation between channels, we can perform
channel-wise (c/w) subspace decomposition to reduce the model size. A subspace with its energy larger than threshold T proceeds to the next
hop while others become leaf nodes of the feature tree in the current hop.
has a dimension of nt × nt. Then, if we want to find d principal
components, the complexity is O(dn2t + d3). Since nt > d, the first
term dominates. To make the learning model smaller, it is desired
to lower the input tensor dimension so as to reduce the filter size.
Second, the loss function minimization plays an important role in
deep-learning-based methods. However, it was not incorporated in
PointHop. To get a lightweight model and leverage the loss function
for better performance, we present new ideas to improve PointHop.
The current work has two major contributions. First, we show
that the correlation between different spectral channels is very weak
in Sec. 3. Thus, we can decouple one joint spatial/spectral tensor of
dimension (na × ne) into ne spatial tensors of dimension na. Each
of them is associated with a single spectral component. It is called
the channel-wise (c/w) subspace decomposition. This idea helps
reduce the model complexity of PointHop in its model parameters
number and computational memory requirement. Second, through
multiple decomposition stages, we obtain a one-dimensional (1D)
feature at each leaf node of a feature tree. We use the cross-entropy
loss function to rank features so that we can select a subset of dis-
criminant features to train classifiers. This bridges statistics-based
and optimization-based machine learning methodologies.
3. PROPOSED POINTHOP++ METHOD
An overview of the proposed PointHop++ method is illustrated in
Fig. 1. A point cloud set, P, which consists of N points denoted
by pn = (xn, yn, zn), 1 ≤ n ≤ N , is taken as input to the feature
learning system to obtain a powerful feature representation. After
that, the linear least squares regression (LLSR) is conducted on the
obtained features to output the 40D probability vector where the cor-
responding class labels come from.
This section is organized as follows. The initial feature space
construction is discussed in Sec. 3.1. The channel-wise subspace
decomposition is presented in Sec. 3.2. Feature priority ordering is
examined in Sec. 3.3. Finally, the PointHop++ method is detailed in
Sec. 3.4.
3.1. Initial Feature Space Construction
Given a point cloud, P = {p1, p2, · · · , pN}, where pn ∈ R3, N is
the size of the point set. To extract the local feature of each point
pc ∈ P , we follow the same design principle of the PointHop unit.
The k nearest neighbor points of point pc are retrieved to build a
neighboring point set:
Neighborhood(pc) = {pc1 , pc2 , · · · , pck},
including pc itself. The neighborhood set excluding pc is partitioned
into eight quadrants according to their relative spatial coordinates.
Then, the mean pooling is used to generate a D-dimensional at-
tribute vector of each quadrant. Mathematically, we have the fol-
lowing mapping:
g : RD × · · ·RD︸ ︷︷ ︸
k
→ RD × · · ·RD︸ ︷︷ ︸
8
, (1)
where D = 3 for the first hop and D = 1 for the remaining
hops. The operation in the first PointHop unit is shown in the upper-
left enclosed subfigure of Fig. 1. In words, the averaged attribute
of all points in a quadrant is selected as the representative attribute
of that quadrant. For the first hop, we use the spatial coordinates
pn = (xn, yn, zn) as the attributes. For the remaining hops, we
use a one-dimensional (1D) spectral component as the attribute of
retrieved points. This is possible since we apply the c/w subspace
decomposition to the output from the previous hop.
It is worthwhile to point out that, instead of using the max pool-
ing as a symmetric function, we adopt the mean pooling as a sym-
metry function here. This is to ensure that the attributes of points are
invariant under the permutation of points in the point cloud while
the local structure is retained at the same time. Attributes of all eight
quadrants are concatenated to become a ∈ R8D , which represents
the attribute of selected point pc before c/w subspace decomposition.
3.2. Channel-Wise (C/W) Subspace Decomposition
The Saab transform [14] is a variant of the PCA [24] designed
to overcome the sign confusion problem [20] when multiple PCA
stages are in cascade. It is used as a dimension reduction tool in
PointHop. All Saab transform coefficients are grouped together
and used as the input to the next hop unit in PointHop. Here, we
would like to prove that the Saab coefficients of different chan-
nels are weakly correlated. Then, we can decompose the Saab
coefficient vector of dimension 8D into 8 one-dimensional (1D)
subspaces. Each 1D subspace represents a spatial-spectral localized
representation of the point set. Besides its physical meaning, this
representation demands less computation in the next hop. For ease
of implementation, all components after the Saab transform are kept
in PointHop++.
To validate c/w subspace decomposition, we compute the corre-
lation of Saab coefficients. The input to the Saab transform is
A = [a1, · · · ,aN ]T ∈ RN×8D,
where an is the 8D attribute vector of point pn, and the filter weight
is
W = [w1,w2, · · · ,w8D] ∈ R8D×8D,
where w1 = 1√
8D
[1, 1, · · · , 1]T and others are eigenvectors of co-
variance matrix A ranked by its associated eigenvalue λi from the
largest to the smallest. The output of the Saab transform is
B = A ·W = [b1, · · · ,b8D],
where bi ∈ RN×1, i = 1, · · · , 8D. Hence, the correlation between
Saab coefficients of different channels is
Cor(bi,bj) =
1
N
(A ·wi)T (A ·wj) = 1
N
(λiwi)
T (λjwj)
= 0,
(2)
where i 6= j. The last equality comes from the orthogonality of
eigenvectors in PCA analysis. This justifies the decomposition of a
joint feature space into multiple uncorrelated 1D subspaces as
R8D → R1 × · · ·R1︸ ︷︷ ︸
8D
. (3)
We should point out that, because of the special choice of the first fil-
ter weight w1, the above analysis is only an approximation. In prac-
tice, we observe very weak correlation between Saab coefficients
(in the order of 10−4) as compared to the diagonal term (i.e. self-
correlation).).
3.3. Channel Split Termination and Feature Priority Ordering
We compute the energy of each subspace as
Ei = Ep × λi∑8D
j=1 λj
, (4)
where i = 1, · · · , 8D and Ep is the energy of its parent node. If
the energy of a node is less than a pre-set threshold, T , we terminate
its further split and keep it as a leaf node of the feature tree at the
current hop. Other nodes will proceed to the next hop. All leaf
nodes are collected as the feature representation after the feature tree
construction is completed.
To determine threshold value T , the training and validation ac-
curacy curves are plotted as a function of T in Fig. 2 (a). We see
that the training accuracy keeps increasing when T decrease from
0.1 to 0.00001. Yet, the overall validation accuracy increases to the
maximum value of 90.3% at T = 0.0001. After that, the validation
accuracy decreases. Thus, we choose T = 0.0001.
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Fig. 2. Illustration of the impact of (a) values of the energy threshold
and (b) the number of cross-entropy-ranked (CE) or energy-ranked
(E) features.
Once the feature tree is constructed, it is desired to order features
based on their discriminant power and select them accordingly to
avoid overfit. A feature is more discriminant if its cross entropy is
lower. The cross entropy can be computed for each feature at a leaf
node. We follow the same process as described in [14]. That is, a
clustering algorithm [25] is adopted to partition the 1D subspace into
J intervals. Then, the majority vote is used to predict the label for
each interval. Based on the groundtruth labels, the probability that
each sample belongs to a class can be obtained. Mathematically, we
have
L =
J∑
j=1
Lj , Lj = −
M∑
c=1
yj,clog(pj,c), (5)
where M is the class number, yj,c is binary indicator to show
whether sample j is correctly classified, and pj,c is the probability
that sample j belongs to class c.
We compare training and validation accuracy curves using fea-
tures that are ranked by the cross-entropy values and the energy val-
ues, respectively, in Fig. 2 (b), where the x-axis indicates the total
number of top-ranked features. We see that overfitting is improved
by both methods. The cross-entropy-ranked method performs better
when the total feature number is smaller.
3.4. Summary of PointHop++ Method
The tree-structured feature construction process at each hop can be
summarized as follows.
• Use the knn algorithm to retrieve neighbor points;
• Use the decoupled attribute to perform the Saab transform;
• If the energy of a node is greater than a pre-set threshold, per-
form the c/w subspace decomposition and obtain decoupled
attributes as the input to the next hop.
The above process is repeated until the last hop is reached. Once
the feature tree construction is completed, each leaf node contains a
scalar feature. These features are ranked according to their energy
and cross entropy. Finally, the LLSR is adopted as the classifier.
4. EXPERIMENTS
Experiments are conducted on the ModelNet40 dataset [26], which
contains 40 object classes. 1024 points are sampled randomly from
the original point cloud set as the input to PointHop++. The depth of
the feature tree is set to four hops. The farthest point sampling [27]
is used to downsample points from one hop to the next to increase
the receptive field and speed up the computation.
Method
Accuracy (%)
class-avg overall
Supervised
PointNet [10] 86.2 89.2
PointNet++ [11] - 90.7
PointCNN [12] 88.1 92.2
DGCNN [13] 90.2 92.2
Unsupervised
LFD-GAN [28] - 85.7
FoldingNet [29] - 88.4
PointHop [15] 84.4 89.1
PointHop++ (baseline) 85.6 90.3
PointHop++ (FS) 86.5 90.8
PointHop++ (FS+ES) 87 91.1
Table 1. Comparison of classification results on ModelNet40, where
the class-Avg accuracy is the mean of the per-class accuracy, and FS
and ES mean “feature selection” and “ensemble”, respectively.
Method
Time Parameter No. (MB)
Training Inference Filter Classifier Total
PointNet [10] 7 10 - - 3.48
PointNet++ [11] 7 14 - - 1.48
DGCNN [13] 21 154 - - 1.84
PointHop [15] 0.33 108 0.037 - -
PointHop++ 0.42 97 0.009 0.15 0.159
Table 2. Comparison of time and model complexity, where the train-
ing and inference time units are in hour and ms, respectively.
Classification accuracy of different methods are compared in Ta-
ble 1. PointHop++ (baseline), which has an energy threshold 0.0001
without feature selection or ensembles, gives 90.3% overall accu-
racy and 85.6% class-avg accuracy. By incorporating the feature
selection tool as discussed in Sec. 3.3, PointHop++ (FS) improves
the overall and class-avg accuracy results by 0.5% and 0.9%, re-
spectively. Furthermore, we rotate point clouds by 45 degrees and
conduct LLSR to get a 40D feature for eight times. Then, these
features are concatenated and fed into another LLSR. The ensemble
method has an overall accuracy of 91.1% and a class-avg accuracy
of 87%. PointHop++ method achieves the best performance among
unsupervised feature extraction methods. It outperforms PointHop
[15] by 2% in overall accuracy. As compared with deep networks,
PointHop++ outperforms PointNet [10] and PointNet++ [11]. It has
a gap of 1.1% against PointCNN [12] and DGCNN [13].
Comparison of time complexity and model sizes of different
methods is given in Table 2. Four deep networks were trained on a
single GeForce GTX TITAN X GPU. It took at least 7 hours to train a
1,024 point cloud model while PointHop++ only took 25 minutes on
a Intel(R)Xeon(R) CPU. As to inference time of every sample, both
PointHop and PointHop++ took about 100 ms while DGCNN took
163 ms. The number of model parameters are also computed to show
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Fig. 3. Robustness against different sampling densities of the test
model.
space complexity. The Saab filter size of PointHop++ is 4X less than
that of PointHop. The total model parameters of PointHop++ is 20X
less than that PointNet [10] and 10X less than DGCNN [13] [12].
We compare the robustness of different models against sampling
density variation in Fig. 3. All models are trained on 1,024 point
cloud model. The test model are randomly sampled with 768, 512,
and 256 points, respectively. We see that PointHop++ are more ro-
bust than PointHop [15], PointNet++ (SSG) [11] and DGCNN [13]
under mismatched sampling densities.
Finally, we show the correlation matrix of AC components at the
first hop in Fig. 4. It verifies the claim that different AC components
are uncorrelated. Furthermore, we visualize the feature distribution
with the T-SNE plot, where the dimension is reduced to 2D. We
visualize the features of the 10 object classes from ModelNet10 [26],
which is a subset of ModelNet40 [26]. We see that most features of
the same category are clustered together, which demonstrates the
discriminant power of features selected by PointHop++.
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Fig. 4. Visualization of (a) the correlation matrix at the first hop and
(b) feature clustering in the T-SNE plot.
5. CONCLUSION
A tree-structured unsupervised feature learning system was pro-
posed in this work, where one scalar feature is associated with each
leaf node and features are ordered based on their discriminant power.
The resulting PointHop++ method achieves state-of-the-art classifi-
cation performance while demanding a significantly small learning
model which is ideal for mobile computing.
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