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Abstract
Let Fp be the field of residue classes modulo a prime number p
and let A be a non-empty subset of Fp. In this paper we give an
explicit version of the sum-product estimate of Bourgain, Katz, Tao
and Bourgain, Glibichuk, Konyagin on the size of max{|A+A|, |AA|}.
In particular, our result implies that if 1 < |A| ≤ p7/13(log p)−4/13,
then
max{|A+A|, |AA|} ≫
|A|15/14
(log |A|)2/7
.
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1 Introduction
Let Fp be the field of residue classes modulo a prime number p and let A be
a non-empty subset of Fp. Consider the sum set
A+ A = {a + b : a ∈ A, b ∈ A}
and the product set
AA = {ab : a ∈ A, b ∈ A}.
1
Bourgain, Katz, Tao [5] and Bourgain, Glibichuk, Konyagin [4] have shown
that if |A| < p1−δ, where δ > 0, then one has the sum-product estimate
max{|A+ A|, |AA|} ≫ |A|1+ε (1)
for some ε = ε(δ) > 0. This result has found a number of spectacular appli-
cations in combinatorial problems and exponential sum estimates, see [1]–[5].
Bound (1) does not yield an explicit relationship between ε and δ. Hart,
Iosevich and Solymosi [9], by using Kloosterman sums, could obtain a con-
crete value of ε in certain ranges of |A|. More precisely, they proved that
max{|A+ A|, |AA|} ≫
{
|A|3/2p−1/4, if p1/2 < |A| < p7/10,
|A|2/3p1/3, if p7/10 < |A| ≤ p.
(2)
The aim of the present paper is to obtain an explicit sum-product estimate
for any range of |A|.
Theorem 1. Let |A| > 1. Then
max{|A+A|, |AA|} ≫ min


|A|15/14 max
{
1, |A|1/7p−1/14
}
(log |A|)2/7
,
|A|11/12p1/12
(log |A|)1/3

 .
In particular, if 1 < |A| < p7/13(log p)−4/13, then we have
max{|A+ A|, |AA|} ≫
|A|15/14
(log |A|)2/7
.
The proof of Theorem 1 uses results and tools from arithmetical combi-
natorics. When |A| is larger than p5/9, combinatorial arguments and trigono-
metric sums can be used together to get a better estimate.
Theorem 2. Let |A| > 1. Then
max{|A+A|, |AA|} ≫ min
{
|A|5/3p−1/3(log |A|)−1/3, |A|2/3p1/3(log |A|)−1/3
}
.
In particular, if 1 < |A| < p2/3, then we have
max{|A+ A|, |AA|} ≫ |A|5/3p−1/3(log |A|)−1/3.
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When p7/10(log p)−1/3 < |A| < p, the inequality (2) is preferable. We
remark that (2) can also be proved using the method described in the present
paper.
In the corresponding problem for integers (i.e., if the field Fp is replaced
by the set of integers) the conjecture of Erdo¨s and Szemere´di [6] is that
max{|A + A|, |AA|} ≫ c(ε)|A|2−ε for any ε > 0. At present the best known
bound in the integer problem is max{|A+ A|, |AA|} ≫ |A|14/11(log |A|)−3/11
due to Solymosi [13].
We do not know what the optimal lower bound for max{|A + A|, |AA|}
in terms of |A| and p should be. It is known that the analogy of the Erdo¨s and
Szemere´di conjecture in the formmax{|A+A|, |AA|} ≥ c(ε)min{|A|2−ε, p1−ε}
for all subsets A of Fp does not hold.
In what follows, all the sets under consideration are assumed to be non-
empty. For a set X ⊂ Fp and for an element a ∈ Fp we use the notation
a ∗X = {ax : x ∈ X}.
2 Lemmas
The following lemma follows from the work of Glibichuk and Konyagin [8].
Lemma 1. Let A1 ⊂ Fp with 1 < |A1| < p
1/2. Then there exist elements
a1, a2, b1, b2 ∈ A1 such that a1 6= a2 and
|(a1 − a2) ∗ A1 + (a1 − a2) ∗ A1 + (b1 − b2) ∗ A1| ≥ 0.5|A1|
2.
When |A1| > p
1/2, we will use the following statement (see [4] or [7]).
Lemma 2. Let A1 ⊂ Fp with |A1| > p
1/2. Then there exist a1, a2, b1, b2 ∈ A1
such that
|(a1 − a2) ∗ A1 + (b1 − b2) ∗ A1| ≥ 0.5p.
The following lemmas are due to Ruzsa (see [10], [11], [12], [14]). They
hold for subsets of any abelian group, but here we state them only for subsets
of Fp. We will repeatedly use these lemmas to prove our result. Lemma 3 is
called Ruzsa’s triangle inequality.
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Lemma 3. For any subsets X, Y, Z of Fp we have
|X − Z| ≤
|X − Y ||Y − Z|
|Y |
.
Lemma 4. Let X,B1, . . . , Bk be any subsets of Fp with
|X| = n, |X +Bi| = αin, (i = 1, . . . , k).
Then there is an X1 ⊂ X such that
|X1 +B1 + . . .+Bk| ≤ α1 . . . αk|X1|
An important corollary of Lemma 4 is the inequality
|B1 + . . .+Bk| ≤
|X +B1| . . . |X +Bk|
|X|k−1
.
Below, when we refer to Lemma 4, we will always understand this inequality.
The case k = 2 illustrates another version of Ruzsa’s triangle inequality.
3 Proof of Theorem 1
We use an idea of the proof of Katz-Tao lemma presented in [14, Section 2.8].
That proof, as it was mentioned in [14], used Bourgain’s idea from [2].
We may assume that |A|2 ≥ 100|AA| and that 0 6∈ A. Let J denote the
number of solutions of the equation
ax = by, a, b, x, y ∈ A.
From the well-known relationship between the cardinality of a set and the
number of solutions of the corresponding equation, we have that
J ≥
|A|4
|AA|
.
Since
J =
∑
a∈A
∑
b∈A
|a ∗ A ∩ b ∗ A|,
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there exists a fixed element b = b0 ∈ A such that
∑
a∈A
|a ∗ A ∩ b0 ∗ A| ≥
|A|3
|AA|
.
For a given positive integer j ≤ log |A|/ log 2 + 1, let Dj be the set of all
a ∈ A for which
2j−1 ≤ |a ∗ A ∩ b0 ∗ A| < 2
j.
Then, ∑
j
∑
a∈Dj
2j ≥
|A|3
|AA|
.
Let the quantity
∑
a∈Dj
2j takes its biggest value (or one of its biggest values if
there are several such ones) when j = j0. Denote
N = 2j0−1, A1 = Dj0 ⊂ A.
Then, for any a ∈ A1, we have
1 ≤ N ≤ |a ∗ A ∩ b0 ∗ A| < 2N, N |A1| ≫
|A|3
|AA| log |A|
. (3)
In particular, since N ≤ |A| and |A1| ≤ |A|, we get
|N | ≫
|A|2
|AA| log |A|
, |A1| ≫
|A|2
|AA| log |A|
. (4)
Now let a be an arbitrary element of A1. From Lemma 3 and the inequality (3)
we have
|a ∗ A− b0 ∗ A| ≤
|a ∗ A+ (a ∗ A ∩ b0 ∗ A)|| − (a ∗ A ∩ b0 ∗ A)− b0 ∗ A|
|a ∗ A ∩ b0 ∗ A|
≤
|a ∗ A+ a ∗ A||b0 ∗ A+ b0 ∗ A|
N
=
|A+ A|2
N
.
Furthermore, using Lemma 4 with
k = 2, X = a ∗ A ∩ b0 ∗ A, B1 = a ∗ A, B2 = b0 ∗ A,
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we obtain
|a ∗ A+ b0 ∗ A| ≤
|a ∗ A+ (a ∗ A ∩ b0 ∗ A)||b0 ∗ A+ (a ∗ A ∩ b0 ∗ A)|
|a ∗ A ∩ b0 ∗ A|
≤
|a ∗ A+ a ∗ A||b0 ∗ A+ b0 ∗ A|
N
=
|A+ A|2
N
.
Thus, the bound
|a ∗ A± b0 ∗ A| ≪
|A+ A|2
N
(5)
holds for any a ∈ A1 and for any choice of the sign “±”.
There are two cases to consider.
Case 1: |A1| < p
1/2.
First of all, in this case besides of (4), we also have
Np1/2 > N |A1| ≥
|A|3
|AA| log |A|
.
Thus, together with (4), we have
N > max
{ |A|2
|AA| log |A|
,
|A|3
p1/2|AA| log |A|
}
. (6)
Since A1 ⊂ A, according to Lemma 1 there exist a1, a2, b1, b2 ∈ A1 such that
a1 6= a2 and
0.5|A1|
2 ≤ |(a1 − a2) ∗ A+ (a1 − a2) ∗ A + (b1 − b2) ∗ A|.
We apply Lemma 4 with k = 3 and
X = B1 = B2 = (a1 − a2) ∗ A, B3 = (b1 − b2) ∗ A.
Then we get
0.5|A1|
2 ≤
|A+ A|2
∣∣∣(a1 − a2) ∗ A+ (b1 − b2) ∗ A∣∣∣
|A|2
. (7)
Next, we apply Lemma 4 with k = 4 and
X = b0 ∗ A, B1 = a1 ∗ A, B2 = −a2 ∗ A, B3 = b1 ∗ A, B4 = −b2 ∗ A.
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Then,
|(a1 − a2) ∗ A+ (b1 − b2) ∗ A| ≤
|b0 ∗ A+ a1 ∗ A||b0 ∗ A− a2 ∗ A||b0 ∗ A+ b1 ∗ A||b0 ∗ A− b2 ∗ A|
|A|3
.
(8)
Applying the inequality (5) to the right hand side of (8) and incorporating
the resulting estimate to (7), we get
|A+ A|10 ≫ |A1|
2|A|5N4.
Taking into account (3) to substitute N |A1| and then (6) to substitute N,
we conclude that
|A+ A|10|AA|4(log |A|)4 ≫ |A|15max
{
1,
|A|2
p
}
.
This proves Theorem 1 in Case 1.
Case 2: |A1| > p
1/2.
In this case, according to Lemma 2, there exist elements a1, a2, b1, b2 ∈ A1
such that
0.5p ≤ |(a1 − a2) ∗ A+ (b1 − b2) ∗ A|.
Applying Lemma 4 with k = 4 and
X = b0 ∗ A, B1 = a1 ∗ A, B2 = −a2 ∗ A, B3 = b1 ∗ A, B4 = −b2 ∗ A,
we get
0.5p ≤
|b0 ∗ A+ a1 ∗ A||b0 ∗ A− a2 ∗ A||b0 ∗ A+ b1 ∗ A||b0 ∗ A− b2 ∗ A|
|A|3
.
Taking into account the inequality (5), we obtain that
p≪
|A+ A|8
|A|3N4
.
Using (4), we get
|A+ A|8|AA|4(log |A|)4 ≫ p|A|11.
Theorem 1 is proved.
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4 Proof of Theorem 2
We remark that the proof of Lemma 2, as well as the proof of Lemma 1, uses
the fact that for any sets X, Y,G ⊂ Fp there exists ξ ∈ G such that
|X + ξ ∗ Y | ≥
|X||Y ||G|
|X||Y |+ |G|
.
This estimate is nontrivial when |G| is larger than |X| and |Y |. In order to
prove Theorem 2 we would like to have a similar estimate which in certain
cases would be nontrivial when the cardinality of G is smaller than those of
X and Y. The following lemma provides with such an estimate.
Lemma 5. Let X, Y,G ⊂ Fp. Then there exists ξ ∈ G such that
|X + ξ ∗ Y | ≥
p|X||Y ||G|
|X||Y ||G|+ p2
.
It is easy to see that the bounds (3), (4), (5) and Lemma 5 imply Theo-
rem 2. Indeed, apply Lemma 5 with
X = −b0 ∗ A, Y = A, G = A1.
Then for some a ∈ A1, in view of (5), we have
|A+ A|2
N
≫ |a ∗ A− b0 ∗ A| ≫ min
{
p,
|A|2|A1|
p
}
.
Thus,
|A+ A|2 ≫ min
{
pN,
|A|2N |A1|
p
}
≫ min
{
p|A|2|AA|−1,
|A|2N |A1|
p
}
.
Recalling (3), (4), we get that either
|A+ A|2|AA| log |A| ≥ p|A|2
or
|A+ A|2|AA| log |A| ≫ p|A|5.
In particular,
max{|A+A|, |AA|} ≫ min
{
|A|5/3p−1/3(log |A|)−1/3, |A|2/3p1/3(log |A|)−1/3
}
.
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Thus, if we prove Lemma 5, then we are done. To this end, let I denote
the number of solutions of the equation
x+ gy = x1 + gy1, g ∈ G, x, x1 ∈ X, y, y1 ∈ Y.
We express I via trigonometric sums:
I =
1
p
p−1∑
n=0
∑
g∈G
∣∣∣∑
x∈X
e2piinx/p
∣∣∣2∣∣∣∑
y∈Y
e2piingy/p
∣∣∣2.
Picking up the term corresponding to n = 0 and then extending the summa-
tion over g to the whole range 0 ≤ g ≤ p− 1, we obtain
I ≤
|X|2|Y |2|G|
p
+
1
p
p−1∑
n=1
p−1∑
g=0
∣∣∣∑
x∈X
e2piinx/p
∣∣∣2∣∣∣∑
y∈Y
e2piingy/p
∣∣∣2 ≤
|X|2|Y |2|G|
p
+
1
p
(
p−1∑
n=0
∣∣∣∑
x∈X
e2piinx/p
∣∣∣2
)(
p−1∑
g=0
∣∣∣∑
y∈Y
e2piigy/p
∣∣∣2
)
=
|X|2|Y |2|G|
p
+ p|X||Y |.
Therefore, there exists a fixed element ξ ∈ G such that the number I0 of
solutions of the equation
x+ ξy = x1 + ξy1, x, x1 ∈ X, y, y1 ∈ Y,
satisfies
I0 ≤
|X|2|Y |2
p
+
p|X||Y |
|G|
.
From the relationship between the cardinality of a set and the number of
solutions of the corresponding equation, we derive that
|X + ξ ∗ Y | ≥
|X|2|Y |2
I0
≥
|X|2|Y |2
|X|2|Y |2
p
+ p|X||Y |
|G|
=
p|X||Y ||G|
|X||Y ||G|+ p2
.
This proves Lemma 5 and thus Theorem 2 is also proved.
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