In 2009, as part of PhilSea09, the instrument platform known as Deep Sound was deployed in the Philippine Sea, descending under gravity to a depth of 6000 m, where it released a drop weight, allowing buoyancy to return it to the surface. On the descent and ascent, at a speed of 0.6 m/s, Deep Sound continuously recorded broadband ambient noise on two vertically aligned hydrophones separated by 0.5 m. For frequencies between 1 and 10 kHz, essentially all the noise was found to be downward traveling, exhibiting a depth-independent directional density function having the simple form cos h, where h 90 is the polar angle measured from the zenith. The spatial coherence and cross-spectral density of the noise show no change in character in the vicinity of the critical depth, consistent with a local, wind-driven surface-source distribution. The coherence function accurately matches that predicted by a simple model of deep-water, wind-generated noise, provided that the theoretical coherence is evaluated using the local sound speed. A straightforward inversion procedure is introduced for recovering the sound speed profile from the cross-correlation function of the noise, returning sound speeds with a root-mean-square error relative to an independently measured profile of 8.2 m/s.
I. INTRODUCTION
In April and May 2009, as a component of the ongoing North Pacific Acoustic Laboratory (NPAL) experiments in the Philippine Basin, 1 a pilot study, designated PhilSea09, was conducted from the twin-hulled R/V Kilo Moana to investigate, among other things, ambient noise in the Philippine Sea. 2 The experiment site is in the northern Philippine Basin, located southeast of Taiwan, where the average water depth is 5500 m.
During PhilSea09, the autonomous (untethered) instrument platform known as Deep Sound 3 was deployed on three occasions, on Julian Days 106, 110, and 119. Deep Sound operates by free falling under gravity from the sea surface to a pre-assigned depth, where a drop-weight is released, allowing the system to return to the surface under buoyancy. All three deployments were successful, achieving maximum depths of 5100, 5500, and 6000 m. The rates of descent and ascent were similar at a nominal 0.6 m/s, giving rise to round trip travel times of approximately 4.7, 5.1, and 5.6 h.
The version of Deep Sound that was deployed during PhilSea09 is the first of three such systems that have been built to date, the two most recent, with enhanced instrumentation suites, being designated Deep Sound Mk.II and Mk.III to distinguish them from their predecessor. Since the design details of Deep Sound can be found elsewhere, 3 only its essential components will be described here. It consists of a pressure housing in the form of a Vitrovex glass sphere of 0.432 m external diameter, which contains data acquisition, data storage, and system control electronics. External to the sphere are two vertically aligned Hi-Tech HTI-94-SSQ hydrophones with a nominal separation d ¼ 0.5 m. Each of the hydrophones has a flat frequency response from 3 Hz to 15 kHz, with a workable bandwidth extending to 30 kHz. According to the manufacturer's specification sheet, the sensitivity of the hydrophones is À165 dB re 1 V/lPa (5.62 mV/Pa) and the maximum operating depth is 6096 m, although our own measurements indicate that these sensors perform satisfactorily to an equivalent depth of 12 km. The output waveforms from the hydrophones on Deep Sound are sampled simultaneously, each at a rate of 204.8 kHz, with a dynamic range of 24 bits over an analogue input range of 65 V.
During the descent and ascent, ambient noise is continuously recorded over the full bandwidth of the hydrophones, thus providing broadband coverage of the whole water column. Most previous investigations of deep-water ambient noise [4] [5] [6] [7] [8] [9] have been implemented using a sensor system located at a fixed depth and operating at frequencies below 1.5 kHz. Ambient noise depth profiles in a number of deep ocean environments have been reported by Marshall 10 but only for frequencies in the range of 25 to 500 Hz, where shipping tends to dominate the noise power spectrum.
In addition to the two hydrophones, seawater-temperature and hydrostatic-pressure (depth) sensors are also on board Deep Sound. These environmental sensors record data at a sampling rate of 1 Hz, from which the sound speed profile is computed using the Fofonoff and Millard algorithms, 11 using a salinity profile derived from Temperature-Salinity relations established for the region for May 2009 by the Global Temperature and Salinity profile program. 12 Figure 1 shows two such sound speed profiles, one for the descent and the other for the ascent of Deep Sound, taken during its deepest deployment, which occurred on Julian a) Author to whom correspondence should be addressed. Electronic mail:
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Day 119. The two profiles are similar, showing the sound channel axis at a depth of approximately 800 m and the critical depth, where the sound speed is the same as that at the sea surface, of 3500 m. Around and above the sound channel axis, the two profiles differ slightly, which could be an effect of hysteresis associated with the heat capacity of the temperature probe and its housing. For convenience, sound speed profiles like those in Fig. 1 that have been computed from salinity, temperature, and depth (pressure) will be referred to as conductivity, temperature, depth (CTD) profiles, even though no conductivity probe for obtaining the salinity was on board Deep Sound. The purpose of this article is to report on the secondorder statistics of the broadband ambient noise data that were recorded continuously on Julian Day 119, from the sea surface to a depth of 6 km, by the two vertically aligned hydrophones mounted on Deep Sound. The deployment and recovery positions were, respectively, 22 13.572' N, 126
13.807' E, and 22 13.680' N, 126 12.924' E, corresponding to a lateral drift during the round trip of approximately 1.6 km. During this particular deployment, a strong breeze was blowing at 10 m/s (Beaufort Force 6), as measured by an anemometer 20 m above the sea surface. Fairly frequent white capping was observed, with the wave height estimated at 3 to 4 m, corresponding to Sea State 4. Local surface shipping was monitored from the bridge of the R/V Kilo Moana by radar, radio transmissions, and visual sightings but no vessels were detected during the deployment.
Each of the two hydrophones on Deep Sound is mounted at the end of a horizontal arm, about 0.5 m long, in order to keep it clear of the turbulence generated by the main body of the system as it moves through the water column. Even with this arrangement, however, two significant turbulence components remain: Flow-induced turbulence 13 occurs around both acoustic sensors, due to their motion through the water column and, with the sensors aligned vertically, the trailing (upper on descent and lower on ascent) hydrophone lies in the turbulent wake of the leading hydrophone and its mounting assembly. 3 Since there are no flow shields protecting the acoustic sensors on Deep Sound, the level of the wake turbulence component, in particular, is significant, affecting not only the power spectrum from the affected hydrophone but also the coherence function and the crosscorrelation function computed from the raw time series from the two phones. In order to extract the spatial coherence function of the ambient acoustic noise from the hydrophone data, a simple technique for suppressing the effects of the turbulence has been developed. After applying this turbulence reduction technique, it turns out that, throughout most of the water column, the observed vertical coherence function of the ambient acoustic noise in the 1 to 10 kHz frequency band shows very good agreement with the theoretical model developed by Cron and Sherman 14, 15 of wind-driven, surface-generated noise in an infinitely deep, homogeneous ocean. As a precursor to the discussion of the second-order (vertical) spatial statistics of the ambient noise, that is, the directivity, the coherence and the cross-correlation, a simple analysis of the turbulence fluctuations, including the means by which they may be suppressed, is presented.
II. TURBULENCE
On Deep Sound, a representative dimension for each of the hydrophones and its mounting assembly is 0.05 m, which, with a speed of travel through the water column of 0.6 m/s, corresponds to a Reynolds number (varying with depth) of 16 000 or greater. Such a value is sufficiently high for a fully developed turbulent flow field to be generated around and behind both hydrophones. Thus, each hydrophone is subject to its own self-induced turbulence, or flow noise, since the pressure fluctuations in the surrounding fluid are in direct contact with the active area of the sensor surface.
Moreover, the trailing hydrophone is immersed in the turbulent wake generated by the leading hydrophone and its mounting assembly. It is important to note that the Reynolds number is too high by at least an order of magnitude for the wake turbulence to take the form of an organized von K arm an vortex street. Rather, the turbulent wake tends to be completely disorganized, as illustrated in Van Dyke 16 for the case of fluid flow around a circular cylinder at Reynolds numbers of 2000 and 10 000. This lack of organization in the wake implies that the pressure fluctuations experienced by the trailing hydrophone due to wake turbulence are completely uncorrelated with the self-induced turbulence at the leading hydrophone (bearing in mind that the two sensors are separated by many times their own diameter). For frequencies in the inertial sub-range, the energy spectrum 17 of both turbulence components (self-induced and wake) is expected to scale with frequency as f À5/3 , which is equivalent to a spectral slope of À17 dB/decade.
In areas of light shipping, such as the experiment site for PhilSea09, wind-generated ambient noise tends to be dominant in the ocean over a band of frequencies ranging from 1 kHz to as high as 100 kHz, depending on sea surface conditions. 18 This wind-driven region of the ambient noise spectrum is expected to show much the same scaling with frequency 18, 19 as the turbulence, varying as f À5/3 . Although the turbulence and ambient noise fluctuations may exhibit similar spectral slopes, their respective spectral levels may differ significantly. Turning now to the noise data acquired by Deep Sound, Fig. 2(a) shows the power spectra recovered from the top and bottom hydrophones as the system ascended through a depth of 3 km on its way from the turn-around depth of 6 km to the surface. (All the data analyses reported herein, including that used to generate Fig. 2 , are based on a sampling rate of 204.8 kHz and 4096 point Fast Fourier Transforms (FFTs), corresponding to a sampling time of 0.02 s or equivalently a frequency resolution of 50 Hz. Ensemble averaging is performed over 1050 terms, which equates to a total averaging time of 21 s.) The two spectra in Fig. 2(a) are not entirely in accord with the arguments presented above, although they do have similar (but not identical) slopes, with levels that differ by at least an order of magnitude over the frequency band from 100 Hz to 20 kHz.
The spectrum (T) from the trailing hydrophone in Fig. 2 (a) is completely dominated by wake turbulence from the upper hydrophone. This is a beautiful example of a turbulence spectrum, decaying with increasing frequency accurately as f
À2
, which is slightly faster than f
, the expected decay of the energy spectrum of turbulence. Turbulence has a lesser effect on the spectrum (L) from the leading hydrophone, which deviates slightly from a uniform powerlaw dependence on frequency. Above 1 kHz, the spectrum is largely due to wind-generated noise but at lower frequencies, between 300 and 1000 Hz, a transition occurs where the wind noise spectrum rolls off, consistent with Wenz's curves, 18 revealing self-induced turbulence (flow) noise below 300 Hz.
Figure 2(b) shows the trailing-to-leading spectral ratio, which exhibits a broad minimum in the wind-noise region between 1 and 10 kHz with a value close to 12. This is indicative of the magnitude of the wake turbulence relative to that of the wind-driven ambient noise. In the transition region, between 300 and 1000 Hz, the spectral ratio in Fig. 2 (b) climbs fairly rapidly with decreasing frequency, consistent with the roll off of the wind noise to a level below that of the self-induced turbulence. Incidentally, this interpretation of the spectra in Fig. 2 (a) and the spectral ratio in Fig. 2(b) is reinforced by the fact that, at the deepest point of the deployment, on either side of the turn-around, where the descent terminates and the ascent begins, thereby reversing the leading and trailing hydrophones, the trailing-to-leading spectral ratio remains much the same.
III. TURBULENCE SUPPRESSION
To investigate the degradation of the coherence function due to turbulence, suppose that Deep Sound is on the ascent and that the time series returned by the top and bottom hydrophones are x 1 (t) and x 2 (t), respectively. The output from the top (leading) hydrophone consists of three stochastic components: The ambient acoustic noise, y 1 (t), which is the waveform of interest; the self-induced turbulence fluctuations, represented as n 1 (t); and m(t), arising from flow-induced vibrations of the main body of the system due to its passage through the water column. Since m(t) is itself turbulencedriven, it is expected to show a spectral slope similar to that of the other turbulence components, scaling approximately as f À5/3 . From the lower (trailing) hydrophone, the output also consists of three components: The ambient acoustic noise of interest, y 2 (t); the self-induced turbulence and, in addition, the wake turbulence from the upper hydrophone, which together are represented as n 2 (t); and the flow-induced vibrations of the main body of the system, m(t), which are fully correlated with those on the top hydrophone, since these particular fluctuations have a common source. As mentioned earlier, at the Reynolds numbers of interest, the flow noise on the leading hydrophone and the wake fluctuations on the trailing hydrophone are independent stochastic processes and hence n 1 (t) and n 2 (t) are uncorrelated.
From a linear superposition of the ambient noise and turbulence fluctuations, the outputs of the two hydrophones may be written as x 1 ðtÞ ¼ y 1 ðtÞ þ n 1 ðtÞ þ mðtÞ;
(1) and x 2 ðtÞ ¼ y 2 ðtÞ þ n 2 ðtÞ þ mðtÞ;
where, except for y 1 (t) and y 2 (t), the various terms on the right-hand sides of these expressions are uncorrelated. Since n 2 (t) includes the wake turbulence at the trailing hydrophone, its root-mean-square value is much greater than that of n 1 (t). Assuming spatial homogeneity, the power spectra of the ambient noise at the two hydrophones are the same; that is
where the upper case letters are the temporal Fourier transforms of their lower case counterparts, x is angular frequency, T is the observation interval for the Fourier transforms, and the over bar denotes an ensemble average. The coherence function of the ambient noise is defined as
where the second equality follows from Eq. (3). Of course, only the raw time series, x 1 (t) and x 2 (t), are available from the hydrophones, the coherence function of which, according to the usual convention, takes the same form as in the first equality of Eq. (4) but with X(x) substituted for Y(x). Rather than use that formulation, however, a "raw coherence function" is now constructed
where, by analogy with the second equality in Eq. (4), the normalizing term in the denominator the power spectrum of the fluctuations from the leading hydrophone. This choice of denominator in Eq. (5) eliminates the large wake turbulence component from the trailing hydrophone that would otherwise be present if the normalizing factor were taken to be the geometric mean of the power spectra of the fluctuations from the two hydrophones. When the Fourier transforms of Eqs. (1) and (2) are substituted into Eq. (5), bearing in mind the lack of correlation between the various terms, the coherence function of the ambient noise can be written in terms of the raw coherence function as follows:
where
Equation (6) provides a means of recovering the ambient noise coherence function from the coherence function for the raw data. The parameter v represents a small "dc offset" (often negligible), whose effect is to introduce a spike (delta function) at zero delay time into the cross correlation function of the raw time series. As a first approximation, may be equated to the mean value of the raw coherence function (taken over a broad band of frequencies) but this can be refined by adjusting to remove the spike in the cross correlation function. The scaling factor A in Eq. (6), like , will be independent of frequency when the spectral slopes of the turbulence and ambient noise are the same. Irrespective of whether this condition holds, scaling by the factor A does not affect the positions of the zeros in the ambient noise coherence function, which is an important point to note because the zeros are tightly connected to the directionality and the crosscorrelation function of the ambient noise. As it happens, over the frequency band between 1 and 10 kHz, where wind noise predominates, A and are both essentially independent of frequency, as may be inferred from Fig. 2 . It turns out that appropriate values for A in this frequency band lie between 1 and 1.4, indicating that the spectral level of the self-induced turbulence is considerably less than that of the ambient noise. Because the zeros remain unchanged, the precise value of A is not critical to the recovery of the ambient noise coherence function.
IV. AMBIENT NOISE COHERENCE
Over the depth range covered by Deep Sound on Julian Day 119, the vertical coherence of the noise was remarkably uniform, as illustrated in Fig. 3 showing the real and imaginary parts of the raw (i.e., including turbulence) coherence as a function of frequency and depth for the full ascent. Clearly visible in Fig. 3 are uniform vertical bands, representative of the acoustic ambient noise. The effect of the uncorrelated turbulence is simply to suppress the levels of these bands, as indicated by the numerical values on the color bars in Fig. 3 . Such suppression is as expected on the basis of Eq. (6) .
Besides the uniformity of the coherence over depth, signifying spatial homogeneity of the ambient noise, several features of Fig. 3 are important to note. Perhaps the most obvious is that the peak levels of the real and imaginary parts of the coherence function are comparable, from which it may be inferred that the vertical directionality of the noise is highly asymmetrical about the horizontal. (If the noise were symmetrical about the horizontal, the imaginary part of the coherence function would be zero.) The precise nature of the vertical asymmetry will be established a little later.
Another important feature of Fig. 3 is that the real and imaginary parts of the coherence function (notably the zeros) show no perceptible change in the vicinity of the critical depth. Since the critical depth represents the lower limit of the deep sound channel, the uniformity of the coherence in this region suggests that the noise originates in local surface sources rather than distant shipping, 8 an interpretation which is consistent with the known sea-surface conditions at the time of the experiment, as described earlier. (In fact, as discussed below, the zeros in the coherence function do depend weakly on depth through the varying sound speed profile but the effect is so subtle as to be indiscernible in Fig. 3.) On applying the turbulence suppression technique embodied in Eq. (6), the coherence function of the ambient noise (hereinafter referred to simply as the coherence function) may be recovered from the raw coherence function. An example of the coherence function from Deep Sound is shown in Fig. 4 for a depth on the ascent of 3000 m. It is clear that the zeros in the real and imaginary parts of the coherence function in Figs. 4(a) and 4(b) , respectively, are very well defined up to at least 10 kHz. Moreover, as mentioned above, the non-zero imaginary part of the coherence function indicates that the vertical directionality of the noise field is strongly asymmetrical about the horizontal, consistent with predominantly downward traveling noise. Thus, a vertical line array operating in the noise field and cut for a center frequency in the band between 1 and 10 kHz would see most of the noise energy coming down from above with essentially nothing arriving from below.
Some straightforward theoretical considerations help in interpreting the features of the coherence functions shown in Figs. 3 and 4. As shown by Cox, 20 the coherence function from two vertically aligned sensors in a spatially homogeneous ambient noise field is related to the vertical directionality of the noise through a finite Fourier transform
where i ¼ ͱÀ1, h is the polar angle measured from the zenith, and 
is the acoustic travel time between sensors separated by a distance d in a medium of sound speed c. The function F(h) in Eq. (8) is the vertical directional density function, which represents the noise power incident on the sensor station per unit solid angle (or actually in this case, per unit polar angle, since it is implicit from the axial symmetry that the noise has, in effect, been integrated over azimuth). It is evident from Eq. (8) that the coherence and the directional density function constitute a Fourier transform pair and hence are uniquely related: If either one is known the other can be specified unambiguously.
A theoretical model of surface-generated ambient noise in a deep ocean with a uniform sound speed profile has been developed by Cron and Sherman. 14, 15 The basis of the model is a random distribution of monopole noise sources located in a plane immediately beneath a planar, pressure-release sea surface. In effect, each monopole and its negative image in the sea surface acts as a vertical dipole with power directivity function cos 
which is the result originally derived by Cron and Sherman. 14, 15 Since most of the acoustic energy associated with the directional density function in Eq. (10) originates in local surface sources, it is reasonable to suppose that the presence of a sound speed profile, such as shown in Fig. 1 , may not modify the vertical directionality of the noise significantly. If this were so, the expression for the coherence in Eq. (11) should still provide a very good representation of the observed coherence function at any given depth, provided that the local sound speed were used in evaluating it. This hypothesis is explored below and shown to be valid for the noise data acquired with Deep Sound on Julian Day 119.
At a depth of 3000 m, the local sound speed, taken from the profile shown in Fig. 1, is (11), the smooth curves shown in Fig. 4 are obtained. At frequencies between 1 and 10 kHz, the quality of the comparison between Cron and Sherman's 14, 15 theory and the experimentally determined coherence function is remarkably good: The amplitudes show very reasonable agreement and, more importantly, the zero crossings are almost perfectly matched.
Below 1 kHz, the magnitude of the Cron and Sherman 14, 15 coherence function approaches unity, whereas the coherence data trend down toward zero. This approach to zero is due to the roll off of the spectral level of the wind noise at these lower frequencies, which results in the uncorrelated, self-induced turbulence noise becoming dominant, as discussed earlier in connection with Fig. 2 . To suppress this effect of the self-induced turbulence, a high-pass filter may be applied to the coherence function, with a system function, H H (x), that is a rational function of frequency such that
where x H /2p ¼ 1 kHz is the cut-off frequency. At higher frequencies, above 15 kHz, the two sensors are separated by at least five acoustic wavelengths and the ambient noise coherence is very close to zero. As a result, system noise can be seen to dominate the data in Fig. 4 in this higher frequency regime. To suppress the system noise, a low-pass filter, H L (x), may be applied to the coherence function
where the cut-off frequency is x L /2p ¼ 15 kHz. The filtered coherence function then becomes
where C 12 represents either the data or the theory. (Identical filtering must be applied to the data and the theory when computing the cross-correlation function, in order to compare like with like.) As with the scaling factor A, the filtering leaves the zeros in the coherence function unaffected. Figure 5 shows the filtered versions of the coherence curves in Fig. 4 , clearly illustrating that the theoretical coherence and the coherence data are now well matched at frequencies above and below 1 kHz. A similar agreement between Cron and Sherman's 14, 15 theory and the coherence data appears at all depths, as illustrated in Fig. 6 , showing the real and imaginary parts of the filtered coherence function at 500 m depth intervals. In computing the theoretical curves in Fig. 6 , from Eqs. (11) and (14), the local sound speed for each depth was taken from the CTD (ascent) profile in Fig. 1 . Since the real and imaginary parts of the coherence function match those from Cron and Sherman's 14, 15 deep water model at frequencies between 1 and 10 kHz, it follows that the vertical directionality of the wind noise in this frequency band must be independent of depth and closely approximated by the cosine law in Eq. (10) . It is implicit here that the sound speed profile has a negligible effect on the vertical directionality of the surface-generated noise throughout a depth range extending from well above the sound channel axis to at least 2 km below the critical depth. Moreover, since the noise is essentially all downward traveling, it may be concluded that reflections from the seabed make an insignificant contribution to the noise field, even at depths in the proximity of the bottom. The absence of a significant reflected component in the noise field at this particular site may be because the bottom boundary is poorly defined, perhaps because the sediment is a very fine-grained material which acts, in effect, as a fluid with an acoustic impedance similar to that of the water column.
V. AMBIENT NOISE CROSS-CORRELATION
The cross-correlation function is the Fourier transform of the cross-spectral density 23 but provided the noise spectrum has been pre-whitened, it can be written in terms of the coherence function as follows: 21, 22 w 12 ðsÞ ¼ S 0 2p
where S 0 is the frequency-independent power spectrum of the pre-whitened noise and s is the correlation delay time. It should be clear from the inversion integral over frequency in Eq. (15) why, in computing the theoretical and experimental cross-correlation functions, it is important to apply identical filters to the respective coherence functions. Following a previously introduced convention, 21 it is now convenient to write Eq. (15) 
and the normalized delay time is
In passing it is worth noting that the area under the normalized cross-correlation function is
e ixs ds ds
where d(.) is the Dirac delta function. Thus, if the zerofrequency value of the coherence function is unity, the area under the (normalized) cross-correlation function is two and it is readily shown that the value of the cross correlation function at any delay is non-negative. This applies, for example, to isotropic noise (see Fig. 1 (11), which returned the smooth curve in Fig. 7(a) . It can be seen that the experimental and theoretical curves match reasonably well at all correlation delay times and that, in particular, both curves are identically zero at exactly the same value of s, close to (but very slightly less than) s ¼ Às d . This zero crossing, more clearly illustrated in the magnified view in Fig. 7(b) , will be referred to as the principal zero of the cross-correlation function, which occurs at a delay time slightly after Às d because of the limited bandwidth of the coherence function. 22 The exact match between the principal zero in the theory and the data in Fig. 7 was achieved by using the known sound speed, c ¼ 1512 m/s at 3000 m depth, and adjusting the sensor separation to obtain d ¼ 0.493, the value introduced earlier in connection with the coherence curves in Figs. 5 and 6. This acoustic determination of d provides a more accurate estimate than a mechanical measurement of the distance between the sensors because the positions of the acoustically active regions of the hydrophones are not well defined.
Since the sound speed profile is known (Fig. 1) , comparisons between theory and data could be made for a sequence of depths by holding d constant and using the local CTD sound speed to compute the cross-correlation function, as was done for the coherence function in Fig. 6 . Conversely, the sound speed, c, as a function of depth may be determined acoustically from the cross-correlation function: By adjusting c, the principal zero in the cross-correlation function computed from the filtered version of Cron and Sherman's 14, 15 coherence expression in Eq. (11) can be precisely matched to that exhibited by the cross-correlation data. From such an inversion procedure, the sound speed at various depths may be recovered directly from the ambient noise fluctuations at the two sensors. To illustrate the inversion technique, Fig. 8 shows the experimental and theoretical cross-correlation function at depth increments of 500 m. At each depth, the sound speed has been adjusted to align the principal zero in the theory precisely with that in the data. This procedure yields a set of acoustically determined sound speeds, one for each depth, as listed in the right-hand column in Fig. 8 . These estimated sound speeds are shown in Fig. 9 , superimposed upon the CTD sound speed profile. The root-mean-square error between the CTD profile and the acoustically estimated sound speeds is 8.2 m/s. The reason for selecting the principal zero as the matching criterion is that it is a well-defined point in the cross-correlation function that is determined only by the local sound speed (for fixed d). In particular, it should be noted that the principal zero is unaffected by the scaling factor A that was used in extracting the ambient noise coherence function from the coherence function of the flownoise corrupted data.
VI. CONCLUDING REMARKS
As a component of PhilSea09, on Julian Day 119, Deep Sound made broadband ambient noise measurements continuously from the sea surface, 800 m above the sound channel axis, to a depth of 6 km, some 2.5 km below the critical depth. The two vertically aligned hydrophones, nominally separated by 0.5 m, that were used to record the noise had a flat frequency response between 3 Hz and 15 kHz, with a usable bandwidth extending to 30 kHz. During the deployment, the wind speed was 10 m/s, creating fairly frequent white capping on the sea surface. No ships were detected in the vicinity of the experiment site and no evidence of marine mammal sounds appears in the ambient noise data.
From 1 kHz or a little lower up to at least 20 kHz, over most of the water column, the noise data are consistent with the wind noise spectra of Knudsen et al. 19 and Wenz. 18 The second-order spatial statistics of the noise are remarkably uniform throughout the whole water column, including the vicinity of the critical depth. Such behavior is consistent with the noise originating in local, wind-driven surface sources rather than distant shipping. If distant shipping were a significant contributor to the noise field, the associated noise rays would be trapped in the deep sound channel, arriving at the sensor station more or less horizontally and above the critical depth. A difference in the character of the noise would then be expected on either side of the critical depth but no such difference is observed.
Over the frequency band from 1 to 10 kHz, the observed vertical coherence function and its Fourier transform, the cross-correlation function, accurately follow the theory of Cron and Sherman 14, 15 for deep-water, surface-generated ambient noise, provided that the local sound speed is used in evaluating the theoretical expressions. From this observation, it may be inferred that between 1 and 10 kHz the vertical directionality of the noise is essentially independent of depth over most, if not all, of the water column, taking a form that is consistent with Cron and Sherman's 14,15 simple deep-water cosine expression in Eq. (10) . Thus, all the observed noise in the 1 to 10 kHz band is downward traveling, signifying that bottom reflections make a negligible contribution to the ambient noise field, even at depths in the proximity of the seabed. The absence of a detectable upward propagating component in the noise field could be because the bottom consists of a very fine-grained, extremely soft sediment which acts, in effect, as a fluid with an acoustic impedance similar to that of the water column.
The conclusion that the directional density function is essentially independent of depth in the 1 to 10 kHz frequency band is consistent with the noise sources being locally distributed across the sea surface. Since most of the associated acoustic energy from local, wind-driven sources propagates at steep, near vertical angles, refraction by the sound speed profile is negligible, as a result of which the (vertical) directional density function remains more or less constant throughout the water column. This being true for the Philippine Sea (at least, on Julian Day 119), which exhibits a typical deep-water sound speed profile, it may also be true for other deep-water locations. It would then follow that Cron and Sherman's 14,15 vertical coherence and cross-correlation functions also apply elsewhere, irrespective of the detailed shape of the sound speed profile, provided that they were evaluated using the local sound speed. In other words, the vertical statistical measures of deep-water, wind-generated noise could be predictable. If this were so, it clearly has important implications with regard to the operation of many underwater acoustic systems, including phased arrays of hydrophones, where the coherence matrix is a central component of the beam-steering algorithm.
Although the directional density function shows no detectable dependence on depth, the cross-correlation function is sufficiently sensitive to the local sound speed that it can be used as the basis of a simple inversion technique for recovering the sound speed profile. This noise inversion procedure has been demonstrated over the depth range of the experiment, returning estimated sound speeds at 500 m depth intervals with a root-mean-square error, relative to the CTD sound speed profile, of 8.2 m/s. The success of the inversion technique in returning reasonably accurate sound speeds over an extended range of depths provides further confirmation that the noise conforms to Cron and Sherman's 14, 15 theory of surface-generated noise, since the latter is an intrinsic component of the inversion process.
As the two hydrophones on Deep Sound are not protected by flow shields, the raw noise data are corrupted by turbulence fluctuations generated by the motion of the system through the water column. In effect, the uncorrelated turbulence fluctuations suppress slightly the ambient noise oscillations in the coherence function. A technique has been introduced in this article for recovering the ambient noise coherence function and the associated cross-correlation function from the raw noise data.
Several flow shield designs aimed at reducing the effects of turbulence have been investigated for use on future Deep Sound systems but with varying degrees of success. Perhaps the most promising is a thin wire frame surrounding each hydrophone, over which is stretched a fine nylon mesh. The idea is to trap a layer of still water next to the hydrophone, while keeping the turbulence fluctuations away from the active face of the sensor. Whether this will work remains to be seen. Of course, the turbulence problem could be mitigated by reducing the ascent and descent rates of Deep Sound but power budget considerations prohibit this solution with currently available technology.
