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Abstract 
Many algorithms that can be used to predict the traffic flow, there are some who are known 
algorithms which have a more accurate performance and some are off in the performance test the 
accuracy of the algorithm. For this algorithm needs to be tested to find out. The proposed method is 
SVM, SVM-PSO. Compared  this method in neural network-based algorithm that has been in 
curatorial commentary for UJIA rentettime prediction data. Algorithms to be tested is SVM, SVM-
PSO and Neural Network, which used the data to predict short-term traffic flow. Each of these 
algorithms will be implemented by using RapidMiner5.1.Performance measurement is doneby 
calculating the average amount of error that occurs through Root Mean Square Error(RMSE). The 
smaller the valueof each of the stated performance parameters predicted value closer to the true 
value. Thus it can be seen that the algorithm is more accurate. 
 
Keywords: traffic flow,RMSE, artificial neural networks, support vector machines, svm-pso rentet 
prediction time 
 
1. PENDAHULUAN 
 
Pemerintah khususnya badan perencanaan 
pembangunan nasional dan daerah harus memiliki 
konseptualisasi regional untuk pembangunan dan 
perbaikan sarana dan prasarana transportasi yang 
dapat membawa pertumbuhan ekonomi . 
 Pada tahun 2004 sekitar 46,3 persen total 
panjang jalan mengalami kerusakan ringan dan 
berat.Pembangunan prasarana transportasi 
mengalami kendala terutama yang terkait dengan 
keterbatasan pembiayaan pembangunan, operasi 
dan pemeliharaan sarana dan prasarana 
transportasi. Demikian pula kualitas pelayanan 
angkutan umum yang makin menurun, terjadi 
tingkat kemacetan dan polusi di beberapa kota 
besar yang makin parah, serta tingkat kecelakaan 
yang makin tinggi. Terlebih lagi sejak krisis 
ekonomi 1998 berdampak pada menurunnya 
kualitas sarana dan prasarana jalan. Dalam 
rencana jangka panjang 2005-2025, pembangunan 
transportasi diarahkan untuk mendukung kegiatan 
ekonomi, sosial, dan budaya serta lingkungan dan 
dikembangkan melalui pendekatan pengembangan 
wilayah agar tercapai keseimbangan dan 
pemerataan pembangunan antardaerah. Selain itu, 
perlu ada upaya terus menerus untuk 
meningkatkan budaya berlalu lintas yang tertib 
dan disiplin serta mempercepat dan memperlancar 
pergerakan penumpang dan barang melalui 
perbaikan manajemen transportasi. 
 Dasar dan kunci dalam manajemen sistem 
transportasi cerdas adalah kemampuan untuk 
prediksi arus lalu lintas jangka pendek secara 
akurat dan efisien.Prediksi yangtidak akurat 
menyebabkan perencanaan yang tidak 
tepat.Pengetahuan mengenai perkiraan kondisi 
lalu lintas dalam beberapa waktu ke depan akan 
sangat membantu pihak terkait untuk melakukan 
sesuatu guna memastikan kelancaran arus lalu 
lintas. 
Data yang tidak liner dan kondisi arus lalu 
lintas yang tidak homogen , algoritma apakah 
yang memiliki kinerja lebih akurat dalam 
memprediksi Arus Lalu Lintas.Sedangkan 
pertanyaan penelitian (research questions) pada 
penelitian ini adalah: “Bagaimana akurasi 
algoritma Support Vector Machines, Support 
Vector Machines – PSO, untuk memprediksi arus 
lalulintas jangka pendek?” 
Berdasarkan  latar  belakang  dan  rumusan  
masalah  diatas,  maka  penelitian  ini  bertujuan 
untuk menentukan algoritma Support Vector 
Machines , Support Vector Machines – PSOyang 
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memiliki kinerja lebih akurat memprediksi arus 
lalu lintas jangka pendek. 
 
 
2. DASAR TEORI 
 
2.1  Particle Swarm Optimization 
 
 Particle swarm optimization, disingkat 
sebagai PSO, didasarkan pada perilaku sebuah 
kawanan serangga, seperti semut, rayap, lebah 
atau burung. Algoritma PSO meniru perilaku 
sosial organisme ini. Perilaku sosial terdiri dari 
tindakan individu dan pengaruh dari individu-
individu lain dalam suatu kelompok. Jadi PSO 
dikembangkan dengan berdasarkan pada model 
berikut: Ketika seekor burung mendekati target 
atau makanan (atau bisa minimum atau maximum 
suatu fungsi tujuan) secara cepat mengirim 
informasi kepada burung-burung yang lain dalam 
kawanan tertentu, Burung yang lain akan 
mengikuti arah menuju ke makanan tetapi tidak 
secara langsung, dan Ada komponen yang 
tergantung pada pikiran setiap burung, yaitu 
memorinya tentang apa yang sudah dilewati pada 
waktu sebelumnya. 
 
2.2  Fungsi Kernel 
 Pada umumnya masalah dalam domain 
dunia nyatajarang yang bersifat linear separable. 
SVM dimodifikasi dengan memasukan fungsi 
kernel, untuk menyelesaikan problem non 
linear.Dalam non linear SVM, data dipetakan oleh 
fungsi Φ ke ruang vector yang berdimensi lebih 
tinggi. Pada ruang vector yang baru kelas 
Hyperplane yang memisahkan kedua kelas 
tersebut dapat dikonstruksikan.  
 Dengan memasukan fungsi kernel pada 
persaman optimasi SVM, maka persamaan 
menjadi: 
max{∑ 𝛼
𝑛
𝑖
−
1
2 
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝐾(𝑥?̅?, 𝑥?̅?
4
𝑖,𝑗
 } 
∑ 𝛼𝑖𝑦𝑖 = 0
𝑛
𝑖=1
 
0 ≤ αi ≤ C        i=1,…,n 
Βd  ≥ 0             i= 1,…,n 
 
2.3 Komponen Lalu Lintas 
 Lalu lintas merupakan suatu interaksi dari 
berbagai komponen dan perilaku yang 
membentuk suatu kondisi lalu lintas. Pada 
dasarnya komponen utama lalu lintas terdiri dari: 
pemakai jalan, kendaraan dan jalan 
 
2.4  Volume dan Arus Lalu Lintas 
 Lalulintas harian rata-rata (LHR) sering 
digunakan untuk perencanaan jalan. Volume 
harian dinyatakan dengan  smp per hari. LHR 
diperoleh dari pengukuran volume lalulintas 
selama 24 jam pada suatu ruas jalan. Pengukuran 
ini dilakukan beberapa hari. Hasilnya dirata-
ratakan sehingga menjadi LHR. 
 Volume Jam Puncak (VJP). Pengukuran 
volume biasanya dilakukan untuk mengetahui 
volume jam puncak (VJP). Besaran VJP 
digunakan untuk perancangan sturktur maupun 
manajemen lalulintas. Besaran VJP di estimasi 
dari besaran LHR, sebagaimana persamaan 
berikut: 
𝑉𝐽𝑃 = 𝑘. 𝐿𝐻𝑅 
LHR : Lalu lintas selama 24 jam pada hari 
normal (smp/hari) 
VJP : Volume jam puncak pada hari normal 
(smp/jam) 
Nilai k : Proporsi LHR  pada jam puncak, 
sekitar10 –11 % 
 
Faktor jam Puncak (FJP). Hubungan antara 
volume maksimum dan arus maksimum dalam 
satu jam didefinisikan sebagai faktor jam puncak 
(FJP). Hubungan tersebut dinyatakan: 
 
𝐹𝐽𝑃 =
𝑉
4. 𝑄15
 
 
V    = Volume maksimum dalam waktu satu jam 
Q15 = Arus lalulintas (smp/15 menit) 
 
 
 
2.5  Support Vector Machines 
 Support Vector Machine (SVM) adalah 
salah satu teknik pembelajaran terawasi yang 
pertama kali diperkenalkan pada COLT-92 oleh 
Vapnik, Boser, dan Guyon. SVM dapat digunakan 
untuk klasifikasi dan juga regresi. SVM juga 
merupakan metode yang paling banyak digunakan 
dalam pengenalan pola dan pengenalan objek. 
Tujuan dari support vector machine adalah untuk 
membentuk hyperplane sebagai lapisan keputusan 
sehingga margin yang memisahkan antara contoh 
positif dan negatif bisa dimaksimalkan dengan 
pendekatan perubahan optimasi. 
Misalkan kita mempunyai fungsi berikut: 
min 𝑓(𝑥) 𝑑𝑖𝑚𝑎𝑛𝑎𝑋(𝐵) ≤ 𝑋 ≤ 𝑋(𝐴)  
dimana X (B) adalah batas bawah dan X (A) 
adalah batas atas dari X . 
Prosedur PSO dapat dijabarkan dengan langkah-
langkah sebagai berikut: 
1. Asumsikan bahwa ukuran kelompok atau 
kawanan (jumlah partikel) adalah N . untuk 
mengurangi jumlah evaluasi fungsi yang 
diperlukan untuk menemukan solusi, 
sebaiknya ukuran N tidak terlalu besar, tetapi 
juga tidak terlalu kecil,agar ada banyak 
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kemungkinan posisi menuju solusi terbaik atau 
optimal. Jika terlalu kecil, sedikit 
kemungkinan menemukan posisi partikel yang 
baik. Terlalu besar juga akan membuat 
perhitungan jadi panjang.Biasanya digunakan 
ukuran kawanan adalah 20 sampai 30 partikel. 
2. Bangkitkan populasi awal X dengan rentang X 
(B) dan X (A) secara random sehingga didapat 
X1, X2, ..., XN . Setelah itu, untuk 
mudahnya,partikel j dengan kecepatan pada 
iretasi I dinotasiakan sebagai X j(i) dan Vj(i)  
sehingga partikel-partikel awal ini akan 
menjadi X1(0), X2(0), ..., XN (0). Vektor Xj 
(0), (j = 1, 2, ..., N ) disebut partikel atau 
vektor koordinat dari partikel. (seperti 
kromosom dalam algoritma genetika). 
Evaluasi nilai fungsi tujuan untuk setiap 
partikel dan nyatakan dengan 
𝑓[𝑋1(0)], 𝑓[𝑋2(0), … , f[XN(0)] 
 
3. Hitung kecepatan dari semua partikel. Semua 
partikel bergerak menuju titik optimal dengan 
suatu kecepatan. Awalnya semua kecepatan 
dari partikel diasumsikan sama dengan nol. 
Set iterasi i = 1. 
4. Pada iterasi ke-i, temukan 2 parameter penting 
untuk setiap partikel j yaitu:  
(a) Nilai terbaik sejauh ini dari Xj (i) 
(koordinat partikel j pada iterasi (i) dan 
nyatakan sebagai Pbest,j , dengan nilai 
fungsi obyektif paling rendah (kasus 
minimasi) , f [Xj (i)] , yang ditemui 
sebuah partikel j pada semua iterasi 
sebelumnya.Nilai terbaik untuk semua 
partikel Xj (i) yang ditemukan sampai 
iterasi ke-i, Gbest ,dengan nilai fungsi 
tujuan paling kecil/minimum diantara 
semua partikel untuk semua iterasi 
sebelumnya,  f [Xj (i)].  
(b) Hitung kecepatan partikel j pada iterasi ke 
i dengan rumus sebagaiberikut: 
𝑉𝑗(𝑖) = 𝑉𝑗(𝑖 − 1) + 𝑐𝑙𝑒𝑙 [𝑃𝑏𝑒𝑠𝑡, 𝑗 − 𝑥𝑗(𝑖 − 1) +
𝑐2𝑟2[𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑖 − 1)], 𝑗 = 1, 2, … 𝑁
 dimana c1 dan c2 masing-masing adalah 
learning rates untuk kemampuan individu 
(cognitive) dan pengaruh sosial (group), dan r1 
dan r2 bilangan random yang berdistribusi 
uniforml dalam interval 0 dan 1. Jadi parameters 
c1 dan c2 dmenunjukkan bobot dari memory 
(position) sebuah partikel terhadap memory 
(posisi) dari kelompok(swarm). Nilai dari c1 dan 
c2 biasanya adalah 2 sehingga perkalian c1r1 dan 
c2 r2 memastikan bahwa partikel-partikel akan 
mendekati target sekitar setengah selisihnya. 
     (c) Hitung posisi atau koordinat partikel j pada 
iterasi ke-i dengan cara 
Xj (i) =  Xj (i −  1) +  Vj (i);  j 
=  1, 2, … , N 
Evaluasi nilai fungsi tujuan untuk setiap 
partikel dan nyatakan sebagai 
𝑓[𝑋19𝑖), 𝑓[𝑋2(𝑖)], … , 𝑓[𝑋𝑁 9𝑖)] 
 
2.6 Transform Data 
 Data sebelum di masukan ke Rapidminer di 
transform dengan menggunakan rumus sebagai 
berikut : 
𝑥 = 0.8 ∗ (𝑥′ − 𝑎)/(𝑏 − 𝑎) + (0.1)   
Dimana : a = nilai minimum  dan b = nilai 
maximum 
 
2.7 Parameter Evaluasi 
Menurut Carlo Vercellis, adadua alasan 
utama untuk mengukur akurasi prediksi model 
time series. Pertama, pada tahap pengembangan 
dan identifikasi model, ukuran akurasi diperlukan 
untuk membandingkan model-model alternatif 
satu sama lain dan untuk menentukan nilai 
parameter yang muncul dalam ekspresi untuk 
fungsi prediksi F. Untuk mengidentifikasi model 
prediksi yang paling akurat, masing-masing 
model dianggap diterapkan pada data masa lalu, 
dan model dengan total error minimum dipilih. 
Kedua, setelah model prediksi telah 
dikembangkan dan digunakan untuk 
menghasilkan prediksi untuk masa mendatang, 
perlu untuk secara berkala menilai keakuratan, 
untuk mendeteksi kelainan dan kekurangan dalam 
model yang mungkin timbul di lain waktu. 
Evaluasi keakuratan prediksi pada tahap ini 
membuat mungkin untuk menentukan apakah 
model masih akurat atau memerlukan suatu 
revisi.Untuk mengevaluasi akurasi dan peramalan 
kinerja model berbeda, penelitian ini mengadopsi 
tiga indeks evaluasi: Percentage Error (MAPE), 
Mean Square Error (MSE) atau Root Mean 
Square Error (RMSE) dan  Mean Absolute 
Deviation (MAD). Formula untuk menghitung 
indeks ini diberikan di bawah ini: 
 
Mean Absolute Percentage Error (MAPE) 
MeanAbsolute Percentage Error adalah  nilai 
absolute dari persentase error data terhadap mean, 
atau dapat dirumuskan sebagai berikut: 
𝑀𝐴𝑃𝐸 =
∑
|𝑃𝑟𝑒𝑑𝑖𝑘𝑠𝑖−𝐴𝑘𝑡𝑢𝑎𝑙|
𝐴𝑘𝑡𝑢𝑎𝑙
𝑥 100 
𝑛
  
Mean Square Error (MSE) 
Mean Square Error  adalah penjumlahan kuadrat 
error atau selisih antara nilai sebenarnya (aktual) 
dan nilai prediksi, kemudian membagi jumlah 
tersebut dengan banyaknya waktu data peramalan, 
atau dapat dirumuskan sebagai berikut: 
𝑀𝑆𝐸 =  
∑(𝐴𝑘𝑡𝑢𝑎𝑙−𝑃𝑟𝑒𝑑𝑖𝑘𝑠𝑖)2
𝑛
              
Root Mean Square Error (RMSE) 
Root Mean Square Error  adalah penjumlahan 
kuadrat error atau selisih antara nilai sebenarnya 
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(aktual) dan nilai prediksi, kemudian membagi 
jumlah tersebut dengan banyaknya waktu data 
peramalan dan kemudian menarik akarnya, atau 
dapat dirumuskan sebagai berikut: 
𝑅𝑀𝑆𝐸 =  √
∑(𝐴𝑘𝑡𝑢𝑎𝑙−𝑃𝑟𝑒𝑑𝑖𝑘𝑠𝑖)2
𝑛
  
Mean Absolute Deviation (MAD) 
MeanAbsolute Deviation adalah  nilai absolutdari 
penyimpangan data terhadap mean, atau dapat 
dirumuskan sebagai berikut: 
𝑀𝐴𝐷 =
∑|𝐴𝑘𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑘𝑠𝑖|
𝑛
 
2.8 Pembanding Algoritma 
Membandingkan dua atau lebih algoritma 
dilakukan dengan membandingkan error yang 
dihasilkan masing-masing algoritma. Untuk 
mendapatkan perbedaan signifikan secara statistik 
maka dilakukanlah perbandingan. 
Pada beberapa dataset jika ingin melakukan 
perbandingan dua atau lebih algoritma. Faktor 
yang membuat perbedaan adalah bahwa suatu 
algoritma tergantung pada seberapa baik bias 
induktif yang cocok dengan masalah akan 
berperilaku berbeda pada dataset yang berbeda, 
dan nilai kesalahan ini pada set data yang berbeda, 
tidak bisa dikatakan terdistribusi secara normal 
sekitar beberapa akurasi rata-rata. Ini berarti perlu 
untuk menggunakan tes nonparametrik. 
Perbandingan ini dapat menggunakan 
analysis of varian (Anova) satu arah dan Test 
Kruskal-Wallis. Dengan demikian perbandingan 
ini dapat menggunakan analysis of varian 
(Anova) satu arah dan Test Kruskal-Wallis. 
 
2.9 Analysis of Variance (ANOVA) Satu Arah 
ANOVA satu arah untuk mengetahui apakah 
data dari beberapa kelompok memiliki rata –rata 
umum. Maksudnya untuk menetukan apkah ada 
kelompok yang secara actual berbeda dalam 
parameter-parameter terukur. 
Tabel Error! No text of specified style in 
document..1 Hasil Keluaran ANOVA Satu 
Arah 
 
Hasil ANOVA dilaporkan dalam table ANOVA 
seperti ditunjukan dalam tabel.Tabel menunjukan 
analisis satu arah dasar di mana factor tunggal, 
misalnya untuk algoritma Support Vector 
Machines. 
 
3.0 Test Kruskal-Wallis 
Test ini adalah versi non-parametrik dari ANOVA 
satu arah dan merupakan sebuah generalisasi 
beberapa sampel dari sebuah tes perinkat. Asumsi 
ini dibalik tes adalah untuk pengukuran berasal 
dari distribusi yang kontinu, tetapi tidak selalu 
merupakan distribusi normal. Tes ini berdasarkan 
analisa varians menggunakan jajran nilai data, 
bukan nili data iut sendiri perhitungan mirip 
dengan table ANOVA, dan dapat digambarkan 
boxplot. 
 
3. HASIL DAN PEMBAHASAN 
3.1 Eksperimen dan Pengujian Model 
Algoritma yang diusulkan dalam penelitian 
ini akan diterapkan pada data arus lalu lintas 
2006-2011 ruas Liang Anggang – Martapura. 
Support Vector Machines dan Support 
Vector Machines PSO dalam penelitian ini di 
terapkan pada data arus lalu lintas 2006-2011 ruas 
liang Anggang –Martapura dengan Rapidminer. 
Data di Transform dari data SMP kemudian d 
masukan ke Rapidminer. 
3.2 Hasil Eksperimen 
Support Vector Machines dan Support Vector 
Machines – PSO 
Hasil penelitian ini menghasilkan Root Mean 
Squered Error (RMSE) dari algoritma SVM dan 
SVM_PSO , dibandingakn lagi dengan hasil 
penelitan Bambang Lareno berbasis Neural 
Network adalah sebagai berikut : 
Tabel 3.1 Nilai RMSE 
Algoritma  Root Mean 
Squered Error 
(RMSE) 
BPNN 3,434 
ANFIS 7,307 
WNN 2,684 
ENN 2,722 
SVM 0,173 
SVM-PSO 0,160 
SVM(PSO) 0,179 
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Grafik 3.1 Grafik hasil SVM,SVM-PSO dan 
SVM(PSO 
Grafik di atas merupakan hasil gabungan dari 
algoritma SVM,SVM-PSO,dan SVM(PSO). Hasil 
yang di peroleh oleh SVM-PSO yang di 
tempelkan PSO nya ternyata lebih baik. 
3. 3 Implikasi Penelitian 
Berdasarkan hasil penelitian dan 
pengukuran, penerapan algoritma ENN adalah 
algoritma yang memprediksi arus lalu lintas 
jangka pendek dengan  lebih akurat. Dengan 
demikian, adanya penerapan algoritma SVM-PSO 
mampu memberikan solusi bagi petugas 
mengelola arus lalu lintas maupun instansi terkait, 
serta menjadi metode prediksi arus lalu lintas 
jangka pendek dalam rangka manajemen lalu 
lintas.  
 
Kesimpulan 
Dari hasil penelitan dapat disimpulkan bahwa  
algoritma Support Vector Machines adalah 
algoritma Klasifikasi yang bisa digunakan untuk 
Predisksi rentet waktu. Dari hasil penelitian 
Support Vector Machines – PSO lebih baik dari 
Support Vector Machines maupun algoritma 
berbasis Neural Network . Hal ini di sebabkan 
data yang tidak linear , arus lalu lintas yang tidak 
homogen, dan kapasitas jalan yang terbatas. Hasil 
RMSE untuk  Support Vector Machines – PSO 
adalah 0,160. Hasil RMSE Support Vector 
Machines(PSO) yang tersedia di RapidMiner 
ternyata kurang baik akurasinya di bandingakan  , 
Support Vector Machines – PSO yang PSO di 
tempelkan di Support Vector Machines. Algoritma 
Support Vector Machines , Support Vector 
Machines – PSO untuk memprediksi arus lalu 
lintas, dengan demikian algoritma ini diharapkan 
mampu memberikan solusi bagi pemerintah untuk 
mengelola arus lalu lintas , serta menjadi metode 
prediksi  arus lalu lintas jangka pendek dalam 
manajemen arus lalu lintas. 
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