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Previous work characterizing till in Iowa has identified the extensive fracture networks 
that can reach depths of 30 m. Preferential flow in those fractures can result in groundwater 
velocities that are 1-4 orders of magnitude higher than those in the matrix and facilitate rapid 
advective transport. The effects of till fractures have been quantified by column tracer tests in 
the laboratory, but their effects on flow and transport at larger scales (e.g., field, watershed) 
are unknown, primarily due to the lack of  data on fracture properties and a computationally-
feasible method for including fractures in large-scale models. This research provides a 
methodology to address this problem and allow fractures to be incorporated into models at 
larger scales. Field fracture measurements, quantification of the Representative Elementary 
Volume (REV), development of a hydraulic conductivity (K) tensor estimation program 
(FracKFinder) and numerical modeling with the dual-continuum (D-C) model in 
HydroGeoSphere (HGS) were used to characterize the hydraulic properties of the matrix and 
fractures of the late Wisconsin Dows Formation till in central Iowa.  
Determining bulk direction K values of ten different volumes of fractured till, ranging 
from 0.125 m3 to 7 m3, was the first step in this analysis. HGS simulations suggested that the 
REV of the Dows Formation ranges from 4 to 5 m3 at depths of one m where fractures are 
densest (P32 ≥ 27.5 m2/m3) and most transmissive, to 2 to 3 m3 at depths of 3.3 m where 
fracture transmissivity and fracture density are lower (P32 ≤ 24.4 m2/m3). A MATLAB 
program, FracKfinder, was used to compute a six-component K tensor from the REV. The 
resulting tensors showed that the till matrix is approximately anisotropic, while the fracture 
network had slightly greater (40 to 60 percent) K values in the z-direction, due to the 
predominantly vertical orientation of the fractures. Using the tensors, a D-C simulation of a 





documented modeling approaches (i.e., equivalent porous media; EPM; and discrete fracture 
network-matrix; DFM-M) with simulation times of under eight seconds. Sensitivity analysis 
using PEST showed that parameters K and porosity associated with the matrix are the most 
important to constrain with field data. Fracture spacing was shown to be important for 
computing input parameters for the second (fracture) continuum in the D-C model. When 
input parameters are taken from site-specific field and laboratory data, the D-C model is able 
to predict the experimental results with a high degree of accuracy (modified index of 
agreement > 0.95). Additionally, the ability of the D-C model to calibrate to empirically- or 
theoretically-derived parameters without good initial parameter estimates suggests that the D-
C model is capturing the physics of groundwater flow and solute transport in fractured till.  
Modeling results were supported by laboratory data from bromide tracer experiments 
conducted on samples (16-cm-wide by 16-cm-tall and less than the REV) from a Dakota 
Access pipeline trench. Samples containing well-connected fracture networks produced 
breakthrough curves with rapid first arrival times and shapes characteristic of solute transport 
in a fractured medium. Samples containing fewer or no connected fractures produced slower 
breakthrough with curves similar to unfractured till. Furthermore, a ± 540% range of 
breakthrough times was observed in cores with nearly identical K values, demonstrating that 
the effects of fractures on transport behavior is unpredictable even when K data suggest that 
well-connected fractures are present. These results suggest that column tracer tests in 
fractured till will not produce groundwater flow and transport parameters representative of 






CHAPTER 1. GENERAL INTRODUCTION 
Fractures are common features that have been documented extensively in deposits of till 
and glaciolacustrine clay. In Iowa, the thick till deposits that comprise the surficial material 
in most of the state are considered barriers to groundwater contamination due to their low 
permeability. However, previous work characterizing the till in Iowa have identified the 
presence of extensive fracture networks that can reach depths of up to 30 m (Lee 1991; Seo 
1996; Eidem et al. 1999). Research conducted in Canada and Denmark has demonstrated that 
groundwater velocities in fractures can be 1-4 orders of magnitude faster than in the 
unfractured till matrix (Grisak et al. 1980; Keller et al. 1988; McKay et al. 1993. Jorgensen et 
al. 2004). The work presented in Helmke (2003) and Helmke et al. (2005a,b) showed that the 
dense fracture networks in the Wisconsinan and Pre-Illinoian till deposits of Iowa can act as 
preferential pathways for fluid and solute movement through an otherwise low-permeability 
media. Despite these findings, the effects of fractures have not been included in field or 
larger-scale groundwater and solute transport modeling projects 
The omission of fractures from modeling projects stems from two primary issues: the 
lack of field data on fracture properties, and the lack of a computationally-feasible method 
for including fractures in large-scale models. These two issues ultimately create a feedback 
loop which prevents future inclusion of fractures in modeling studies; i.e., 1) because there is 
no method for including fractures in models, fracture properties are not gathered, and 2) 
because fracture properties are not gathered, there are few data available for developing a 
method or model for their inclusion. Studies that have addressed the role of fractures on 
groundwater flow and solute transport have either simplified the flow system such that high-
velocity preferential pathways are not explicitly included, or have investigated discrete flow 





Jorgensen et al. 1998; 2002; Helmke et al. 2005a,b; Blessent et al. 2014). Although these 
studies have greatly improved our understanding of groundwater flow and transport 
processes, they have not provided insight into how fractures influence the dynamics of 
groundwater flow and solute transport at scales larger than a laboratory core.  As a result, 
there is a need for a new approach and modeling framework which allows for the explicit 
inclusion of the high-velocity flow paths that fractures create, while remaining 
computationally efficient enough to use at the large field or watershed scale.  
Purpose and Scope 
The hypothesis posed by this dissertation is that the effects of fractures on groundwater 
flow and solute transport can be included in field or watershed-scale models through the use 
of the REV concept. Presented here is a method for taking field data on fracture properties 
and, through a series of statistical and numerical modeling techniques, using them generate 
input parameters for large-scale groundwater flow and solute transport simulations. Also 
presented is a new approach for modeling fractures in till that explicitly accounts for 
groundwater flow and transport through high-K preferential pathways. Finally, the results of 
column tracer experiments conducted on large (16-cm-diameter by 16-cm tall) undisturbed 
cores of fractured till are presented in order to show that estimating model input parameters 
from sub-REV-sized samples will lead to large errors in groundwater velocity predictions.  
Representative groundwater flow parameters for fractured till were estimated using an 
REV analysis on the fractured till of the Dows Formation in central Iowa (Wang et al. 2002; 
Min et al. 2004; Muller et al. 2010; Chapter 3). Fracture-modeling software originally 
designed for oil and gas exploration was utilized to create discrete fracture network-matrix 
(DFN-M) models with fracture properties that were statistically representative of the Dows 





models were then converted to a format readable by the finite-element groundwater flow and 
transport code HydroGeoSphere (HGS; Therrien et al. 2010) using a proprietary conversion 
process developed by Rob McLaren of Golder Associates. We then created a MATLAB-
based user interface for HGS called FracKfinder (Chapter 2), which automated the process of 
determining hydraulic conductivity tensors for the matrix and fracture domains of the REV 
size simulations (Young et al. 2019). The fracture K tensors that FracKfinder computes can 
be considered representative of the in-situ fracture network.  
The Dual Continuum (D-C) model was utilized (Gerke and Van Genuchten 1993) in 
HGS to simulate fluid flow and solute transport in the fractured till (Chapter 4). This model 
has been use primarily in soil science and is a new and unique application for simulation in 
fractured till. Results of D-C simulations using the representative K tensors computed from 
FracKfinder were compared to the laboratory and modeling results published in Helmke et al. 
(2005b), as well as the simulated results from DFN-M and equivalent porous media (EPM) 
models. The D-C models were then calibrated with PEST in order to improve fits to observed 
data and determine parameter sensitivities.  
Finally, K values were measured and bromide tracer experiments were conducted on 
cores 16 cm by 16 cm cores of oxidized and unoxidized till excavated from trenches 
associated with the construction of the Dakota Access Pipeline in central Iowa (Chapter 5). 
This part of the study evaluated how transport groundwater flow and solute transport 
properties vary in samples smaller than the REV. 
Dissertation Organization 
This dissertation entitled “A Holistic Framework for Quantifying Scale-Dependent 
Groundwater Flow and Solute Transport in Fractured Till Using Field Data and Numerical 





manuscript, entitled “FracKfinder: A MATLAB Toolbox for Computing 3-D Hydraulic 
Conductivity Tensors for Fractured Porous Media,” was submitted to Groundwater in May of 
2018, accepted for publication in October 2019, and published in January 2019. The second 
manuscript, entitled “Estimation of the Representative Elementary Volume of a Fractured 
Till: A Field and Groundwater Modeling Approach,” was submitted to Hydrogeology Journal 
in February 2019 and is currently in review. The third manuscript, entitled “Quantitative 
Evaluation of a Dual-Continuum Model for Simulation of Solute Transport in a Fractured 
Till” will be submitted to Journal of Hydrology. The final manuscript, entitled “Column 
Tracer Experiments in Fractured Till: Are Results Representative of In-Situ Field 
Conditions?” will be submitted to Groundwater. The format and reference style of each 
manuscript is in accordance with each journal. The four manuscripts are followed by a 
general conclusions section. MATLAB scripts and HydroGeoSphere input files created for 
this study, as well as the grain size data referenced in Chapter 5 follow the general 









CHAPTER 2. FRACKFINDER: A MATLAB TOOLBOX FOR COMPUTING 
THREE-DIMENSIONAL HYDRAULIC CONDUCTIVITY TENSORS FOR 
FRACTURED POROUS MEDIA 
Nathan L. Young, Jacqueline E. Reber, and William W. Simpkins 
Modified from a manuscript published in Groundwater 
Abstract 
Fractures in porous media have been documented extensively. However, they are often 
omitted from groundwater flow and mass transport models due to a lack of data on fracture 
hydraulic properties and the computational burden of simulating fractures explicitly in large 
model domains. We present a MATLAB toolbox, FracKfinder, that automates 
HydroGeoSphere (HGS), a variably-saturated, control volume finite-element model, to 
simulate an ensemble of discrete fracture network (DFN) flow experiments on a single cubic 
model mesh containing a stochastically-generated fracture network. Because DFN 
simulations in HGS can simulate flow in both a porous media and a fracture domain, this 
toolbox computes tensors for both the matrix and fractures of a porous medium. Each model 
in the ensemble represents a different orientation of the hydraulic gradient, thus minimizing 
the likelihood that a single hydraulic gradient orientation will dominate the tensor 
computation. Linear regression on matrices containing the computed 3-D hydraulic 
conductivity (K) values from each rotation of the hydraulic gradient is used to compute the K 
tensors. This approach shows that the hydraulic behavior of fracture networks can be 
simulated where fracture hydraulic data are limited. Simulation of a bromide tracer 
experiment using K tensors computed with FracKfinder in HydroGeoSphere demonstrates 
good agreement with a previous large-column, laboratory study. The toolbox provides a 
potential pathway to upscale groundwater flow and mass transport processes in fractured 
media to larger scales.  
Introduction 
Fractures in porous media have been documented extensively (e.g. Grisak and Cherry, 
1975; Keller et al. 1988; Odling et al. 1999; Bonnet et al. 2001). Fractures act as high-
permeability conduits for fluid and solutes within otherwise low-permeability media (Long et 
al. 1982; Odling et al. 1999; Helmke et al. 2005a). Although core-scale studies are abundant 
in the literature, quantifying how these features behave in large-scale flow systems is 
important for groundwater resource protection and development. However, data on physical 
and hydraulic properties of fractures in the field, such as spacing, intensity, orientation, and 





these data into a flow property that can be upscaled for use in a model addressing 
macroporous flow has been a significant impediment to progress. To overcome this 
impediment, we created a MATLAB toolbox, FracKfinder, that automates the process of 
computing 3-D hydraulic conductivity (K) tensors for use in groundwater flow and mass 
transport models in fractured porous media. Computation of the K tensors represents a first 
step towards using fracture hydraulic data in larger-scale models.  
Single- and dual-continuum models have been used to upscale groundwater flow in 
fractures (Sudicky, 1989; Gerke and van Genuchten, 1993; Helmke et al. 2005b; Blessent et 
al. 2014). Representing fracture-induced anisotropy requires a 3-D, 6-component K tensor 
(symmetry assumed) for the fractures. For fractured media with a permeable matrix, tensors 
are required for both domains. FracKfinder uses discrete fracture network (DFN) models 
with stochastically-generated fracture networks to compute these tensors. Previous work has 
shown that models of this type closely approximate the morphology and hydraulic behavior 
of in-situ fracture networks (Cacas et al. 1990; Wen and Gómez-Hernández, 1996; Wang et 
al. 2002; Min et al. 2004; Helmke et al. 2005b; Zhang et al. 2006).  
The toolbox was designed to be used with the control-volume, finite-element, variably-
saturated groundwater flow and mass transport code HydroGeoSphere (HGS; Therrien et al. 
2010; Brunner and Simmons, 2012). HGS, like its forerunners FRACTRAN and 
FRAC3DVS, is capable of simulating flow in both discrete fractures as well as porous media 
via a dual-continuum equation structure (Therrien and Sudicky, 1996; Therrien et al. 2010; 
Pierce et al. 2018). In this structure, 2-D flow in the fracture domain and 3-D flow in the 
porous media domain are solved simultaneously, while flow between the two domains is 





combined with the ability to simulate the process of matrix diffusion, makes FracKfinder 
appropriate for use in fractured unlithified sediments (e.g., till) as well as fractured rock 
(Blessent et al. 2014). While we recommend using HGS with FracKfinder, we have included 
a section at the end of the paper suggesting how FracKfinder may be adapted for use with 
other DFN models.   
FracKfinder creates and executes an ensemble of flow simulations, each with a different 
orientation of the hydraulic gradient, on a DFN model. The user can specify whether to 
consider flow in the host material through the use of zero or non-zero K values for the porous 
media domain. Mean component K values for the matrix (if required) and fracture domains 
are computed for each rotation. Linear regression is applied to  matrices containing the 
computed 3-D K values from each rotation of the hydraulic gradient, producing a 3-D K 
tensor for each domain.  
FracKfinder is structured in two parts: preFracK, which writes input files for the HGS 
preprocessor, Grok, and initiates each simulation in the ensemble sequentially; and 
postFracK, which reads the HGS model output and computes K tensors from the ensemble of 
flow simulations (Wang et al. 2002). FracKfinder automates the estimation of fracture 
hydraulic parameters, thus simplifying the process of including measurements of fracture 
orientation, spacing, and aperture size in larger-scale groundwater flow and mass transport 
models. 
Overview 
In order for the user to run the scripts contained in FracKfinder, a license for MATLAB 
and a licensed or evaluation copy of HGS must be obtained. The user must supply the DFN 
grid files in a HGS-readable form. The user must also supply information on the porous 





fractures (in the prefix.fprops file), and then follow the workflow outlined in Figure 1. The 
FracKfinder script and a directory labeled “User_Files,” may be downloaded from Github 
(https://github.com/nlyoung23/FracKfinder). The User_Files folder includes all the templates 
needed to edit and run the code. The directory labeled “Example” includes a demonstration 
of the code. 
Two scripts, preFracK and postFracK, must be run in sequence. PreFracK generates the 
input files required to run HGS’s native preprocessor, Grok. The second script, postFracK, 
reads the velocities generated by HSPLOT and implements our K tensor estimation method. 
PreFracK generates an ensemble of 78 models, each with a different 2-D rotation of the 
hydraulic (head) gradient plane, as illustrated in Figure 2. The number of simulations is 
dependent on the step size of the gradient rotation as well as the direction of the rotation. We 
used 14 rotations on each axis (Figure 2).  
Rotations occur in both directions orthogonal to flow. For example, to characterize flow 
in the Z direction of the model, rotations occur along the X axis and Y axes. The 0 and 180 
degree rotations are used only once, resulting in 26 discrete rotations per principle flow 
direction. FracKfinder simulates flow in the X, Y, and Z directions, resulting in 78 total 
rotations. This ensemble-based approach prevents the magnitudes of the resulting tensors 
from being dominated by the effect of a single gradient orientation, thus resulting in more 
representative values (Wen and Gómez-Hernández 1996). The execution of the preFracK 
script also initializes HGS. When finished, the code writes an input file for HGS’s native 
postprocessor, HSPLOT, and initializes this executable in order to extract the porous media 
and fracture velocities required for computing the K tensor. The output is saved in files 







PostFracK solves for K using a modified system of equations (Wang et al. 2002). The 
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Where |∆ℎ| = 	∆ℎ	 ∙ 	! is the magnitude of the hydraulic gradient in the ! direction, and 1 is 
specific discharge. Variables with an underscore represent vectors. 
Kd(!) can be related to ! via the hydraulic conductivity tensor %: 
%&'!( = 	!2	%	!	 [2] 
This equation is a canonical ellipsoid with semi-axes Kxx-(1/2), Kyy-(1/2), and Kzz-(1/2), where Kxx, 
Kyy, and Kzz, are the three principal directions of K. From Equation 2 we calculate the 
following: 
!34
5 %44 + !37
5 %77 + !38
5 %88 +!34!37%47 +	!37!38%78 +!34!38%48 + 
	!37!34%74 +	!38!37%74 +	!38!34%74 = 	%&'!(	     [3]
  
Where (Kxx, Kyy, Kzz, Kxy, Kyz, Kxz, Kyx, Kzy, Kzx) are the nine components of the equivalent 
hydraulic conductivity tensor, and %&'!3(	is the ith directional K along the hydraulic 
gradient unit vector (!34, !37, !38)2.  
 The i values of the directional K along i specific directions of the hydraulic gradient (i » 
9), produce a system of i linear algebraic equations with nine unknown variables (Kxx, Kyy, 
Kzz, Kxy, Kyz, Kxz, Kyx, Kzy, Kzx). Because the heterogeneity imposed by the fractures, 
multiple flow simulations are needed in order to minimize the likelihood that one orientation 
of the hydraulic gradient will disproportionately influence the value of the equivalent K 
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The value of K(d) is solved for using a linear regression model with the estimator %E =
'%44E , %77E , %88E , %47E , %78E , %48E , %74E , %87E , %84E (
2
 of the regression parameters K = (Kxx, Kyy, Kzz, 
Kxy, Kyz, Kxz, Kyx, Kzy, Kzx)T and using the method of least squares of the form (Wang et al. 
2002): 
 	%E = 	 (%2%)F>%2! [5] 
Although symmetry in the K tensor is assumed, in practice the values of the off-diagonal 
terms can deviate slightly from symmetry in highly heterogeneous environments. To correct 
for this, symmetry is imposed by taking the mean value of the off-diagonal terms (Zhang et 
al. 2005). With symmetry imposed, the model solves for six unknown variables (Kxx, Kyy, 
Kzz, Kxy, Kyz, Kxz). 
File Structure 
The example file included with the code contains all of the files required for initiating 
FracKfinder for the supplied DFN mesh. Although these files do not require editing in order 
to use FracKfinder successfully, we supply a readme file which outlines the structure of each 
input file and will help users set up their own simulations with the supplied templates.  
FracKfinder Preprocessor: PreFracK  
PreFracK requires minimal user input, and a duplicate set of instructions for operating it 
are contained in the text header of the code. The user must specify the location of the file 





present in that file. The numerical values that the user must input include the nodal spacing 
of the model mesh and side length of the mesh cube being examined. These values allow 
PreFracK to compute the total number of nodes contained within each 2-D boundary of the 
model. In addition, the domain must be cubic, so that x=y=z must be true for all model 
meshes used in FracKfinder. The user must also specify a grid geometry value (0 or 1), 
which tells FracKfinder if the point (0,0,0) is located at the center of the domain, or on the 
front corner of the lower left hand side of the model grid. After these variables have been 
entered and the preprocessor initiated, FracKfinder will perform the following tasks: 
1. write the .grok input file for the first model run 
2. run grok 
3. run HydroGeoSphere 
4. write an HSPLOT output file based on of the grid geometry values input into 
  the preprocessor 
5. run HSPLOT 
6. repeat the above loop for the next rotation step in the sequence. 
 Runtimes for the preprocessor script may vary from two hours for small-domain models 
with fewer than 100,000 nodes to 8 hours for grids approaching 1,000,000 nodes. These 
processing times are estimated based on a 2012 Dell Precision workstation with an Intel 
Xeon E5 processor. After the preprocessor has finished, the FracKfinder postprocessor may 
be initiated. 
FracKfinder Postprocessor: PostFracK 
The FracKfinder postprocessor is structured much like the preprocessor.  The user must 
specify the directory containing the HGS model output and two numerical values: the 
effective porosity (n) of the porous media and the mean hydraulic aperture of the fractures. 





velocities by dimension, convert from velocity to specific discharge using the effective 
porosity and hydraulic aperture values, and perform the regression shown in Equation 5. The 
program produces the six component K tensors for the porous media and fracture domains. 
The runtime for postFracK depends on the node count of the models produced by preFracK 
and whether or not flow is simulated in the porous media.  DFN models with node counts 
under 100,000 and zero flow in the porous media produce postFracK runtimes of about five 
minutes. By comparison, models with ~1,000,000 nodes that also simulate flow in the porous 
media may require runtimes of about two hours.   
Performance Evaluation  
We simulated the transport of a conservative tracer through a core of fractured till of the 
late Wisconsin Dows Formation in central Iowa to evaluate the performance of FracKfinder. 
We prescribed a dual-continuum model that used K tensors for the matrix and fracture 
domain calculated by FracKfinder. The model used previously-published fracture data and 
simulated bromide (Br) concentrations from a column experiment in a large, undisturbed 
core of fractured till (Helmke et al. 2005b). Parameters for column experiment and input 
parameters for the dual-continuum model are shown in Table 1. 
Both the model and the column experiment have domain volumes of approximately 0.085 
m3  and a unit hydraulic gradient was imposed to simulate flow from top to bottom of the 
domain. The DFN used in FracKfinder was an 8 m3 block that contained 7346 fractures. 
Mean fracture aperture was 1.5 x 10-5 m, with a standard deviation of 1.9 x 10-5 m (Helmke et 
al. 2005b).  
The dual-continuum model utilized 3-D tensor output for the matrix and fracture domains 















The resultant magnitudes were 9.5 x 10-8 m/s and 6.1 x 10-5 m/s for the matrix and fractures, 
respectively.  
In the dual-continuum model, a pulse of Br equal to 0.05 mM was prescribed as an initial 
concentration at the top of the core and flow through the core was simulated for 60 days. 
Longitudinal dispersivity (αL) for the matrix domain was taken from Helmke et al. (2005a,b). 
The αL value for the fracture domain was fit using published values for fractured till (Table 1; 
Blessent et al. 2014). The resulting cumulative breakthrough curve from the dual-continuum 
model demonstrated good agreement with the results of the column experiment, showing a 
Modified Index of Agreement value (d1) of 0.97 (Willmott et al. 1985; Helmke et al. 2005b; 
Figure 3). The dual-continuum simulation also finished in about 12 seconds, suggesting it 
can reproduce experimental results with great efficiency. 
Application of FracKfinder to Other Modeling Codes 
While designed for use in HGS, FracKfinder could be modified for use in other fracture-
flow models. The preFracK package generates initial hydraulic head values for each gradient 
rotation, and then reads the ascii text file containing all model commands (the .grok file). 
This procedure imposes the boundary conditions for each flow simulation. Other models will 
assign initial heads and boundary conditions differently, but the gradient rotation and 
regression methods are unaffected. 
To simulate each gradient rotation, FracKfinder prints two ascii files containing the initial 





files are named sequentially 01.txt to 24.txt. FracKfinder then writes the name of the head 
files being used beneath the “time file tableˮ command line within the boundary condition 
specification section of the .grok file. This information can be edited to match the command 
file format for other models. PreFracK also initializes the Grok preprocessor and HGS by 
accessing the respective executables within MATLAB. To use PreFracK with another 
modeling code, the user will have to specify the location of the executables (.exe) for the new 
model.  
For post-processing, PostFracK reads the 3-D linear velocity values (v) from each node in 
the fracture domain and porous media domain (if required). Velocity values (v) are then 
converted to specific discharge (q) by multiplying v by the effective porosity (ne) of each 
domain. The code currently scans the HSPLOT-generated output files for the title sections 
above the X, Y, and Z components of v in the porous media (.pm) and fracture (.frac) output 
files. Thus, to read the X components of flow, FracKfinder looks for the title line “# x linear 
velocity (cell centred),” and reads all values below, terminating when the title line for the 
next section of the output file is reached. To adapt this process to another model, the user 
would need to specify the location of the output files, as well as the text of the title lines 
above the 3-D v values in the corresponding output file. Additionally, if an alternative model 
outputs q instead of v for the porous media domain, the effective porosity within PostFracK 
will need to be set to 1 in order to prevent accounting for porosity twice during the K tensor 
computation.  
Summary 
Fractures are often omitted from groundwater flow and mass transport models due to lack 
of available data on fracture hydraulic properties and the computational burden of simulating 





laboratory column scale also requires knowledge of fracture hydraulic properties. We created 
a MATLAB toolbox, FracKfinder that produces the six-component K tensor for fractured 
media and automates the generation of input parameters for single or dual-continuum fracture 
models within the HGS modeling environment. The toolbox and its computed K tensor were  
benchmarked satisfactorily against experimental results of a column experiment using a dual-
continuum model within HGS. The toolbox provides a means of quantifying the hydraulic 
effects of fractures beyond the laboratory column scale, and could represent a potential 
pathway to upscale groundwater flow and mass transport processes in fractured media. 
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Figure 2.1. Flowchart showing user inputs and outputs for the pre-processor (PreFracK) and 







Figure 2.2. Schematic diagram showing the 14 different orientations of the hydraulic gradient 







Figure 2.3. Bromide breakthrough curves (cumulative) generated by FracKfinder in HGS and 
compared to data from a tracer test conducted on a large, undisturbed core of fractured till 






Table 2.1. Input parameters for the laboratory column study (Helmke et al. 2005b) and dual-
continuum models.  N/A denotes not applicable.  
Parameter Column Study 




Domain volume (m3)  
(X • Y • Z) 
0.43 x 0.43 x 0.45  0.44 x 0.44 x 0.44  
K (m/s) 6.8 x 10-8  Determinant of fracture 
K tensor: 6.1 x 10-5  
Determinant of matrix 
K tensor: 9.5 x 10-8  
Effective porosity 29.8% 29.8% 
Fracture intensity (P32) 
 (Area of fractures per 
unit volume, m2/m3) 
24.4  N/A 





1.0  1.0  
Br (solute) 
concentration (mM) 
0.5  0.5  
Free-solution diffusion 
coefficient (m2/s) 
4.3 x 10-10 4.3 x 10-10 
αL (matrix; m)  N/A 0.05  
αL 
(fractures; m)  




and Van Genuchten, 









CHAPTER 3. ESTIMATION OF THE REPRESENTATIVE ELEMENTARY 
VOLUME OF A FRACTURED TILL: A FIELD AND GROUNDWATER 
MODELING APPROACH 
Nathan L. Young, William W. Simpkins, Jacqueline E. Reber, and Martin F. Helmke 
Modified from a manuscript under review in Hydrogeology Journal 
Abstract 
Fractured till is frequently represented as an equivalent porous medium (EPM) in 
groundwater models because of its high fracture density and rapid solute exchange between 
the till matrix and fractures. Knowledge of the representative elementary volume (REV) is 
necessary for proper application of the EPM to fractured till. In this study, we use field 
fracture measurements, model simulations, and the FracKFinder toolbox to estimate the REV 
and determine K tensors for fractured, late Wisconsin till of the Dows Formation at depths 
1.0-1.5, 2.0-2.5, and 3.3-3.7 m in central Iowa. The REV appears to be directly related to 
both fracture density and transmissivity. The REV ranges from 4 to 5 m3 at depths of one 
meter where fractures are densest (P32  27.5 m2/m3) and most transmissive, to 2 to 3 m3 at 
depths of 3.3 m where mean values of fracture transmissivity and fracture density are at their 
lowest (P32 24.4 m2/m3). Results of computing K tensors from the REV show that the matrix 
is approximately anisotropic, while the fracture network has slightly greater (40 to 60 
percent) K values in the z-direction, due predominantly to the vertical fracture orientation. 
Fracture K is five, four, and three orders of magnitude greater than matrix K for the three 
depths of investigation, respectively. The results suggest that K values estimated from 
permeameters or large-core laboratory experiments may not represent the REV of fractured 
till. 
Introduction 
Fractures in till and glaciolacustrine sediments have been documented in glaciated 
regions of North America and Denmark (Keller et al. 1988; Simpkins and Bradbury 1992; 
McKay et al. 1993; Eidem et al. 1999; Jørgensen et al. 2002; Helmke et al. 2005a). 
Groundwater velocities in till fractures may be up to four orders of magnitude greater than 
the surrounding till matrix (Jørgensen et al. 1998; Helmke et al. 2005b); thus, mapping them 
should be an important component for contaminant transport investigations. However, a 
standard method for mapping till fractures and incorporating them into large-scale models 
has not been proposed. In its place, fractured till has been represented as an equivalent 





solute exchange between the matrix and fractures (i.e. matrix diffusion; Long et al. 1982; 
McKay et al. 1997; Helmke et al. 2005b; Blessant et al. 2014). However, in order to apply an 
EPM model to a fractured material, hydraulic conductivity (K) needs to be estimated at a 
volume large enough to represent the in-situ fracture network. This can be accomplished by 
estimating a Representative Elementary Volume or REV (Bear 1972). Values of the REV 
vary widely among geologic materials, particularly if heterogeneities and fractures dominate. 
Whereas the REV for homogeneous, unfractured materials may be in the range of cm3, the 
REV for fractured materials may be 10 m3 or greater (Wang et al. 2002; Min et al. 2005; 
Müller et al. 2010). Bear (1972) demonstrated (using porosity) that parameter values 
estimated from sub-REV samples vary with location and scale unpredictably with increasing 
volume.  
In fractured rock, REV estimation and K tensor analysis are used routinely to assess 
hydraulic properties (Wang et al. 2002; Min et al. 2005; Müller et al. 2010). Fluid flow 
experiments within stochastically-generated discrete fracture networks (DFNs) are used to 
evalute the scaling of fracture hydraulic parameters with increasing model volume. By 
explicitly representing fracture morphology and connectivity within the model grid, DFN 
models approximate the hydraulic behavior of in-situ fracture networks (Cacas et al. 1990; 
Wen and Gómez-Hernández 1996; Wang et al. 2002; Blessent et al. 2014). K tensors 
computed from DFN models at the appropriate REV scale represent an equivalent K of the 
fracture network, thus allowing for continuum-based upscaling schemes (Müller et al. 2010).  
Procedures for estimation of the REV from fractured rock have not transferred into the 
domain of fractured till. Hydraulic properties of till (and lacustrine clay) have been estimated 





scale (Grisak and Cherry 1975; Keller et al. 1988; McKay et al. 1993; McKay and Fredericia 
1995). The large-core studies demonstrate that preferential flow of fluid and solutes occurs in 
till fractures, but whether data from large cores (~ 0.5 m diameter, and ~ 0.5 m long) can be 
used to scale these phenomena to large-scale groundwater flow systems is unknown. Data 
from field studies are necessary to estimate the REV and to provide a path to upscale smaller-
scale data. However, with a few exceptions (McKay et al. 1993), data on physical properties 
of till fractures in the field, including fracture spacing, intensity, orientation, and length, are 
not routinely collected. As a result, identification of the REV and information on how K 
scales with sample volume is largely unknown in fractured till. In addition, fractured till – in 
contrast to most fractured rock –  allows fluid flow in both the fractures and the matrix (i.e., 
the dual-permeability medium), thus complicating the estimation of the REV and upscaling 
relationships.  
In this study, we use field measurements and model-derived data coupled with a new 
method of K tensor determination (Young et al. 2019) to estimate the REV, and thus specify 
the volume of material required for application of representative flow and transport 
parameters. We apply this analysis to the fractured till of the late Wisconsin Dows Formation 
of the Des Moines lobe in central Iowa, where till fractures have been shown previously to 
impact groundwater flow and mass transport (Eidem et al. 1999; Helmke et al. 2005a,b). 
Fracture modeling software (FracMan) was used to analyze field fracture data and to 
generate stochastic discrete fracture networks for groundwater flow simulations (Schwartz 
and Lee, 1991; Helmke et al. 2005; Dershowitz and Doe 2011) at multiple sample volumes. 






code HydroGeoSphere (HGS; Therrien et al. 2010; Brunner and Simmons 2012) was then 
used to simulate groundwater flow in those sample volumes and estimate the REV.  
Materials and Methods 
Geologic Setting 
Physical and hydraulic properties of the till were analyzed from samples extracted from a 
location approximately 3 km south of Ames, Iowa (Figure 1). The Dows Formation till, 
Peoria Formation loess, and Pre-Illinoian till of the Wolf Creek Formation comprise a 
regional aquitard (confining unit) overlying the Pennsylvanian sandstone and Mississippian 
limestone aquifers in this area. The predominant surficial material is till of the Alden 
Member of the Dows Formation, a loamy basal till deposited by the Des Moines lobe of late-
Wisconsin age about 13.5kA Radiocarbon years before present. Mean textural composition is 
48 percent sand, 36 percent silt, and 16 percent clay (Kemmis et al. 1981; Prior 1991; Eidem 
et al. 1999; Helmke et al. 2005a). The upper 3-5 m of the till is oxidized and shows 
prominent, Fe-stained fractures, whereas the unoxidized till that occurs below that depth to 
about 18 m shows few if any Fe-stained fractures.   
The fracture data collected by Helmke (2003) were used to construct the discrete fracture 
network models used in this study. The data consist of fracture tracings and orientations 
collected from open trenches excavated by backhoe to depths of 1, 2, and 3.3 m. Bulk K 
values were determined from tracer experiments in large, undisturbed till cores carved from 
benches from those depths (Helmke 2003; Helmke et al. 2005a). For the present study, core 
depths were used to define depth intervals (A, B, and C) for use in DFN models. Interval A 
represents the sample 1-1.5 m from surface, while depth intervals B and C represent the 
samples from 2.0-2.5 and 3.0-3.7 m below the surface respectively (Helmke et al. 2005a). 





oxidized/unoxidized transition zone of the till. Despite differences in weathering, the till in 
these depth intervals was extremely homogeneous, which is typical of the Alden Member of 
the Dows Formation in Iowa (Kemmis et al. 1981). Properties of the fracture network across 
each depth interval were assumed to also be homogenous. 
DFN Generation 
The DFN models were generated with the fracture modeling software, FracMan 
(Dershowitz and Doe 2011), following the procedure of Helmke et al. (2005b) who mapped 
two fracture sets at the field site (Helmke et al. 2005a,b). The Interactive Set Identification 
System (ISIS) within FracMan was used to determine the P32 value (fracture intensity; total 
fracture area per unit volume) for both fracture sets at each depth interval (Dershowitz and 
Doe 2011). ISIS identifies fracture sets based on the relative importance of fracture 
properties and groups fractures of similar hydraulic properties into separate sets, instead of 
relying on fracture orientation to determine differences between sets. The ISIS analysis 
resulted in the respective intensities at depth intervals of A, B, and C (Table 1).  
Two groups of DFN models were created using the data from Table 1. The first group used a 
constant aperture size and transmissivity (T) distribution, 1.8 x 10-5 m and 6.6 x 10-9 m2/s, 
respectively, for all three depth intervals. The second group of DFNs used mean aperture 
values computed using the Cubic Law from fitted values of fracture T (Snow 1969); i.e., T 
values of the fracture network were varied until the specific discharge values of the fractures 
(q, Equation [2.0]) matched those of Helmke (2003). The range of fracture T values used 
during fitting was constrained by that observed in till units in Iowa, Canada and Denmark 
(McKay et al. 1993, Jørgensen et al. 1998, Helmke 2003). Fitted T values were assumed to 






Davy et al. 2006). The resulting aperture values also followed a lognormal distribution and 
produced the values in Table 2.  
The next step in the procedure was to create synthetic blocks of fractured till for analysis. 
Using data from Tables 1 and 2, a 64 m3 (4.0 x 4.0 x 4.0 m) DFN block of fractured till was 
generated in FracMan. An 8 m3 region was subsampled from the center of the 64 m3 block to 
avoid including possible boundary effects from the fracture generation process (Min et al. 
2009). After prescribing a grid spacing of 0.02 x 0.02 x 0.02 m, a finite-element mesh was 
constructed using the MESHMASTER program within FracMan, and then converted to a 
HGS-readable format using a proprietary conversion process developed by Golder 
Associates. Matrix K values from the DFN models were fitted from the bulk K data of 
Helmke (2003) by varying the matrix K values of the DFN models across a number of HGS 
flow simulations, until the volumetric discharge (Q; equation [1.0]) of the model matched the 
Helmke (2003) results in Table 3.  
Equations of Flow in HGS  
Groundwater flow was simulated using the discrete fracture package in HGS (Therrien et 
al. 2010; Brunner and Simmons 2012). We chose HGS because it is uniquely suited for 
simulating groundwater flow in fractured till and because it can simulate coupled 
groundwater flow in both discrete fractures and porous media within the discrete fracture 
package (Therrien and Sudicky 1996; Therrien et al. 2010; Pierce et al. 2018). This package 
simulates 2-D flow in the fractures and 3-D flow in the porous media, and the flow between 
the two domains is governed via a first-order fluid exchange term, Γc discussed later in this 






HGS simulates flow through the matrix domain (i.e. the primary continuum) using a 
modified, 3-D form of Richards’ equation: 
−∇	∙ (e.f) +	∑ΓE4 ± i =	e.
j
jk
(lmno)    [1.0] 
where wm [dimensionless] is the volumetric fraction of the total porosity occupied by the 
porous media. The fluid flux q [L T-1] is given by: 
    f	 = 	−p · 	rs∇(	t	 + 	u)    [1.1] 
where rs = rs(no) represents the relative intrinsic permeability of the medium 
[dimensionless] with respect to the degree of water saturation no [dimensionless], φ is the 
pressure head [L], z is the elevation head [L] and lmis the saturated water content 
[dimensionless]. Fluid exchange with the outside of the simulation domain is represented by 
a sink/source term Q [L3 L-3 T-1], which is a volumetric fluid flux representing a source 
(when positive) or a sink (when negative) to the porous media system. The hydraulic 
conductivity tensor K [L T-1] is given by: 
p = 	vw
x
r      [1.2] 
where g is the acceleration due to gravity [L T-2], y is the viscosity of water [M L-1 T-1], k is 
the permeability tensor of the porous medium [L2] and z is the density of water [M L-3].  
When simulating flow in the matrix domain and discrete fractures, wm in Equation [1.0] 
has a value of 1, and fractures are then represented mathematically by the parallel plate 
model. As a result, flux in the fractures is computed, but the fracture network does not 
occupy any physical volume in the mesh. HGS simulates flow within each fracture using a 2-







−∇	∙ 'ecf{( −	ecΓc = 	ec
j
jk
(noc)   [2.0] 
 
where the fluid flux qf is given by: 
f{ 	= 	−p{ · 	rsc∇(	tc 	+	uc)       [2.1] 
and where ∇ is the two-dimensional gradient operator defined in the fracture plane, krf is the 
relative permeability of the fracture [dimensionless], tc  and zf are the pressure and the 
elevation heads within the fracture [L], and Swf is the water saturation for the fracture 
[dimensionless]. The saturated K of a fracture Kf [L T−1] of uniform aperture wf is described 






       [2.2] 
 
 
Where	wf is fracture aperture [L]. 
In the dual-continuum model, exchange between the matrix and fracture domains is 
governed by a first-order, fluid-exchange term, Γc, defined by Gerke and Van Genuchten 
(1993) as: 
Γc = |oc%}rs}(~c − ~)    [3.0] 










 is the fracture surface area per unit volume of the porous media [L-1], Ñc  is a 
dimensionless shape factor describing fracture geometry, | is the fracture-matrix skin 
thickness [L] through which the fluid exchange occurs, and Öo is a dimensionless empirical 





1]. Because the modeling scenarios are under fully saturated conditions, rs} in our models is 
always equal to 1. Flow between the two domains is driven by the difference in pressure 
potential (head) between the fractures (~c), and the porous media (~).    
REV Estimation 
The REV was estimated at each depth interval using the methods of Wang et al. (2002) 
and Min et al. (2006). The HGS mesh for the 8 m3 model volume described in Section 3.1 
was subsampled into eight models of increasing volume, ranging from 0.085 m3 (0.44 x 0.44 
x 0.44 m) to approximately 7 m3 (1.92 x 1.92 x 1.92 m). A 0.085 m3 volume was chosen 
intentionally to compare our model results to those from large-core laboratory experiments 
(Helmke et al, 2005b). Each volume subsample was simulated at eight different locations 
within the 8 m3 block in order to examine the sensitivity of K to heterogeneity in the local 
fracture network. At each location, three groundwater flow simulations were conducted with 
prescribed hydraulic gradients along the X-Y, Y-Z, and X-Z boundaries in order to estimate 
bulk K values in the X, Y, and Z directions, respectively.  
Bulk K values in the X, Y and Z directions were then computed from the model results 
using Darcy’s Law: 
i	 = 	%Üá(	t	 + 	u)     [4.0] 
Where Q is model discharge (L3T-1), K is hydraulic conductivity [LT-1], A is model 
cross-sectional area [L2] and ∇(	t	 + 	z) is the hydraulic gradient [dimensionless]. Assuming 
a unit hydraulic gradient, the ∇(	t	 + 	z) term is equal to one, and K can be solved by 
dividing discharge by the cross sectional area of the model. To estimate the REV, increasing 
block volume was plotted against bulk directional K. The coefficient of variation (CV) was 





which the three bulk K directions fell below CV values of 2.5, 5, and 10 percent was 
identified. Meeting these criteria indicates that the subsample volume contains enough 
connected fractures to produce nearly identical directional K values regardless of the position 
of the subsample. The first block volume that falls below these thresholds is an estimate of 
the REV (Min et al. 2005; Muller et al. 2010).  
Computation of K Tensors  
The next step in this analysis was the computation of K tensors from DFN models, using 
the computer code, FracKfinder, to execute the K tensor determinations (Young et al. 2019). 
FracKfinder uses the approach of Wang et al. (2002) to solve for K using a system of 
equations expressed in matrix form as: 
  mK = K(d) [3.0] 
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K(d) is solved for using a linear regression model with the estimator %E =
'%44E , %77E , %88E , %47E , %78E , %48E , %74E , %87E , %84E (
2
 of the regression parameters K = (Kxx, Kyy, Kzz, 
Kxy, Kyz, Kxz, Kyx, Kzy, Kzx)T . The model is solved with the method of least squares (Wang et 
al. 2002): 
 	%E = 	 (%2%)F>%2! [4.0] 
Symmetry is imposed by taking the mean value of the off-diagonal terms (Zhang et al. 2005). 
FracKfinder therefore solves equation [4.0] for six unknown variables (Kxx, Kyy, Kzz, Kxy, 





Results and Discussion 
Effect of Fracture Intensity and Aperture Size  
Flow simulation experiments were used to observe how fracture aperture and intensity 
may influence REV size in the till. In the first set of numerical experiments, fracture aperture 
was held constant for models representing all three depth intervals (hereafter abbreviated as 
“CA simulations”), while fracture intensity (P32) decreased according to the values shown in 
Table 2. Matrix K was held constant across all three simulations in order to isolate the effects 
of changing the fracture intensity. The aperture size distribution does not change as a 
function of increased fracture spacing, thus allowing us to examine how fracture intensity 
influences the size of the REV. In the second set of numerical experiments, decreases in both 
aperture size and fracture intensity with depth were implemented (hereafter abbreviated as 
“AD simulations”). To allow model bulk K values to match those observed in the till, the 
simulations used the fitted matrix K values from Table 3 (Helmke 2003).  
The results of the CA simulations show similar trends across all three depth intervals 
(Figure 2, panels A-C). For depth intervals A and B, the mean component values of K 
decrease by roughly 66 percent, from 3 x 10-6 to 1 x 10-6 m/s and 3 x 10-7 to 1 x 10-7 m/s 
respectively, until a volume of 1 m3 is reached. After volumes of 1 m3 are reached, K changes 
with each 1-m3-increase in volume are less than 3.5 percent for depth intervals A and B, and 
less than 7.5 percent for interval C. When small (+/- 10 percent) changes in block volume are 
considered, the change in K is 2.5 percent for intervals A and B, and 2.9 percent for interval 
C. Although the mean component K values become approximately constant at a volume of 1 
m3, the CV does not fall below a 2.5 percent REV threshold until volumes of 5, 4, and 2 m3 






The results of the aperture decay simulations (AD) in Figure 4 show similar trends to 
those in of the CA simulations in Figure 2, resulting in estimated REV sizes in Table 4. In 
addition to fracture intensity, aperture size, and matrix K, the choice of CV threshold 
strongly influences the estimated REV size. For example, in the AD simulations, a 2.5 
percent CV threshold results in an estimated REV of 4-5 m3 for interval A, while a 10 
percent CV threshold results in an estimated REV of 1-2 m3– a 60-75 percent difference. 
(Figure 5; Table 4). 
Overall, results from the CA and AD simulations show that lower fracture density and 
smaller mean aperture values result in smaller REVs in the till. Interestingly, the trend of 
fewer fractures reducing the REV is contrary to observations in fractured rock, where lower 
fracture densities result in very large REVs (Wang et al. 2002; Min et al. 2004; Muller et al. 
2010; Anderson et al. 2012). That contrast reflects both the impermeable nature of the matrix 
of fractured rock and that groundwater flow occurs primarily in the fracture network there. In 
contrast, in till, matrix Q values can be orders of magnitude higher than fracture Q values. 
Thus, the presence of smaller REVs in a till containing fewer, less transmissive fractures 
would  be expected, because the overall K value more closely resembles the K of the matrix 
– an idea originally proposed by Helmke (2003).  
As subsample volume increases, Long et al. (1982) suggested that the probability of one 
or two long, transmissive fractures providing a direct pathway from one end of the domain to 
the other becomes extremely low. The results of these simulations support this statement, as 
rapid declines in K (by nearly 50 percent of the bulk K value per unit increase in volume) 
were observed until a volume of 1 m3 was reached. At larger sample volumes, increased 





matrix dampens the effect that one or two highly transmissive fractures may have on the bulk 
K value. As a result, the computed bulk K values from larger (> 2-3 m3) model volumes are 
higher than those observed in unfractured till, but lower than those observed in permeameter 
or large-core (~0.085 m3) laboratory scale experiments (Helmke et al. 2005b). Therefore, by 
using CV selection criteria that are 2.5 percent or smaller, the estimated REV will be of 
sufficient volume (< 2 m3) that changes in K with increasing volume will be minimal. It 
follows then that although the 10 or 20 percent CV criterion have been used in the fractured 
rock literature (Min et al. 2004), a CV of 2.5 percent or lower may provide the best estimate 
of the REV for fractured till. 
K Tensor Calculations 
Three-dimensional K tensors were calculated using the FracKfinder program after the 
REV was estimated for each depth interval. The midpoint of the 2.5 percent CV threshold 
(given in Table 5) was used in FracKfinder, because it represents the most conservative 
criteria for estimating the REV.  
The K value of the matrix is strongly influenced by the prescribed matrix K value. The 
magnitude of the matrix K tensors for each depth, 1.3 x 10-8, 7.1 x 10-8, and 9.0 x 10-8 m/s for 
intervals A, B and C, respectively, were almost identical to the prescribed values in Table 3. 
There is a small anisotropic signal evident in all three matrix K tensors, with flow in the X 
direction being an average of 54 percent lower than flow in the Y and Z directions across all 
three depth intervals.  
 There is greater variability in the magnitude of fracture component K values across depth 
intervals, which reflects the influence of decreasing aperture sizes with depth (Table 2; 
Equation 2.2). The magnitude of the fracture K tensors for each depth were 4.6 x 10-3, 6.1 x 





the extent of anisotropy in the till fractures of the Dows Formation is comparable to that seen 
in highly-fractured rock, but less than observed in formations with highly-discontinuous 
fracture networks or low fracture densities (Long et al. 1982; Podgorney and Ritzi 1997; 
Wang et al. 2002; Muller et al. 2010). The component of K that is aligned with the dominant 
orientation of the fractures (Kz) is 40, 57, and 58 percent higher the value of Kx for all three 
depth intervals, respectively (Table 5).  
The results further indicate that at shallower depths, bulk K values in the Dows 
Formation primarily reflect the overall K values of the fractures, while at depths around three 
meters and below, bulk K values more closely resemble the unfractured matrix (Table 6). 
The decrease in K with depth observed in the AD simulations is similar to that which has 
been observed in the Dows Formation till in the field, for which decreasing fracture intensity 
with depth has been cited as a possible explanation (Simpkins and Parkin 1993; Seo 1996; 
Eidem et al. 1999). Such a decrease in fracture intensity would result in a concurrent 
decrease in aperture size, as demonstrated by using the Cubic Law to solve for fracture 
aperture: 





)     [5.0] 
 
Where wf is fracture aperture [L], Kb is bulk hydraulic conductivity of the matrix and 
fractures [LT-1], and 2B is fracture spacing [L]. By using the computed fracture aperture 
values from Equation [5.0] in Equation [2.2], it can be shown that decreasing both fracture 
intensity and mean fracture aperture size can result in fracture K values that more closely 






Limitations of the Model 
There are several limitations to the approach in this study which warrant further 
discussion. First, although the statistical modeling tools within FracMan allowed for the 
generation of very high quality DFNs, there were technological limitations with the 
FracMan-HydroGeoSphere linkage. Because of the density of fractures within till of the 
Dows Formation, large (> 8 m3) model grids quickly reached the 1,200,000 node limit of 
HydroGeoSphere. While larger domains could be generated with a coarser node spacing than 
the 0.02 x 0.02 x 0.02 m spacing used here, attempts to do so were found to contain 
numerous grid artifacts that artificially increased the overall P32 and K values of the model. 
Furthermore, given that the fracture spacing observed at all depths was around 0.04 m 
(Helmke et al. 2005b), increasing the nodal spacing would decrease our ability to simulate 
the effects of closely-spaced fractures.  
The second limitation involves use of the Cubic Law itself. Although using fracture 
aperture in the Cubic Law is a well-documented approach to quantifying flow in fractured 
materials, aperture values in this study were calculated from bulk K values and fracture 
spacing measurements - not direct measurements (see McKay et al. 1993; Helmke 2005a). 
Although Computerized Tomography (CT) methods have been applied to estimate aperture 
size in fractured rock, they have not been applied to fractured till with much success. Our 
original attempt in this direction determined that the resolution of the CT method for our 
sample size was not sufficient to resolve individual fractures, similar to the results of Bertels 
et al. (2001) and  Wildenschild et al. (2002). 
Finally, the DFN approach in HGS is based on the parallel-plate model (Therrien and 
Sudicky 1996), which does not allow for simulation of morphological components, such as 





model has been used successfully in HGS and its predecessors FRACTRAN and 
FRAC3DVS to model groundwater flow and transport. Using HGS also allowed us to 
implement the unique interface to FracMan.  
Summary and Conclusions 
This study estimated the REV of fractured till of the Alden Member of the Dows 
Formation using field and groundwater modeling data. Using the 2.5 percent criteria, the 
REV is between 4 and 5 m3 for depth intervals A (1-1.5 m depth) and B (2.0-2.5 m depth), 
and between 2 and 3 m3 for depth interval C (3.3-3.7 m depth). The smaller REV identified 
for material with a lower fracture intensity and smaller aperture size is likely a product of 
flow through the till matrix, resulting in K values that approached those of unfractured till in 
the area (Seo 1996). These results suggest that there may be a critical threshold for fracture 
intensity and aperture size in this till, below which the impact of fractures may be obscured 
by otherwise low bulk K values. 
Results of this study show that decreases in fracture K values appear to be strongly 
related to decreases in fracture aperture, while decreases in fracture intensity alone did not 
result in a significant change in overall K values. Determining the relationships between 
fracture aperture, K, and decreases in fracture intensity in till is beyond the scope of this 
paper, but does warrant further investigation. Results of this study also indicate that the dense 
fracture networks found in the Dows Formation do not impart a significant amount of 
anisotropy to the formation, likely due to the presence of a permeable till matrix. 
An important implication of this research is that K values estimated at the permeameter 
and large-core laboratory scales (Helmke et al. 2005b) likely encompass too small a volume 
to represent the K of the REV.  In fact, cores would need to be hundreds of times larger than 





Helmke et al. (2005b). Interestingly, slug and pumping test K values may fare better in this 
regard. The volume sampled by a standard slug test in this till at these depths is about 24 m3 
(Seo 1996; Beckie and Harvey 2002), which would be more than enough to encompass the 
large 4 to 5 m3 REV discussed earlier. Pumping tests would influence even larger volumes of 
material (Bradbury and Muldoon 1990).   
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Table 3.1. Fracture orientation and P32 intensity data from Helmke (2003) used to generate 
the DFN models in this study. 
Parameter  
Fracture orientation 
       Set 1 
    
       Set 2     
 
 Fracture radius (m) 
        
 
 Fracture termination 
 
Trend 326.0°, plunge 16.1°, Fisher k 6.13 
 
Trend 124.5°, plunge 10.1°, Fisher k 4.65 
 
Mean: 0.079  
Standard deviation: 0.059  
 
35.5% 
Parameter Interval A Interval B Interval C 
Fracture Network 
      Fracture spacing, 2B (m) 
       
Area of fractures per unit   
volume, P32 (m2/m3) 
        Set 1 































Table 3.2. Fracture transmissivity and computed aperture values used to generate the DFN 
models. 
Parameter Interval A Interval B Interval C 
    Fracture transmissivity (m2/s) 
      Mean 
      Standard deviation 
 
     
    Fracture aperture (m) 
       Mean 
       Standard deviation 
        
 
2 x 10-4 




1.4 x 10-4 
7.0 x 10-5 
 
6.6 x 10-6 




4.4 x 10-5 
2.2 x 10-5 
 
6.6 x 10-9 




1.8 x 10-5 







Table 3.3. Comparison of large-core bulk K values for Intervals A, B, and C, and the 
corresponding matrix K values used in our DFN models.  
Parameter Interval A Interval B Interval C 
Large core bulk K value (m/s)  
(Helmke, 2003) 
3.5 x 10-5 2.3 x 10-6 6.8 x 10-8 
Matrix K (m/s) value for DFN 
models 







Table 3.4. Estimated REVs for each depth interval at CV thresholds of 2.5, 5, and 10 percent 
for both the constant aperture (CA) and aperture decay (AD) simulations.   
 







2.5% CA: 5.0-6.0 m3 
AD: 4.0-5.0 m3 
CA: 4.0-5.0 m3 
AD: 4.0-5.0 m3 
CA: 2.0-3.0 m3 
AD: 2.0-3.0 m3 
5% CA: 3.0-4.0 m3 
AD: 3.0-4.0 m3 
CA: 1.0-2.0 m3 
AD: 3.0-4.0 m3 
CA: 1.0-2.0 m3 
AD: 1.0-2.0 m3 
10% CA: 2.0-3.0 m3 
AD: 1.0-2.0 m3 
CA: 0.75-1.0 m3 
AD: 0.75-1.0 m3 
CA: 0.75-1.0 m3 







Table 3.5. Component and off-diagonal values for the matrix and fracture K tensors. 
Negative values for the off-diagonals are a result of the coordinate system used in the DFN 
models, where (0,0,0) is in the center of the grid, as opposed to the lower right corner.  
Matrix Kxx (m/s) Kyy (m/s) Kzz (m/s) Kxy (m/s) Kxz (m/s) Kyz (m/s) 
1 m 6.9 x 10-9 1.1 x 10-8 1.2 x 10-8 -2.0 x 10-9 -1.4 x 10-9 -1.6 x 10-9 
2 m 3.0 x 10-8 6.0 x 10-8 6.4 x 10-8 -8.5 x 10-9 -9.2 x 10-9 -7.5 x 10-9 
3 m 4.7 x 10-9 7.8 x 10-9 8.1 x 10-9 -5.7 x 10-10 -1.6 x 10-9 -6.6 x 10-10 
Fractures       
1 m 2.4 x 10-3 3.2 x 10-3 4.0 x 10-3 4.4 x 10-4 -1.2 x 10-4 5.0 x 10-5 
2 m  2.4 x 10-4 3.3 x 10-4 5.7 x 10-4 4.9 x 10-5 -1.2 x 10-5 -4.9 x 10-6 






Figure 3.1. Location of field fracture measurements by Helmke (2003) on the Des Moines 







Figure 3.2. Plot of component values of K (Kx red, Ky cyan, and Kz yellow) with increasing 
block volume for depth intervals A, B, and C. Circles show modeled volumes. Hydraulic 
aperture distributions and matrix K are the same across all three depth intervals; only fracture 







Figure 3.Error! No text of specified style in document.3. Plots of coefficient of variation 
(CV) of K (Kx red circle, Ky cyan cross, and Kz yellow diamond) with increasing block 








Figure 3.4. Plot of component values of K (Kx red, Ky cyan, Kz yellow) with increasing 
model (block) volume for depth intervals A, B, and C. Circles show modeled volumes. 
Fracture intensity, aperture size distribution, and matrix K decrease with depth per the values 






Figure 3.5. Plots of coefficient of variation (CV) of K (Kx red circles, Ky cyan crosses, Kz  
yellow diamonds) with increasing model (block) volume for depth intervals A, B, and C for 






CHAPTER 4. QUANTITATIVE EVALUATON OF A DUAL-CONTINUUM MODEL 
FOR SIMULATION OF SOLUTE TRANSPORT IN A FRACTURED TILL 
Nathan L. Young, William W. Simpkins, and Oliver S. Schilling 
Modified from a manuscript to be submitted to Journal of Hydrology 
Abstract 
Field, laboratory, and modeling studies have shown that fractures in till act as preferential 
pathways for fluid and solutes in otherwise largely impervious media. The role of fractures in 
field- or watershed-scale groundwater flow and solute transport is not well understood, 
because the computational challenge of discrete fracture network models with matrix flow 
(DFN-M) is prohibitive at larger scales. Historically, these systems have been modeled as an 
equivalent porous media (EPM); however, the EPM is not capable of recreating the early first 
arrival times characteristic of solute transport in fractured media. In this study, the dual-
continuum (D-C) model is presented as an alternative to the EPM and DFN-M models. It is 
attractive because it allows for explicit simulation of flow in a dual permeability media while 
largely retaining the computational efficiency of the EPM. Results indicate that when input 
parameters are well constrained by field and laboratory measurements, the D-C model 
successfully predicts breakthrough curves from a laboratory column experiment. Calibration 
of the D-C model showed that when input parameters are taken from site-specific field and 
laboratory data, minimal calibration was required. Calibrations performed in the absence of 
site-specific field data yielded final parameter values for groundwater flow and transport 
which approximate those measured in the lab. Sensitivity analysis shows that the D-C model 
is most sensitive to changes in matrix K, fracture K, and matrix porosity; thus, data on 
fracture spacing are important to determine fracture K and fracture porosity. The time 
required to solve a 1331 node D-C model is 7.6 seconds, which is nearly the computation 
time of an EPM model with an identical node count. The ability of the D-C model to 
calibrate to empirically- or theoretically-derived parameters without good initial parameter 
estimates suggests that the D-C model is capturing the physics of groundwater flow and 
solute transport in fractured till, and may represent a pathway for explicitly simulating 
groundwater flow and solute transport in fractured till at field and watershed scales. 
 
1.0 Introduction  
Field and laboratory studies conducted in fractured till and glaciolacustrine clay have 
demonstrated that fractures provide preferential pathways through an otherwise impervious 
media (Keller et al. 1988; McKay et al. 1993; Jørgensen et al. 1998; Rodvang and Simpkins, 
2001; Helmke et al. 2005a). The hydraulic conductivity (K) of fractures may be one to three 
orders of magnitude greater than in the till matrix, thus promoting rapid advective transport 





fractures in groundwater models is challenging, because data on fracture physical and 
hydraulic properties are not gathered routinely during field investigations. Where data are 
available, discrete fracture network (DFN) models have been used to model groundwater 
flow and solute transport in till at the large-core (~ 0.5-m-diameter, 0.5-m-long; Helmke et 
al. 2005b, Jørgensen et al. 1998; 2002; 2004) and small field (>40 m2 ; Jørgensen et al. 2002; 
Blessent et al. 2014) scales. Because till fracture networks may be very dense (P32 > 24.4 
m2/m3), modeling groundwater flow in individual fractures discretely could result in 
extremely high (>1,000,000) node counts in finite-element models at the field (> 2 km2) or 
watershed scale, making simulations computationally difficult or impossible.  
A solution to this computational difficulty has been to represent fractured till as an 
equivalent porous media (EPM; McKay et al. 1997; Helmke et al. 2005b). The EPM model 
treats the fractured material as a single continuum, with fracture voids not mapped explicitly 
into the model grid. Instead, flow parameters (such as K) and transport parameters (such as 
longitudinal dispersivity, αL) are given higher values than in unfractured material. Originally 
created to simulate flow in fractured rock, the EPM model is appropriate for till because its 
fractures are often densely spaced, with small aperture distributions and orientations that are 
not constant (Long et al. 1982; Pankow et al. 1986; McKay et al. 1997). The method was first 
applied to fractured till in the 1990s for 2-D field-scale experiments (McKay et al. 1993a,b; 
Jørgensen et al. 1998). Subsequent simulation results from large core (~ 0.5-m-diameter, 0.5-
m-long) experiments in the laboratory agreed well with results from other fracture-flow 
modeling methods (Jørgensen et al. 2004; Helmke et al. 2005b). Because the models do not 
explicitly represent groundwater flow in fractures, potentially unrealistic fitting parameters 





Blessent et al. 2014). In addition, till fractures produce groundwater velocities that are 1-4 
orders of magnitude higher than those in the matrix. As a result, EPM models may under-
predict the groundwater response to hydrologic events such as heavy precipitation or 
increases in pumping rates.  
This paper evaluates an alternate approach – the dual-continuum (D-C) model (Gerke and 
van Genuchten 1993a) – to simulate coupled groundwater flow and solute transport in 
fractured till. In contrast to the EPM approach, the D-C model approach explicitly simulates 
flow in preferential pathways, thus allowing investigation of the explicit role of till fractures 
at scales larger than previously considered. The D-C model utilizes two sets of flow 
equations that are linked with fluid and mass exchange terms (Gerke and van Genuchten, 
1993a,b). To implement this model, we used the variably-saturated, control volume, finite 
element groundwater flow and transport code HydroGeoSphere (HGS) because it supports 
D-C functionality and can also be used in a single-continuum (e.g. EPM) mode for purposes 
of comparison (Therrien et al. 2010). We used the results of a large-core laboratory column 
study conducted in fractured till of the Dows Formation (Helmke et al. 2005a,b) to compare 
the predictions made by D-C simulations to those produced by the Discrete Fracture 
Network-Matrix (DFN-M; Pierce et al. 2018) and EPM approaches. We then performed a 
calibration with PEST (Doherty, 2016) to evaluate parameter sensitivities for the D-C model, 
and to improve the fit to the observed data from Helmke et al. (2005). Finally, we performed 
a calibration to the Helmke results using parameters from the literature to test whether 
calibration using non-site-specific initial parameter values results in final parameter estimates 





2.0 Materials and Methods 
2.1 Geologic Setting 
The original laboratory experiments modeled in this study were conducted on a large, 
undisturbed core of fractured Dows Formation till of the Des Moines lobe, excavated from a 
location approximately 3 km south of Ames, Iowa (Fig. 1). The surficial material of the Des 
Moines lobe is the Alden Member of the Dows Formation, a loamy basal till deposited in late 
Wisconsin time (16.5kA Radiocarbon ybp) at this location just south of the Altamont 
moraine. Mean textural composition of the core was 48.2% sand, 36% silt, and 15.8% clay, 
which is similar to previously-reported values for the Des Moines lobe (Kemmis et al. 1981; 
Eidem et al. 1999; Helmke et al. 2005b). The till is generally oxidized to a depth of 4-5 m 
and the sample was extracted from a depth of 3.3 to 3.7 m below the surface. The till shows 
prominent, oxidized Fe-stained fractures. Unoxidized till below that depth shows few, if any, 
oxidized Fe-stained fractures. Methods of excavation and preparation of the core are 
described in Helmke et al. (2005a,b) 
2.2 HydroGeoSphere 
Groundwater flow and solute transport in all models was simulated using HGS (Therrien 
et al. 2010; Brunner and Simmons 2012). The formulation of the DFN-M functionality 
simulates 2-D flow in the fractures and 3-D flow in the porous media, and the interaction 
between the two domains is described via a first-order fluid exchange term, Γc discussed later 
in this section (Therrien et al. 2010). The EPM model uses a single-continuum in HGS to 
represent matrix-only flow in 3-D, while the D-C model (described in Section 2.4) uses two 






2.2 Equivalent Porous Media Models 
For the EPM models, HGS simulates flow through a porous media (matrix) domain using 
a modified, 3-D form of Richards’ equation: 
−∇	∙ (e.f) +	∑ΓE4 ± i =	e.
j
jk
(lmno)    [1.0] 
where wm [dimensionless] is the volumetric fraction of the total porosity occupied by the 
porous media. The fluid flux q [L T-1] is given by: 
    f	 = 	−p · 	rs∇(	t	 + 	u)    [1.1] 
and the hydraulic conductivity (K) tensor K [L T-1] is given by: 
p = 	vw
x
r     [1.2] 
where g is the acceleration due to gravity [L T-2], y is the viscosity of water [M L-1 T-1], k is 
the permeability tensor of the porous medium [L2] and z is the density of water [M L-3]. The 
relative intrinsic permeability of the medium [dimensionless], rs = rs(no), is expressed with 
respect to the degree of water saturation, no [dimensionless]. The hydraulic gradient is 
expressed as the sum of the pressure head φ [L] and the elevation head z [L]. lmis the 
saturated water content [dimensionless]. Fluid exchange with the outside of the simulation 
domain is represented by a sink/source term Q [L3 L-3 T-1], which is a volumetric fluid flux 
representing a source (when positive) or a sink (when negative) to the porous media system.   
To account for the role of fractures, an Equivalent Longitudinal Dispersivity (αeq) value 
was used (Kool et al. 1991; Blessent et al. 2014). The value of αeq is determined by 
 |E, = 	
é*++(èFê)%
ëé,%í-
|ì|  [2.0] 
Where l3..  is the porosity of the matrix [D], L is one-half of the fracture spacing [L], b is 





diffusion coefficient in the matrix [L2/T], and ì is the determinant of the Darcy velocity 
tensor [L/T]. The Darcy velocity tensor is found with Darcy’s law, of the form 
ì̅ = 	%ó∇ℎ [2.1] 
where ì̅ is the Darcy velocity tensor [L/T], %ó is the hydraulic conductivity tensor [L/T], and 
∇ℎ is the hydraulic gradient [D]. Because unit gradients were used in all modeling experiments, 
the value of ì̅ is therefore equal to %ó.   
2.3 Discrete Fracture Network - Matrix Models  
In the DFN-M model, fractures comprise a second continuum that occupies no volume 
within the model and are conceptualized as the idealized space between two parallel plates. 
In HGS, a 2-D form of Richards’ equation is used to simulate flow within each fracture: 
−∇	∙ 'ecf{( −	ecΓc = 	ec
j
jk
(noc)   [3.0] 
and the fluid flux qf is given by: 
 f{ 	= 	−p{ · 	rsc∇(	tc 	+	uc)        [3.1] 
where ∇ is the two-dimensional gradient operator defined in the fracture plane, krf is the 
relative permeability of the fracture [dimensionless], tc  and zf are the pressure and the 
elevation heads within the fracture [L], and Swf is the water saturation for the fracture 
[dimensionless]. The saturated K of a fracture Kf [L T−1] of uniform aperture wf is described 















Fracture aperture, wf [L], is computed by the Cubic Law (m; Snow 1969): 





)                 [3.3] 
where Kb is bulk hydraulic conductivity of the matrix and fractures [LT-1], and 2B is fracture 
spacing [L].  
Exchange between the matrix and fracture domains is governed by a first-order, fluid-
exchange term, Γc (Gerke and Van Genuchten 1993b): 
Γc = |oc%}rs}(~c − ~)    [4.0] 







and where Ñc  is a dimensionless shape factor describing fracture geometry, | is the fracture-
matrix skin thickness [L] through which the fluid exchange occurs, and Öo is a dimensionless 
empirical coefficient.. The ratio 
$
Ä
 is therefore identical to the fracture surface area per unit 
volume of the porous media [L-1]. Flow across the interface between the matrix and fractures 
is described by %}rs}(~c − ~) [L T-1]. Where Ka is the hydraulic conductivity of the 
interface between the matrix and fractures [L T-1]. Because only saturated conditions are 
simulated in this study, rs} in our models is always equal to 1. Therefore, flow between the 
two domains is driven by the difference in pressure potential between the fractures (~c), and 
the porous media (~).  
2.4 Dual-Continuum (D-C) Models 
For the D-C model, HGS simulates groundwater in two 3-D continua and the volume 
fraction of each continua is user-prescribed. Flow in both continua is simulated using the 3-D 





the use of a DFN by prescribing the volume of the second continuum to be equal to the 
volume fraction of the fractures. 
 In addition requiring the volume fraction for the fracture domain, the D-C model 
requires a first-order fluid exchange coefficient and a first-order solute exchange coefficient 
to link the two continua. The first-order fluid exchange coefficient, αw is defined as  





öo               [5.1] 
and where %} is the hydraulic conductivity at the matrix-fracture boundary [L/T], Ñ is a 
parameter describing the aggregate shape of the matrix [D], a is the distance from the center 
of a matrix block to a fracture boundary [L], and öo is an empirical coefficient [D] (Gerke 




î}                 [6.0] 
where î}is the effective molecular diffusion coefficient at the matrix-fracture interface 
[L2/T], and the terms Ñ and H5 are identical to those described in Equation [5.1]. In this 
study, the fracture porosity is computed using the relationship between fracture aperture and 




       [7.0] 
Where nf is the fracture porosity [dimensionless], 2B is the fracture spacing [L], and wf is the 








The K of the matrix domain is then computed using the equation presented in Therrien et 
al. (2010), which relates bulk K to the sum of the weighted K values for the matrix and 
fractures: 
%óê = 	%ó.(1 − õc) +	%ócõc                                           [8.0] 
Where %ób is the bulk K tensor of the model block [L/T], %óm is the K tensor for the matrix 
domain [L/T], %óf is the K tensor for the fracture domain [L/T], and nf is fracture porosity [D] 
(overbars in Equation [8.0] represent tensors).    
2.5 Solute Transport in HGS 
For the simulations presented in this paper, all model volumes are fully saturated, no 
decay of the solute is considered, and a conservative tracer is used (i.e., retardation is equal to 
1). Under these conditions, the basic form of the three-dimensional solute transport equation 
in HGS is described by (Therrien et al. 2010): 
−∇e.(fú − ù∇ú) +	∑ΩE4 ± iü = e. Å
†(°)
†k
+ úÉ                        [9.0] 
And the hydrodynamic dispersion tensor D is described by:  
ù = 	 (|¢ − |k)
ff
|f|
+ |k|f|£ + §îcsEE£                                 [9.1] 
Where C is solute concentration [M L-3], Ωex is mass exchange to other domains within the 
model [M L-3T-1], Qc is solute exchange out of the model as specified by boundary conditions 
[M L-3T-1], |¢ and |k are the longitudinal and transverse dispersivities [L], respectively, |f| 
is the magnitude of the Darcy flux, τ is the matrix tortuosity [dimensionless], Dfree is the free-
solution diffusion coefficient [L2 T-1], and I is the identity tensor. Therrien et al. (2010) 
provide expansions of this equation for discrete fractures or a second continuum. 
In the physical experiments presented in Helmke et al. (2005b), groundwater flow 





actually inverted such that original field orientation of the flow was top to bottom. Under 
these conditions, a 0.5 mMol pulse of bromide was injected at the bottom of the core and 
effluent was then at the top. Because the entrapment of air does not need to be accounted for 
in the model simulations presented here, all models use a 0.5 mMol pulse of bromide 
prescribed at the top boundary of the simulation domain. 
2.6 Construction of Model Simulations 
The simulation domains for the D-C and EPM models were constructed using Grok, the 
native preprocessor for HGS. Simulations for the DFN-M model used a proprietary linkage 
of HGS and the fracture-modeling software FracMan developed by Rob McLaren of Golder 
Associates (Young et al. in review). Parameters and domain sizes for the initial DFN-M, D-
C, and EPM simulations are shown in Tables 1 and 2.  
The K tensor of the fractures in the DFN-M model was determined using an ensemble of 
flow simulations conducted on a Representative Elementary Volume (REV) of fractured till. 
The resulting K tensor was found to have a magnitude of 2.5 x 10-5 m/s. The 0.05 m αL value 
used in the DFN-M simulations was taken from Helmke et al. (2005), while the 0.16 m 
equivalent αL was computed using Eq. [2.0].  
For the construction of the D-C simulations, the two continua were assigned properties of 
the fractures and matrix, respectively. The K tensor for the fracture continuum was computed 
from an ensemble of DFN-M flow experiments conducted on a Representative Elementary 
Volume of fractured, Dows Formation till (Young et al. 2019; in review). Because the 
resulting K tensor accounts for fracture aperture, the porosity of the fracture continuum was 







 The volume of the fracture continuum was assumed to be the volume fraction of 




	  [10.0] 
where Vffc is the volume fraction of the fracture continuum [dimensionless], nf is the fracture 
porosity computed using Equation [9.0; dimensionless], and ne is the effective porosity 
[dimensionless]. Effective porosity (ne) for these simulations are from Helmke et al. (2004). 
The mass exchange coefficient was computed using Equation [6.0] from values in Helmke et 
al. (2005b). Initial values of αL for the fractures were computed using Eq. [2.0] and the initial 
value for matrix αL is from Helmke et al. (2005b).Assuming that the fracture K tensor is 
representative of the in-situ fracture network, the matrix K was computed using Equation 
[8.0]. With %ób set to the value in Helmke et al. (2005b) and matrix ne equivalent to the value 
used in Equation 11, parameters %óm and nf become the two unknowns. Because nf is three 
orders of magnitude lower than matrix n, the effect of changing nf produces only minor 
effects on %ób in Equation [8.0].  
2.7 D-C Model Calibration 
The parameter estimation code PEST (Doherty 2016) was used to calibrate the D-C 
model and to determine the relative sensitivities of individual model parameters. Composite 
sensitivity coefficients (css) represent a dimensionless, scaled sensitivity value that estimates 
which parameters are most influenced by the supplied observations (e.g., the results of the 
bromide tracer experiment; Hill and Tiedeman 2007). Two calibration scenarios were 
performed. The first calibration considers a scenario where the values of all parameters are 
well known due to extensive data availability, while the second considers a scenario where 





2.7.1 Calibration of the D-C Model with Helmke Parameters 
In the first scenario, all input parameters were measured directly or computed from the 
equations in Section 2 using field or laboratory data from Helmke 2003 and Helmke et al. 
(2004; 2005a,b). Model setup for this calibration is described in Section 2.6. During this 
calibration, the upper and lower bounds of the calibrated parameters were highly constrained 
(Table 3). The parameter αL for both continua was allowed to vary from 0.05 m (the value in 
Helmke et al. 2005b) to 0.16 m – the value computed using Eq. [2.0], the equivalent αL used 
in the EPM model. Fracture Kz was allowed to vary by ±10% at increments of 2.5% 
representing four times the variability allowed during REV determination (Young et al., in 
review). Fracture Kz was the only component K value calibrated due to the experimental 
setup and the predominantly vertical orientation of the fractures within the core. Matrix K 
was allowed to vary by an order of magnitude, because it is the least well-constrained of 
parameters in this scenario. 
2.7.2 Calibration of the D-C Model with Literature Parameters 
The second calibration scenario used parameters from the literature, in contrast to direct 
field measurements. Parameter values were from projects conducted in the Dows Formation 
or from experiments conducted in till units similar to those in Helmke et al. (2005b). This 
calibration has two primary goals: first, to identify which parameters should be most 
constrained by high-quality field or laboratory data; and second, to determine whether a 
calibration performed with non-site-specific initial parameter estimates would yield a final 
set of parameters that were physically realistic. 
For the D-C Model with Literature parameters, slug-test-derived bulk K (Seo 1996) was 
the only directly-estimated parameter from the core location of Helmke et al. (2005a,b). 





watershed as Helmke et al. (2005a,b), but in a different location. Estimates of fracture 
spacing are from Lee (1991), who measured fractures at the same depth as the slug tests but 
at a location on the Des Moines lobe approximately 4 km north of the Helmke et al. (2005b). 
Fracture aperture was computed using the Cubic Law (Eq 3.3). Fracture aperture was used to 
compute fracture K using Equation [3.2] and the fracture porosity was computed with 
Equation [7.0]. The volume fraction of the second continuum was computed using Eq [10.0]. 
Values of α for the matrix and fractures in fractured till are from Jørgensen et al. (1998). 
Domain volume and element size are identical to the values used for the D-C models (Table 
2). Initial parameter values and parameter bounds for this calibration are shown in Table 4. 
Initial values of matrix and fracture K were not allowed to increase during calibration, 
because the initial set of parameters resulted in model Q values that were much higher than 
those observed in Helmke et al (2005b). Matrix porosity varied through a range for till of 
similar particle-size distribution in North America (Cherry et al. 2004).  
3.0 Results and Discussion 
3.1 Uncalibrated Models: Simulations and Comparisons 
Using the laboratory column data from Helmke et al. (2005b), an initial group of DFN-
M, EPM, and D-C models with input values (Tables 1 and 2) were simulated without using 
PEST to estimate parameters. The D-C simulation uses the Helmke input parameters, 
described in section 2.7.1. The results show that each model simulates best during different 
time periods (Fig. 2).  
The EPM and DFN-M models are successful in predicting the laboratory data at later 
times, during which matrix diffusion and mechanical dispersion cause breakthrough curves to 
flatten out (Freeze and Cherry 1979; Grisak et al. 1980). If the experimental data are divided 





simulation struggles to match the early-time data (Fig, 3), reflecting its inability to simulate 
rapid solute transport through the fractures (Grisak et al. 1980).  
Both the D-C and DFN-M models explicitly account for groundwater flow in fractures, 
resulting in early-time fits that are visually better than that of single-continuum EPM model 
(Fig. 3). The Modified Index of Agreement, d1, (Wilmot et al. 1984) was used to assess how 
well the uncalibrated models predict the experimental data. Helmke et al. (2005b) also used 
this test, thus allowing us to compare our model performance to their results (Table 5). 
Statistical comparison of the models, however, indicates that predictions made by the EPM 
and DFN-M match the data well at late times (d1 > 0.85; Helmke et al. 2005b), but do not 
match the data at early times. The D-C model predictions match well with the data in both 
early and late times (Fig. 2 &3; Table 5).  
Poor early-time fits for the EPM model were caused by first-arrival times that occurred 
later than the observed data. The DFN-M showed the opposite phenomenon, as rapid 
transport through the fractures in this particular realization of the fracture network resulted in 
higher-than-observed Br concentrations in simulated effluent at early times. Therefore, 
despite the use of a higher αL value designed to mimic fracture-induced dispersion, the EPM 
model was not able to recreate the early-time results that contain explicit, high-K, 
preferential pathways, such as those found in the DFN-M and D-C models. The quality of the 
predictions made by the D-C model (d1 > 0.9) in absence of automated calibration suggest 
that it is capable of capturing the flow and transport processes in the column experiment of 






3.2 Calibration Scenarios: Simulations and Comparisons 
3.2.1 Calibration of the D-C Simulation with Helmke Parameters 
The D-C simulation with Helmke parameters (as presented in Section 3.1) was calibrated 
with PEST to improve the model fit to late-time data, and determine parameter sensitivities. 
Parameter bounds and initial parameter estimates are described in Section 2.7.1. Cumulative 
breakthrough curves comparing the pre- and post-calibration results show that calibration 
improved performance of the D-C during the mid- and late-time parts of the simulation (10-
59 days; Figure 4; Table 5). This improvement was likely driven by the increase in matrix K, 
which controls the shape of the breakthrough curve during this time period (Grisak et al, 
1980).  
Final input values and corresponding model sensitivities for this calibration were 
calculated (Table 7). The composite sensitivity coefficients (css) showed that the D-C model 
is most sensitive to parameters associated with the matrix continuum. Css values for 
parameters associated with the second continuum, αL, volume fraction, and fracture K, were 
50-70% less than their matrix counterparts (see column 4 in Table 7). The relatively small 
changes in parameter values are also of note, as it indicates that the initial parameter set 
comes close to capturing the flow and transport processes within the studied core. Overall, 
calibration resulted in a 15% increase in the matrix K value, and a 9% decrease in the 
fracture K value, the combination of which corresponded to a 9% increase in overall fluid 
flux (Q, Eq. [1.0]).  
3.2.2 Calibration of the D-C Model with Literature Parameters 
While the D-C simulation with Helmke Parameters required minimal calibration, we 
wanted to ensure that such results were site-specific or a product of overly-constrained 





the literature in order to observe whether calibration would lead to final parameter values that 
were physically realistic. Simulations conducted with this parameter set prior to calibration 
demonstrated a very poor fit to the observed data (dashed green line; Fig. 5) 
Calibration of the simulation with parameters from the literature resulted in a very good 
fit to the observed data, and the overall shape of the breakthrough curve was similar to that 
produced with the Helmke parameters—a conclusion also supported by the goodness-of-fit 
statistics (solid green and yellow lines; Fig 5; Table 8). Compared with the results of 
calibration shown in Section 3.2.1, the simulations with parameters from the literature saw 
much larger changes to the final set of parameter values. Overall, matrix K decreased 49%, 
while fracture K decreased by 98% (Table 9). 
3.2.3. Comparison of Calibrations 
The final parameter sets resulting from calibration of the D-C simulations with the 
Helmke parameters and the Literature parameters were extremely similar. Final parameter 
values for both fracture and matrix K differed by less than 9%, while matrix porosity differed 
by less than 5%. Furthermore, the values for the volume fraction of the fracture continuum, 
as well as the values for matrix and fracture αL were identical. It is of note that even when 
given wide parameter bounds, the simulations with parameters from the literature calibrated 
to parameters approximately identical to those measured in the lab or computed from theory.  
These results suggest that the D-C model is representing the physics of flow and transport in 
fractured till.  
Fracture spacing must be specified in the D-C model. Data on fracture spacing are not 
routinely gathered, because acquiring such information is labor intensive and expensive if 
excavation is needed.  The importance of fracture spacing to the performance of D-C model 





fracture spacing is used to compute fracture porosity and fracture aperture in Equations 9.0 
and 9.1, and, subsequently fracture K in Equation 3.3. In the absence of direct field 
observations of fracture spacing, errors in assigning reasonable ranges to fracture K and 
fracture porosity could lead to non-unique or over-fit solutions during calibration. However, 
for our specific case, simulation results using calibrated parameters from the Literature 
scenario did not outperform the results of the scenario using Helmke parameters, despite the 
use of non-site-specific values of fracture spacing.  
3.4 Computational Performance 
Assessment of the computational performance of the D-C model indicates that it is 
capable of simulating till core-scale problems very efficiently. In a simulation where element 
size is equal to fracture spacing (0.044 x 0.044 x 0.044 m), the time required to simulate the 
results of a 59-day Br transport experiment was nearly identical for both the D-C and EPM 
models – 7.8 seconds and 7.7 seconds for each model, respectively (“Large element” 
simulations in Table 10). When simulations where the element size is one-half the value of 
the fracture spacing (0.022 x 0.022 x 0.022 m), solution times increase approximately 
fivefold for the D-C model and approximately fourfold for the EPM model, respectively 
(“Small element” simulations in Table 9). Despite the increase in solution time, both D-C and 
EPM models completed the simulation 1.5 orders of magnitude faster than a DFN-M model 
of identical volume. Calibrations for the simulations with Helmke and Literature parameters 
averaged 150 simulations and about 20 minutes of computation time to determine an 
optimum set of parameters. 
4.0 Summary and Conclusions 
The D-C, EPM and DFN-M models were used to simulate a bromide tracer experiment in 





are computed from high-quality field and laboratory data, simulation results indicate that the 
EPM and DFN-M overestimate and underestimate the first arrival time of a Br tracer, 
respectively. The results of using a forward modeling approach show that the D-C model 
successfully predicts the experimental data without calibration. PEST calibration of the D-C 
Simulations with Helmke parameters and Literature parameters showed that the D-C model 
is most sensitive to parameters associated with the matrix, namely matrix K and porosity.  
In the scenario with Helmke parameters, composite sensitivity coefficients (css) computed 
by PEST, indicate that matrix K are three times as sensitive as fracture K or fracture αL. In 
the scenario with Literature Parameters, matrix porosity was the most sensitive parameter, 
and the resulting css value of 0.17 was the highest of either calibration scenario. Fracture 
spacing was also shown to be important for computing input parameters for the second 
continuum, which used to represent the fractures in the D-C model. The exact sensitivity of 
fracture spacing could not be determined, because it is not included in the D-C model 
directly; however, because this parameter is included in the computation of all fracture 
hydraulic parameters, it warrants further study.  
Results of calibrating the D-C model show that when input parameters are taken from 
site-specific field and laboratory data, the model requires minimal calibration. Calibrations 
performed in the absence of site-specific field data yielded final parameter values for 
groundwater flow and transport which are physically realistic and approximate those 
measured in the lab. The ability of the D-C model to calibrate to empirically or theoretically-
derived parameters in the absence of quality initial parameter estimates suggests that the D-C 
model is capturing the physics of groundwater flow and solute transport in fractured till. 





simulate a 59-day bromide tracer experiment in 7.7 seconds—over 68 times faster than a 
comparably-sized DFN-M simulation. In total, the D-C model presents a possible pathway to 
explicitly simulate groundwater flow and solute transport in fractured till at field and 
watershed scales. 
5.0 Future Work 
Prior to the submission of this manuscript to the journal, I plan to expand section 3.3 and 
perform a more extensive examination of the sensitivity coefficients of individual 
parameters. 
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Table 4.2. Data from the large-core, laboratory column study and uncalibrated parameters for the DFN-M, EPM, and D-C model 
simulations. N/A = not applicable.  












Domain volume (m3)  
(X x Y x Z) 
 
0.43 x 0.43 x 
0.45 
 
0.44 x 0.44 x 0.44 
 
0.44 x 0.44 x 
0.44 
 
0.44 x 0.44 x 
0.44 
Grid spacing (m) N/A 0.02 x 0.02 x 0.02 0.022 x 0.022 
x 0.022 
0.044 x 0.044 x 
0.044 
Matrix K (m/s) 6.8 x 10-8 6.8 x 10-8 6.8 x 10-8 3.6 x 10-8 
Fracture Kz (m/s) N/A 2.5 x 10-5 N/A 2.5 x 10-5 
Fracture intensity 
















Table 4.3. Initial parameter estimates, parameter bounds, and data sources for the calibration of the D-C model with Helmke 
parameters. 
Parameter Initial Value Upper and Lower 
Bounds for Calibration 
Source 
Matrix K (isotropic; 
m/s) 
3.6 x 10-8 3.6 x 10-7, 3.6 x 10-9 Eq. [8.0] 
Matrix αL (m) 0.16 0.16, 0.05 Eq. [2.0], Helmke et al. 
(2005b) 
Fracture Kz (m/s) 2.3 x 10-5 2.5 x 10-5, 2.1 x 10-5 Young et al. (in review) 









Table 4.4. Initial calibration parameters, parameter bounds, and data sources for the calibration of D-C Model with Literature 
parameters. 
Parameter Initial Value Upper and Lower 
Bounds for Calibration 
Source 
Matrix K (isotropic; 
m/s) 
8 x 10-8 8 x 10-8, 8 x 10-9 Seo (1996) 
Matrix αL (m) 0.1 1.0, 0.05 HGS defaults (Therrien 
et al. 2010), Helmke et 
al. (2005b) 
Matrix porosity (D) 0.30 0.49, 0.20 Eidem et al. (1999), 
Cherry et al. (2004)  
Fracture Kz (m/s) 1.0 x 10-4 1.0 x 10-4, 1.0 x 10-5 Cubic Law, Lee (1991) 
Fracture αL (m) 0.1 1.0, 0.05 HGS defaults (Therrien 
et al. 2010), Helmke et 
al. (2005b) 
Volume fraction of 
fracture domain 








Table 4.5. Modified Index of Agreement (d1) values for the uncalibrated DFN, EPM, and D-C simulations at three time periods (0-10, 
11-59 and 0-59 days). Data from Helmke et al. (2005b) are also included for comparison. 
Model d1: days 0-10  d1: days 11-59  d1: days 0-59  d1: days 0-59 
(Helmke et al. 
2005b) 
DFN-M 0.66 0.92 0.95 0.94 
EPM 0.62 0.94 0.96 0.97 







Table 4.6. Goodness of fit statistics for the early and late time data for the D-C simulations 
with Helmke parameters. 
Model d1: days 0-10  d1: days 11-59  d1: days 0-59  
Helmke Calibrated 0.99 0.97 0.98 
Helmke 
Uncalibrated 







Table 4.7. Pre- and post-calibration parameter values for the D-C simulations with Helmke 












3.9 x 10-8 4.6 x 10-8 0.12 
Fracture K 
(m/s) 




0.0014 0.0014 NC 
Matrix n 0.27 0.27 NC 
αL (matrix; 
m)  
0.075 0.05 0.02 
αL 
(fractures; m) 
0.075 0.05 0.04 






Table 4.8. Goodness of fit statistics for the early and late time data for the D-C simulations 
with Helmke parameters. 
Model d1: days 0-10  d1: days 11-59  d1: days 0-59  
Literature 
Calibrated 
0.94 0.95 0.98 
Literature 
Uncalibrated 







Table 4.9. Pre- and post-calibration parameter values for the D-C simulations with Literature 
parameters, along with the PEST-computed composite sensitivity coefficients. 









8.0 x 10-8 4.9 x 10-8 0.13 
Fracture K 
(m/s) 




0.0013 0.0014 0.04 
Matrix n 0.30 0.28 0.17 
αL (matrix; m)  0.1 0.05 0.02 
αL 
(fractures; m) 







Table 4.10. Element size, node count, and solution times for the D-C and EPM models with 
larger and smaller element sizes, and the DFN-M model. 







0.044 x 0.044 x 
0.044 
0.044 x 0.044 x 
0.044 
0.02 x 0.02 x 
0.02 















0.022 x 0.022 x 
0.022 
0.022 x 0.022 x 
0.022 















Figure 4.1. Location of field fracture measurements by Helmke (2003) on the Des Moines 









Figure 4.2. Cumulative bromide breakthrough curves for D-C (gold), EPM (red) and DFM-M 
model (in cyan) simulations. Results of the large-core, laboratory column experiment of 







Figure 4.3. Modeled breakthrough curves for days 0-10 for the D-C (gold), EPM (red) and 
DFM-M (cyan) model simulations. Results of the large-core, laboratory column experiment 







Figure 4.4. Cumulative bromide breakthrough curves for the D-C simulations with Helmke 
parameters. Calibrated simulations shown with solid lines; uncalibrated simulations with 







Figure 4.5. Cumulative bromide breakthrough curves for the D-C simulations with 
parameters from the literature (in green) and simulations with Helmke parameters (in 
yellow). Calibrated simulations shown with solid lines; uncalibrated simulations with dashed 






CHAPTER 5. COLUMN TRACER EXPERIMENTS IN FRACTURED TILL: ARE 
RESULTS REPRESENTATIVE OF IN-SITU FIELD CONDITIONS? 
Nathan L. Young, William W. Simpkins, and Robert Horton 
Modified from a manuscript to be submitted to Groundwater 
Abstract 
Fractures in till have been documented extensively in North America and Denmark. 
Tracer experiments conducted in the laboratory on undisturbed core samples (<7.3-cm-
diameter) have been a standard method for estimating hydraulic and transport parameters for 
fractured till since the 1980s. In the 1990s and early 2000s, tracer experiments conducted on 
large, undisturbed volumes (~0.125 m3) of fractured till were considered to yield results that 
were more representative of flow and transport behavior. Recent work in fractured till of the 
Dows Fm in central Iowa has hypothesized that volumes in excess of 4 m3 are required to 
produce accurate estimate of these parameters. To test this hypothesis, we conducted column 
tracer experiments on seven, 16-cm diameter,16-cm-tall samples of the till. Visually 
identifiable fractures were present on the tops and bottoms of every sample. Results showed 
that samples containing well-connected fracture networks produced breakthrough curves 
with rapid first arrival times and shapes characteristic of solute transport in a fractured 
medium. Samples containing fewer or no connected fractures produced slower breakthrough 
with curves similar to unfractured till. More importantly, a ± 540% range of breakthrough 
times was observed in cores with nearly identical K values, demonstrating that the effect of 
the fracture network on transport behavior is unpredictable even when K data suggest that 
well-connected fractures are present. It is unlikely that column tracer tests in fractured till 
will produce representative groundwater flow and transport parameters for in-situ field 




Tracer experiments run on core samples have been a standard method for determining 
hydraulic parameters for fractured sediments such as till since the 1980s (Grisak et al. 1980; 
Jørgensen et al. 1998, 2004;). Drill-core or Shelby tube samples (<7.62 cm diameter) are 
used because they are often obtained through standard site sampling protocols (Mackiewicz 
1994; Fausey et al. 2000; Timms et al. 2016). Experiments on small cores can provide 
misleading results, because the presence or absence of connected fractures within a given 
sample can result in estimates of K that either over- or under-estimate the in-situ K value 





studies performed flow and transport experiments on “large, undisturbed till cores” that were 
~0.5 m in diameter and ~0.5 m tall. Large-volume cores were chosen because they were 
likely to contain enough connected fractures to be representative of in-situ flow and transport 
processes (Jørgensen et al. 1998; Helmke et al. 2005a).  
Numerical modeling studies of fractured rock conducted since the early 2000s have 
suggested that parameters derived from cores in the laboratory, even those of the “large, 
undisturbed” variety, may be unrepresentative of in-situ conditions. Research estimating the 
representative elementary volume (REV) of fractured rock suggests that sample volumes 
greater than 10 m3 are required in order to observe representative flow and transport 
processes (Wang et al. 2002; Min et al. 2004). Similar results were found in fractured porous 
rock such as sandstone (Muller et al. 2010). REV analysis of densely-fractured till (Young et 
al. in review) suggests that flow and transport parameters for a fractured till must be 
determined from volumes in excess of 4 m3, far greater than the 0.125 m3 volumes of the 
large undisturbed cores used in the studies by Jørgensen et al. (1998, 2002) and Helmke et al. 
(2005a).  
In this paper, we present the results from groundwater flow and column tracer 
experiments conducted on seven, 16-cm-diameter by 16-cm-tall core samples of fractured, 
Dows Formation till of the Des Moines lobe in central Iowa. These samples were removed 
from a 4.3-m vertical transect in trenches excavated during the construction of the Energy 
Transfer Partners, Dakota Access Pipeline in fall 2016. The samples were intentionally larger 
than those used in permeameters, in an effort to capture enough fractures to produce 






each sample was estimated and bromide transport experiments were conducted to 
demonstrate transport behavior. 
Methods 
Construction of the Energy Transfer Partners, Dakota Access Pipeline (DAP) began in 
Iowa in 2016 and cut a diagonal swath across prime farmland in the state (Fig. 1). Because 
the pipeline track crossed onto Iowa State University (ISU) land and required a negotiated 
land-access agreement, we were allowed a three-week period during October of 2016 to 
extract undisturbed till cores from three, 8-m-deep pipeline trenches just south of Ames, IA. 
The till unit sampled in this study was a loamy basal till of late Wisconsin age, part of the 
Alden Member of the Dows Formation. Mean textural composition for this till is 48 percent 
sand, 36 percent silt, and 16 percent clay (Kemmis et al. 1981; Helmke et al., 2005a). The 
Alden Member is present in an oxidized state in the upper 3-5 m and an unoxidized state 
below that depth (Fig. 1). It contains fractures that are clearly visible in both the oxidized and 
unoxidized zones due to oxidized Fe-staining along fracture surfaces. Fifteen till cores were 
carved out of the sidewalls of three separate trenches along a total distance of 7.2 km. This 
study focuses on the results from 10 cores taken from Trench 2 (Fig. 1). 
To extract the till core, the sidewall of the trench was cut into a series of small 
benches down to a maximum depth of 4.3 m and a 16-by-16-cm “square” subsample was 
carved in the till in place. This procedure minimized the disturbance of the fractures and 
prevented additional fracturing.  The samples were fitted into cylindrical PVC casings in the 
field and paraffin wax was poured between each sample and the casing to form a wax seal 
approximately 0.25-cm thick. This prevented sidewall flow during the column experiment 
(Grisak et al. 1980; Helmke 2003). Core ends were scraped with a hand trowel to reveal a 





visible on the tops and bottoms of each sample. Afterwards, a 0.5-cm-thick layer of Ottawa 
sand was added to the top and bottom of each sample (see Helmke et al. (2005b), and a 
perforated polyethylene tube was threaded through the sand and attached to the inlet port to 
ensure uniform saturation of the core. The ends were capped with hard-rubber, Fernco 
endcaps, which were stretched tightly before being ratcheted tightly to prevent flexing under 
pressure. All contacts between the endcaps and the core casing were sealed with silicone 
caulk. In the lab, the till cores were inverted and saturated them from the bottom up, and a 
constant unit hydraulic gradient was imposed across the sample using a Mariotte bottle, as 
described by Helmke et al. (2005a). After steady flow through the columns was established, a 
0.5 mMol solution of a potassium bromide (KBr) was slowly injected into the bottom of the 
core. The Br in the core effluent was captured using a fraction collector and concentrations 
were analyzed by using an Orion Br-specific electrode to measure electrical conductivity of 
the effluent  Concentrations were determined through the use of a standard concentration vs 
electrical conductivity relationship. For three of the cores, Br concentrations were measured 
during the period of one month. New standard curves were computed before each 
measurement in order to correct for instrument drift during the long time interval between 
measurements. Sediment samples for particle-size determination were also obtained at each 
depth interval and analyzed for sand, silt, and clay percentages using the method of 
Bouyoucos (1962).  
Results and Discussion 
Values of K from the cores were within the range of the K values reported for the Dows 
Formation (3.0 x 10-5 to 8.0 x 10-9 m/s; Seo 1996); however, the values showed great 
variability within small depth intervals (Fig. 2). Values for the 1-2 m and 2-3 m interval were 





experiments of Helmke et al. (2005a), (Fig 2). Furthermore, the interval between 3.1-3.5 m 
described in Helmke et al. (2005a) showed a K value of 6.8 x 10-8 m/s, but the three till cores 
within that same interval in this study showed K values that are 13% and 88% lower, and 
1250% higher, respectfully (Table 1). Particle-size data showed little variability with depth, 
however the sand fraction percentage was an average of 10% higher than reported by other 
studies (Fig 2. Column 2; Kemmis et al. 1981; Helmke et al. 2005b). We observed no 
discernable relationship between particle size, K, and the first arrival time of the Br tracer. 
The results tracer experiments conducted on the till cores separated into two distinct 
groups – those characterized by rapid Br transport and those characterized by slow transport. 
Results from the rapid cores showed nearly 100% Br recovery within 15 hours of injection 
(Fig. 3). The mean early arrival time of the tracer was 16.5 minutes. First arrival times for the 
“rapid” cores nearly match the theoretical first-arrival times (in minutes) simulated from 
groundwater velocities only in the fractures (Fig. 2, panel 4). In addition, the “rapid” cores 
show the characteristic shape of the breakthrough curve for solute transport in a fractured 
medium, i.e., early first arrival times and a rapid rise in effluent Br concentration (Fig. 3; 
Grisak et al. 1980; Helmke et al. 2005a,b). 
 In contrast, Br in effluent from the slow cores was monitored for about 30 days with a 
mean tracer recovery of 75% and mean first arrival times of 102 hours (Fig. 4). The tracer 
experiments were terminated at about 30 days, when low flow rates caused microbial grown 
in the cores,  
as evidenced by black sludge and odor emanating from the effluent tubes. At depths of 3.2 m 






average linear velocity equation in a porous medium (Freeze and Cherry, 1979; Fig. 2, panel 
4). The more gradual slope of the “slow core” breakthrough curves suggest that matrix 
diffusion and mechanical dispersion are important in these samples (Fig. 4) and that bulk 
groundwater flow through the till matrix dominates over flow through connected fractures 
(Freeze and Cherry 1979; Grisak et al. 1980). Although the first arrival times are 
significantly slower than those observed in “rapid” cores, the low K value for the 3.36-m-
depth core shows a first arrival time that is 1400 hours faster than would have occurred in the 
absence of fractures (Fig. 2, panels 3 & 4).    
We had hypothesized that the stark contrast in tracer behavior between the rapid and slow 
cores could be predicted from observation of fractures at the top or bottom of the till core; 
however, we observed no consistent relationship between visible fractures and tracer 
behavior. The lack of a relationship is probably due to the fact that fractures observed in the 
2-D plane at the bottom of a core cannot predict 3-D connectivity, particularly if the average 
fracture length of 7.9 cm is less than the length of the 16-cm till core. This follows the 
reasoning of Long et al. (1982), who stated that smaller samples in fractured rock are more 
likely to have one or two well-connected fractures which span the entire length of the sample, 
resulting in rapid transport of solutes during tracer experiments. The results of the “rapid” 
core (Fig. 3) seem to support this idea, but it is difficult to argue the case for the “slow” cores 
due to lack of data.  
A relationship between solute transport behavior and the degree of oxidation of the till 
could be hypothesized, from the depth of the rapid and slow cores (Fig. 2). The rapid cores 
were obtained from the oxidized upper 3 m, while the cores that exhibited slower first 





them. Field data indicate that the fracture density and fracture aperture in the Dows 
Formation are smaller in the transition zone and below. (Helmke 2003, Helmke et al. 
2005a,b). Thus, although fractures do not cease below the zone of oxidation, cores taken 
from depths below 3 m at this site are more likely contain fewer connected fractures and not 
exhibit rapid transport behavior.   
Values of K do a poor job of predicting solute transport behavior in these till cores, as 
evidenced by the variability in breakthrough curve results (Fig. 3). For instance, the till core 
from the depth interval 2.40-2.56 m (blue circles, Fig. 3) showed the lowest K value of the 
four cores presented, but it was the first to exhibit breakthrough (C/Co value of 0.5) at 1.5 
hrs. Breakthrough occurred for the three other depth intervals of 1.70-1.86 m, 2.60-2.76 m, 
and 2.76-2.92 m at 2.7, 0.5 and 2.25 hours after interval 2.4-2.56, respectively. This 
variability in breakthrough time occurred even though the hydraulic gradient was the same 
and the samples had nearly the same bulk K value of 1.1 x 10-6 m/s. Although the K value for 
each of the slow cores (Fig. 4) is lower than in previous studies (Seo 1996; Helmke et al. 
2005a,b), the core with the lowest K value showed the best evidence of fracture-controlled 
transport of Br.  
Summary and Conclusions 
Groundwater flow and tracer experiments were conducted on seven cores extracted from 
a 4.3-m profile of fractured, Dows Formation till from a trench excavated for the Dakota 
Access Pipeline in central Iowa. The results indicate that when samples contain a well-
connected fracture network, transport results can mimic those of a high K core, even when 
the measured K of the sample is quite low (Fig. 2). Additionally, the ± 540% range of 
breakthrough times in cores with roughly identical K values demonstrates that even when K 





transport behavior is unpredictable. Neither the presence of fractures nor K values alone can 
be used to predict solute transport behavior in fractured till at this scale.  
Although the till core used in this study was of larger diameter and volume than a 
standard core in a permeameter, it was still too small to produce K values or transport fitting 
parameters that are representative of in-situ field values. Overall, our data suggest that that it 
is not possible to obtain representative flow and transport parameters from benchtop tracer 
experiments on fractured media when the sample volume is below the REV. This is 
consistent with REV studies in fractured rock, which indicate that highly-variable flow and 
transport behavior are likely to be observed in experiments conducted on samples below the 
REV (Wang et al. 2002; Min et al. 2004; Young et al. in review). For this till, that minimum 
volume is about 4 m3 (Young et al., in review). Because a benchtop sample of the till of this 
volume would weigh several thousand kilograms, estimating model parameter values for 
fractured Dows Formation till will likely require testing of large sample volumes at the field 
scale and/or numerical modeling approaches. 
Future work 
Prior to submitting this manuscript for review, the breakthrough curves will be modeledin 
order to determine the range of transport model parameters produced by these samples. 
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Table 5.1. Bulk K values for cores between 3.1-3.5 m depth compared to the K in Helmke et 
al. (2005b). 
Depth/Parameter 3.20-3.36 3.36-3.52 3.52-3.68 
Bulk K (m/s) 6.3 x 10-8 7.9 x 10-9 1.0 x 10-6 
Change relative to 6.8 x 10-8 
m/s value presented in  














Figure 5.1. Photo of Trench 2 showing the sampling transect (black vertical line) and 
geologic boundaries in the till (left). Materials in the upper meter included modern soil, sand, 
and the plow layer. The transition zone is not shown. Trench 2 is located within the Walnut 








Figure 5.2. Geology, particle size distribution, Log K, and Br first arrival times for the seven 
core tracer experiments. Values of K were determined for samples at depths of 3, 3.5 and 4.3 






















CHAPTER 6. GENERAL CONCLUSIONS 
Through the creation of the MATLAB-based HydroGeoSphere (HGS) user interface, 
FracKfinder, the REV determination methods developed by Wang et al. (2002) and Min et al. 
(2004) were adapted for use in characterizing the fractured till of the Dows Formation. The 
REV analysis showed that the size of the REV is proportional to the density of the fracture 
network. At shallow depths (~1 m), where the fracture density is highest (>26 m2/m3), the 
REV was estimated to be between 4 and 5 m3. At deeper depths (>3 m), the REV was 
estimated to be between 2 and 3 m3. This reduction in REV size was interpreted to be a result 
of the decrease in fracture density causing a greater portion of groundwater flow to occur in 
the till matrix. Under these conditions, the size of the REV contracts because the hydraulic 
characteristics of the till more closely resemble a system dominated by bulk flow through the 
unfractured matrix, in contrast to preferential flow through a highly-transmissive fracture 
network. 
 When K tensors were computed from simulations of REV size that were geostatisically 
representative of the Dows Formation at depths of 1, 2, and 3.3 m, the magnitude of the K 
tensor for the matrix domain at all depths was approximately isotropic and showed  a mean 
value of 1.0 x 10-8 m/s. The magnitude of the K tensors for the fracture domains at depths 1, 
2, and 3.3 m, were 4.6 x 10-3, 6.1 x 10-4, and 2.5 x 10-5 m/s, respectively. All K tensors for 
the fracture domain possessed Kz values that were an average of 48% higher than Kx and Ky, 
reflecting the predominantly vertical orientation of the fractures within the Dows Formation. 
Because these K tensors were computed from models of REV size, they represent of the 
hydraulic characteristics of the in-situ fracture network at the location where the fracture data 





By using these K tensors to prescribe matrix and fracture K values in the Dual 
Continuum (D-C) model, the results indicate that the hydraulic effects of fractures can be 
explicitly included in groundwater flow and transport simulations without rendering them 
computationally unsolvable. Results of a Br tracer experiment presented in Helmke et al 
(2005b) were simulated using the D-C model with parameters that were either directly-
measured or computed from theory. The results of our D-C approach were compared to 
simulation results of two other well-documented models – the discrete fracture network-
matrix model (DFM-M) and the equivalent porous media (EPM) model. Using the Modified 
Index of Agreement (d1), the D-C model was shown to provide a superior fit to observed 
data at early times and a comparable fit to observed data at later times when compared to the 
results of EPM and DFN-M simulations.  
Calibration with the parameter estimation code PEST was utilized to determine which 
parameters are most important to constrain with actual field fracture data. The calibration 
process considered a simulation where all input parameters were taken or computed from 
data presented in Helmke (2003), and a simulation where almost all parameters came from 
non-site-specific values taken from the literature. Both calibration scenarios showed that the 
D-C model is most sensitive to parameters associated with the matrix, namely matrix K and 
porosity. Fracture spacing was also shown to be important for computing input parameters 
for the second continuum, which used to represent the fractures in the D-C model. The exact 
sensitivity of fracture spacing could not be determined, because it is not included in the D-C 
model directly; however, because this parameter is included in the computation of all fracture 
hydraulic parameters, it warrants further study. Results of calibrating the D-C model show 





requires minimal calibration. Calibrations performed in the absence of site-specific field data 
yielded final parameter values for groundwater flow and transport which are physically 
realistic and approximate those measured in the lab. The ability of the D-C model to calibrate 
to empirically or theoretically-derived parameters in the absence quality initial parameter 
estimates suggests that the D-C model is capturing the physics of groundwater flow and 
solute transport in fractured till. Finally, the D-C model proved to be extremely 
computationally efficient and was able to simulate a 59-day bromide tracer experiment in 7.7 
seconds—over 68 times faster than a comparably-sized DFN-M simulation. 
The results of our modeling work were then compared to the results of physical 
experiments performed on 10, 16-cm-diameter by 16-cm high till cores excavated along a 2.6 
m depth profile in one of the trenches associated with the construction of the Dakota Access 
Pipeline in central Iowa. The results of tracer experiments showed that information provided 
by the visual identification of fractures, the measured K, and the depth from which the core 
was excavated were not sufficient to predict solute transport behavior in a given sample. 
These results are consistent with the results of our REV determination work, which suggested 
that volumes smaller than 3 m3 – which these are – would be insufficient for determining 
representative transport behavior, even at depths where the intensity of the fracture network 
is low (≤ 24 m2/m3). This work therefore concludes that in order to ensure that groundwater 
flow and solute transport parameters are representative of conditions in-situ, parameters 
should be estimated from field methods that sample a volume greater than the REV and 
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%= FracKFinder: A 3-D K Tensor-Determining Program for HydroGeoSphere == 
%=============== By Nathan Young and Jacqueline Reber ================== 
%========================Preprocessor Notes============================= 
  
%This code consists of two scripts which, when run together, allow for the  
%determination of a 3-D K tensor for a cube of fractured media using 
%HydroGeoSphere (HGS). The preprocessor generates all of the necessary 
model  
%input, and then runs an ensemble of 78 flow simulations. Required user  
%input is minimal, but the user must either provide a fractured grid,  
%or specify that one be generated by HydroGeoSphere using a constant seed  
%number. The user must also supply the matrix properties file (.mprops) 
and 
%the fracture properties file (.fprops). The .grok file used for all model 
%simulations is located in the in the _MASTER file, and should be edited 
by 
%the user according to the instructions at the top of the file. All other 
%required input is generated by this script. This script will write 78 
%different copies of the following: .grok files, head gradient files, 
batch  
%files, and hsplot files. The script will also initialize in sequence, the 
%Grok, HGS, and HSPLOT executables. This will format the output in the 




%====REQUIRED USER INPUT============ 
%=================================== 
%In this folder titled "Model_Runs", place the Hydrogeosphere 
executeables: grok.exe, phgs.exe, 
%hsplot.exe. In the subfolder titled "_props," place the hydrogeosphere 
grid files, the .mprops file, 
%and the .fprops file, as well as the .ginc file (if using) 
  
%Write the directory location for the _User_Files folder below: 
  
cd 'DIRECTORY NAME HERE% <---- IMPORTANT! If this filepath is incorrect, 
the whole code will not run! 
  
%_User input variables____ 
  
%_Grid Geometry___________ 
%Use a grid_spec of 1 if (0,0) is in the lower left corner of the grid 
%Use a grid_spec of 2 if (0,0) is the center of the grid 
  






%Input side length of sample 
  
















n_nodes =( x/node_spacing); %number of nodes on a side of the sample 
  
n = (x/node_spacing)+1; 
  
head_rotation_magnitudes = csvread('headrotationmagnitudes.csv'); %a 
matrix of numbers that scale a unit hydraulic gradient by the requisite 
amount to mimic rotating the gradient plane 
heads = head_rotation_magnitudes*x; %multiplies the scaling factor by the 
lenght of the sample to get a sample-specific set of rotated unit 
gradients 
csvwrite('grads1.csv',heads); %writes the gradient file for use in the 
postprocessor script 
  
%head vector inputs 
  
%create boundary condition block selections 
  
if grid_spec == 1 
     
    xleft = {[0,0],[0,x],[0,x]}'; 
    xright = {[x,x],[0,x],[0,x]}'; 
     
    yback = {[0,x],[0,0],[0,x]}'; 
    yfront = {[0,x],[x,x],[0,x]}'; 
     
    ztop = {[0,x],[0,x],[0,0]}'; 
    zbottom = {[0,x],[0,x],[x,x]}'; 
     
else 
     
    xhalf=x/2; 
     
    xleft = {[-xhalf,-xhalf],[-xhalf,xhalf],[-xhalf,xhalf]}'; 
    xright = {[xhalf,xhalf],[-xhalf,xhalf],[-xhalf,xhalf]}'; 





    yback = {[-xhalf,xhalf],[-xhalf,-xhalf],[-xhalf,xhalf]}'; 
    yfront = {[-xhalf,xhalf],[xhalf,xhalf],[-xhalf,xhalf]}'; 
     
    ztop = {[-xhalf,xhalf],[-xhalf,xhalf],[-xhalf,-xhalf]}'; 
    zbottom = {[-xhalf,xhalf],[-xhalf,xhalf],[xhalf,xhalf]}';    
end 
   
nn=(n_nodes+1).^2; 
hi15= x+(x*0.15); %starting head value for 15 degree rotation 
lo15= x-(x*0.15); %ending head value for 15 degree rotation 
by15 = (hi15-lo15)/(n_nodes); 
h15 = lo15:by15:hi15; 
  
hi30= x+(x*0.30); %starting head value for 30 degree rotation 
lo30= x-(x*0.30); %ending head value for 30 degree rotation 
by30 = (hi30-lo30)/(n_nodes); 
h30 = lo30:by30:hi30; 
  
hi60= x+(x*0.60); %starting head value for 60 degree rotation 
lo60= x-(x*0.60); %ending head value for 60 degree rotation 
by60 = (hi60-lo60)/(n_nodes); 
h60 = lo60:by60:hi60; 
  
ini = ones(1,nn); 
unit = ini*x; %create unit gradient file 
   
 v15 = repelem(h15,n).'; %have head change in y direction instead of x 
 v30 = repelem(h30,n).'; 
 v60 = repelem(h60,n).'; 
 vm15 = flipud(v15); %mirror above 
 vm30 = flipud(v30); 
 vm60 = flipud(v60); 
  
 s = (ones((n^2),1))*x; 
  
 bv15 = v15 - s; 
 bv30 = v30 - s; 
 bv60 = v60 - s; 
 bvm15 = vm15 - s; 
 bvm30 = vm60 - s; 
 bvm60 = vm60 - s; 
  
 c_bv = {bv15,bv30,bv60}; 




zero = zeros(1,n_nodes+1)'; 
zeros=repmat(zero,n_nodes+1,1); 
unit3d = {unit'}; 
heads2d = {h15,h30,h60}; 
mirror_heads2d = cellfun(@fliplr,heads2d,'UniformOutput',false); 







   
for m=1:length(heads2d) 
     
    heads3d{m}=repmat(heads2d{m},n_nodes+1,1); 
    vert_heads3d{m} = repmat(vertical_heads2d{m},1,n_nodes+1); 
    mirror_heads3d{m} = repmat(mirror_heads2d{m},n_nodes+1,1); 
    vert_mirror_heads3d{m} = 
repmat(vertical_mirror_heads2d{m},1,n_nodes+1); 
     
end 
  
% correct_heads = cellfun(@transpose,heads3d,'UniformOutput',false); 




%reshape vertical head gradient rotation files 
 for z=1:3 
     correct_vert{1,z}=reshape(heads3d{1,z},nn,1); 
     correct_vertm{1,z}=reshape(mirror_heads3d{1,z},nn,1); 
     correct_heads{1,z}=reshape(vert_heads3d{1,z},nn,1); 
     correct_mirror{1,z}=reshape(vert_mirror_heads3d{1,z},nn,1); 
 end 
% %create head file titles   
  
%create bottom input files 
A = (ones(1,n_nodes+1)*x); 
sub = {A,A,A}; 
subv = repmat(A,n_nodes+1); 
AA = {(ones(n_nodes+1,n_nodes+1)*x)}; 
AAA= [AA,AA,AA]; 
  
bottom_heads = cellfun(@minus,heads3d,AAA,'UniformOutput',false); 
bottom_mirror = cellfun(@minus,mirror_heads3d,AAA,'UniformOutput',false); 





     correct_bottom_vert{1,z}=reshape(bottom_heads{1,z},nn,1); 
     correct_bottom_vertm{1,z}=reshape(bottom_mirror{1,z},nn,1); 
     correct_bottom_heads{1,z}=reshape(bottom_vert{1,z},nn,1); 
     correct_bottom_mirror{1,z}=reshape(bottom_vert_mirror{1,z},nn,1); 
end 
  




















    if mod(z, 2) == 0   
    correct_headsodd{1,z}=All_heads{1,z}; 
    else 
    correct_headseven{1,z}=All_heads{1,z};  
    end 
end 
  




for cc = 1:26 
    if mod(cc, 2) == 0   
    if cc<10 
     hft{cc} = sprintf('0%d.txt', cc); 
    else 
     hft{cc} = sprintf('%d.txt', cc); 
    end 
    else 
    if cc<10 
     hfb{cc} = {sprintf('0%d.txt', cc)}; 
    else 
     hfb{cc} = {sprintf('%d.txt', cc)}; 
    end      
    end 
     
end 
  
nb = hfb(~cellfun('isempty',hfb)); 
nt = hft(~cellfun('isempty',hft)); 
  
 for dd = 1:13     
       title = char(nb{dd}); 
     dlmwrite(title,header,'delimiter','','newline','pc') 
     dlmwrite(title,correct_headseven(1,dd),'delimiter',' 
','precision','%.3f','newline','pc','-append');  
            
        titlet = char(nt{dd}); 
     dlmwrite(titlet,header,'delimiter','','newline','pc') 
     dlmwrite(titlet,correct_headsodd(1,dd),'delimiter',' 
','precision','%.3f','newline','pc','-append');    
 end  
  
grokfile1 = regexp( fileread('grok_template.grok'), '\n', 'split'); 
grokfile = grokfile1'; 
hfc = regexp( fileread('headfilecall.txt'), '\n', 'split'); %This is the 







for k = 1:26 
    if k<10 
        xfilename = sprintf('0%d.grok', k); 
    else 
        xfilename = sprintf('%d.grok', k); 
    end 
    if mod(k, 2) == 0 
         
        grokfile{132,1} = num2str(xleft{1}); 
        grokfile{133,1} = num2str(xleft{2}) ; 
        grokfile{134,1} = num2str(xleft{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(xright{1}); 
        grokfile{160,1} = num2str(xright{2}); 
        grokfile{161,1} = num2str(xright{3}); 
        grokfile{178,1} = char(hfc{(k-1)}); 
        grokfile{215,1} = num2str(xleft{1}); 
        grokfile{216,1} = num2str(xleft{2}) ; 
        grokfile{217,1} = num2str(xleft{3}); 
    else 
        grokfile{132,1} = num2str(xleft{1}); 
        grokfile{133,1} = num2str(xleft{2}) ; 
        grokfile{134,1} = num2str(xleft{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(xright{1}); 
        grokfile{160,1} = num2str(xright{2}); 
        grokfile{161,1} = num2str(xright{3}); 
        grokfile{178,1} = char(hfc{k+1}); 
        grokfile{215,1} = num2str(xright{1}); 
        grokfile{216,1} = num2str(xright{2}) ; 
        grokfile{217,1} = num2str(xright{3}); 
    end 
     
    fileID = fopen(xfilename,'w'); 
    cstr = grokfile; 
    fprintf(1, '%s', cstr{:}); 
    fprintf(1, '\n'); 
    fprintf(fileID,'%s\n',cstr{:}); 
    fclose(fileID); 
     
    fid2 = fopen('batch.pfx','w'); 
    if k<10 
        batchnum = ['0' num2str(k)]; 
    else 
        batchnum = num2str(k); 
    end 
    fprintf(fid2,batchnum); 
    fclose(fid2); 
       
    system('grok.exe') 
    system('phgs.exe') 
    system('hsplot.exe') 








for k = 27:52 
    xfilename = sprintf('%d.grok', k); 
    if mod(k, 2) == 0 
        grokfile{132,1} = num2str(yback{1}); 
        grokfile{133,1} = num2str(yback{2}) ; 
        grokfile{134,1} = num2str(yback{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(yfront{1}); 
        grokfile{160,1} = num2str(yfront{2}); 
        grokfile{161,1} = num2str(yfront{3}); 
        grokfile{178,1} = char(hfc{(k-1)}); 
        grokfile{215,1} = num2str(yback{1}); 
        grokfile{216,1} = num2str(yback{2}) ; 
        grokfile{217,1} = num2str(yback{3}); 
    else 
        grokfile{132,1} = num2str(yback{1}); 
        grokfile{133,1} = num2str(yback{2}) ; 
        grokfile{134,1} = num2str(yback{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(yfront{1}); 
        grokfile{160,1} = num2str(yfront{2}); 
        grokfile{161,1} = num2str(yfront{3}); 
        grokfile{178,1} = char(hfc{k+1}); 
        grokfile{215,1} = num2str(yfront{1}); 
        grokfile{216,1} = num2str(yfront{2}) ; 
        grokfile{217,1} = num2str(yfront{3}); 
    end 
     
    fileID = fopen(xfilename,'w'); 
    cstr = grokfile; 
    fprintf(1, '%s', cstr{:}); 
    fprintf(1, '\n'); 
    fprintf(fileID,'%s\n',cstr{:}); 
    fclose(fileID); 
     
    fid2 = fopen('batch.pfx','w'); 
    batchnum = num2str(k); 
    fprintf(fid2,batchnum); 
    fclose(fid2); 
    
    system('grok.exe') 
    system('phgs.exe') 
    system('hsplot.exe') 





for k = 53:78 
    xfilename = sprintf('%d.grok', k); 
    if mod(k, 2) == 0 
        grokfile{132,1} = num2str(ztop{1}); 





        grokfile{134,1} = num2str(ztop{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(zbottom{1}); 
        grokfile{160,1} = num2str(zbottom{2}); 
        grokfile{161,1} = num2str(zbottom{3}); 
        grokfile{178,1} = char(hfc{(k-1)}); 
        grokfile{215,1} = num2str(zbottom{1}); 
        grokfile{216,1} = num2str(zbottom{2}) ; 
        grokfile{217,1} = num2str(zbottom{3}); 
    else 
        grokfile{132,1} = num2str(ztop{1}); 
        grokfile{133,1} = num2str(ztop{2}) ; 
        grokfile{134,1} = num2str(ztop{3}); 
        grokfile{151,1} = char(hfc{k}); 
        grokfile{159,1} = num2str(zbottom{1}); 
        grokfile{160,1} = num2str(zbottom{2}); 
        grokfile{161,1} = num2str(zbottom{3}); 
        grokfile{178,1} = char(hfc{k+1}); 
        grokfile{215,1} = num2str(ztop{1}); 
        grokfile{216,1} = num2str(ztop{2}) ; 
        grokfile{217,1} = num2str(ztop{3}); 
    end 
         
    fileID = fopen(xfilename,'w'); 
    cstr = grokfile; 
    fprintf(1, '%s', cstr{:}); 
    fprintf(1, '\n'); 
    fprintf(fileID,'%s\n',cstr{:}); 
    fclose(fileID); 
     
    fid2 = fopen('batch.pfx','w'); 
    batchnum = num2str(k); 
    fprintf(fid2,batchnum); 
    fclose(fid2); 
     
    system('grok.exe') 
    system('phgs.exe') 










% = FracKFinder: A 3-D K Tensor-Determining Program for HydroGeoSphere == 
% =============== By Nathan Young and Jacqueline Reber ================== 
% ========================Postprocessor Notes============================ 
%  






% script, and produces a 6-component hydraulic conductivity (K) tensor for  
% both the matrix and the fracture domain. Also provided are single values 
% of K for the matrix and fracture domains.  
% The K tensors are computed using an adaptation of the methods  
% presented in Wang et al, (2005). We regress a vector of the mean  
% groundwater velocity for a given model run against the magnitude of  
% the gradient rotation for that model run. Symmetry of the off diagonals 
in 
% the resulting 9-component K tensor is assumed, but in practice the 
% magnitudes of the off-diagonal components are averaged in order to 
impose 
% symmetry (Zhang et al., 2006). This script outputs a vector with the 
% principle components of hydraulic conductivity (Kx, Ky, and Kz), as well 
% as a second vector with the values of the off-diagonal components (Kxy, 
% Kxz, Kyz).  
  
%%______user input variables______ 
  
%%Enter location of preprocessor folder 
cd 'E:\Big_HGS_runs\FracKfinder_paper2\1m\_User_Files' 
  
ne=0.298; %effective porosity  




% ====NO USER INPUT REQUIRED AFTER THIS LINE========= 
% =================================================== 




PMfilename = dir('*o.pm.dat'); %list all the vtk files in your current 
directory. 
frfilename = dir('*o.frac.dat'); %list all the vtk files in your current 
directory. 
grads1 = csvread('headrotationmagnitudes.csv'); %gradient magnitudes 
  
%Loading XYZ runs 
  
%%create output filename list file 
for a = 1:26 
        if a<10 
        textFileName = [ '0' num2str(a) 'o.frac' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(a) 'o.frac' '.dat']; 
        fid2 = fopen(textFileName2, 'rt'); 
        data = textscan(fid2, '%s', 'delimiter', '\n'); 
        end  
  
 %%find headers 






 idx2 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 
 idx3 = find(strcmp(data{1}, '# z linear velocity (cell centred)'), 1, 
'first'); 
 idx4 = find(strcmp(data{1}, '# br'), 1, 'first'); 
 %%create read startpoints 
 idx1s = idx1+1; 
 idx2s = idx2+1; 
 idx3s = idx3+1; 
 %%create read endpoints 
 idx1e = idx2-2; 
 idx2e = idx3-2; 
 idx3e = idx4-2; 
  
 Afrx{a} = mean(dlmread (frfilename(a).name,'',[idx1s 0 idx1e 0])); 
%matrix a containing values from vtk file_in_loadpath 
 Afry{a} = mean(dlmread (frfilename(a).name,'',[idx2s 0 idx2e 0])); 




   
for aa = 1:26 
        if aa<10 
        textFileName = [ '0' num2str(aa) 'o.pm' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(aa) 'o.pm' '.dat']; 
        fid = fopen(textFileName2, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        end  
  
 %%find headers 
 idx4 = find(strcmp(data{1}, '# x linear velocity (cell centred)'), 1, 
'first'); 
 idx5 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 
 idx6 = find(strcmp(data{1}, '# z linear velocity (cell centred)'), 1, 
'first'); 
 idx7 = find(strcmp(data{1}, '# br'), 1, 'first'); 
 %%create read startpoints 
 idx4s = idx4+1; 
 idx5s = idx5+1; 
 idx6s = idx6+1; 
 %%create read endpoints 
 idx4e = idx5-2; 
 idx5e = idx6-2; 
 idx6e = idx7-2; 
  
Apmx{aa} = mean(dlmread (PMfilename(aa).name,'',[idx4s 0 idx4e 0])); 
%matrix a containing values from vtk file_in_loadpath 
Apmy{aa} = mean(dlmread (PMfilename(aa).name,'',[idx5s 0 idx5e 0])); 









for b = 27:52 
        if b<10 
        textFileName = [ '0' num2str(b) 'o.frac' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(b) 'o.frac' '.dat']; 
        fid2 = fopen(textFileName2, 'rt'); 
        data = textscan(fid2, '%s', 'delimiter', '\n'); 
        end  
  
 %%find headers 
 idx1 = find(strcmp(data{1}, '# x linear velocity (cell centred)'), 1, 
'first'); 
 idx2 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 
 idx3 = find(strcmp(data{1}, '# z linear velocity (cell centred)'), 1, 
'first'); 
 idx4 = find(strcmp(data{1}, '# br'), 1, 'first'); 
 %%create read startpoints 
 idx1s = idx1+1; 
 idx2s = idx2+1; 
 idx3s = idx3+1; 
 %%create read endpoints 
 idx1e = idx2-2; 
 idx2e = idx3-2; 
 idx3e = idx4-2; 
  
 Bfrx{b} = mean(dlmread (frfilename(b).name,'',[idx1s 0 idx1e 0])); 
%matrix a containing values from vtk file_in_loadpath 
 Bfry{b} = mean(dlmread (frfilename(b).name,'',[idx2s 0 idx2e 0])); 





for bb = 27:52 
        if bb<10 
        textFileName = [ '0' num2str(bb) 'o.pm' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(bb) 'o.pm' '.dat']; 
        fid2 = fopen(textFileName2, 'rt'); 
        data = textscan(fid2, '%s', 'delimiter', '\n'); 
        end  
  
%  find headers 
 idx4 = find(strcmp(data{1}, '# x linear velocity (cell centred)'), 1, 
'first'); 
 idx5 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 






 idx7 = find(strcmp(data{1}, '# br'), 1, 'first'); 
%  create read startpoints 
 idx4s = idx4+1; 
 idx5s = idx5+1; 
 idx6s = idx6+1; 
%  create read endpoints 
 idx4e = idx5-2; 
 idx5e = idx6-2; 
 idx6e = idx7-2; 
  
Bpmx{bb} = mean(dlmread (PMfilename(bb).name,'',[idx4s 0 idx4e 0])); 
%matrix a containing values from vtk file_in_loadpath 
Bpmy{bb} = mean(dlmread (PMfilename(bb).name,'',[idx5s 0 idx5e 0])); 





for c = 53:78 
        if c<10 
        textFileName = [ '0' num2str(c) 'o.frac' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(c) 'o.frac' '.dat']; 
        fid2 = fopen(textFileName2, 'rt'); 
        data = textscan(fid2, '%s', 'delimiter', '\n'); 
        end  
  
%  find headers 
 idx1 = find(strcmp(data{1}, '# x linear velocity (cell centred)'), 1, 
'first'); 
 idx2 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 
 idx3 = find(strcmp(data{1}, '# z linear velocity (cell centred)'), 1, 
'first'); 
 idx4 = find(strcmp(data{1}, '# br'), 1, 'first'); 
%  create read startpoints 
 idx1s = idx1+1; 
 idx2s = idx2+1; 
 idx3s = idx3+1; 
%  create read endpoints 
 idx1e = idx2-2; 
 idx2e = idx3-2; 
 idx3e = idx4-2; 
  
 Cfrx{c} = mean(dlmread (frfilename(c).name,'',[idx1s 0 idx1e 0])); 
%matrix a containing values from vtk file_in_loadpath 
 Cfry{c} = mean(dlmread (frfilename(c).name,'',[idx2s 0 idx2e 0])); 










        if cc<10 
        textFileName = [ '0' num2str(cc) 'o.pm' '.dat']; 
        fid = fopen(textFileName, 'rt'); 
        data = textscan(fid, '%s', 'delimiter', '\n'); 
        else 
        textFileName2 = [ num2str(cc) 'o.pm' '.dat']; 
        fid2 = fopen(textFileName2, 'rt'); 
        data = textscan(fid2, '%s', 'delimiter', '\n'); 
        end  
  
%  find headers 
 idx4 = find(strcmp(data{1}, '# x linear velocity (cell centred)'), 1, 
'first'); 
 idx5 = find(strcmp(data{1}, '# y linear velocity (cell centred)'), 1, 
'first'); 
 idx6 = find(strcmp(data{1}, '# z linear velocity (cell centred)'), 1, 
'first'); 
 idx7 = find(strcmp(data{1}, '# br'), 1, 'first'); 
%  create read startpoints 
 idx4s = idx4+1; 
 idx5s = idx5+1; 
 idx6s = idx6+1; 
%  create read endpoints 
 idx4e = idx5-2; 
 idx5e = idx6-2; 
 idx6e = idx7-2; 
  
Cpmx{cc} = mean(dlmread (PMfilename(cc).name,'',[idx4s 0 idx4e 0])); 
%matrix a containing values from vtk file_in_loadpath 
Cpmy{cc} = mean(dlmread (PMfilename(cc).name,'',[idx5s 0 idx5e 0])); 





% Editing and reshaping output 
  
% extract porous media velocities in the x direction 
vxi= cell2mat(Apmx);  
vxii= cell2mat(Bpmx); 
vxiii = cell2mat(Cpmx); 
  
% extract porous media velocities in the y direction 
vyi= cell2mat(Apmy);  
vyii= cell2mat(Bpmy); 
vyiii = cell2mat(Cpmy); 
  
%extract porous media velocities in the z direction 
vzi= cell2mat(Apmz);  
vzii= cell2mat(Bpmz); 
vziii = cell2mat(Cpmz); 
   
%extract fracture velocities in the x direction 






fx3 = cell2mat(Cfrx); 
  
%extract fracture velocities in the y direction 
fy1= cell2mat(Afry);  
fy2= cell2mat(Bfry); 
fy3 = cell2mat(Cfry); 
  
%extract fracture velocities in the z direction 
fz1= cell2mat(Afrz);  
fz2= cell2mat(Bfrz); 
fz3 = cell2mat(Cfrz); 
  
vx = horzcat(vxi,vxii,vxiii); %combine x value porous media output into a 
single vector 
vy = horzcat(vyi,vyii,vyiii); %as above for y 
vz = horzcat(vzi,vzii,vziii); %as above for z 
  
vfx = horzcat(fx1,fx2,fx3); %combine x value fracture output into a single 
vector 
vfy = horzcat(fy1,fy2,fy3); %as above for y 
vfz = horzcat(fz1,fz2,fz3); %as above for z 
  
v = vertcat(vx,vy,vz); %vertically stack above vectors to show average x y 
and z velocity 
vf = vertcat(vfx,vfy,vfz); 
  
%_______K tensor computation____________ 
  
v1=v.*ne; %Multiply matrix groundwater velocities by porosity to get K 
values.  
v2 = v1.'; %Transpose matrix K values for OLS calculation. 
vf2=vf.'; %Transpose fracture K values for OLS calculation. Porosity of  
          %fractures in HGS is 1. Fracture aperture is used to convert  
          %from fracture velocity to fracture K from the equations 
          %presented in the HydroGeoSphere Manual (Aquanty 2015). 




[b,se_b,mse] = lscov(grads11,v2);  
pm_K_tensor = b; 
frac_K_tensor = lscov(grads11,vf2); %fracture velocities 
single_pm_k=norm(pm_K_tensor) 
single_frac_K=norm(frac_K_tensor); 
f_K = single_frac_K*fa %multiply fracture v by fracture aperture  
                       %to get fracture k. 
  
kxy = (pm_K_tensor(2,1)+pm_K_tensor(1,2))/2; 
kyz = (pm_K_tensor(3,1)+pm_K_tensor(1,3))/2; 
kxz = (pm_K_tensor(3,2)+pm_K_tensor(2,3))/2; 
  
kx = pm_K_tensor(1,1); 
ky = pm_K_tensor(2,2); 






matrix_component_values = [kx,ky,kz]' 
matrix_off_diagonals = [kxy,kyz,kxz]' 
  
pm_K_tensor(1,2) = kxy; 
pm_K_tensor(2,1) = kxy; 
pm_K_tensor(1,3) = kyz; 
pm_K_tensor(3,1) = kyz; 
pm_K_tensor(3,2) = kxz; 
pm_K_tensor(2,3) = kxz; 
  
kfxy = (frac_K_tensor(2,1)+frac_K_tensor(1,2))/2; 
kfyz = (frac_K_tensor(3,1)+frac_K_tensor(1,3))/2; 
kfxz = (frac_K_tensor(3,2)+frac_K_tensor(2,3))/2; 
  
kfx = frac_K_tensor(1,1); 
kfy = frac_K_tensor(2,2); 
kfz = frac_K_tensor(3,3); 
  
frac_K_tensor(1,2) = kfxy; 
frac_K_tensor(2,1) = kfxy; 
frac_K_tensor(1,3) = kfyz; 
frac_K_tensor(3,1) = kfyz; 
frac_K_tensor(3,2) = kfxz; 
frac_K_tensor(2,3) = kfxz; 
  
fracture_component_values = [kfx,kfy,kfz]' 
fracture_diagonals = [kfxy,kfyz,kfxz]' 
  
toc 











% %= REVfinder: A REV Determination Program for HydroGeoSphere == 
% %=============== By Nathan Young and Jacqueline Reber ================== 
% %========================Preprocessor Notes============================= 
% 
% %This code consists of two scripts which, when run together, allow for 
the 
% %determination of a 3-D K tensor for a cube of fractured media using 
% %HydroGeoSphere (HGS). The preprocessor generates all of the necessary 
model 
% %input, and then runs an ensemble of 78 flow simulations. Required user 
% %input is minimal, but the user must either provide a fractured grid, 
% %or specify that one be generated by HydroGeoSphere using a constant 
seed 
% %number. The user must also supply the matrix properties file (.mprops) 
and 
% %the fracture properties file (.fprops). The .grok file used for all 
model 
% %simulations is located in the in the _MASTER file, and should be edited 
by 
% %the user according to the instructions at the top of the file. All 
other 
% %required input is generated by this script. This script will write 78 
% %different copies of the following: .grok files, head gradient files, 
batch 
% %files, and hsplot files. The script will also initialize in sequence, 
the 
% %Grok, HGS, and HSPLOT executables. This will format the output in the 




% %====REQUIRED USER INPUT============ 
% %=================================== 
% %In this folder titled "Model_Runs", place the Hydrogeosphere 
executeables: grok.exe, phgs.exe, 
% %hsplot.exe. In the subfolder titled "_props," place the hydrogeosphere 
grid files, the .mprops file, 
% %and the .fprops file, as well as the .ginc file (if using) 
% 
%Write the directory location for the _User_Files folder below: 
  
cd 'E:\Big_HGS_runs\REV_finder\2' % <---- IMPORTANT! If this filepath is 
incorrect, the whole code will not run! 
  
%_User input variables____ 
  
%_Grid Geometry___________ 
%Use a grid_spec of 1 if (0,0) is in the lower left corner of the grid 






grid_spec = 2; 
  
%Input side length of sample 
  
    p = 2.000376 
     
    x = (p)^(1/3); 
     
    %=================================================== 
    %====NO USER INPUT REQUIRED AFTER THIS LINE========= 
    %=================================================== 
    %=================THE CODE========================== 
    %=================================================== 
     
    tic 
     
    %=================================================== 
    %=====Define Block Subsamples for REV Analysis====== 
    %=================================================== 
     
    xhalf = x/2; 
    nr = 1-x %for side lengths greater than 1, need to have some part in 
             %negative domain if on positive side 
     
    pr = x-1 %as above, but for points in the negative domain 
    %Determination of 9-point star 
    % Imagine the block is viewed in the X-Z plane, with y coming out of 
the 
    % screen. The rotations run clockwise, beginning with Y = 0 to +1. 
    % ___________ 
    %|     |     | 
    %|__4__|__1__| 
    %|     |     | 
    %|__3__|__2__| 
     
     
    %1 Upper Right, Positive (URP) 
    %format (x coord 1, x coord 2, y coord 1, y coord 1, z coord 1 , z 
    %coord 2) 
          
    %urpxleft 
    a{1} = {[nr,nr],[nr,1],[nr,1]}'; 
    %urpxright 
    a{2}= {[1,1],[nr,1],[nr,1]}'; 
     
    %urpyfront 
    a{3}= {[nr,1],[nr,nr],[nr,1]}'; 
    %urpyback 
    a{4} = {[nr,1],[1,1],[nr,1]}'; 
     
    %urpztop 
    a{5}= {[nr,1],[nr,1],[nr,nr]}'; 
    %urpzbottom 





     
    %2 Lower Right, Positive (LRP) 
     
    %lrpxleft 
    a{7} = {[nr,nr],[nr,1],[-1,pr]}'; 
    %lrpxright 
    a{8} = {[1,1],[nr,1],[-1, pr]}'; 
     
    %lrpyfront 
    a{9} = {[nr,1],[nr,nr],[-1, pr]}'; 
    %lrpyback 
    a{10} = {[nr,1],[x,x],[-1, pr]}'; 
     
    %lrpztop 
    a{11} = {[nr,1],[nr,1],[pr,pr]}'; 
    %lrpzbottom 
    a{12} = {[nr,1],[nr,1],[-1,-1]}'; 
     
    %3 Lower Left, Positive (LLP) 
     
    %llpxleft 
    a{13} = {[pr,pr],[nr,1],[-1,pr]}'; 
    %llpxright 
    a{14}= {[-1,-1],[nr,1],[-1, pr]}'; 
     
    %llpyfront 
    a{15} = {[-1,pr],[nr,nr],[-1, pr]}'; 
    %llpyback 
    a{16} = {[-1,pr],[1,1],[-1, pr]}'; 
     
    %llpztop 
    a{17} = {[-1, pr],[nr,1],[pr,pr]}'; 
    %llpzbottom 
    a{18} = {[-1, pr],[nr,1],[-1,-1]}'; 
     
    %4 Upper Left, Positive (URP) 
     
    %ulpxleft 
    a{19} = {[-1,-1],[nr,1],[nr,1]}'; 
    %ulpxright 
    a{20} = {[pr,pr],[nr,1],[nr,1]}'; 
     
    %ulpyfront 
    a{21} = {[-1, pr],[nr,nr],[nr,1]}'; 
    %ulpyback 
    a{22} = {[-1, pr],[1,1],[nr,1]}'; 
     
    %ulpztop 
    a{23}= {[-1, pr],[nr,1],[1,1]}'; 
    %ulpzbottom 
    a{24} = {[-1, pr],[nr,1],[nr,nr]}'; 
     
    %5 Upper Right, Negative (URN) 





    %urnxleft 
    a{25} = {[nr,nr],[-1,pr],[nr,1]}'; 
    %urnxright 
    a{26} = {[1,1],[-1,pr],[nr,1]}'; 
     
    %urnyfront 
    a{27} = {[nr,1],[-1,-1],[nr,1]}'; 
    %urnyback 
    a{28} = {[nr,1],[pr,pr],[nr,1]}'; 
     
    %urnztop 
    a{29} = {[nr,1],[-1,pr],[1,1]}'; 
    %urnzbottom 
    a{30} = {[nr,1],[-1,pr],[nr,nr]}'; 
     
    %6 Lower Right, Negative (LRN) 
     
    %lrnxleft 
    a{31} = {[nr,nr],[-1,pr],[-1, pr]}'; 
    %lrnxright 
    a{32} = {[1,1],[-1,pr],[-1,pr]}'; 
     
    %lrnyfront 
    a{33} = {[nr,1],[-1,-1],[-1,pr]}'; 
    %lrnyback 
    a{34} = {[nr,1],[nr,nr],[-1,pr]}'; 
     
    %lrnztop 
    a{35} = {[nr,1],[-1,pr],[pr,pr]}'; 
    %lrnzbottom 
    a{36} = {[nr,1],[-1,pr],[-1,-1]}'; 
     
    %7 Lower Left, Negative (LLP) 
     
    %llnxleft 
    a{37} = {[-1,-1],[-1,pr],[-1,pr]}'; 
    %llnxright 
    a{38} = {[pr,pr],[-1,pr],[-1,pr]}'; 
     
    %llnyfront 
    a{39} = {[-1,pr],[-1,-1],[-1,pr]}'; 
    %llnyback 
    a{40} = {[-1,pr],[pr,pr],[-1,pr]}'; 
     
    %llnztop 
    a{41} = {[-1, pr],[-1,pr],[pr,pr]}'; 
    %llnzbottom 
    a{42} = {[-1, pr],[-1,pr],[-1,-1]}'; 
     
    %8 Upper Left, Negative (ULN) 
     
    %ulnxleft 
    a{43} = {[-1,-1],[-1,pr],[nr,1]}'; 





    a{44} = {[pr,pr],[-1,pr],[nr,1]}'; 
     
    %ulnyfront 
    a{45} = {[-1, pr],[-1,-1],[nr,1]}'; 
    %ulnyback 
    a{46} = {[-1, pr],[pr,pr],[nr,1]}'; 
     
    %ulnztop 
    a{47} = {[-1, pr],[-1,pr],[1,1]}'; 
    %ulnzbottom 
    a{48} = {[-1, pr],[-1,pr],[pr,pr]}'; 
     
    % CENTER 
     
    %cxleft 
    a{49} = {[-xhalf,-xhalf],[-xhalf,xhalf],[-xhalf,xhalf]}'; 
    %cxright 
    a{50} = {[xhalf,xhalf],[-xhalf,xhalf],[-xhalf,xhalf]}'; 
     
    %cyback 
    a{51} = {[-xhalf,xhalf],[-xhalf,-xhalf],[-xhalf,xhalf]}'; 
    %cyfront 
    a{52}= {[-xhalf,xhalf],[xhalf,xhalf],[-xhalf,xhalf]}'; 
     
    %cztop 
    a{53} = {[-xhalf,xhalf],[-xhalf,xhalf],[-xhalf,-xhalf]}'; 
    %czbottom 
    a{54} = {[-xhalf,xhalf],[-xhalf,xhalf],[xhalf,xhalf]}'; 
         
    for z=1:54 
        if mod(z, 2) == 0 
            oddsraw{1,z}=a{1,z}; 
        else 
            evensraw{1,z}=a{1,z}; 
        end 
    end 
     
    odds = oddsraw(~cellfun('isempty',oddsraw)); 
    evens = evensraw(~cellfun('isempty',evensraw)); 
     
    %=================================================== 
    %=============Editing the Grok File================= 
    %=================================================== 
     
    grokfile1 = regexp( fileread('rev_template.grok'), '\n', 'split'); 
    grokfile = grokfile1'; 
     
    for k = 1:27 
        if k<10 
            xfilename = sprintf('0%d.grok', k); 
        else 
            xfilename = sprintf('%d.grok', k); 
        end 





        dodds = odds{k}; 
        devens = evens{k}; 
         
        if mod(k, 2) == 0 
            c = num2str(dodds{1},'   %d'); 
            cc = num2str(dodds{2},'   %d'); 
            ccc = num2str(dodds{3},'   %d'); 
            d = num2str(devens{1},'   %d'); 
            dd = num2str(devens{2},'   %d'); 
            ddd = num2str(devens{3},'   %d'); 
            grokfile{132,1} = num2str(c,'%d %d \n'); 
            grokfile{133,1} = num2str(cc,'%d %d \n') ; 
            grokfile{134,1} = num2str(ccc,'%d %d \n'); 
            grokfile{159,1} = num2str(d,'%d %d \n'); 
            grokfile{160,1} = num2str(dd,'%d %d \n'); 
            grokfile{161,1} = num2str(ddd,'%d %d \n'); 
        else 
            c = num2str(dodds{1},'   %d'); 
            cc = num2str(dodds{2},'   %d'); 
            ccc = num2str(dodds{3},'   %d'); 
            d = num2str(devens{1},'   %d'); 
            dd = num2str(devens{2},'   %d'); 
            ddd = num2str(devens{3},'   %d'); 
            grokfile{132,1} = c; 
            grokfile{133,1} = cc ; 
            grokfile{134,1} = ccc; 
            grokfile{159,1} = num2str(d,'%d %d \n'); 
            grokfile{160,1} = num2str(dd,'%d %d \n'); 
            grokfile{161,1} = num2str(ddd,'%d %d \n'); 
             
        end 
         
        fileID = fopen(xfilename,'w'); 
        cstr = grokfile; 
        fprintf(1, '%s', cstr{:}); 
        fprintf(1, '\n'); 
        fprintf(fileID,'%s\n',cstr{:}); 
        fclose(fileID); 
         
        fid2 = fopen('batch.pfx','w'); 
        if k<10 
            batchnum = ['0' num2str(k)]; 
        else 
            batchnum = num2str(k); 
        end 
        fprintf(fid2,batchnum); 
        fclose(fid2); 
         
        system('grok.exe') 
        system('phgs.exe') 
         
    end 
     
    for aa = 1:27 





            textFileName = [ '0' num2str(aa) 'o.water_balance' '.dat']; 
            fid = fopen(textFileName, 'rt'); 
            data = textscan(fid, '%s', 'delimiter', ' '); 
        else 
            textFileName2 = [ num2str(aa) 'o.water_balance' '.dat']; 
            fid2 = fopen(textFileName2, 'rt'); 
            data = textscan(fid2, '%s', 'delimiter', ' '); 
        end 
         
        Qraw(aa) = data{:}(4058,1); 
         
    end 
    XCA = 1/(x*x); %area 
    w = XCA; 
    %ww = {w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w,w} 
    ww = [w,w,w,w,w,w,w,w,w] 
    
    Qxr = Qraw(1:3:end); 
    Qyr = Qraw(2:3:end); 
    Qzr = Qraw(3:3:end); 
     
    hx = zeros(1,9); 
    hy = zeros(1,9); 
    hz = zeros(1,9); 
     
    for aaa = 1:9 
         
        t = Qxr{aaa} 
        tt = str2num(t) 
        hx(aaa) = tt 
         
        u = Qyr{aaa} 
        uu = str2num(u) 
        hy(aaa) = uu 
         
        v = Qzr{aaa} 
        vv = str2num(v) 
        hz(aaa) = vv 
         
    end 
     
    kx = hx.*ww; 
    ky = hy.*ww; 
    kz = hz.*ww; 
     
    %  Kx = cellfun(@times,Qxr,ww,'UniformOutput',false); 
    %  Ky = cellfun(@times,Qyr,ww,'UniformOutput',false); 








APPENDIX 4: HYDROGEOSPHERE INPUT FILES 
 
These three input files allow a user to reconstruct the dual-continuum simulations 




!============ Problem description ================= 
!================================================== 
!Helmke dual continuum model 







!================ Grid generation ================= 
!================================================== 
 









!==== General simulation parameters ==== 
!======================================= 




!dual nodes for surface flow 
units: kilogram-metre-second 
 
!no nodal flow check 
!Nodal flow check tolerance 
!0.25   !0.01 default 














!quasi steady groundwater flow 
upstream weighting factor 
1.0 
 
flow solver detail 
1 
 
flow solver convergence criteria 
1e-7 
 




!================= POROUS MEDIA =================== 
!================================================== 
 






!--------------------------  Matrix properties 
 
clear chosen zones 
clear chosen faces 
clear chosen segments 
clear chosen elements 
clear chosen nodes 
 




clear chosen zones 









! ------------ initial conditions ----------------- 
 
use domain type 
porous media 
 
clear chosen zones 
clear chosen faces 
clear chosen segments 
clear chosen elements 
clear chosen nodes 
choose nodes all 
 
! ---------- boundary conditions ------------------ 
use domain type 
porous media 
 
clear chosen nodes 
choose nodes top 
 





    type 
    head 
     
    name 
    inflow 
     
    node set 
    inflow 
     
    time value table  
         0.0 0.44 
    end 
 
    tecplot output 
end 
 
clear chosen nodes 











    type 
    head 
     
    name 
    outflow 
     
    node set 
    outflow 
     
    time value table  
         0.0 1E-7 
    end 
 





!================= Dual Continuum ================= 
!================================================== 
 






clear chosen zones 
clear chosen faces 
clear chosen segments 
clear chosen elements 
clear chosen nodes 
 




clear chosen zones 













! ---------- boundary conditions ------------------ 
use domain type 
dual 
 
clear chosen nodes 
choose nodes top 
 





    type 
    head 
     
    name 
    inflow2 
     
    node set 
    inflow2 
     
    time value table  
         0.0 0.44 
    end 
 
    tecplot output 
end 
 
clear chosen nodes 
choose nodes bottom 
 





    type 
    head 
     





    outflow2 
     
    node set 
    outflow2 
     
    time value table  
         0.0 1E-7 
    end 
 








!================= Solute Transport =============== 
!================================================== 
use domain type 





   name 
   br 
 
   free-solution diffusion coefficient 




clear chosen zones 
clear chosen faces 
clear chosen segments 
clear chosen elements 
clear chosen nodes 
 




clear chosen zones 
clear chosen faces 





clear chosen elements 
clear chosen nodes 
 





!========= SIMULATION CONTROL ========== 
!======================================= 
 
!-------- Solver ---------------- 
Newton maximum iterations 
25 




Newton absolute convergence criteria 
1d-5 






maximum timestep multiplier 
2.5 






!flow solver detail 
!1 














0.22 0.22 0.0 
 
mass balance output scientific format 















































vertical transverse dispersivity 
0.0 














































APPENDIX 5: GRAIN SIZE DATA FOR TRENCH 2 CORE SAMPLES 
Table 6.1 Grain size data from Trench 2, as presented in Figure 5.1 
Depth (m) Sand (%) Silt (%) Clay (%) 
1.7 49.4 33.4 17.1 
2.1 49.7 34.6 15.7 
2.6 46.3 39.4 14.3 
2.7 50.9 37.7 11.4 
2.9 50.3 35.4 14.3 
3.1 53.7 32.0 14.3 
3.2 53.7 30.6 15.7 
3.4 52.9 35.7 11.4 
3.5 57.9 26.4 15.7 
4.3 49.1 36.6 14.3 
Mean 51.4 34.2 14.4 
 
