There has been a wide interest to extend univariate and multivariate nonparametric procedures to clustered and hierarchical data. Traditionally, parametric mixed models have been used to account for the correlation structures among the dependent observational units. In this work we extend multivariate nonparametric procedures for one-sample and several samples location problems to clustered data settings. The results are given for a general score function, but with an emphasis on spatial sign and rank methods. Mixed models notation involving design matrices for fixed and random * Jaakko Nevalainen is Small sample procedures based on sign change and permutation principles are discussed. Further development of nonparametric methods for cluster correlated data would benefit from the notation already familiar to statisticians working under normality assumptions. Supplemental materials for the article are available online.
Introduction
There has been a wide interest to extend univariate and multivariate nonparametric procedures to clustered and hierarchical data, which frequently arise in longitudinal studies for example. It is well known that unless the clustered structure is taken into account during the analysis, the tests and confidence intervals will not maintain their prescribed levels, leading to invalid inference. Traditionally, parametric mixed models have been used to account for the correlation structures among dependent observational units. The extensions of nonparametric methods to clustered data can roughly be divided into univariate (Rosner and Grove 1999; Rosner et al. 2003 Rosner et al. , 2006 Larocque et al. 2010; Williamson et al. 2003; Larocque 2005; Datta and Satten 2005; Werner and Brunner 2007; Datta and Satten 2008; Larocque et al. 2008; Kloke et al. 2009; Konietschke and Brunner 2009 ) and multivariate approaches (Larocque 2003; Larocque et al. 2007; Nevalainen et al. 2007b,a; Haataja et al. 2009 ). In this paper we demonstrate that the nonparametric procedures, which may first seem a sparse collection of tests and estimates, can in fact be regarded as a class of score-based methods for clustered data problems. Strict assumptions on the distribution of the random effects or the random errors are unnecessary in this class. Our notation coincides with the one used in the mixed models framework.
Let Y = (y 1 , . . . , y n ) ′ = (y (1) , . . . , y (p) ) be a sample of p-variate (p > 1) random vectors with sample size n. The data are assumed to be clustered throughout the paper. The cluster memberships are given by the n × d matrix Z = (z 1 , . . . , z n ) ′ :
(Z) ij =        1, if the ith observation is from cluster j; 0, otherwise.
It is useful to note that (ZZ ′ ) ij =        1, if the ith and the jth observation are from the same cluster; 0, otherwise, and that Z ′ Z is a d×d diagonal matrix with the cluster sizes on the diagonal, say, m 1 , . . . , m d .
We also write 1 n for a column n-vector of ones, vec(Y) for the vector obtained by stacking the columns of Y, and ⊗ for the Kronecker product.
A parametric linear mixed effects model for multivariate clustered data can be written as
where X and Z are design matrices corresponding to the fixed effects and cluster memberships, respectively, α is a d × p random matrix of regression coefficients (random effects),
β is a q × p matrix of regression coefficients (fixed effects), and E is an n × p matrix of random errors. In a normality based model it is assumed that the rows of α are i.i.d. from If E * = (ǫ 1 , . . . , ǫ n ) ′ this means that (P1) ǫ i ∼ N p (0, Σ + Ω) for all i = 1, . . . , n.
(P3) If (ZZ ′ ) ij = 0 then ǫ i and ǫ j are independent.
The problem with the parametric linear model are the strict distributional assumptions, which can be completely unrealistic. Its use outside of the assumed model can lead into inefficient or even invalid statistical inference. In section 2 of this paper we introduce an alternative semiparametric linear model to analyze clustered data under relaxed assumptions. Section 3 treats the multivariate one-sample location problem, both from the point of view of testing and estimation. The section has some review character in it but we now present the results for a general score function rather than focusing on a specific score. In section 4 the treatment is expanded to the multivariate several samples location problem, which has not appeared
previously. Efficiency studies demonstrate the practical advantages and disadvantages of the proposed two-sample weighted nonparametric tests compared to the classical methods based on the sample mean and the sample covariance matrix in section 5. Finally, two data sets are analyzed with spatial sign and rank methods (provided as a supplemental file).
A Semiparametric Linear Model
Suppose that the data is clustered and we wish to analyze it by the linear model
However, we wish to avoid assumptions of normality, or any other parametric distribution, on the random errors. Instead we assume the following.
Assumption 2.1 Distributional assumptions.
(D1) The marginal distributions are identical: ǫ i ∼ ǫ j for all i, j = 1, . . . , n.
(D2) The pairwise joint distributions are identical:
(D3) The clusters are independent: if (ZZ ′ ) ij = 0 then ǫ i and ǫ j are independent.
Assumptions (D1) and (D2) fix the location, variance and covariance structure of the model. Assumption (D3) is a natural and standard presumption, and also needed for finding the limiting distribution. Compared to the assumptions of the parametric linear model (P1)-(P3), these conditions are not restrictive.
To work under these assumptions it is often advantageous to use transformed observations instead of the original ones. Our approach is first to apply a vector-valued score function T(y) to the data points (or to the centered observations as discussed later). To prove the asymptotic results, it is sufficient that the score function has the following properties.
Assumption 2.2 Sufficient conditions on the score function.
(S1) The score function satisfies
for some ζ > 0, and
In the one-sample case, one additional condition is needed.
(S3) The score function is odd: T(−y) = −T(y).
Note that if ∇T(y) is the matrix of partial derivatives ∂T i (y)/∂y j , thenṪ δ (y) = ∇T(y)δ in (S1).
Tests and estimates can then be constructed on the transformed data. By choosing the score function well, tests and estimates can achieve desired properties for the problem at hand, like robustness against outliers, or improved efficiency for heavy-tailed distributions.
Some examples of clever choices of scores are signs and ranks commonly used in nonparametric statistics, optimal scores from maximum likelihood theory, or Huber's score often applied in robust statistics. Thus, the proposed approach works for a general score function, and suggests how the tests and estimates could be constructed. Some authors have expressed interest towards this type of approach in univariate testing (Jin and Robinson 2003; Huang et al. 2009 ), but these tests are currently designed for independent observations only.
The main motivation for the present paper is, however, multivariate sign and rank methods resulting from taking either the spatial sign
or the centered spatial signed rank
By convention, 0 −1 0 = 0. Figure 1 illustrates how the transformations preserve the clustering structure. The methods based on spatial signs and ranks are more robust, more efficient for heavy-tailed distributions than normal theory based methods (Möttönen et al. 1997) , and do not require assumptions on the existence of moments of y i . Spatial sign and rank methods have been criticized for their lack of affine invariance and equivariance properties, but this problem can be overcome by a modified transformation-retransformation procedure (section 6). The results of the paper have been written having these three score functions in mind but they hold more generally.
Conditions (S1)-(S3) hold for the identity score T(y) = y if E ( y ν ) < ∞ for some ν > 2. For the spatial sign score S(y), (S2) and (S3) are trivially true. To verify (S1), one can first show that
(Arcones 1998; Bai et al. 1990) . (S1) then follows if ǫ i has a bounded density. The conditions can be established similarly for the spatial rank score.
One-Sample Case
Assume that
where rows of E satisfy assumptions (D1)-(D3). In the one-sample case it is natural to transform the data set Y = (y 1 , . . . , y n ) ′ → T = (T(y 1 ), . . . , T(y n )) ′ using an odd score function T(y). We wish to test the null hypothesis H 0 : µ = 0 without loss of generality, where the location parameter µ satisfies E (T(y i − µ)) = 0. Thus, its interpretation depends on the choice of the score. However, if the distribution is symmetric, y i −µ ∼ µ−y i , all tests test the same null hypothesis and the corresponding estimates estimate the same population parameter with different statistical properties.
Let f be the density of ǫ i and L(y i ) be the optimal score function, the gradient vector of log f (y − µ) with respect to µ at the origin. Note also that E (T(y i )) = 0 if H 0 is true.
and
The covariance structure of the weighted scores WT is then
where W = diag(w) is a n × n diagonal matrix with a non-negative weight associated with the ith observation as the ith diagonal element. For the sampling design and the weights, it is assumed that 1 ′ n W1 n = n and that there exist constants D B and D C such that
But how should the weights be chosen? It is natural that the members of the same cluster receive the same weight. Furthermore, it can be shown that if C = ρB and the covariance matrix has the structure
the optimal weights are given by w = κΣ −1 1 n . The weights in the ith cluster are then (Larocque et al. 2007 ). These weights are optimal in the sense that they maximize the Pitman efficiency of a test based on WT. Here κ is the Lagrange multiplier chosen so that the constraint w ′ 1 n = n is satisfied.
Testing
The test statistic for testing H 0 : µ = 0 versus H 1 : µ = 0 is the weighted average of the
Then we have:
Result 3.1 Under the null hypothesis H 0 : µ = 0, as d tends to infinity
where
The result follows from the generalization of the central limit theorem given as a corollary in Serfling (1980, p. 30) , by noting that the cluster sums are independent but not identically distributed random variables.
For symmetric distributions, small sample (meaning here a small d) p-values can be based on the sign change principle. Under the null,
with ±1 as diagonal entries, and changing all the signs within a cluster at the same time. The covariance matrix estimate is invariant under these sign changes, and the test statistic becomes
] over e.g. 1000 equiprobable random allocations of signs gives an estimated p-value for the conditionally distribution-free test.
Result 3.2 The limiting distribution under the sequence of alternatives H n :
This result allows the computation of asymptotic relative efficiencies (Larocque et al. 2007; Haataja et al. 2009 ).
Estimation
The companion estimate of location is determined by the estimating equation
Thus, the solution is a location estimate with the property that the weighted scores of shifted observations add up to zero. If (S1) holds and
shows the relationship between the test and the estimate. The connection has been established in detail for the spatial sign score (Nevalainen et al. 2007b,a) with clustered data, and for the spatial signed-rank score (Chaudhuri 1992 ) with independent observations. Now, the asymptotic distributions of the weighted spatial median or the weighted spatial HodgesLehmann estimate for example, are trivial:
The limiting distribution of the score-based estimate is
The estimation of the covariance matrix can be based on the residualsǫ i = y i −μ. The 
and the second average is over the pairs with (ZZ ′ ) ij = 0. Estimation of precision of the estimates in small samples could potentially be based on bootstrap procedures for clustered data (Field and Welsh 2007) , but more practical experience is needed on this approach.
Several Samples Case
Suppose now that the data consist of (X, Z, Y), where Y and Z are matrices of response vectors and the cluster memberships, respectively, in the same way as in section 1, and that
′ is an n × c matrix indicating group or sample membership such that
1, if the ith and the jth observation are from the same group; 0, otherwise, and that X ′ X is a c × c diagonal matrix with the group sizes on the diagonal, say, n 1 , . . . , n c , again assumed fixed by the design. Recall the cluster membership matrix Z and the weight matrix W from the previous section. Now X ′ Z is a frequency table fixing the design.
Write the model as
where µ is the overall location center (e.g. grand mean), ∆ is a p × c contrast matrix representing the treatment effects or the deviations from that location center, and the rows of E satisfy (D1)-(D3). The parameters in the model depend on the choice of the score, population, and the design. For now we are interested in the treatment effects only: the goal is to confront the hypotheses H 0 : ∆ = 0 vs.
In the test construction we need estimated (or centered) scoresT chosen to satisfy 1 ′ n WT = 0. Different scores require different inner centering to fulfil this property. For example, for the identity or the spatial sign score, the estimated scores and the theoretical scores areT i = T (y i −μ) and T i = T (y i − µ), where µ is estimated from the whole sample assuming absence of treatment effects. As will be seen in the next section, the test statistic can be expressed in two asymptotically equivalent forms, but only if the weighted estimate of location is based on the same score as the test. For these two scores, the estimate of µ should be the weighted sample mean (identity score) or the weighted spatial median (spatial sign score). Rank scores are automatically centered but the weighted ranks are not.
Thus, in the case of ranks we writê
where the expectation is taken over y j with (ZZ ′ ) ij = 0. Note that n i=1 w iTi = 0 and E(T i ) = 0. Collect these and letT = T 1 , . . . ,T n ′ and T = (T 1 , . . . , T n ) ′ denote the matrices of estimated and theoretical scores, respectively. Under the null hypothesis, E (vec(T ′ W)) = 0 and the covariance structure is given by
Optimal weights are obtained for the two-sample problem in a similar way as for the one-sample problem: if again C = ρB and G = diag(x (1) − x (2) ) the optimal weights are
with Lagrange multipliers κ 1 and κ 2 chosen such that w ′ x (1) = n 1 and w ′ 1 n = n.
Testing
The test to confront the hypotheses H 0 : ∆ = 0 and H 1 : ∆ = 0 is based on the p(c−1)-vector
where H is a c × (c − 1) matrix obtained from the identity matrix by dropping its cth column.
Under the null hypothesis,
where X 0 = (I n − n −1 1 n 1 ′ n W) X is a centered version of the design matrix, which has enabled us to replace the estimated scoresT by the theoretical scores T.
Under the null hypothesis E
A necessary assumption is that the matrices
converge to finite matrix-valued limits, D B , D C and Λ, say. Note the similarity of the requirement to the one-sample case: the limits now need to exist groupwise. Diagonal elements of the matrix Λ = diag(λ) satisfy 0 < λ 1 , . . . , λ c < 1.
Result 4.1 Under the null hypothesis H
A conditionally distribution-free permutation test is constructed as follows. Let P be an "acceptable" n × n permutation matrix obtained by permuting the rows or columns of an identity matrix, uniform among acceptable permutations. The p-value of the permutation test is the estimate of
The proper way to permute clustered data in an acceptable way depends on the design.
Clearly, permutations which do not change the distribution of the test statistic when the null hypothesis is true are guaranteed to provide a valid and distribution-free test. We say that two designs (X 1 , Z 1 ) and (X 2 , Z 2 ) are equivalent in structure if there exist permutation matrices P c and P d of dimensions c × c and d × d, respectively, such that
To ensure that the null distribution of the test statistic is invariant under permutations, the general condition on the permutation matrix is that (PX, Z) and (X, Z) are equivalent in structure. In controlled trials the approach should also follow the randomization scheme.
One can distinguish between three common designs:
Design A. A permutation fulfilling the general condition is natural for observational studies,
where the researcher has no control over the group memberships.
Design B. Randomization of individuals inside the clusters. The permutation of the treatment assignments should be performed only within the clusters. More formally, so that the permutation matrices P satisfy PZ = Z. The condition implies the general condition.
Design C. Randomization of clusters. The permutation should then maintain the members of the same cluster within the same treatment, and the permutation matrices P should satisfy the general condition and PZZ ′ P ′ = ZZ ′ . This allows the exchange of treatments between clusters of the same size only, and the permutation may not be very rich.
Consider next the sequence of alternatives H n :
is chosen in such a way that ∆ 0 λ = 0. This fixes the location parameter µ for asymptotic studies. Under H n ,
Therefore we have the following result.
Result 4.2 Under H n , the limiting distribution of Q 2 is a noncentral chi-square with p(c−1) degrees of freedom and noncentrality parameter
Alternatively, the noncentrality parameter can be written as
which is of the same form as in the one-sample case.
Estimation
Until now we have parametrizised the model with µ and ∆, which depend not only on the underlying population but also on the design. Let us now reparametrize the model by
, and obtain the model
The weighted estimates of the group centers µ 1 , . . . , µ c are found via solving the c estimating equations
this is simply a one-sample estimation problem repeated c times (section 3.2).
Estimation of group differences is a little more subtle issue. Due to clustering, the observations are correlated, and so are the estimates. Write θ ij = µ j −µ i , i, j = 1, . . . , c. With the identity, spatial sign and rank scores, the problem is reduced to computation of (i) the difference of the mean vectors, (ii) the difference of the spatial medians, or (iii) the two-sample Hodges-Lehmann estimate (Hodges and Lehmann 1963; Möttönen and Oja 1995) . Again, under sufficient conditions, the connection between the estimate and scores is
is the group size. Standard theory yields:
Result 4.3 Under general assumptions, the limiting distribution of √ n(θ ij − θ ij ) is a pvariate normal distribution with expectation zero and covariance matrix
as d → ∞ and where
This covariance breakdown shows how the intracluster dependency affects the covariance structure via members of the same cluster receiving the same and different treatments. If all members of the cluster belong to the same group, the last part of γ C disappears, and the total variance can be seriously underestimated if the clustering is ignored. The opposite may happen when treatments are assigned within the clusters.
In practice, the limiting constants γ B and γ C can be replaced by their empirical counterparts. The estimation of the matrices A, B and C is based on the residuals. For the spatial sign score, obvious estimates arê
which (ZZ ′ ) ij = 0 and observation i belongs to sample r and j to sample s. An alternative and simpler route is to estimate (2) by a similar estimate as in the one-sample case:
This estimate uses only two samples in the estimation of the middle part and is more reliable when the variances are heterogeneous across samples.
Efficiency Studies
In this section we focus on the efficiency of two-sample tests. For earlier efficiency studies of the multivariate one-sample problem with spatial sign and rank scores we refer to Larocque We generated clustered multivariate data from a linear mixed model setting up a trivariate t ν -distribution. Full details of the model, designs and cluster size configurations are given in the supplemental file.
The performance of six two-sample tests, Hotelling's T 2 , spatial sign test, spatial rank test, and their weighted versions was investigated. The weights optimal for the classical Hotelling's T 2 test were used for all the weighted tests. Practical experience has shown that the three optimal weight matrices of the tests are very similar, and the rationale for choosing these weights lies in their appealing ease of computation. The tests were studied under three frequently encountered designs (section 4.1) for different values of the intracluster correlation ρ.
Asymptotic relative efficiency
Asymptotic relative efficiencies (ARE), using the unweighted Hotelling's T 2 as the benchmark test, for the three different designs are shown in Figure 2 . At ρ = 0, the tests inherit the efficiencies from the i.i.d. case. Hotelling's T 2 test is the optimal for the multinormal distribution, but the spatial sign test is the best for the t 3 -distribution. The ARE of the weighted Hotelling's T 2 relative to the unweighted Hotelling's T 2 does not depend on the degrees of freedom. The spatial rank test has a good ARE for both distributions. The behavior of the tests is remarkably different from design to another when ρ > 0.
In Design A, the AREs of the unweighted tests do not depend on ρ, because D C is here a zero matrix. Weighted tests behave gorgeously, however. Optimal weighting assigns large weights to observations in clusters with both groups present, and less weight to clusters with members only from one group. As ρ → 1, these within-cluster comparisons tend to receive all the weight, because the treatment effect can be recovered most accurately from them.
The unweighted tests still suffer from the error in between-clusters comparisons, and thus the AREs of the weighted tests are dramatically better. Design B is an example of a design where the efficiency cannot be improved by weighting. Thus, the efficiencies of the unweighted and weighted tests overlap. For both spatial sign and rank tests the AREs decrease as a function of ρ. The AREs in Design C are similar to the ones in the one-sample case (Larocque et al. 2007, e.g ). AREs of the unweighted tests at ρ = 0 and ρ = 1 are identical since a cluster becomes a singleton observation at ρ = 1. In between, spatial sign and rank tests suffer less from intracluster correlation than Hotelling's T 2 . Notable improvements can be obtained by weighting.
Simulations
Results on the empirical size and power are presented in Table 1 Table   3 ), spatial sign and rank tests still maintain their size fairly well in Design A, regardless of the values of ν and ρ, but not as generally in Designs B and C. Curiously, the direction from which the tests converge to meet their target level seems to depend on all parameters of the configuration: score, design, weights, error distribution and intracluster correlation. At d = 60 the levels overall have improved substantially (supplemental Table 4 ).
Spatial sign and rank tests have a good power among all the studied error distributions and designs, whereas Hotelling's T 2 is the best unweighted test in the normal case, but has almost no power for the t 3 -distribution. This problem cannot be solved by selecting a 
Concluding Remarks
It is commonly acknowledged that in the one-sample case ignoring a positive intracluster correlation leads to too liberal analyses because of underestimation of the variance. However, our variance breakdown and the supplemental example demonstrate that the opposite can also take place in a multi-treatments study. Therefore, the analysis may either be too liberal or too conservative depending on the design of the study.
The proposed score-based procedures are not necessarily affine invariant and equivariant.
Affine invariant and equivariant versions of spatial sign and rank methods can be developed by using the well-established transformation-retransformation techniques with an inner standardization (Chakraborty and Chaudhuri 1996; Chakraborty et al. 1998; Chakraborty and Chaudhuri 1998) . Larocque (2003) and Nevalainen et al. (2007b) present ideas how to do so with clustered data for the testing and estimation problems, respectively. These computationally intensive modifications of the transformation-retransformation procedures can be used as general tools to achieve affine invariance/equivariance with these type of data.
This paper provided a general treatment of score-based testing and estimation methods for multivariate location problems with clustered data. Asymptotic results were confirmed with simulation studies, which also clearly demonstrate the gains obtained by the use of scores and weights. In future research we intend to work with multilevel or hierarchical data, and on regression problems. 
