Introduction
Let I ⊂ R be a graded ideal in the polynomial ring R = K[x 1 , . . . , x n ] where K is a field, and fix a term order <. It has been shown in [17] that the Hilbert functions of the local cohomology modules of R/I are bounded by those of R/ in(I), where in(I) denotes the initial ideal of I with respect to <. In this note we study the question when the local cohomology modules of R/I and R/ in(I) have the same Hilbert function. A complete answer to this question can be given for the generic initial ideal Gin(I) of I, where Gin(I) is taken with respect to the reverse lexicographical order and where we assume that char(K) = 0. In this case our main result (Theorem 3.1) says that the local cohomology modules of R/I and R/ Gin(I) have the same Hilbert functions if and only if R/I is sequentially Cohen-Macaulay.
In Section 1 we give the definition of sequentially CM-modules which is due to Stanley [18] , and in Theorem 1.4 we present Peskine's characterization of sequentially CM-modules in terms of Ext-groups. This characterization is used to derive a few basic properties of sequentially CM-modules which are needed for the proof of the main result.
In the following Section 2 we recall some well-known facts about generic initial modules, and also prove that R/ Gin(I) is sequentially CM, see Theorem 2.2. Section 3 is devoted to the proof of the main theorem, and in the final Section 4 we state and prove a squarefree version (Theorem 4.1) of the main theorem. Its proof is completely different from that of the main theorem in the graded case. It is based upon a result on componentwise linear ideals shown in [2] and the fact (see [11] ) that the Alexander dual of a squarefree componentwise linear ideal defines a sequentially CM simplicial complex.
Sequentially Cohen-Macaulay modules
We introduce sequentially Cohen-Macaulay modules and derive some of their basic properties. Throughout this section we assume that R is a standard graded CohenMacaulay K-algebra of dimension n with canonical module ω R .
The following definition is due to Stanley [18, Section II, 3.9] . Definition 1.1. Let M be a finitely generated graded R-module. The module M is sequentially Cohen-Macaulay if there exists a finite filtration
The following observation follows immediately from the definition:
Then for any i = 0, . . . , r, the module M/M i is sequentially CM with
In order to simplify notation we will write
Suppose that M is sequentially CM with a filtration as in 1.1, and assume that
, and is CM of dimension d i for i = 1, . . . , r, and
Proof. (a)
We proceed by induction on r. From the short exact sequence 0 → M 1 → M → M/M 1 → 0 we obtain the long exact sequence
Thus we get an exact sequence
and isomorphisms
. By Lemma 1.2, the module M/M 1 is sequentially CM and has a CM filtration of length r − 1. Hence by induction hypothesis we have
Thus the assertion follows from the induction hypothesis and the fact that
It is quite surprising that 1.3 has a strong converse. The following theorem is due to Peskine. Since there is no published proof available we present here a proof for the convenience of the reader. (a) M is sequentially CM;
The implication (a) ⇒ (b) follows from 1.3. For the other direction we first need to show Lemma 1.5. Let t = depth M, and suppose that E n−t (M) is CM of dimension t. Then there exists a natural monomorphism α : E n−t (E n−t (M)) → M, and the induced map E n−t (α) :
Proof. We write R = S/I, where S is a polynomial ring. Let m be the graded maximal ideal of R, and n the graded maximal ideal of S. By the Local Duality Theorem (see [6, Theorem 3.6 .10]) we have
and
and we hence may as well assume that R is a polynomial ring. Let
Let G . be the minimal graded free resolution of E n−t (M). Then there exists a comparison map ϕ . :
Since by assumption E n−t (M) is CM of dimension t, the complex G . has the same length as F *
. , namely n − t. Thus the ω R -dual ϕ *
Here
. is exact, and hence a free resolution of E n−t (E n−t (M)), and so the induced map
It remains to be shown that α is a monomorphism. Let C . be the mapping cone
. are acyclic, it follows that H 1 (C . ) ∼ = Ker(α) and H i (C . ) = 0 for i > 1. Notice that ϕ ϕ 0 . Hence the chain map C n−t+1 → C n−t is split injective, and so by cancellation we get a new complex of free R-modules
where D n−t = Coker(C n−t+1 → C n−t ). Again we have H 1 (C . ) ∼ = Ker(α) and H i (C . ) = 0 for i > 1. Now suppose that Ker(α) = 0, and let P be a minimal prime ideal of the support of Ker(α). Since Ker(α) ⊂ E n−t (E n−t (M)), and since E n−t (E n−t (M)) is a CMmodule of dimension t, it follows that P is a minimal prime ideal of E n−t (E n−t (M))
By the Peskine-Szpiro lemme d'acyclicité [16] this implies thatC is acyclic, a contradiction.
Proof of 1.4.
We proceed by induction on n − t. Let t = depth M, and let M 1 be the image of
Consider the short exact sequence 0
As in the proof of 1.3 we get an exact sequence
is an isomorphism (see 1.5), we deduce from the above exact sequence that E n−t (M/M 1 ) = 0, and that 
It follows that E n−i (M) is CM of dimension i if and only if E n−i+1 (M/xM) is CM of dimension i − 1. Thus 1.4 implies the assertion.
In conclusion we would like to remark that the same theory is valid in the category of finitely generated R-modules, where R is a local CM ring and a factor ring of a regular local ring.
Generic initial modules
In this section we recall a few facts on generic initial modules, which are mostly due to Bayer and Stillman, and can be found in [7] .
Let R = K[x 1 , . . . , x n ] be the polynomial ring over a field K of characteristic 0, and let M be a graded module with graded free presentation F/U. Throughout this section let < be a term order that refines the partial order by degree and that satisfies x 1 > x 2 > · · · > x n . We fix a graded basis e 1 , . . . , e m of F , and extend the order < to F as follows: Let ue i and ve j be monomials (i.e. u and v are monomials in R). We set ue i > ve j if either deg(ue i ) > deg(ve j ), or the degrees are the same and i < j, or i = j and u > v.
We set
From now on let < denote the reverse lexicographic order. In the next proposition we collect all the results which will be needed later.
Proposition 2.1. For generic choice of coordinates one has:
(a) dim F/ Gin(U) = dim F/U and depth F/ Gin(U) = depth F/U; (b) x n is F/U regular if and only if x n is F/ Gin(U) regular; (c) Gin(U) sat = Gin(U sat ).
Proof. After a generic choice of coordinates we may assume that Gin(U) = in(U).
The first statement in (a) is true for any term order, while the second statement about the depth and assertion (b) follow from [7, Theorem 15 .13] because we may assume that the sequence x n , x n−1 , . . . , x n−t+1 is M-regular if depth M = t. On the other hand for a generic choice of coordinates we have U sat = r (U : x r n ). Therefore r Gin(U : x r n ) = Gin( r (U : x r n )) = Gin(U sat ), which yields the last assertion.
The following result will be crucial for the proof of the main theorem of this paper.
Theorem 2.2. The module F/ Gin(U) is sequentially CM.
Proof. Observe that, since we assume char(K) = 0, we have Gin(U) = j I j e j where for each j, I j is a strongly stable ideal , cf. [7, Theorem 15 .23]. Hence F/ Gin(U) ∼ = j R/I j , so that, by 1.6 one only has to prove that R/I is sequentially CM for any strongly stable ideal I ⊂ R.
Recall that a monomial ideal is strongly stable if for all u ∈ G(I) and all i such that x i divides u one has x j (u/x i ) ∈ I for all j < i. Here G(I) denotes the unique minimal set of monomial generators of I.
For a monomial u we let m(u) = max{i : x i divides u}, and s = max{m(u) :
, and let J ⊂ R ′ be the unique monomial ideal such that I = JR. It is clear that J is a strongly stable ideal in R ′ . Thus it follows that J sat = r (J : x r s ). Note that J sat contains J properly and is strongly stable. Let I 1 = r (I : x r s ). Then I 1 = J sat R, and since the extension R ′ → R is flat, we have
′ , and therefore M 1 = I 1 /I ⊂ R/I is an (n − s)-dimensional CM-module over R. Next we observe that (R/I)/M 1 = R/I 1 and that I 1 is strongly stable. Since dim R/I 1 ≥ n − max{m(u) : u ∈ G(I 1 )} > n − s, the assertion of the theorem follows from 1.2.
The main theorem
As in the previous section we let K be a field of characteristic 0, R = K[x 1 , . . . , x n ] be the polynomial ring over K and M be a finitely generated graded R-module with graded free presentation M = F/U. We want to compare the Hilbert functions of the local cohomology modules of F/U and F/ Gin(U), where Gin(U) is taken with respect to the reverse lexicographical order. In general one has (see [17] ) a coefficientwise inequality Hilb(H 
is sequentially CM. Therefore our induction hypothesis, together with [7, Proposition 15.12], implies that the Hilbert functions of the local cohomology modules of M/x n M and of F/ Gin(U + x n F ) = F/(Gin(U) + x n F ) = N/x n N are the same.
We have short exact sequences of graded R-modules 
This is a contradiction, since M/x n M = F/(U + x n F ) and N/x n N = F/ Gin(U + x n F ), and consequently dim
Now it follows that x n is E . (M)-regular, and also that the cohomology modules of M/x n M and N/x n N have the same Hilbert functions, whence our induction hypothesis implies that M/x n M is sequentially CM. Since x n is E . (M)-regular, we finally deduce that M is sequentially CM.
The squarefree case
In this section we will state and prove the squarefree analogue of Theorem 3. We recall the concept of symmetric algebraic shifting which was introduced by Kalai in [15] : Let u ∈ R be a monomial,
Note that u σ is a squarefree monomial (in a possibly bigger polynomial ring). As usual the unique minimal monomial set of generators of a monomial ideal I is denoted by G(I).
The symmetric algebraic shifted complex of ∆ is the simplicial complex ∆ s whose Stanley-Reisner ideal I ∆ s is generated by the squarefree monomials u σ with u ∈ Gin(I ∆ ).
We quote the following properties of I ∆ s from [1] and [2] : (i) I ∆ s is a strongly stable ideal in R;
(ii) one has the following inequality of graded Betti numbers:
(iii) I ∆ and I ∆ s have the same graded Betti numbers if and only if I ∆ is componentwise linear. Recall that an ideal I ⊂ R is called componentwise linear if in each degree i, the ideal generated by the i-th graded component I i of I has a linear resolution.
Let ∆ * denote the Alexander dual of ∆, i.e., the simplicial complex
It has been noted in [11, Theorem 9] that
is sequentially CM ⇐⇒ I ∆ * is componentwise linear. Proof. Part (a) is proved in [17] . For the proof of (b) we shall need the following result which also can be found in [17] : for all i ≥ 0 and j ≥ 0 one has 
