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Abstract
We consider matrices whose entries are power series over a finite field. The coefficients of
the power series are chosen independently and uniformly over the elements of the finite field.
We are interested in the probability distribution of the coefficients of the determinants of such
matrices. © 2000 Published by Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Fq denote the finite field of q elements, and let FqTTxUU denote the ring of
formal power series over Fq . In particular, if b 2 Fq TTxUU, then b D Pt>0 btx t, where
the coefficients b0; b1; : : : of the power series b are elements in Fq . Define Mnn
.FqTTxUU/ to be the set of all n  n matrices A with entries aij D Pt>0 aijt x t 2
Fq TTxUU, where 1 6 i; j 6 n. Let det.A/ D Pt>0 dtx t be the determinant of A 2
Mnn.Fq TTxUU/. We are interested in the probability distribution of the coefficients
dt of det.A/ if A is random, i.e., if the coefficients of the entries of A are statistically
independent and uniform over Fq .
If b D Pt>0 btx t is a power series, define .b/ to be the smallest nonnegative
integer t for which bt 6D 0 if such t exists, i.e., if b is nonzero. Also, define .0/ D 1.
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Let the random variable .n; q/ denote .det.A// where A is a random matrix in
Mnn.Fq TTxUU/.
For any nonnegative integer n, define .z/n D Qn−1iD0 .1 − zq−i /. In particular,







is the Gaussian polynomial in q−1 [1].
2. Probability distribution of .n; q/
The following result gives an explicit form for the distribution of the random
variable .n; q/.
Theorem 1. For any nonnegative integer k,




We give two proofs for this theorem. The first proof exploits a fundamental result
from the theory of partitions which states that the Gaussian polynomial is the gen-
erating function of partitions [1]. The second proof does not rely on anything other
than linear algebra. An elegant result due to Knuth [3], which is not directly related
to the present work, makes a natural connection between partitions and finite vector
spaces.
First Proof. Consider a random matrix A 2 Mnn.Fq TTxUU/ with entries aij DP
t>0 aijt x
t
, 1 6 i; j 6 n. We will assume that each entry aij is nonzero since this
is indeed the case with probability 1. Let i, where 1 6 i 6 n, be such that .ai1/ 6
.au1/ for all u D 1; : : : ; n. In particular, x−.ai1/ai1 is a unit in the ring Fq TTxUU and
every entry in the first column of A is divisible by x.ai1/. By interchanging rows if
necessary, we may assume that i D 1. Subtracting the first row in A multiplied by
the power series .x−.a11/au1/.x−.a11/a11/−1 from the uth row for u D 2; : : : ; n, we
reduce A to the form2
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where a.1/ D a11 and A0 2 M.n−1/.n−1/.Fq TTxUU/ is random and statistically inde-
pendent of a.1/. By repeated application of the above row operations, A can eventu-
ally be reduced to an upper triangular matrix with statistically independent diagonal
entries a.1/; : : : ; a.n/. Furthermore, for l D 1; : : : ; n, notice that .a.l// is the larg-
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est integer such that x.a.l// divides a column of n − l C 1 statistically independent
random power series. Hence, for any nonnegative integer kl ,






















where p.n; k; L/ is the number of partitions of L into at most k parts not exceeding
n. The sum over L, considered as a power series in q−1, is the generating func-
tion of partitions. It is well known, [1], that this sum equals T nCk
k
U. This proves that
Probf.det.A// 6 kg is as given above. 
The above proof is similar to the one used in [2] to prove results related to random
matrices over cyclic groups although [2] does not make an explicit use of partitions.
Actually, many of the results derived in [2] for matrices over cyclic groups can be
rephrased for matrices over power series.
Second Proof. Consider a matrix A 2 Mnn.Fq TTxUU/. Let cj .A/ denote the j th
column of A, where j D 1; : : : ; n. Thus, cj .A/ D Pt>0 cjt .A/x t and cjt .A/ is a
column vector over Fq of length n. In particular, cj0.A/ is the column vector formed
by the constant terms of the j th column of A. For each nonnegative integer k, we
define the matrix A.k/ 2 Mnn.Fq TTxUU/, the matrices Cj .k/ over Fq , where 0 6
j 6 n, and the n  .n C k/ matrix QA.k/ D .C0.k/jC1.k/j    jCn.k// recursively as
explained in the following. It should be noticed that for all k and all j D 1; : : : ; n,
the column vector cj0.A.k// formed by the constant terms of the j th column of A.k/
is precisely the last column in Cj.k/. Furthermore, these n last columns, for j D
1; : : : ; n, span the column space of QA.k/. Initially, let A.0/ D A, Cj.0/ D cj0.A.0//
for j D 1; : : : ; n, and C0.0/ be the n  0 empty matrix. Now, assume that k > 0 and
the rank of QA.k/ is less than n. Then, the n  n matrix
.c10.A.k//; c20.A.k//; : : : ; cn0.A.k///
over Fq , composed of the constant terms of A.k/, is singular. Therefore, there exists
a smallest j .k/, 1 6 j .k/ 6 n, such that cj .k/0.A.k// can be written as a (possibly
empty) linear combination of cj0.A.k// for j < j .k/. Hence, by subtracting a linear
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combination of the first j .k/ − 1 columns of A.k/ from the j .k/th column of A.k/,
the resulting column becomes divisible by x. Dividing this column by x, we obtain a
new matrix A.k C 1/ such that det.A.k// D x det.A.k C 1// and, in particular,
.det.A.k/// D .det.A.k C 1/// C 1:
The matrix Cj.k/.k C 1/ is obtained by appending the column vector cj .k/0.A.k C
1// to the matrix Cj.k/.k/ as its last column. On the other hand, Cj .k C 1/ D Cj.k/
for all j 6D j .k/. Next, assume that k > 0 and the rank of QA.k/ is n. Then, the n  n
matrix
.c10.A.k//; c20.A.k//; : : : ; cn0.A.k///
over Fq , composed of the constant terms of A.k/, is nonsingular and
.det.A.k/// D 0:
In this case, we set A.k C 1/ D A.k/ and Cj .k C 1/ D Cj .k/ for j D 1; : : : ; n. The
matrix C0.k C 1/ is obtained by appending the column vector c1.kC1/.A.k// to the
matrix C0.k/ as its last column.
We conclude from the above that .det.A// 6 k if and only if the n  .n C k/
matrix QA.k/ has full rank n. Furthermore, notice that if A is a random matrix, then
QA.k/ is also random for all k > 0. Hence, the probability that .det.A// 6 k is the




.1 − q−.nCk−iC1// D .q
−1/nCk
.q−1/k
since 1 − q−.nCk−iC1/, for i D 1; : : : ; n, is the probability that the ith row is lin-
early independent of the first i − 1 rows assuming that these i − 1 rows are linearly
independent. 
Corollary 1. For any nonnegative integer k,









Proof. The corollary follows readily from Theorem 1. 
3. The coefficients of the determinant of a random matrix
We characterize the probability distribution of the coefficients of det.A/ where A
is a random matrix in Mnn.Fq TTxUU/.
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Theorem 2. Let A be a random matrix in Mnn.Fq TTxUU/ and det.A/ D Pt>0 dtx t.
Then, the coefficients dt for t > .det.A// are statistically independent. They are
uniformly distributed over Fq if t > .det.A// and over the nonzero elements of Fq
if t D .det.A//. In particular, for t > 0 and f 2 Fq ,
Probfdt D f g D
8>><
>>:
1 − .1 − q−1 C q−.tC1/ − q.nCt // .q−1/nCt−1
.q−1/t if f D 0,
1
q−1 .1 − q−1 C q−.tC1/ − q.nCt // .q
−1/nCt−1
.q−1/t if f 6D 0.
Proof. Recall from the first proof of Theorem 1 that A can be reduced to an up-
per triangular matrix with statistically independent diagonal entries a.1/; : : : ; a.n/.
If we write a.l/ D Pt>0 a.l/t x t for l D 1; : : : ; n, then the coefficients a.l/t , where t >
.a.l// and l D 1; : : : ; n, are statistically independent. They are uniformly distributed
over Fq if t > .a.l// and over the nonzero elements in Fq if t D .a.l//. This yields
the statement concerning dt for t > .det.A//. Hence,
Probfdt 6D 0g D Probf.det.A// D tg C .1 − q−1/Probf.det.A// 6 t − 1g:
Combining this with Theorem 1 and Corollary 1, the stated expression for Probfdt D
f g can be verified. 
In the case t D 0, Theorem 2 gives Probfd0 6D 0g D .q−1/n, which is the proba-
bility that a random n  n matrix over Fq is nonsingular. This is a classical result
attributed to Landsberg [4].
4. The mean value of .n; q/




k Probf.n; q/ D kg:






qk − 1 :




n C k − 1
k

zk D .z/−1n : (1)
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Combining this with (1), we get























D.1 − zq−.n−1//−1 d
dz
.z/−1n−1 C .z/−1n−1q−.n−1/.1 − zq−.n−1//−2











D.n − 1; q/ C 1
qn − 1 :
Since .z/0 D 1, we have .0; q/ D 0. The result follows readily by induction on n.

Notice that the mean .n; q/ is an increasing function of n and a decreasing func-
tion of q. It is interesting to notice that .n; q/ is rather small. Indeed, .n; 2/ < 1:61
for all n and .n; q/ < 0:7 for all n and all q > 3.
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