Abstract. For a language L, we consider its cyclic closure, and more generally the language C k (L), which consists of all words obtained by partitioning words from L into k factors and permuting them. We prove that the classes of ET0L and EDT0L languages are closed under the operators C k . This both sharpens and generalises Brandstädt's result that if L is contextfree then C k (L) is context-sensitive and not context-free in general for k ≥ 3. We also show that the cyclic closure of an indexed language is indexed.
Introduction
In this note we investigate closure properties of context-free, ET0L, EDT0L and indexed languages under the operation of permuting a finite number of factors. Let S k denote the set of permutations on k letters. We sharpen a result of Brandstädt (1981) who proved that if L is context-free (respectively one-counter, linear) then the language
is not context-free (respectively one-counter, linear) in general for k ≥ 3. In our main result, Theorem 2.3, we prove that if L is ET0L (respectively EDT0L), then C k (L) is also ET0L (respectively EDT0L). Since context-free languages are ET0L, it follows that if L is context-free, then C k (L) is ET0L. Brandstädt (1981) proved that regular, context-sensitive and recursively enumerable languages are closed under C k , so our results extend this list to include ET0L and EDT0L. The language C 2 (L) is simply the cyclic closure of L, given by cyc(L) = {w 2 w 1 | w 1 w 2 ∈ L}. Maslov (1973); Oshiba (1972) proved that the cyclic closure of a context-free language is context-free. In Theorem 3.3 we show that the same is true for indexed languages.
The cyclic closure of a language, as well as the generalization C k , are natural operations on languages, which can prove useful in determining whether a language belongs to a certain class. These operations are particularly relevant when studying languages attached to conjugacy in groups and semigroups (see Ciobanu et al. (2016) ).
Permutations of ET0L and EDT0L languages
The acronym ET0L (respectively EDT0L) refers to Extended, Table, 0 interaction, and Lindenmayer (respectively Deterministic). There is a vast literature on Lindenmayer systems, see Rozenberg and Salomaa (1986) , with various acronyms such as D0L, DT0L, ET0L, HDT0L and so forth. The following inclusions hold: EDT0L ⊂ ET0L ⊂ indexed, and context-free ⊂ ET0L. Furthermore, the classes of EDT0L and context-free languages are incomparable.
Definition 2.1 (ET0L). An ET0L-system is a tuple H = (V, A, ∆, I), where
(1) V is a finite alphabet, (2) A ⊆ V is the subset of terminal symbols, (3) ∆ = {P 1 , . . . , P n } is a finite set of tables, meaning each P i is a finite subset of V ×V * , and (4) I ⊆ V * is a finite set of axioms. A word over V is called a sentential form (of H). For u, v ∈ V * , we write u ⇒ H,i v if u = c 1 · · · c m for some c 1 , . . . , c m ∈ V and v = v 1 · · · v m for some v 1 , . . . , v m ∈ V * with (c j , v j ) ∈ P i for every j ∈ {1, . . . , m}. We write u ⇒ H v if u ⇒ H,i v for some i ∈ {1, . . . , n}. If there exist sentential forms u 0 , . . . , u k with u i ⇒ H u i+1 for 0 ≤ i ≤ n − 1, then we write
We may write c → v ∈ P to mean (c, v) ∈ P . We call (c, v) a rule for c, and use the convention that if for some c ∈ V no rule for c is specified in P , then P contains the rule (c, c).
Definition 2.2 (EDT0L
). An EDT0L-system is an ET0L system where in each table there is exactly one rule for each letter in V . A language is EDT0L if it is equal to L(H) for some EDT0L system H.
In this section we prove the following:
Proof. We start by showing that if # 0 , . . . , # k are distinct symbols not in A and L is ET0L (respectively EDT0L) then so is
This will be done in Lemma 2.5 below. We then prove in Proposition 2.9 that if L 1 is an ET0L (respectively EDT0L) language where each word in L 1 has two symbols a, b appearing exactly once, then
to obtain the ET0L (respectively EDT0L) language
We obtain C k (L) by applying erasing homomorphisms to remove the # i , and taking the union over all σ ∈ S k . Since ET0L (respectively EDT0L) languages are closed under homomorphism and finite union, this shows that C k (L) is ET0L (respectively EDT0L).
Thus the proof will be complete once we established the above facts.
Lemma 2.4. If L ⊆ A * is EDT0L and # is a symbol not in A then the language
Proof. Let H = (V, A, ∆, I) be an EDT0L system with L = L(H). Without loss of generality we can assume I ⊆ V . Define an EDT0L system H # = (V # , A ∪ {#}, ∆ # , I # ) as follows: V # is the disjoint union V ∪ {c # | c ∈ V }, I # = {s # | s ∈ I}, and m = max P ∈∆ {|w| | (c, w) ∈ P }, the length of the longest right-hand side of any table. Furthermore, we define ∆ # to be the disjoint union ∆ ∪ {P i,# , P #,i | P ∈ ∆, i ∈ [0, m]}, where
We point out that if c → ε ∈ P , where ε denotes the empty word, then
The new system remains finite since we have added a finite number of new letters and tables, and deterministic since letters v # appear exactly once on the left side of each rule in the new tables. Each word in L(H # ) is obtained starting with s # ∈ I # and applying tables of the form P i,# some number of times, until at some point, since A ∪ {#} does not contain any letter with subscript #, a table of the form P #,i must be applied. Before this point there is precisely one letter in the sentential form with subscript #, and after there are no letters with subscript #. Also, if uv ∈ L(H), then there is some a ∈ I with a ⇒ * H uv, and by construction
is ET0L (respectively EDT0L).
Proof. Since ET0L languages are closed under rational transduction (Rozenberg and Salomaa (1986) ), the result is immediate for ET0L. In contrast, the EDT0L languages are not closed under inverse homomorphism (for example, the language {a 2 n | n ∈ N} is EDT0L and its inverse homomorphic image {w ∈ {a, b} * | ∃n ∈ N(|w| a = 2 n )} is not (Ehrenfeucht and Rozenberg (1974) , Example 3). Instead, we apply Lemma 2.4 n + 1 times to insert single copies of the # i , then intersect with the regular language {# 0 u 1 # 1 . . . u n # n | u i ∈ A * } to ensure that the # i appear in the correct order.
Definition 2.6 ((a, b)-language). Let T be a finite alphabet and a, b ∈ T distinct symbols. We say that w ∈ T * is an (a, b)-word if w ∈ X * aX * bX * , where
(1) ϕ(a) = a, ϕ(b) = b, and ϕ(c) = ε for c ∈ T \ {a, b}, and
Lemma 2.8. Let L be an ET0L (respectively EDT0L) language that is an (a, b)-language. Then L can be generated by some ET0L-system (respectively EDT0L-system) that admits an
Proof. Suppose L is generated by H = (V, T , ∆, I), where a, b ∈ T and ∆ = {P 1 , . . . , P n }.
Without loss of generality, we may assume that I ⊆ V . We define a new ET0L (respectively EDT0L) system H ′ = (V ′ , T , ∆ ′ , I ′ ) as follows. Let F = {ε, a, b, ab} be the set of factors of ab. Let V ′ = (V × F) ∪ T be the new alphabet and define the morphism ϕ :
The role of the F-component of a symbol (c, f ) in V ′ is to store the ϕ-image of the terminal word to be derived from c. Since H generates only (a, b)-words, we choose as axioms I ′ = I × {ab}. The role of the tables is to distribute the two letters (in the F-component) in each word along a production.
In the ET0L case, the new set of tables is
In the EDT0L case, we introduce a separate table for each choice of a factorisation f = f 1 · · · f ℓ for each f ∈ F, where ℓ is the maximal length of any right-hand side in H.
The idea underlying the definition of the tables P ′ i is that we make multiple copies of each rule in P i based on the choices for how to partition f and distribute the factors among the c i 's.
We claim now that H ′ = (V ′ , T , ∆ ′ , I ′ ) admits the morphism ϕ. Property (1) follows from the definition of ϕ, and property (2) from the definition of the tables above.
Let ψ : V ′ * → V * be the 'first coordinate projection' morphism with ψ((c, f )) = c for
, a straightforward induction on n yields the following claim: If u ⇒ n H v with u ∈ V * and an (a, b)-word v ∈ T * , then we have u ′ ⇒ * H ′ v for some u ′ ∈ V ′ * such that ψ(u ′ ) = u and ϕ(u ′ ) = ab. We apply this to a derivation s ⇒ * H v with s ∈ I. Then our claim yields an s ′ ∈ V ′ * with s ′ ⇒ * H ′ v, ψ(s ′ ) = s ∈ I, and ϕ(s ′ ) = ab. This means s ′ ∈ I ′ and thus v ∈ L(H ′ ).
Proof. Let L = L(H), where H = (V, T , ∆, I). By Lemma 2.8, we may assume that there is an (a, b)-morphism ϕ for H. We now use ϕ to define a map similar to π on words over V . A word w ∈ V * is said to be an (a, b)-form (short for (a, b)-sentential-form) if ϕ(w) = ab. Such a word is either of the form xCy, where r, s ∈ V * and C ∈ V , with ϕ(x) = ϕ(y) = ε and ϕ(C) = ab; or it is of the form xAyBz with x, y, z ∈ V * and A, B ∈ V with ϕ(x) = ϕ(y) = ϕ(z) = ε and ϕ(A) = a, ϕ(B) = b. In the former case, w is called fused, in the latter it is called split.
Let p, q be symbols with p, q / ∈ V . We define the functionπ on (a, b)-forms as follows. If w is fused, thenπ(w) = wpq. If w is split with w = xAyBz as above, thenπ(w) = xABzpyq.
In other words, the factor between a and b in w will be moved between p and q. For a set L of (a, b)-forms, we setπ(L) = {π(w) | w ∈ L}. Note thatπ differs from π by introducing the letters p, q. This will simplify the ensuing construction.
The idea is to construct an ET0L (respectively EDT0L) system H ′ = (V ′ , T ′ , ∆ ′ , I ′ ), in which V ′ is the disjoint union V ∪ {p, q} and T ′ = T ∪ {p, q}, such that for (a, b)-forms u, v ∈ V * , we have
holds (the split-split case for u and v), then xAyBz ⇒ H x ′ A ′ y ′ B ′ z ′ , and similar implications hold in the other cases.
We define I ′ as I ′ = {π(w) | w ∈ I}, hence equation (2) 
impliesπ(L(H)) ⊆ L(H ′ ) and equation (3) implies L(H ′ ) ⊆π(L(H)). Together, we have L(H ′ ) =π(L(H)), meaningπ(L(H)) is an ET0L (respectively EDT0L) language. Furthermore, we have π(L(H)) = ψ(π(L(H))),
where ψ is the homomorphism that erases p, q. Thus, since the classes of ET0L and EDT0L languages are closed under homomorphic images, proving equations (2)
, (3) implies that π(L(H))
is an ET0L (respectively EDT0L) language and hence Proposition 2.9.
As before, we write ∆ = {P 1 , . . . , P n }. Let ℓ be the maximal length of a right-hand side in the productions of H, and let V ≤ℓ denote the set of all words in V * of length at most ℓ. The set ∆ ′ consists of the following tables:
for each 1 ≤ i ≤ n and w ∈ V ≤ℓ with ϕ(w) = ε,
for each 1 ≤ i ≤ n and u, v ∈ V ≤ℓ with ϕ(u) = ϕ(v) = ε, which we describe next. The table P ′ i allows H ′ to mimic (in the sense of (2)) steps in P i that start in a fused word and result in a fused word. Each table P ′ i comprises the following productions:
The table P ′ i,w mimics all steps of P i where a fused word is turned into a split one, such that between the introduced A, B ∈ V , ϕ(A) = a, ϕ(B) = b, the word w is inserted. It contains the following productions:
for each A → z ∈ P i with ϕ(A) = ε, C → xABy for each C → xAwBy ∈ P i with ϕ(C) = ab, ϕ(A) = a, and ϕ(B) = b, p → pw, q → q.
Finally, the table P ′ i,u,v mimics a step of P i that starts in a split word and produces a split one, such that (i) the symbol A with ϕ(A) = a generates u to its right and (ii) the symbol B with ϕ(B) = b generates v to its left. It consists of the productions
It can be verified straightforwardly that with these tables, equations (2), (3) are satisfied. In addition, if the table P i has exactly one rule for each letter in V then P ′ i , P ′ i,w and P ′ iu,v has exactly one rule for each letter in V ′ , so if H is EDT0L then so is H ′ . We have thus proven Proposition 2.9.
Cyclic closure of indexed is indexed
Recall that an indexed language is one that is generated by the following type of grammar:
Definition 3.1 (Indexed grammar; Aho (1968) ). An indexed grammar is a 5-tuple (N , T , I, P, S) such that
(1) N , T , I are three mutually disjoint sets of symbols, called nonterminals, terminals and indices (or flags) respectively. (2) S ∈ N is the start symbol. (3) P is a finite set of productions, each having the form of one of the following:
where A, B ∈ N , f ∈ I and u, v ∈ (N ∪ T ) * .
As usual in grammars, indexed grammars successively transform sentential forms, which are defined as follows. An atom is either a terminal letter x ∈ T or a pair (A, γ) with A ∈ N and γ ∈ I * . Such a pair (A, γ) is also denoted A γ . A sentential form of an indexed grammar is a (finite) sequence of atoms. In particular, every string over T is a sentential form. The language defined by an indexed grammar is the set of all strings of terminals that can be obtained by successively applying production rules starting from the sentential form S. Let A ∈ N , γ ∈ I * . Define a letter homomorphism π γ by
In contrast to ETOL systems, where each step replaces every symbol in the sentential form, indexed grammars transform only one atom per step. Production rules transform sentential forms as follows. For an atom A γ in the sentential form:
(1) applying A → B f replaces one occurrence of A γ by B f γ (2) if γ = f δ with f ∈ I, applying A f → v replaces one occurrence of A γ (with γ ∈ I * ) by π δ (v) (3) applying A → u replaces one occurrence of A γ by π γ (u).
We call the operation of successively applying productions starting from the sentential form S and terminating at a string u ∈ T * a derivation of u. We use the notation ⇒ to denote a sequence of productions within a derivation, and call such a sequence a subderivation. Sometimes we abuse notation and write u → v for sentential forms u and v to denote that v results from u by applying one rule.
We represent a derivation S ⇒ u ∈ T * pictorially using a parse tree, which is defined in the same way as for context-free grammars (see for example Hopcroft and Ullman (1979) page 83) with root labeled by S, internal nodes labeled by A ω for A ∈ N and ω ∈ I * and leaves labeled by T ∪ {ε}.
A path-skeleton of a parse tree is the (labeled) 1-neighbourhood of some path from the root vertex to a leaf. See Figure 1 for an example. 
where A, B, C ∈ N , f ∈ I and a ∈ T .
An indexed grammar can be put into normal form as follows. For each production A f → v with v ∈ N , introduce a new nonterminal B, add productions A f → B, B → v, and remove A f → v. By the same arguments used for Chomsky normal form, each production A → u without flags can be replaced by a set of productions of type 3 and 4 above. Maslov (1973); Oshiba (1972) proved that the cyclic closure of a context-free language is context-free. A sketch of a proof of this fact is given in the solution to Exercise 6.4 (c) in Hopcroft and Ullman (1979) , and we generalise the approach taken there to show that the class of indexed languages is also closed under the cyclic closure operation.
Proof. The idea of the proof is to take the parse-tree of a derivation of w 1 w 2 ∈ L in Γ and "turn it upside down", using the leaf corresponding to the first letter of the word w 2 as the new start symbol.
Let Γ = (N , T , I, P, S) be an indexed grammar for L in normal form. If w = a 1 . . . a n ∈ L with a i ∈ T and we wish to generate the cyclic permutation a k . . . a n a 1 . . . a k−1 of w, take some parse tree for w in Γ and draw the unique path F from the start symbol S to a k . Consider the path-skeleton for F .
In the example given in Figure 1 , the desired word a k . . . a n a 1 . . . a k−1 can be derived from the string a k A k+1 , . . . , A wn n are the labels of the vertices lying immediately to the right of F (in bottom to top order). We do this by introducing new 'hatted' nonterminals, with which we label all the vertices along the path F , and new productions which are the reverse of the old productions 'with hats on'. By first nondeterministically guessing the flag on the nonterminal immediately preceding a k , we are able to essentially generate the path-skeleton in reverse.
The grammar for cyc(L) is given by Γ ′ = (N ′ , T ′ , I ′ , P ∪P ′ , S 0 ), where T ′ = T , I ′ = I ∪{$} (where $ is a new symbol not in I), S 0 ∈ N ′ \ N is the new start symbol, and N ′ and P ′ are as follows. LetN be the set of symbols obtained from N by placing a hat on them. Then the disjoint union N ′ = N ∪N ∪ {S 0 ,S} is the new set of nonterminals.
The productions P ′ are as follows:
2) for each f ∈ I, a productionS →S f (3) for each production A → a in P, a productionS → aÂ (4) for each production A → B f in P, a productionB f →Â (5) for each production A f → B in P, a productionB →Â f (6) for each production A → BC in P, productionsB → CÂ andĈ →ÂB Note that the new grammar is no longer in normal form. Informally, the new grammar operates as follows. Let w = w 1 w 2 ∈ L and suppose we wish to produce w 2 w 1 . If a derivation starts with S 0 → S, then the word produced is some word from L. (This corresponds to the case when one of the w i is empty.) Otherwise derivations start with S 0 →S $ , followed by some sequence of productionsS →S f , building up a flag word onS. This is how we nondeterministically guess the flag label γ on the second last node of the path-skeleton. After this we apply a productionS → aÂ, where a is the first letter of w 2 (labelling the end leaf of the path-skeleton) and A is the non-terminal labelling the second last vertex of the path-skeleton. Note that the flag label γ$ is transferred toÂ. After this point, productions of types 4, 5, and 6 are applied to simulate going in reverse along the path-skeleton, at each step producing a sentential form with exactly one hatted symbol. The only way to remove the hat symbol is to apply the productionŜ $ → ε. Observe that all flags on nonterminals in a derivation starting from S 0 →S $ are words in I * $, and since $ is always at the right end of a flag it does not interfere with any productions from P, so in particular rules A → a to the sides of the path-skeleton produce the same strings of terminals as they do in Γ.
We will show by induction on n that in this new grammar, if A, A 1 , . . . , A n ∈ N then Conversely, suppose S 0 ⇒ aB v 1 1 . . . B vn n and that this subderivation does not start with S 0 → S. Then the subderivation begins with S 0 →S $ ⇒S u → aÂ u for some u ∈ I * $, A ∈ N . Once a 'hatted' symbol has been introduced, the only way to get rid of the hat is via the productionŜ $ → ε. Hence we must haveÂ u ⇒ B and so if a word is produced by the new grammar, some cyclic permutation of that word is in L.
We finish by giving the inductive proof of the equivalence of (4) and (5). For the case n = 1, the productions of type 5 and 6 in the definition of the grammar for cyc(L) show that A w ⇒ B u if and only ifB u ⇒Â w . For the case n = 2, we have A w ⇒ B u C v if and only if at some point in the parse tree, we see a subtree labeled X t → Y t Z t , with A w ⇒ X t , Y t ⇒ B u and Z t ⇒ C v . The productions in these last three subderivations are all of the form D → E f or D f → E, so they are equivalent toX t ⇒Â w ,B u ⇒Ŷ t andĈ v ⇒Ẑ t . Also X → Y Z if and only ifŶ → ZX andẐ →XY . Putting these together, we have A w ⇒ B u C v if and only ifB u ⇒Ŷ t → Z tX t ⇒ C vÂw andĈ
