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Abstract. We present a neural process that models exchangeable se-
quences of high-dimensional complex observations conditionally on a set
of labels or tags. Our model combines the expressiveness of deep neural
networks with the data-efficiency of Gaussian processes, resulting in a
probabilistic model for which the posterior distribution is easy to evaluate
and sample from, and the computational complexity scales linearly with
the number of observations. The advantages of the proposed architecture
are demonstrated on a challenging few-shot view reconstruction task which
requires generalisation from short sequences of viewpoints.
1 Introduction
Exchangeability is an implicit assumption underlying many machine learning
algorithms. It entails that any re-ordering of a finite sequence of observations is
equally likely. As a consequence, it allows to reason about the future observations
based on the behaviour of the previous ones. Owing to de Finetti’s theorem, the
exchangeability property is a cornerstone of Bayesian statistics as it facilitates
inference and parameter learning in probabilistic models.
Some problems can be explicitly formulated in terms of modelling exchangeable
data. For instance, few-shot concept learning can be seen as learning to complete
short exchangeable sequences [1], where it is natural to assume no inherent
ordering in the observations coming from the same concept. BRUNO [2] follows
the explicit approach by modelling autoregressive distributions p(xn|x1:n−1) of
an exchangeable process. This was proven to be an efficient way of doing both
few-shot image generation and classification within one model.
In this work, we extend the idea of BRUNO to the conditional case, where
we wish to model p(xn|hn, x1:n−1, h1:n−1), where hi are labels or tags associated
with observations xi. One example of where conditional BRUNO can be used, is
a task of generating new viewpoints of an object or a scene while given a few
images of that scene under different camera positions.
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Formally, a stochastic process x1, x2, x3, . . . is said to be exchangeable if for
all n and all permutations pi
p(x1, . . . , xn) = p
(
xpi(1), . . . , xpi(n)
)
, (1)
i.e. the joint probability remains the same under any permutation of the sequence.
The concept of exchangeability is intimately related to Bayesian statistics via
de Finetti’s theorem, which states that every exchangeable process is a mixture
of i. i. d. processes:
p(x1, . . . , xn) =
∫
p(θ)
n∏
i=1
p(xi|θ)dθ, (2)
where θ is a parameter vector (finite or infinite-dimensional) conditioned on
which, the xi’s are i. i. d. [3].
This theorem gives two ways of defining models of exchangeable sequences.
One is via explicit Bayesian modelling: define a prior p(θ), a likelihood p(xi|θ) and
calculate the posterior in Eq. 2 directly. Here, the difficulty is the intractability of
the posterior as it requires an integration over the parameter θ. A common solu-
tion is to use a variational approximation. The neural statistician [4] implements
this approach by building upon a variational autoencoder model (VAE) [5].
The second way is to construct an exchangeable process while modelling
its autoregressive distributions p(xn|x1:n−1) directly without referring to the
underlying Bayesian model. BRUNO [2] proposes a design for doing so. It consists
of two components: (a) a bijective mapping that transforms an intricate input
space X into a Gaussian latent space Z, and (b) a collection of exchangeable
Gaussian processes (GPs) defined in the latent space Z. Using deep neural
networks to implement the bijection f : X 7→ Z allows to model complex
and high-dimensional inputs. At the same time, the construction of BRUNO
guarantees that the process in X is exchangeable, and thus the model performs
an exact, albeit implicit, Bayesian inference in space X .
A natural extension when building exchangeable models would be to have a
conditional process with two associated sequences: x1, x2, x3, . . . and h1, h2, h3, . . . .
For instance, when xi is an image and hi a vector of descriptive labels or tags.
By analogy with Eq. 1, the exchangeability property becomes:
p(x1, . . . , xn|h1, . . . , hn) = p
(
xpi(1), . . . , xpi(n)|hpi(1), . . . , hpi(n)
)
. (3)
To have a valid stochastic process, we also need a consistency property as imposed
by the Kolmogorov extension theorem [6]:
p(x1:m|h1:m) =
∫
p (x1:n|h1:n) dxm+1:n for 1 ≤ m < n. (4)
To our best knowledge, Bayesian theory does not have an established proof
of de Finetti’s theorem for conditional probabilities. Namely, that the two
conditions above ensure that one can represent the process as a mixture of
conditionally i.i.d. models as given in Eq. 5. For the processes where xi and
hi take values from a finite set, this theorem is proven in the field of quantum
physics [7]. However, it is yet unclear how to extend their results to continuum
variables.
p(x1:n|h1:n) =
∫
p(θ)
n∏
i=1
p(xi|hi, θ)dθ or equivalently, (5)
p(xn|hn, x1:n−1, h1:n−1) =
∫
p(θ|x1:n−1, h1:n−1)p(xn|hn, θ)dθ (6)
Relying on the conditional version of de Finetti’s theorem, neural processes [8]
take an approach that is similar to the neural statistician’s. It extends the
VAE model to handle collections of (xi, hi) input pairs and dealing with a
variational lower bound on p(xn|hn, x1:n−1, h1:n−1). Versa [9] also follows the idea
of approximating the aforementioned posterior predictive distribution, though
it uses a training procedure that differs from the standard variational inference.
Both models achieve permutation invariance of p(θ|x1:n, h1:n) with respect to
the conditioning inputs by using instance-pooling operations, e.g. the mean over
representations of (xi, hi) pairs.
Another option that does not require approximation of the right-hand side of
Eq. 6, is to use the idea of BRUNO and construct a process that satisfies Eq. 3
and Eq. 4 directly. In the next section, we show this can be done by slightly
modifying the architecture of BRUNO. Namely, by conditioning the bijective
transformation f : X 7→ Z on the tags, such that zi = fhi(xi). A schematic of
our model is given in Fig. 1.
2 Conditional BRUNO
The bijective transformation part of BRUNO is carried out by a Real NVP [10] –
a deep, invertible and learnable neural network architecture that transforms some
density p(x) into a desired probability distribution p(z). It is implemented as a
sequence of alternating coupling layers, with every layer transforming a half of
its input dimensions while copying the other half directly to the output. In case
of modelling a conditional distribution p(x|h), we can make the transformation
dependendent on h, so the outputs of the coupling layer become:{
x1:dout = x
1:d
in
xd+1:Dout = x
d+1:D
in  exp(s(x1:din ,h)) + t(x1:din ,h),
(7)
where  is an elementwise product, and functions s (scale) and t (translation) are
usually deep neural networks. We achieved the conditioning on h by concatenating
the features of h to the inputs of every dense and convolutional layer inside s
and t networks.
As in case of the original Real NVP model, we can assume a fixed distribution
for the latents z due to the fact that dependence of x on h is introduced
via the Jacobian of the transformation. The latter is used in the change of
variables formula: p(x|h) = p(z) |detJh| . For the same reasons, the conditional
BRUNO can use the two assumptions below, which are identical to those from
its unconditional counterpart.
A1: dimensions {zd}d=1,...,D are independent, so p(z) =
∏D
d=1 p(z
d)
A2: for each dimension d, we assume that (zd1 , . . . z
d
n) ∼ MVNn(0,Σd), where
Σd is a n× n covariance matrix with Σdii = vd and Σdij,i 6=j = ρd, 0 ≤ ρd < vd.
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Fig. 1: A schematic of the conditional BRUNO model.
3 Experiments
We consider a task of few-shot image reconstruction, where the model is required
to infer how an object looks from various angles based on a small set of observed
views [9]. This problem can be framed as generating samples from a predictive
conditional distribution p(xn|hn,x1:n−1,h1:n−1), where hn is a desired angle
and x1:n−1 is a set of observed views associated with angles h1:n−1. We use
airplanes and chairs from the ShapeNetCore v2 [11] dataset as constructed in [9],
and train the conditional BRUNO on one-shot tasks. Namely, we give a single
random view x1 and its angle h1 and the goal is to predict N views of the
same object under angles h1, . . . ,hN . In this case, the objective is to maximise
L = ∑Nn=1 log p(xn|hn,x1,h1) with respect to the Real NVP parameters and
variance-covariance parameters of the latent GPs. Note that unlike in [9], we
train a single model on a combined set of chairs and airplanes. The code to
reproduce our experiments is available at github.com/IraKorshunova/bruno.
In Figure 2, we show samples from a conditional BRUNO when the model
was given a single viewpoint from an object not seen during training. Note that
conditioned on a chair, it never samples an airplane or vice versa. Moreover,
one can see how the model’s uncertainty about the object is reflected in the
samples. Specifically, when the single shot it is conditioned upon gives insufficient
information about the object, conditional BRUNO generates diverse objects
which are consistent with the given shot. Also, our samples always have a correct
orientation and their quality is comparable to the one from Versa [9], though,
our samples are sharper.
A more difficult few-shot image reconstruction task is learning to render
scenes as done by Generative Query Networks(GQN) [12], which are similar
to the neural processes [8] in their core idea. We hypothesize that conditional
BRUNO, when scaled to more complex datasets, might become a viable and
simpler alternative to the GQN-style types of models. Though, we could not
conduct those experiments due to huge computational demands of the models.
Fig. 2: One-shot BRUNO samples for the unseen test objects. Here, we condition
on a single view (x1,h1) of a chair or an airplane. The input shot is marked in red.
On the top row is the ground truth, whereas the three rows underneath contain
our samples from p(x|h,x1,h1) conditioned on the input shot and a desired
angle h. In the bottom two cases, it is difficult to infer the exact appearance
from the single shot. For the chair, it is not possible to deduce the back style,
and for the airplane the shape of the wings. Consequently, the model increases
the variability of the samples along these dimensions.
4 Discussion and conclusion
We showed that BRUNO [2] can be easily extended to the conditional case
while maintaining its appealing properties such as (a) exact likelihoods (b) fast
sampling and inference, (c) no retraining or changes to the architecture at test
time, and (d) recurrent formulation. These features make a simple yet an effective
and flexible model for meta-learning. Together, conditional and unconditional
BRUNO cover a broad range of meta-learning tasks from a few-shot conditional
image generation to online set anomaly detection.
BRUNO builds directly on the fundamental property of exchangeability
that underlies much of Bayesian statistics. Therefore, it provides an alternative,
previously unexplored way for building meta-learning models. Firstly, it abandons
the approximate explicit Bayesian inference in favour of an exact and implicit one.
The latter property, however, does not seem to limit the applicability of BRUNO
compared to other meta-learning methods. Secondly, it probes the exchangeable
GPs instead of a prevalent mean aggregator for integrating the information about
all inputs in a permutation-invariant way. It remains unclear, however, which of
the two approaches works best in practice and what their failure cases are.
BRUNO combines GPs with powerful bijective feature extractors in the form
of flow-based deep neural architectures, and while the former is unlikely to be
improved, we expect BRUNO to greatly benefit from the recent advances in
building normalising flows, which is currently an active area of research [13, 14].
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