INTRODUCTION
The denition of matching measure between a hypothesis and an acoustic observation is a crucial matter in speech recognition. In any speech recognition system, the performance depends heavily on the way the matching measure is dened. In recent speech recognition technology, the measure is usually dened on the basis of HMM likelihood. However, as many people are now aware, the HMM likelihood is a relative measure: it is relative to the observation.
According to statistical decision theory, given an acoustic observation o, we should nd a hypothesis w that maximizes the a posteriori probability P (w j o) [1] . The a posteriori probability can be rewritten as P (w j o) = P (o j w)P (w)=P(o) by the Bayes rule. Thus, when the observation o is xed, the constant factor P (o) is negligible in the maximization: the likelihood P (o j w) can be used as the acoustic matching measure between w and o.
In situations such as word-spotting, however, we are faced with the problem of comparing the plausibility of hypotheses corresponding to dierent observations. In such a case, the likelihood does not work as a measure for comparison.
In this paper it is shown theoretically that the mutual information [2] between w and o gives a reasonable matching measure for speech recognition. In order to compute the mutual information, we need to know the probability of acoustic observation. However, accurate computation of the probability is inecient. Thus two approximation methods are tried and experimentally compared: one using an all-phone model [3] , [4] , [5] , and the other using an ergodic HMM [6] , [7] .
There is another well known matching measure: the log-likelihood divided by the speech duration. The relation of this measure to the mutual information per frame will also be discussed. These equations show that we can compare the plausibility of the above two cases by the a posteriori probabilities even if the acoustic observations are dierent. Now from the Bayes rule, we have log P (w j o) = I (o; w) + log P (w); where I (o;w) = logP(o j w) 0 log P (o) = log P (o;w) P (o)P(w) is the mutual information between o and w. If we assume that the a priori probability P (w) is uniform over all the hypotheses, then the hypothesis-observation pair that maximizes the mutual information is the one that maximizes the a posteriori probability. This suggests that I (o;w) is to be taken as the acoustic matching measure between the observation o and the hypothesis w.
The mutual information is additive in the sense that I (o 1 o 2 ;w 1 w 2 ) = I (o 1 ;w 1 ) + I (o 2 ; w 2 ): Because of this property, it is meaningful to accumulate the mutual information along the input observation.
Approximation
In order to calculate I (o;w), we need to know P (o j w) and P (o). The likelihood P (o j w) is obtained easily if w is modeled with HMM. Then, in principle, P (o) can be calculated as
where w runs over all the hypotheses in the task. This method is, however, impractical since the likelihood must be calculated for every possible hypothesis. Thus we approximate the probability in two dierent ways and compare them. In All-phone Method, P (o) is approximated as P (o) max w P (o j w); where w runs over all the phone sequences. This probability is readily calculated by using the Viterbi algorithm. In Ergodic Method, P (o) is estimated as the likelihood for an ergodic HMM trained with a large amount of continuous speech data.
HYPOTHESIS GENERATION

Hypothesis-Observation Pair
In order to evaluate the above two methods, it is necessary to generate hypothesisobservation pairs (w 1 ; o 1 ), (w 2 ; o 2 ); ..., and calculate the approximate mutual information for each pair. For that purpose, a frame synchronous connected word recognition algorithm [8] 4 Gaussian mixture components with diagonal covariance matrices. The ergodic HMM is also of Gaussian mixture density type with diagonal covariance matrix. The number of states and the number of mixture components of the ergodic HMM were decided to be 3 and 4, respectively, by a preliminary experiment. For training the ergodic HMM, 10 sentences were picked up from the 180 training sentences.
Recognition Rate
At each frame of a sentence, a set of pairs of word hypothesis and observation, terminating at the frame, are generated, and the mutual information is calculated by each of the two methods. There are 223 true wordendings in the 20 test sentences, which are designated in the label. 91.9 If a matching measure is reasonable, then a correct hypothesis should get a high score at the true word-endings. In order to see which of the two methods is better from this point of view, we counted the number of true wordendings at which the top hypothesis was the correct one. The ratio of this number to the total number of true word-endings is referred to as recognition rate. We also counted the numbers of true word-endings where the correct word was contained within the top 5 hypotheses, and within the top 10 hypotheses, respectively. The results for the two methods are shown in Table1. The ergodic method attained a signicantly better performance than the all-phone method.
Maximum Mutual Information
Let us consider functions of t dened as F a (t) = max m I a (o t 0 +1 1 1 1 o t ; w m ) and F e (t) = max m I e (o t 0 +1 1 1 1 o t ;w m ): These functions should have a local peak at a true word-ending because there must be a correct hypothesis terminating there. Fig.1(i) and (ii) are graphs of F a (t) and F e (t), respectively for a sentence \she icks through a magazine when she gets a chance."
The vertical broken lines indicate the true word-ending frames. F a (t) varies wildly; it (ii) Ergodic method: F e (t). is dicult to tell if a true word-ending coincides with a local peak or not. In contrast to this, F e (t) shows a local peak at most of the true word-endings. This is another evidence that the ergodic method is superior to the all-phone method.
The Mutual Information with Given Starting and Ending Positions
Another experiment was conducted in which the mutual information is calculated as a function of specied starting and ending frames without using the connected word recognition algorithm. Fig.2(i) and (ii) show the mutual information between a hypothesized word icks and observations with various starting and ending frames in the example sentence. The true starting and ending frame coordinates for the word icks are (31, 82). Fig.2(i) is the result for the all-phone method. It has a wide plateau near the true starting and ending coordinates (31, 82). Fig.2(ii) illustrates the result for the ergodic method. It has a local peak at (29, 81), which are very close to the true starting and ending coordinates. Thus the log-likelihood per frame diers from the mutual information per frame only by a constant term c. Hence both measures should give the same eect in hypothesis selection. Fig.3 illustrates the accumulated logprobability estimated with the ergodic HMM as max j L ac e (t; j) for the example sentence. We see that the linearity assumption for log P (o) holds well in the ergodic method. Table2 shows recognition rates when the loglikelihood per frame and the mutual information per frame are used for matching measure. The performance of the log-likelihood per frame is close to that of the mutual information per frame estimated with the ergodic method. This might be the reason, besides simpleness, that the log-likelihood per frame has been used for matching measure occasionally.
An obvious objection to using the loglikelihood per frame, or the mutual information per frame is that they do not maintain the additivity mentioned in 2.1. Therefore it is meaningless to accumulate them along the input observation. Log-Probability Frame Number Fig.3 . Accumulated log-probability calculated with the ergodic HMM for the example sentence. It is interesting to note that although the mutual information per frame is not a measure directly based on the a posteriori probability, its 5th and 10th recognition performance is better than that of the mutual information in the ergodic method. This phenomenon will be worth further consideration.
CONCLUSIONS
It has been shown that the mutual information is a reasonable measure to compare the plausibility of hypothesis-observation pairs. In calculating the mutual information, two approximation methods, the all-phone method and the ergodic method, were tried and compared. It was shown experimentally that the ergodic method outperforms the all-phone method both in recognition rate and word-end detection power in continuous speech. Although the results presented here are for English speech, we have obtained similar results also for Japanese speech [9] .
The accumulated log-probability of speech grows almost linearly with the number of frames. Based on this fact, the relation between the log-likelihood per frame and the mutual information per frame was discussed.
A wide range of potential applications of the ergodic method are conceivable: wordspotting, rejection of out-of-vocabulary words, detection of misrecognitions, and etc., where the acoustic matching measure plays the decisive role.
