Background
The problem of predicting the next page on a web site has become significant because of the non-stop growth of Internet in terms of the volume of contents and the mass of users. The webpage prediction is complex because we should consider multiple kinds of information such as the webpage name, the contents of the webpage, the user profile, the time between webpage visits, differences among users, and the time spent on a page or on each part of the page. Therefore, webpage access prediction draws substantial effort of the web mining research community in order to obtain valuable information and improve user experience as well.
Methodology CPT+ is a complex prediction algorithm that dramatically offers more accurate predictions than other state-of-the-art models. The integration of the importance of every particular page on a website (i.e., the PageRank) regarding to its associations with other pages into CPT+ model can improve the performance of the existing model.
Contribution
In this paper, we propose an approach to reduce prediction space while improving accuracy through combining CPT+ and PageRank algorithms. Experimental results on several real datasets indicate the space reduced by up to between 15% and 30%. As a result, the run-time is quicker. Furthermore, the prediction accuracy is improved. It is convenient that researchers go on using CPT+ to predict Webpage access.
Findings
Our experimental results indicate that PageRank algorithm is a good solution to improve CPT+ prediction. An amount of though approximately 15 % to 30% of redundant data is removed from datasets while improving the accuracy.
Recommendations for Practitioners
The result of the article could be used in developing relevant applications such as Webpage and product recommendation systems.
Recommendations for Researchers
The paper provides a prediction model that integrates CPT+ and PageRank algorithms to tackle the problem of complexity and accuracy. The model has been experimented against several real datasets in order to show its performance.
INTRODUCTION
Currently, the problem of modelling and predicting a user's browsing behaviour on a web site has attracted a lot of research interest as it can be applied in improving web cache performance, Webpages recommendation, search engines enhancements, understanding and influencing buying patterns, and personalizing the browsing experience (Deshpande & Karypis, 2004) . In e-commerce, the next pages prediction is very necessary and critical. The prediction supports companies to deal with issues relating to customers such as their trends in buying and their interests in particular products. In this paper, we propose an effective solution to enhance the performance of the Webpage access prediction. In particularly, our proposed approach is to increase accuracy and efficiency by reducing the sequence space with integration of PageRank into CPT+ model.
In the task of modelling and predicting webpage access, it is desirable to find strategies to analyse and retrieve the interestingness of pages in order to yield meaningful predictions of possible webpage access. Thus, this problem is the main motivation for this research study. In fact, the webpage access prediction on a web site is a major and challenging problem. This problem has become significant because of the non-stop growth of Internet in terms of huge volumes of contents and increasingly quantity of users. Furthermore, while calculating the next page accesses, we may want to consider several kinds of information, such as the webpage name, the contents of the webpage, the profile of the user, the time between webpage visits, differences among users, and the time spent on a page or on each part of the page. Thus, many different kinds of data exist. Therefore, webpage access prediction is a significant topic of research. Among the proposed methods, sequence prediction models using CPT+ (Gueniche, Fournier-Viger, Raman, & Tseng, 2015) are the most popular method due to its performance. In this article, we present an approach that reduces the prediction space while preserving accuracy by integrating an important factor to web pages titled PageRank.
The remainder of the paper is organized as follows. In Section 1, we present a definition of the problem of predicting webpage access, CPT+ and PageRank algorithm. Subsequently Section 2 pro-poses a novel approach to webpage access prediction. In the following two sections, we present an experimental evaluation and an experimental study. Finally, we conclude with our solution.
BACKGROUND

DEFINITION OF SEQUENCE DATABASE
A sequence database used in webpage prediction, SDP, is a set of sequences. Let there be a set P = {p1, p2, …, pn} of webpages. A sequence database contains sequences S = {s1, s2…sn}, where si is an ordered list of webpages. Table 1 shows a sequence database containing five sequences. The first sequence, named s1, contains 6 pages. This sequence means that a user has visited pages p1, p2, p4, p6, p3, and p5, in that order. The problem of webpage prediction consists of predicting the next web pages in a sequence given the information contained in a set of training sequences.
For example, consider that a user visits the web pages p1, p2, p3, and p4, in that order. The sequence prediction can then be used to preload a webpage or recommend that webpage to the user. Figure 1 illustrates the problem of webpage prediction.
Figure 1. An illustration of webpage prediction
In addition, to create sequence databases, especially from weblog data, see (Da, Hanh, & Duy, 2018) .
THE PROBLEM OF WEBPAGE PREDICTION
Webpage prediction is the problem of calculating the next web pages that a user may visit based on the web pages previously visited by that user or by a group of users (Narvekar & Banu, 2015) . In general, webpage prediction involves two steps. First, a sequence prediction model is trained to predict webpage access using training sequences of pages visited by one or more users. The second step involves applying the trained model to some new sequence to predict the next webpage in that sequence. Figure 2 illustrates this general process of webpage prediction.
The input is a set of training sequences from one or more users. The output of a prediction is a set of one or more web pages that are deemed to be the most likely to be visited by the user next. Some prediction models may be designed to output a single webpage, while others may be designed to output several pages.
Figure 2. General workflow of Webpage prediction
The process of webpage prediction is similar to the problem of classification in data mining. However, key differences relative to the traditional problem of classification are that the time dimension is considered in webpage prediction, and other information, such as the importance of every page and the user's profile may also be considered.
To predict webpage access, many different approaches have been proposed, such as machine learning, association rules (Geetharamani, Revathy, & Jacob, 2015; Yang, Li, & Wang, 2004) , sequential patterns (Fournier-Viger, Gomariz, Campos, & Thomas, 2014; Fournier-Viger, Lin, Kiran, Koh, & Thomas, 2017; Mabroukeh & Ezeife, 2010; Mobasher, Dai, Luo, & Nakagawa, 2002) , and sequential rules (Fournier-Viger, Wu, Tseng, Cao, & Nkambou, 2015) . However, one of the significant limitations of the aforementioned approaches is that they are outmoded. Moreover, they also have several limitations, as follows:
Machine learning-based approaches build lossy models that may ignore relevant information from the training sequences when making predictions (Gueniche, Fournier-Viger, & Tseng, 2013) .
According to (Gueniche et al., 2015) , the abovementioned models suffer from some major drawbacks.
(1) Most of them assume the Markovian hypothesis that each event solely depends on the previous events. The prediction accuracy using these models can thus dramatically decrease.
(2) Only part of the information contained in the training sequences is used. Therefore, these models ignore some of the information contained in the training sequences when making predictions, and this feature can severely reduce the accuracy of these models. For instance, Markov models typically consider only the last k items in the training sequences in performing a prediction, where k is the order of the model. A solution to this problem is to increase the order of the Markov models. Nevertheless, increasing the order of Markov models often leads a very high state of complexity, thus making them impractical for many real-life applications.
Currently, regarding to sequence prediction, CPT+ (Gueniche et al., 2015) is up to 98 times more compact and 4.5 times faster than CPT (Gueniche et al., 2013) , and CPT+ has the best overall accuracy when compared to six state-of-the-art models from the literature (Gueniche et al., 2015) . CPT+ (Gueniche et al., 2015) proposed solutions to address the drawbacks of CPT (Gueniche et al., 2013) ; specifically, this earlier study suggests three strategies named frequent subsequence compression (FSC), simple branches compression (SBC) and prediction with improved noise reduction (PNR).
Frequent subsequence compression (FSC)
According to (Gueniche et al., 2015) , frequent subsequence compression (FSC) includes three steps:
(1) the identification of frequent subsequences in the training sequences, (2) the generation of a nov-el item in the alphabet Z of items for every frequent subsequence, and (3) the replacement of every frequent subsequence by the corresponding novel item when inserting training sequences into the prediction tree. Further, a novel data structure is introduced to store the frequent sub-sequences, and it offers a fast means of translating each subsequence into its respective item and vice versa. To reduce the number of nodes in the prediction tree, each frequent subsequence is replaced by a novel symbol (Gueniche et al., 2015) .
Simple branches compression (SBC)
To reduce the size of the prediction tree, an intuitive compression strategy, namely simple branches compression (SBC), has been proposed. In SBC, each single node representing the whole branch takes the place of each simple branch -a branch leads to a single leaf. Traversing the prediction tree from the leaves using the inverted index supports the identification and replacement of the simple branches.
Prediction with improved noise reduction
The prediction with improved noise reduction (PNR) strategy relies on the observation that noise in training sequences consists of items having a low frequency, where an item's frequency is defined as the number of training sequences containing the item (Gueniche et al., 2015) . In applying this observation, PNR removes only items having a low frequency during the prediction process.
According to (Gueniche et al., 2015) , the main properties of prediction with improved noise reduction (PNR) are that it requires a minimum number of updates on the CT to perform a prediction and noise is defined based on the frequency of items and proportionally to the sequence length.
PAGERANK ALGORITHM
PageRank calculation relies on the idea of counting backlinks (citations) to a certain page. It was proposed by Sergey Brin and Lawrence Page, and it provides a way of measuring the importance of website pages.
PageRank algorithm was used to build the very successful search engine Google a huge success (Wu et al., 2008) . According to (Page, Brin, Motwani, & Winograd, 1999) , PageRank can be calculated using a simple iterative algorithm, and it corresponds to the principal eigenvector of the normalized link matrix of the web. The developers of PageRank give a formula for calculating PageRank towards page A as follows:
Where:
PR(page A): PageRank of page A
Ti: a page that links to page A PR(Ti): PageRank of page Ti C(Ti): the number of pages that page Ti links to df: a damping factor (d = 0.85 is used by many researchers).
PROBLEM DEFINITION
Currently, to predict Webpage access, a state-of-the-art solution is utilizing sequence prediction. In particularly, CPT and an improved version called CPT+ have been proposed. However, reducing Webpage access prediction time complexity and how to increase speed but to avoid decreasing accuracy is very necessary. Although improved, this is still time consuming. To resolve this problem, we introduce a solution to increase computational efficiency while to remain the accuracy for Webpage access prediction. Our proposal is that, before utilize CPT+ to predict on a sequence database, we should shorten the size of the original sequence database but avoid the prediction accuracy. In fact, the decline the prediction space is very meaningful because with regard to very large datasets, the prediction would encounter the challenge in terms of time.
PROPOSED ALGORITHMIC APPROACH
In this section, we propose a method of reducing the space of webpage access prediction based on CPT+ (Gueniche et al., 2015) while preserving or increasing the accuracy of sequence prediction.
Suppose that a sequence database SD contains N sequences.
Step 1: Convert the sequence database into a graph database.
Every pair of contiguous pages {pi, pj} in a sequence can be considered as a relationship between two vertices or two nodes. Where an arrow (pi, pj) goes from pi to pj, pj is called the head of the arrow, and pi is called the tail of the arrow. Moreover, pj is said to be a direct successor of pi, and pi is said to be a direct predecessor of pj.
For example, suppose that there are two access sequences S1 = {pA, pD, pZ, pK, pN} and S2 = {pD, pN, pT}. Following the discussion above, their sub-graph can be presented as shown in Figure 3 .
Figure 3. A sample subgraph is created from a sequence
Step 2: Determine PageRank of every page Based on PageRank calculation method, PageRank of every page in the sequence database is calculated.
Step 3: Determine the average PageRank of every sequence Suppose that the sequence database SD contains N sequences, and Sj is the sequence at position j in the SD.
In the sequence database SD, for each sequence, one page in the sequence has one proper PageRank value. Let M be the number of pages in sequence S, and pi is the page at position i in the sequence S. The average PageRank of the sequence S can then be calculated as shown below:
Where: AVG_PR(Sj) is the average PageRank of all pages in the sequence Sj
Step 4: Sort all of the sequences in the sequence database SD by the average PageRank of all of the sequences from high to low without loss of accuracy.
The main purpose of this step is to remove redundant and noisy sequences from the sequence database and to retain useful sequences for prediction.
Let k ∊ (0,100) be the percentage of the size of sequence database. For example, with k = 75 (%) and N = 100000, the new size of the sequence database would be 75000.
In reducing the size of the sequence database, we could choose k randomly. However, to preserve the accuracy of sequence prediction, appropriate values of k should be chosen. In particular, let acc1 be the accuracy of sequence prediction for the original sequence database. Similarly, let acc2 be the accuracy of sequence prediction for the reduced-size sequence database (the new size of the original sequence database). If acc2 ≥ acc1, the chosen value of k is useful. Thus, k (%) of the number of sequences in the original sequence database are retained.
Step 5: Using CPT+ model for sequence prediction
With the reduced-size sequence database obtained from Step 4, the next pages are predicted following CPT+ model. Figure 4 describes the pseudo code for the above steps.
Figure 4. Pseudo code for building Graph Database
The procedure Average_by_sequences is used to determine the average value of PageRank by every sequence in sequence database. It is shown in the Figure 5 .
Let arr_avg be an array containing Average PR values of every sequence.
Let arr_temp be an array containing PageRank values of every sequence.
Figure 5. Pseudo code for calculating Average PageRank by sequences and Average Rows
Average_Rows works as follows:
Line 1, Line 2: Initialize S (sum of items by rows). Line 3: For loop to visit sequences in sequence database. Line 5: Determine sum of values by sequences. Line 6: Specify average PR's values by every sequence in sequence database.
According to Figure 6 , a step-by-step example of proposed algorithmic approach is illustrated.
There are five steps are shown as follows.
 Input a sequence database  Convert links into nodes for a graph database  Display nodes and their PageRank  Calculate average of PageRank for each sequence  Show sequence database (sort decreasingly by average of PageRank for each sequence)
Figure 6. An example of proposed algorithmic approach
The zone 1 in the Figure 6 displays 8 sequences in a sequence database. Every sequence contains web pages. For example, the first sequence includes pages such as 71, 22, 56. Each page from this sequence is separated by single space and a -1. The value "-2" indicates the end of the sequence. All pages in this sequence database were encoded by numbers from lowest one to highest one in which the lowest number is 0, the higher number is H, where H is the quantity of all distinct pages. In this case, the page 71 corresponds with node 16, the page 300 corresponds with node 19 and so on. A graph built from the sequence database (see Zone 1 and Zone 2 in Figure 6 ) is illustrated in Figure 7 . The result that gained in Zone 3 was calculated with d = 0.85, the number of nodes is 20, the number of loops is 1000. According to Zone 4, shown in Figure 6 , the average of values of Page Rank for every sequence were calculated. For example, the first sequence has the average of values of Page Rank 0.063, the second sequence has the average of values of Page Rank 0.055, and so on. The last zone (Zone 5) shows that sequences in this sequence database were sorted by average of values of Page Rank (from highest value down to lowest one).
Figure 7. A graph was created from sequence database
EXPERIMENTAL EVALUATION
To evaluate the accuracy of our proposed approach, a set of experiments is performed. Our test environment consists of a computer with an Intel i7 third-generation processor with 31.5 GB of available RAM running a 64-bit version of Ubuntu 16.04.5 LTS (Xenial Xerus) using Java 8.1 environment with Eclipse Neon.3.
DATASETS
We use three real datasets that have been collected from philippe-fournierviger.com/spmf/index.php?link=datasets.php They contain sequences of web pages visited by users on websites.
MSNBC is a dataset of clickstream data. The original dataset contains up to 989,818 sequences collected from the UCI repository (http://archive.ics.uci.edu/ml/index.php). In this research, we mine on a sub-dataset of MSNBC containing 31,790 sequences and 18 distinct pages.
FIFA is a dataset created by processing a part of the web logs from the World Cup. In this paper, we choose a dataset consisting of 20,450 sequences of clickstream data from the website of FIFA World Cup 98 (http://hita.ee.lbl.gov/html/contrib/WorldCup.html). There are distinct 2991 pages in this dataset.
KOSARAK is a clickstream dataset collected from a Hungarian news portal (http://fimi.ua.ac.be/data) This dataset contains 69999 sequences and 19986 distinct pages. This dataset is the largest dataset used in our experimental evaluation.
EVALUATION FRAMEWORK
We developed part of the source code related to Page Rank calculation at the link https://cocosci.github.io/MPIPagerank/ (visited on 14-Jan-2019) to complete our proposed approach.
Besides, we utilized the SPMF framework (Fournier-Viger, Gomariz, Gueniche, et al., 2014) for comparing our approach with state-of-the-art approaches applied to the three datasets above. The framework was developed in Java. According to (Gueniche et al., 2013) , a prediction has three possible outcomes: (i) The prediction is a success if the generated candidate appears in the suffix of the test sequence; (ii) The prediction is not a match if the predictor is unable to perform a prediction; (iii) Otherwise, the prediction is a failure. We use the accuracy measure to assess the overall performance of each predictor.
Where: Accuracy (eq. 2) is our major measure to evaluate the accuracy of a given predictor (Gueniche et al., 2013) . It is the number of successful predictions compared to the total number of test sequences.
RESULTS
In this experiment, we use PageRank algorithm to shorten the size of three real datasets such as MSNBC, FIFA and KOSARAK. Then, we check the accuracy on new datasets (after shortening the size of original datasets) by using SPMF framework (Fournier-Viger, Gomariz, Gueniche, et al., 2014) . Particularly, we chose 21 different values of K at points of 2% interval (through 100% down to 60%) for reducing the size of the sequence databases using our proposed approach presented in Section 3. All mentioned shorten datasets could be downloaded at http://bit.ly/2AniqEm. The results are shown in three figures 8, 9 and 10, respectively.
As illustrated in Figure 8 , the original sequence database MSNBC has a prediction accuracy of 46.389% (correspond with the line x =46.389). This is a relatively low. As shown in this figure, the prediction accuracy steadily increases as the dataset of sequences is reduced down to 90%, and after that it continues to improve slightly. This shows the original dataset MSNBC still contains much redundant and meaningless data. It means that using PageRank algorithm to reduce useless data is a appropriate solution. Figure 9 shows the original dataset FIFA has an accuracy of 99.888% (correspond with the line x =99.888), a rather high accuracy. At the points K ∊ [82%, 100%), the accuracies of datasets with shorten size of FIFA dataset are higher than that of original FIFA dataset.
Also, in Figure 10 the original dataset KOSARAK achieves an accuracy of 99.947% (correspond with the line x =99.94). Although with some fluctuation, the prediction accuracies with shortened versions of KOSARAK dataset are always higher than that of that original KOSARAK dataset, reaching a peak at the point K = 78%. It drops below the original level at K = 66%. To further evaluate our proposed approach, we measure the execution time in milliseconds that the system takes to produce top five best predictions (pages to access next) with and without PageRank algorithm. This evaluation is done on the two datasets FIFA and KOSARAK, with 30 examples of sequence prediction from each dataset. For the dataset FIFA, we chose the K = 100% and K =85%, and then use CPT+ to predict webpage access to produce the comparison results. Similarly, for the dataset KOSARAK, we chose the K = 100% and K =68% for comparison. The top five best predictions along with measurements of execution time are listed in Appendices A and B respectively, and the related summary statistics are given in Table 2 . The experimental results show that using PageRank algorithm to reduce the size of datasets resulted in significant shortening of execution time and thus improved the system's efficiency. As shown in Table 2 , the computation of prediction with the reduced dataset of sequences is approximately 1.35 times faster than that of the original dataset in the case of FIFA, and approximately 1.4 times faster in the case of KOSARAK. In both cases, a paired sample t-test found the difference in execution time to be statistically significant.
FINDINGS AND DISCUSSION
The experimental results show that shortening datasets for webpage prediction is very significant and useful. As illustrated, in datasets having very low accuracies of prediction, redundant and meaningless data are required to be eliminated. In the case of MSNBC, the original prediction accuracy is just less than 50%. This poor performance accounts for the large amount of redundancy in the dataset. As shown by the experiment, the accuracy of MSNBC is improved more than 20% thanks to PageRank algorithm removing useless data. The low accuracy before using PageRank is due to the number of distinct item in this dataset is quite small (only 17 items and the average number of itemsets per sequence is 13.33). Besides, there are a lot of items appear repetitively in the same sequences. For example, the sequence 1 -1 2 -1 3 -1 1 -1 2 -1 1 -1 2 -1 1 -1 2 -1 1 -1 -2 has too many item 2 and they are occur many times.
Although the prediction accuracies of FIFA dataset and KOSARAK dataset are relatively high, they can be improved by applying PageRank algorithm. Furthermore, the prediction runtime is also decreased.
Figure 11. Shortening the size of datasets KOSARAK, FIFA, MSNBC without accuracy
According to the results, if the size of dataset is reduced 15 percent to 30 percent (without dropping the prediction accuracy ), the execution time for webpage access prediction also decreases approximately 1.3 to 1.4 times, therefore, increasing computational efficiency. Figure 11 shows that we could shorten the size of sequence database up to 50% with integration of PageRank into CPT without losing accuracy.
CONCLUSION
Predicting the next item in a sequence over a finite alphabet is essential in a wide range of applications in many domains, especially webpage access prediction. In this paper, we introduce a novel approach to reduce the computational space of webpage access prediction by using PageRank algorithm. Our experimental results on three real datasets show that our proposed approach can remove redundant data from sequence databases but improving the accuracy. The original datasets can be reduced down to 70-85% without significantly compromising the prediction accuracy.
In the future, we aim to further improve the accuracy of webpage access prediction and the execution time for predicting webpage access by using the combination among CPT+ and novel algorithms. NO 
