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Abstrakt
Tato práce se zabývá metodami vyhledávání slov, slovních frází a delších úseků v rozsáh-
lých řečových datech bez předchozích znalostí těchto dat. V úvodu je seznámení s danou
problematikou a principy moderních metod pro vyhledávání opakujících se objektů. Dále je
popsána reprezentace a segmentace vstupních dat, techniky pro vyhledání objektu v mlu-
veném projevu a popis modelování nalezených objektů. Následně je popsána metoda pro
vyhledávání objektů podle předem definovaného vzoru. V dalším kroku jsou definována
data pro experimenty, ve kterých byly použity metody pro detekci mluvených výrazů podle
vzoru. Následuje popis systémových požadavků. V závěru je zhodnocení práce a návrhy
na další vývoj.
Abstract
This work investigates into methods for words, word phrases and longer segments detec-
tion in large speech data sets in an unsupervised way. At first, basics for the given topic
and principles of modern methods for searching of repeating objects are introduced. The
representation and segmentation of the input data are described. Techniques for object
detection in speech are presented. The description of found motifs modelling follows. The
next step defines data sets for experiments in which spoken term detection by an exam-
ple is performed. The system requirements are desribed. In the conclusion, the work is
summarised and suggestions for further development are discussed.
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Chapter 1
Introduction
1.1 Motivation
We are surrounded by multimedia and communication systems that produce hours of video
and audio data. Nowadays the number of devices, that can record multimedia, rises rapidly.
These data are often stored unprocessed in large storages. Since retrieving information from
large data sets by watching or listening it is time-consuming, we searched for computational
methods that process data effectively. We focused on gathering information from audio data
sets. We were inspired by doctoral thesis of Armando Muscariello, in which novel methods
for acoustic patterns search were presented. We wanted to exploit these methods for spoken
term detection in large audio data set.
1.2 Problem formulation
In this thesis we work with speech audio data. The task is defined as the problem of finding
repeating objects in these data sets. We should search for speech segments that are similar
to each other. The repetitive parts should be detected and could be separated from non-
repetitive ones and clustered together in selected fashion. The task should be decomposed
into simple subtasks so we should deal with each subtask separately. The general strategy
to deal with this task should be proposed. We should develop the system for such repeating
object detection.
1.3 Analysis of the problem
At first, we should decide a representation of input signal for scripts. Mel frequency cepstral
coefficients and phoneme posteriors will be used. The posteriors extractor will be exploited
to obtain phoneme posterior probabilities. Modern techniques for acoustic pattern search
into wide databases and methods discovering structures in such databases will be investi-
gated. The implementation of baseline techniques should follow. We will experiment with
data sets and compare our results to the ones from related literary sources. At last, we
should focus on computational and memory requirements by all introduces techniques.
3
Chapter 2
Related work
There are different approaches in speech processing. First, the unsupervised methods have
no a priori knowledge of processed data. Information about data language, acoustic or lexi-
cal analysis are not available. The input patterns are grouped or clustered in some fashion.
On the contrary, the supervised methods learn on the training set and the input patterns
are classified into categories. We are interested into unsupervised approach. This work is
based on audio motif discovery and pattern search techniques presented generally in the
last decade. Existing strategies used in this thesis are listed below as related work:
Muscariello: Variability tolerant discovery of arbitrary repeating patterns in
audio data with template matching (2011). [9]
Described novel architecture discovers repeating patterns as spoken words or near duplicate
motifs. No a priori knowledge of data sets or detected occurrences is required. The sys-
tem defines new methods and algorithms for detecting motifs exploiting improved Dynamic
Time Warping (DTW) technique. The final strategy discovers matches of motif fragments.
Detected match is subsequently extended. This procedure is called seeded motif discovery.
A description of this method is detailed in Section 4.4. This thesis follows Muscariello’s
work.
Herley: ARGOS - Automatically extracting repeating objects from multimedia
streams (2006). [8]
Proposed algorithm identifies repeating objects in data sets or streams. The system exploits
dimension reduction techniques on the stream, so searching and buffering are practicable.
No a priori knowledge of data sets or repeating objects is required. The system learns
everything about the repeating object on the fly (e.g. starting position, duration). Streams
used in this work were broadcast, so they contain advertisements, jingles, songs etc. Iden-
tified repeating objects had duration roughly in minutes. Algorithmic view and description
can be found in Section 3.1.
Park: Unsupervised pattern discovery in speech (2006). [10]
Described model utilises different steps to discover repeating patterns. The speech signal
is divided into fragments by silence intervals. Modified Dynamic Time Warping technique
called segmental (SDTW) is used for detecting similarity between fragments by a pairwise
comparison. An adjacency graph is produced. Matching segments pairs are nodes con-
nected by weighted edges in the graph. Nodes are clustered to group motif occurrences
corresponding to lexical entities such as words or short word phrases.
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Chapter 3
Basis of acoustic similarity
detection
This chapter provides introduction to the acoustic pattern search task formally. Methods
necessary for the object detection and data representation used are presented. The task is
decomposed into separated parts for better understanding.
The problem of repeating objects search can be formally described as finding all possi-
ble pairs [a, b],[c, d] in the input data χ satisfying the following constraints [9]:
H(χba, χ
d
c) <  (3.1)
|b− a|, |d− c| > Lmin (3.2)
a < b < c < d (3.3)
Condition 3.1 states that similarity of two sequences if the distance is below a threshold
, measured by metric H. Condition 3.2 represents the minimum acceptable length Lmin
of the motif in both sequences. This constraint is necessary as it discards short or false
matches. Condition 3.3 avoids overlapping the segments of a same motif that prevents
comparison between the same portion of data [9].
Acoustic pattern search can be decomposed in the following base subtasks:
• segmentation
• feature extraction
• similarity detection
• similarity score
The segmentation provides partitioning of the input signal into segments where patterns
are searched. The choice of the segmentation influences computational and memory re-
quirements of our system. The strategy of the segmentation used in this work is described
in Section 3.1. Feature extraction defines the data representation. The original sets of data
are converted to useful representation for further processing. This procedure is detailed
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in Section 3.2. Similarity detection exploits techniques to select segments likely to contain
repeating object. Similarity score computes the degree of similarity of selected segments.
This degree corresponds to the metric H in Condition 3.1. Selected similarity measurement
methods are described in Section 3.3 [9].
3.1 ARGOS
Finding of repetitions can be performed by considering all possible segments and searching
each of them in data set. This is impracticable as it contains amount of search operations
and requires a store space for all received data.
The ARGOS (Automatic RepeatinG Object Segmentation) framework comes with a
suitable strategy that allows sequential processing of incoming speech data in the form of
audio streams (speech data stored in files works as well). It reduces the search space by
iteratively searching a sliding query of fixed length into library (collection of found motifs)
or over the past received data [8]. In Figure 3.1 the ARGOS segmentation framework dia-
gram is shown.
Figure 3.1: Algorithmic view of the ARGOS segmentation framework [8].
The query is the current portion of data stream marked by the endpoints [t0, t0 + ∆],
it is the segment to be searched at each iteration, assumed it contains a repeating pattern.
The library is the collection where motif occurrences are stored whenever they are dis-
covered, it is the memory where discovered motif at first occurrence are stored, subsequent
occurrences are recognized and a specific modeling strategy is adopted.
The past stream is the portion of data stream received already, indicated by endpoints
[0, t0].
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3.2 Feature extraction
Our system receives data from WAVE format files. WAVE (Waveform audio file format)
is wrapper file format for audio data that can incorporate an audio bitstream with other
data chunks. This format was created by Microsoft and introduced with Windows 3.1. The
default bitstream encoding is the Microsoft Pulse Code Modulation (LPCM) format [6].
Speech signal is rarely used in its original form for a computation in speech processing.
It is often converted into different representation that depends on the task objective. The
conversion is called feature extraction as a valuable information is extracted out of the
signal. Speech signal is divided into overlapping frames with some shift (usually frames of
length 25 ms with 10 ms shift). The parameters describing each frame are extracted. This
procedure reduces bit rate of the input signal [11].
There are two common representation types of the speech signal used in this work:
classical Mel frequency cepstral coefficients (MFCC) and phoneme posteriors.
3.2.1 MFCC
Speech samples are divided into overlapping frames as was stated. Preemphasis filter am-
plifies higher frequencies for each frame. It corresponds to the sensitivity of the human
ear in different frequencies. In the next step, Hamming window is applied and Fourier
spectrum is calculated for each frame. A set of band limited triangular weighting functions
(called Mel filter banks) are used for integrating the energies of the Fourier spectrum. Mel
filter bank defines better resolution in lower frequencies and worse for higher frequencies.
The logarithm is applied to the energies corresponding to sound loudness perception of the
human ear. Last, Discrete Cosine Transformation (DCT) is performed for decorrelation
and dimensionality reduction [11]. These procedures produce the final representation as
the sequence of N -dimensional vectors with cepstral coefficients (usually 13-dimensional
vectors). Higher dimensions (26 or 39) are obtained when coefficients approximating tem-
poral derivatives are appended. Figure 3.2 depicts individual procedures during MFCC
extraction.
Figure 3.2: Block diagram showing steps of MFCC computation [11].
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3.2.2 Phoneme posteriors
There are two types of phoneme recognisers used nowadays. The first one is based on
Hidden Markov Model (HMM) and Gaussian Mixture Model (GMM). The second type
is based on HMM and Artificial Neural Network hybrids (ANN) [12]. The extraction
of phoneme posteriors in this thesis was performed by the extractor which exploits the
phoneme recogniser developed at Brno University of Technology [3]. This recogniser is
based on HMM/ANN hybrid and was trained on TIMIT corpus [5] to estimate English
phonemes posterior probabilities.
Speech is segmented into frames and Mel filter banks energies are computed for each
frame. The temporal evolution energy is taken for each band and vectors are split into left
and right parts. Each of the parts is windowed by appropriate half of Hamming window.
DCT is performed for decorrelation and dimensionality reduction. Both vectors are sent to
two context neural networks (NN) which are trained to estimate the posterior probabilities
for phonemes. Received posterior vectors are concatenated. The logarithm is performed and
third NN is employed to merge concatenated posterior probabilities. The Viterbi decoder is
used to generate the final phoneme string. Last step, the Viterbi decoder, is not used in our
work. The final representation is in the form of the sequence of N -dimensional vectors with
phoneme (or phoneme-state) posteriors probabilities (in our case we had 135-dimensional
vectors with 3-state phoneme posteriors) [11].
Figure 3.3: Block diagram of the Split Temporal Context system [11].
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Figure 3.4: An example of 3-state phoneme posterior probabilities for word something.
Each frame states the probability in the range from 0.0 to 1.0 for given phonemes. The word
something was estimated as the sequence of phonemes s - ah - m - th - ih - ng.
Figure 3.3 shows individual steps of described system called LC-RC system for the
phoneme posteriors extraction. The example of the phoneme posteriorgram for a spoken
word is depicted in Figure 3.4.
3.3 DTW
Dynamic Time Warping (DTW) is a technique for comparing and scoring two spoken ut-
terances in a form of sequences of vectors. The comparison exploits distance measurement
between the vectors and consists of finding an optimal path between the sequences by warp-
ing one or both of them. The score equals to the similarity of sequences that can vary in
length or time. DTW is well-known and widely used technique not only in speech process-
ing [9].
Consider reference vector sequence of length M and test vector sequence of length N :
U = u1,u2, . . . ,uM (3.4)
V = v1,v2, . . . ,vN (3.5)
The Euclidean distance between two L-length vectors can be defined as [13]:
dE(u,v) =
√√√√ L∑
o=1
|u(o)− v(o)|2 (3.6)
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The cosine distance between two vectors adapted to log-likelihood is defined by [7]:
dC(u,v) = − log
(
uv
|u||v|
)
(3.7)
Pairs (i, j) defining a mapping between sequences U and V are included in a warping path
P , formally [9]:
P = {(i1, j1), . . . , (iL(P ), jL(P ))} = {(ik, jk)}L(P )k (3.8)
max(M,N) ≤ L(P ) ≤M +N − 1 (3.9)
A warping path is characterized by:
• length L(P ), which is the number of path entries
• cumulated distortion D(P ) = ∑L(P )k=1 d(ik, jk)
• average cumulated distortion, or normalised path weight W (P ) = D(P )/L(P )
A similarity score of a path can be computed as [9]:
dP (U,V) =
L(P )∑
k=1
d(ik, jk)m(k)/ΦP (3.10)
where d is the local distance of two vectors, m(k) is weighting coefficient and ΦP is nor-
malising factor.
The path with minimum similarity score value is selected as the best [9]:
Pˆ = arg min
P
dP (U,V) (3.11)
3.3.1 Pseudo-algorithm definition
Starting point selection. The starting point of a path is determined as (i, j) = (1, 1) for
the reason that we compare two separated motifs (words or word phrases). Both of them
start in selected starting point:
D(1, 1) = d(1, 1) (3.12)
Path computation. The ending point of the path is in the cell (i, j). The cumulated
distortion at each cell (i, j) is defined as [9]:
D(i, j) = arg min
(i′ ,j′ )∈V (i,j)
D(i
′
, j
′
) + dW ((i
′
, j
′
), (i, j)) (3.13)
where (i
′
, j
′
) corresponds to the neighbourhood of cell (i, j) and dW stands for weighted
d(i, j). The optimal path joins (1, 1) to (i, j) and has the best score.
Results of DTW are shown in an example in Figure 3.5.
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Figure 3.5: Dynamic time warping. The same word spoken twice by the same speaker is
compared. The first was considered as the reference sequence, the second is set as the test
sequence. The distance matrix is measured by the Euclidean distance. The corresponding
spectrograms are shown on the sides of the picture. The white line highlights the optimal
path with the best similarity score.
3.4 Query-by-Example
Query-by-Example (QbE) is a method for searching an example of some object in other
objects. Related to our work, this example of the object is stated as query. The query
consists of one or several terms which we want to find in a speech utterance. The speech
utterance corresponds to search buffer. The term is considered as a word or word phrase
and is used in a form of speech cut. Therefore, the method for searching these terms is
called Query-by-Example Spoken Term Detection (QbE STD). The more frequently used
type of detecting spoken term is text-based STD. Input terms are in a form of text in
text-based method [7].
The QbE system searches the queries in all utterances (called data pool) and returns
segments that are similar to the searched terms.
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3.5 Evaluation metrics
For measuring the performance of our system, we used three different metrics. Consider Q
as a query search, ∆ as the set of queries, thr as the threshold, Ntarget(Q) as the number
of all occurrences of query Q and NHIT as the number of query detection.
The first metric is called non-pooled Figure-of-Merit (npFOM). This metric was defined
by NIST in 1991. The non-pooled FOM assumes that the evaluation data lasts for T hours.
The query detections are sorted by similarity score. The non-pool Figure-of-Merit is stated
as [7]:
npFOM =
1
10T
(npPHIT (1) + npPHIT (2) + · · ·+ npPHIT (N) + anpPHIT (N + 1)) (3.14)
where a = 10T −N is a factor interpolating to 10 false alarms per hour. The non-pooled
hit percentage of queries found before the i-th false alarm is defined as [7]:
npPHIT (i) =
∑
Q∈∆
NHIT (Q,npthrFA(Q, i))
Ntarget(Q)
× 100% (3.15)
where npthrFA(Q, i) sets the threshold thr for query Q and the i-th false alarm per hour.
The second presented metric is the pooled Figure-of-Merit (FOM) and it is defined as [7]:
FOM =
1
10T
(PHIT (1) + PHIT (2) + · · ·+ PHIT (N) + aPHIT (N + 1)) (3.16)
where a = 10T − N is a factor interpolating to 10 false alarms per hour. The pooled hit
percentage of queries found before the i-th false alarm is defined as [7]:
PHIT (i) =
∑
Q∈∆
NHIT (Q, thrFA(Q, i))
Ntarget(Q)
× 100% (3.17)
where function thrFA(Q, i) sets the threshold thr in all queries for the i-th false alarm.
The last metric is Equal-Error-Rate (EER). The EER shows the percentage of missed
detections for given threshold. The EER is defined for all queries (pooled) and it is stated
as [7]:
EER =
∑
Q∈∆Ntarget(Q) −NHIT (Q, thrERR)∑
Q∈∆Ntarget(Q)
(3.18)
Every case that starts and ends within a 100 ms shift of the reference segment is consid-
ered as a hit. FOM and EER metrics are computed from the whole sets of rank detections.
A higher value for FOM is better, while EER metric has it the other way round.
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Chapter 4
Motif discovery techniques
In this chapter, the basics of motif discovery and variations of DTW technique leading to
definitive architecture based on seeded discovery are presented. This chapter is adopted
from [9].
The main issue in motif discovery is finding endpoints location of repeating patterns. Re-
peating objects have to be automatically extracted from the unsegmented data (a stream
or file). In our system, data are segmented by the ARGOS framework so the problem turns
into finding repetitions of the query in the search buffer or in the library containing found
motifs. A variations of DTW will be presented to enable local alignment by relaxing the
canonical boundary constraint.
The different lengths of the warping paths ending in (i, j) are to be considered and
properly normalised to evaluate the cumulated distortion D(i, j). The following set of
equations for the length normalisation is obtained:
(ˆi
′
, jˆ
′
) = arg min
(i′ , j′ )∈V (i, j)
D(i
′
, j
′
) + dW ((i
′
, j
′
), (i, j))
L({s(i′ , j′) . . . (i′ , j′)}) + L({(i′ , j′) . . . (i, j)}) (4.1)
Relation 4.1 defines the composition of the neighbourhood of the cell (ˆi
′
, jˆ
′
) during the
local path computation.
The distortion of the local path is calculated as:
D(i, j) = D(iˆ′ , jˆ′) + dW ((iˆ
′ , jˆ′), (i, j)) (4.2)
The starting point selection of the local path is stated as:
s(i, j) = s(iˆ′ , jˆ′) (4.3)
And the length of the local path is defined by:
L({s(i, j) . . . (i, j)}) = L({s(iˆ′ , jˆ′) . . . (iˆ′ , jˆ′)}) + L({(iˆ′ , jˆ′), (i, j)}) (4.4)
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4.1 SLNDTW
Segmental Locally Normalised DTW (SLNDTW) is a variation of DTW technique. The
goal is to find two subsequences: uis . . .uie in the query U and vjs . . .vje in the search
buffer V that match, and matching path Pˆ = {(is, js), . . . , (ie, je)} with 1 ≤ is ≤ ie ≤
M, 1 ≤ js ≤ je ≤ N , if their similarity score satisfies the condition W (P ) < .
4.1.1 Pseudo-algorithm definition
Starting point selection. The starting point of the path is considered whenever the small
value of local distance d(1, j) is detected. The weight W (P ) of P = {(1, js), . . . , (1, j −
1), (1, j)} is compared with the value of local distance d(1, j). If d(1, j) is smaller than the
normalised cumulated distortion, the path is more likely to start from (1, j) than from a
matching path itself.
The formal description is stated by the expression: ∀j, 1 ≤ j ≤ N ,
D(1, j) = d(1, j)
, if d(1, j) < D(1,j−1)+d(1,j)L(1,j−1)+1L(1, j) = 1
D(1, j) = D(1, j − 1) + d(1, j)
, otherwise
L(1, j) = L(1, j − 1) + 1
(4.5)
Path computation. Except for i = 1, each path is calculated by minimizing the weight
W (i, j) at each point (i, j) of the grid [1, . . . ,M ] × [1, . . . , N ]. The weight W (i, j) is the
quotient of the cumulated distortion D(i, j) and the path length L(i, j):
W (i, j) = min
[
d(i, j) +D(i− 1, j)
L(i− 1, j) + 1 ,
d(i, j) +D(i− 1, j − 1)
L(i− 1, j − 1) + 1 ,
d(i, j) +D(i, j − 1)
L(i, j − 1) + 1
]
(4.6)
Match identification. The weight of all paths is stored in the entriesW (M, j), 1 ≤ j ≤ N .
Subsequence vjs, . . . ,vje for which the path P = {(1, js), . . . , (M, je)} satisfying W (P ) < 
exists, is a repetition of the query U.
QU
ER
Y
SEARCH BUFFER
matching path
Figure 4.1: Segmental Locally Normalised DTW. The match is found, wherever the starting
position of the query in the search buffer is [9].
14
Figure 4.2: The search buffer contains the sentence He would not carry a brief case from
TIMIT data set. The word carry is in the query. MFCC features were used. The distance
matrix is measured by the Euclidean distance. The white line highlights the retrieval match-
ing path. Data, configuration and output for this experiment can be found on attached CD
in exp01 folder.
Results of SLNDTW are shown in examples in Figures 4.1 and 4.2.
SLNDTW expects that searched motifs are exactly coincident with the query and have
the length of the query. This might be impractical in real tasks as the starting (or ending)
position of the motif may not be aligned to the query.
4.2 Band Relaxed SLNDTW
Band Relaxed SLNDTW improves previous SLNDTW technique. This method provides
relaxation of boundary constraints on the query. The relaxation forces a path to start in a
starting band and after it crosses the centre of the query it ends in an ending band. Bands
are meant as groups of rows in the distance matrix. This constraints cause variable lengths
of obtained motifs as short as the central band, or as long as the whole query. Band Relaxed
SLNDTW allows to find motifs that may not coincide the query, but cross the central band
at least.
4.2.1 Pseudo-algorithm definition
The search space is divided into three horizontal bands:
• starting band - each entry in this band is a potential starting point of a path
• central band - entries in this band are constrained to be passed through by a path
• ending band - each entry in this band is a potential ending point of a path
Starting point selection. Selection is done by generalization of Equation 4.5. The
starting point of the path is considered in the starting band whenever the small value
of local distance d(i, j) is detected in the neighbourhood of the point. The expression is
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Figure 4.3: Band relaxed SLNDTW. The central band is crossed by the path and the path
is extended by the endpoints
[9].
formally described as:
∀(i, j)|i ∈ starting band:
if d(i, j) < min
[
d(i, j) +D(i− 1, j)
L(i− 1, j) + 1 ,
d(i, j) +D(i− 1, j − 1)
L(i− 1, j − 1) + 1 ,
d(i, j) +D(i, j − 1)
L(i, j − 1) + 1
]
then (i, j) is the starting point of a new path, otherwise it is added to the current path.
Path computation. ∀(i, j)|i ∈ central band: the path is computed the same way as in
Equation 4.6.
Ending point selection. ∀(i, j)|i ∈ ending band: the ending point of the path is se-
lected as the starting point and the corresponding path is reconstructed.
Path boundary refinement. Band Relaxed SLNDTW procedure consists of finding
path in the central path. In addition, a refinement strategy is used to search for path
extensions both in starting and in ending band. The extension comprises the following
steps:
1. Consider the path P with W (P ) = Wo that ends in (ie, je).
2. Select in the neighbourhood of (ie, je) the point that, added to P , minimizes W (P ),
and add the point to path P .
3. If W (P ) < Wo + kWo, where k is the extension threshold, then repeat the procedure
from step 1, otherwise remove the point from path P and stop the extension procedure.
4. Compute the new averaged weight W of the extended path P .
Results of Band Relaxed SLNDTW are depicted in an example in Figure 4.3.
Band Relaxed SLNDTW expects that the whole motif is contained inside the query:
it may be unaligned but it must be located in the central part. Nevertheless, the motifs
cannot be longer than the length of the query and some motifs may lie between the queries.
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Figure 4.4: The search buffer contains the sentence She had your dark suit in greasy
wash water all year from TIMIT data set. The word water is in the center of the query.
MFCC features were used. The distance matrix is measured by the Euclidean distance. The
white line highlights the retrieval matching path. Data, configuration and output for this
experiment can be found on CD in exp02 folder.
4.3 Fragmental SLNDTW
Fragmental SLNDTW provides a simple generalization of the previous presented algorithm.
This method uses segments, called fragments, for detecting the motifs that allows a match
detection whenever its position is in the query.
4.3.1 Pseudo-algorithm definition
The query is split into sufficiently small parts (sub-bands) so at least one motif fragment
coincides with the query:
Lmin ≤ Lmotif ≤ Lmax (4.7)
Condition 4.7 states the length selection of a sub-query, where Lmax is the length of the
query and also the maximum length of the motif, Lmotif is the possible length of the motif
and Lmin stands for the minimum length of the motif. The length of a sub-query is set to
Lmin/2.
The procedure includes the following steps:
1. Partition the search space [1, . . . ,M ]×[1, . . . , N ] in horizontal bands of vertical length
Lmin/2, such as the i-th band includes all points (i, j)|(i−1)Lmin/2+1 ≤ i ≤ iLmin/2.
2. Perform SLNDTW in each band and reconstruct the matching path, if it exists.
3. Extend the matching path in both the starting and the ending segments.
Fragmental SLNDTW enables to find the motifs anywhere in the query. This implementa-
tion produces higher flexibility than previous one, however the known problems still stand.
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Figure 4.5: Fragmental SLNDTW. The query is divided into sub-queries, each of the length
Lmin/2. If the match was found in a sub-query, the matching path was extended in its both
endpoints [9].
Figure 4.6: Fragmental SLNDTW. This query is divided into 6 sub-queries. The match was
found in the second sub-query from below, the matching path was slightly extended in its
both endpoints. For this experiment, the TIMIT set utterance from exp02 folder on CD
was used.
4.4 Seeded motif discovery
Seeded motif discovery is the final architecture for the global motif discovery task. It results
from a slight variation of fragmental method. This architecture is called seeded1 since the
discovery starts when there is a detection of seed match.
Seeded motif discovery considers sub-queries from fragmental method as independent
queries. If fragmental match is found, the extension of the matching path can be performed
in both the starting and the ending sides of the path in all other sub-queries. Hence, the
constraint of the maximum motif length and the constraint of the motifs stuck between
adjacent sub-queries are removed. The occurrences of the motifs are obtained in their
entire length.
1The seed is in the role of embryonic entity from which the motifs grow.
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4.4.1 Pseudo-algorithm definition
The length of a query is considered as ∆ = Lmin/2 (similar to Fragmental SLNDTW)
defined by the endpoints [t0, t0 + ∆]. A search buffer is defined by the endpoints [t1, t0− 1].
Motif repetitions are searched by SLNDTW between two segments and the path P is recon-
structed, if any. The path extension is performed in order to obtain the whole occurrence.
This procedure is depicted in Figure 4.7.
A seed match is detected whenever a segment χdc exists, with t1 < c < d < t0 such
that H(χt0+∆t0 , χ
d
c) < . If the seed match is identified, the extension using [t0, t0 + ∆] and
[c, d] is performed. If there exist pairs a
′
< t0, b
′
> t0 + ∆ and c
′
< c, d
′
> d such that:
H(χb
′
a′ , χ
d
′
c′ ) <  (4.8)
H(χb
′′
a′′ , , χ
d
′′
c′′ ) > ,∀a
′′
< a
′
, b
′′
> b
′
, c
′′
< c
′
, d
′′
> d
′
(4.9)
|d′ − c′ |, |b′ − a′ | ≥ Lmin (4.10)
then a motif is detected with its occurrences χb
′
a′ and χ
d
′
c′ .
Conditions 4.8 and 4.10 are variations of relations 3.1 and 3.3. Condition 4.9 defines that
the seed match cannot be extended beyond boundary [a
′
, b
′
] and [c
′
, d
′
]. Each detected seed
is analysed and extended until a match is found. If a motif was found, the new seed border
is [b
′
, b
′
+ ∆], otherwise it is [t0 + ∆, t0 + 2∆].
This framework is usable to variations of searching acoustic patterns. It can be used for
words, word phrases, songs and longer segments discovery. We exploited this framework
for spoken term detection in this thesis.
Figure 4.7: Seeded motif discovery. [9]
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4.5 Motif models
A seed is searched in the library first. The library collects all occurrences for every mo-
tif, so the comparison between the seed and each occurrence is extremely computationally
complex. A model that simply represents the motif from its occurrences is required.
There are three modelling techniques for motifs used in our system:
4.5.1 Average occurrence
Consider two vector sequences U = u1, . . . ,uM and V = v1, . . . ,vN . The path of their
alignment is P = {(ik, jk)}Lk=1. The average of these sequences A = ai, . . . ,aL is defined as:
ak = (uik + vjk)/2 (4.11)
The model is updated each time a new occurrence appears. A model representing N
occurrences is weighted by a factor N in average computation for every new occurrence V.
The model M originated from the model A and the occurrence V is described as:
mk = (N · aik + vjk)/(N + 1) (4.12)
The average modelling method is sensitive to false hits. If a false occurrence is averaged
with all collected ones, the representativeness of the motif is decreased. To prevent this
corruption of the model, the median modelling is presented.
4.5.2 Median occurrence
Consider N vector sequences. The median occurrence M of these sequences mi, i =
1, . . . , N is the occurrence closest to all the others conforming to a similarity score d:
M = mi , where i = arg min
1≤j≤N
N∑
k=1
d(mj ,mk) (4.13)
Collection of a false occurrence does not change the quality of the model, if new median
occurrence is not a false occurrence itself.
4.5.3 Random occurrence
Consider N vector sequences. The random occurrence R of these sequences is randomly
chosen one. This modelling technique supposes a low variability of motifs, so occurrences
for a motif are extremely similar. The random occurrence model is used for song, jingle or
commercial discovery, which satisfies these conditions.
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Chapter 5
Experiments with motif discovery
on TIMIT
5.1 Data sets
Experiments were performed on read speech with several speakers. The utterances were
selected from TIMIT corpus [5]. We preferred utterances in which repeating objects oc-
curred. The sampling frequency of these audio data was 8000 Hz with 16 bits depth and it
was single audio channel. The evaluation was conducted for the English language only.
5.2 Configuration
Both MFCC and phoneme-state posteriors were used as features for experiments. The
MFCC features were used for utterances with one speaker and posteriors for utterances
with several speakers.
We used seeded motif discovery for motif search as the other presented methods are
mostly useful to better understand acoustic pattern search or they are suitable for spoken
term detection. We also used average 4.5.1 and median 4.5.2 of occurrences in library motif
modelling.
For distance measurement, we used the Euclidean distance for MFCC features and the
log-likelihood cosine distance for phoneme-state posteriors.
We evaluated the results by manually checking output pictures with matching path
and by listening speech cuts. We conducted simple experiments for different data and
system settings. Input data and configuration of the system for experiments can be found
in folders exp06 to exp10.
5.3 Results and discussion
The results of performed experiments are stored in directories exp06 to exp10. Match-
ing paths, occurrences features and speech cuts can be also found there. We successfully
detected parts of words or word phrases in utterances of one or several speakers.
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Chapter 6
Experiments with QbE on NIST
2006 STD data
This chapter provides description of performed experiments for spoken term detection. We
decided to perform one of the tasks done in [7] that was similar to our work so we could
compare the results. We exploited previously presented methods for motif discovery and
we realised Query-by-Example Spoken Term Detection (QbE STD). One of the methods
used in [7] for the search for queries relied on template matching and was DTW-based.
The example in the query was searched frame by frame. Every example for the term and
also their averaging combination were searched. The average representation was selected to
reach better performance of the system. As the similarity score function, the log-likelihood
cosine distance 3.7 was used.
6.1 Data sets
The system was evaluated on telephone conversational speech with several speakers. The
examples for queries were extracted from Fisher English Phase I corpus as it was in [7]. We
used 5 examples for a single query and 168 queries (Appendix B.1) were searched in a data
pool. The data pool consisted of 72 utterances from NIST STD 2006 evaluation set [2].
The total duration of all utterances was 6 hours. The sampling frequency of these data was
8000 Hz, bit depth was 16 bits and it was single audio channel. We evaluated our system
for the English language only.
6.2 Configuration
The 3-state phoneme-state posteriors were used as features for experiments. These features
had 135-dimensional vectors per a frame and the number of phonemes was 45. The MFCC
features were not suitable for this task as they are speaker dependent.
Since the performance of QbE STD highly relies on the quality of example, we decided
to use two presented modelling techniques for terms representation:
First, the average example 4.5.1 of all the examples for a term was built. We assumed
that examples for a term were defined by the user by listening (as we did it) and the number
of wrong examples is minimal. As was said, the average modelling is sensitive for false hits.
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The robustness of term representation rises by using the average modelling for terms with
no or few false occurrences.
Second, we exploited the median example 4.5.2 of all the examples for a term. The
median example is the closest one to all the other examples. If the user (or we) select
indecisive example, the robustness of the term representation remains unchanged.
We also performed experiments with randomly chosen example 4.5.3 for the query to
compare results to [7].
Since the examples are of fixed length and they coincide exactly the query, the SLNDTW
method 4.1 for the query search was selected as optimal. Complex seeded method is more
suitable for tasks where the length of the query is not known (e.g. motif discovery), see
Chapter 5.
The log-likelihood cosine distance 3.7 was performed for measuring distances between
feature vectors.
The DTW threshold for detecting existence of possible matching path was set to value 2.0.
If the weighted cumulated distortion 4.6 was under this threshold value, then we recon-
structed the matching path. This allowed us to skip segments where high dissimilarity
between query and utterance occurred.
For system evaluation, we applied three different metrics for performance measurement.
The non-pooled Figure-of-Merit (npFOM) 3.14, pooled Figure-of-Merit (FOM) 3.16 and
Equal-Error-Rate (EER) 3.18 described earlier were used so the results were simply com-
parable to work [7].
6.3 Results
The system was tuned on selected utterances with different settings to produce the best
results. We found the optimal setup for thresholds. The final experiments were conducted
on the whole data set of length 6 hours. The number of queries searched was 168 (Ap-
pendix B.1). We performed one experiment for the average of examples, the next for the
median of examples and two experiments for randomly chosen examples. The results were
compared to the related system and are shown in Figures 6.1 to 6.4.
The related system from [7] used standard DTW search from a similarity matrix. It was
run iteratively starting in every frame in utterance and ending in a frame on the utterance.
The DTW search found the optimal path with minimum score. The final score for every
path was normalised by the length of the path.
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Figure 6.1: Results of QbE STD by SLNDTW technique for query selected by the first
example for every term.
Figure 6.2: Results of QbE STD by SLNDTW for query selected by the third example for
every term.
Figure 6.3: Results of QbE STD by SLNDTW for query selected by the median example.
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Figure 6.4: Results of QbE STD by SLNDTW for query selected by the average example.
6.4 Discussion
Figures 6.1 and 6.2 show that our system produced slightly better results for a single
example per a term, measured by npFOM. The difference for the first example was 1.25 %
absolutely better for our system. Our result was 3.63 % absolutely better for the third
example. For averaging combination of examples 6.4, our system was slightly worse, the
difference was 1.32 % absolutely. This could be caused by the different method for examples
averaging. We conducted also experiment for median of examples 6.3. The difference for
median was 2.66 % absolutely worse to our average of examples.
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Chapter 7
Requirements
In this chapter, the system requirements for methods used in this work are detailed. As
all calculations in our work are computationally complex, we performed the experiments
with the system for high performance computing: Sun Grid Engine (SGE) [4]. Since the
running processes are distributed on SGE, it is hardly possible to measure information
about requirements. We decided to run some simple experiments on a local computer2 so
the reader can have an idea of system requirements.
7.1 Computational requirements
We measured CPU time to show computational demands of the system for all the methods
previously presented. We had changed the system configuration during the experiments to
demonstrate the dependence of single options. The following tables present computational
complexity of all methods:
Motif discovery
Feature type MFCC Posteriors
DTW threshold 2.0
Ext. threshold 1.2
Motif length 0.2 s 0.3 s 0.2 s 0.3 s
Buffer length 10 s 20 s 10 s 20 s 10 s 20 s 10 s 20 s
SLNDTW 27.2 32.1 24.3 29.3 29.6 34.9 25.3 31.1
Band relaxed 23.2 28.5 21.9 27.0 26.2 32.1 22.9 28.8
Fragmental 53.5 63.2 47.6 59.6 58.8 70.5 49.7 62.9
Seeded discovery 21.6 25.9 20.3 25.7 24.5 30.4 21.1 27.3
Table 7.1: CPU time required by single methods used for motif discovery. Five short utter-
ances from TIMIT set was selected as the search buffer. Data and configuration used for
this experiment can be found on CD in exp03 folder.
2The hardware configuration of the local computer. CPU: Intel Core 2 Duo Processor E8600 (6M
Cache, 3.33 GHz, 1333 MHz FSB). RAM: Corsair XMS2 DHX 4GB (2x2GB) DDR2 800 (TWIN2X4096-
6400C4DHX)
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QbE STD
Utterances single all
Term length 0.22 s 0.93 s
DTW threshold 2.0 2.5 3.0 2.0 2.5 3.0 2.0
SLNDTW 16.3 16.3 16.5 67.4 67.7 67.8 4872.1
Table 7.2: CPU time required by methods used for QbE STD. The shortest term (word
drink) and the longest term (word relationship) were searched in utterances of NIST STD
2006 data sets. The posteriors were used as the feature type in these experiments. Data
and configuration used for this experiment can be found on CD in exp04 folder.
7.2 Memory requirements
In the same sense, we measured memory demands of our system for all the methods. The
memory required by the system includes memory utilized by all variables, vectors and
matrices by the given method. Results of used space are detailed in the following tables:
Motif discovery
DTW threshold 2.0
Motif length 0.2 s 0.3 s 0.4 s
Buffer length 30 s 120 s 30 s 120 s 30 s 120 s
SLNDTW
Band relaxed 37.7 M 52.4 M 38.7 M 56.3 M 39.6 M 60.1 M
Fragmental
Seeded discovery ≥ 37.7 M ≥ 52.4 M ≥ 38.7 M ≥ 56.3 M ≥ 39.6 M ≥ 60.1 M
Table 7.3: Memory required by single methods used for motif discovery. Only one utter-
ance from NIST STD 2006 of duration 300 s was selected as the search buffer. Since the
seeded discovery technique is a highly dynamic method, the required memory is varying.
Hypothetically, the maximum utilised memory for selected utterance, in which only two
long consecutive occurrences would be, is roughly 5G. Data and configuration used for this
experiment can be found on CD in exp05 folder.
QbE STD
Term length 0.22 s 0.93 s
SLNDTW 54.2 M 123.3 M
Table 7.4: Memory required by methods used for QbE STD. The shortest term (word drink)
and the longest term (word relationship) were searched in single utterance from NIST STD
2006 of duration 300 s since the number of utterances does not affect the memory used.
Data and configuration used for this experiment can be found on CD in exp04 folder.
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7.3 Discussion
Table 7.1 shows that the computational time with posteriors is slightly longer due to the
different length of vectors. For longer motifs, less calculations were performed. The length
of the search buffer most affected the computational time. The Band relaxed method was
faster than SLNDTW as it searched the central band and the extension was performed
only if the matching path was detected. The Fragmental method was the slowest as it
searched every query several times. The Seeded method reached the fastest computational
time. Table 7.2 shows that the length of the term in QbE STD strongly affected the time
of computation. Memory demands are depicted in Figures 7.3 and 7.2. The length of
the search buffer in Motif discovery and the length of the term in QbE most affected the
required memory.
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Chapter 8
Conclusion and contribution
8.1 Summary
In this work, we investigated techniques for repeating object discovery in audio data sets
and we used them for such a task. We developed the system that processes the input
speech data from WAV files. Two different audio data representations were used, MFCC
and phoneme-state posteriors. The first type can be extracted by our system. For the
other type, we exploited posterior extractor. Procedures for averaging and median were
developed. Simple experiments were run for the motif discovery to test these techniques.
We also used the methods for Query-by-Example Spoken Term Detection. The evaluation
was conducted on telephone conversational data sets. We have compared our results to
related work results. Our implemented system using SLNDTW method had slightly better
results in experiments with single example than the DTW-based system from related work.
This thesis has provided me new information and experiences in speech processing field.
I have improved my script programming skills and learned to typeset in LATEX. I have
investigated the basics of Sun Grid Engine system. It has been a great experience working
with Speech@FIT members.
8.2 Further perspective
8.2.1 Short term future
There are some possible future developments of our implemented system. The system
could be evaluated for languages other than English. The phoneme posteriors extractor is
capable of phoneme recognition for Czech, English, Hungarian and Levantine languages.
For MFCC extraction, there are no limitations for different language. We could evaluate
Czech language as we have large data sets. We could also evaluate seeded motif discovery
as it was done in Muscariello’s work.
8.2.2 Long term future
As it was said, processing large audio data sets is extremely computational complex. SGE
was very helpful in dealing with our task but it still took hours to calculate all the operations
for a single experiment. Since the computational power rises every year, we shall enjoy faster
processing of large data sets in the future.
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Appendix A
Cookbook
A.1 CD content
The enclosed CD contains all the MATLAB scripts used in this thesis in the directory
structure. The structure of folders is shown as follows:
/
+- config/
| +- config.m
+- doc
| +- src_latex/
| | +- ...
| +- thesis.pdf
+- experiments
| +---------------------+---------------------+
| +- exp01 +- exp02 +- ...
+- input
| +- terms/
+- lib/
| +---------------------+---------------------+
| +- anti_mel_warp.m3 +- extend.m +- ran.m
| +- ave.m +- fslndtw.m +- read_input.m
| +- backtrack.m +- lib_search.m +- readhtk.m3
| +- brslndtw.m +- med.m +- readmfcc.m
| +- cumulate_matrix.m +- mel_filter_bank.m3 +- seeded.m
| +- distance_matrix.m +- mel_warp.m3 +- slndtw.m
| +- dtw.m +- mfcc.m3
+- output/
| +- ...
+- APS.m
+- feat_ext.m
+- QbE.m
3This script was provided by Speech@FIT group.
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The config folder contains config file for the system. The doc folder consists of LATEX
source files, pictures and pdf version of this thesis. The experiments folder holds performed
experiments described in this thesis for single methods. The input directory is used to
contain utterances where queries are search. The terms folder is used for files with spoken
terms to detect in utterances. The lib folder holds all the scripts used in this system. The
description of each script is in the following section. The output directory is for results from
experiment run.
A.2 Scripts
The scripts were written in the MATLAB programming language [1].
A.2.1 Data and scripts output
Input data used for experiments should be stored in the input directory. Utterances for
motif discovery or spoken term detection should be stored directly in the input directory.
Terms for spoken term detecion, that are searched in utterances, should be stored in the
terms directory.
After motif discovery experiment is run, the folders with found motifs are stored in
the output folder. In every motif folder, the picture of occurrence features, the picture of
distance matrix with matching path and occurrence speech cut are stored.
For spoken term detection, the folder with utterances names are stored in the output
folder. In every utterance folder, there are subdirectories for every term. The picture of
occurrence features, the picture of distance matrix with match and occurrence speech cut
are saved in these subdirectories. Moreover, the mlf file is saved directly in the output.
This file is used for performance measuring by presented metrics. It contains a starting and
ending frame for an example, its name and a similarity score for the match.
A.2.2 Manual for using scripts
For MFCC extraction, set data in input folder, set configurations in config file and run the
following script:
∼$ ./feat ext()
MFCC files have the corresponding name to the original signals and also have the .mfcc
extension. During feature extraction, the name of actual processed file is displayed on stan-
dard output. All wav files in the folders input and terms will be extracted.
For posteriors extraction, we used the extractor developed at Brno University of Tech-
nology. Since this extractor is not publicly available, you can use the phoneme recogniser
that can also save posteriors and was developed at Brno University of Technology [3] as well.
For motif discovery, set selected discovery method in APS.m, set data in input folder,
set configurations in config file and run the script:
∼$ ./APS()
During motif discovery, the name of actual processed file is displayed on standard out-
put. All speech utterances in the input folder will be processed.
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For spoken term detection, set data in input and terms folders,set configurations in config
file and run:
∼$ ./QbE()
During QbE spoken term detection, the name of actual processed file is displayed on
standard output. All terms in terms folder will be searched in all speech files in the input
directory.
A.2.3 Evaluation
The configuration file includes options used for saving results. To show matching path
during the experiment, there is show results option. It is not recommended to use this
option for large experiments. The better solution is print results option, which stores all
the useful pictures in the output folder. For setting the picture format, the graphics format
is used (e.g. bmp, eps, etc.). For picture quality settings, the resolution option is used.
Option Description
Fs Sampling frequency [Hz] of the input audio data
Lw Window length [ms] for one frame
Ow Window overlap [%] between adjacent frames
Ns Frequency points [–] used for DFT calculation
Nc MFC coefficients number [–]
Nb Mel-filter bank number [–]
FT Feature type [’MFCC’ or ’FEA’]
Tdtw DTW threshold [–] is used to skip segments which similarity
score is higher
Text Extension threshold [–] sets boundary for path extension
Lmin Minimum length of the motif [s]
Lsb Maximum length of the search buffer [s]
Mmet Motif modelling method [’AVG’ or ’MED’ or ’RAN’]
show results This option allows to display matching paths.
print results This option allows to save matching paths pictures, feature
and speech cuts.
graphics format The option for output picture graphical format.
resolution The option for output picture resolution.
Table A.1: Description of the configuration file options.
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Script name Description
config.m System settings are stored in this file. The configuration for
feature extraction and experiment run can be set here. The
detailed description of single options in this file is above.
anti mel warp.m The formula for warping mel-frequency axis into frequency.
ave.m This script calculates the average of occurrences.
backtrack.m The script backtracks the optimal path.
brslndtw.m This script is used for motif discovery by Band Relaxed
SLNDTW method.
cumulate matrix.m The script calculates a cumulated matrix from a distance
matrix.
distance matrix.m The distance matrix holding distances between two vectors
is computed by this script.
dtw.m The script for Dynamic Time Warping technique. This is
used for average and median occurrence calculation.
extend.m The script for path extension.
fslndtw.m This script is used for motif discovery by Fragmental
SLNDTW method.
lib search.m A search for occurrence in the library is done by this script.
med.m This script calculates the median of occurrences.
mel filter bank.m The script for mel filter bank computation.
mel warp.m The formula for warping frequency axis into mel-frequency.
mfcc.m This script is used for MFCC extraction.
ran.m This script calculates the random of occurrences.
read input.m The script is used to read feature files.
readhtk.m Files containing posteriors probabilities are read by this
script.
readmfcc.m This script reads file containing MFCC features.
seeded.m The script for seeded motif discovery.
slndtw.m This script is used for motif discovery by SLNDTW method.
APS.m This script is used to run automatic pattern search by user
selected method.
feat ext.m MFCC feature extraction is done by this script from all the
input files and terms.
QbE.m This script is used to run Query-by-Example search.
Table A.2: Description of the scripts.
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Appendix B
Terms list
Term No. Term No. Term No. Term No.
drink 9 taking 10 nothing 6 spending 4
extra 4 travel 13 outside 11 supposed 16
kinds 7 trying 20 parents 26 survivor 10
often 10 united 5 partner 5 terrible 4
scary 5 unless 4 popular 5 thinking 18
taken 4 wanted 4 reality 8 thousand 10
texas 7 winter 5 society 5 together 15
topic 4 against 4 somehow 4 watching 5
until 5 airport 20 someone 13 whatever 20
upset 5 already 6 started 14 whenever 7
wants 6 another 14 subject 4 yourself 6
woman 5 anybody 8 support 8 basically 12
women 10 anymore 6 talking 17 certainly 9
afraid 7 because 161 telling 5 christmas 12
almost 12 believe 16 totally 4 computers 9
always 37 between 8 trained 5 countries 8
before 31 brother 15 usually 7 different 25
coming 6 calling 4 without 9 expensive 6
doctor 5 changed 10 working 8 important 12
during 7 changes 4 actually 50 obviously 4
except 6 chicago 5 affected 12 religious 4
family 40 control 6 american 8 september 5
having 16 cooking 6 anything 46 situation 12
israel 6 depends 5 anywhere 4 something 90
living 9 dollars 8 business 23 sometimes 15
longer 5 english 6 children 26 terrorist 10
making 11 exactly 15 divorced 18 wonderful 4
market 12 example 5 everyone 5 background 4
months 11 feeling 7 graduate 4 california 9
myself 9 florida 7 happened 12 completely 8
nobody 6 friends 39 holidays 8 definitely 30
places 7 getting 22 internet 4 difference 3
pretty 40 growing 4 involved 7 especially 17
really 181 happens 4 marriage 7 everything 28
scared 4 hundred 4 nineteen 8 girlfriend 4
second 9 husband 9 probably 56 government 18
sister 8 imagine 6 problems 11 personally 6
sounds 4 instead 12 question 8 successful 5
states 9 italian 8 recently 6 understand 14
stores 5 looking 10 remember 16 interesting 15
street 5 married 23 security 12 necessarily 6
system 7 minutes 8 somebody 10 relationship 8
Table B.1: List of terms and numbers of their occurrences in 72 utterances from NIST
STD 2006 evaluation set.
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