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Abstract
Fix sets X and Y , and write PTXY for the set of all partial functions X → Y . Fix a partial func-
tion a : Y → X, and define the operation ?a on PTXY by f ?a g = fag for f, g ∈ PTXY . The sandwich
semigroup (PTXY , ?a) is denoted PT aXY . We apply general results from Part I to thoroughly describe
the structural and combinatorial properties of PT aXY , as well as its regular and idempotent-generated
subsemigroups, Reg(PT aXY ) and E(PT aXY ). After describing regularity, stability and Green’s relations
and preorders, we exhibit Reg(PT aXY ) as a pullback product of certain regular subsemigroups of the
(non-sandwich) partial transformation semigroups PTX and PTY , and as a kind of “inflation” of PTA,
where A is the image of the sandwich element a. We also calculate the rank (minimal size of a gener-
ating set) and, where appropriate, the idempotent rank (minimal size of an idempotent generating set)
of PT aXY , Reg(PT aXY ) and E(PT aXY ). The same program is also carried for sandwich semigroups of
totally defined functions and for injective partial functions. Several corollaries are obtained for various
(non-sandwich) semigroups of (partial) transformations with restricted image, domain and/or kernel.
Keywords: Categories, sandwich semigroups, transformation semigroups, rank, idempotent rank.
MSC: 20M50; 18B40; 20M10; 20M17; 20M20; 05E15.
Introduction
This is a continuation of the article [4], in which we developed a theory of sandwich semigroups in arbitrary
(locally small) categories. Here we apply the general results of [4] to three concrete categories of (partial)
transformations. These are the categories PT , T and I, consisting of all partial transformations, all full
transformations, and all injective partial transformations, respectively. Endomorphism monoids in these
categories are the partial transformation semigroups PTX , the full transformation semigroups TX , and the
symmetric inverse monoids IX , respectively. These monoids have had a profound impact on semigroup
theory from its very beginning, and the literature on them is enormous; see [7] for a recent monograph
concerning the finite case. Sandwich semigroups in the categories PT , T and I have been studied in various
contexts, by a number of authors. The original studies were carried out in a series of articles by Magill in
the 1960s and 1970s; see for example [18, 19]. A recent study may be found in [20], and the introductions
of [2–4] may be consulted for more references, historical details and discussion on the connections to other
areas of mathematics. As significant applications of our results, we note in the current article (see also [4,
Section 2.1]) that several other (non-sandwich) semigroups of transformations arise as special cases of the
sandwich semigroup construction: specifically, semigroups of (partial) transformations with restricted range,
domain or kernel, as studied in [6,21,25,26], for example. Thus, our general results on sandwich semigroups
have natural corollaries in all of these semigroups, as we note throughout.
The article is organised as follows. We begin with the basic definitions in Section 1. Sections 2, 3 and 4
then cover the categories PT , T and I, respectively, and their sandwich semigroups; each of these sections
has its own introduction, in which a summary of the main results may be found. Section 2 gives a thorough
treatment of the category PT , while Sections 3 and 4 are comparatively brief; generally, the main results
on the categories T and I are stated, with indications of how the arguments of Section 2 may be adapted
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to prove them, and comments are provided on similarities and differences. Throughout the article, we will
also obtain a number of corollaries regarding the above-mentioned families of (non-sandwich) semigroups of
(partial) transformations with restricted range, domain or kernel. We work in standard ZFC set theory; see
for example [13, Chapters 1, 5 and 6]. The reader may refer to [17] for basics on category theory. We keep
the notation of [4].
1 Preliminaries
We denote by Set the class of all sets. For sets A,B ∈ Set, we write
TAB = {f : f is a function A→ B},
PTAB = {f : f is a function C → B for some C ⊆ A},
IAB = {f : f is an injective function C → B for some C ⊆ A}.
Note that we regard an element of PTAB as a subset of A × B (satisfying appropriate conditions), so
PTAB ∩PTCD and IAB ∩ ICD are never empty (since the empty map ∅ belongs to IAB ⊆ PTAB for
all A,B). Similarly, TAB ∩TCD is non-empty if and only if A = C = ∅, or A = C 6= ∅ and B ∩D 6= ∅.
Note also that TA∅ = ∅ if A 6= ∅. For A ∈ Set, we write PTA = PTAA, TA = TAA and IA = IAA, noting
that these are all semigroups under composition: they are the partial and full transformation semigroups,
and the symmetric inverse semigroup on A, respectively. At times, we will refer to sets such as PTαβ or PTα,
where α and β are cardinals; in such instances, we simply regard α, β as sets (so α is the set of all ordinals
less than α, etc.).
We define the class
PT = {(A, f,B) : A,B ∈ Set, f ∈ PTAB},
with partial product · defined by
(A, f,B) · (C, g,D) =
{
(A, fg,D) if B = C
undefined otherwise.
As we have done elsewhere, we continue to write xf for the image of x under a mapping f ; thus, f is
performed first in the composite fg.
We define mappings
λ : PT → Set : (A, f,B) 7→ A and ρ : PT → Set : (A, f,B) 7→ B.
So (A, f,B) · (C, g,D) is defined if and only if (A, f,B)ρ = (C, g,D)λ, and the (partial) associative law holds
because of the associativity of binary relation composition:(
(A, f,B) · (B, g, C)) · (C, h,D) = (A, f,B) · ((B, g, C) · (C, h,D)).
For A,B ∈ Set,
PTAB = {(A, f,B) : f ∈ PTAB}
is a set. So (PT , ·,Set, λ, ρ) is a partial semigroup.
We write Set+ = Set \{∅} for the class of all non-empty sets, and define the subclasses
T = {(A, f,B) : A,B ∈ Set+, f ∈ TAB} and I = {(A, f,B) : A,B ∈ Set, f ∈ IAB}
of PT , noting that both T and I are closed under ·. Writing λ, ρ also for the restrictions of these maps to T
and I, we see that (T , ·,Set+, λ, ρ) and (I, ·,Set, λ, ρ) are both partial semigroups.
As usual, we use the abbreviation PT ≡ (PT , ·,Set, λ, ρ), and similarly for T and I. Because of the
identity maps idA : A → A : a 7→ a, each of PT , T , I is monoidal; equivalently, they are all (locally small)
categories.
In what follows, we use the following standard notation. If f ∈ PTAB, we write dom(f), im(f), rank(f)
and ker(f) for the domain, image, rank and kernel of f ; the last two are defined by rank(f) = |im(f)| and
ker(f) = {(x, y) ∈ dom(f)× dom(f) : xf = yf}. So dom(f) ⊆ A, im(f) ⊆ B, 0 ≤ rank(f) ≤ min(|A|, |B|),
and ker(f) is an equivalence on dom(f). We also write f =
(
Fi
fi
)
i∈I to indicate that im(f) = {fi : i ∈ I} and
Fif = {xf : x ∈ Fi} = {fi} for all i; when we use this notation, we will always assume that fi 6= fj if i 6= j
(that is, the map I → im(f) : i 7→ fi is injective). Sometimes we just write f =
(
Fi
fi
)
with the indexing set I
being implied. With the above notation, dom(f) =
⋃
i∈I Fi, and ker(f) =
⋃
i∈I(Fi × Fi).
2
Proposition 1.1. The partial semigroups PT , T and I are all regular categories.
Proof. Let (A, f,B) ∈ PT . It suffices to show that:
(i) there exists g ∈ IBA such that (A, f,B) = (A, f,B) · (B, g,A) · (A, f,B), and
(ii) if A,B 6= ∅, then there exists h ∈ TBA such that (A, f,B) = (A, f,B) · (B, h,A) · (A, f,B).
We begin with (i). If f = ∅ is the empty map, then we may clearly take g = ∅, so suppose f 6= ∅, and
write f =
(
Fi
fi
)
i∈I . For each i ∈ I, choose some gi ∈ Fi, and put g =
(
fi
gi
) ∈ IBA; clearly, (B, g,A) has the
desired property. If A,B 6= ∅, then any h ∈ TBA with g ⊆ h satisfies (ii).
Since PT , T and I are all regular, every element of these categories is sandwich-regular, so the general
theory of [4, Sections 2 and 3] applies to any sandwich semigroup in these categories. Also, since T and I are
regular subcategories of PT , we may deduce several facts about T and I from corresponding facts about PT ,
using the results from [4, Section 1.4]: for example, information concerning Green’sR, L andH relations [4,
Lemma 1.8]; R- and/or L -stability of elements [4, Lemma 1.9]; the sets P a1 , P a2 , P a3 , P a [4, Lemma 1.10]. As
such, we will first restrict our attention to the category PT .
2 The category PT
We are now ready to conduct a thorough investigation of the partial transformation category PT . We
begin, in Section 2.1, by characterising Green’s relations and preorders in PT , and classifying the R-
and/or L -stable elements. In Section 2.2, we describe the sets P a1 , P a2 , P a, P a3 , using these to describe
Green’s relations and preorders on the sandwich semigroups PT aXY and characterise the regular elements;
we also classify the regular Da-classes and maximalJ a-classes in PT aXY ; some of the preliminary results of
this section have been proved (sometimes in a very different form) in [18, 20]. Section 2.3 gives a structure
theorem for the regular subsemigroup Reg(PT aXY ), and explores connections with certain non-sandwich semi-
groups, PT (X,A) and PT (Y, σ), of partial transformations of restricted range or kernel. Section 2.4 further
explores Reg(PT aXY ), giving detailed structural and combinatorial information, including formulae for the
size and rank of Reg(PT aXY ). In Section 2.5, we describe and enumerate the idempotents of PT aXY , and
study the idempotent-generated subsemigroup Ea(PT aXY ), characterising the elements of this subsemigroup
and calculating its rank and idempotent rank, which turn out to be equal. Section 2.6 calculates the rank of
an arbitrary sandwich semigroup PT aXY ; the formulae given depend on whether the sandwich element is full
and/or injective and/or surjective, and as one special case, we deduce a result from [6]. Finally, Section 2.7
gives egg-box diagrams of several sandwich semigroups PT aXY ; these may be used to visualise many of the
results of the preceding sections. Throughout Section 2, we will comment on various corollaries our general
results have for the above-mentioned non-sandwich semigroups PT (X,A) and PT (Y, σ).
2.1 Green’s relations and stability in PT
Our first priority is to describe Green’s relations and preorders. We first collect some basic results about
composition of partial transformations. Let X,Y ∈ Set with X ⊆ Y , and let σ be an equivalence relation
on Y . We write σ|X = σ ∩ (X ×X) for the restriction of σ to X. We say that X saturates σ if each σ-class
contains at least one element of X. We say σ separates X if each σ-class contains at most one element of X.
We say X is a cross-section of σ if X saturates and is separated by σ. The next result is easily proved.
Lemma 2.1. Let A,B,C ∈ Set, and let f ∈ PTAB and g ∈ PTBC . Then
(i) dom(fg) ⊆ dom(f), with equality if and only if im(f) ⊆ dom(g),
(ii) im(fg) ⊆ im(g), with equality if and only if im(f) saturates ker(g),
(iii) ker(fg) ⊇ ker(f)|dom(fg), with equality if and only if ker(g) separates im(f) ∩ dom(g),
(iv) rank(fg) ≤ min(rank(f), rank(g)).
In what follows, we will often use Lemma 2.1 without explicit reference.
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Proposition 2.2. Let (A, f,B), (C, g,D) ∈ PT . Then
(i) (A, f,B) ≤R (C, g,D) ⇔ A = C, dom(f) ⊆ dom(g) and ker(f) ⊇ ker(g)|dom(f),
(ii) (A, f,B) ≤L (C, g,D) ⇔ B = D and im(f) ⊆ im(g),
(iii) (A, f,B) ≤J (C, g,D) ⇔ rank(f) ≤ rank(g),
(iv) (A, f,B) R (C, g,D) ⇔ A = C, dom(f) = dom(g) and ker(f) = ker(g),
(v) (A, f,B) L (C, g,D) ⇔ B = D and im(f) = im(g),
(vi) (A, f,B)J (C, g,D) ⇔ (A, f,B) D (C, g,D) ⇔ rank(f) = rank(g).
Proof. (i). Suppose (A, f,B) ≤R (C, g,D), so that (A, f,B) = (C, g,D) ·(E, h, F ) for some (E, h, F ) ∈ PT .
So D = E and (A, f,B) = (C, gh, F ), which gives A = C and f = gh (and B = F ). From f = gh, we deduce
that dom(f) = dom(gh) ⊆ dom(g), and that ker(f) = ker(gh) ⊇ ker(g)|dom(gh) = ker(g)|dom(f).
Conversely, suppose A = C, dom(f) ⊆ dom(g) and ker(g)|dom(f) ⊆ ker(f). We define h ∈ PTDB as
follows. First, define dom(h) = dom(f)g = {xg : x ∈ dom(f)}. For x ∈ dom(f), we define (xg)h = xf .
Note that h is well defined, since ker(g)|dom(f) ⊆ ker(f). One then easily checks that (A, f,B) = (C, g,D) ·
(D,h,B).
(ii). The forwards implication is easy. Conversely, suppose B = D and im(f) ⊆ im(g), and write f = (Fifi).
For each i, choose some gi ∈ fig−1, and put h =
(
Fi
gi
) ∈ PTAC . Then (A, f,B) = (A, h,C) · (C, g,D).
(iii). The forwards implication is again easy to check. Conversely, suppose rank(f) ≤ rank(g), and write
f =
(
Fi
fi
)
i∈I and g =
(
Gj
gj
)
j∈J . Without loss of generality, we may assume that I ⊆ J . Choose some ei ∈ Gi
for each i. Put h1 =
(
Fi
ei
) ∈ PTAC and h2 = (gifi) ∈ PTDB. Then (A, f,B) = (A, h1, C) ·(C, g,D) ·(D,h2, B).
(iv) and (v). These follow immediately from (i) and (ii), respectively, noting that ker(g)|dom(g) = ker(g).
(vi). By (iii), and since D ⊆ J , it suffices to show that rank(f) = rank(g) ⇒ (A, f,B) D (C, g,D).
So suppose rank(f) = rank(g), and write f =
(
Fi
fi
)
i∈I and g =
(
Gi
gi
)
i∈I . Then parts (iv) and (v) give
(A, f,B) L (C, h,B) R (C, g,D), where h =
(
Gi
fi
) ∈ PTCB.
The next result follows immediately from parts (iii) and (vi) of Proposition 2.2.
Corollary 2.3. Let A,B ∈ Set. The J = D-classes of PTAB are the sets
Dµ = Dµ(PTAB) = {(A, f,B) : f ∈ PTAB, rank(f) = µ} for each cardinal 0 ≤ µ ≤ min(|A|, |B|).
These J -classes form a chain: Dµ ≤J Dν ⇔ µ ≤ ν.
We will also need to know the sizes of certain K -classes in PT . For this, we require the following
notation. For cardinals κ, µ with µ ≤ κ, we write (κµ) for the number of subsets of size µ, and S(κ, µ) for the
number of equivalence relations with µ equivalence classes, in a set of size κ; we also write κ! for the size of
the symmetric group on a set of size κ. When κ is finite, these are just the ordinary binomial coefficients,
Stirling numbers of the second kind, and factorials, respectively. When κ is infinite,
(
κ
µ
)
= κµ, S(κ, 1) = 1,
S(κ, µ) = 2κ for µ ≥ 2, and κ! = 2κ. If κ < µ, then we define (κµ) = S(κ, µ) = 0.
The next result also follows quickly from Proposition 2.2; note that for (i), if A ∈ Set, then a pair (D,K)
where D ⊆ A and K is an equivalence on D may be identified with an equivalence K ′ on A∪{∞}, where∞
is a symbol that does not belong to A (the K ′-class containing ∞ is {∞} ∪ (A \D)).
Corollary 2.4. Let A,B ∈ Set, write α = |A| and β = |B|, and let 0 ≤ µ ≤ min(α, β). Then
(i) |Dµ/R| = S(α+ 1, µ+ 1),
(ii) |Dµ/L | =
(
β
µ
)
,
(iii) |Dµ/H | =
(
β
µ
)
S(α+ 1, µ+ 1),
(iv) each H -class in Dµ has size µ!,
(v) |Dµ| = µ!
(
β
µ
)
S(α+ 1, µ+ 1).
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Remark 2.5. By considering the size of PTAB, Corollary 2.4(v) gives rise to the identity
(β + 1)α =
min(α,β)∑
µ=0
µ!
(
β
µ
)
S(α+ 1, µ+ 1).
Note that the sum is over all cardinals µ satisfying 0 ≤ µ ≤ min(α, β).
We have already seen that every element of PT is regular. Next we wish to characterise theR- and/orL -
stable elements. First we prove a preliminary result. For a set X, we write
PTfrX = {f ∈ PTX : rank(f) < ℵ0}
for the set of all finite-rank elements of PTX . Note that PTfrX is a subsemigroup of PTX , by Lemma 2.1(iv).
Recall that a semigroup T is periodic if for each x ∈ T , some power of x is an idempotent.
Lemma 2.6. If X is any set, then PTfrX is a periodic semigroup.
Proof. Let f ∈ PTfrX . The sequence rank(f), rank(f2), rank(f3), . . . is non-increasing, and since its first
term is finite, it must eventually become constant. Suppose m ≥ 1 and r ≥ 0 are such that rank(fk) = r
for all k ≥ m, and write fm = (Fifi)i∈I . Then every element of the set Ω = {fk : k ≥ m} is of the form ( Fifipi),
for some permutation pi of I. Since |I| = rank(fm) < ℵ0, it follows that Ω is a finite semigroup and, hence,
contains an idempotent.
We say f ∈ PTAB is full if dom(f) = A: that is, if f ∈ TAB.
Lemma 2.7. If (A, f,B) ∈ PT , then
(i) (A, f,B) is R-stable ⇔ [rank(f) < ℵ0 or f is full and injective],
(ii) (A, f,B) is L -stable ⇔ [rank(f) < ℵ0 or f is surjective],
(iii) (A, f,B) is stable ⇔ [rank(f) < ℵ0 or f is bijective].
Proof. First, suppose rank(f) < ℵ0. Note that
(A, f,B) · PTBA ⊆ {(A, g,A) : g ∈ PTfrA} and PTBA · (A, f,B) ⊆ {(B, g,B) : g ∈ PTfrB}.
Since PTfrA and PT
fr
B are both periodic, by Lemma 2.6, it follows from [4, Lemma 1.3] that (A, f,B) is stable.
Next note that if f is full and injective, then dom(gf) = dom(g) and ker(gf) = ker(g) for any C ∈ Set
and g ∈ PTCA, so that (C, g,D) is R-related to (C, g,D) · (A, f,B) whenever the latter product is defined:
that is, (A, f,B) is R-stable. Similarly, if f is surjective, then im(fg) = im(g) for any D ∈ Set and
g ∈ PTBD, and L -stability of (A, f,B) quickly follows.
Since (iii) clearly follows from (i) and (ii), it now just remains to prove the forward implications in each
of (i) and (ii). In both cases, we do this by proving the contrapositive. For the remainder of the proof,
suppose rank(f) ≥ ℵ0, and write f =
(
Fi
fi
)
i∈I . Choose some gi ∈ Fi for each i. Since rank(f) ≥ ℵ0, it also
follows that |A|, |B| ≥ ℵ0.
(i). Suppose that either (a) f is not full, or (b) f is not injective. In case (a), fix some a ∈ A \ dom(f). In
case (b), let i ∈ I be such that |Fi| ≥ 2, and fix some a ∈ Fi \{gi}. In either case, put g =
(
a gi
a gi
)
i∈I ∈ PTAA.
Then rank(gf) = rank(g) in both cases, but dom(gf) 6= dom(g) in case (a), while ker(gf) 6= ker(g) in
case (b). In both cases, it follows that (A, g,A) · (A, f,B) and (A, g,A) are J -related but not R-related.
So (A, f,B) is not R-stable.
(ii). Suppose f is not surjective. Fix some b ∈ B \ im(f), and put g = (b fib fi)i∈I ∈ PTBB. Then rank(fg) =
rank(g) but im(fg) 6= im(g), so that (A, f,B) · (B, g,B) and (B, g,B) areJ -related but not L -related. So
(A, f,B) is not L -stable.
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2.2 Green’s relations, regularity and stability in PT aXY
Now that we have gathered the required preliminary material on the category PT , we are now ready to
study sandwich semigroups in PT . For the rest of Section 2, we fix two sets X,Y ∈ Set. In order to
simplify notation, we will identify PTZW with PTZW , where Z,W ∈ {X,Y }, via f ≡ (Z, f,W ). For the
rest of Section 2, we also fix a partial transformation a ∈ PTY X , with the aim of studying the sandwich
semigroup PT aXY . We write
a =
(
Ai
ai
)
i∈I , A = im(a) = {ai : i ∈ I}, B = dom(a) =
⋃
i∈I
Ai, σ = ker(a), α = rank(a),
(2.8)
so that α = |I| = |A| = |B/σ| and B/σ = {Ai : i ∈ I}. For each i ∈ I, we fix some bi ∈ Ai, and write
b =
(
ai
bi
) ∈ PTXY , (2.9)
so that a = aba and b = bab. (More generally, we could pick any b =
(
Bi
bi
)
, where {Bi : i ∈ I} is any
partition of any subset of X with ai ∈ Bi for each i.) A number of other parameters will play a role in later
calculations, but it will be convenient to define them here, so all notation is fixed at the beginning:
β = |X \ im(a)|, ξ = min(|X|, |Y |), λi = |Ai| for i ∈ I, ΛJ =
∏
j∈J
λj for J ⊆ I. (2.10)
Our first result describes the sets
P a1 = {f ∈ PTXY : fa R f}, P a2 = {f ∈ PTXY : af L f}, P a3 = {f ∈ PTXY : afaJ f}, P a = P a1 ∩P a2 .
It is an easy consequence of Lemma 2.1 and Proposition 2.2.
Proposition 2.11. We have
(i) P a1 = {f ∈ PTXY : dom(fa) = dom(f), ker(fa) = ker(f)}
= {f ∈ PTXY : im(f) ⊆ dom(a), ker(a) separates im(f)},
(ii) P a2 = {f ∈ PTXY : im(af) = im(f)} = {f ∈ PTXY : im(a) saturates ker(f)},
(iii) P a = {f ∈ PTXY : dom(fa) = dom(f), ker(fa) = ker(f), im(af) = im(f)}
= {f ∈ PTXY : im(f) ⊆ dom(a), ker(a) separates im(f), im(a) saturates ker(f)},
(iv) P a3 = {f ∈ PTXY : rank(afa) = rank(f)}.
Remark 2.12. Some simplifications arise in special cases. For example, if a is full, then im(f) ⊆ dom(a)
is automatically satisfied by any f ∈ PTXY , and so P a1 = {f ∈ PTXY : ker(a) separates im(f)}. Similarly,
if a is injective, then P a1 = {f ∈ PTXY : im(f) ⊆ dom(a)}. If a is full and injective, then P a1 = PTXY ;
cf. [4, Lemma 1.2] and Lemma 2.59.
Together with [4, Theorem 1.1], Proposition 2.11 yields a description of Green’s relations on PT aXY :
Theorem 2.13. If f ∈ PTXY , then
(i) Raf =
{
Rf ∩ P a1 if f ∈ P a1
{f} if f 6∈ P a1 ,
(ii) Laf =
{
Lf ∩ P a2 if f ∈ P a2
{f} if f 6∈ P a2 ,
(iii) Haf =
{
Hf if f ∈ P a
{f} if f 6∈ P a,
(iv) Daf =

Df ∩ P a if f ∈ P a
Laf if f ∈ P a2 \ P a1
Raf if f ∈ P a1 \ P a2
{f} if f 6∈ P a1 ∪ P a2 ,
(v) Jaf =
{
Jf ∩ P a3 if f ∈ P a3
Daf if f 6∈ P a3 .
Further, if f 6∈ P a, then Haf = {f} is a non-group H a-class of PT aXY .
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Remark 2.14. Figures 2–6 give the so-called egg-box diagrams for various sandwich semigroups PT aXY ; as
explained in Section 2.7, these display the structure of PT aXY as determined by Green’s relations. Green’s
relations on PT aXY were also characterised in [20, Theorems 2.6, 2.7 and 2.8], although the presentations of
the results from [20] are quite different from Theorem 2.13, with the exception of the R and L relations.
Recall that D =J in the category PT (see Proposition 2.2(vi)). Our next main result (Proposition 2.16)
shows that theJ a and Da relations on the sandwich semigroup PT aXY need not coincide. But first we prove
a technical result that will be useful on a number of occasions.
Lemma 2.15. Suppose µ is a cardinal with ℵ0 ≤ µ ≤ α = rank(a).
(i) If a is not R-stable, then there exists some f ∈ P a3 \ P a1 with rank(f) = µ.
(ii) If a is not L -stable, then there exists some f ∈ P a3 \ P a2 with rank(f) = µ.
(iii) If a is not stable, then there exists some f ∈ P a3 \ P a with rank(f) = µ.
Proof. By assumption, α = rank(a) is infinite, so we may fix some proper subset J ( I with |J | = µ, and
some k ∈ I \ J . It suffices to prove (i) and (ii), since P a3 \ P aq ⊆ P a3 \ P a for q = 1, 2.
(i). Suppose a is not R-stable. By Lemma 2.7(i), either (a) a is not full, or (b) a is not injective. In
case (a), choose some y ∈ Y \ dom(a). In case (b), without loss of generality, we may assume that |Al| ≥ 2
for some l ∈ J , and we then choose some y ∈ Al \ {bl}. In both cases, put f =
(
ak aj
y bj
)
j∈J
∈ PTXY . Then
µ = rank(f) = rank(afa), so that f ∈ P a3 . But dom(fa) 6= dom(f) in case (a), and ker(fa) 6= ker(f) in
case (b), so that f 6∈ P a1 .
(ii). Suppose a is not L -stable. Then a is not surjective, by Lemma 2.7(ii). Choose some x ∈ X \ im(a),
and put f =
(
x aj
bk bj
)
j∈J
∈ PTXY . Again, we quickly obtain µ = rank(f) = rank(afa), so that f ∈ P a3 , but
im(af) 6= im(f), so that f 6∈ P a2 .
Proposition 2.16. In PT aXY , we have J a = Da ⇔ a is stable.
Proof. If a is stable, then [4, Corollary 1.5] and Proposition 2.2(vi) gives J a = Da. Conversely, suppose a
is not stable. We will show that Jab 6= Dab . Since a is not stable, Lemma 2.7(iii) says that α = rank(a) ≥ ℵ0.
By Lemma 2.15(iii), there exists f ∈ P a3 \ P a with rank(f) = α = rank(b). By Proposition 2.2(vi) and
Theorem 2.13(iv) and (v), since b ∈ P a ⊆ P a3 , we have Dab = Db ∩ P a = Jb ∩ P a and Jab = Jb ∩ P a3 . So
f ∈ Jb ∩ (P a3 \ P a) = Jab \Dab .
The next result shows how [4, Proposition 1.4] may be strengthened in the category PT . Among other
things, it characterises the regular elements of PT aXY , and shows that the inclusion P a ⊆ P a3 (which holds
in any partial semigroup) can sometimes be strict.
Proposition 2.17. We have Reg(PT aXY ) = P a ⊆ P a3 . Further,
(i) a is R-stable ⇔ P a3 ⊆ P a1 , (ii) a is L -stable ⇔ P a3 ⊆ P a2 , (iii) a is stable ⇔ P a3 = P a.
Proof. By [4, Proposition 1.7(v)] and Proposition 1.1, we have Reg(PT aXY ) = P a. By [4, Proposition 1.4],
it remains to prove the reverse implication in (i)–(iii). For (i), we prove the contrapositive. Suppose a is not
R-stable. By Lemma 2.7(i), rank(a) ≥ ℵ0, and Lemma 2.15(i) says that P a3 \ P a1 is non-empty. Part (ii) is
treated in similar fashion. Part (iii) follows from (i) and (ii).
Remark 2.18. The characterisation Reg(PT aXY ) = P a may be deduced from [18, Theorem 5.3].
We now prove a number of results concerning the ordering ≤J a on the J a-classes of PT aXY . For
simplicity, we abbreviate ≤J a to ≤.
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Proposition 2.19. Let f, g ∈ PTXY . Then Jaf ≤ Jag in PT aXY if and only if one of the following holds:
(i) f = g,
(ii) rank(f) ≤ rank(aga),
(iii) im(f) ⊆ im(ag),
(iv) dom(f) ⊆ dom(ga) and ker(f) ⊇ ker(ga)|dom(f).
Proof. Note that Jaf ≤ Jag if and only if one of the following holds:
(a) f = g,
(b) f = uagav for some u, v ∈ PTXY ,
(c) f = uag for some u ∈ PTXY ,
(d) f = gav for some v ∈ PTXY .
Then (b) ⇔ f ≤J aga (in PT ) ⇔ (ii), by Proposition 2.2(iii). Other parts of Proposition 2.2 may be
used to show that (c) ⇔ (iii), and (d) ⇔ (iv).
The next result shows how Proposition 2.19 may be simplified in the case that one (or both) of f, g
belongs to one (or more) of the sets P a1 , P a2 , P a3 .
Proposition 2.20. Let f, g ∈ PTXY .
(i) If f ∈ P a1 , then Jaf ≤ Jag ⇔ [rank(f) ≤ rank(aga) or [dom(f) ⊆ dom(ga) and ker(f) ⊇ ker(ga)|dom(f)]].
(ii) If f ∈ P a2 , then Jaf ≤ Jag ⇔ [rank(f) ≤ rank(aga) or im(f) ⊆ im(ag)].
(iii) If f ∈ P a3 , then Jaf ≤ Jag ⇔ rank(f) ≤ rank(aga).
(iv) If g ∈ P a1 , then Jaf ≤ Jag ⇔ [rank(f) ≤ rank(ag) or [dom(f) ⊆ dom(g) and ker(f) ⊇ ker(g)|dom(f)]].
(v) If g ∈ P a2 , then Jaf ≤ Jag ⇔ [rank(f) ≤ rank(ga) or im(f) ⊆ im(g)].
(vi) If g ∈ P a3 , then Jaf ≤ Jag ⇔ rank(f) ≤ rank(g).
Proof. Again, Jaf ≤ Jag if and only if one of (a)–(d) holds, as enumerated in the proof of Proposition 2.19.
(i). Suppose f ∈ P a1 , so that f = fah for some h ∈ PTXY . Now,
(b) ⇒ f ≤J aga ⇒ rank(f) ≤ rank(aga),
(d) ⇒ f ≤R ga ⇒ [dom(f) ⊆ dom(ga) and ker(f) ⊇ ker(ga)|dom(f)],
(a) ⇒ f = fah = gah ⇒ (d),
(c) ⇒ f = fah = uagah ⇒ (b).
This establishes the forwards implication. The converse follows from Proposition 2.19.
(ii). Suppose f ∈ P a2 , so that f = haf for some h ∈ PTXY . This time,
(b) ⇒ rank(f) ≤ rank(aga), (c) ⇒ im(f) ⊆ im(ag), (a) ⇒ (c), (d) ⇒ (b).
Again, the converse follows from Proposition 2.19.
(iii). If f ∈ P a3 , then f = h1afah2 for some h1, h2 ∈ PTXY , and it is then easy to see that any of (a)–(d)
implies rank(f) ≤ rank(aga): for example, (c) ⇒ f = h1afah2 = h1au(aga)h2. The converse is again clear.
(iv). Suppose g ∈ P a1 . Clearly, (a) and (d) each imply [dom(f) ⊆ dom(g) and ker(f) ⊇ ker(g)|dom(f)],
while (b) and (c) each imply rank(f) ≤ rank(ag). To prove the converse, suppose first that dom(f) ⊆ dom(g)
and ker(f) ⊇ ker(g)|dom(f). Since g ∈ P a1 , Proposition 2.11(i) gives dom(g) = dom(ga) and ker(g) =
ker(ga), so it follows that dom(f) ⊆ dom(ga) and ker(f) ⊇ ker(ga)|dom(f), and we obtain Jaf ≤ Jag from
Proposition 2.19. Finally, suppose rank(f) ≤ rank(ag). Since g ∈ P a1 , we have g = gah for some h ∈ PTXY ,
so that rank(f) ≤ rank(ag) = rank(agah) ≤ rank(aga), and Jaf ≤ Jag again follows from Proposition 2.19.
(v). Suppose g ∈ P a2 . Clearly, (a) and (c) each imply im(f) ⊆ im(g), while (b) and (d) each im-
ply rank(f) ≤ rank(ga). To prove the converse, suppose first that im(f) ⊆ im(g). Since g ∈ P a2 , Propo-
sition 2.11(ii) gives im(g) = im(ag), so im(f) ⊆ im(ag), and we obtain Jaf ≤ Jag from Proposition 2.19.
Finally, suppose rank(f) ≤ rank(ga). Since g ∈ P a2 , we have g = hag for some h ∈ PTXY , so that
rank(f) ≤ rank(ga) = rank(haga) ≤ rank(aga), and Jaf ≤ Jag again follows from Proposition 2.19.
(vi). Finally, suppose g ∈ P a3 . Clearly, any of (a)–(d) implies rank(f) ≤ rank(g). Conversely, suppose
rank(f) ≤ rank(g). Since g ∈ P a3 , rank(g) = rank(aga), so rank(f) ≤ rank(aga), giving Jaf ≤ Jag .
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Remark 2.21. Since P a ⊆ P a3 , parts (iii) and (vi) of Proposition 2.20 apply to elements of P a.
Recall that the elements of a D-class of a semigroup are either all regular or all non-regular; see for
example [12, Proposition 2.3.1]. The next result characterises the regular Da-classes of PT aXY . Recall from
Proposition 2.17 that P a = Reg(PT aXY ).
Proposition 2.22. The regular Da-classes of PT aXY are precisely the sets
Daµ = {f ∈ P a : rank(f) = µ} for each cardinal 0 ≤ µ ≤ α = rank(a).
Further, if f ∈ P a, then Daf = Jaf if and only if rank(f) < ℵ0 or a is stable.
Proof. Let f ∈ P a, and note that rank(f) = rank(afa) ≤ rank(a) = α, since f ∈ P a ⊆ P a3 . By Theo-
rem 2.13(iv) and Proposition 2.2(vi), Daf = Df ∩ P a = Jf ∩ P a = Daµ, where µ = rank(f), showing that all
regular Da-classes are of the specified form. Since there exist regular elements of PT aXY of any rank from 0
to α (for example,
(aj
bj
)
j∈J
is regular, for any subset J ⊆ I), this completes the proof of the first assertion.
Next, note that Theorem 2.13(v) gives Jaf = Jf ∩ P a3 , since f ∈ P a ⊆ P a3 . If a is stable, then Propo-
sition 2.16 gives Daf = J
a
f . Now suppose rank(f) < ℵ0. To prove that Daf = Jaf , it suffices to show that
Jaf ⊆ Daf . With this in mind, let g ∈ Jaf = Jf ∩ P a3 . So rank(aga) = rank(g) = rank(f) < ℵ0. Since
Daf = Jf ∩ P a, we must show that g ∈ P a = P a1 ∩ P a2 . Now,
rank(g) = rank(aga) ≤
{
rank(ag)
rank(ga)
}
≤ rank(g),
so that rank(ag) = rank(ga) = rank(g). Now, im(ag) ⊆ im(g), and since these are finite sets of the same
size (equal to rank(ag) = rank(g)), it follows that im(g) = im(ag), whence g L ag, giving g ∈ P a2 . Since
rank(ga) = rank(g) < ℵ0, it follows that im(g) ⊆ dom(a), and that ker(a) separates im(g), so that g ∈ P a1 ,
by Proposition 2.11(i), as required. This proves the backwards implication of the second assertion.
For the forwards implication, we prove the contrapositive. Suppose that rank(f) ≥ ℵ0 and that a is not
stable. By Lemma 2.15(iii), there exists g ∈ P a3 \P a with rank(g) = rank(f). Together with Theorem 2.13(iv)
and (v), this gives g ∈ Jf ∩ (P a3 \ P a) = (Jf ∩ P a3 ) \ (Jf ∩ P a) = Jaf \Daf .
We will have more to say about these regular Da-classes in Section 2.4. We close this section with a
description of the maximal J a-classes of PT aXY . Recall that we write ξ = min(|X|, |Y |).
Proposition 2.23. (i) If α < ξ, then the maximal J a-classes of PT aXY are precisely the singleton
sets {f}, for f ∈ PTXY with rank(f) > α.
(ii) If α = ξ, then the set Jab = {f ∈ P a3 : rank(f) = α} is a maximum J a-class of PT aXY .
Proof. (i). Suppose α < ξ, and let f ∈ PTXY with rank(f) > α. Now,
rank(af), rank(fa), rank(afa) ≤ rank(a) = α < rank(f),
so it follows that f ∈ PTXY \ (P a1 ∪P a2 ∪P a3 ). Theorem 2.13(iv) and (v) then give Jaf = Daf = {f}. To show
that Jaf = {f} is maximal, suppose Jaf ≤ Jag for some g ∈ PTXY . Then one of (a)–(d) from the proof of
Lemma 2.19 hold; any of (b)–(d) would imply rank(f) ≤ rank(a) = α, so it follows that f = g, as required.
To show that these are the only maximal J a-classes, suppose g ∈ PTXY is such that rank(g) ≤ α,
and write g =
(
Gj
gj
)
j∈J where J ⊆ I. Put h1 =
(Gj
bj
)
. Since |J | = rank(g) ≤ α < ξ, there is an element
h2 ∈ IXY extending
(
aj
gj
)
and with rank(h2) > α. It is easy to check that g = h1 ?a h2, so that Jag ≤ Jah2 .
But rank(g) ≤ α < rank(h2), so (g, h2) 6∈J and Jag 6= Jah2 , showing that Jag is not maximal.
(ii). Suppose α = ξ. Since b ∈ P a ⊆ P a3 , Theorem 2.13(v) says that Jab = Jb ∩ P a3 is the stated set. If
g ∈ PTXY is arbitrary, then rank(g) ≤ ξ = α = rank(b); since b ∈ P a, Proposition 2.20(vi) gives Jag ≤ Jab .
Remark 2.24. The reader may locate the maximal J a-classes in various sandwich semigroups PT aXY in
Figures 2–6. Note that α < ξ in Figures 2–4 (in which case there are many (singleton) maximalJ a-classes),
while α = ξ in Figures 5 and 6 (in which case there is a unique maximal J a-class).
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2.3 A structure theorem for Reg(PT aXY ) and connections to (non-sandwich) semi-
groups of partial transformations
Again, we fix a =
(
Ai
ai
) ∈ PTY X , and we keep the notation of (2.8)–(2.10). From [4, diagrams (2.1) and (2.7)],
we have the following two commutative diagrams, with all maps being semigroup epimorphisms:
We will have more to say about these regular Da-classes in Section 2.4. We close this section with a
description of the maximal J a-classes of PT aXY . Recall that we write ⇠ = min(|X|, |Y |).
Proposition 2.23. (i) If ↵ < ⇠, then the maximal J a-classes of PT aXY are precisely the singleton
sets {f}, for f 2 PTXY with rank(f) > ↵.
(ii) If ↵ = ⇠, then the set Jab = {f 2 P a3 : rank(f) = ↵} is a maximum J a-class of PT aXY .
Proof. (i). Suppose ↵ < ⇠, and let f 2 PTXY with rank(f) > ↵. Now,
rank(af), rank(fa), rank(afa)  rank(a) = ↵ < rank(f),
so it follows that f 2 PTXY \ (P a1 [P a2 [P a3 ). Theorem 2.13(iv) and (v) then give Jaf = Daf = {f}. To show
that Jaf = {f} is maximal, suppose Jaf  Jag for some g 2 PTXY . Then one of (a)–(d) from the proof of
Lemma 2.19 hold; any of (b)–(d) would imply rank(f)  rank(a) = ↵, so it follows that f = g, as required.
To show that these are the only maximal J a-classes, suppose g 2 PTXY is such that rank(g)  ↵, and
write g =
 
Gj
gj
 
j2J where J ✓ I. Put h1 =
 Gj
bj
 
. Since |J | = rank(g)  ↵ < ⇠, there is an element h2 2 IXY
extending
 
aj
gj
 
and with rank(h2) > ↵. It is easy to check that g = h1 ?a h2, so that Jag  Jah2 . But
rank(g)  ↵ < rank(h2), so (g, h2) 62J and Jag 6= Jah2 , showing that Jag is not maximal.
(ii). Suppose ↵ = ⇠. Since b 2 P a ✓ P a3 , Theorem 2.13(v) says that Jab = Jb \ P a3 is the stated set. If
g 2 PTXY is arbitrary, then rank(g)  ⇠ = ↵ = rank(b); since b 2 P a, Proposition 2.20(vi) gives Jag  Jab . 2
Remark 2.24. The reader may locate the maximal J a-classes in various sandwich semigroups PT aXY in
Figures 2–6. Note that ↵ < ⇠ in Figures 2–4 (in which case there are many (singleton) maximalJ a-classes),
while ↵ = ⇠ in Figures 5 and 6 (in which case there is a unique maximal J a-class).
2.3 A structure theorem for Reg(PT aXY ) and connections to (non-sandwich) semi-
groups of partial transformations
i , fi
 
i
i
  2 , e keep the notation of (2.8)–(2.10). From [4, (2.1) and (2.7)], we have
the following tw commutative diagrams, with all maps being semigroup epimor his s:
(PTXY , ?a)
(PTXY a, ·) (aPTXY , ·)
(aPTXY a,~)
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
Reg(PTXY , ?a)
Reg(PTXY a, ·) Reg(aPTXY , ·)
(aPTXY a,~)
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
(2.25)
Recall that ~ denotes the restriction of the ?b operation to aPTXY a ✓ PTY X . At the top of these diagrams,
we have the sandwich semigroup PT aXY , left, and its regular subsemigroup P a = Reg(PT aXY ), right. We
now describe the other semigroups appearing in these diagrams. Recall that A = im(a), B = dom(a) and
  = ker(a); in particular,   is an equivalence on B ✓ Y . We write
PT (X,A) = {f 2 PTX : im(f) ✓ A}
for the set of partial transformations on X with image restricted by A, and
PT (Y, ) = {f 2 PTY : every ker(f)-class is a union of  -classes}
for the set of partial transformations on Y with kernel restricted by  ; note that dom(f) ✓ B for all
f 2 PT (Y, ). It is easy to see that
PT (X,A) = PTXY a = PTXba and PT (Y, ) = aPTXY = abPTY .
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(2.25)
Recall that denotes the restriction of the ?b operation to aPTXY a ⊆ PTY X . At the top of these diagra s,
we have the sandwich se igroup PT aXY , left, and its regular subse igroup P a Reg(PT aXY ), right. e
now describe the other se igroups appearing in these diagra s. Recall that A i (a), do (a) and
σ ker(a); in particular, σ is an equivalence on ⊆ Y . e write
PT (X,A) = {f ∈ PTX : im(f) ⊆ A}
for the set of partial transformations on X with image restricted by A, and
PT (Y, σ) = {f ∈ PTY : every ker(f)-class is a union of σ-classes}
for the set of partial transformations on Y with kernel restricted by σ; note that dom(f) ⊆ B for all
f ∈ PT (Y, σ). It is easy to see that
PT (X,A) = PTXY a = PTXba and PT (Y, σ) = aPTXY = abPTY .
In particular, PT (X,A) is a subsemigroup (indeed, a principal left ideal) of PTX , and PT (Y, σ) a subsemi-
group (indeed, a principal right ideal) of PTY ; these semigroups, and their regular subsemigroups, make up
the middle rows of the diagrams in (2.25). The semigroups PT (X,A) have been studied in [6], the main
results being a classification of the regular elements, a description of Green’s relations, and the calculation of
rank(PT (X,A)) in the case of finite X. To the authors’ knowledge, no systematic study of the semigroups
PT (Y, σ) has been carried out.
Finally, we recall from [4, Remark 2.6] that the regular monoid (aPTXY a,~) appearing at the bottom
of both diagrams in (2.25) is isomorphic to the local monoid baPTXY a = baPTXba of PTX with respect
to the idempotent ba =
(
ai
ai
) ∈ PTX , which is the partial identity map on A = im(a) = {ai : i ∈ I}. We
will denote by η : (aPTXY a,~) → (baPTXba, ·) : f 7→ bf this isomorphism. The local monoid baPTXba is
clearly isomorphic to PTA, and will therefore be identified with PTA. Thus, taking into account the above
discussion, we see that the diagrams from (2.25) become:
In particular, PT (X,A) is a subsemigroup (indeed, a principal left ideal) of PTX , and PT (Y, ) a subsemi-
group (indeed, a principal right ideal) of PTY ; these semigroups, and their regular subsemigroups, make up
the middle rows of the diagrams in (2.25). The semigroups PT (X,A) have been studied in [6], the main
results being a classification of the regular elements, a description of Green’s relations, and the calculation of
rank(PT (X,A)) in the case of finite X. To the authors’ knowledge, no systematic study of the semigroups
PT (Y, ) has been carried out.
Finally, we recall from [4, Remark 2.6] tha the r gular monoid (aPTXY a,~) appearing at the bott m of
both diagr ms in (2.25) is isomorphic to the local submonoid baPTXY a = baPTXba of PTX with respect to
he idempoten ba =
 
ai
ai
  2 PTX , which is the parti l dentity map on A = im(a) = {ai : i 2 I}. We will
denot by ⌘ : (aPTXY a,~) ! (baPTXba, ·) : f 7! bf this isomorphism. The local sub
PT aXY
PT (X,A) PT (Y, )
(aPTXY a,~)
PTA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!bh
Reg(PT aXY )
Reg(PT (X,A)) Reg(PT (Y, ))
(aPTXY a,~)
PTA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!bh
(2.26)
We will say more about the diagrams in (2.26) shortly, but first we make some comments about certain
special cases:
• If a is full and injective, then a is right-invertible (indeed, ab = idY in this case). As discussed near the
beginning of [4, Section 2], this implies that [4, (2.2)] holds, and so  1 : PT aXY ! PT (X,A) : f 7! fa
is an isomorphism (as is  1). Thus, Figure 5 shows an egg-box diagram for PT (X,A), where X =
{1, 2, 3, 4} and A = {1, 2, 3}.
• If a is surjective, then a is left-invertible (indeed, ba = idX in this case), so [4, (2.3)] holds, and so
 2 : PT aXY ! PT (Y, ) : f 7! af is an isomorphism (as is  2). Thus, Figure 6 shows egg-box
diagrams for PT (Y, 1), PT (Y, 2) and PT (Y, 3), where Y = {1, 2, 3, 4, 5}, and  1 = ( 1 | 2 | 3, 4 ),
 2 = ( 1, 2 | 3, 4 | 5 ) and  3 = ( 1 | 2 | 3 ), respectively, using an obvious notation for equivalences on
subsets of Y .
Consequently, the (non-sandwich) semigroups PT (X,A) and PT (Y, ) arise as special cases of the PT aXY
construction. All the results we prove concerning arbitrary sandwich semigroups PT aXY therefore have
corollaries for the semigroups PT (X,A) and PT (Y, ); in the former case, these include (but are not limited
to) the above-mentioned results from [6]. As a sub-case of the second special case above, we have the
following:
• If a is injective and surjective (but not necessarily full), then PT aXY is isomorphic to PT (Y, ), where
  = {(y, y) : y 2 B} is the diagonal relation on B. In this case, PT (Y, ) = {f 2 PTY : dom(f) ✓ B}.
Again, as far as the authors are aware, these semigroups have not been studied. Figure 6 (right)
pictures an egg-box diagram of this semigroup in the case that Y = {1, 2, 3, 4, 5} and B = {1, 2, 3}.
The last special case combines the first two:
• If a is a (full) bijection, then [4, (2.2) and (2.3)] both hold, so that all maps in (2.26) are isomorphisms;
in particular, PT aXY ⇠= PT (X,A) = PT (X,X) = PTX in this case. Figure 1 shows egg-box diagrams
for PTX when |X| = 2 or 3.
Since most of the problems we consider for the sandwich semigroups PT aXY have been solved for the semi-
groups PTX themselves, we generally exclude the case in which a is a bijection. However, we allow for the
possibility that a is full and injective, or that a is surjective.
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(2.26)
e ill say ore about the diagra s in (2.26) shortly, but first e ake so e co ents about certain
special cases:
10
• If a is full and injective, then a is right-invertible (indeed, ab = idY in this case). As discussed near the
beginning of [4, Section 2], this implies that the right cancellation law [4, equation (2.2)] holds, and
so Ψ1 : PT aXY → PT (X,A) : f 7→ fa is an isomorphism (as is ψ1). Thus, Figure 5 shows an egg-box
diagram for PT (X,A), where X = {1, 2, 3, 4} and A = {1, 2, 3}.
• If a is surjective, then a is left-invertible (indeed, ba = idX in this case), so [4, equation (2.3)] holds,
and so Ψ2 : PT aXY → PT (Y, σ) : f 7→ af is an isomorphism (as is ψ2). Thus, Figure 6 shows egg-box
diagrams for PT (Y, σ1), PT (Y, σ2) and PT (Y, σ3), where Y = {1, 2, 3, 4, 5}, and σ1 = ( 1 | 2 | 3, 4 ),
σ2 = ( 1, 2 | 3, 4 | 5 ) and σ3 = ( 1 | 2 | 3 ), respectively, using an obvious notation for equivalences on
subsets of Y .
Consequently, the (non-sandwich) semigroups PT (X,A) and PT (Y, σ) arise as special cases of the PT aXY
construction. All the results we prove concerning arbitrary sandwich semigroups PT aXY therefore have
corollaries for the semigroups PT (X,A) and PT (Y, σ); in the former case, these include (but are not limited
to) the above-mentioned results from [6]. As a sub-case of the second special case above, we have the
following:
• If a is injective and surjective (but not necessarily full), then PT aXY is isomorphic to PT (Y, σ), where
σ = {(y, y) : y ∈ B} is the diagonal relation on B. In this case, PT (Y, σ) = {f ∈ PTY : dom(f) ⊆ B}.
Again, as far as the authors are aware, these semigroups have not been studied. Figure 6 (right)
pictures an egg-box diagram of this semigroup in the case that Y = {1, 2, 3, 4, 5} and B = {1, 2, 3}.
The last special case combines the first two:
• If a is a (full) bijection, then [4, equations (2.2) and (2.3)] both hold, so that all maps in (2.26) are
isomorphisms; in particular, PT aXY ∼= PT (X,A) = PT (X,X) = PTX in this case. Figure 1 shows
egg-box diagrams for PTX when |X| = 2 or 3.
Since most of the problems we consider for the sandwich semigroups PT aXY have been solved for the semi-
groups PTX themselves, we generally exclude the case in which a is a (full) bijection. However, we allow for
the possibility that a is full and injective, or that a is surjective.
Since PT is a regular category, every element is sandwich-regular. So, together with the above discussion,
we immediately obtain the following structural result concerning P a = Reg(PT aXY ) from [4, Theorem 2.10].
Theorem 2.27. Consider the map
ψ : Reg(PT aXY )→ Reg(PT (X,A))× Reg(PT (Y, σ)) : f 7→ (fa, af).
Then ψ is injective, and
im(ψ) = {(g, h) ∈ Reg(PT (X,A))× Reg(PT (Y, σ)) : ag = ha}.
In particular, Reg(PT aXY ) is a pullback product of Reg(PT (X,A)) and Reg(PT (Y, σ)) with respect to PTA.
Note that Theorem 2.27 makes reference to the regular semigroups Reg(PT (X,A)) and Reg(PT (Y, σ)).
As a consequence of [4, Proposition 2.5] and Proposition 2.11, we may describe these semigroups.
Proposition 2.28. The sets Reg(PT (X,A)) and Reg(PT (Y, σ)) are (regular) subsemigroups of PT (X,A)
and PT (Y, σ), and
Reg(PT (X,A)) = Reg(PT aXY )a = {f ∈ PT (X,A) : A saturates ker(f)},
Reg(PT (Y, σ)) = aReg(PT aXY ) = {f ∈ PT (Y, σ) : im(f) ⊆ B, σ separates im(f)}. 2
Remark 2.29. The statement in Proposition 2.28 concerning Reg(PT (X,A)) was proved in [6, Theorem 1.2],
with the condition “A saturates ker(f)” replaced with the equivalent condition “Xf = Af ”; here, Zf denotes
the set {zf : z ∈ Z ∩ dom(f)} for any subset Z ⊆ X.
Remark 2.30. In the case that σ is the diagonal relation on B ⊆ Y , Proposition 2.28 gives
Reg(PT (Y, σ)) = {f ∈ PT (Y, σ) : im(f) ⊆ B} = {f ∈ PTY : dom(f), im(f) ⊆ B} ≡ PTB.
Compare the right-most diagrams in Figures 1, 6 and 7.
Remark 2.31. Since the semigroups PT (X,A) and PT (Y, σ) arise as special cases of the PT aXY construction
(as discussed above), one could also obtain Proposition 2.28 directly from Proposition 2.11(iii), with suitable
choices of a.
11
2.4 The regular subsemigroup P a = Reg(PT aXY )
Again, we fix a =
(
Ai
ai
) ∈ PTY X , and keep the notation of (2.8)–(2.10). In this section, we further analyse the
structure of the regular subsemigroup P a = Reg(PT aXY ) of the sandwich semigroup PT aXY . In particular, we
prove combinatorial results concerning K - and K̂ -classes (Theorem 2.35), and also give the size and rank
of P a (Corollary 2.38, Proposition 2.39 and Theorem 2.42).
Because of [4, Lemma 2.8], Green’s R, L , H and D relations on P a = Reg(PT aXY ) are simply the
restrictions of the corresponding relations on PT aXY . So we will continue to denote these relations on P a by
Ra, L a, H a and Da.
Lemma 2.32. We have J Pa = Da.
Proof. Since D ⊆ J in any semigroup, it is enough to show that J Pa ⊆ Da, so suppose (f, g) ∈ J Pa .
In particular, it follows that (f, g) ∈J , and so rank(f) = rank(g), by Proposition 2.2(vi): write µ for this
common cardinality. Then f, g both belong to the (regular) Da-class Daµ, as defined in Proposition 2.22, so
that (f, g) ∈ Da, as required.
Thus, we will never need to refer to theJ Pa relation. If K is any of R,L ,H ,D , then any K a-class in
PT aXY contains only regular elements or only non-regular elements; it follows that every K a-class of P a is a
K a-class of PT aXY . Thus, with no possibility of confusion, for f ∈ P a, we will continue to write Kaf for the
K a-class of f in P a. We therefore obtain the following from Theorem 2.13 and Propositions 2.2 and 2.22:
Proposition 2.33. If f ∈ P a = Reg(PT aXY ), then
(i) Raf = Rf ∩ P a = {g ∈ P a : dom(f) = dom(g), ker(f) = ker(g)},
(ii) Laf = Lf ∩ P a = {g ∈ P a : im(f) = im(g)},
(iii) Haf = Hf ∩ P a = {g ∈ P a : dom(f) = dom(g), ker(f) = ker(g), im(f) = im(g)},
(iv) Daf = Df ∩ P a = {g ∈ P a : rank(f) = rank(g)}.
The J Pa = Da-classes of P a are the sets
Daµ = {g ∈ P a : rank(g) = µ} for each cardinal 0 ≤ µ ≤ α = rank(a),
and these form a chain under the J Pa-ordering: Daµ ≤ Daν ⇔ µ ≤ ν.
Remark 2.34. The chain of J Pa = Da-classes in P a = Reg(PT aXY ) has minimum element Da0 = {∅},
and maximum element Daα = {g ∈ P a : rank(g) = α}. Note that b ∈ Daα. Figure 7 shows egg-box diagrams
for several regular sandwich semigroups Reg(PT aXY ). Parts (i)–(iv) of Proposition 2.33 were also proved
in [18, Theorem 5.7].
Now that we know theJ Pa = Da-classes of P a form a chain, we wish to describe the internal structure
of these classes. To do so, we must use the K̂ relations defined in [4, Section 2]. Recall that we have an
epimorphism
φ = ψ1φ1 = ψ2φ2 : P
a → (aPTXY a,~) : f 7→ afa.
Here it will be convenient to compose φ with the isomorphism η : (aPTXY a,~) → PTA : f 7→ bf discussed
in Section 2.3, and instead work with the equivalent epimorphism
ϕ = ψ1φ1η = ψ2φ2η : P
a → PTA : f 7→ bafa.
For this reason, we will slightly abuse previous notation and, for f ∈ P a, we will write f = fϕ = bafa ∈ PTA.
If K is one of R, L , H or D , and if f, g ∈ P a, we write f K̂ a g if f K g in PTA. So, for
example, f R̂a g ⇔ dom(f) = dom(g) and ker(f) = ker(g). For f ∈ P a, we will write K̂af for the K̂ a-class
of f in P a. Recall from [4, Lemma 2.11] that D̂a = Da.
Consider a regular element f ∈ P a. By Proposition 2.11, im(f) ⊆ dom(a) and ker(a) separates im(f),
so we may write f =
(Fj
fj
)
j∈J
, where J ⊆ I and fj ∈ Aj for each j ∈ J . Since A = im(a) saturates ker(f),
it follows that Fj ∩ A 6= ∅ for all j ∈ J , so we may write Fj ∩ A = {ai : i ∈ Ij} for some non-empty
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subset Ij ⊆ I; note that the sets Ij are pairwise disjoint, though their union is not necessarily all of I. It is
then easy to check that
f = bafa =
(
Fj∩A
aj
)
j∈J .
In fact, it also follows from this that f = (fa)|A; in particular, dom(f) = dom(f)∩A. For the next statement
and proof, recall the parameters β, λi, ΛJ , from (2.10).
Theorem 2.35. Let f =
(Fj
fj
)
j∈J
∈ P a, keep the notation of the previous paragraph, and write µ = rank(f).
(i) R̂af is the union of (µ+ 1)
β Ra-classes of P a.
(ii) L̂af is the union of ΛJ L
a-classes of P a.
(iii) Ĥaf is the union of (µ+ 1)
βΛJ H
a-classes of P a, each of which has size µ!.
(iv) If Hf is a non-group H -class of PTA, then each H a-class of P a contained in Ĥaf is a non-group.
(v) If Hf is a group H -class of PTA, then each H a-class of P a contained in Ĥaf is a group isomorphic
to the symmetric group Sµ. Further, Ĥaf is a (µ+ 1)β × ΛJ rectangular group over Sµ.
(vi) D̂af = D
a
f = D
a
µ = {g ∈ P a : rank(g) = µ} is the union of:
(a) (µ+ 1)βS(α+ 1, µ+ 1) Ra-classes of P a,
(b)
∑
K⊆I
|K|=µ
ΛK L
a-classes of P a,
(c) (µ+ 1)βS(α+ 1, µ+ 1)
∑
K⊆I
|K|=µ
ΛK H
a-classes of P a.
Proof. (i). An Ra-class Rag contained in R̂af is determined by the common domain and kernel of all its
members—namely, D = dom(g) and K = ker(g)—and, since g R f in PTA, these are constrained so that
dom(g) = dom(f) and ker(g) = ker(f). The former tells us that dom(g) ∩ A = dom(f) ∩ A, and the latter
that the ker(g)-classes are precisely Fj ∩ A (j ∈ J). Because of this, we may write g =
(
Gj
gj
)
j∈J , where
Gj ∩A = Fj ∩A = {ai : i ∈ Ij} for each j ∈ J (but note that we do not necessarily have gj ∈ Aj , although gj
does belong to some set Ak). So, to specify such a domain-kernel pair (D,K), we note that
• D ∩A = ⋃j∈J(Fj ∩A) = dom(f) ∩A, and that
• each K-class contains precisely one of the sets Fj ∩A.
To complete the description of (D,K), each element of X \A can either belong to X \D or else it must be
assigned to the K-class containing Fj ∩A for some j ∈ J . So there are (µ+ 1)β such pairs (D,K), and the
proof of (i) is complete.
(ii). An L a-class Lag contained in L̂af is determined by the common image of all its members—namely,
im(g)—and, since g L f in PTA, these are constrained so that im(g) = im(f). Because of this, we may
write g =
(
Gj
gj
)
j∈J , where gj ∈ Aj for each j ∈ J . In other words, im(g) must be a cross-section of the
partition {Aj : j ∈ J}, and there are ΛJ =
∏
j∈J λj such cross-sections.
(iii). The number of H a-classes in Ĥaf follows from (i) and (ii). Each such H
a-class has the same size
as Haf ; but H
a
f = Hf by Theorem 2.13(iii), and |Hf | = µ! by Corollary 2.4(iv).
(iv) and (v). These follow from [4, Theorem 2.14(ii) and (iii)], and the fact that the H -class of a rank µ
idempotent from PTA is isomorphic to Sµ.
(vi). The number of R̂a-classes in Daµ is equal to the number of R-classes in the D-class Dµ(PTA) =
{g ∈ PTA : rank(g) = µ} of PTA, which is equal to S(α + 1, µ + 1), by Corollary 2.4(i); (a) now follows
from (i). Part (b) follows from (ii) and the fact that the L -classes contained in Dµ(PTA) (and hence the
L̂
a-classes contained in Daµ) are indexed by the subsets of A (equivalently, of I) of size µ. Finally, (c) follows
immediately from (a) and (b).
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Remark 2.36. The reader may compare the values given in Theorem 2.35 with the egg-box diagrams in
Figure 7.
Remark 2.37. Again, some simplifications occur in the special cases enumerated in Section 2.3. If a is
injective, then ΛJ = 1 for all J ⊆ I, so the rectangular groups in Theorem 2.35(v) are (µ + 1)β × 1
dimensional (see the third, fourth and seventh diagrams in Figure 7). If a is surjective, then β = 0, so
(µ+ 1)β = 1 for all µ, and so the rectangular groups are 1×ΛJ dimensional (see the fifth, sixth and seventh
diagrams in Figure 7). If a is injective and surjective (but not necessarily full), then the rectangular groups
are 1× 1 dimensional: that is, they are groups (see the seventh diagram in Figure 7).
As an immediate consequence of Proposition 2.22 and Theorem 2.35(vi)(c), we may deduce a formula for
the size of P a = Reg(PT aXY ).
Corollary 2.38. We have |P a| =
α∑
µ=0
µ!(µ+ 1)βS(α+ 1, µ+ 1)
∑
K⊆I
|K|=µ
ΛK .
The expression for |P a| in Corollary 2.38 is valid whether P a is finite or infinite, but may be simplified
substantially in the infinite case. The next result gives such simplifications, and also provides necessary and
sufficient conditions for P a to be finite, countably infinite or uncountable; these will be of use shortly, when
we calculate the rank of P a. The reader may refer to [13, Chapter 5] for some background on basic cardinal
arithmetic.
Proposition 2.39. (i) If α ≥ 1 and |X| ≥ ℵ0, then |P a| = 2|X|ΛI = max(2|X|,ΛI).
(ii) If α ≥ 1, |X| < ℵ0, and λi ≥ ℵ0 for some i ∈ I, then |P a| = ΛI = max
i∈I
λi.
(iii) |P a| < ℵ0 ⇔ α = 0 or [|X| < ℵ0 and λi < ℵ0 for all i ∈ I].
(iv) |P a| = ℵ0 ⇔ α ≥ 1, |X| < ℵ0 and maxi∈I λi = ℵ0.
(v) |P a| > ℵ0 ⇔ α ≥ 1 and [|X| ≥ ℵ0 or λi > ℵ0 for some i ∈ I].
Proof. For any cardinal µ with 0 ≤ µ ≤ α, write tµ for the µth term in the sum from Corollary 2.38.
(i). Suppose α ≥ 1 and |X| ≥ ℵ0. For any 0 ≤ µ ≤ α, we have:
• µ! ≤ α! ≤ 2|X| (this is obvious if α < ℵ0, while if α ≥ ℵ0, then α! = 2α ≤ 2|X|),
• (µ+ 1)β ≤ (|X|+ 1)|X| = |X||X| = 2|X|,
• S(α+ 1, µ+ 1) ≤ 2|X| (this is again obvious if α < ℵ0, while if α ≥ ℵ0, then S(α+ 1, µ+ 1) = 1 or 2α),
•
∑
K⊆I
|K|=µ
ΛK ≤
∑
K⊆I
ΛI = 2
|I|ΛI = 2αΛI ≤ 2|X|ΛI .
Together, these give tµ ≤ 2|X|ΛI . It follows that |P a| =
∑α
µ=0 tµ ≤ 2|X|ΛI , since there are fewer than
2α ≤ 2|X| terms in the sum. To prove the reverse inequality, note that
|P a| ≥ tα = α!(α+ 1)βS(α+ 1, α+ 1)
∑
K⊆I
|K|=α
ΛK ≥ α!2βΛI .
If α < ℵ0, then β = |X| and α! < ℵ0, so α!2βΛI = 2|X|ΛI . If α ≥ ℵ0, then
α!2βΛI = 2
α2βΛI = 2
α+βΛI = 2
|X|ΛI .
(ii). Suppose α ≥ 1, |X| < ℵ0, and λi ≥ ℵ0 for some i ∈ I. Since |X| < ℵ0, it follows that |I| = α < ℵ0, and
so ΛI =
∏
i∈I λi = maxi∈I λi. Now, we immediately have |P a| ≥ tα ≥ ΛI . Conversely, for any 0 ≤ µ ≤ α, tµ
is a finite multiple of ∑
K⊆I
|K|=µ
ΛK ≤
∑
K⊆I
ΛI = 2
αΛI = ΛI ,
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so that tµ ≤ ΛI for all µ, whence |P a| =
∑α
µ=0 tµ ≤ (α+ 1)ΛI = ΛI .
(iii). If α = 0, then |P a| = 1. If |X| < ℵ0 and λi < ℵ0 for all i ∈ I, then α, β ≤ |X| < ℵ0, so |P a| < ℵ0
follows from Corollary 2.38. Conversely, suppose |P a| < ℵ0 and α ≥ 1. By (i), we must have |X| < ℵ0.
By (ii), it then follows that λi < ℵ0 for all i ∈ I.
(iv). The reverse implication follows immediately from (ii). Conversely, suppose |P a| = ℵ0. We obviously
must have α ≥ 1. Then by (i), we have |X| < ℵ0. By (iii), it follows that λi ≥ ℵ0 for some i ∈ I. Then (ii)
gives maxi∈I λi = |P a| = ℵ0.
(v). Suppose α ≥ 1. If |X| ≥ ℵ0, then (i) gives |P a| ≥ 2|X| > ℵ0. If |X| < ℵ0 but λi > ℵ0 for some i ∈ I,
then (ii) gives |P a| > ℵ0. Conversely, suppose |P a| > ℵ0. Again it is clear that α ≥ 1. Suppose |X| < ℵ0;
the proof will be complete if we can show that λi > ℵ0 for some i ∈ I. But part (iii) gives λi ≥ ℵ0 for some
i ∈ I. Together with (iv), which gives maxi∈I λi 6= ℵ0, it follows that λi > ℵ0 for some i ∈ I.
Remark 2.40. The parameter ΛI =
∏
i∈I λi appears in the expressions for |P a| in parts (i) and (ii) of
Proposition 2.39. Note that ΛI could be anything from 1 (which occurs if and only if a is injective) up
to |Y |α (which occurs, for example, when λi = |Y | for all i ∈ I). Note also that if α ≥ ℵ0, then the set
{λi : i ∈ I} may or may not have a maximum element.
As mentioned above, we now wish to calculate the rank of P a = Reg(PT aXY ). If |P a| > ℵ0, then of course
rank(P a) = |P a|. In order to deal with the case that |P a| ≤ ℵ0, we first show that P a is MI-dominated (as
defined in [4, Section 3]); this is true regardless of the values of the parameters α, β, |X|, |Y |, λi, but we also
show that RP-domination depends on α = rank(a).
Proposition 2.41. (i) The regular semigroup P a = Reg(PT aXY ) is MI-dominated.
(ii) The regular semigroup P a = Reg(PT aXY ) is RP-dominated if and only if rank(a) < ℵ0.
Proof. (i). By [4, Propositions 3.3(iii–iv) and 3.5(ii)], it suffices to show that
P a = Ĥab ?a P
a ?a Ĥ
a
b .
With one containment being obvious, let f ∈ P a. As before, we may write f = (Fj
fj
)
j∈J
, where J ⊆ I and
fj ∈ Aj for all j, and we also write Fj ∩ A = {ai : i ∈ Ij}, where Ij ⊆ I is non-empty, noting that the Ij
are pairwise disjoint. Put K = I \⋃j∈J Ij . For each j ∈ J , fix some partition {Fj,i : i ∈ Ij} of Fj , so that
ai ∈ Fj,i for each i ∈ Ij . Put
g =
(
Fj,i ak
bi bk
)
j∈J, i∈Ij , k∈K
and h =
(
aj al
fj bl
)
j∈J, l∈I\J
.
Then one easily checks that f = gafah and g = h = idA; the latter gives g, h ∈ Ĥab .
(ii). By [4, Proposition 3.4], P a is RP-dominated if and only if the local monoid e?aP a ?a e is factorisable for
all e ∈ MI(P a). By [4, Proposition 3.8], e ?a P a ?a e is isomorphic to W = (aPTXY a,~) for any e ∈ MI(P a),
and we observed in Section 2.3 that W is isomorphic to PTA. But PTA is factorisable if and only if A is
finite, by [27, Theorem 3.1].
We may now give the rank of P a = Reg(PT aXY ).
Theorem 2.42. (i) If |P a| ≥ ℵ0, then rank(P a) = |P a|. (Proposition 2.39 gives necessary and sufficient
conditions under which |P a| ≥ ℵ0, and formulae for |P a| in these cases.)
(ii) If |P a| < ℵ0 (so that α = 0 or [|X| < ℵ0 and λi < ℵ0 for all i ∈ I], by Proposition 2.39), then
rank(P a) =

1 if α = 0
1 + max(2β,ΛI) if α = 1
2 + max(3β,ΛI) if α = 2
2 + max((α+ 1)β,ΛI , 2) if α ≥ 3.
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Proof. We have already noted that rank(P a) = |P a| if |P a| > ℵ0. Also, if α = 0, then clearly rank(P a) =
|P a| = 1. For the remainder of the proof, we assume that |P a| ≤ ℵ0 and α ≥ 1. It follows from Propo-
sition 2.39(v) that |X| < ℵ0 (and so also α, β < ℵ0) and that λi ≤ ℵ0 for all i ∈ I. In particular,
W = (aPTXY a,~) ∼= PTA ∼= PTα is finite, and so W \ GW ∼= PTα \ Sα is an ideal of W . By The-
orem 2.35(v), Ĥab is an (α + 1)
β × ΛI rectangular group over the symmetric group Sα. It then follows
from [4, Theorem 3.16] and Proposition 2.41(i) that
rank(P a) = rank(PTα : Sα) + max
(
(α+ 1)β,ΛI , rank(Sα)
)
.
If λi = ℵ0 for some i ∈ I, then it follows that rank(P a) = ΛI = ℵ0 = |P a|, completing the proof of (i). The
proof of (ii) concludes with the observation that
rank(PTα : Sα) =
{
1 if α = 1
2 if 2 ≤ α < ℵ0
and rank(Sα) =
{
1 if α ≤ 2
2 if 3 ≤ α < ℵ0.
Remark 2.43. We may deduce formulae for the ranks of Reg(PT (X,A)) and Reg(PT (Y, σ)) as special
cases of Theorem 2.42. Taking a to be full, injective and non-surjective, we see that for finite X, and for a
proper subset A ( X,
rank(Reg(PT (X,A))) =

1 if A = ∅
1 + 2|X|−1 if |A| = 1
2 + (|A|+ 1)|X|−|A| if |A| ≥ 2.
Taking a to be surjective (and possibly full and/or injective), we see that for finite Y , and for an equivalence
relation σ on a subset B ⊆ Y ,
rank(Reg(PT (Y, σ))) =

1 if B = ∅
1 + ΛI if |B/σ| = 1
2 + ΛI if |B/σ| = 2
2 + max(ΛI , 2) if |B/σ| ≥ 3.
Note that in the last case, max(ΛI , 2) = 2 if σ is the diagonal relation, or ΛI otherwise. These results are
new, as far as the authors are aware.
2.5 Idempotents and idempotent-generation
Again, we fix a =
(
Ai
ai
) ∈ PTY X , and keep the notation of (2.8)–(2.10). Recall that
Ea(PT aXY ) = Ea(P a) = {f ∈ PTXY : f = f ?a f}
denotes the set of ?a-idempotents of PT aXY . We write EaXY = Ea(PT aXY ) = Ea(P a) for the idempotent-
generated subsemigroup 〈Ea(PT aXY )〉a of PT aXY . In this section, we characterise the elements of this
idempotent-generated subsemigroup, and calculate its rank and idempotent rank. First we characterise
and enumerate the idempotents themselves.
Proposition 2.44. (i) Ea(PT aXY ) = {f ∈ PTXY : (af)|im(f) = idim(f)}.
(ii) If |P a| ≥ ℵ0, then |Ea(PT aXY )| = |P a|.
(iii) If |P a| < ℵ0, then |Ea(PT aXY )| =
α∑
µ=0
(µ+ 1)|X|−µ
∑
J⊆I
|J|=µ
ΛJ .
Proof. (i). This is easily checked.
(ii). Suppose |P a| ≥ ℵ0; in particular, α ≥ 1. Since Ea(PT aXY ) ⊆ Reg(PT aXY ) = P a, it suffices to show that
|Ea(PT aXY )| ≥ |P a|. Now, Ea(PT aXY ) ⊇ Ea(Ĥab ) = V (a), and the latter is an (α+1)β×ΛI rectangular band,
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by Theorem 2.35(v). Thus, |Ea(PT aXY )| ≥ ΛI . By Proposition 2.39(ii), this completes the proof in the case
that |X| < ℵ0. Now suppose |X| ≥ ℵ0. By Proposition 2.39(i), it remains to show that |Ea(PT aXY )| ≥ 2|X|.
Fix some i ∈ I. For any subset C ⊆ X \ {ai},
(C∪{ai}
bi
) ∈ PTXY is a ?a-idempotent (of rank 1). Since there
are 2|X\{ai}| = 2|X| such idempotents, we have |Ea(PT aXY )| ≥ 2|X|.
(iii). Suppose |P a| < ℵ0. If α = 0, then the result is clear (noting that Λ∅ = 1, as an empty product), so
suppose α ≥ 1. By Proposition 2.39(iii), it follows that |X| < ℵ0 and λi < ℵ0 for all i ∈ I. To specify a
?a-idempotent f of rank µ, we first note (as in the proof of Theorem 2.35(ii)) that im(f) is a cross-section of
{Aj : j ∈ J} for some subset J ⊆ I with |J | = µ. Once J is chosen, there are then ΛJ such images. Writing
im(f) = {fj : j ∈ J}, where fj ∈ Aj for each j ∈ J , the condition (af)|im(f) = id|im(f) gives fj = fjaf = ajf ;
the remaining |X| − µ elements of X \ {aj : j ∈ J} may be either left out of dom(f) or else mapped to any
of the µ elements of im(f). So, once im(f) has been chosen, there are (µ + 1)|X|−µ ways to complete the
definition of f .
Remark 2.45. If a is surjective, then α = |X| = |B/σ| in the formula from Proposition 2.44(iii), so
|E(PT (Y, σ))| =
|B/σ|∑
µ=0
(µ+ 1)|B/σ|−µ
∑
J⊆I
|J|=µ
ΛJ .
If a is injective, then
∑
J⊆I
|J|=µ
ΛJ =
(
α
µ
)
. In particular, taking a to be full and injective, we obtain
|E(PT (X,A))| =
|A|∑
µ=0
(µ+ 1)|X|−µ
(|X|
µ
)
.
Again, these two results appear to be new. Of course, if a is a full bijection, then both of the above formulae
reduce to the well known formula (see for example [7, Corollary 2.7.5] for the finite case):
|E(PTX)| = |E(PTα)| =
α∑
µ=0
(µ+ 1)α−µ
(
α
µ
)
.
Next, we need the following result concerning the idempotent-generated subsemigroup E(PTA) = 〈E(PTA)〉
of PTA. For the statement, we need some definitions. As in [10], we define the shift, collapse, defect and
codefect of a partial transformation f ∈ PTA by
sh(f) =
∣∣{b ∈ dom(f) : bf 6= b}∣∣, col(f) = ∑
b∈im(f)
(|bf−1|−1), def(f) = |A\im(f)|, codef(f) = |A\dom(f)|,
respectively.
Proposition 2.46. (i) If |A| < ℵ0, then E(PTA) = {idA} ∪ (PTA \ SA), and
rank(E(PTA)) = idrank(E(PTA)) =
(
α+1
2
)
+ 1.
(ii) If |A| ≥ ℵ0, then E(PTA) = {idA} ∪ {f ∈ PTA \ SA : sh(f) + codef(f) < ℵ0}
∪ {f ∈ PTA : sh(f) + codef(f) = col(f) + codef(f) = def(f) ≥ ℵ0},
and rank(E(PTA)) = idrank(E(PTA)) = |PTA| = 2|A|.
Proof. Part (i) was apparently first proved in [5]; see also [8]. Part (ii) follows quickly from [10, Theorem III],
which gives a similar characterisation of the idempotent-generated subsemigroup of TA.
Theorem 2.47. We have EaXY = Ea(PT aXY ) = E(PTA)ϕ−1; see Proposition 2.46 for a description of E(PTA).
Further,
rank(EaXY ) = idrank(EaXY ) =
{
|EaXY | = |P a| if |P a| ≥ ℵ0(
α+1
2
)
+ max
(
(α+ 1)β,ΛI
)
if |P a| < ℵ0.
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Proof. The first assertion follows from [4, Theorem 2.17]. Since Ea(PT aXY ) ⊆ P a, and since P a is a
subsemigroup of PT aXY , it follows that EaXY ⊆ P a, and so |Ea(PT aXY )| ≤ |EaXY | ≤ |P a|. It follows from
Proposition 2.44(ii) that |EaXY | = |P a| if |P a| ≥ ℵ0. It remains to prove the assertion concerning the rank
and idempotent rank of EaXY . This clearly being true if α = 0, we assume α ≥ 1 for the remainder of the
proof.
First suppose |X| ≥ ℵ0. Proposition 2.39(v) gives |P a| > ℵ0, and the previous paragraph then gives
|EaXY | = |P a| > ℵ0. Since EaXY is uncountable, its rank and idempotent rank are equal to its size.
Now suppose |X| < ℵ0, noting that α < ℵ0 also. Together with the fact thatW = (aPTXY a,~) ∼= PTA, [4,
Theorem 3.17] and Propositions 2.41(i) and 2.46(i) then give
rank(EaXY ) = idrank(EaXY ) = rank(E(PTA)) + max
(
(α+ 1)β,ΛI
)− 1
=
(
α+1
2
)
+ max
(
(α+ 1)β,ΛI
)
. (2.48)
This completes the proof in the case of |P a| < ℵ0. If |P a| ≥ ℵ0, then (keeping in mind that |X| < ℵ0)
Proposition 2.39(iv) and (v) give λi ≥ ℵ0 for some i ∈ I; since all terms in (2.48) other than ΛI are finite, it
follows that rank(EaXY ) = ΛI = |P a|, using Proposition 2.39(ii) in the last step.
In the case that α < ℵ0, EaXY has a very neat alternative description. Before we can give it (in Theo-
rem 2.50), we require the following lemma, which will also be useful on a number of other occasions. Recall
that ξ = max(|X|, |Y |).
Lemma 2.49. If α < ℵ0, then Jab = Daα = Ĥab . If also α = ξ, then Jab is a maximum J a-class of PT aXY .
Proof. Since α < ℵ0, it follows that W = (aPTXY a,~) ∼= PTα is finite. So [4, Lemmas 3.6 and 3.7] give
Ĥab = J
a
b = D
a
b = D
a
α. If also α = ξ, then Proposition 2.23(ii) gives the second assertion.
Theorem 2.50. If α = rank(a) < ℵ0, then EaXY = Ea(PT aXY ) = Ea(Daα) ∪ (P a \Daα).
Proof. This follows quickly from EaXY = E(PTA)ϕ−1 = idAϕ−1∪(PTA\SA)ϕ−1, and the fact that Daα = Ĥab
(which itself follows from Lemma 2.49, as α < ℵ0).
Remark 2.51. Again, by considering various special cases, Theorems 2.47 and 2.50 yield results on the
idempotent-generated subsemigroups of the semigroups PT (X,A) and PT (Y, σ). We will not state these
here; the reader may supply the details if they wish.
2.6 The rank of a sandwich semigroup PT aXY
Again, we fix a =
(
Ai
ai
) ∈ PTY X , and keep the notation of (2.8)–(2.10). In this section, we calculate the rank
of a sandwich semigroup PT aXY . Unlike the case with P a = Reg(PT aXY ) and EaXY = Ea(PT aXY ), treated in
Sections 2.4 and 2.5, there is no general result to aid us (apart from [4, Lemma 5.1]), so our results in this
section depend very much on the structure of the category PT ; we will also see that they depend heavily on
the nature of the sandwich element a.
We begin by eliminating some easy special cases:
• If X = ∅ or Y = ∅, then rank(PT aXY ) = |PT aXY | = 1.
• If X,Y 6= ∅ and α = 0, then f ?a g = ∅ for all f, g ∈ PTXY , and so rank(PT aXY ) = |PT aXY | − 1.
• If X,Y 6= ∅, then since |PT aXY | = |PTXY | = (|Y | + 1)|X|, it follows that |PT aXY | > ℵ0 if and only if
|X| ≥ ℵ0 or |Y | > ℵ0. In such cases, we have rank(PT aXY ) = |PT aXY |.
Thus, for the remainder of Section 2.6, we assume that X,Y are non-empty, that α ≥ 1,
and that |X| < ℵ0 and |Y | ≤ ℵ0.
The value of rank(PT aXY ) depends crucially on whether the sandwich element a is injective and/or full
and/or surjective; see Table 1 and Theorems 2.57, 2.63 and 2.69. Note that if a is a (full) bijection, then
PT aXY ∼= PTX (as discussed in Section 2.3), and so (see [7, Theorem 3.1.5], for example)
rank(PT aXY ) = rank(PTX) =
{
|X|+ 1 if |X| ≤ 2
4 if |X| ≥ 3. (2.52)
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Thus, we will also generally assume that a is not a (full) bijection.
a full? a injective? a surjective? Reference Egg-box diagram
N N N Figure 2
Y N N Theorem 2.57 Figure 3
N Y N Figure 4
Y Y N Theorem 2.63 Figure 5
N N Y Figure 6 (left)
Y N Y Theorem 2.69 Figure 6 (middle)
N Y Y Figure 6 (right)
Y Y Y classical; see (2.52) Figure 1
Table 1: References for rank(PT aXY ) for all combinations of a being full and/or injective and/or surjective.
Recall that we write ξ = min(|X|, |Y |), and note that ξ ≤ |X| < ℵ0. Since α = rank(a) ≤ ξ < ℵ0, a is
stable (by Lemma 2.7(iii)), and so J a = Da on PT aXY (by Proposition 2.16). Throughout this section, we
denote the J = D-classes of PTXY (not to be confused with the J a = Da-classes of PT aXY ) by
Dµ = Dµ(PTXY ) = {f ∈ PTXY : rank(f) = µ} for each µ ∈ {0, 1, . . . , ξ}.
Note that PTXY = D0 ∪D1 ∪ · · · ∪Dξ. Also, since α < ℵ0, we may assume that I = {1, . . . , α}, and so write
a =
(
A1 ··· Aα
a1 ··· aα
)
and b =
( a1 ··· aα
b1 ··· bα
)
.
The next two results play a key role in the calculation of rank(PT aXY ) in all the remaining cases.
Lemma 2.53. (i) If µ ≤ α− 2, then Dµ ⊆ Dµ+1 ?a Dµ+1.
(ii) If a is not surjective, then Dα−1 ⊆ Dα ?a Dα.
Proof. We prove both parts together. Suppose µ ≤ α−1, and let f =
(
F1 ··· Fµ
f1 ··· fµ
)
∈ Dµ. Since µ < α ≤ |X|,
one of the following must hold:
(a) f is not full, in which case we fix some x ∈ X \ dom(f), or
(b) f is not injective, in which case, renaming if necessary, we fix a partition {F ′µ, F ′′µ} of Fµ.
Since µ < α ≤ |Y |, we may also choose some y ∈ Y \ im(f). If µ ≤ α − 2, or if a is not surjective, we may
choose some z ∈ X \ {a1, . . . , aµ+1}. Then it is easy to check that f = g ?a h, where
g =

(
F1 ··· Fµ x
b1 ··· bµ bµ+1
)
in case (a)(
F1 ··· Fµ−1 F ′µ F ′′µ
b1 ··· bµ−1 bµ bµ+1
)
in case (b)
and h =

(
a1 ··· aµ z
f1 ··· fµ y
)
in case (a)(
a1 ··· aµ aµ+1 z
f1 ··· fµ fµ y
)
in case (b).
Corollary 2.54. (i) We have D0 ∪D1 ∪ · · · ∪Dα = 〈Dα ∪Dα−1〉a.
(ii) If a is non-surjective, then D0 ∪D1 ∪ · · · ∪Dα = 〈Dα〉a.
Proof. The forward set containments follow immediately from Lemma 2.53, and the reverse containments
from the fact that D0∪D1∪· · ·∪Dα is a subsemigroup of PT aXY , which itself follows from Lemma 2.1(iv).
The cases in which α < ξ = min(|X|, |Y |) and α = ξ are different in flavour, so we will treat them
separately. The next two results are required to treat the α < ξ case.
Lemma 2.55. Suppose α < ξ, and that f ∈ Dα. If a, f are both non-injective, or both non-full, then
f ∈ Dα+1 ?a Dα+1.
Proof. Write f =
(
F1 ··· Fα
f1 ··· fα
)
. Because α < ξ, we may choose some x ∈ X \ im(a) and y ∈ Y \ im(f). If
a, f are both non-injective, then without loss of generality, we may choose some partition {F ′α, F ′′α} of Fα,
and some z ∈ Aα \ {bα}. If a, f are both non-full, then choose some u ∈ X \ dom(f) and v ∈ Y \ dom(a).
Then f = g ?a h, where g =
(
F1 ··· Fα−1 F ′α F ′′α
b1 ··· bα−1 bα z
)
or
(
F1 ··· Fα u
b1 ··· bα v
)
, respectively, and h =
( a1 ··· aα x
f1 ··· fα y
)
.
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Lemma 2.56. Suppose α < ξ, and that f = g ?a h, where f ∈ Dα and g, h ∈ PTXY .
(i) If a is injective and f full, then f R g. (ii) If a is full and f injective, then f R g.
Proof. We begin with some observations relevant to both parts. From f = gah, Proposition 2.2(i) gives
(a) dom(f) ⊆ dom(g), and (b) ker(f) ⊇ ker(g)|dom(f).
From α = rank(f) = rank(gah) ≤ rank(ah) ≤ rank(a) = α, it follows that rank(ah) = rank(a) = α < ℵ0,
and so:
(c) im(a) ⊆ dom(h), and (d) h acts injectively on im(a).
(i). Suppose a is injective and f full. Then (a) gives dom(f) = dom(g) = X (since f is full), and (b) then
gives ker(g) ⊆ ker(f). By Proposition 2.2(iv), it remains to prove the reverse inclusion. But by (d) and the
fact that a is injective, we obtain
(x, y) ∈ ker(f) ⇒ xf = yf ⇒ xgah = ygah ⇒ xga = yga ⇒ xg = yg ⇒ (x, y) ∈ ker(g).
(ii). Suppose a is full and f injective. By (c), and since a is full,
x ∈ dom(g) ⇒ xg ∈ Y = dom(a) ⇒ xga ∈ im(a) ⊆ dom(h) ⇒ x ∈ dom(gah) = dom(f).
Together with (a), this gives dom(f) = dom(g). Combining this with (b) gives ker(g) ⊆ ker(f); the reverse
containment follows because f is injective.
We may now give the rank of PT aXY in the case that α < ξ.
Theorem 2.57. Suppose 1 ≤ α = rank(a) < ξ = min(|X|, |Y |), and that |X| < ℵ0 and |Y | ≤ ℵ0. Then
rank(PT aXY ) =
ξ∑
µ=α+1
µ!
(|Y |
µ
)
S(|X|+ 1, µ+ 1) +

0 if a is non-injective and non-full
S(|X|, α) if a is injective (and non-full)(|X|
α
)
if a is full (and non-injective).
Proof. Put M = Dα+1 ∪ · · · ∪ Dξ = {f ∈ PTXY : rank(f) > α}. Proposition 2.23(i) says that {f} is a
maximal J a-class of PT aXY for all f ∈ M . Consequently, M is contained in any generating set for PT aXY .
It follows that rank(PT aXY ) = |M |+ rank(PT aXY : M). Corollary 2.4(v) gives
|M | =
ξ∑
µ=α+1
µ!
(|Y |
µ
)
S(|X|+ 1, µ+ 1),
so it remains to calculate rank(PT aXY : M). We consider three cases, as indicated by the statement of the
theorem. Since α < ξ, note that a is non-surjective, so Corollary 2.54(ii) gives
rank(PT aXY : M) = min
{|Ω| : Ω ⊆ PTXY , Dα ⊆ 〈M ∪ Ω〉a}.
Case 1. Suppose first that a is non-injective and non-full. Let f ∈ Dα be arbitrary. Since α < ξ, f is
non-injective or non-full, and it follows from Lemma 2.55 that f ∈ 〈M〉a. So rank(PT aXY : M) = 0.
Case 2. Next suppose that a is injective (and non-full). We show that S(|X|, α) is both a lower and
upper bound for rank(PT aXY : M). Beginning with the former, suppose Dα ⊆ 〈M ∪ Ω〉a; we must show
that |Ω| ≥ S(|X|, α). Consider some full transformation f ∈ Dα. We claim that there exists g ∈ Ω with
g R f . Indeed, consider an expression f = g1 ?a · · · ?a gk, where g1, . . . , gk ∈ M ∪ Ω. Then g1 R f follows
trivially if k = 1, or from Lemma 2.56(i) if k ≥ 2; this establishes the claim, since we cannot have g1 ∈ M
(as g1 R f ⇒ g1 J f ⇒ rank(g1) = α). So |Ω| is at least as large as the number of R-classes in Dα
containing full transformations; such an R-class is uniquely determined by a partition of X into α blocks,
and there are S(|X|, α) of these.
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To complete the proof in this case, it remains to show that there exists Ω ⊆ PTXY with Dα ⊆ 〈M ∪Ω〉a
and |Ω| = S(|X|, α). Let E be the set of all equivalences on X with α blocks. For each ε ∈ E , choose
some fε ∈ Dα with ker(fε) = ε and im(fε) = dom(a) = {b1, . . . , bα}, and put Ω = {fε : ε ∈ E }. Now
let g ∈ Dα be arbitrary. If g is non-full, then Lemma 2.55 gives g ∈ 〈Dα+1〉a ⊆ 〈M ∪ Ω〉a, so suppose
g is full. Write g =
(
G1 ··· Gα
g1 ··· gα
)
, and put ε = ker(g) ∈ E . Relabelling if necessary, we may assume that
fε =
(
G1 ··· Gα
b1 ··· bα
)
. Since α < ξ, we may choose some x ∈ X \ im(a) and y ∈ Y \ im(g). Then g = fε ?a h,
where h = ( a1 ··· aα xg1 ··· gα y ) ∈M . Since |Ω| = |E | = S(|X|, α), we are done.
Case 3. Suppose now that a is full (and non-injective). The proof that rank(PT aXY : M) =
(|X|
α
)
is very
similar to Case 2, so we just give the outline. First, one may show that if Dα ⊆ 〈M ∪ Ω〉a, then Ω must
contain an element from everyR-class inDα containing injective partial transformations; from this, it quickly
follows that rank(PT aXY : M) ≥
(|X|
α
)
. To establish the reverse inequality, write F = {C ⊆ X : |C| = α}.
For each C ∈ F , choose some fC ∈ Dα with dom(fC) = C and im(fC) a cross-section of ker(a), and put
Ω = {fC : C ∈ F}. Then for any g ∈ Dα, we have g ∈ 〈Dα+1〉a if g is non-injective, or else g = fC ?a h for
some C ∈ F and h ∈M .
Remark 2.58. If 1 ≤ α < |X| < |Y | = ℵ0, then Theorem 2.57 gives rank(PT aXY ) = |PT aXY | = ℵ0.
Having now covered the case in which α < ξ = min(|X|, |Y |), we assume that α = ξ for the remainder
of the section. We still assume that |X| < ℵ0 and |Y | ≤ ℵ0. If we had |X| = |Y |, then a would be a
(full) bijection, and so PT aXY ∼= PTX , with |X| < ℵ0. Since the rank of finite PTX is well known (see
above), we assume that either α = |X| < |Y | or α = |Y | < |X|. The former implies that a is a surjection,
and the latter that a is a full injection, so that PT aXY ∼= PT (Y, σ) or PT aXY ∼= PT (X,A), respectively, as
discussed in Section 2.3. As noted earlier, the rank of PT (X,A) has already been calculated [6, Theorem 2.4];
however, we include a proof here (of the special case in which α = |Y | < |X|) for completeness, and to show
the versatility of our general techniques. To the knowledge of the authors, the rank of PT (Y, σ) has not
previously been calculated, even in the case that σ is a diagonal relation (on a proper subset of Y ).
Lemma 2.59. (i) If α = |Y | < ℵ0, then P a1 = PT aXY , P a2 = P a, and Ra = R on PT aXY .
(ii) If α = |X| < ℵ0, then P a2 = PT aXY , P a1 = P a, and L a = L on PT aXY .
Proof. If α = |Y | < ℵ0, then a is a full injection, and so right-invertible. If α = |X| < ℵ0, then a is a
surjection, and so left-invertible. So the result follows immediately from [4, Lemma 1.2].
Lemma 2.60. Suppose α = ξ < ℵ0, and that Dα ⊆ 〈Ω〉a, where Ω ⊆ PTXY .
(i) Ω contains a cross-section of Dα/R and a cross-section of Dα/L .
(ii) If α = |Y | < |X| ≤ ℵ0, then |Ω ∩Dα| ≥ S(|X|+ 1, α+ 1).
(iii) If α = |X| < |Y | ≤ ℵ0, then |Ω ∩Dα| ≥
(|Y |
α
)
.
(iv) If 3 ≤ α = |X| < |Y | ≤ ℵ0 and a is injective, then |Ω ∩Dα| ≥
(|Y |
α
)
+ 1.
Proof. By Corollary 2.4(i) and (ii), |Dα/R| = S(|X|+ 1, α+ 1) and |Dα/L | =
(|Y |
α
)
.
(i). This follows immediately from [4, Lemma 5.1], since Dα = Jb is the maximum J -class in PTXY , and
since every element of aPTXY ∪PTXY a is stable; the latter follows from Lemma 2.7(iii) as α = rank(a) < ℵ0.
(ii) and (iii). These follow immediately from (i), together with the above-mentioned fact about the sizes of
Dα/R and Dα/L .
(iv). Suppose 3 ≤ α = |X| < |Y | ≤ ℵ0 and a is injective. It is enough to show that Ω must contain
two elements from some L -class in Dα. By Proposition 2.23(ii), Jab is a maximal J
a-class of PT aXY . By
Lemma 2.49 and Theorem 2.35(v), Jab = Ĥ
a
b is a subsemigroup of PT aXY ; thus, since Ĥab ⊆ Dα ⊆ 〈Ω〉a, it
follows that Ω contains a generating set for Ĥab . By Theorem 2.35(v), Ĥ
a
b is an (α + 1)
β × ΛI rectangular
group over Sα. Since α = |X|, a is surjective, so β = 0 and (α + 1)β = 1. Since a is injective, ΛI = 1.
Consequently, Ĥab is in fact a group; thus, Ĥ
a
b = H
a
b is isomorphic to Sα. Since Ω contains a generating set
for Ĥab , as shown above, and since rank(Sα) = 2 (as α ≥ 3), it follows that Ω contains (at least) two elements
of Hab ⊆ Lab , as required.
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Remark 2.61. In the proof of (iv), we showed that the maximum J a-class of PT aXY is a group if a is
injective and 3 ≤ α = |X| < |Y | ≤ ℵ0 (this is still true if α ≤ 2); see Figure 6 (right). The identity element
of this group (i.e., b) is not an identity element of PT aXY , although it is a left identity.
Recall that Daα = Dα∩P a is the set of all regular elements of PT aXY of maximum rank α. By Lemma 2.49,
Daα = J
a
b is the maximum J
a-class of PT aXY .
Lemma 2.62. Suppose α = ξ < ℵ0, and that Γ is a cross-section of the non-regular Da-classes contained
in Dα. Then Dα ⊆ 〈Daα ∪ Γ〉a.
Proof. We must consider two cases, depending on whether α = |Y | or |X|. We give the proof only in the
former case, as the latter is nearly identical. Clearly it suffices to show that Dα \Daα ⊆ 〈Daα ∪Γ〉a. With this
in mind, let f ∈ Dα \Daα; we must show that f ∈ 〈Daα ∪Γ〉a. By Lemma 2.59(i), Daα = Dα ∩P a = Dα ∩P a2 .
Again using Lemma 2.59(i), it follows that f ∈ Dα \ (Dα ∩ P a2 ) = Dα \ P a2 ⊆ PT aXY \ P a2 = P a1 \ P a2 .
By Theorem 2.13(iv), Daf = R
a
f . Thus, by assumption, there exists some g ∈ Γ with g Ra f . If g = f ,
then f ∈ Γ ⊆ 〈Daα ∪ Γ〉a, as desired, so suppose g 6= f . Then f = g ?a h for some h ∈ PTXY . Now,
α = rank(f) = rank(gah) ≤ rank(ah) ≤ rank(h) ≤ α, so that rank(ah) = rank(h) = α. Now, rank(h) = α
gives h ∈ Dα, and rank(ah) = rank(h) gives ah J h; stability of a (since α < ℵ0) then gives ah L h, so
that h ∈ P a2 = P a. It follows that h ∈ Dα ∩ P a = Daα. Thus, f = g ?a h ∈ 〈Daα ∪ Γ〉a, as required.
We now have all we need to calculate rank(PT aXY ) in the case that α = |Y |.
Theorem 2.63. Suppose 1 ≤ α = rank(a) = |Y | < |X| < ℵ0. Then rank(PT aXY ) = S(|X|+ 1, α+ 1).
Proof. It follows immediately from Lemma 2.60(ii) that rank(PT aXY ) ≥ S(|X|+ 1, α+ 1). To complete the
proof, it suffices to provide a generating set of the specified size.
By Theorem 2.35(v) and Lemma 2.49, Daα = Ĥab is an (α + 1)
β × ΛI rectangular group over Sα. Since
α = |Y |, a is injective, so ΛI = 1. Since α < |X|, a is not surjective, so β ≥ 1; together with α ≥ 1, it follows
that (α+ 1)β ≥ 2 ≥ rank(Sα). Thus, by [4, Proposition 3.11(i)], rank(Daα) = max
(
(α+ 1)β, 1, rank(Sα)
)
=
(α+ 1)β . From [4, Proposition 3.11(iii)], we may fix a minimal-size generating set Ω for Daα that is a cross-
section of the Ra-classes of Daα. Also, let Γ be a cross-section of the non-regular Da-classes in Dα. By
Lemmas 2.53(ii) and 2.62, PT aXY = 〈Dα〉a ⊆ 〈Daα ∪Γ〉a = 〈〈Ω〉a ∪Γ〉a = 〈Ω∪Γ〉a, so it remains to show that
Ω ∪ Γ has the desired size. In fact, by Corollary 2.4(i), it is enough to show that Ω ∪ Γ is a cross-section of
the R-classes in Dα. By Lemma 2.59(i), R = Ra on PT aXY , so every R-class contained in Dα is an Ra-class.
Now, Ω is a cross-section of the Ra-classes in Daα; these are precisely the regular Ra-classes in Dα. As in
the proof of Lemma 2.62, Γ is a cross-section of the non-regular Ra-classes.
Remark 2.64. If 1 ≤ α = |Y | < |X| < ℵ0, then a is injective, so that PT aXY ∼= PT (X,A). So Theorem 2.63
gives rank(PT (X,A)) = S(|X|+ 1, |A|+ 1) if 1 ≤ |A| < |X| < ℵ0. This was first proved in [6, Theorem 2.4].
We now focus on the case in which α = |X|. Note that this implies that a is surjective, that a cannot
be both full and injective, that every element of Dα is full and injective, and that every element of Dα−1 is
either full or injective (but not both).
Lemma 2.65. Suppose 1 ≤ α = |X| < |Y | ≤ ℵ0.
(i) If a is non-injective, and if f ∈ Dα−1 is full, then f ∈ Dα ?a Dα.
(ii) If a is non-full, and if f ∈ Dα−1 is injective, then f ∈ Dα ?a Dα.
(iii) If a is non-injective and non-full, then PT aXY = 〈Dα〉a.
Proof. (i). Write f =
(
F1 ··· Fα−1
f1 ··· fα−1
)
. Without loss of generality, we may assume that |F1|, |A1| ≥ 2. Since
|X| = α, this forces |F1| = 2, and |F2| = · · · = |Fα−1| = 1. Fix some x ∈ A1 \ {b1}, some y ∈ Y \ im(f), and
write F1 = {u, v}. Then f = g ?a h, where g =
(
u v F2 ··· Fα−1
x b1 b2 ··· bα−1
)
and h =
(
a1 ··· aα−1 aα
f1 ··· fα−1 y
)
.
(ii). Write f =
(
f1 ··· fα−1
g1 ··· gα−1
)
, X \ dom(f) = {x}, and choose some y ∈ Y \ dom(a) and some z ∈ Y \ im(f).
Then f = g ?a h, where g =
(
f1 ··· fα−1 x
b1 ··· bα−1 y
)
and h =
( a1 ··· aα−1 aα
g1 ··· gα−1 z
)
.
(iii). Suppose a is non-injective and non-full. By Corollary 2.54(i), it suffices to show that Dα−1 ⊆ 〈Dα〉a.
So suppose f ∈ Dα−1. If f is injective, then part (ii) gives f ∈ 〈Dα〉a. If f is non-injective, then it is full
(since rank(f) = α− 1), so part (i) gives f ∈ 〈Dα〉a.
22
Lemma 2.66. Suppose 1 ≤ α = |X| < |Y | ≤ ℵ0.
(i) If a is injective, then every element of 〈Dα〉a is injective.
(ii) If a is full, then every element of 〈Dα〉a is full.
Proof. Both statements follow from the facts that: every element of Dα is a full injection; the composite of
injective partial transformations is injective; and the composite of full transformations is full.
Lemma 2.67. Suppose 1 ≤ α = |X| < |Y | ≤ ℵ0.
(i) If f ∈ Dα−1 is injective, then f ∈ Dα ?a g ?a Dα, where g =
(
a1 ··· aα−1
b1 ··· bα−1
)
.
(ii) If f ∈ Dα−1 is full, then f ∈ Dα ?a g ?a Dα, where g =
(
a1 ··· aα−2 {aα−1,aα}
b1 ··· bα−2 bα−1
)
.
Proof. (i). Write f =
(
f1 ··· fα−1
g1 ··· gα−1
)
, X \ dom(f) = {x}, and fix some y ∈ Y \ im(f). Then f = h1 ?a g ?a h2,
where h1 =
(
f1 ··· fα−1 x
b1 ··· bα−1 bα
)
and h2 =
( a1 ··· aα−1 aα
g1 ··· gα−1 y
)
.
(ii). Write f =
(
f1 ··· fα−2 {fα−1,x}
g1 ··· gα−2 gα−1
)
. Fix y ∈ Y \ im(f). Then we define h1, h2 exactly as in the previous
case.
Lemma 2.68. Suppose 1 ≤ α = |X| < |Y | ≤ ℵ0.
(i) If a is full, then PT aXY = 〈Dα ∪ {g}〉a, where g =
(
a1 ··· aα−1
b1 ··· bα−1
)
.
(ii) If a is injective, then PT aXY = 〈Dα ∪ {g}〉a, where g =
(
a1 ··· aα−2 {aα−1,aα}
b1 ··· bα−2 bα−1
)
.
Proof. We just prove (i), as the proof of (ii) is virtually identical. Suppose a is full, and note that this
implies a is non-injective. By Corollary 2.54(i), it suffices to show that Dα−1 ⊆ 〈Dα ∪ {g}〉a, so suppose
f ∈ Dα−1. If f is full, then Lemma 2.65(i) gives f ∈ 〈Dα〉a ⊆ 〈Dα∪{g}〉a. If f is non-full, then it is injective
(since rank(f) = α− 1), and so Lemma 2.67(i) gives f ∈ 〈Dα ∪ {g}〉a.
Theorem 2.69. Suppose 1 ≤ α = rank(a) = |X| < |Y | ≤ ℵ0. Then
rank(PT aXY ) =
(|Y |
α
)
+

0 if a is neither full nor injective
1 if a is full or [a is injective and α ≤ 2]
2 if a is injective and α ≥ 3.
Proof. First suppose PT aXY = 〈Ω〉a. Lemma 2.60(iii) gives |Ω ∩ Dα| ≥
(|Y |
α
)
, while Lemma 2.60(iv) gives
|Ω ∩ Dα| ≥
(|Y |
α
)
+ 1 if a is injective and α ≥ 3. Lemma 2.66 gives |Ω \ Dα| ≥ 1 if a is injective or full.
Together, these show that the claimed value of rank(PT aXY ) is a lower bound. To complete the proof, it
suffices to provide a generating set of the specified size.
By Theorem 2.35(v) and Lemma 2.49, Daα = Ĥab is an (α + 1)
β × ΛI rectangular group over Sα. Since
α = |X|, a is surjective, so β = 0 and (α + 1)β = 1. If a is not injective, or if α ≤ 2, then ΛI ≥ rank(Sα),
so [4, Proposition 3.11(i)] gives
rank(Daα) = max(1,ΛI , rank(Sα)) =
{
ΛI if a is non-injective or α ≤ 2
2 if a is injective and α ≥ 3.
Choose a minimal-size generating set Ω for Dα = Ĥab . In the first case (in which a is non-injective or α ≤ 2),
by [4, Proposition 3.11(iv)], we may assume that Ω is a cross-section of the L a-classes of Daα. In the second
case, as in the proof of Lemma 2.60(iv), Daα = Ĥab is a single H
a-class, which is a group isomorphic to Sα,
and Ω has two elements from this group. Let Γ be a cross-section of the non-regular Da-classes contained
in Dα. By Lemma 2.62, Dα ⊆ 〈Daα ∪Γ〉a = 〈Ω∪Γ〉a. As in the proof of Theorem 2.63, noting that L a = L
on PT aXY and that |Dα/L | =
(|Y |
α
)
, by Lemma 2.59(ii) and Corollary 2.4, respectively, we have
|Ω ∪ Γ| = (|Y |α )+
{
0 if a is non-injective or α ≤ 2
1 if a is injective and α ≥ 3.
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If a is neither full nor injective, then Lemma 2.65(iii) gives PT aXY = 〈Dα〉a = 〈Ω ∪ Γ〉a, and the proof is
complete in this case. If a is full or injective, then Lemma 2.68 says that PT aXY = 〈Dα∪{g}〉a = 〈Ω∪Γ∪{g}〉a
for some g ∈ Dα−1, completing the proof in these cases also.
Remark 2.70. Since PT aXY ∼= PT (Y, σ) if a is surjective, Theorem 2.69 gives a formula for rank(PT (Y, σ))
in the case that 1 ≤ |Y | ≤ ℵ0 and |Y/σ| < ℵ0; for |Y | = 0 or |Y | > ℵ0 and/or |Y/σ| ≥ ℵ0, see the discussion at
the beginning of this section. To the authors’ knowledge, rank(PT (Y, σ)) has not been previously calculated.
In the case that σ is the diagonal relation, PT (Y, σ) = {f ∈ PTY : dom(f) ⊆ B}, so Theorem 2.69 gives the
rank of these semigroups as well; this rank is
(|Y |
|B|
)
+ 1 or
(|Y |
|B|
)
+ 2, according to whether |B| ≤ 2 or |B| ≥ 3,
respectively.
Remark 2.71. As in Remark 2.58, again note that rank(PT aXY ) = |PT aXY | = ℵ0 if 1 ≤ α = |X| < |Y | = ℵ0.
Also note that the value of rank(PT aXY ) given in Theorem 2.69 does not depend on the actual sizes, λ1, . . . , λα,
of the ker(a)-classes, apart from some small effect in the case that a is injective (i.e., when λi = 1 for all i).
2.7 Egg-box diagrams
In this section, we give computer-generated egg-box diagrams for a number of sandwich semigroups PT aXY ,
in large part to illustrate various results in the preceding sections; these diagrams were all produced with the
Semigroups package in GAP [22], and we thank Dr Attila Egri-Nagy and Dr James Mitchell for writing the
code for creating them. In each such diagram, elements related under the relevant Green’s R (or L or H )
relation are in the same row (or column or cell, respectively). The ≤J order is indicated in the usual way
(with a line segment from oneJ -class up to anotherJ -class if the former is covered by the latter). Group
H -classes are always coloured gray. In all cases, we assume X = {1, . . . ,m} and Y = {1, . . . , n} for appropri-
ate m,n ∈ N, writing PTmn for PT{1,...,m},{1,...,n}, and we denote a partial transformation in standard tableau
form: for example, f =
(
1 2 3 4 5
3 4 3 − 1
) ∈ PT54 denotes the partial transformation with dom(f) = {1, 2, 3, 5} and
im(f) = {1, 3, 4}, under which 1 7→ 3, 2 7→ 4, 3 7→ 3 and 5 7→ 1.
Figure 1: Egg-box diagrams of the partial transformation semigroups PT2 (left) and PT3 (right).
Figure 2: Egg-box diagram of the sandwich semigroup PT a35, where a =
 
1 2 3 4 5
1 1 2 2  
  2 PT53. Note that a is
neither full, nor injective, nor surjective.
3 The category T
Recall that the category T =  (A, f,B) : A,B 2 Set+, f 2 TAB is the (regular monoidal) partial sub-
semigroup of the category PT consisting of all full transformations between non-empty sets. Our thorough
investigation of the category PT in Section 2 may be adapted to prove analogous results concerning the
category T . Rather than giving the full details, we will just list the main results, and comment on similari-
ties with PT . Many results in this section are either proved along similar lines to the corresponding results
of Section 2, or else may be obtained as direct consequences of results in Section 2, by applying a suitable
“reduction” result from [4, Section 1.4]. We also note that many of the results of [2] are special cases of the
results in this section, taking |X| = |Y | < @0.
3.1 Green’s relations and stability in T
As in Proposition 2.2, we may describe Green’s relations and preorders on T . If (A, f,B), (C, g,D) 2 T ,
then
(i) (A, f,B) R (C, g,D) , A = C and ker(f) ◆ ker(g),
(ii) (A, f,B) L (C, g,D) , B = D and im(f) ✓ im(g),
(iii) (A, f,B) J (C, g,D) , rank(f)  rank(g),
(iv) (A, f,B) R (C, g,D) , A = C and ker(f) = ker(g),
(v) (A, f,B) L (C, g,D) , B = D and im(f) = im(g),
(vi) (A, f,B)J (C, g,D) , (A, f,B) D (C, g,D) , rank(f) = rank(g).
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Figure 1: gg-bo i r f i l f i i l ft) T3 (right).
Figure 2: Egg-box diagr f
(
−
) ∈ 53. ote that a is
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Figure 3: Egg-box diagram of the sandwich semigroup PT b35, where b = ( 1 2 3 4 51 1 2 2 2 ) ∈ PT53. Note that b is
full, but neither injective nor surjective.
Figure 4: Egg-box diagram of the sandwich semigroup PT c35, where c =
(
1 2 3 4 5
1 2 − − −
) ∈ PT53. Note that c is
injective, but neither full nor surjective.
3 The category T
Recall that the category T = {(A, f,B) : A,B ∈ Set+, f ∈ TAB} is the (regular monoidal) partial sub-
semigroup of the category PT consisting of all full transformations between non-empty sets. Our thorough
investigation of the category PT in Section 2 may be adapted to prove analogous results concerning the
category T . Rather than giving the full details, we will just list the main results, and comment on similari-
ties with PT . Many results in this section are either proved along similar lines to the corresponding results
of Section 2, or else may be obtained as direct consequences of results in Section 2, by applying a suitable
“reduction” result from [4, Section 1.4]. We also note that many of the results of [2] are special cases of the
results in this section, taking |X| = |Y | < ℵ0.
3.1 Green’s relations and stability in T
As in Proposition 2.2, we may describe Green’s relations and preorders on T . If (A, f,B), (C, g,D) ∈ T ,
then
(i) (A, f,B) ≤R (C, g,D) ⇔ A = C and ker(f) ⊇ ker(g),
(ii) (A, f,B) ≤L (C, g,D) ⇔ B = D and im(f) ⊆ im(g),
(iii) (A, f,B) ≤J (C, g,D) ⇔ rank(f) ≤ rank(g),
(iv) (A, f,B) R (C, g,D) ⇔ A = C and ker(f) = ker(g),
(v) (A, f,B) L (C, g,D) ⇔ B = D and im(f) = im(g),
(vi) (A, f,B)J (C, g,D) ⇔ (A, f,B) D (C, g,D) ⇔ rank(f) = rank(g).
Indeed, parts (i), (ii), (iv) and (v) follow directly from Proposition 2.2 and [4, Lemma 1.8]; note that
statements concerning domains in Proposition 2.2 become vacuous when considering T , as all transformations
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Figure 5: Egg-box diagram of the sandwich semigroup PT d43, where d = ( 1 2 31 2 3 ) ∈ PT34. Note that d is full
and injective, but not surjective.
are full. Parts (iii) and (vi) are proved in similar fashion to the corresponding parts of Proposition 2.2; we
only note that in the proof of (iii), the partial transformation h2 ∈ PTDB needs to be arbitrarily extended
to a full transformation from TDB.
As in Corollary 2.3, but noting that the minimum rank of a full transformation is 1, it follows that
the J = D-classes of TAB are the sets
Dµ = Dµ(TAB) = {(A, f,B) : f ∈ TAB, rank(f) = µ} for each cardinal 1 ≤ µ ≤ min(|A|, |B|).
These J -classes form a chain: Dµ ≤J Dν ⇔ µ ≤ ν. As in Corollary 2.4, if |A| = α and |B| = β, then
|Dµ/R| = S(α, µ), |Dµ/L | =
(
β
µ
)
, |Dµ/H | =
(
β
µ
)
S(α, µ), |Dµ| = µ!
(
β
µ
)
S(α, µ),
and each H -class in Dµ has size µ!. Consequently,
βα = |TAB| =
min(α,β)∑
µ=1
µ!
(
β
µ
)
S(α, µ).
As in Lemma 2.7 (and using a preliminary result analogous to Lemma 2.6), we may also prove that if
(A, f,B) ∈ T , then
(i) (A, f,B) is R-stable ⇔ [rank(f) < ℵ0 or f is injective],
(ii) (A, f,B) is L -stable ⇔ [rank(f) < ℵ0 or f is surjective],
(iii) (A, f,B) is stable ⇔ [rank(f) < ℵ0 or f is bijective].
One could also use [4, Lemma 1.9] to prove the backwards implications in each of (i)–(iii).
3.2 Green’s relations, regularity and stability in T aXY
In order to study sandwich semigroups in T , for the rest of Section 3, we fix two non-empty sets X,Y ∈ Set+.
Again, we will identify TZW with TZW , where Z,W ∈ {X,Y }, via f ≡ (Z, f,W ). For the rest of Section 3,
we also fix a transformation a ∈ TY X , and write
a =
(
Ai
ai
)
i∈I , A = im(a) = {ai : i ∈ I}, σ = ker(a), α = rank(a), (3.1)
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Figure 6: Left to right: egg-box diagrams of the sandwich semigroups PT e35, PT f35 and PT g35, where e = 
1 2 3 4 5
1 2 3 3  
 
, f = ( 1 2 3 4 51 1 2 2 3 ) , g =
 
1 2 3 4 5
1 2 3    
  2 PT53. Note that e is surjective, but neither full nor injective;
f is full and surjective, but not injective; and g is injective and surjective, but not full.
From these, a characterisation of Green’s relations on T aXY may be deduced; we won’t state this explicitly,
as it is exactly analogous to Theorem 2.13 (see also [19, Remark 2.3]). Since T is regular, we again have
Reg(T aXY ) = P a; this last statement may also be deduced from [17, Theorem 5.3]. Also, as in Proposi-
tions 2.16 and 2.17, one may show that
(i) a is R-stable , P a3 ✓ P a1 , (ii) a is L -stable , P a3 ✓ P a2 , (iii) a is stable , P a3 = P a
a is stable , J a = Da.
As in Propositions 2.19 and 2.20, we may characterise the ordering on J a-classes of T aXY . Since these are
directly analogous to the just-mentioned results, we will not state these here. Again the reader should note
that simplifications occur; for example, condition (iv) of Proposition 2.19 reduces to “ker(f) ◆ ker(ga)”.
However, it is worth noting that (as in Proposition 2.22) the regular Da-classes of T aXY are precisely the sets
Daµ = {f 2 P a : rank(f) = µ} for each cardinal 1  µ  ↵ = rank(a),
and that, if f 2 P a, then Daf = Jaf if and only if rank(f) < @0 or a is stable. Also, as in Proposition 2.23:
(i) If ↵ < ⇠, then the maximalJ a-classes of T aXY are the singleton sets {f}, for f 2 TXY with rank(f) > ↵.
(ii) If ↵ = ⇠, then the set Jab = {f 2 P a3 : rank(f) = ↵} is a maximum J a-class of T aXY .
A subtle but crucial difference between sandwich semigroups in PT and T is that the minimum J a-class
in T aXY is not a singleton in general, since T has no mappings of rank 0. Rather, this minimum J a-class is
the set of all constant mappings X ! Y ,
Da1 = {f 2 P a : rank(f) = 1} = {f 2 TXY : rank(f) = 1},
which has size |Y |.
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noting that dom(a) =
⋃
i∈I Ai = Y , σ is an equivalence on , Y/σ = {Ai : i ∈ I}, and α = |I| = |A| = |Y/σ|.
For each i ∈ I, we fix some bi ∈ Ai. We also fix a partition {Bi : i ∈ I} of X such that ai ∈ Bi for each i,
and we define
b =
(
Bi
bi
) ∈ TXY , (3.2)
so that a = aba and b = bab. We also define
β = |X \ im(a)|, ξ = min(|X|, |Y |), λi = |Ai| for i ∈ I, ΛJ =
∏
j∈J
λj for ⊆ I, (3.3)
noting that
∑
i∈I λi = |Y |.
The sets
P a1 = {f ∈ TXY : fa R f}, P a2 = {f ∈ TXY : af L f}, P a3 = {f ∈ TXY : afaJ f}, P a = P a1 ∩ P a2
may also be easily described:
(i) P a1 = {f ∈ TXY : ker(fa) = ker(f)} = {f ∈ TXY : ker(a) separates im(f)},
(ii) P a2 = {f ∈ TXY : im(af) = im(f)} = {f ∈ TXY : im(a) saturates ker(f)},
(iii) P a = {f ∈ TXY : ker(fa) = ker(f), im(af) = im(f)}
= {f ∈ TXY : ker(a) separates im(f), im(a) saturates ker(f)},
(iv) P a3 = {f ∈ TXY : rank(afa) = rank(f)}.
From these, a characterisation of Green’s relations on T aXY may be deduced; we won’t state this explicitly,
as it is exactly analogous to Theorem 2.13 (see also [20, Remark 2.3]). Since T is regular, we again have
Reg(T aXY ) = P a; this last statement may also be deduced from [18, Theorem 5.3]. Also, as in Proposi-
tions 2.16 and 2.17, one may show that
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Figure 7: Left to right: egg-box diagrams of the regular sandwich semigroups Reg(PT a35), Reg(PT b35),
Reg(PT c35), Reg(PT d43), Reg(PT e35), Reg(PT f35) and Reg(PT g35), where the sandwich elements a, b, c, d, e, f, g,
are as in Figures 2–6. The first three are inflations (in the sense of [4, Remark 2.15]) of PT2, and the other
four are inflations of PT3; cf Figure 1. In fact, Reg(PT g35) ⇠= PT3, as in Remark 2.30.
3.3 A structure theorem for Reg(T aXY ) and connections to (non-sandwich) semigroups
of transformations
As in Section 2.3, the commutative diagrams [4, (2.1) and (2.7)] lead to relationships between the sandwich
semigroup T aXY and certain (non-sandwich) transformation semigroups: namely,
TXY a = TX(ba) = {f 2 TX : im(f) ✓ A} and aTXY = (ab)TY = {f 2 TY : ker(f) ◆  }.
These are subsemigroups (indeed, principal one-sided ideals) of TX and TY , respectively; they have been
studied extensively in the literature, where they are commonly denoted by T (X,A) and T (Y, ), respectively;
see for example [6,20,24]. We also note that the regular monoid (aTXY a,~), which is isomorphic to baTXY a =
(ba)TX(ba) by [4, Remark 2.6], is in fact isomorphic to TA. Indeed, this is (only slightly) less obvious than the
corresponding isomorphism (aPTXY a,~) ⇠= PTA discussed in Section 2.3. Note that ba =
 
Bi
ai
  2 TX , and
since ai 2 Bi for each i, every element of (ba)TX(ba) is uniquely determined by its restriction to A. It quickly
follows that (ba)TX(ba) ! TA : f 7! f |A is an isomorphism. Thus, [4, (2.1) and (2.7)] yield commutative
diagrams of semigroup epimorphisms:
T aXY
T (X,A) T (Y, )
(aTXY a,~)
TA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!(bh)|A
Reg(T aXY )
Reg(T (X,A)) Reg(T (Y, ))
(aTXY a,~)
TA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!(bh)|A
(3.4)
If a is injective, then  1 and  1 are isomorphisms. If a is surjective, then  2 and  2 are isomorphisms. If a is
bijective, then all maps in (3.4) are isomorphisms. Consequently, T (X,A) and T (Y, ) arise as special cases
of the T aXY construction. As with Theorem 3.5, the next result follows immediately from [4, Theorem 2.10],
and the above observations.
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(i) a is R-stable ⇔ P a3 ⊆ P a1 , (ii) a is L -stable ⇔ P a3 ⊆ P a2 , (iii) a is stable ⇔ P a3 = P a
a is stable ⇔ J a = Da.
As in Pro ositions 2.19 and 2.20, we may characterise the ordering on J a-classes of T aXY . Since these are
directly analogous to the just-mentioned results, we will not state these here. Again the reader should note
that simplifications occur; for example, condition (iv) of Proposition 2.19 reduces to “ker(f) ⊇ ker(ga)”.
However, it is worth noting that (as in Proposition 2.22) the regular Da-classes of T aXY are precisely the s ts
Daµ = {f ∈ P a : rank(f) = µ} for each cardinal 1 ≤ µ ≤ α = rank(a),
and that, if f ∈ P a, then Daf = Jaf if and only if rank(f) < ℵ0 or a is stable. Also, as in Proposition 2.23:
(i) If α < ξ, then the maximalJ a-classes of T aXY are the singleton sets {f}, for f ∈ TXY with rank(f) > α.
(ii) If α = ξ, then the set Jab = {f ∈ P a3 : rank(f) = α} is a maximum J a-class of T aXY .
A subtle but crucial difference between sandwich semigroups in PT and T is that the minimum J a-class
in T aXY is not a singleton in general, since T has no mappings of rank 0. Rather, this minimum J a-class is
the set of all constant mappings X → Y ,
Da1 = {f ∈ P a : rank(f) = 1} = {f ∈ TXY : rank(f) = 1},
which has size |Y |.
3.3 A structure theorem for Reg(T aXY ) and connections to (non-sandwich) semigroups
of transformations
As in Section 2.3, the commutative diagrams [4, diagrams (2.1) and (2.7)] lead to relationships between the
sandwich semigroup T aXY and certain (non-sandwich) transformation semigroups: namely,
TXY a = TX(ba) = {f ∈ TX : m(f) ⊆ A} and aTXY = (ab)TY = {f ∈ TY : ker(f) ⊇ σ}
These are subsemigroups (indeed, principal one-sided ideals) of TX and TY , respectively; they have been
studied extensively in the literature, where they are commonly denoted by T (X,A) and T (Y, σ), respec-
tively; see for example [6, 21, 25]. We also note that the regular monoid (aTXY a,~), which is isomorphic
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to baTXY a = (ba)TX(ba) by [4, Remark 2.6], is in fact isomorphic to TA. Indeed, this is (only slightly)
less obvious than the corresponding isomorphism (aPTXY a,~) ∼= PTA discussed in Section 2.3. Note
that ba =
(
Bi
ai
) ∈ TX , and since ai ∈ Bi for each i, every element of (ba)TX(ba) is uniquely determined
by its restriction to A. It quickly follows that (ba)TX(ba)→ TA : f 7→ f |A is an isomorphism. Thus, [4, dia-
grams (2.1) and (2.7)] yield commutative diagrams of semigroup epimorphisms:
Figure 7: Left to right: egg-box diagrams of the regular sandwich semigroups Reg(PT a35), Reg(PT b35),
Reg(PT c35), Reg(PT d43), Reg(PT e35), Reg(PT f35) and Reg(PT g35), where the sandwich elements a, b, c, d, e, f, g,
are as in Figures 2–6. The first three are inflations (in the sense of [4, Remark 2.15]) of PT2, and the other
four are inflations of PT3; cf Figure 1. In fact, Reg(PT g35) ⇠= PT3, as in Remark 2.30.
3.3 A structure theorem for Reg(T aXY ) and connections to (non-sandwich) semigroups
of transformations
As in Section 2.3, the commutative diagrams [4, (2.1) and (2.7)] lead to relationships between the sandwich
semigroup T aXY and certain (non-sandwich) transformation semigroups: namely,
TXY a = TX(ba) = {f 2 TX : im(f) ✓ A} and aTXY = (ab)TY = {f 2 TY : ker(f) ◆  }.
These are subsemigroups (indeed, principal one-sided ideals) of TX and TY , respectively; they have been
studied extensively in the literature, where they are commonly denoted by T (X,A) and T (Y, ), respectively;
see for example [6,20,24]. We also note that the regular monoid (aTXY a,~), which is isomorphic to baTXY a =
(ba)TX(ba) by [4, Remark 2.6], is in fact isomorphic to TA. Indeed, this is (only slightly) less obvious than the
corresponding isomorphism (aPTXY a,~) ⇠= PTA discussed in Section 2.3. Note that ba =
 
Bi
ai
  2 TX , and
since ai 2 Bi for each i, every element of (ba)TX(ba) is uniquely determined by its restriction to A. It quickly
follows that (ba)TX(ba) ! TA : f 7! f |A is an isomorphism. Thus, [4, (2.1) and (2.7)] yield commutative
diagrams of semigroup epimorphisms:
T aXY
T (X,A) T (Y, )
(aTXY a,~)
TA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!(bh)|A
Reg(T aXY )
Reg(T (X,A)) Reg(T (Y, ))
(aTXY a,~)
TA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!(bh)|A
(3.4)
If a is injective, then  1 and  1 are isomorphisms. If a is surjective, then  2 and  2 are isomorphisms. If a is
bijective, then all maps in (3.4) are isomorphisms. Consequently, T (X,A) and T (Y, ) arise as special cases
of the T aXY construction. As with Theorem 3.5, the next result follows immediately from [4, Theorem 2.10],
and the above observations.
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(3.4)
If a is i jective, t e Ψ1 a ψ1 are iso or is s. If a is s rjective, t e Ψ2 a ψ2 are iso or is s. If a is
ijective, t e all a s i (3.4) are iso or is s. o seq e tly, ( , ) a ( , σ) arise as s ecial cases
of t e aY co str ctio . s it eore 3.5, t e ext res lt follo s i e iately fro [4, eore 2.10],
a t e a ove o servatio s.
Theorem 3.5. Consider the map ψ : Reg(T aXY ) → Reg(T (X,A)) × Reg(T (Y, σ)) : f 7→ (fa, af). Then ψ
is injective, and im(ψ) = {(g, h) ∈ Reg(T (X,A))× Reg(T (Y, σ)) : ag = ha}. In particular, Reg(T aXY ) is a
pullback product of Reg(T (X,A)) and Reg(T (Y, σ)) with respect to PTA.
It is also possible to quickly deduce simple descriptions of the regular subsemigroups Reg(T (X,A)) and
Reg(T (Y, σ)); we will not state these description explicitly, as the reader may easily modify Proposition 2.28
as appropriate, and since they have been previously given in [21,24].
3.4 The regular subsemigroup P a = Reg(T aXY )
As in Section 2.4, we may give a thorough structural description of the regular subsemigroup P a = Reg(T aXY ).
First, we note that Green’s R, L , H and D relations on P a are simply the restrictions of the corresponding
relations Ra, L a, H a and Da on T aXY , and that J P
a
= Da. As in Proposition 2.33, if f ∈ P a, then
Kaf = Kf ∩ P a if K is any of R,L ,H ,D . The J P
a
= Da-classes of P a are the sets
Daµ = {g ∈ P a : rank(g) = µ} for each cardinal 1 ≤ µ ≤ α = rank(a),
and these form a chain under the J Pa-ordering: Daµ ≤ Daν ⇔ µ ≤ ν.
The internal structure of the Da-classes of P a = Reg(T aXY ) may be described using the K̂ a-relations;
these are defined by means of the epimorphism
ϕ = ψ1φ1η = ψ2φ2η : P
a → TA : f 7→ (bafa)|A = (fa)|A.
As in Theorem 2.35, we have the following.
Theorem 3.6. Let f =
(Fj
fj
)
j∈J
∈ P a = Reg(T aXY ), where J ⊆ I and fj ∈ Aj for each j, and write
µ = rank(f).
(i) R̂af is the union of µ
β Ra-classes of P a.
(ii) L̂af is the union of ΛJ L
a-classes of P a.
(iii) Ĥaf is the union of µ
βΛJ H
a-classes of P a, each of which has size µ!.
(iv) If Hf is a non-group H -class of TA, then each H a-class of P a contained in Ĥaf is a non-group.
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(v) If Hf is a group H -class of TA, then each H a-class of P a contained in Ĥaf is a group isomorphic to
the symmetric group Sµ. Further, Ĥaf is a µβ × ΛJ rectangular group over Sµ.
(vi) D̂af = D
a
f = D
a
µ = {g ∈ P a : rank(g) = µ} is the union of:
(a) µβS(α, µ) Ra-classes, (b)
∑
K⊆I
|K|=µ
ΛK L
a-classes, (c) µβS(α, µ)
∑
K⊆I
|K|=µ
ΛK H
a-classes.
As in Corollary 2.38, it follows that
|P a| =
α∑
µ=1
µ!µβS(α, µ)
∑
K⊆I
|K|=µ
ΛK .
If α = 1, then the above expression reduces to |P a| = ∑i∈I λi = |Y |, agreeing with the previously-mentioned
fact that P a = Da1 = D1(TXY ) if α = 1. As in Proposition 2.39, there is also some simplification possible in
the case that |P a| is infinite (note some differences because mappings in T have minimum rank of 1):
(i) If α ≥ 2 and |X| ≥ ℵ0, then |P a| = 2|X|ΛI = max(2|X|,ΛI).
(ii) If α ≥ 2, |X| < ℵ0, and λi ≥ ℵ0 for some i ∈ I, then |P a| = ΛI = max
i∈I
λi.
(iii) |P a| < ℵ0 ⇔ [α = 1 and |Y | < ℵ0] or [α ≥ 2, |X| < ℵ0 and λi < ℵ0 for all i ∈ I].
(iv) |P a| = ℵ0 ⇔ [α = 1 and |Y | = ℵ0] or [α ≥ 2, |X| < ℵ0 and maxi∈I λi = ℵ0].
(v) |P a| > ℵ0 ⇔ [α = 1 and |Y | > ℵ0] or [α ≥ 2 and [|X| ≥ ℵ0 or λi > ℵ0 for some i ∈ I]].
The proof of Proposition 2.41 works essentially unchanged (quoting Theorem 3.2 of [27], instead of Theo-
rem 3.1) to prove that P a = Reg(T aXY ) is MI-dominated for any α, while P a is RP-dominated if and only if
α < ℵ0. As with Theorem 2.42, the MI-domination property may then be used to prove the following result,
concerning the rank of P a = Reg(T aXY ):
Theorem 3.7. Suppose a is not a bijection.
(i) If |P a| ≥ ℵ0, then rank(P a) = |P a|.
(ii) If |P a| < ℵ0 (so that [α = 1 and |Y | < ℵ0] or [α ≥ 2, |X| < ℵ0 and λi < ℵ0 for all i ∈ I], as noted
above), then
rank(P a) =
{
|Y | if α = 1
1 + max(αβ,ΛI) if α ≥ 2.
Proof. The proof is essentially identical to that of Theorem 2.42. However, in part (ii), if α ≥ 2, then we
obtain
rank(P a) = rank(Tα : Sα) + max
(
αβ,ΛI , rank(Sα)
)
.
It is well known that rank(Tα : Sα) = 1 for α ≥ 2. If a is not injective, then ΛI ≥ 2. If a is not surjective, then
β ≥ 1 and so αβ ≥ 2. Thus, since rank(Sα) ≤ 2, it follows that max
(
αβ,ΛI , rank(Sα)
)
= max(αβ,ΛI).
As with Remark 2.43, by taking a to be injective or surjective, we obtain as corollaries the ranks of the
regular subsemigroups of T (X,A) and T (Y, σ), respectively. If X is a finite set, and if ∅ ( A ( X, then
rank(Reg(T (X,A))) =
{
1 if |A| = 1
1 + |A||X|−|A| if |A| ≥ 2.
The above was proved in [25, Theorem 3.6]. If Y is a finite non-empty set, and if σ is an equivalence relation
on Y , then
rank(Reg(T (Y, σ))) =
{
|Y | if |Y/σ| = 1
1 + ΛI if |Y/σ| ≥ 2.
The latter appears to be a new result.
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3.5 Idempotents and idempotent-generation
As in Proposition 2.44, the idempotents of T aXY may be characterised and enumerated as follows:
(i) Ea(T aXY ) = {f ∈ TXY : (af)|im(f) = idim(f)}.
(ii) If |P a| ≥ ℵ0, then |Ea(T aXY )| = |P a|.
(iii) If |P a| < ℵ0, then |Ea(T aXY )| =
α∑
µ=1
µ|X|−µ
∑
J⊆I
|J|=µ
ΛJ .
As with Theorems 2.47 and 2.50, we may describe the idempotent-generated subsemigroup of the sandwich
semigroup T aXY ; for this subsection only, we denote this subsemigroup by EaXY = Ea(T aXY ). To give this
description, we use the TA analogue of Proposition 2.46, which comes from [9–11], and states the following:
(i) If |A| < ℵ0, then E(TA) = {idA} ∪ (TA \ SA), and rank(E(TA)) = idrank(E(TA)) =
(
α
2
)
+ 1.
(ii) If |A| ≥ ℵ0, then E(TA) = {idA}∪{f ∈ TA \ SA : sh(f) < ℵ0}∪{f ∈ TA : sh(f) = col(f) = def(f) ≥ ℵ0},
and rank(E(TA)) = idrank(E(TA)) = |TA| = 2|A|.
Theorem 3.8. We have EaXY = Ea(T aXY ) = E(TA)ϕ−1. If α < ℵ0, then EaXY = Ea(Daα)∪(P a\Daα). Further,
rank(EaXY ) = idrank(EaXY ) =
{
|EaXY | = |P a| if |P a| ≥ ℵ0(
α
2
)
+ max(αβ,ΛI) if |P a| < ℵ0.
Again, we may deduce formulae for the number of idempotents in the semigroups T (X,A) and T (Y, σ),
and for the (idempotent) ranks of the idempotent-generated subsemigroups of T (X,A) and T (Y, σ), but we
leave the details for the reader.
3.6 The rank of a sandwich semigroup T aXY
As in Section 2.6, we may give formulae for the rank of a sandwich semigroup T aXY . Again, we eliminate
some easy special cases:
• If |X| = 1, then T aXY is a right zero semigroup, and so rank(T aXY ) = |T aXY | = |Y |.
• If |Y | = 1, then rank(T aXY ) = |T aXY | = 1.
• If |Y | ≥ 2 and |X| ≥ ℵ0, then T aXY is uncountable, and so rank(T aXY ) = |T aXY | = |Y ||X|.
• If |Y | > ℵ0, then T aXY is uncountable, so again rank(T aXY ) = |T aXY | = |Y ||X|.
Thus, for the duration of Section 3.6, we assume that 2 ≤ |X| < ℵ0 and 2 ≤ |Y | ≤ ℵ0. In the case that
α = rank(a) < ξ = min(|X|, |Y |), we have the following (note that α < ξ forces a to be non-injective and
non-surjective); its proof is parallel to that of Theorem 2.57, moving through a similar series of preliminary
results.
Theorem 3.9. Suppose α < ξ, and that 2 ≤ |X| < ℵ0 and 2 ≤ |Y | ≤ ℵ0. Then
rank(T aXY ) =
ξ∑
µ=α+1
µ!
(|Y |
µ
)
S(|X|, µ). 2
For the α = ξ case, the proofs of Theorems 2.63 and 2.69 may easily be modified to yield the following.
Theorem 3.10. (i) If α = |Y | < |X| < ℵ0, then rank(T aXY ) = S(|X|, α).
(ii) If α = |X| < |Y | ≤ ℵ0, then rank(T aXY ) =
(|Y |
α
)
.
Theorem 3.10 yields results concerning the ranks of finite T (X,A) and T (Y, σ):
(i) If X is a finite set, and ∅ 6= A ( X, then rank(T (X,A)) = S(|X|, |A|). This was originally proved
in [6, Theorem 2.3].
(ii) If Y is finite, and σ is a non-diagonal equivalence on Y , then rank(T (Y, σ)) = ( |Y ||Y/σ|). This appears to
be a new result.
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3.7 Egg-box diagrams
Figures 8 and 9 give egg-box diagrams (in the sense of Section 2.7) for various sandwich semigroups T aXY
and their regular subsemigroups.
Figure 8: Left to right: sandwich semigroups T a35, T b35, T c43, where a = ( 1 2 3 4 51 2 2 3 3 ) 2 T53, b = ( 1 2 3 4 51 2 3 3 3 ) 2 T53
and c = ( 1 2 31 2 3 ) 2 T34. Note that a, b are surjective (but not injective), and c is injective (but not surjective).
Figure 9: Left to right: the full transformation semigroup T3, and the regular sandwich semigroups Reg(T a35),
Reg(T b35), Reg(T c43) and Reg(T d45), where a, b, c are as in Figure 8, and d = ( 1 2 3 4 51 2 3 3 3 ) 2 T54. The four regular
sandwich semigroups are all inflations of T3 (in the sense of [4, Remark 2.15]).
4 The category I
Recall that the category I =  (A, f,B) : A,B 2 Set, f 2 IAB is the (regular monoidal) partial subsemi-
group of the category PT consisting of all injective partial transformations. Again, we may adapt the
approach of Section 2 to study the category I. However, since I is an inverse category (to be explained and
proved shortly), almost all of the results of [4, Sections 2 and 3], concerning regular subsemigroups Reg(IaXY )
of the sandwich semigroups IaXY , reduce to known results concerning symmetric inverse monoids IA.
Lemma 4.1. Let X,Y 2 Set, and let f 2 IXY and g 2 IY X . Then f = fgf and g = gfg both hold if and
only if g = f 1 is the inverse mapping of f .
Proof. From f = fgf and Lemma 2.1(i), we obtain dom(f) = dom(fgf) ✓ dom(fg) ✓ dom(f), so
dom(fg) = dom(f). It follows from the same lemma that im(f) ✓ dom(g). Similarly, considering images of
f = fgf , and applying Lemma 2.1(ii), we obtain dom(f) ✓ im(g); note that the latter is equivalent to the
assertion that im(g) saturates ker(f). Reversing the roles of f, g, and using g = gfg, we obtain the reverse
inclusions, and conclude that im(f) = dom(g) and dom(f) = im(g). So we may write f =
 
fi
gi
 
i2I and
g =
 
gi
fih
 
for some permutation h 2 SI . But
 
fi
gi
 
= f = fgf =
 
fi
gih
 
gives h = idI , and so g =
 
gi
fi
 
= f 1. 2
It follows that every element of I is uniquely regular, and so uniquely sandwich-regular, using the terminology
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Figure 9: Left to right: the full transformation semigroup T3, and the regular sandwich semigroups Reg(T a35),
Reg(T b35), Reg(T c43) and Reg(T d45), where a, b, c are as in Figure 8, and d = ( 1 2 3 4 51 2 3 3 3 ) 2 T54. The four regular
sandwich semigroups are all inflations of T3 (in the sense of [4, Remark 2.15]).
4 The category I
Recall that the category I =  (A, f,B) : A,B 2 Set, f 2 IAB is the (regular monoidal) partial subsemi-
group of the category PT consisting of all injective partial transformations. Again, we may adapt the
approach of Section 2 to study the category I. However, since I is an inverse category (to be explained and
proved shortly), almost all of the results of [4, Sections 2 and 3], concerning regular subsemigroups Reg(IaXY )
of the sandwich semigroups IaXY , reduce to known results concerning symmetric inverse monoids IA.
Le a 4.1. Let X,Y 2 Set, and let f 2 IXY and g 2 IY X . Then f = fgf and g = gfg both hold if and
only if g = f 1 is the inverse mapping of f .
Proof. From f = fgf and Lemma 2.1(i), we obtain dom(f) = dom(fgf) ✓ dom(fg) ✓ dom(f), so
do (fg) = do (f). It follows fro the sa e le a that i (f) ✓ do (g). Si ilarly, considering i ages of
f = fgf , and applying Le a 2.1(ii), we obtain do (f) ✓ i (g); note that the latter is equivalent to the
assertion that i (g) saturates ker(f). Reversing the roles of f, g, and using g = gfg, we obtain the reverse
inclusions, and conclude that i (f) do (g) and do (f) i (g). So we ay write f
 
fi
gi
 
i2I and
g
 
gi
fih
 
for so e per utation h 2 SI . But
 
fi
gi
 
f fgf
 
fi
gih
 
gives h idI , and so g
 
gi
fi
 
f 1.
It follo s that every ele ent of I is uniquely regular, and so uniquely sandwich-regular, using the ter inology
34
i i ( a35),
∈ . f r r l r
4
Recall that the category I = {(A, f,B) : A,B ∈ Set, f ∈ IAB} is the (regular monoidal) partial subsemi-
group of the category PT consisting of all injective partial transformations. Again, we may adapt the
approach of Section 2 to study the category I. However, since I is an inverse category (to be explained and
proved shortly), almost all of the results of [4, Sections 2 and 3], concerning regular subsemigroups Reg(IXY )
of the sandwich semigroups IaXY , reduce to known results concerning symmetric inverse monoids IA.
Lemma 4.1. Let X,Y ∈ Set, and let f ∈ IXY and g ∈ IY X . Then f = fgf and g = gfg both hold if and
only if g = f−1 is the invers m pping of f .
Proof. From f = fgf and Lemma 2.1(i), we obtain dom(f) = dom(fgf) ⊆ dom(fg) ⊆ dom(f), so
dom(fg) = dom(f). It follows from the same lemma that im(f) ⊆ dom(g). Similarly, considering images
of f = fgf , and applying Lemma 2.1(ii), we obtain dom(f) ⊆ im(g); note that the latter is equivalent
to the assertion that im(g) saturates ker(f). Reversing the roles of f, g, and using g = gfg, we obtain the
reverse inclusions, and conclude that im(f) = dom(g) and dom(f) = im(g). So we may write f =
(
fi
gi
)
i∈I and
g =
(
gi
fih
)
for some permutation h ∈ SI . But
(
fi
gi
)
= f = fgf =
(
fi
gih
)
gives h = idI , nd so g =
(
gi
fi
)
= f−1.
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It follows that every element of I is uniquely regular, and so uniquely sandwich-regular, using the termi-
nology of [4, Section 4]. In other words, I is an inverse category, as defined in [14] and [1, Section 2.3.2].
As in Section 3.1, we may deduce descriptions of Green’s relations and preorders on I from Proposition 2.2.
We leave it to the reader to supply the details (but note that statements concerning kernels now become
redundant). Again, the J = D-classes of IAB are the sets
Dµ = Dµ(IAB) = {(A, f,B) : f ∈ IAB, rank(f) = µ} for each cardinal 0 ≤ µ ≤ min(|A|, |B|),
and again these form a chain. If |A| = α and |B| = β, then
|Dµ/R| =
(
α
µ
)
, |Dµ/L | =
(
β
µ
)
, |Dµ/H | =
(
α
µ
)(
β
µ
)
, |Dµ| = µ!
(
α
µ
)(
β
µ
)
,
and each H -class in Dµ has size µ!. This yields the standard formula |IAB| =
∑min(α,β)
µ=0 µ!
(
α
µ
)(
β
µ
)
; to the
authors’ knowledge, no closed formula for |IAB| exists. Again, R- and/or L -stable elements of I are easily
described.
In order to discuss sandwich semigroups in I, we fix some sets X,Y ∈ Set, and as usual identify IXY
with IXY , and so on. Fix a =
(
bi
ai
)
i∈I ∈ IY X and b = a−1 =
(
ai
bi
) ∈ IXY . Note that f 7→ f−1 determines an
anti-isomorphism IaXY → IbY X . Write
A = im(a) = {ai : i ∈ I} and B = dom(a) = {bi : i ∈ I}.
Then we have
P a1 = {f ∈ IXY : im(f) ⊆ B}, P a2 = {f ∈ IXY : dom(f) ⊆ A}, P a3 = {f ∈ IXY : rank(afa) = rank(f)}.
These yield descriptions of Green’s relations on IaXY (which we will not explicitly state), and show that the
regular subsemigroup of IaXY is
Reg(IaXY ) = P a = {f ∈ IXY : dom(f) ⊆ A, im(f) ⊆ B}.
The commutative diagrams [4, diagrams (2.1) and (2.7)] again lead to relationships between the sandwich
semigroup IaXY and certain (non-sandwich) transformation semigroups: namely,
IXY a = IX(ba) = {f ∈ IX : im(f) ⊆ A} and aIXY = (ab)IY = {f ∈ IY : dom(f) ⊆ B}.
The former semigroup has been studied extensively in the literature (see for example [6]), and is usually
denoted I(X,A); the latter semigroup is anti-isomorphic to I(Y,B), and we will denote it by I(Y,B)∗.
Again, the regular monoid (aIXY a,~) ⊆ IbY X is isomorphic to baIXY b = (ba)IX(ba), the local monoid
of IX with respect to the idempotent ba =
(
ai
ai
) ∈ IX ; the latter submonoid is isomorphic to, and will be
identified with, IA. Thus, we obtain the diagrams:
of [4, Section 4]. In other words, I is an inverse category, as defined in [14] and [1, Section 2.3.2].
As in Section 3.1, we may deduce descriptions of Green’s relations and preorders on I from Proposition 2.2.
We leave it to the reader to supply the details (but note that statements concerning kernels now become
vacuous). Again, the J = D-classes of IAB are the sets
Dµ = Dµ(IAB) = {(A, f,B) : f 2 IAB, rank(f) = µ} for each cardinal 0  µ  min(|A|, |B|),
and again these form a chain. If |A| = ↵ and |B| =  , then
|Dµ/R| =
 
↵
µ
 
, |Dµ/L | =
 
 
µ
 
, |Dµ/H | =
 
↵
µ
  
 
µ
 
, |Dµ| = µ!
 
↵
µ
  
 
µ
 
,
and each H -class in Dµ has size µ!. This yields the standard formula |IAB| =
Pmin(↵, )
µ=0 µ!
 
↵
µ
  
 
µ
 
; to the
authors’ knowledge, no closed formula for |IAB| exists. Again, R- and/or L -stable elements of I are easily
described.
In order to discuss sandwich semigroups in I, we fix some sets X,Y 2 Set, and as usual identify IXY
with IXY , and so on. Fix a =
 
bi
ai
 
i2I 2 IY X and b = a 1 =
 
ai
bi
  2 IXY . Note that f 7! f 1 determines an
an i-isomorphism IaXY ! IbY X . Write
A = im(a) = {ai : i 2 I} and B = dom(a) = {bi : i 2 I}.
Then we have
P a1 = {f 2 IXY : im(f) ✓ B}, P a2 = {f 2 IXY : dom(f) ✓ A}, P a3 = {f 2 IXY : rank(afa) = rank(f)}.
These yield descriptions of Green’s relations on IaXY (which we will not explicitly state), and show that the
regular subsemigroup of IaXY is
Reg(IaXY ) = P a = {f 2 IXY : dom(f) ✓ A, im(f) ✓ B}.
The commutative diagrams [4, (2.1) and (2.7)] again lead to relationships between the sandwich semi-
group IaXY and certain (non-sandwich) transformation semigroups: namely,
IXY a = IX(ba) = {f 2 IX : im(f) ✓ A} and aIXY = (ab)IY = {f 2 IY : dom(f) ✓ B}.
The former semigroup has been studied extensively in the literature (see for example [6]), and is usually
denoted I(X,A); the latter semigroup is anti-isomorphic to I(Y,B), and we will denote it by I(Y,B)⇤.
Again, the regular monoid (aIXY a,~) ✓ IbY X is isomorphic to baIXY b = (ba)IX(ba), the local submonoid
of IX with respect to the idempotent ba =
 
ai
ai
  2 IX ; the latter submonoid is isomorphic to, and will be
identified with, IA. Thus, we obtain the diagrams:
IaXY
I(X,A) I(Y,B)⇤
(aIXY a,~)
IA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!bh
Reg(IaXY )
Reg(I(X,A)) Reg(I(Y,B)⇤)
(aIXY a,~)
IA
 1:f 7!fa  2:f 7!af
 1:g 7!ag  2:g 7!ga
⌘:h 7!bh
(4.2)
Since a (indeed, every element of I) is uniquely sandwich-regular, it follows from [4, Proposition 4.1] that
all maps in the right-hand diagram of (4.2) are isomorphisms. Consequently,
Reg(IaXY ) ⇠= Reg(I(X,A)) ⇠= Reg(I(Y,B)⇤) ⇠= IA.
35
(4.2)
i ce a (i ee , every ele e t of ) is iq ely sa ic -reg lar, it follo s fro [4, ro ositio 4.1] t at
all a s i t e rig t- a iagra of (4.2) are iso or is s. o seq e tly,
∼ ∼ ∗ ∼
(In fact, it was shown in [6, Theorem 3.1] that Reg(I(X,A)) = IA, giving also Reg(I(Y,B)∗) = IB ∼= IA.)
Consequently, any result concerning Reg(IaXY ) is equivalent to a result concerning IA; cf. [4, Remark 4.2].
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Since the symmetric inverse monoids IA are well understood, we will not state any such results, but instead
refer the reader to the monographs [15,16,23]. (Note that since IA is an inverse semigroup, its idempotent-
generated subsemigroup is precisely its semilattice of idempotents, and this is isomorphic to the power set
of A under intersection.)
Nevertheless, the problem of calculating the rank of a sandwich semigroup IaXY itself is not covered by
the general theory developed in [4], although the method of Section 2.6 (of the current paper) may be easily
adapted to yield the next result; since IaXY is anti-isomorphic to IbY X , as noted above, we may assume
that |Y | ≤ |X| in the statement. For part (ii), note that IaXY has a maximumJ a-class if α = min(|X|, |Y |),
and this is a group isomorphic to Sα (cf. Theorem 2.69 and Lemma 2.60(iv)).
Theorem 4.3.
(i) If α < |Y | ≤ |X| ≤ ℵ0, then rank(IaXY ) =
|Y |∑
µ=α+1
µ!
(|X|
µ
)(|Y |
µ
)
.
(ii) If α = |Y | < |X| ≤ ℵ0, then rank(IaXY ) =
(|X|
|Y |
)
+
{
0 if α ≤ 2
1 if α ≥ 3.
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