The question of what happens to the eigenvalues of the Laplacian of a graph when we delete a vertex is addressed. It is shown that
Introduction. Given a graph G = (V,
The Laplacian of a graph is one of the basic matrices associated with a graph. The spectrum of the Laplacian fully characterizes the Laplacian (for more detail see [1] ). Since L is symmetric and positive semidefinite, its eigenvalues are all nonnegative. We denote them by λ 1 ≤ ... ≤ λ n . One of the elementary operations on a graph is deleting a vertex v ∈ V , we denote the graph obtained from deleting the node v by G [V − v] , and the Laplacian Matrix of
be the eigenvalues of L v i . A well known theorem in Algebraic Graph theory is the interlacing of Laplacian spectrum under addition/deletion of an edge; see for example [1, Thm. 13 
We remark that the eigenvalues of adjacency matrices A(G) and 
Proof of this theorem can be found in [2] . The second theorem we use is the Courant-Fischer Theorem. This theorem is an extremely useful characterization of the eigenvalues of symmetric matrices. 
where U ranges over all i dimensional subspaces. Proof of this theorem can be found in [3, p. 186] . Let v ∈ V be a vertex. Let P be the principal submatrix after we delete the row and column that correspond to the vertex v of the Laplacian. Denote the eigenvalues of P by ρ 1 ≤ · · · ≤ ρ n−1 .
Weak Interlace for the L, L
v . In this section we show a weak interlacing connection between the L and L v . Since L is a symmetric matrix we can use Cauchy's interlacing theorem. The next corollary simply applies this theorem for L and P .
Corollary 2.1.
The next lemma uses the Courant-Fischer Theorem in order to prove weak interlacing for L, P . Lemma 2.2.
Note that I v is a (0,1) diagonal matrix whose jth diagonal entry is 1 if and only if j is connected to v in G. Fix i ∈ {1, ..., n − 1}. Using the Courant-Fischer Theorem it follows that
Using standard calculus we get 
We now use the previous lemma to get a lower bound on λ For all v = 1, ..., n and for all i = 1, . .., n − 1, For all v = 1, ..., n and for all i = 1, . .., n − 1,
Proof. We prove this lemma by induction on d v , the degree of the node v. If the degree is d v = 0, then by removing the node v we reduce the multiplicity of the small eigenvalues, which is 0. Formally λ 
Proof. The proof is a direct consequence of Lemmas 2.3 and 2.4. We remark that both inequalities above are tight. To see that, we show there exist graphs such that λ i − 1 = λ v i . Consider the graph K n . It is well known that the eigenvalues of K n are 0, n, ..., n, where the multiplicity of the eigenvalue n is n − 1 and 0 is a simple eigenvalue. Now removing a vertex from K n produces the graph K n−1 . Again the eigenvalues of K n−1 are 0, n − 1, ..., n − 1, where the multiplicity of the eigenvalue n − 1 is n − 2 and 0 is a simple eigenvalue. To see that there are graphs that satisfy λ v i = λ i+1 , consider the graph without any edges. 3. Application to average leafy trees. In this section we use the weak interlacing Theorem 2.5 to obtain a bound on the average number of leaves in a random spanning tree F (G). Our bound is useful when λ 2 > αn, for fixed α > 0 and |E| = O(n 2 ). We call such a graph a dense expander; in this case we show that the bound is linear in the number of vertices. Volume 16, pp. 68-72, February 2007 It is well known that the smallest eigenvalue of L is 0 and that its corresponding eigenvector is (1, 1, . . . , 1) . If G is connected, all other eigenvalues are greater than 0. Let G be a graph. Using the previous theorem it is possible to define the following probability space: Ω(G) = {T : T is a spanning tree in G}. On this set we take a spanning tree in a uniform probability. We are interested in finding the average number of leaves in a random spanning tree. Let T be a random spanning tree taken from Ω(G) with the uniform distribution. Denote by F (G) the expected number of leaves in T . Using the matrix theorem we can get a formula to compute the average number of leaves in a random spanning tree.
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Lemma 3.2.
Proof. The number of trees that have vertex v as a leaf is
. The lemma follows by summing over all vertices and dividing by the total number of trees.
The weak interlacing theorem enables us to bound the average number of leaves in a dense expander graph. More precisely, we show that F (G) = O(n). Conclusion. In this paper we proved a weak interlacing theorem for the Laplacian. Using this theorem we showed that in a dense expander the average number of leaves is O(n). A natural open question is to show that the average number of leaves in a random tree is an approximation to the maximal spanning leafy tree.
