ABSTRACT. -This paper concerns the question of equivalence between the Euler-Lagrange equation of a certain functional and periodic Stokes waves on the surface of an infinitely deep irrotational incompressible flow of an ideal fluid under gravity. Of particular concern is Bernoulli's constant-pressure condition on a free surface. 
Introduction and main results
A Stokes wave is a steady periodic wave, propagating under gravity with constant speed c on the surface of an infinitely deep irrotational flow. Its free surface is determined by Laplace's equation, kinematic and periodic boundary conditions and by a dynamic boundary condition given by the requirement that pressure in the flow at the surface should be constant (Bernoulli's theorem). Recently [2, 3] Stokes waves have been seen A formal derivation of this variational principle for Stokes waves appeared in [4] , independently of the earlier work by Babenko [1] and Plotnikov [12] . Most recently [15] critical points of J have been studied in W The significance of this result derives from the fact (see [2, (2.2) and the proof of Theorem 2.3]) that (β) is equivalent to the Bernoulli constant-pressure condition for a Stokes wave with Froude number 1/ √ λ in the following sense. If (β) holds and the periodic profile, given in dimensionless coordinates, by
is non-self-intersecting, then w gives rise to a Stokes wave. In other words, (β) then implies the existence of a complex analytic function ϕ + iψ on the region below S in the complex plane which satisfies the Bernoulli condition
Here, as usual, ϕ is the velocity potential and ψ is the stream function in dimensionless coordinates. For an actual wave λ = g /π c 2 , where is the wavelength, c the velocity and g is gravity. For the solution (λ,ŵ) mentioned in Theorem 1.1, (1.3) gives the profile S of a Stokes wave of extreme form which has a corner at its highest point. The question arises as to whether it can be established that (β) is satisfied by all solutions of (1.2). To describe progress so far we need to review the proof of Theorem 1.1. The key step is a reduction of (1.2) to a function-theoretic question on the unit disc D centred at 0 in the complex plane. The following background material is from [6, 7, 13, 18] .
For a holomorphic function f : D → C, let f r (t) = f (re it ) for t ∈ R and r ∈ (0, 1). Then, for any p ∈ (0, ∞],
is well defined. The Hardy class H p C is the set of all such functions f with f p < ∞.
R is a Banach algebra (see [15] for an elementary proof) and u ∈ H 
2) is equivalent to the following nonlinear Riemann-Hilbert problem
The following theorem [7] , due to Carleman, and an outer function construction [13] , were crucial in the proof of Theorem 1.1 and will be used in the sequel. 
C . Therefore by a result, proved independently by Helson and Sarason and by Neuwirth and Newman, f is constant on D (see [6, Chapter II, Exercise 13] ). There follows a short proof of this fact, based on the theorems of Carleman and Smirnov, which is in the spirit of the rest of this paper. Note that 
-This shows that in the first theorem (α)-(γ ) is a consequence of the hypothesis
(1 − 2λw) w 2 + (1 + Cw ) 2 is bounded below,(α )
which is weaker than (α), (β).
For the next result, which is a further refinement of Theorem 1. 
and note from Carleman's theorem that both ϕ and ψ are analytic at every point of
Then each z ∈ Z(a) is real-valued almost everywhere on R and is real-analytic on
∈G . Note also that on ∈ G, any function z ∈ Z(a) has the same sign as a.
Remark. -Z(a), for any continuous function a which is non-zero almost everywhere, is a family of functions on [−π, π ] determined solely by the set Z(a) of points where a is negative on [−π, π ]. See Section 4 for further remarks on Z. 
(d) Suppose that (α) holds and
Proof. -The proof is given in Section 3. ✷
Remark. -We have seen that condition (β) in Theorem 1.1 is sufficient to ensure that a solution of (1.2) corresponds to a Stokes waves in classical hydrodynamics, provided that the corresponding profile (1.3) is a non-self-intersecting curve. (Indeed we know for smooth solutions, and for solutions that arise as limits of smooth solutions, that (β) in Theorem 1.1 is sufficient to ensure that the profile is non-self-intersecting. For these solutions there is nothing more to prove [16] .) If however (δ) holds and z ≡ 1, the freeboundary condition (1.4) for ϕ + iψ becomes
which is not a constant-pressure condition on the free surface S. .2) for which the Bernoulli condition (β) fails?" In part (c) it is shown that, although we are unable to settle this basic question, in all cases the solutions w ∈ H 1,1 R of (1.2) satisfy a generalised Bernoulli condition. This is considered in Section 4, where it is shown that the generalised Bernoulli condition is the best that can be predicted by the linear theory which is developed in Section 2. Therefore, if the true Bernoulli condition (1.4) holds, it must be a further consequence of (1.2). In Section 4 we examine this condition when 1 − 2λw changes sign finitely often and we observe its particularly explicit form when 1 − 2λw changes sign exactly twice.
Basic Riemann-Hilbert theory
Before we go any further we record a result the proof of which is identical to that of Theorem 1.1 (see [15] ) and Lemma 1.4.
is real-valued and * = a * . Then the following are equivalent. (a) a has the same sign almost everywhere.
Proof. -Since the fact that (c) implies (b) is relevant in the proof of Theorem 2.2, we sketch a proof in the present notation. For the rest, see [15] . Suppose (c) and (2.1) hold and that ≡ 0. (If ≡ 0 the result is trivial.) Then 2 * = a 2 2 * and, by the remarks before Smirnov's Theorem 1.2, log |a| ∈ L 1 2π . Let
Then F * = G * , and from the properties (A)-(D) of an outer function we find that
(cf. the proof of Theorem 1.7(c)). Since G * ∈ L 1 2π by hypothesis, we find that F, G ∈ H 
Hence

C(aη)
+ aCη + c + da ≡ 0.
Define Q a (η) by Q a (η)(t) = a(t)Cη(t) − C(aη)(t), t ∈ [−π, π ].
Then, by periodicity,
, the Hardy-Littlewood-Sobolev inequality [9, p. 98] gives that the right hand side is in L 2/(1−α) (R), and therefore
. Hence, by the Riesz theorem, aη ∈ L 2/(1−α) 2π
, and it follows from Hölder's inequality that 
, which proves (b). ✷ 3. Proof of Theorem 1.7
R be a solution of (1.2). Then log |1 − 2λw| ∈ L 
Hence W, U ≡ 0 and it follows from (1.6) that log |1 − 2λw| = log |U * | − log |W * | ∈ L . Therefore, by the result of [2] , w is real-analytic on R. Thus (iii) implies (i) and (ii). Now suppose that (i) holds. Then 1 − 2λw ∈ C 2/3 2π , by Hölder's inequality, and U, W ∈ H 3 C in (1.6). Corollary 2.3 implies that 1 − 2λw is nowhere zero, i.e. 1 − 2λw > 0 on R (by Lemma 3.1). This proves that (i) implies (iii) and (ii). Since (ii) implies (i) the proof is complete.
(b) By Theorem 1.1 it will suffice to show that 1 − 2λw > 0 almost everywhere. Now w ∈ C Note that
. Now, by Smirnov's theorem, both U/H and H W are in H 1 C and therefore (H W, U/H ) ∈ P(1−2λw) and
To complete the proof it remains to establish that w is realanalytic on , ∈ G. Since z ∈ Z(1 − 2λw) is real-analytic on , it follows from a bootstrap argument, exactly as in the local regularity theory in [15, Appendix] , that w is C 1,α -smooth on . The function ϕ = ϕ Re + iϕ Im := H W is analytic on {e it | t ∈ } (see Definition 1.6). Further,
.
and v = sλe 3v (ϕ Re cos Cv − ϕ Im sin Cv).
Since w is C 1,α -smooth on , so is v, and hence u (cf. [15, Appendix] ). Now it follows from Lewy's theorem (see [8] , [14, Section 4] ) that u and v are real-analytic on . Since v w is a locally invertible analytic diffeomorphism, the analyticity of w follows from that of v.
(d) The Riemann-Hilbert theory in [15] leads from Eq. (1.2) to equation
and in the process shows that
(cf. the remark at the beginning of Section 4.2). Since H = O( √ 1 − 2λw),
where ϑ 0 is a measurable 2π -periodic function such that ϑ 0 (t) ∈ 2π Z almost everywhere. Let us prove that ϑ 0 is constant.
and w is bounded, log 2π . Thus w is real analytic by part (a).
P(a) and Z(a)
The purpose of this section is to describe the set P(a), introduced in Definition 1.6, in the case when a changes sign finitely often. (To describe P(a) in general is a more formidable task.) We then examine the special case of a which changes sign twice.
a changes sign finitely often
Changing the independent variable if necessary, suppose that a(0) < 0 and that there exist points
such that
. . , n, and a(t) < 0 otherwise.
We consider the problem (recall Definition 1.6) 
