Many studies of the oceanic circulation are based on data collected during quasi-synoptic hydrographic surveys. After spatial averaging, to lter out the effects of mesoscale variability, it is often explicitly or implicitly assumed that the synoptic hydrographic gradients are representativeof a quasi-steady "mean" state. Climatological tracer elds and oat data at the depth of the North Atlantic Deep Water in the western South Atlantic (Brazil Basin) support the notion of a quasi-steady mean circulation characterized by alternating bands of primarily zonal ow with meridional scales of several hundreds of km. Visually, the mean circulation appears to dominate three samples of the large-scale meridional-density-gradient eld taken between 1983 and 1994. A quantitative comparison reveals, however, that the baroclinic temporal variability of the zonal velocities is of the same magnitude as the mean and is associated with similar spatial scales. The synoptic geostrophic ow eld is, therefore, only marginally representativeof the mean state. Thus, the data do not support one of the central assumptions of reference-velocitymethods, such as linear box-inverse models and the b-spiral, because baroclinic temporal variability renders the equation systems underlying these methods inconsistent. A modal decomposition of the temporally varying baroclinic zonal velocity eld in the Brazil Basin indicates that the rst two dynamical modes dominate, accounting for '90% of the rms velocities. The residual ow eld that remains after removing the rst two baroclinic modes from the three synoptic samples is dominated by the mean circulation. However, its magnitude is not suf cient to account for the oat and tracer observations. Therefore, it is necessary to determine the projection of the mean zonal velocities onto the barotropic and the rst two baroclinic modes in order to diagnose fully the mean zonal circulation in the western South Atlantic. There is evidence that the representativeness of synoptic hydrographic sections in other regions may be similarly marginal.
Introduction
Determining the quasi-steady or mean circulation over periods of a decade or more is one of the main goals of large-scale physical oceanography. One of the most widely used methods is to determine the vertical shear of the geostrophic velocity eld from hydrographic measurements, usually collected as (quasi-)synoptic data sets on time scales of weeks. Using such samples to draw inferences about a mean state requires an assumption of representativeness on the time and space scales of interest. In the presence of temporal variability a single synoptic sample cannot be expected to be truly representative. Formal methods, such as linear inversions, therefore require estimates of the temporal variability of the sampled elds, which are often assumed to be normally distributed about a mean state. The standard deviations are commonly assigned more-or-less arbitrarily, although output from numerical models is sometimes used (e.g. Ganachaud, 1999) . In the context of this study we will call a single sample representative if it is signi cantly different from zero. (In practice, representativeness will be determined from multiple samples by comparing the magnitude of the sample mean to the standard deviation: if the magnitude of the mean is larger than the standard deviation, a single sample is expected to be representative; if the magnitudes are similar, the expected representativeness will be called marginal.) Applying this de nition to hydrographic data implies that there is no information about the mean circulation to be gained by calculating geostrophic shear in regions where the synoptic density gradients are not representative-an assumption of zero shear is equally reasonable.
Direct velocity measurements indicate that, on small spatial scales, the instantaneous oceanic ow eld is generally dominated by temporal variability. Therefore, temporal averaging is required in order to extract the signal associated with the mean circulation. Very few (if any) hydrographic sections have been occupied often enough to construct representative temporal averages on small spatial scales. Ignoring the high-frequency ageostrophic motions associated with the tides and with the internal-wave eld, the dominant temporal variability is found in what is commonly called the mesoscale, the spatial scales of which range roughly from the rst baroclinic deformation radius (typically 10 -30 km; e.g. Gill, 1982) to several hundred km (e.g. Wunsch, 1981; Armi and Stommel, 1983) . In practice it is, therefore, often assumed that spatial averaging over scales exceeding the mesoscale renders hydrographic snapshots representative of the mean. Linear box-inverse models (e.g. Wunsch, 1996) are a case in point: steady-state mass-and tracer-conservation constraints, applied to closed boxes between hydrographic sections, imply that the uxes integrated along each edge are considered representative over the spatial scales of the boxes and the temporal scales associated with the sampling. The spatial scales of interest range from entire ocean basins to a few hundred km (e.g. Vanicek and Siedler, 2002) . Typical temporal scales of observations are several years to decades, e.g. in the case of the World Ocean Circulation Experiment (WOCE) hydrographic data set. The fundamental purpose of standard box-inverse models (and other linear inverse methods, such as the b-spiral) is to determine the integration constants that are required to produce velocity pro les from vertical geostrophic shear. Any baroclinic temporal variability on the spatial scales of interest renders the underlying linear equation systems inconsistent, increasing their residuals.
The available evidence for representativeness of synoptic hydrographic sections is ambiguous. Wunsch (1981) qualitatively compares an upper ocean (above 2500 m) potential-temperature repeat section between northern North America and the Caribbean and notes that the temperature elds were similar in 1873 and in 1954/58. From this he infers that the large-scale baroclinic structure of the circulation in that particular region has remained stable for many decades. Given the sampling resolution (and, presumably, the accuracy) of the 19th-century section, the similarities are essentially restricted to regions near the western boundary and above 1000 m, i.e. where the ow is strong. In the remainder of the temperature sections the horizontal gradients are small and the similarities between the two samples cannot be assessed visually. More quantitatively, Armi and Stommel (1983) analyze four triangular hydrographic surveys of a portion of the subtropical gyre in the North Atlantic. Above 1000 m they nd variability of the large-scale (order 1000 km) geostrophic shear as large as the shear itself, i.e. the snapshots are only marginally representative. Below 1000 m the four baroclinic-shear samples are dissimilar. When entire trans-oceanic sections between continents are integrated the temporal variability related to horizontally shifting currents disappears. In their analysis of two transatlantic repeat sections, Roemmich and Wunsch (1985) nd that quasi-synoptic basin-wide averages of the geostrophic velocities are qualitatively similar, but that the transport differences between repeat observations in 18 layers are of the same order as the transports themselves; i.e., the individual samples are again only marginally representative. In spite of this evidence suggesting that synoptic snapshots of the baroclinic shear cannot generally be considered representative of the mean, except perhaps in regions of strong currents, representativeness is usually assumed in large-scale circulation studies based on hydrographic data. Notable exceptions are ocean-state estimates that adjust the hydrographic elds in addition to determining reference velocities (see discussion in Talley et al., 2001) . Sometimes, circulation studies are based on climatologies (e.g. Zhang and Hogg, 1992) . Roemmich and Sutton (1998) assess the representativeness of a particular upper-ocean climatology, derived from a large number of repeat measurements. They nd that the representativeness depends directly on the number of available samples in a given region. Climatologies that are derived from singly occupied hydrographic sections are, therefore, not any more representative of the mean state than the individual sections from which they are constructed.
The primary goal of the present study is an assessment of the representativeness of the geostrophic shear observed in three modern meridional hydrographic sections between 3 and 30S in the western South Atlantic (Brazil Basin). First, we show that tracer elds in the North Atlantic Deep Water (NADW) observed during the WOCE period are consistent with oat-derived velocity measurements, implying the existence of a quasi-steady large-scale zonal circulation (Section 2). Visually, the vertical shear calculated from the meridionally ltered hydrographic sections appears to be dominated by the mean zonal ow eld. Quantitatively, however, the shear samples are only marginally representative of the mean (Section 3). Instantaneous geostrophic velocities, therefore, describe the mean circulation only qualitatively. The large-scale baroclinic temporal variability is dominated by the lowest two dynamical modes. After these are removed the residuals agree quantitatively,i.e. the ltered samples are representative of the ltered mean. However, the Oxygen (2.5 mmol kg 2 1 contour interval) and spatially averaged (in boxes spanning 2°of latitude by 8°of longitude) oat velocities (arrows); zonal-velocity uncertainties are indicated by the horizontal bars at the tips of the arrows; none of the meridional velocities is data also indicate that there is signi cant low-mode energy in the mean ow as well (Section 4). The main results are discussed in Section 5.
NADW tracer tongues in the Brazil Basin
At the depth of NADW in the Brazil Basin horizontal maps of bias-corrected tracer data collected between 1983 and 2001 (see Appendix for details) are characterized by several zonal tongues (Fig. 1) . Talley and Johnson (1994) and Tsuchiya et al. (1994) discuss the property extrema along 25W, which (in the case of Talley and Johnson (1994) by analogy with Paci c tracer distributions) they infer to be zonal tongues. Our tracer maps indicate that the NADW tongues are restricted to the region west of the Mid-Atlantic Ridge. Because the tracer tongues extend across sections occupied in different years, the synoptic samples are representative of a persistent WOCE-decade mean state. At the resolution permitted by the measurement accuracy and station spacing of the [1925] [1926] [1927] Meteor data (Wüst, 1935) , the pattern appears not to have changed signi cantly during more than half a century.
Between 30W and the crest of the Mid-Atlantic Ridge near 14W there are at least three meridional hydrographic sections between 3 and 30S across the Brazil Basin (Fig. 1c) : the WOCE sections A15 at 19W (April/May 1994) and A16 (aka. SAVE 6, aka. Hydros 4) at 25W (March/April 1989), as well as a section nominally at 24.5W constructed from full-depth stations occupied between March and September 1983 as part of a hydrographic survey carried out on USNS Wilkes (Gordon and Bosley, 1991) . The meridional station spacing of the Wilkes section (nominally 2.5°) is much coarser than that of the WOCE sections (0.5°). In the deep water the vertical resolution of the Wilkes data is as low as one measurement every 200 dbar; linear interpolation was used to resample the data at 50 dbar intervals. In order to calibrate the Wilkes salinities, the T/S properties below 3500 m were adjusted to data from the nearest A16 stations, resulting in corrections up to 0.08 (the nominal WOCE salinity accuracy is 0.002).
Meridional tracer sections corroborate the inference of zonally coherent persistent tracer tongues in the Brazil Basin (Fig. 2) . The tracer "anomalies" below 1000 m near 19S in the 19W section are caused by an eddy pair (Weatherly et al., 2002) , and the corresponding stations were removed from the A15 data. In contrast to the layers above and below, there is signi cant meridional and vertical tracer structure in the NADW occupying the approximate depth range between 1500 and 4000 m. Both the meridional and the vertical scales of the tracer tongues decrease toward the equator. At low latitudes the tongues are not well resolved in the Wilkes section.
In the NADW the mean ow derived from oat trajectories (Hogg and Owens, 1999 ) is primarily along the axes of the tracer tongues (Figs. 1b and 2 ), supporting the central assumption of Wüst's (1935) core-layer method. For the case of the large NADW tongue centered near 22S, Vanicek and Siedler (2002) reach a similar conclusion using a box-inverse model constrained by conservation of a variety of tracers. At low latitudes, where the scales of the tracer tongues are smaller, the correspondence between the tracer cores and the velocity extrema is less clear. This may be related to insuf cient meridional sampling by the oats.
In a steady state, the concentration c of a tracer at a xed location in the ocean is maintained by a balance of advection, eddy diffusion and internal sources and sinks, i.e.
where
) is the anisotropic austausch or eddy-diffusion coef cient, and S combines the source and sink terms. The right-hand side of expression (1) accounts for the nonconservative processes which introduce spatial variability in the concentrations of dissolved and particulate tracers. Persistent large-scale tracer tongues are often interpreted as evidence for a quasi-steady circulation, but they can be maintained in principle without Eulerian mean ows (u 5 0), i.e. by eddy uxes balancing the sources and sinks (Wunsch, 2001) . The oat observations, indicating mean ow down the NADW tracer tongues, imply that the deep tracer elds in the Brazil Basin are maintained by advective-diffusive balances, however.
In order to gain a quantitative understanding of the dominant balance maintaining the tracer tongues, the terms of expression (1) are evaluated with data from the high-NADW tongue centered at 22S and from the low-NADW tongue centered at 15S. In the cores of . With these scales, expression (1) applied to conservative tracers (S 5 0) simpli es to a balance between zonal advection and meridional eddy diffusion, i.e.
The oat trajectories indicate zonal-ow speeds uuu ' 5 3 10 2 3 m s
, both at 15S and at 22S (Fig. 1b) . The zonal tracer gradients c x are evaluated from the gridded climatology (see Appendix for details) at 15 and 22S. The meridional tracer curvatures c yy are calculated from quadratic ts to the data in the 25W section in the latitude ranges 11-18S and 18 -26S. Using the resulting estimates in expression (2) yields meridional eddy diffusivities between 500 and 1000 m 2 s 2 1 (Table 1) . These values are consistent with a meridional-eddy-diffusivity scale of '250 m 2 s 2 1
, estimated from the eddy-kinetic energy (1.5 3 10 2 4 m 2 s 2 2
) and the integral time scale of the meridional velocities (20 days) in this region (Hogg and Owens, 1999) . So far we have only shown that expression (2) is a valid approximation for the salinity tongue at 22S-the generally good agreement of the meridional eddy diffusivities derived from oxygen and silicate data (Table 1) suggests that the approximation holds for these nonconservative tracers as well. The zonal gradients and meridional curvatures in the tracer elds at 15S are signi cantly larger than the corresponding values in the 22S tongue, but they yield similar meridional eddy diffusivities (Table 1) . A balance between meridional eddy diffusion and zonal advection in the tracer tongues at the depth of the NADW in the Brazil Basin is, therefore, a consistent and plausible steady state.
Representativeness of synoptic density gradients
The NADW tracer and oat data in the Brazil Basin are consistent with meridionally alternating zonal ows with equatorward-decreasing spatial scales (Section 2). This is largely inconsistent with circulation schemes derived from analyses of hydrographic data (e.g. Reid, 1989; DeMadron and Weatherly, 1994) . Nevertheless, ow in the correct directions in the vicinity of the largest zonal tracer tongues near 15 and 25S is part of most inferred circulations. Below, we show that these two observations are consistent with the hydrographic snapshots being marginally representative of the mean.
In order to determine zonal geostrophic velocity pro les from hydrographic data the vertical shear calculated from meridional density gradients is integrated. The thermal wind equation is
where u z is the vertical shear of the geostrophic zonal velocity, g is the acceleration due to gravity, f is the Coriolis frequency, r 0 is a reference density, and r y is the meridional gradient of density. In order to remove the effects of mesoscale eddies and internal waves r y is estimated from linear ts in meridional windows that are much wider than the rst baroclinic Rossby radius. The resulting density gradients are characterized by similar vertical structure over a range of window sizes (Fig. 3a) . Furthermore, the gradients at a given latitude are qualitatively similar in the three hydrographic sections (Fig. 3b) , suggesting that the vertical structure is a signature of the mean zonal circulation, which is longitudinally coherent between 19 and 25W. The similarity between the three available meridional-density-gradient samples (with different spatial resolutions) is striking and extends over the entire latitude band covered by all three hydrographic sections (Fig. 4) . The main qualitative differences occur near the southern and northern limits of the sections where the windows used for the gradient calculations are truncated. There are no indications that the 24.5 and 25W sections are any more similar to each other than to the 19W section (see also Fig. 3b ). Therefore, we will ignore the zonal separation and treat the data as three temporal snapshots of the same eld. (This is discussed further in Section 5.) The visual similarity between the three density-gradient snapshots is largely determined by the locations of the zero crossings. The thermal wind equation (3) implies that zero crossings in r y correspond to vertical extrema in the zonal geostrophic velocities. Regardless of the tting window used, there is such a zero crossing (a westward velocity maximum) near 2500 m at 15S (Fig. 3a) . Farther south there are additional zonal-velocity extrema near 2500 m between 20 and 25S, consistent with the tracer and oat data ( Figs. 1 and 2) . In order to assess the representativeness of the individual hydrographic snapshots quantitatively, a signal-to-noise ratio is de ned from the magnitude of the sample mean density gradient and the corresponding standard deviation (ur y u/s(r y )), calculated from the three realizations at the latitudes of the Wilkes stations-three examples are shown in Figure 5 . Surprisingly (given the qualitative similarities of the densitygradient snapshots) there are only a few isolated peaks where the signal-to-noise ratios are markedly greater than one, i.e. where individual samples of the large-scale density gradients can be considered representative. The largest signal-to-noise ratios (up to 20) occur where the three available density-gradient-pro les intersect, i.e. where the standard deviations nearly vanish. In spite of these peaks of high signal-to-noise ratios, the average over the entire region is only 1.1, indicating marginal representativeness. The mean signal-to-noise ratio remains unchanged when the samples associated with small gradients (ur y u # 5 3 10 2 9 kg m 
Geostrophic velocities
In order to illustrate the implications of the marginal representativeness of the largescale meridional density gradients in the Brazil Basin (Section 3) for circulation studies, examples of the geostrophic velocities at 25S are shown in Figure 6 . At most latitudes in the Brazil Basin there is little vertical shear in the NADW (Fig. 4) ; at 25S the region of small gradients is restricted to the layer between 2000 and 3000 m. In this layer, the marginal representativeness does not introduce large errors as long as the pro les are referenced using known NADW velocities (Fig. 6a) . On the other hand, the density gradients in this layer do not contribute information-setting r y 5 0 is as valid as using any of the hydrographic sections. The geostrophic shears above and below the NADW layer are qualitatively consistent, i.e. all three samples show that the currents near the surface and near the sea bed are westward compared to the ow between 2000 and 3000 m. Quantitatively, the uncertainties are of the same magnitude as the signal, however.
In most regions of the deep ocean there are no direct velocity measurements available and an assumption of a deep level-of-no-motion is often made (e.g. DeMadron and Weatherly, 1994; Suga and Talley, 1995) . At 25S an assumed level-of-no-motion at 4000 m yields peak eastward NADW velocities between 2 and 7 mm s 2 1 (Fig. 6b ). Except for a thin layer around 4000 m the uncertainties are again as high as the signal itself, consistent with marginal representativeness. Warren and Speer (1991) and Speer et al. (1995) use a level-of-no-motion at 1300 m to infer the zonal transport of NADW near 22S. In the case of the pro le shown in Figure 6 , the resulting NADW velocities are eastward with peak speeds between 5 and 12 mm s 2 1 , again consistent with marginal representativeness.
Shallow reference velocities (e.g. from upper-ocean oats, surface drifters, or shipboard velocity measurements) are available in many more regions than deep reference velocities. In order to exclude possible effects of ageostrophic ow near the surface the example shown in Figure 6c is referenced in Antarctic Intermediate Water at 750 m. Of all three examples this illustrates the worst case: the inferred deep velocity eld depends even qualitatively on the synoptic sample used. (Only one of the three pro les shows eastward ow.) The examples shown in Figure 6 make it clear that it is not possible to bring the three hydrographic samples at 25S into agreement by adjusting reference velocities, i.e. the temporal variability is baroclinic. In order to characterize the variability across the entire Brazil Basin, baroclinic zonal velocity differences were calculated from the two WOCE sections (Fig. 7a) . The spatial scales and the strength of the temporally varying ow eld are similar across the entire Brazil Basin; therefore, the inferences drawn from the pro les at 25S hold across the entire domain.
A modal decomposition of the baroclinic zonal velocity differences, using buoyancyfrequency pro les averaged between 19 and 25W, and over 7°of latitude, reveals that the lowest two dynamical modes account for 90% of the total baroclinic kinetic-energy difference (Fig. 7b) . In order to illustrate the quality of the modal decomposition, the rst 
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two dynamical modes are shown together with observed baroclinic zonal-velocity differences at 25°and at 23S in Figure 8 . (These two latitudes were chosen for their near-perfect ts with the two modes; Fig. 7b .) The largest residuals occur near the surface and near the sea bed. The baroclinic velocity differences between the (spatially nearly coinciding) Wilkes and the WOCE A16 sections are qualitatively (in terms of the horizontal and vertical scales) and quantitatively (in terms of the velocity magnitudes) similar to the ones shown in Figure 7 , but the lowest two modes account for only 70% of the total. This may be related to the comparatively coarse spatial resolution of the Wilkes section.
The characteristic meridional scale of the baroclinic velocity differences ('500 km) is similar to that of the mean deep zonal ows in the Brazil Basin (Section 2), implying that there is no meridional scale separation between the quasi-steady and the temporally varying zonal circulations in the Brazil Basin. The rms zonal-velocity difference at 2500 m is 4.8 3 10 2 3 m s 2 1 , similar to the rms zonal oat velocity of 4.1 3 10 2 3 m s 2 1 , (calculated from the spatially averaged data). The similar strengths of the large-scale temporally variable and the mean zonal circulations is consistent with the inference of marginal representativeness of the meridional density gradients (Section 3).
The high-mode residual zonal geostrophic velocities that remain after removing the barotropic and the rst two baroclinic modes are similar in all three synoptic samples (Fig. 9) . The mean signal-to-noise ratio of the corresponding meridional density gradients is 2.3 (vs. 1.1 in the case of the un ltered density gradients; Section 3), quantitatively , i.e. several times smaller than the oat-derived rms velocity. Therefore, Figure 9 does not depict the mean zonal circulation in the Brazil Basin. What is missing is the projection of the mean ow onto the barotropic and the rst two baroclinic modes.
Discussion
Tracer, oat and hydrographic data from the Brazil Basin support the concept of a persistent large-scale zonal circulation that can be considered quasi-steady on at least a decadal time scale. At the depth of NADW near 2500 m the mean ow eld is dominated . The close correspondence of the meridional locations of the velocity maxima with the cores of several deep tracer tongues is reminiscent of Wüst's (1935) ow diagrams and provides support for his core-layer method. "Wüstian ow" (downgradient along the axes of tracer tongues) requires a balance of advection and diffusion in order to maintain a steady state. In the case of the NADW tongues in the Brazil Basin, zonal advection and meridional eddy diffusion account for the principal balance in the tracer equation.
The mean zonal circulation in the Brazil Basin dominates the pattern of the large-scale meridional density gradients in three quasi-synoptic hydrographic surveys taken between 1983 and 1994. A quantitative comparison shows, however, that the visual similarity between the synoptic snapshots is misleading, as the large-scale variability in the geostrophic shear is of the same order as the shear itself. The observed variability is primarily temporal, rather than spatial, because the similarities between the two WOCE sections (separated by 6°of longitude) are as close as those between the WOCE A16 and the Wilkes sections (separated by ,1°of longitude), both in terms of the qualitative density-gradient patterns, and in terms of the modal structure and the magnitudes of the baroclinic zonal-velocity differences. In the case of the large-scale zonal ows in the Brazil Basin the baroclinic temporal variability is dominated by the lowest two dynamical modes. (While this is similar to observations from long-term current-meter records (e.g. Müller and Siedler, 1992; Wunsch, 1997) , this result was not anticipated because our spatial averaging removes the small scales, which dominate the variability of velocity point measurements.) It follows that, regardless of the reference velocities used, any zonal circulation scheme derived from synoptic geostrophic shear in the Brazil Basin is only marginally representative and re ects the mean state at best qualitatively.
The magnitudes of the transport errors arising from the marginal representativeness of synoptic density gradients depend on the reference levels and and reference velocities used because the velocity uncertainty at a given depth is comparable in magnitude to the total shear between the reference level and this depth. The total shear between NADW and Antarctic Intermediate Water, for example, is a few cm s 2 1 , implying velocity uncertainties an order of magnitude above the mean-ow velocities in the deep water when geostrophic pro les are referenced to Antarctic Intermediate Water velocities. In the case of surface-referencing, e.g. using shipboard ADCP data or surface drifters, the uncertainties are even larger. The small magnitude of the mid-depth meridional density gradients in the Brazil Basin, on the other hand, implies that the deep-water transport errors are small when reference velocities in the same layer are used. In this case the transport estimates are almost entirely determined by the reference velocities, i.e. the hydrographic data do not contribute signi cant information. Estimates of the shallow zonal circulation in the Brazil Basin derived from deep reference levels will also be associated with uncertainties of order 100%. This is consistent with results in other regions (e.g. Roemmich and Wunsch, 1985; Armi and Stommel, 1983) , suggesting that the marginal representativeness of the Brazil Basin sections is likely to be the rule rather than the exception. On the scales investigated here, there are no indications for a (meridional) scale separation between the mean ow and the temporal variability, precluding the use of meridional averaging to increase the representativeness.
These observations have potentially serious implications for the dynamic method, box-inverse models as well as b-spirals, because they imply that methods that allow only for barotropic adjustments, and therefore assume that the horizontal density gradients are representative, are fundamentally inconsistent with the Brazil Basin data, regardless of the horizontal averaging scale used. In the case of box-inverse models, the inconsistency can be reduced by relaxing the imposed constraints. Using initial deep reference levels and allowing for comparatively large thermocline mass and tracer imbalances, for example, effectively allows for low-mode variability.
The small magnitude of the high-mode quasi-steady residual baroclinic velocities, when compared to the oat data, suggests that there is signi cant energy in the projection of the mean zonal ow eld in the Brazil Basin onto the barotropic and the lowest two baroclinic modes. In order to complete a quantitative determination of the mean zonal circulation in the Brazil Basin (and, presumably, elsewhere) this projection must be determined. Repeat hydrographic pro les in the upper 1000 m or so (because of the vertical structure of the low dynamical modes full-depth pro les are not required) may be the most cost-effective method for attaining that goal, especially if autonomous platforms are used (e.g. Sherman et al., 2001) . Once representative geostrophic shear pro les have been determined, it should be possible to solve for the barotropic ows using conventional methods, such as box-inverse models.
APPENDIX

Bias-corrected tracer and hydrographic climatology of the tropical and subtropical South Atlantic
a. Bias correction
In order to relate tracer patterns to the large-scale circulation, climatological tracer elds are required. The World Ocean Data Base (2001 version; WOD01) contains perhaps the largest collection of hydrographic and tracer data. After discarding the measurements that fail any of the NODC quality checks (see http://www.nodc.noaa.gov for details), almost all remaining data are derived from a small number of WOCE-era hydrographic sections (Fig. 10a) . Many of the stations of these sections are rejected by the NODC quality control, resulting in large areas without any data. Therefore, we decided to inspect data from hydrographic sections of known provenance, collected between 1983 and 2001 ( Table 2) . Most of the sections are publicly available and included in the WOD01. The WOCE A11 and the SAVE 5 sections lie almost entirely outside our study region but are included to provide additional repeat-sampling regions for calculation of the bias corrections (see below). Inspection of the uncorrected deep oxygen data (Fig. 10b ) reveals strong anomalies along 11S caused by bad data in the WOCE A08 section. A detailed comparison with an older section along 11S (Oceanus 133) and with meridional sections at crossovers reveals that the errors in the A08 oxygen data are inconsistent with a single measurement bias. There are similar consistency problems with the silicate and oxygen data of the Discovery 1987 section near the African continent between 27 and 30S. Bad data from these sections were excluded from the climatology.
Many salinity and tracer sections suffer from measurement bias, which can be corrected by considering data from regions that are covered by multiple data sets (usually section Table 2. crossovers; e.g. Johnson et al., 2001; Gouretski and Jancke, 2001 ). Gouretski and Jancke (2001) list bias corrections for most of the available data in our study region. Unfortunately, there are still problems in their corrected deep tracer elds (Fig. 11a) . The corrected A09 oxygen concentrations at 19S in particular are consistently biased high in comparison with the corresponding values in crossover sections. Furthermore, Gouretski and Jancke (2001) use the bad A08 oxygen data in the global adjustment, which may introduce errors elsewhere. Finally, the Gouretski and Jancke (2001) climatology does not contain the Oceanus 133 sections along 24S and along 30W in the largest of the NADW tracer tongues in the Brazil Basin, and it also lacks some other tracer sections (e.g. AJAX 1 oxygen and silicate, and BEST 2 oxygen). Therefore, we decided to calculate our own bias corrections, using a method similar to the weighted least squares of Johnson et al. (2001) .
The hydrographic sections listed in Table 2 de ne 123 repeat-sampling regions with minimum station distances less than 150 km. In each repeat-sampling region all stations within 3°3 3°squares centered at the nearest-neighbor stations of both sections were selected and the deep tracer measurements plotted against potential temperature. This is Figure 12a with oxygen data from the WOCE A10/A16 section crossover at 30S/25W. For section pairs with multiple repeat-sampling regions the one with the tightest deep tracer envelopes (usually the one extending to the highest density) was chosen. After removal of bad bottle data, temperature ranges for the bias adjustments were chosen manually from each tracer plot. In addition to requiring small scatter within a given section ('5 mmol kg 2 1 for oxygen, '3.5 mmol kg 2 1 for silicate, '3 3 10 2 3 for salinity), regions of signi cant curvature in potential-temperature space were excluded. The very deepest (coldest) part of the pro les were usually excluded as well, because of the reduced number of pro les there and because there are often "hooks" at the bottom of the tracer pro les (Fig. 12) . Repeat-sampling regions without a potential-temperature range spanning at least Each repeat-sampling region contributes an equation to a linear system that is solved by least squares in order to determine (additive) bias and (multiplicative) scale corrections for each section (Johnson et al., 2001) . The equations are weighted by the inverse of a measure of the regional tracer scatter, taken here from the larger of the two standard deviations (one per section) of the tracer concentrations on a given isotherm. In repeat-sampling regions with few stations per section the resulting standard deviations can be unrealistically low and a lower limit was selected for each tracer from the mode of histograms of the standard deviations in all repeat-sampling regions (0.0005 for salinity, 0.6 mmol kg 2 1 for oxygen, 0.3 mmol kg 2 1 for silicate). The resulting systems of linear equations are formally overdetermined but, in the case of the additive biases, rank-de cient because of the lack of an absolute standard. This problem is solved by calculating the minimum-norm solution. In contrast to Johnson et al. (2001) we estimate the correction uncertainties from 10 separate adjustments carried out on regularly spaced isotherms in the temperature ranges of low variability (horizontal lines in Fig. 12 ), rather than from the formal solution covariance matrices. (The bottle data are linearly interpolated onto the isotherms while nearestneighbor subsampling is used for the CTD data.) Additive biases are calculated for salinity, oxygen and silicate. In the case of oxygen and silicate additive bias corrections can result in Figure 12 . (Continued) negative values in regions of low tracer concentrations (e.g. Johnson et al., 2001) ; therefore, we also calculate scale corrections for these tracers, using the same weighing of the linear systems as for the bias corrections. (In this study only the additive biases are used; the corresponding maps constructed from scale-corrected tracer elds are visually nearly indistinguishable; c.f. Fig. 12b , c.) Table 3 lists the resulting measurement biases and scale corrections, and a fully corrected oxygen map at 2500 m is shown in Figure 11b .
b. Spatial ltering and interpolation
In order to reduce the le sizes and increase processing speed the data available at CTD resolution (salinity, oxygen in some sections) are pre-averaged in 50 dbar vertical bins. In order to calculate the gridded elds the data are then linearly interpolated onto the target 1.9 (0.7) n/a n/a n/a n/a Oceanus 133 ( 2) n/a n/a n/a n/a Meteor 41/3 20.8 (0.4) n/a n/a n/a n/a Romanche 2 3.1 (0.8) n/a n/a n/a n/a isopleths. (In this study isobaths are used throughout; a set of maps on neutral-density surfaces are available at http://www.ocean.fsu.edu/SAC.) In order to simplify the handling of (near-)repeat stations the bias-corrected tracer data are pre-averaged in grids of 0.5°3 0.5°resolution before horizontal interpolation. Grid cells without data are lled by constructing harmonic surfaces (which allow extrema only at control-data points). Regions where the target isosurface intersects the bathymetry of Smith and Sandwell (1997) (version 8.2 averaged onto the same 0.5°3 0.5°grid) are shaded solid without contours in all maps. Independent harmonic surfaces are constructed for the Brazil, Argentine, Cape, and Angola basins before contouring. The continuity of tracer contours across the Mid-Atlantic Ridge crest (e.g. Fig. 1 ) is, therefore, an indication of the internal consistency of the deep tracer elds. The cuspiness of some of the contours apparent in Figure 11b (e.g. near 19S between 15 and 30W) is an aliasing effect due to the discretization of the oxygen data onto a small number of contour levels. The discretized data do not retain information about uctuations within a contour level and over-emphasize uctuations across contour levels. This effect occurs primarily in regions where the tracer gradients are small. Figure 13 shows a scatter plot of the 19S oxygen concentrations in the WOCE A09 section at 2500 m (bullets), as well as the corresponding values in the 0.5°3 0.5°-resolution climatology (thin line). Because we are primarily concerned with the large-scale tracer distributions, which are characterized by patterns with scales of several hundreds of km, the station-to-station uctuations are considered noise. For the tracer maps shown in Section 2 the 0.5°3 0.5°-pre-averaged data were therefore smoothed using a Gaussian lter of width s 5 1°b efore the harmonic surfaces were constructed (heavy line in Fig. 13 ). In general, the mapped data closely follow the measurements of individual sections and there are no apparent artifacts at section crossovers. The spatially ltered tracer maps therefore objectively represent the large-scale tracer distributions while approaching the smoothness typical of manually contoured tracer maps.
