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Abstract
N-free or series–parallel pomsets are a model for the behavior of modularly constructed con-
current systems. The investigation of recognizable languages of %nite N-free pomsets was ini-
tiated by Lodaya and Weil who extended the theorems by Kleene and by Myhill and Nerode
on recognizable word languages to this setting. In this paper, we extend Lodaya and Weil’s
results in several aspects: (a) We consider the relation of recognizable sets to monadic
second order logic in order to generalize B?uchi’s theorem. (b) We prove our results (and
extensions of results by Lodaya and Weil) for sets of in%nite N-free pomsets. And (c), we
investigate %rst-order axiomatizable, starfree, and aperiodic sets of in%nite N-free pomsets and
prove results in the spirit of McNaughton and Papert’s and Sch?utzenberger’s theorems for %nite
words.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In theoretical computer science, the notion of a recognizable subset of a monoid
and more generally of an algebra is of outstanding importance. Here, recognizabil-
ity means to be recognized by a homomorphism into a %nite algebra. Seen as sub-
set of an algebra, recognizable sets can often be described by certain rational
expressions.
Frequently, this algebraic notion is equivalent to the more combinatorial notion
of regularity, i.e., acceptance by a %nite automaton. Furthermore, the elements of
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the algebra in consideration can carry an internal structure. For instance, words can
be seen as labeled linear orders, terms as labeled ordered trees, Mazurkiewicz traces
as dependence graphs, etc. If such an internal structure is present, it is natural to
consider sets of such structures that share a typical property. Classical results state
that properties expressed in monadic second order logic give rise to recognizable sets.
This holds for words, terms, Mazurkiewicz traces, computations of stably concurrent
automata, local traces, graphs of bounded tree width, and many others. If one restricts
the expressiveness of the logic, e.g., to %rst order logic, corresponding restrictions of
the set of recognizable sets can be described.
From Kleene’s work we know that the behavior of %nite sequential automata can
be described using the operations concatenation, union, and Kleene iteration. If one is
interested in concurrent systems, then at least the parallel product is needed in addition.
This observation led to the introduction of N-free pomsets into theoretical computer
science [12,30,34]. Gischer [11] showed that the equational theory of the set of N-free
pomsets with sequential and parallel product is %nitely based. In his paper, one also
%nds a proof that a %nite pomset is N-free iK it is constructed from singletons by
sequential and parallel product. Bloom and 4Esik [1] gave an order-theoretic charac-
terization of those pomsets that can be constructed by sequential and parallel product
and sequential !-power. A similar result was shown by 4Esik and Okawa [9] if one in
addition allows the parallel !-power. We will consider the set of pomsets that can be
constructed from the singletons by sequential and parallel iteration and by the in%nite
product. It will be shown that these are precisely those at most countable pomsets that
do not embed the N-shaped poset, where any principal ideal is %nite, and that contain
only %nite antichains.
Already Gischer [11] considered sets of %nite N-free pomsets. He was particularly
interested in the equational theory of the algebra consisting of these sets with the
operations union, sequential product and iteration, and parallel product and iteration
(for an extension to in%nite N-free pomsets, see [1,7,9]). The investigation of rec-
ognizable languages of %nite N-free pomsets was initiated by Lodaya and Weil [22–
24]. In particular, they de%ned branching automata, an extension of %nite automata
that can accept %nite N-free pomsets. Lodaya and Weil showed that a set of %nite
N-free pomsets (1) can be accepted by a %nite branching automaton of bounded
depth iK (2) it can be constructed from the singletons by the sequential and paral-
lel product, the union, and the sequential iteration iK (3) it is width-bounded and
recognizable by a homomorphism into a %nite algebra [22,23]. The main focus of
this paper is to extend these results to in%nite N-free pomsets (as proposed in [7])
and to complete the picture by the consideration of languages given in some logical
framework.
We now describe our contribution to the theory of languages of N-free
pomsets; a diagrammatic summary of the results can be found at the end of this
introduction.
Recall that a set of in%nite words L⊆! is B?uchi-recognizable if there exists a semi-
group homomorphism  from + into a %nite semigroup such that for any ui; vi ∈+
with (ui)= (vi) for i∈!, we have u0u1u2 · · · ∈L if and only if v0v1v2 · · · ∈L. We
de%ne !-recognizability similarly: A set of in%nite N-free pomsets L is !-recognizable
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if there exists a homomorphism from the algebra of %nite N-free pomsets into some
%nite sp-algebra such that, for any term t over the sequential and parallel product
and the in%nite sequential product and for any %nite N-free pomsets pi and qi with
(pi)= (qi), we have t(pi)∈L iK t(qi)∈L. Furthermore, we extend branching au-
tomata to branching B?uchi-automata that can accept in%nite N-free pomsets. Relating
these notions, we show that the following are equivalent for a set of in%nite N-free
pomsets X of bounded width:
(1.1) X is !-recognizable,
(1.2) X is axiomatizable1 in monadic second order logic,
(1.3) X is !-series-rational, i.e., constructed from the singletons by sequential and
parallel product, sequential iteration and !-iteration, and union, and
(1.4) X is accepted by a %nite branching B?uchi-automaton.
These equivalences extend B?uchi’s and Kleene’s results on in%nite words to the realm
of in%nite N-free pomsets. For %nite N-free pomsets, the equivalence of 1.1, 1.3 and
1.4 was already shown by Lodaya and Weil in [23]. But the restriction of the %rst
equivalence to %nite N-free pomsets as well as all equivalences for in%nite N-free
pomsets are new. These results show that one can generalize the classical results on
recognizable !-languages of words to in%nite N-free pomsets.
The restriction of monadic second order logic to %rst order logic has been con-
sidered for %nite and in%nite words as well. It was shown that a set of %nite words
is starfree iK it is aperiodic iK it can be axiomatized by a sentence of %rst-order
logic [25,32]. These equivalences were extended to !-words by Ladner [20], Thomas
[35,36] and Perrin [26]. Here, we also consider sets of N-free pomsets axiomatized
by a sentence from %rst-order logic. We show that the following state-
ments are equivalent for a set of %nite or in%nite N-free pomsets X of bounded
width:
(2.1) X is aperiodic (i.e., recognized by a homomorphism into a %nite sp-algebra with
aperiodic sequential product),
(2.2) X is axiomatizable in %rst order logic, and
(2.3) X is starfree, i.e., constructed from the singletons by sequential and parallel
product, and Boolean operations.
These equivalences extend the results mentioned above from the realm of words to
that of N-free pomsets.
Lodaya and Weil observed that the restriction to sets of bounded width is essential
for the abovementioned results concerning %nite N-free pomsets. A similar situation
is encountered when dealing with sets of in%nite N-free pomsets: Example 4.3 shows
that there are 2ℵ0 many !-aperiodic sets of in%nite N-free pomsets of unbounded
width. Hence there are !-aperiodic (and therefore !-recognizable) sets that are neither
1We reserve the expression “de%nable in monadic second order logic” to subsets of a pomset, “axiomati-
zable” means the existence of one sentence in the respective logic that determines whether a given structure
belongs to the set in question. This follows the costumary use of these terms in model theory although there,
one would say “%nitely axiomatizable” in places where we say “axiomatizable”.
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axiomatizable in any of the logics in consideration nor !-starfree or !-series-rational.
In other words, the implications 1:1→ 1:2, 1:1→ 1:3, 2:1→ 2:2, and 2:1→ 2:3 become
false in general.
Our proofs for the implications 1:2→ 1:1 and 2:3→ 2:2→ 2:1 show that they hold
for unbounded sets as well. Interestingly enough, the implication 1:1→ 1:2 (that is false
for sets of in%nite N-free pomsets of unbounded width) is shown to hold for any set
of %nite N-free pomsets. On the other hand, the corresponding implication 2:1→ 2:2 is
false even for sets of %nite N-free pomsets of unbounded width.
The implication 1:1→ 1:2 for %nite N-free pomsets is shown using an interpreta-
tion of a canonical term in the generated pomset; the approach follows ideas from
[4,15,16,21]. Inspired by work of Courcelle, one of the referees of this paper sug-
gested the following. Extending the results from Section 6, one can certainly interpret
some canonical term in the generated in%nite N-free pomset. This could lead to a re-
sult of the form: Let X be a set of in%nite N-free pomsets and let T be the set of
in%nite terms whose value belongs to X . If T is a recognizable tree language, then X
is CMSO-axiomatizable. It is not clear whether the recognizability of T implies that
X is !-series-rational (provided it is width-bounded).
Sets of finite N-free pomsets
series-rational
CMSO-axiomatizable
recognizable
branching automaton
Prop. 3.1
Theorem 6.15Theorem 4.2
true for width-bounded sets [23]
false in general
true for
width-
bounded
sets [23]
starfree
first-order
axiomatizable
aperiodic
Theorem 3.4 false in general (Example 4.5)
Theorem 4.4
true for width-bounded sets
(Theorem 5.10)
false in general (Example4.5)
D. Kuske / Theoretical Computer Science 299 (2003) 347–386 351
2. Basic denitions
2.1. Order theory
In this paper, any partially ordered set is assumed to be nonempty. Let (V;6) be a
partially ordered set. We write x coy for elements x; y∈V if they are incomparable.
A set A⊆V is an antichain provided the elements of A are mutually incomparable.
The width of the partially ordered set (V;6) is the least cardinal w(V;6) such that
|A|6w(V;6) for any antichain A. If w(V;6) is a natural number, we say (V;6)
has 2nite width. Note that there exist partially ordered sets that contain only %nite
antichains, but have in%nite width. The principal ideal {x∈V | x6y} generated by
y∈V is denoted ↓y.
An N-free poset (V;6) is a nonempty partially ordered set such that the partially
ordered set (N;6N ) cannot be embedded into (V;6) (cf. picture below), any antichain
in (V;6) is %nite, and ↓x is %nite for any x∈V . Due to the %niteness of antichains
and principal ideals, any N-free poset is at most countably in%nite. We %x an alphabet
, i.e., a nonempty %nite set. Then NF∞() denotes the set of all -labeled N-free
posets (V;6; ). These labeled posets are called N-free pomsets. Let NF() denote
the set of %nite N-free pomsets over . If the alphabet is clear from the context, we
abbreviate NF∞() by NF∞ and use similarly NF for NF().
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Next, we de%ne the sequential and the parallel product of -labeled posets. Let
p1 = (V1;61; 1) and p2 = (V2;62; 2) be -labeled posets with V1 ∩V2 = ∅. The
sequential product p1 ·p2 of p1 and p2 is the -labeled partial order
(V1 ∪ V2;61 ∪ (V1 × V2)∪62; 1 ∪ 2):
Thus, in p1 ·p2, the labeled poset p2 is put on top of the labeled poset p1. On the
contrary, the parallel product p1 ‖p2 is de%ned to be
(V1 ∪ V2;61 ∪62; 1 ∪ 2);
i.e., here the two partial orders are set side by side. A pomset is connected if it is not
the parallel product of two (nonempty) pomsets. By SP, we denote the least class of
-labeled posets containing the singletons that is closed under the application of the
sequential product · and the parallel product ‖.
To construct in%nite labeled posets, we extend the sequential product · naturally to
an in%nite one as follows: For i∈!, let pi =(Vi;6i ; i) be mutually disjoint -labeled
posets. Then the in%nite sequential product is de%ned by
∏
i∈!
pi =

⋃i∈! Vi;
⋃
i∈!
6i ∪
⋃
i;j∈!
i¡j
Vi × Vj;
⋃
i∈!
i

 :
By SP∞, we denote the least class C of -labeled posets such that
• SP⊆C,
• p1; p2 ∈C implies p1 ‖p2 ∈C,
• p1; p2 ∈C and p1 %nite imply p1 ·p2 ∈C, and
• pi ∈C %nite for i∈! implies
∏
i∈! pi ∈C.
Thus, a -labeled poset belongs to SP∞ if it can be constructed from the %nite
-labeled N-free posets applying the sequential product, the parallel product or the
in%nite product. Bloom and 4Esik characterize the pomsets that can be constructed by
the sequential and parallel product and by the sequential !-power [1, Theorem 4.5]:
a pomset can be constructed in this way iK (N;6N ) cannot be embedded into it,
any principal ideal is %nite and there are only %nitely many non-isomorphic %lters
(i.e., if it satis%es the generalized N-condition). Note that any such pomset contains
only %nite antichains: if {a1; a2; : : :} is an in%nite antichain, then the %lters generated
by {a1; a2; : : : ; an} are mutually non-isomorphic. Actually, in the proofs of [1, Lemma
4.6–4.10], only this weaker condition is used. Therefore, the proof of the following
lemma can be taken verbatim from [1].
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Lemma 2.1 (Bloom and 4Esik [1, Lemma 4.10]). Let p∈NF∞ be connected and in-
2nite. Then precisely one of the following statements holds:
(1) p is an in2nite product of 2nite N-free pomsets, or
(2) there exists a 2nite N-free pomset p0 and 2nitely many connected N-free pom-
sets p1; p2; : : : ; pn for some n¿1 such that p=p0 · (p1 ‖p2 ‖ · · ·pn).
Based on this result, we now extend the known equality SP=NF [11] to in%nite
-labeled posets.
Lemma 2.2. A -labeled poset can be constructed from the 2nite -labeled N-free
posets by sequential, parallel, and in2nite product i9 it is N-free, i.e., SP∞=
NF∞.
Proof. Let p1 and p2 be N-free pomsets. Recall that the left factor in a sequen-
tial product is always %nite. Hence any principal ideal in p1 ·p2 is %nite. Further-
more, any antichain in p1 ·p2 lies entirely in p1 or in p2. Hence one gets similarly
to [11] that the sequential product of N-free pomsets is N-free, again. Similarly, as
any factor in an in%nite sequential product is %nite, an in%nite sequential product is
N-free. As the parallel product of two N-free pomsets is their disjoint union, any
of its principal ideals is %nite. Furthermore, any antichain in p1 ‖p2 is the union
of two antichains in p1 and in p2. As these two antichains are %nite, so is their
union. Thus, the parallel product is N-free, again. This proves the inclusion SP∞⊆
NF∞.
For the converse inclusion, let p∈NF∞. If p is not connected, it is a %nite parallel
product of connected N-free pomsets since p does not contain in%nite antichains. So,
from now on we may assume that p is connected. By Lemma 2.1, either p is an in%-
nite sequential product of %nite N-free pomsets, or there exist p0 ∈NF and connected
pomsets p1; p2; : : : ; pn ∈NF∞ with p=p0 · (p1 ‖p2 ‖ · · ·pn). In the %rst case, we are
done since any %nite N-free pomset is an element of SP [11]. In the second case, we
proceed inductively with p1; p2; : : : ; pn. It remains to prove that this inductive decom-
position eventually terminates. By contradiction, assume p=p0; p1; p2; : : : is an in%nite
sequence of connected N-free pomsets such that for any i¿0, there exist qi ∈NF and
p′i ∈NF∞ with pi = qi+1 · (pi+1 ‖p′i+1). Let vi be some node from p′i . Note that vi for
i¿0 is a node from p′i and vj for j¿i belongs to pi. Hence the nodes vi are mutually
incomparable nodes of p=p0 which contradicts our assumption that p contains only
%nite antichains. Hence, indeed, NF∞⊆SP∞.
2.2. Languages of N-free pomsets
In this section, we de%ne several classes of languages of N-free pomsets. First, the
generalizations of rational, starfree, !-rational, and !-starfree languages are introduced.
The sequential, the parallel and the in%nite sequential products can easily be extended
to sets of (%nite) N-free pomsets as follows. Let L⊆NF and L′; M ′⊆NF∞. Then
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we de%ne
L ·M ′ := {p · q |p ∈ L; q ∈ M ′};
L′ ‖M ′ := {p ‖ q |p ∈ L′; q ∈ M ′};
L+ := {p1 · p2 · · ·pn | n ¿ 0; pi ∈ L}; and
L! :=
{∏
i∈!
pi |pi ∈ L
}
:
The class of series-rational languages [22,23] is the least class C of subsets of NF
such that
• {p}∈C for p∈NF, and
• L∪M; L ·M; L ‖M; L+ ∈C for L;M ∈C.
Note that we do not allow the iteration of the parallel product in the construction
of series-rational languages. Therefore, for any series-rational language L there ex-
ists an n∈! with w(p)6n for any p∈L, i.e., any series-rational language is width-
bounded.
The class of starfree languages is the least class C of subsets of NF such that
• {p}∈C for p∈NF, and
• L∪M; L ·M; L ‖M; NF\L∈C for L;M ∈C.
DiKerently from series-rational languages, a starfree language is in general not width-
bounded since, e.g., NF=NF\{p}∪ {p} is starfree.
The class of !-series-rational languages is the least class C of subsets of NF∞ such
that
• {p}∈C for p∈NF,
• L∪M; L ‖M ∈C for L;M ∈C, and
• L+; L!; L ·M ∈C for L;M ∈C and L⊆NF.
For the same reason as for series-rational languages, any !-series-rational language is
width-bounded. It is easily seen that the series-rational languages are precisely those
!-series-rational languages that contain only %nite labeled posets.
The class of !-starfree languages is the least class C of subsets of NF∞ such that
• L∈C if L⊆NF is starfree,
• L∪M;NF∞\M; L ‖M ∈C for L;M ∈C, and
• L ·M ∈C for L;M ∈C and L⊆NF.
Next, we want to de%ne when a language of N-free pomsets is recognizable. Let S
be a set that is equipped with two binary operations · and ‖. We assume these two
operations to be associative and, in addition, ‖ to be commutative. Then (S; ·; ‖) is
an sp-algebra [23]. Note that the set of %nite N-free pomsets is an sp-algebra. An
sp-algebra (S; ·; ‖) is aperiodic if there exists n∈N such that sn = sn+1 for any s∈ S
where sn is the n-fold sequential product of s. Mappings between sp-algebras that
commute with the two products will be called sp-homomorphisms.
A set X of %nite N-free pomsets is recognizable (aperiodic, resp.) if there exists
a %nite (and aperiodic, resp.) sp-algebra (S; ·; ‖) and an sp-homomorphism  : NF→ S
such that X = −1(X ). In [22,23], Lodaya and Weil showed, e.g., that a set of %nite
N-free pomsets is series-rational iK it is recognizable and width-bounded.
D. Kuske / Theoretical Computer Science 299 (2003) 347–386 355
Recall that a set of in%nite words L⊆! is B?uchi-recognizable if there exists a
%nite semigroup (S;?) and a semigroup homomorphism  :+→ (S;?) such that
for any ui; vi ∈+ with (ui)= (vi) for i∈!, we have u0u1u2 · · · ∈L if and only
if v0v1v2 · · · ∈L (cf. [27]). Here, we use this characterization as a de%nition and trans-
fer it into the realm of N-free pomsets:
Let X be a set of variables that will range over elements of NF. We call the terms
over · and ‖ that contain variables in X 2nite terms. Now let ti be %nite terms for
i∈!. Then ∏i∈! ti is a term and any %nite term is a term. Furthermore, if t is a
%nite term and ti are terms for 16i6n, then t · t1 and t1 ‖ t2 ‖ · · · tn are terms, too.
Now let f :X→NF. Then f(t) is de%ned naturally for any term t. Let L⊆NF∞
and let  : (NF; ·; ‖)→ (S; ·; ‖) be an sp-homomorphism into a %nite sp-algebra. Then 
recognizes L iK for any term t and any mappings f; g :X→NF with  ◦f=  ◦ g, we
have f(t)∈L if and only if g(t)∈L. In this case, we will say that L is !-recognizable.
Furthermore, L is !-aperiodic if it is recognized by an sp-homomorphism into a %nite
aperiodic sp-algebra.
One can easily check that L⊆NF is recognizable if and only if it is !-recognizable
(and that the same holds for the notions aperiodic and !-aperiodic): First, let L=
−1(L). Furthermore, let f; g :X→NF with  ◦f=  ◦ g and let t be a term with
f(t)∈L. Since L consists of %nite pomsets only, t is a %nite term (recall that we
excluded the empty pomset from our consideration). Since  is an sp-homomorphism,
we get (f(t))= (g(t)) and therefore g(t)∈ −1(L)=L. Hence L is !-recognizable.
Conversely, let L be !-recognizable and let  be an sp-homomorphism that recognizes
L. Suppose p∈L and q∈NF with (p)= (q). De%ne two functions f; g :X→NF by
f(x)=p and g(x)= q for any x∈X. Then, of course,  ◦f=  ◦ g. Since x is a term
and  recognizes L, this implies q= g(x)∈L. Thus, L is recognizable.
2.3. Counting monadic second order logic
In this section, we will de%ne counting monadic second order formulas and their
interpretations over N-free pomsets. CMSO-formulas involve %rst order variables x; y;
z : : : for vertices and monadic second order variables X; Y; Z; : : : for sets of vertices. They
are built up from the atomic formulas (x)= a for a∈Q, x6y, x∈X , and modp; q(X )
with 06p¡q by means of the boolean connectives ¬, ∨, ∧, →, ↔ and quanti%ers ∃;∀
(both for %rst order and for second order variables). Formulas without free variables
are called sentences. The atomic formula modp; q(X ) states that the set X is %nite and
contains pmod q elements. Then the satisfaction relation |= between -labeled posets
p=(V;6; ) and sentences ’ is de%ned canonically with the understanding that %rst
order variables range over the vertices of V and second order variables over subsets
of V .
Let C be a set of -labeled posets and ’ a sentence. Furthermore, let L= {p∈C |p
|=’} denote the set of posets from C that satisfy ’. Then we say that the sentence ’
axiomatizes the set L relative to C.
A 2rst order formula or FO-formula is a formula that does not contain any set
variable. A set X ⊆C is FO-axiomatizable relative to C if there exists an FO-sentence
that axiomatizes X relative to C. To avoid confusion, we will speak of “CMSO-
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formulas” or “CMSO-axiomatizable sets” whenever we allow the full power of the
counting monadic second order logic CMSO.
Lemma 2.3. Let p=(V;6; ) be an N-free pomset.
(1) p is 2nite if and only if it satis2es
’ = ∀x∃y(x 6 y ∧ ∀z(y 6 z → y = z)):
(2) p is connected if and only if any two elements x; y∈P are bounded from above
or from below.
(3) If p is connected and |V |¿2, there are uniquely determined N-free pomsets
p0 ∈NF and p1 ∈ (NF ‖NF)∪Q such that p=p0 ·p1.
Proof. If p=(V;6; ) is %nite, then any node x is dominated by a maximal node, so
p |=’. Conversely let p |=’ for some p=(V;6; )∈NF∞. Since antichains in p are
%nite, there are only %nitely many maximal nodes in (V;6). Each of these maximal
nodes dominates only %nitely many nodes. Since p satis%es ’, any node x is dominated
by some maximal node. Thus, indeed, V is %nite.
Let p be connected and let x; y∈V . If they are neither bounded from above nor
from below, we %nd a zigzag connecting x and y. But this zigzag forms a sequence
of N-shaped posets, a contradiction.
The existence claim in the last statement is immediate by the fact that any N-free
pomset can be constructed by the sequential and the parallel product. The uniqueness
follows from [11].
The quanti2er depth of a CMSO-formula is de%ned canonically. For a -labeled
partial order s and a positive integer k, let MThk(s) denote the set of all CMSO-
sentences ’ which are satis%ed by s such that
• the quanti%er depth of ’ is at most k, and
• any subformula modp; q(X ) of ’ satis%es q6k.
The set MThk(s) is the k-bounded CMSO-theory of s. Analogously, the k-bounded
FO-theory Thk(s) comprises all FO-sentences in MThk(s). By MTHk and THk , we
denote the set of all k-bounded CMSO- and FO-theories of %nite N-free pomsets. If
one restricts the counting ability to moduli at most k, there are only %nitely many
sentences of quanti%er depth at most k (up to logical equivalence). Hence the set of
k-bounded CMSO-theories is %nite (and the same holds for the FO-theories).
3. From rational to axiomatizable sets
In this section, we will show that (!-)series-rational sets are CMSO-axiomatizable
relative to NF∞ (to NF, resp.). Furthermore, we show a similar relation between !-
starfree and FO-axiomatizable sets.
Let p=(V;6; ) be an N-free pomset with X ⊆V . Then the restriction of the for-
mula ’ from Lemma 2.3(1) expresses that the set X is %nite. We denote this formula,
that will be useful in the following proof, by %nite(X ).
D. Kuske / Theoretical Computer Science 299 (2003) 347–386 357
Proposition 3.1. Let L⊆NF∞ be (!-)series-rational. Then L is CMSO-axiomatiz-
able relative to NF (to NF∞, resp.).
Proof. Any set {p} with p %nite can be CMSO-axiomatized. Now let L and M be two
sets of N-free pomsets axiomatized by the CMSO-sentences ' and (, respectively. Then
L∪M is axiomatized by '∨ (. The set S ‖T consists of all N-free pomsets satisfying
∃X (X = ∅ ∧ X co = ∅ ∧ ∀x∀y(x ∈ X ∧ y =∈ X → x ‖y) ∧ '  X ∧ (  X co);
where '  X is the restriction of ' to the set X and (  X co that of ( to the complement
of X . The sequential product can be dealt with similarly.
Next we show that L+ can be described by a CMSO-sentence: the idea of a sentence
axiomatizing L+ is to color the vertices of an N-free pomset p by two colors such
that the coloring corresponds to a factorization in factors p=p1 ·p2 ·p3 · · ·pn where
every factor pi belongs to L. The identi%cation of the L-factors will be provided by
the property of being a maximal convex one-colored set. More formally, we de%ne the
sentence ’ to be
' ∨ ∃X∃Y (’1 ∧ ’X ∧ ’Y ∧ %nite(X ) ∧ %nite(Y ));
where ’1 asserts that X and Y form a partition of the set of vertices such that vertices
from X and from Y are mutually comparable. The formula ’X states that the maximal
subsets of X that are convex satisfy ', i.e.,
’X = ∀Z
[(
Z ⊆ X ∧ Z is convex ∧
∀Z ′(Z ⊆ Z ′ ⊆ X ∧ Z ′ is convex → Z = Z ′)
)
→ '  Z
]
and the formula ’Y is de%ned similarly with Y taking the place of X . Asserting that
the sets X and Y are %nite ensures that the sentence ’ is satis%ed by %nite N-free
pomsets, only. Since the nodes from X and from Y are mutually comparable by ’1, a
pomset satisfying ’ is the sequential product of the convex factors determined by the
partition (X; Y ). Hence we get indeed that ’ axiomatizes L+. This %nishes the proof of
the %rst statement. Since we can axiomatize L! similarly to L+, the second statement
follows as well.
The converse of the above statement is easily seen to be false: The set of antichains
is CMSO-axiomatizable relative to NF and to NF∞, but not width bounded. Hence it
cannot be series-rational. Later, we will see that unboundedness of the width is the
only obstacle here, i.e., any width-bounded and CMSO-axiomatizable set of %nite N-
free pomsets is series-rational (Theorem 4.2 in conjunction with results from [23]).
Remark 3.2. Note that in the above proof we did not use the counting ability of
CMSO, e.g., the lemma holds for a proper fragment of CMSO known as “monadic
second order logic”. The counting facility will be essential later when we prove that
any recognizable set of %nite N-free pomsets is axiomatizable.
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Next, we will show that starfree sets of N-free pomsets are FO-axiomatizable. This
can be shown by induction on the construction of a starfree set from the singletons
{p} for p∈NF. The only nontrivial step is the parallel product. To handle it, we
%rst de%ne some more notions: Let t=(V;6; ) be an N-free pomset. The distance
d(x; y) between two nodes x and y of V is the least number n such that there are
x= x0; x1; : : : ; xn =y in V with xi, xi+1 comparable. Let r be some positive integer
and x∈V . The r-sphere around x is the restriction of t to those elements y whose
distance from x is at most r. If x and y belong to diKerent connected components of
t, their distance is ∞. If they happen to lie in the same connected component, they
are bounded from above or from below (since t is N-free). Hence their distance is at
most 2. In other words, the only spheres of %nite radius around x are (1) the set {x},
(2) the elements comparable with x, or (3) the connected component containing x.
Now let ’ be some FO-sentence. By Gaifman’s Theorem [10] (cf. also [6]), there
exists a positive integer r such that ’ is equivalent to a Boolean combination of
sentences of the form
∃x1∃x2 : : :∃xn
( ∧
16i¡j6n
d(xi; xj) ¿ 2r ∧
∧
i=1;:::n
,(xi)
)
where ,(x) depends on the r-sphere around x, only. Above, we observed that r can be
bounded by 2. Hence, we can w.l.o.g. assume r=2. Therefore, any FO-sentence ’ is
equivalent to a Boolean combination of statements of the form
“there are ¿ n connected components C ⊆ V with Thk(C;6; ) = T” (∗)
for some bounded theory T ∈THk . This will be used in the following proof.
Lemma 3.3. Let ’1 and ’2 be FO-sentences. Then there exists an FO-sentence ’
such that, for any p∈NF∞, we have p |=’ i9 there exist pi ∈NF∞ with pi |=’i
and p=p1 ‖p2.
Proof. Above, we saw that any FO-sentence is equivalent to a Boolean combination
of statements of the form
“there are ¿ n connected components C ⊆ V with Thk(C;6; ) = T” (∗)
for some bounded theory T ∈THk .
Let t=(V;6; )∈NF∞ and x; y∈V . Then x and y lie in the same connected com-
ponent of t iK they are bounded from above or from below. Hence the statements
of the form (∗) are expressible by an FO-sentence  (n; k; T ). Note that  (n; k; T ) is
equivalent to a %nite disjunction of sentences  (n; k+1; T ′). Since in our consideration
only %nitely many formulas  (n; k; T ) will occur, we can assume that all of them use
the same argument k. Hence we can omit it from now on and write  (n; T ) instead
of  (n; k; T ).
Thus, for any sentence ’, there exists a Boolean combination  of sentences  (n; T )
such that, for any N-free pomset p∈NF∞, we have p |=’ iK p |=  . The disjunctive
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normal form of this Boolean combination is therefore a disjunction of sentences of the
form
, =
∧
P
 (n; T ) ∧∧
N
¬ (n; T ); (∗∗)
where the two conjunctions run over %nite subsets P and N of N×THk . We will ab-
breviate this sentence by (P; N ) and consequently write p |=(P; N ). Without corrupting
the expressive power, we can safely make the following assumptions:
• If (m; T ); (n; T )∈P then m= n—this can be assured by eliminating (if necessary)
the smaller value.
• The same can be ensured for N by eliminating the larger value.
• If (m; T )∈P and (n; T )∈N , then we can assume that m¡n for otherwise the sen-
tence (P; N ) would not be satis%able.
• We can also assume that for any T ∈THk , there is some n (possibly n=0) such
that (n; T )∈P.
• Since we consider only nonempty N-free pomsets, we can also assume that (n; T )∈P
for some T ∈THk and n¿0.
Now let (Pi; Ni) be sentences of the form (∗∗) for i=1; 2. Their combination (P; N )
is another such sentence de%ned by
P = {(m1 + m2; T ) | (mi; T ) ∈ Pi for i = 1; 2} and
N = {(n1 + n2 − 1; T ) | (ni; T ) ∈ Ni for i = 1; 2}:
We show that p |=(P; N ) iK p=p1 ‖p2 with pi |=(Pi; Ni) for i=1; 2.
First let p |=(P; N ). For T ∈THk , we de%ne (possibly empty) N-free pomsets pTi for
i=1; 2. Let (mi; T )∈Pi. Since p |=(P; N ) and (m1+m2; T )∈P, there are at least m1+
m2 connected components of p whose k-bounded theory is T . Let qTj for j=1; 2; : : : ; n
¿m1 + m2 be these connected components.
• Suppose there is no natural number n1 with (n1; T )∈N1. Then let k be some natural
number with m26k6n − m1. If there is (n2; T )∈N2, we can in addition assume
k¡n2 since m2¡n2. Then set pT2 = q1 ‖ q2 · · · ‖ qk and pT1 = qk+1 ‖ qk+2 · · · ‖ qn.
• Let (ni; T )∈Ni for i=1; 2. Then m1 + m26n6n1 + n2 − 2. Since mi¡ni, there
is k ∈N with m16k¡n1 and m26n − k¡n2. We set pT1 = q1 ‖ q2 · · · ‖ qk and
pT2 = qk+1 ‖ qk+2 · · · ‖ qn.
Let pi denote the parallel product of all pomsets qTi for T ∈THk . Since there are
k-bounded theories Ti with (ni; Ti)∈Pi and ni¿0 for i=1; 2, the parallel products p1
and p2 are non-empty. Furthermore, p=p1 ‖p2 and pi |=(Pi; Ni).
Conversely suppose pi |=(Pi; Ni) for i=1; 2. Let (m; T )∈P. Then m=m1 +m2 with
(mi; T )∈Pi. Hence pi contains at least mi connected components whose k-bounded
theory is T . But then p=p1 ‖p2 has at least m1 + m2 such connected components.
Similarly, let (n; T )∈N with n= n1 +n2−1 and (ni; T )∈Ni. Then pi does not contain
ni connected components satisfying T . Hence p=p1 ‖p2 cannot contain n1 + n2 − 1
such connected components.
Theorem 3.4. Let X ⊆NF∞ be (!-)starfree. Then X is FO-axiomatizable relative to
NF (to NF∞, resp.).
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Proof. As usual, this can be shown by induction on the construction of starfree sets.
The base case is trivial since any %nite N-free pomset can be described completely
by an FO-sentence. The Boolean operations are easily dealt with. Now let Xi⊆NF be
axiomatized by ’i for i=1; 2. Then X1 ·X2 is axiomatized by ∃y( ∧’′1 ∧’′2) where ’′1
is the relativisation of ’1 to the elements properly below y and ’′2 is the relativisation
of ’2 to the elements not below y. Furthermore,  states that any element x properly
below y is below any element z not below y. Finally, X1 ‖X2 can be FO-axiomatized
by Lemma 3.3.
The validity of the converse of the above theorem is open, i.e., it is not clear whether
each FO-axiomatizable set of N-free pomsets is starfree. Note that the counterexample
to the converse of Proposition 3.1 does not work since the set of antichains equals the
complement of NF · NF∪ (NF ‖ (NF · NF)) and is therefore starfree.
4. From axiomatizable to recognizable sets
In this section, we will show that any set of N-free pomsets that is axiomatized in
counting monadic second order logic (%rst order logic, resp.) is !-recognizable (!-
aperiodic). Since by Lemma 2.3(1) the %nite N-free pomsets can be FO-axiomatized
relative to NF∞, the corresponding results hold for %nite N-free pomsets as well. The
%rst ingredient in the proof is the fact that the mapping MThk from NF to the %nite set
MTHk can be seen as an sp-homomorphism. Even more, it is also a homomorphism
with respect to the in%nite sequential product
∏
and the same holds for the mapping
Thk :
Theorem 4.1. Let k ∈! and let p‘ and q‘ be N-free pomsets for ‘∈!.
(1) Suppose MThk(p‘)=MThk(q‘) for ‘∈!. Then MThk(p1 ‖p2)=MThk(q1 ‖ q2).
If in addition p1 is 2nite, then MThk(p1 ·p2)=MThk(q1 · q2). If all p‘ are 2nite,
then MThk(
∏
p‘)=MThk(
∏
q‘).
(2) Suppose Thk(p‘)=Thk(q‘) for ‘∈!. Then Thk(p1 ‖p2)=Thk(q1 ‖ q2). If in
addition p1 is 2nite, then Thk(p1 ·p2)=Thk(q1 · q2). If all p‘ are 2nite, then
Thk(
∏
p‘)=Thk(
∏
q‘).
All our operations sequential product ·, parallel product ‖, and in%nite sequential prod-
uct
∏
are special cases of the generalized sum as considered by Shelah [33]. The
preceding theorem follows from his result [33, Theorem 2.4]. A condensed proof of
Shelah’s result can be found in [13], for lexicographic sums of linear orders, [37]
contains the full proof (Gurevich and Thomas restrict themselves to MSO without
counting). In the terminology of [5], the %rst statements say that the sequential and
the parallel product are Hintikka operations. These results can also be derived from [5]
on quanti%er free de%nable operations. Shelah is also interested in the eKective com-
putability of the combined theory from the argument theories. If one is only interested
in the result as stated above, an alternative and much simpler proof of both statements
can be given using Ehrenfeucht-Fra?Sss4e-games for the respective logics:
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Proof. We show that Thk(p‘)=Thk(q‘) for ‘∈! implies Thk(
∏
p‘)=Thk(
∏
q‘)
using Ehrenfeucht-Fra?Sss4e-games, see [6, p. 16 K.] for an introduction. Following the
notation in [6], we write Gk(p; q) to denote the game on the structures p and q with
k rounds.
By the requirements on p‘ and q‘, Duplicator has a winning strategy for the game
Gk(p‘; q‘) for ‘∈!. A winning strategy for Gk(
∏
p‘;
∏
q‘) is described as follows:
The %rst rule is that, if Spoiler plays a position x in the ‘th factor of
∏
p‘, then
Duplicator chooses a position y in the ‘th factor of
∏
q‘.
To explain which y to choose, suppose in the %rst i¡k rounds, Spoiler and Duplica-
tor played (xn; yn)16n6i. Now, in round i+1, Spoiler chooses a position x in the factor
p‘ of
∏
p‘. Let 16i1¡i2¡ · · ·¡im6i be those indices for which xij belongs to the
factor p‘. Since Duplicator always plays according to the strategy we are describing
(%rst rule), yij belongs to q‘ for all these indices. Hence (xij ; yij)16j6m is the result
of m rounds of the game Gk(p‘; q‘) and Duplicator’s winning strategy for this game
tells him how to answer Spoiler’s move x.
Let (x‘; y‘)16‘6k be the outcome of this game when played according to the strategy
described above. Since yi is chosen according to the winning strategy for the game
Gk(p‘; q‘), we obtain (xi)= (yi). Now suppose xr6xs in
∏
p‘. Suppose xr and xs
belong to the same factor p‘. Since yr and ys are chosen according to the winning
strategy for Gk(p‘; q‘), we obtain yr6ys. Now suppose that xr and xs belong to factors
pi and pj with i = j. Since xr6xs, this implies i¡j. Then yr and ys are chosen in qi
and qj. Hence yr6ys.
The statements on the %rst order theories of the parallel and the sequential product
are shown similarly. Allowing in addition moves in which sets are chosen, the %rst
statement on CMSO-theories can also be shown along the lines of the above proof.
Theorem 4.2. Let ’ be a CMSO sentence. Then X = {p∈NF∞ | p |=’} is !-recog-
nizable.
Proof. Let k be the quanti%er depth of ’. Recall that MTHk is the set of k-bounded
CMSO-theories of %nite N-free pomsets. By Theorem 4.1, this set can be endowed with
two operations ·; ‖ : (MTHk)2→MTHk such that MThk : NF→MTHk becomes an sp-
homomorphism. We show that this sp-homomorphism !-recognizes X . Let f; g :X→
NF be two mappings with MThk ◦f=MThk ◦ g. Then, using Theorem 4.1, one can
easily show by induction on the construction of terms that MThk(f(t))=MThk(g(t))
for any term t. Hence f(t) |=’ iK ’∈MThk(f(t)) iK g(t) |=’.
The following example shows that the converse of the above theorem does not hold:
Example 4.3. Let (V;6) be a tree without maximal elements, such that ↓v is %nite
for any v∈V , any node has at most 2 upper neighbors, and almost all nodes from V
have only one upper neighbor. Let n be the number of branching points of (V;6).
Then we call (V;6) a tree with n branching points. Note that (V;6; ) is an N-free
pomset.
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Now let N be a set of natural numbers and let LN denote the set of all -labeled
trees with n branching points for some n∈N . We show that LN is !-aperiodic (and
therefore in particular !-recognizable):
We consider the aperiodic sp-algebra S = {1; 2} with the mapping  : NF→ S de%ned
by (p)= min(w(p); 2) for any p∈NF. To turn this into an sp-homomorphism, let
2 ‖ 3= min(2; 2 + 3) and 2 · 3= max(2; 3) for any 2; 3∈ S. Now let t be a term and
f; g :X→NF with  ◦f=  ◦ g. Furthermore, assume f(t)∈LN , i.e., that f(t) is a tree
with n∈N branching points. As f(t) has no leaves, every parallel product ‖ in t is
applied to two in%nite terms and similarly the second factor of every sequential product
· in t is an in%nite term. Hence every variable xi (that occurs in t at all) occurs in t
in a left factor of a sequential product · or within the scope of an in%nite product ∏.
Since f(t) is a tree, this implies that f(xi) is a (%nite) linear order, i.e., w(f(xi))= 1.
Now  ◦f=  ◦ g implies w(g(xi))= 1. Hence the N-free pomset g(t) diKers from the
tree with n branching points f(t) only in some non-branching pieces. Thus, g(t) is a
tree with n branching points, i.e., g(t)∈LN as required. Hence we showed that LN is
indeed !-recognizable.
Now we turn our attention to %rst-order logic where we want to prove a result
analogous to Theorem 4.2. So let ’ be a FO-sentence. Then by the above theorem the
set of N-free pomsets L satisfying ’ is recognized by the homomorphism MThk . Using
the second statement from Theorem 4.1 on FO-sentences, one obtains immediately that
L can be accepted by the homomorphism Thk into the sp-algebra THk of k-bounded
FO-theories. To show that L is aperiodic, it therefore suTces to show that THk is an
aperiodic sp-algebra.
We start with the de%nition of the lexicographic sum of a %nite linear order ({1;
2; : : : ; n};6) and a %nite N-free pomset p=(V;; ): Let V ′= {1; 2; : : : ; n}×V and
de%ne ′(i; v)= (v). Furthermore, (i; v) ′ (j; w) iK i6j or if i= j and v  w. Note
that the lexicographic sum (V ′;′; ′) of ({1; 2; : : : ; n};6) and p is the n-fold se-
quential product of p; therefore, we denote it by pn. Now let k ∈N. By Shelah’s
composition theorem (cf. [33, Theorem 2.4]), there is ‘∈N with the following prop-
erties: If m; n∈N are such that the linear orders on m and n vertices have the same
‘-bounded theories, then Thk(pm)=Thk(pn). By [20, Lemma 4.4], the FO-theories of
the linear orders on 2‘ − 1 and on 2‘ points have the same ‘-bounded FO-theories.
Hence Thk(p2
‘−1)=Thk(p2
‘
) for any p∈NF. Since Thk : NF→THk is a surjective
sp-homomorphism, this implies that the sp-algebra (THk ; ·; ‖) is aperiodic. Hence we
obtain
Theorem 4.4. Let ’ be a FO-sentence. Then X = {p∈NF∞ | p |=’} is !-aperiodic.
This section is %nished by an example showing that the converse of the above
theorem does not hold:
Example 4.5. Let = {∧ ; ∨ ; 0; 1}. We consider ∧ and ∨ as binary operations and
0 and 1 as constants. Then, any term over this signature can naturally be considered
as a -labeled tree and therefore as a %nite N-free pomset. Let L⊆NF be the set
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of all “terms” over  that evaluate to 1. By [28, Theorem 4.2], the set L is not
FO-axiomatizable. We will show that L is aperiodic.
Let S = {p;p0; p1; s∧ ; s∨ ; s0; s1;⊥}. The two operations · and ‖ are de%ned as fol-
lows:
s0 ‖ s1 = s1 ‖ s0 = p; s0 ‖ s0 = p0; s1 ‖ s1 = p1;
p0 · s∧ = p · s∧ = s0; p1 · s∧ = s1;
p0 · s∨ = s0; p1 · s∨ = p · s∨ = s1;
and x ‖y=⊥ as well as x ·y=⊥ in any other case. Then (S; ·; ‖) is easily seen to be
an aperiodic sp-algebra since x · x=⊥= x · x · x for any x∈ S. A homomorphism from
NF onto S is de%ned by
(t)= si iK t is a term over  that evaluates to i for i=0; 1
(t)= s2 iK t= 2 for 2∈{∧ ; ∨}
(t)=pi iK t= t1 ‖ t2 where t1 and t2 are terms over  that both evaluate to i for i=0; 1
(t)=p iK t= t1 ‖ t2 where t1 and t2 are terms over  that evaluate to diKerent values
(t)=⊥ iK t is neither a term nor a pair of terms nor contained in .
Thus, indeed, L= −1(s1) is aperiodic but not FO-axiomatizable.
5. From recognizable to rational sets
5.1. Simple terms
First, we show that any !-recognizable set of N-free pomsets of %nite width is of a
special form (cf. Proposition 5.3). This special form is de%ned using the notion of a
simple term.
Let (S; ·; ‖) be an sp-algebra. Then a pair (2; 3)∈ S2 is linked if 2 · 3= 2 and
3 · 3= 3. A simple term of order 1 is an element of S or a linked pair (2; 3). Now let
n¿1, 'i for i=1; 2; : : : n be simple terms of order ni, and 2∈ S. Then 2·('1 ‖ '2 ‖ · · · 'n)
is a simple term of order n1 + n2 + · · · nn.
For an sp-homomorphism  : NF→ S and a simple term ', we de%ne the language
L(') inductively. If '∈ S, we set L(') := −1('). For a linked pair (2; 3), we de-
%ne L(2; 3):= −1(2) · (−1(3))!. Now the induction step is described by L(2 ·
('1 ‖ '2 ‖ : : : 'n)):= −1(2) · (L('1) ‖L('2) ‖ · · ·L('n)).
Lemma 5.1. Let (S; ·; ‖) be an sp-algebra and  : NF→ (S; ·; ‖) an sp-homomorphism.
Let furthermore p∈NF∞ be an N-free pomset of 2nite width. Then there exist simple
terms (1; (2; : : : ; (n of order at most w(p) with n6w(p) and p∈L((1) ‖L((2) ‖ · · ·
L((n).
Proof. If p is %nite, the lemma is obvious since the element 2= (p) of S is a
simple term of order 1. Thus, we may assume p to be in%nite. First consider the case
that p=
∏
i∈! pi is an in%nite product of %nite N-free pomsets pi. Let 2i := (pi). A
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standard application (cf. [27, Theorem II.3.2]) of Ramsey’s Theorem [31] (cf. also [2])
yields the existence of a strictly increasing sequence of positive integers ni for i∈!
and a linked pair (2; 3)∈ S2 such that 2= 2021 · · · 2n0 and 3= 2ni+1 · 2ni+2 · · · 2ni+1 for
i∈!. Hence p∈L(2; 3). Since (2; 3) is a simple term of order 16w(p), we showed
the lemma for in%nite products of %nite N-free pomsets.
Now we prove the lemma for connected N-free pomsets by induction on the width
w(p). If w(p)= 1, the pomset p is actually linearly ordered and therefore an in%nite
product of %nite pomsets. But this case was already dealt with. Now assume that the
statement of the lemma holds for any connected N-free pomset of width at most n
and let p be a connected pomsets with w(p)= n + 1. By what we showed above,
we may assume that p is not an in%nite product of %nite pomsets. Hence, by Lemma
2.1, there exist a %nite N-free pomset p0, a natural number m¿1 and nonempty con-
nected N-free pomsets pi for 16i6m6w(p) with p=p0 · (p1 ‖p2 ‖ · · ·pm). Since
w(p)¿w(p1) + w(p2) + · · ·w(pm), and w(pi)¿1, we have w(pi)6n. Hence we can
apply the induction hypothesis and obtain simple terms 'i of order at most w(pi) with
pi ∈L('i). With 2 := (p0), we therefore have a simple term (= 2 · ('1 ‖ '2 ‖ · · · 'm)
with p∈L((). By w(p1) + w(p2) + · · ·w(pm)6w(p), the simple term ( is of order
at most w(p).
Finally, assume that p∈NF∞ is not connected. Since p is of %nite width, it is the
parallel product of at most w(p) connected N-free pomsets pi. Note that w(pi)6w(p).
Hence w(pi) belongs to a set L((i) for some simple term (i of order at most w(p).
Let L be recognized by the homomorphism  and let ( be a simple term such that
L∩L(() = ∅. Then the following lemma implies that L(() is entirely contained in L.
Lemma 5.2. Let (S; ·; ‖) a 2nite sp-algebra, and  : NF→ (S; ·; ‖) an sp-homomorphism
and (i a simple term for 16i6m. Let furthermore p; q∈L((1)
‖L((2) ‖ · · ·L((m). Then there exist a term t and mappings f; g :X→NF with
 ◦f=  ◦ g such that f(t)=p and g(t)= q.
Proof. First, we show the lemma for the case m=1 (for simplicity, we write ( for (1).
In this restricted case, the lemma is shown by induction on the construction of the sim-
ple term (. If (= 2∈ S, the set L(()= −1(2) consists of %nite N-free pomsets, only.
Therefore, we can de%ne functions f; g :X→NF with f(x)=p and g(x)= q for all
x∈X. Since p; q∈L(()= −1(2), we get (p)= 2= (q) and therefore  ◦f=  ◦ g.
With t= x, we have in addition f(t)=p and g(t)= q as required.
Now let (=(2; 3) be a linked pair. Then p; q∈ −1(2) · (−1(3))!. Hence there
are %nite N-free pomsets pi and qi with (p0)= (q0)= 2, (pi)= (qi)= 3 for i¿0,
p=
∏
i∈! pi and q=
∏
i∈! qi. Now let t=
∏
i∈! xi, f(xi)=pi and g(xi)= qi. Then
the term t and the functions f and g satisfy the requirements of the lemma.
Now suppose n¿1 and that (i (16i6n) are simple terms that satisfy the state-
ment of the lemma above. Furthermore, let 2∈ S and let (= 2 · ((1 ‖ (2 ‖ · · · (n) and
suppose p; q∈L((). Then there exist %nite N-free pomsets p0; q0 ∈ −1(2) and
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N-free pomsets pi and qi in L((i) for 16i6n such that p=p0 ·(p1 ‖p2 ‖ · · ·pn) and
q= q0 · (q1 ‖ q2 ‖ · · · qn). By the induction hypothesis on the simple terms (i, we %nd
terms ti and functions fi; gi :X→NF such that  ◦fi =  ◦ gi, pi =fi(ti) and qi = gi(ti)
for 16i6n. We might assume that the variables that occur in the term ti are dis-
joint from those that occur in tj for 16i¡j6n. Furthermore, let y∈X be a variable
that does not occur in any of the terms ti. Now we de%ne t=y · (t1 ‖ t2 ‖ · · · tn),
f(x)=fi(x) and g(x)= gi(x) if x occurs in ti, and f(x)=p0 and g(x)= q0 if x does
not occur in any of the terms ti. Then it is easily checked that  ◦f=  ◦ g, f(t)=p
and g(t)= q.
Finally, the general case m¿1 is handled similarly to the induction step above.
Let L be an !-recognizable set of N-free pomsets of %nite width. Next, we show
that L is the union of languages of the form L((1) ‖L((2) ‖ · · ·L((n). But this union
might be in%nite.
Proposition 5.3. Let L⊆NF∞ be an !-recognizable set of N-free pomsets of 2nite
width. Let L be recognized by the sp-homomorphism  : NF→ (S; ·; ‖), and let T
denote the set of 2nite tuples of simple terms ((1; (2; : : : ; (k) such that ∅ =L∩ (L((1)
‖L((2) ‖ · · ·L((k)). Then
L =
⋃
((1 ;(2 ;:::;(k )∈T
(L((1) ‖L((2) ‖ · · ·L((k)):
Proof. For simplicity, let K =
⋃
((1 ;(2 ;:::;(k )∈T(L((1) ‖L((2) ‖ · · ·L((k)).
Let p∈L. By Lemma 5.1, there exist simple terms (i for 16i6k such that p∈
L((1) ‖L((2) ‖ · · ·L((k) which is therefore included in K . Hence L⊆K and it re-
mains to show K ⊆L. So, let ((1; (2; : : : (k)∈T be a tuple of simple terms and let
p; q∈L((1) ‖L((2) ‖ · · ·L((k) such that p∈L. We have to show that q belongs to
L. By the preceding lemma, there exist mappings f; g :X→NF and a term t with
p=f(t) and q= g(t) and  ◦f=  ◦ g. Since L is recognized by , this implies q∈L
as required.
5.2. !-recognizable and !-series-rational sets
By [22], any recognizable and width-bounded set of %nite N-free pomsets is series-
rational. In this section, we extend this result to in%nite N-free pomsets. By Exam-
ple 4.3, the number of !-recognizable subsets of NF∞ is 2ℵ0 . Since there are only
countably many !-series-rational languages, not all !-recognizable sets are !-series-
rational. Therefore, we will restrict to !-recognizable sets of bounded width and show
that any such set is !-series-rational:
Proposition 5.4. Let L⊆NF∞ be !-recognizable and width-bounded. Then L is !-
series-rational.
Proof. Let  : NF→ (S; ·; ‖) be an sp-homomorphism that recognizes L. Furthermore,
let n∈! such that w(p)6n for any p∈L. Now letTn denote the set of tuples of simple
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terms ((1; (2; : : : ; (k) with k6n of order at most n such that ∅ =L∩ (L((1) ‖L((2) ‖
· · ·L((k)). Note that Tn is %nite since there are only %nitely many simple terms of
order at most n.
By Proposition 5.3, L contains all languages L((1) ‖L((2) ‖ · · ·L((k) for ((1; (2; : : : ;
(k)∈Tn. Conversely, let p∈L. By Lemma 5.1, there exists a tuple ((1; (2; : : : ; (k) of
simple terms of order at most w(p)6n such that p∈L((1) ‖L((2) ‖ · · ·L((k). Note
that k6w(p)6n implying ((1; (2; : : : ; (k)∈Tn. This %nishes the proof that L equals
the union of all sets L((1) ‖L((2) ‖ · · ·L((k) for ((1; (2; : : : ; (k)∈Tn.
Hence it remains to show that L(() is !-series-rational for any simple term ( such
that there exists ('1; '2; : : : ; 'k)∈Tn with 'i = ( for some 16i6k. The proof proceeds
by induction on the subterms of (. So let ' be a subterm of ( of order 1. First
assume '= 2∈ S. Then L(')= −1(2) is recognizable. Note that any p∈ −1(2) is a
subposet of some element of the language L. Since L is width-bounded, the set −1(2)
is width-bounded. By [23] it follows that L(2) is series-rational. Now let '=(2; 3) be
a linked pair. Similarly to the %rst case, any element of −1(2)∪ −1(3) is a subposet
of some element of L. Hence −1(2) and −1(3) are width-bounded and recognizable
and therefore series-rational. Hence L(2; 3)= −1(2) · (−1(3))! is !-series-rational.
For the induction step, let '= 2 · ((1 ‖ (2 ‖ · · · (k) be a subterm of ( such that L((i)
is !-series-rational. Again, we obtain that −1(2) is width-bounded and recognizable
and therefore series-rational. Hence so is L(')= −1(2) · (L((1) ‖L((2) ‖ · · ·L((k)).
5.3. Aperiodic and starfree sets
In the proof above, we used the result by Lodaya and Weil on recognizable and
series-rational sets of bounded width. In this section, we show a similar result for sets
of %nite N-free pomsets regarding aperiodic and starfree sets of bounded width.
Recall that we did not allow a poset to be empty. Therefore, in general, X ·NF does
not contain X . Since, occasionally it will be convenient to have this, we will use the
abbreviations X ·NF5 =X ·NF∪X , X ·NF∞5 =X ·NF∞ ∪X , and NF5 ·X =NF ·X ∪X
for X ⊆NF.
Example 5.5. For k ∈N, let NFk = {t ∈NF |w(t)6k}. The set NF5 · (NF ‖NF) · NF5
of all N-free pomsets of width at least 2 is starfree. Hence, the set NF1 of linear
pomsets is starfree, too. Words over  can be identi%ed with linear pomsets, i.e., with
the elements of NF1. Then, of course, +\L corresponds to NF1\L′ where L′⊆NF1
corresponds to L. Hence, starfree word languages correspond to starfree subsets of NF.
We saw above that NF1 was starfree. Note that, for any k ∈N, the set NF5 · ((NF\
NFk−1) ‖NF) ·NF5 is the set of N-free pomsets of width at least k + 1. Hence, its
complement NFk is starfree.
Similarly, one can show that NF∞k = {t ∈NF∞ | w(t)6k} is !-starfree.
Let S be a set and let Xs⊆NF for s∈ S. Then the set of sets starfree over {Xs | s∈ S}
is the least class C⊆P(NF) containing Xs for s∈ S and {t} for t ∈NF, that is closed
under the Boolean operations and the sequential and parallel product. A set of N-free
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pomsets is !-starfree over {Xs | s∈ S} if it can be constructed from the sets starfree
over {Xs | s∈ S} by Boolean combinations, parallel product, and sequential product.
Note that X ⊆NF is (!)-starfree if it is (!)-starfree over the empty family.
Let S be a set. Then S+ denotes the set of nonempty words over S. We denote the
concatenation operation of words over S by . Now let f : (NF ‖NF)∪→ S be a
function. By [11], the semigroup (NF; ·) is freely generated by (NF ‖NF)∪. Hence,
we can uniquely extend the function f to a semigroup homomorphism (also denoted
f) from (NF; ·) to (S;). Even more, the equation f(∏pi)=f(p1)f(p2) : : :
extends f uniquely to a mapping from NF∪NF∞\(NF5 · (NF∞‖NF∞)) to the set of
%nite and in%nite words S∞.
Lemma 5.6. Let f : (NF ‖NF)∪→ S be a function.
(1) Let K ⊆ S+ be a starfree word language. Then K ′=f−1(K)⊆NF is starfree
over {f−1(s) | s∈ S}.
(2) Let K ⊆ S∞ be an !-starfree word language. Then K ′=f−1(K)⊆NF∞ is
!-starfree over {f−1(s) | s∈ S}.
Proof. The proof proceeds by induction on the construction of the starfree set K .
For K = {s} with s∈ S, the statement is trivial. The union is easily dealt with as
f−1(K1 ∪K2)=f−1(K1)∪f−1(K2). Note that f−1(S)= (NF ‖NF)∪, i.e., all preim-
ages of a free generator of S+ belong to the free generators of (NF; ·). Hence, for
s∈ S and w∈ S∞, we obtain f−1(sw)=f−1(s) ·f−1(w). Inductively, this implies
f−1(vw)=f−1(v) ·f−1(w) for v∈ S+ and w∈ S∞. Hence f−1(K1K2)=f−1(K1) ·
f−1(K2). Finally, we have to handle complements: f−1(S+\K)=f−1(S+)\f−1(K)
=NF\f−1(K) and f−1(S∞\K)=f−1(S∞)\f−1(K)= [NF∪NF∞\(NF5 · (NF∞‖
NF∞))]\f−1(K). Since NF is starfree and NF∞ is !-starfree, f−1 is indeed !-starfree
over {f−1(s) | s∈ S}.
Lemma 5.7. Let X ⊆NF be recognized by a homomorphism  : (NF; ·; ‖)→ (S; ·; ‖)
into the 2nite aperiodic sp-algebra (S; ·; ‖). Then X is starfree over {−1(s)∩(NF‖NF)
| s∈ S}.
Proof. Let f : (NF; ·)→ (S+; ) be the uniquely determined semigroup homomorphism
with f(t)= (t) for t ∈ (NF ‖NF)∪. From the free, %nitely generated semigroup
(S+; ) we have the canonical semigroup homomorphism 2 onto (S; ·).
Let t ∈NF. Then there are uniquely determined ti ∈ (NF ‖NF)∪ such that t= t1 · t2
· · · tn. Hence
(t) = (t1) · (t2) · · · (tn)
= 2(f(t1)f(t2) · · · f(tn))
= 2 ◦f(t);
i.e., = 2 ◦f.
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By [32], K := 2−1((X ))⊆ S+ is a starfree word language since (S; ·) is a %nite aperi-
odic semigroup. By Lemma 5.6, f−1(K)⊆NF is starfree over {−1(s)∩ (NF ‖NF∪) |
s∈ S} since −1(s)∩ (NF ‖NF∪)=f−1(s) for s∈ S.
Since −1(s)∩ (NF ‖NF∪) is the union of −1(s)∩ (NF ‖NF) and −1(s)∩, the
set f−1(K) is starfree over {−1(s)∩ (NF ‖NF) | s∈ S}∪ {−1(s)∩ | s∈ S}. Since
any of the latter sets is starfree anyway, we showed that f−1(K) is starfree over
{−1(s)∩ (NF ‖NF) | s∈ S}. It remains to show that f−1(K) equals X . So let t ∈NF.
Then t ∈f−1(K) iK f(t)∈K = 2−1(X ) iK (t)= 2 ◦f(t)∈ (X ) iK t ∈ −1(X )=X .
Lemma 5.8. Let k ∈N and let X ⊆NFk be starfree over {Ys | s∈ S}=H where
Ys⊆NF for s∈ S. Then X is starfree over {Ys ∩NF‘ | s∈ S; 16‘6k}=Hk .
Proof. What we actually show is that X ∩NFk is starfree over Hk whenever X is
starfree over H. This is done by induction on the starfree construction of the set X
from the sets Ys and {t} for s∈ S and t ∈NF (and not by induction on k as one
might expect). Since Ys ∩NFk belongs to Hk and since {t}∩NFk contains at most one
element, the base step is obvious. Now let X1; X2 be starfree overH such that Xi ∩NFk
is starfree over Hk . Then
(X1 · X2) ∩ NFk = (X1 ∩ NFk) · (X2 ∩ NFk);
(X1 ∪ X2) ∩ NFk = (X1 ∩ NFk) ∪ (X2 ∩ NFk);
(NF\X1) ∩ NFk = NFk\(X1 ∩ NFk); and
(X1 ‖X2) ∩ NFk =
⋃
‘1+‘2=k
(X1 ∩ NF‘1 ) ‖ (X2 ∩ NF‘2 )
which proves that the left hand sides of all these equations are starfree over Hk .
Mezei’s Theorem characterizes the recognizable languages in a direct product of
two monoids; it states that these are precisely the %nite unions of direct products of
recognizable languages in the monoids involved. Using “the same proof” we show a
similar statement for non-connected aperiodic languages in NF:
Lemma 5.9. Let X ⊆NF ‖NF be aperiodic. Then there exist n∈N and Ki; Li ∈NF
aperiodic for 16i6n such that X =
⋃
16i6n Ki ‖Li.
Proof. There exist a %nite aperiodic sp-algebra (S; ·; ‖) and an sp-homomorphism
 : NF→ S such that X = −1(X ). Let G= {(s1; s2)∈ S × S | s1 ‖ s2 ∈ (X )}. Note that
−1(s)⊆NF is aperiodic for any s∈ S. Hence it suTces to show that X = ⋃{−1(s1) ‖
−1(s2) | (s1; s2)∈G}.
First, let t ∈X ⊆NF ‖NF. Then there are t1; t2 ∈NF with t= t1 ‖ t2. Hence (t1) ‖ (t2)
= (t)∈ (X ), i.e., ((t1); (t2))∈G and, trivially, t ∈ −1((t1)) ‖ −1((t2)). But this
proves the inclusion “⊆”. Conversely let (s1; s2)∈G, i.e., s1 ‖ s2 ∈ (X ), and let t ∈ −1
(s1) ‖ −1(s2). Then we %nd t1; t2 ∈NF such that t= t1 ‖ t2 and ti ∈ −1(si). Hence
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(t)= (t1) ‖ (t2)= s1 ‖ s2 ∈ (X ), i.e., t ∈ −1(X )=X proving the remaining
inclusion “⊇”.
Theorem 5.10. Let X ⊆NF be aperiodic and width-bounded. Then X is starfree.
Proof. We show the theorem by induction on k that bounds the width of the elements
of X . By Example 5.5, Sch?utzenberger’s Theorem [32] implies the theorem for k =1.
Now suppose the theorem holds for all ‘¡k and let X ⊆NFk . Then X =(X∩(NF‖NF))
∪ (X \(NF ‖NF)).
Since NF ‖NF is aperiodic and aperiodic sets are closed under intersection, the
set X ∩ (NF ‖NF) is aperiodic. By Lemma 5.9, X ∩ (NF ‖NF) is a %nite union of
sets K ‖L with K; L⊆NF aperiodic. Since X ⊆NFk , we obtain K; L⊆NFk−1. Thus,
by the induction hypothesis, K and L are starfree. Hence X ∩ (NF ‖NF) is starfree.
In particular, we showed the theorem for aperiodic sets contained in (NF ‖NF)
∩NFk .
Next, we deal with X \(NF ‖NF). Since X and NF ‖NF are aperiodic, so is their
diKerence. Hence there exists a %nite aperiodic sp-algebra (S; ·; ‖) and an
sp-homomorphism  : NF→ S that recognizes X \(NF ‖NF). By Lemma 5.7, X \
(NF ‖NF) is starfree over {−1(s)∩NF ‖NF | s∈ S}. By Lemma 5.8, it is therefore
starfree over {−1(s)∩(NF ‖NF)∩NF‘ | s∈ S; ‘6k}. Note that any of the sets −1(s)
∩ (NF ‖NF)∩NF‘ is aperiodic and contained in (NF ‖NF)∩NFk . Thus, by what we
showed above, they are starfree.
5.4. !-aperiodic and !-starfree sets
Now we generalize the above result to in%nite N-free pomsets. In the proof of
Proposition 5.4, we used simple terms that in particular involved idempotent elements of
the sequential semigroup (S; ·). The following lemma implies immediately that L(2; 3)
is !-starfree for any connected pair (2; 3) in a %nite aperiodic sp-algebra:
Lemma 5.11. Let (S; ·; ‖) be a 2nite and aperiodic sp-algebra, let 3∈ S with 3 ·3= 3,
and let  : NF→ S be an sp-homomorphism. Then (−1(3))! is !-starfree.
Proof. Let X = −1(3). As before, let f : (NF; ·)→ (S+; ) be the uniquely determined
semigroup homomorphism with f(t)= (t) for t ∈ (NF ‖NF)∪ and let 2 be the nat-
ural homomorphism from (S; ) to (S; ·). Then, as we saw in the proof of Lemma 5.7,
= 2 ◦f implying K :=f(X )= 2−1(3)⊆ S+. Since (S; ·) is an aperiodic semigroup, K
is an aperiodic word language satisfying K2⊆K . Hence, by [27, Theorem VI.7.2], the
set K! is !-aperiodic and therefore !-starfree. Hence, by Lemma 5.6, f−1(K!) is
!-starfree over {f−1(s) | s∈ S}. Note that f−1(s)= −1(s)∩ (NF ‖NF∪). Since NF
and  are starfree, this implies that f−1(s) is starfree for s∈ S, i.e., f−1(K!) is
!-starfree.
It remains to show that X! =f−1(K!). Let pi ∈X . Then f(pi)∈K and therefore
f(
∏
pi)∈K!. This proves X!⊆f−1(K!). For the other inclusion let wi ∈K . Then
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there are pi ∈X with f(pi)=wi. Hence
∏
wi =
∏
f(pi)=f(
∏
pi)∈f(X!) showing
X!⊇f−1(K!).
Proposition 5.12. Let L⊆NF∞ be !-aperiodic and width-bounded. Then L is
!-starfree.
Proof. This proposition can be shown almost verbatimly as Proposition 5.4. The only
diKerences are:
• One has to invoke Theorem 5.10 instead of [23].
• Towards the end of the proof, one shows that L(2; 3) is !-starfree since (−1(3))!
is !-starfree by Lemma 5.11.
6. From recognizable to axiomatizable sets
The titles of the preceding sections indicate that we proved the equivalence of three
concepts proceeding from rational via axiomatizable and recognizable back to ratio-
nal sets. Unfortunately, this is not completely true since the last step is shown for
width-bounded sets, only. Example 4.3 gives a set of in2nite N-free pomsets that is
FO-axiomatizable, but not !-aperiodic. Hence this set is neither !-recognizable nor
!-starfree nor !-series-rational. In this section, we show that any recognizable set
of 2nite N-free pomsets is CMSO-axiomatizable. By Example 4.5, the corresponding
result for aperiodic and FO-axiomatizable sets does not hold.
6.1. Reduced terms
Denition 6.1. A tree is a structure (V; son; 6) where V is a %nite set, son⊆V 2 is an
acyclic relation, and 6 :V →{‖ ; ·} ∪ is a labeling function. We require in addition
that there is precisely one node (the root) without a father node, and that any other
node has precisely one father.
A reduced term is a structure (V; son; 6; %rstson) such that (V; son; 6) is a tree,
%rstson⊆ son is a binary relation on V , and for any v∈V the following hold:
• 6(v)∈ iK v is a leaf.
• If 6(v)= ·, then v has precisely two sons v1 and v2. For these sons, we have
(v; v1)∈ %rstson, (v; v2) =∈ %rstson, and 6(v2) = ·.
• If 6(v)= ‖, then v has at least two sons and any son w of v satis%es 6(w) = ‖ and
(v; w) =∈ %rstson.
The set of reduced terms is denoted by RTerm.
Let t=(V; son; 6; %rstson) be a reduced term and let v∈V be some node of t. Then
the restriction of t to the ancestors of v is a reduced term. Hence we can extend any
mapping  :→ (S; ·; ‖) into some sp-algebra by induction:
• U(t)= (a) if t is a singleton term whose only node is labeled by a,
• U(·(t1; t2))= U(t1) · U(t2), and
• U( ‖ (t1; t2; : : : ; tn))= U(t1) ‖ U(t2) · · · ‖ U(tn).
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In particular, the extension of the mapping → (NF; ·; ‖) : a → a associates a %nite
N-free pomset to any reduced term t. This pomset will be denoted by val(t), i.e., val
is a mapping from RTerm to NF. One can show that val is even bijective. Hence the
set of reduced terms is another incarnation of the free sp-algebra over the set  (with
suitably de%ned operations · and ‖).
Example 6.2. The following picture shows a %nite N-free pomset p (on the left) and a
reduced term t(p) with val(t(p))=p. In the reduced term t(p), the sons of a ·-labeled
node are ordered such that the left one is the %rst son.
Since reduced terms are relational structures, counting monadic second order logic
can be de%ned along the lines of CMSO for N-free pomsets. The only diKerence
is that now atomic formulas are of the form 6(x)= 2 for 2∈{·; ‖ }∪, (x; y)∈ son,
(x; y)∈ %rstson, x∈X , and modp; q(X ). A set X of reduced terms is CMSO-axiomatiz-
able iK there exists a formula ’ such that t |=’ iK t ∈X for any reduced term t.
Lemma 6.3. Let L⊆NF be a recognizable set of 2nite N-free pomsets. Then the set
val−1(L)⊆RTerm is CMSO-axiomatizable.
Proof. Let S ′= (L) be the image of the set L under the recognizing homomorphism
. The mapping    can be extended as described above to a mapping U : RTerm→ S.
We mimic the evaluation of U on a reduced term t=(V; son; 6; %rstson) by the following
informal formula:
∃s∈SXs : [(Xs)s∈S forms a partition of the set of nodes
∧ the mapping r : V → S : x → s if x ∈ Xs satis%es
r(x) =


(6(x)) if 6(x) ∈ 
r(%rstson(x)) · r(secondson(x)) if 6(x) = ·
parallel product of {r(y) | (x; y) ∈ son} if 6(x) = ‖
and r(root) ∈ S ′:
]:
Since S is %nite, any of the above statements can be translated into CMSO. The only
nontrivial case is the statement
r(x) is the parallel product of {r(y) | (x; y)∈ son}
372 D. Kuske / Theoretical Computer Science 299 (2003) 347–386
since the number of sons of a ‖-labeled node is not bounded. To solve this problem,
note that the semigroup (S; ‖) is commutative and satis%es sn+m = sn for n¿k and
some m; k ∈N. Thus, to determine r(x), for any s∈ S, we only need to know
• if there are more than k sons y of x satisfying r(y)= s and
• the number of sons y of x satisfying r(y)= s, decreased by k, modulo m.
This can be expressed in CMSO (but not in pure monadic second order logic) which
%nishes the proof.
6.2. Construction of the generating term t(p)
It is easy to show inductively that any %nite N-free pomset p is the value of some
reduced term t(p) and that this reduced term is even uniquely determined. Therefore,
we will call t(p) the generating term of p. In this section, we de%ne the generating
term t(p) explicitly from the %nite N-free pomset p without using induction. This
will be the basis for our interpretation of the generating term t(p) in the %nite N-free
pomset p in the following section. The foundation for the construction of the set of
vertices of t(p) is laid down by the following de%nition:
Denition 6.4. Let p=(P;6; ) be a %nite N-free pomset and let x; y∈P. Then
lfp(x; y), the least factor of p containing x and y, is de%ned by
lfp(x; y) =


{z ∈ P | ∀h ∈ P : (x; y ¡ h → z ¡ h) and if x coy
∀h ∈ P : (x; y ¿ h → z ¿ h)}
{z ∈ P | ¬(z ¡ x);¬(y ¡ z); and ¬(x co z coy)} if x 6 y
lfp(y; x) if y ¡ x:
Example 6.5. Let p be the %nite N-free pomset from Example 6.5. Then lfp(x; x)={x},
lfp(x; y4)= {x; y4}, and lfp(x; y1)= {y1; y2; y3; y4; x}= lfp(x; y2). You might check
that any node in the reduced term t(p) corresponds to some set lfp(z1; z2), but the
converse is not true: lfp(x; y5)= {x; y4; y5} is not the value of any subtree of t(p).
Let p=(P;6; ) be a %nite N-free pomset and X ⊆P. Then the restriction of p to
X is a %nite N-free pomset. In this sense, we can speak of the “connected components
of X ” and of “sequential pre%xes of X ” as we do in the following de%nition.
Denition 6.6. Let p=(P;6; ) be a %nite N-free pomset. We de%ne three sets of
subsets of P as follows:
V0 = {lfp(x; y) | x coy} ∪ {{x} | x ∈ P};
V ′ = the set of connected components of elements of V0 ∪ {P}; and
V1 = the set of sequential pre%xes of elements of V ′:
Note that V ′⊆V1 since we consider any connected %nite N-free pomset as a sequen-
tial pre%x of itself. The set V =V0 ∪V1 will be the set of nodes of the generating term
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t(p). The unconnected elements of V will be ‖-labeled, the singleton nodes {x} will
get the label (x), and the remaining ones will be ·-labeled (see below).
The following lemma relates the de%nitions of the sets V0 and V1 to the recursive
construction of a %nite N-free pomset. This relation is the basis for the recursive proofs
of Lemmas 6.11 and 6.12.
Lemma 6.7. (1) Let pi be connected 2nite N-free pomsets, n¿1, and p=p1 ‖p2
‖ · · · ‖pn. Then we have
V0(p) = {p} ∪
⋃
16i6n
V0(pi) and V1(p) =
⋃
16i6n
V1(pi):
(2) Let p0; p1 be 2nite N-free pomsets with p1 ∈ (NF ‖NF)∪. Then V0(p0 ·p1)=
V0 (p0)∪V0(p1) and V1(p0 ·p1)=V1(p0)∪V1(p1)∪{p0; p0 ·p1}.
Proof. Let pi =(Pi;6; ) be mutually disjoint and p=p1 ‖p2 ‖ · · · ‖pn. Suppose
x; y∈Pi are incomparable in pi and therefore in p. Since pi is a connected compo-
nent of p, we obtain lfp(x; y)= lfpi(x; y) and therefore V0(pi)⊆V0(p). Now let x∈P1
and y∈P2. Then, in p, the set {x; y} is unbounded. Hence lfp(x; y)=p implying
p∈V0(p).
Conversely let x; y∈P= ⋃16i6n Pi be incomparable. If they belong to diKerent sets
Pi, we obtain lfp(x; y)=p. If x; y∈Pi for some i, there exists h∈Pi with x; y¡h or
x; y¿h. Hence lfp(x; y)= lfpi(x; y). This proves V0(p)= {p}∪
⋃
16i6n V0(pi).
Since p is not connected, we have V ′(p)=
⋃
16i6n V
′(pi) which implies V1(p)=⋃
16i6n V1(pi).
Now let p0; p1 ∈NF with p1 ∈ (NF ‖NF)∪. Two elements x and y of p0 ·p1 are
incomparable iK they both belong to pi and are incomparable there for some i=0; 1.
In any of these cases, we obtain lfp0 ·p1 (x; y)= lfpi(x; y) which proves the %rst state-
ment. The poset p0 ·p1 is connected, hence V ′(p0 ·p1)=V ′(p0)∪V ′(p1)∪{p0 ·p1}
by the %rst statement. Note that the sequential pre%xes of p0 ·p1 are contained in
{p0; p0 ·p1}∪V1(p0). Hence we obtain V1(p0 ·p1)=V1(p0)∪V1(p1)∪{p0; p0 ·p1}.
Next we de%ne the edges of the generating term t(p). The set E1 contains the edges
below some ‖-labeled node, E2 the edges connecting a ·-labeled node with its %rst son,
and E3 those that connect a ·-labeled node with its second son:
Denition 6.8. Let p be a %nite N-free pomset. We de%ne three binary relations on
V0 ∪V1 as follows:
E1 = {(v0; v1) ∈ V0 × V1 | v1 is a connected component of v0 and v0 = v1};
E2 = {(v; v′) ∈ V1 × V1 | v′ is a maximal proper sequential pre%x of v}; and
E3 = {(v1; v0) ∈ V1 × V0 | v0 is a minimal proper sequential suTx of v1}:
Similarly to Lemma 6.7, the following lemma prepares the recursive proof of Lem-
mas 6.11 and 6.12 below.
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Lemma 6.9. (1) Let pi be connected 2nite N-free pomsets, n¿1, and p=p1 ‖p2 ‖ · · ·
‖pn. Then we have
E1(p) = {(p;pi) | 16i6n} ∪
⋃
16i6n
E1(pi);
E2(p) =
⋃
16i6n
E2(pi) and E3(p) =
⋃
16i6n
E3(pi):
(2) Let p0; p1 be 2nite N-free pomsets with p1 ∈ (NF ‖NF)∪. Then
E1(p0 · p1) = E1(p0) ∪ E1(p1);
E2(p0 · p1) = {(p0 · p1; p)} ∪ E2(p0) ∪ E2(p1); and
E3(p0 · p1) = {(p0 · p1; p1)} ∪ E3(p0) ∪ E3(p1):
Proof. The %rst equations concerning the parallel product follow immediately from
Lemma 6.7(1).
Now let p0; p1 ∈NF with p1 ∈ (NF ‖NF)∪. By Lemma 6.7(2), the inclusion
E1(p0)∪E1(p1)⊆E1(p0 ·p1) is immediate. For the other inclusion note that neither
p0 nor p0 ·p1 is a nontrivial connected component of any element of V0(p0 ·p1).
The statements on E2 and E3 follow easily from V1(p0 ·p1)=V1(p0)∪V1(p1)∪
{(p0·p1; p0)} (Lemma 6.7(2)).
Now we construct the generating term t(p) from the %nite N-free pomset p using
the sets and relations de%ned above:
Denition 6.10. Let p be a %nite N-free pomset. Let V =V0 ∪V1, son =E1 ∪E2 ∪E3,
and %rstson =E2. The labeling 6 :V →∪{ ‖ ; ·} is de%ned by 6(X )= · if X ∈V1\V0,
6({x})= (x), and 6(X )= ‖ otherwise. Then the generating term t(p) is given by
t(p)= (V; son; 6; %rstson).
Lemma 6.11. Let p be a 2nite N-free pomset. Then the generating term t(p) is a
reduced term with val(t(p))=p.
Proof. We prove this lemma by induction on the size of p. For p a singleton, it
is trivial. Otherwise, we can write p either as a proper sequential or as a proper
parallel product. In the %rst case, there exist p0 ∈NF and p1 ∈ (NF ‖NF)∪ such
that p=p0 ·p1. By the induction hypothesis, we have val(t(pi))=pi for i=1; 2.
From Lemmas 6.7(2) and 6.9(2), we know that t(p) is the disjoint union of t(p0)
and t(p1), extended by a ·-labeled root that is connected to the roots of t(p0) (%rst
son) and t(p1). Hence val(t(p))= val(t(p0)) · val(t(p1)) which equals p0 ·p1 =p. In
case p is not connected, there are connected pomsets pi for 16i6n (n¿1) with
p=p1 ‖p2 ‖ · · · ‖pn. Again, the induction hypothesis tells us val(t(pi))=pi. By
Lemmas 6.7(1) and 6.9(1), the tree t(p) is the disjoint union of the trees t(pi)
extended by a ‖-labeled root whose sons are the roots of the trees t(pi). Hence
val(t(p))= val(t(p1)) ‖ val(t(p2)) ‖ · · · ‖ val(t(pn))=p1 ‖p2 ‖ · · · ‖pn =p.
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The lemma above implies in particular that the mapping val : RTerm→NF is sur-
jective. This surjectivity could have been shown much more simply by induction, our
explicit constructions so far are useful in the following section where we will interpret
the generating term t(p) in the %nite N-free pomset p.
6.3. Interpretation of the generating term t(p) in p
In this section, we will show how we can interpret the generating term t(p) in
the %nite N-free pomset p=(P;6; ). Recall that the nodes of the generating term
are subsets of P. We start by showing that these sets can be represented by pairs of
elements of P (which is clear for the elements of V0 by de%nition of V0):
Lemma 6.12. Let p=(P;6; ) be a 2nite N-free pomset and X ∈V (i.e., X is a node
of the generating term t(p)). Then there exist x; y∈P with lfp(x; y)=X .
Proof. For X ∈V0, there is no problem by the de%nition of V0. So let X ∈V1. Then the
statement is shown by induction on the size of p. For | p |=1, it is trivial. Otherwise,
we can write p as sequential product p0 ·p1 =p with p1 ∈ (NF ‖NF)∪ or as parallel
product of connected pomset p1 ‖p2 ‖ · · · ‖pn =p with n¿1.
p=p0 ·p1. Recall that V1(p0 ·p1)=V1(p0)∪V1(p1)∪{p0 ·p1; p0}. If X =P0 ∪P1,
let x∈ min(p0 ·p1) and y∈ max(p0 ·p1). Then x¡y and any z ∈P0 (z ∈P1) is be-
low y (above x). Hence lfp(x; y)=P0 ∪P1 =X . Now let X =P0. Similarly to above,
we choose x∈ minp0 = minp and y∈ maxp0. Suppose p0 is connected. Then x¡y
and, as above, any element of P0 is above x or below y, i.e., belongs to lfp(x; y).
Any element z ∈P\X =P1 is properly above y and therefore not in lfp(x; y). Hence
X = lfp(x; y). Now suppose p0 is not connected. Then we can in addition assume that
x and y are incomparable. Note that (for h∈P) x; y¡h iK h∈P1 iK P0¡h and x; y¿h
is impossible. Hence X =P0 = lfp(x; y).
It remains to consider the case X ∈V1(p0) since X ∈V1(p1) is dual. By the induc-
tion hypothesis, there are x; y∈P0 such that X = lfp0 (x; y). We show that lfp0 (x; y) and
lfp0 ·p1 (x; y) are equal. Suppose x and y are comparable. Then we can assume w.l.o.g.
x6y. Let z ∈ lfp0 (x; y). Then z ¡x, x ¡z and not x co z coy. Hence z ∈ lfp0 ·p1 (x; y).
Conversely let z ∈ lfp0 ·p1 (x; y). Then, again z ¡x, x ¡z and not x co z coy. In ad-
dition z ∈P0 for otherwise y¡z. Hence we have z ∈ lfp0 (x; y) which proves X =
lfp0 (x; y)= lfp0 ·p1 (x; y) if x6y. Now suppose x coy and let z ∈ lfp0 (x; y). Then, for
any h∈P0, if x; y¡h (x; y¿h), then z¡h (z¿h) and z ∈P0. Hence, for h∈P1, we
have x; y; z¡h and therefore z ∈ lfp0 ·p1 (x; y). Conversely, let z ∈ lfp0 ·p1 (x; y). Then
z ∈P0 since for any h∈P1 we have x; y¡h and therefore z¡h. Hence z ∈ lfp0 (x; y).
This %nishes the proof that X = lfp0 (x; y)= lfp0 ·p1 (x; y) if p is connected.
p=p1 ‖p2 ‖ · · · ‖pn. Since X ∈V1(p), there is i with X ∈V1(pi), w.l.o.g. we as-
sume i=1. Again by the induction hypothesis we can assume that there are x; y∈P1
with X = lfp1 (x; y). First let x6y. Then lfp1 (x; y)⊆P1 since any z ∈P\P1 satis%es
x co z coy. Hence lfp1 (x; y)= lfp(x; y). So now let x coy. Since p1 is connected, there
exists h∈P1 with x; y¡h or x; y¿h. Hence, again, lfp1 (x; y)⊆P1 since any z ∈P\P1
satis%es h co z. Thus, lfp1 (x; y)= lfp(x; y) which %nishes the proof of the lemma.
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Next we show the existence of some particular formulas that single out those pairs
(x; y) which stand for a node in the generating term (formula 90 ∨ 91), that are labeled
by 2 (formula label2) as well as those pairs of pairs that are connected by an edge
(formula 1 ∨ 2 ∨ 3). Note that diKerent pairs of elements can stand for the same
node in the generating term. Therefore, we also need the formula eq that expresses
precisely this:
Lemma 6.13. There are FO-formulas eq(x1; x2; y1; y2), 9i(x1; x2) (i=0; 1), i(x1; x2;
y1; y2) (i=1; 2; 3), and label2(x1; x2) (2∈∪{·; ‖ }) such that for any 2nite N-free
pomset p=(P;6; ) and any xi; yi ∈P, we have
(1) p |=eq(x1; x2; y1; y2) i9 lfp(x1; x2)= lfp(y1; y2),
(2) p |= 9i(x1; x2) i9 lfp(x1; x2)∈Vi (i=0; 1),
(3) p |= i(x1; x2; y1; y2) i9 (lfp(x1; x2); lfp(y1; y2))∈Ei (i=1; 2; 3), and
(4) p |= label2(x1; x2) i9 6(lfp(x1; x2))= 2 for 2∈∪{·; ‖ }.
Proof. There is clearly a formula in(x1; x2; z) such that p |= in(x1; x2; z) iK z ∈ lfp(x1; x2)
for any %nite N-free pomset p and any x1; x2; z ∈P. Hence the formula eq exists as
required. The formula 90 is obviously x1 co x2 ∨ x1 = x2. By Lemma 2.3, we can express
that lfp(x1; x2) is connected by a FO-formula. Hence there exists a formula 9′(x1; x2)
which is satis%ed by x1; x2 iK lfp(x1; x2)∈V ′. A subset of a %nite N-free pomset is
a sequential pre%x iK any of its elements is below any element of its complement.
Hence, from 9′, we can build the formula 91.
By the characterization of connected sets in a %nite N-free pomset, we can easily
state that lfp(y1; y2) is a connected component of lfp(x1; x2). Using the formulas 90 and
91 then gives us the formula 1. By what we saw above, any connected component
of a least factor lfp(x1; x2) is of the form lfp(z1; z2) for some z1; z2. Hence, using the
formula 91, we can formulate that lfp(y1; y2) is a maximal proper pre%x of lfp(x1; x2)
which gives us the formula 2. To obtain 3 note that a subset of a %nite N-free pomset
is a minimal proper suTx iK its complement is a maximal proper pre%x. Thus, we can
also write down the formula 3.
Since 6(lfp(x1; x2))= · iK lfp(x1; x2)∈V1\V0, we can take label·(x1; x2)= 91(x1; x2)
∧¬90(x1; x2). The formula labela(x1; x2) is clearly x1 = x2 ∧ (x)= a for a∈. Finally,
label ‖ is the conjunction of the negations of these formulas.
With 9= 90 ∨ 91, son = 1 ∨ 2 ∨ 3, and %rstson = 2, the lemma de%nes an interpre-
tation of t(p) in p. But this interpretation is two-dimensional (i.e., nodes of the
reduced term are represented by [sets of] pairs of elements of the %nite N-free pom-
set). Let L⊆NF be recognizable. Then we know that val−1(L)⊆RTerm is CMSO-
axiomatizable by Lemma 6.3. Suppose this set were FO-axiomatizable, i.e., there
were an FO-sentence ’ such that val−1(L)= {t ∈RTerm | t |=’}. Then we obtain
that L is FO-axiomatizable by a general result on interpretations (cf. [14, Theorem
5.3.2]). The idea of the proof is to replace any FO-variable in ’ (that ranges over
nodes in t) by two %rst order variables (that stand for elements of p and together
represent the least factor containing them and therefore a node of the generating
term). Hence, we obtain an FO-sentence U’ from ’ by the following inductive
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procedure:
∃x = ∃x1; x2(9(x1; x2) ∧ U ); 6(x) = 2 = label2(x1; x2);
son(x; y) = (x1; x2; y1; y2); %rstson(x; y) = 2(x1; x2; y1; y2);
and
(x = y) = eq(x1; x2; y1; y2);
where 2∈{·; ‖ }∪. Then t(p) |=’ iK p |= U’ for any %nite N-free pomset p by
Lemma 6.13.
In general the set val−1(L) is not FO-, but only CMSO-axiomatizable (see
Lemma 6.3). Hence the formula axiomatizing val−1(L) contains also set variables.
Using the idea above, they would be replaced by binary relations which is impossible
in CMSO. In order to solve this problem, we have to make a short detour and consider
monadic logics on trees:
In [29], PotthoK and Thomas consider monadic second order logic on %nite proper
binary trees. They show that the restriction of set variables to sets of leaves does not
reduce the expressive power. As explained in [38, p. 403], the idea is the following:
“: : : the inner nodes can be mapped injectively into the set of leaves: From a given
inner node, we follow the path which %rst branches right and then always branches
left until a leaf is reached. Thus a set of inner nodes can be coded by a set of leaves
: : : Using this idea, quanti%ers over subsets of proper binary trees can be simulated by
quanti%ers over” sets of leaves.
A similar idea can be used for reduced trees. Recall that in CMSO for trees, the
atomic formulas are of the form (x; y)∈ son, (x; y)∈ %rstson, x∈X , and 6(x)= 2 for
2∈∪{·; ‖ }. In this logic, we are able to speak about paths since they are sets of
nodes. But if we restrict set variables to range over sets of leaves, only, we loose the
possibility to express, e.g., “x is an ancestor of y”. Therefore, we now extend CMSO
to LCMSO by allowing in addition the atomic formula (x; y)∈ son? which states “x is
an ancestor of y”. The satisfaction relation |=L for formulas of LCMSO and reduced
terms t is de%ned canonically with the understanding that set variables range over sets
of leaves, only (which explains the pre%x L in LCMSO).
Lemma 6.14. Let ’ be a CMSO-formula. Then there exists an LCMSO-formula  
such that for any reduced term t ∈RTerm we have t |=’ i9 t |=L  .
Proof. As explained above, the proof relies on an injection of the inner nodes of a
reduced tree t into its set of leaves whose inverse is FO-de%nable. Here, we will con-
struct three diKerent injections, one for ·-labeled nodes, one for ‖-labeled inner nodes
with at least one ·-labeled son, and one for the ‖-labeled nodes without ·-labeled son.
To map a ·-labeled node to some leaf, we follow the path that %rst branches right.
At a ·-labeled node, the path branches left, and at a ‖-labeled node, the path branches
arbitrary. To map a ‖-labeled node with a ·-labeled son to some leaf, we follow the
path that %rst branches arbitrary to some ·-labeled son. From here, we proceed as
above. The ‖-labeled nodes without ·-labeled sons are mapped to any of their sons
(which happen to be leaves).
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From a CMSO-formula ’, we build inductively an equivalent LCMSO-formula ’′
as follows:
((x; y)∈ son)′ = ((x; y)∈ son)
((x; y)∈ %rstson)′ = ((x; y)∈ %rstson)
(6(x)= 2)′ = (6(x)= 2)
(∃x’)′ = (∃x’′)
(∃X’)′ = (∃X1; X2; X3; X4’′)
(modp;q(X ))′ =
∨{∧modpi;q(Xi)| 06 pi ¡ q;
p1 + p2 + p3 + p4 ≡ pmod q
}
The atomic formula x∈X is replaced by
[6(x) = · → ∃y ∈ X1((x; y) ∈ %rstson ◦ rightpath)]
∧ [(6(x) = ‖ ∧ ∃z((x; z) ∈ son ∧ 6(x) = ·))→
∃y ∈ X2((x; y) ∈ son ◦ %rstson ◦ rightpath)]
∧ [(6(x) = ‖ ∧ ∀z((x; z) ∈ son → 6(x) = ·))→ ∃y ∈ X3((x; y) ∈ son)]
∧ [6(x) ∈  → x ∈ X4]
where rightpath denotes the LCMSO-de%nable relation “There is a path from z to y
that branches right at any ·-labeled node”.
In the reduced term t(p), leaves are of the form {(x; x)} for some x∈P. Hence sets
of leaves in t(p) can be seen as subsets of P. This allows to axiomatize in CMSO
any recognizable set of %nite N-free pomsets:
Theorem 6.15. Let L be a recognizable set of 2nite N-free pomsets. Then L is
CMSO-axiomatizable.
Proof. Let L be recognizable and let T = {t ∈RTerm | val(t)∈L}. Then, by Lemma
6.3, T is CMSO-axiomatizable. Hence there is a LCMSO-sentence ’ such that T = {t ∈
RTerm | t |=L ’} by Lemma 6.14. We extend the construction of U’ from above by
setting
(x; y) ∈ son? = (lfp(x1; x2) ⊇ lfp(y1; y2));
∃X = ∃X U ; and
x ∈ X = (x1 = x2 ∧ x1 ∈X ):
Now the consideration above yields that p |= U’ iK t(p) |=L ’ which is equivalent to
t(p)∈T and therefore to p∈L.
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The proof of the above theorem uses what is known as “relativized, two-dimensional,
%rst order interpretation” (cf. [14, pp. 212 K]). The nodes of t(p) are represented by
equivalence classes of pairs of elements of p; therefore, the interpretation is “two-
dimensional”. Since not all pairs (x1; x2) give rise to a node of t(p) (i.e., since there
are pairs of nodes that violate 9), the interpretation is “relativized”. It is “%rst-order”
since our formulas 9, etc. are FO-formulas.
In theoretical computer science, a similar concept is known as MSO-transduction [3].
An MSO-transduction can be seen as a relativized and parameterized one-dimensional
monadic second order interpretation that diKers in three aspects from the interpretation
we consider here. (1) They are one-dimensional. (2) The formula eq that de%nes an
equivalence relation is simply x= x, i.e., the equivalence relation eqp is trivial there.2
(3) The formulas are not FO- but CMSO-formulas. Courcelle shows that the preimage
of a CMSO-axiomatizable set under an MSO-transduction is CMSO-axiomatizable. This
property of MSO-transductions is the basis for the proofs in [3,16,21] that recognizable
sets of graphs of bounded tree width are CMSO-axiomatizable.3
In [4, p. 65], Courcelle discusses the possibility of more general MSO-transductions
by allowing multidimensional interpretations. But, as he observes, in general this results
in transductions that do not reWect CMSO-axiomatizability in general. In our setting,
the multidimensionality did no harm since we could use the idea of PotthoK and
Thomas and the fact that leaves correspond to singleton sets of the form {(x; x)},
i.e., to elements of the underlying poset.
In [15], Hoogeboom and ten Pas show the equivalence of recognizable and MSO-
axiomatizable text languages4. To obtain their result, they also use restricted two-
dimensional interpretations and refer to the result by PotthoK and Thomas. The main
diKerence between the setting of text languages and %nite N-free pomsets is the commu-
tativity of the parallel composition of N-free pomsets. Because of this commutativity,
the sons of a ‖-labeled node in a reduced term cannot be ordered. Recall that in
Lemma 6.3 the counting ability of CMSO was needed to cope with these unordered
sons. Furthermore, the missing order of these sons complicates the injections of the
inner nodes into the leaves of a reduced tree.
7. Branching B,uchi-automata
In this section, we extend the concept of a branching automaton that accepts only
%nite N-free pomsets to a branching B?uchi-automaton that is capable of accepting
in%nite N-free pomsets. Similarly to the %nite case, we show that a set of N-free
pomsets is !-series-rational iK it can be accepted by a %nite branching B?uchi-automaton
and is width-bounded.
2Nontrivial equivalence relations can be introduced without aKecting the validity of Courcelle’s results
at the expense of an additional parameter, cf. [3, Lemma 2.4].
3These results cannot be applied here since the set NF of N-free pomsets has unbounded tree width as
opposed to sp-graphs [3].
4The work by Hoogeboom and ten Pas has been extended recently to series–parallel biposets by 4Esik
and N4emeth [8].
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In order to motivate the de%nition of our acceptance condition, let A=(S; T; I;F%n ;
Finf ) be a %nite B?uchi-automaton where S is the set of states, T ⊆ S ×× S is a set of
transitions, I ⊆ S is the set of initial states, and F%n ;Finf ⊆ S are the sets of %nitary and
in%nitary accepting states. A %nite word w∈? is accepted iK there is a run s w→f
for some s∈ I and f∈F%n. An in%nite word w is accepted iK it can be written as
w= u0u1u2 : : : with ui ∈? such that there are runs s u0→f and f ui→f for i¿0 and
some s∈ I and f∈Finf . For this, we can write s w⇒f.
A branching automaton will not only run on words but, e.g., also on pairs of in%nite
words w1 ‖w2. The idea of the branching automaton de%ned below is that the automaton
%rst branches into two parts that run independently on w1 and w2. This results in two
states f1 and f2. These two states will be combined into the multiset f1+f2, i.e., into
a function S→!. The branching automaton shall also run on pairs of words w1 ‖w2
with w1 %nite and w2 in%nite. Therefore, the run will not only determine one multiset
of states, but two: the %rst one for the %nal states of %nite “branches” of the N-free
pomset p, the other one for in%nite “branches”.
Notational conventions. In this chapter, S will stand for the set of states of a branching
automaton. To ease the notation, we will identify an element s∈ S with the function
g : S→! that sends s to 1 and any other element of S to 0 (i.e., with the characteristic
function of the set {s}). In this sense, we will say that S is a subset of !S . The
function that sends any element of S to 0 is denoted by 0, too. Let F(S) be the set
of pairs of functions from S to !, i.e., F(S)= (!S)2. Note that (s; 0) and (0; t) for
s; t ∈ S are particular elements of F(S). The addition of elements of F(S) is de%ned
componentwise: (gf; gi)+ (hf; hi)= (gf + hf; gi + hi) and (gf + hf)(s)= gf(s)+ hf(s)
for s∈ S.
Now we can introduce our notion of a device accepting N-free pomsets:
Denition 7.1. A branching B@uchi-automaton is a tuple A=(S; Ts; Tf; Tj; P; I;F)
where
(1) S is a set of states,
(2) Ts⊆ S ×× S is a set of sequential transitions,
(3) Tf; Tj; P⊆ S3 are sets of fork, join, and pairing transitions, resp.,
(4) I ⊆ S is a set of initial states, and
(5) F⊆F(S) is a set of pairs of accepting functions g=(gf; gi) with gf; gi : S→!.
The branching B?uchi-automaton A is 2nite iK S and F are %nite. It is a branching
automaton if gi =0 and gf ∈ S for any g∈F.
There are three diKerences between our branching B?uchi-automata and the branching
automata de%ned by Lodaya and Weil: First, our fork and join transitions are simpler
than those originally considered by Lodaya and Weil in [22] where they allowed forking
into more than two branches. Already in [24] they observe that the restriction to binary
branching does not inWuence the expressive power. Second, we have an additional set
of pairing transitions. These transitions will work similar to fork transitions but in a
run, they need not be paired with a join transition (see below). As a consequence of
these pairing transitions, a run has in general more than one %nal state. Therefore the
set of accepting states from [23] is replaced by accepting functions.
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Next, we de%ne how a branching B?uchi-automaton runs on %nite N-free pomsets.
These runs are de%ned inductively on the construction of the pomset: Let pi =(Vi;6; i)
for i=0; 1 be %nite N-free pomsets and s; t ∈ S be states. If V0 = {x} with (x)= a, then
there is a 2nite run of A on p0 of depth 0 from s to t (written s
p0→0 t) iK (s; a; t)∈Ts.
Furthermore, s
p0 ·p1→n t iK there exists a state r ∈ S with s p0→k r p1→‘ t and n= max(k; ‘).
Finally, s
p0 ‖p1→n t iK there exist states si and ti such that (s; s0; s1)∈Tf is a fork transition,
(t0; t1; t)∈Tj is a join transition, si pi→ni ti for i=0; 1, and n=1 +max(n0; n1).
Thus, %nite runs transform states of A into states of A. The depth of a %nite run
measures the maximal number of nested fork transitions in this run. Therefore, if the
%nite N-free pomset p admits a %nite run of depth n in A, then the width of p is at
least n+ 1 and at most 2n.
Next, we de%ne runs on possibly in%nite N-free pomsets. These runs transform states
of A into pairs of functions from !S :
• If s p→n t is a %nite run, then s p⇒n (t; 0) is a run of depth n.
• Let pi ∈NF be %nite N-free pomsets, si ∈ S be states such that si pi⇒ni si+1 for i∈!.
Furthermore suppose that there are in%nitely many i∈! with si = t and let n=
sup{ni | i∈!}. Then s0
∏
i∈! pi⇒ n (0; t).
• Let p∈NF, q∈NF∞, s; t ∈ S and g∈F(S) with s p→k t q⇒‘ g and n= max(k; ‘).
Then s
p · q⇒ n g.
• Let q0; q1 ∈NF∞, s; s0; s1 ∈ S and g; g0; g1 ∈F(S), such that sj qj⇒nj gj for j=0; 1,
(s; s0; s1)∈P, and n=1+max(n0; n1) (where we set 1+∞=∞). Then s q0 ‖ q1⇒n g0+g1.
Similarly to %nite runs, the depth of a run measures the maximal nesting of fork
and pairing transitions in this run. Hence, as above, n¡w(p)62n whenever p∈NF∞
admits a run of depth n.
A run s
p⇒n g is successful if s∈ I and g∈F. For a branching B?uchi-automaton A,
let L(A) denote the set of all p∈NF∞ that admit a successful run. A set L⊆NF∞
is !-regular if it can be accepted by a %nite branching B?uchi-automaton.
7.1. From !-regular to !-series-rational sets
A branching B?uchi-automaton is of bounded depth if there exists a natural number
n∈! such that s p⇒m g implies m6n for any p∈NF∞, s∈ S and g∈F(S). In [23],
fork-acyclic branching automata are considered that satisfy this condition for successful
runs, only. Therefore, any branching automaton of bounded depth is fork-acyclic, but
the converse is false in general.
Since w(p)62n whenever s
p⇒n g, a branching B?uchi-automaton A of bounded depth
accepts a set of pomsets L(A) of bounded width. For fork-acyclic branching automata
and %nite N-free pomsets, this was observed in [23]. There, the converse is shown
as well: If L(A)⊆NF is of bounded width, then A is fork-acyclic. But there are
branching automata A with L(A) of bounded width that are not of bounded depth.
Since we need this stronger notion, next we show that any !-regular set of bounded
width can be accepted by a %nite branching B?uchi-automaton of bounded depth:
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Lemma 7.2. LetA be a 2nite branching B@uchi-automaton and suppose that L(A) has
bounded width. Then there exists a 2nite branching B@uchi-automaton A′ of bounded
depth with L(A)=L(A′).
Proof. Let A=(S; Ts; Tf; Tj; P; I;F) and n∈! with w(p)6n for any p∈NF∞ that
is accepted by A. Let S ′= S ×{0; 1; 2; 3; : : : ; n} be the state space of the automaton
A′. This automaton simulates the automaton A in the %rst component and counts
the nesting of fork and pairing transitions in its second component. Therefore, we
de%ne ((s; k); a; (t; ‘))∈T ′s iK k = ‘ and (s; a; t)∈Ts is a sequential transition of the
old automaton. Furthermore, ((s; m); (s0; m0); (s1; m1))∈T ′f is a fork transition of the
new automaton iK (s; s0; s1)∈Tf is one of the old and m0 =m1 =m + 1. The pairing
transitions from P′ are de%ned similarly. Dually, ((s0; m0); (s1; m1); (s; m))∈T ′j is a join
transition of the new automaton iK (s0; s1; s)∈Tj is one of the old and m0 =m1 =m+1.
The initial states of the new automaton are those states whose %rst component is initial
in the old automaton: I ′= I ×{0; 1; 2; : : : ; n}. Similarly, the %nal functions are de%ned: a
pair of functions g=(gf; gi)∈F(S ′) belongs to F′ iK (gf ◦ <1; gi ◦ <1)= g ◦ <1 belongs
to F where <1 : S ′→ S is the projection to the %rst component.
As any fork and pairing transition in A′ increments the depth counter and since this
counter is bounded by n, any run in A′ has depth at most n. Hence the automaton
A′ is indeed of bounded depth.
Now let (s; k)
p⇒m g′ be a successful run of depth m in the automaton A′. Since this
automaton simulates A in its %rst component, there is a run s
p⇒ g′ ◦ <1 in A. Since
g′ is a %nal function in A′, the function g′ ◦ <1 is %nal in A, i.e., p is accepted by
A. Thus L(A′)⊆L(A).
Conversely suppose s
p⇒m g is a successful run in A. Then m¡w(p) since p admits
a run of depth m. On the other hand w(p)6n since p is accepted by A. This implies
m¡n, i.e., in the run s
p⇒m f, the nesting of fork and pairing transitions is smaller
than n. Hence this run can be simulated by A′, i.e., there is a run (s; 0)
p⇒m g′ in A′
that, in the %rst component, simulates the run s
p⇒m g of A. In particular g= g′ ◦ <1
implying that the run (s; 0)
p⇒m g′ is successful in A′. Hence L(A)⊆L(A′).
Lodaya and Weil showed that a set of %nite N-free pomsets is series-rational iK it
can be accepted by a %nite branching automaton and is width-bounded. This result and
the lemma above are the basis for the proof of the following corollary:
Corollary 7.3. Let L⊆NF be a set of 2nite N-free pomsets. Then L is series-rational
i9 it can be accepted by a 2nite branching automaton of bounded depth.
Proof. If L is series-rational, it can be accepted by a %nite branching automaton [23,
Theorem 4.12] and is of bounded width. Hence, by Lemma 7.2, it can be accepted
by a %nite branching automaton of bounded depth. Conversely, let L be accepted by a
%nite branching automaton A whose depth is bounded by n. Then, as we saw above,
any N-free pomset accepted by A has width at most 2n, i.e., L(A) has bounded width.
Hence L(A) is series-rational by [23, Theorem 4.12].
D. Kuske / Theoretical Computer Science 299 (2003) 347–386 383
Next we show that any !-regular set of N-free pomsets of bounded width is !-
series-rational:
Proposition 7.4. Let A be a 2nite branching B@uchi-automaton such that L(A) is of
bounded width. Then L(A) is !-series-rational.
Proof. By Lemma 7.2, we can assume A=(S; Ts; Tf; Tj; P; I;F) to be of bounded
depth. For s∈ S and g∈F(S), let As; g =(S; Ts; Tf; Tj; P; {s}; {g}) be the branching
B?uchi-automaton with one initial state s and one accepting pair of functions g=(gf; gi).
Note that in case gf ∈ S and gi =0, the branching B?uchi-automaton As; g is actu-
ally a branching automaton and therefore falls into the realm of Corollary 7.3.
Hence, in this case, L(As; g) is series-rational. Now suppose gf =0 and gi = t ∈ S.
Then an N-free pomset p is accepted by As; g iK it admits a run s
p⇒n g, i.e., iK
it is an in%nite sequential product p=
∏
i∈! pi of %nite pomsets pi such that p0
admits a %nite run from s to t, and pi leads from t to t for i¿0.
Thus,
L(As;f) = L(As; (t;0)) · (L(At;(t;0)))!
which is !-series-rational since the sets L(As; (t;0)) and L(At;(t;0)) are series-rational
subsets of NF.
Now let g∈F(S) that can be written as the sum g0 + g1 with g0; g1 =(0; 0). Then
a pomset p∈NF∞ is accepted by As; g iK there are two pairs of functions g0 and g1
with g= g0 + g1 and gi =(0; 0), two N-free pomsets p0 and p1,
(1) and a pairing transition (s; s0; s1)∈P such that p=p0 ‖p1 and si pi⇒ gi for i=0; 1,
or
(2) a pairing transition (s′; s0; s1)∈P, and a %nite N-free pomset q such that p= q ·
(p1 ‖p2), s q→ s′, and si pi⇒ gi for i=0; 1.
Hence L(As; g) is the union of all sets
⋃
(s;s0 ;s1)∈P
L(As0 ;g0 ) ‖L(As1 ;g1 ) ∪
⋃
(s′ ;s0 ;s1)∈P
L(As;(s′ ;0)) · (L(As0 ;g0 ) ‖L(As1 ;g1 ))
over all pairs (g0; g1) of pairs of functions with g= g0 + g1 and g0; g1 =(0; 0). Since
this union is %nite, we showed inductively that L(As; g) is !-series-rational for any
s∈ S and g∈F(S).
Now L(A)=
⋃
s∈I; g∈F L(As; g). Since A is %nite, L(A) is !-series-rational.
7.2. From !-series-rational to !-regular sets
Similar to [23], we will show that the substitution of a regular set K for a letter
= in an !-regular set L yields an !-regular set L[=; K]. Since, e.g., K! = =![=; K],
this will imply that the !-regular sets satisfy the closure properties required for the
!-series-rational ones.
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We start with the formal de%nition of the substitution. Let = =∈ and K ⊆NF().
Then
=[=; K] =K;
a[=; K] = {a} for a = =;
(q0 ‖ q1)[=; K] = q0[=; K] ‖ q1[=; K];
(p0 · q0)[=; K] =p0[=; K] · q0[=; K];
and (∏
i∈!
pi
)
[=; K] =
∏
i∈!
(pi[=; K]);
where pi ∈NF(∪{=}) and qi ∈NF∞(∪{=}). Furthermore, for L⊆NF∞(∪{=})
let
L[=; K] =
⋃
q∈L
q[=; K]:
Now one can show that the set of !-regular sets is closed under substitutions of regular
sets:
Lemma 7.5. Let K ⊆NF() and L⊆NF∞(∪{=}) be !-regular. Then L[=; K] is
!-regular, too.
Proof. The proof is a simple adaptation of the proof of [23, Proposition 4.9] which
involves the notion of a behaved branching automaton.
Proposition 7.6. Let L⊆NF∞() be !-series-rational. Then there exists a 2nite
branching B@uchi-automaton A that accepts L.
Proof. It is easily seen that {p} can be accepted by a branching automaton for
p∈NF() (cf. [23]). The union L(A0)∪L(A1) is accepted by the disjoint union of
the two branching B?uchi-automata A0 and A1.
Now let Ai =(Si; T is ; T
i
f; T
i
j ; P
i; I i;Fi) for i=0; 1 be %nite branching B?uchi-automata
with disjoint state sets. To accept the parallel product L(A0) ‖L(A1), take the union of
these two automata, add a new initial state >, pairing transitions (>; s0; s1) for any initial
states si ∈ I i, and require that “both parts” of the new automaton are accepting. More
formally, a pair of functions gf and gi from !S
0 ∪ S1 is accepting (i.e., belongs to F)
if (gf  Si; gi  Si)∈Fi for i=0; 1. So let A denote the %nite branching automaton
(S0 ∪ S1∪˙{>}; T 0s ∪ T 1s ; T 0f ∪ T 1f; T 0j ∪ T 1j ; P; {>};F)
with P=P0 ∪P1 ∪{>}× I 0× I 1. Any successful run of this automaton starts with a
pairing transition of the form (>; s0; s1) with si ∈ I i. Hence L(A)=L(A0) ‖L(A1).
Now suppose that K =L(A0) consists of %nite N-free pomsets, only. Since {=}+ and
{=}! are !-regular, so are K+ = ({=}+)[=; K] and K! =({=}!)[=; K] by Lemma 6.5.
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To show that K ·L(A1) is !-regular, we %rst show that {=} ·L(A1) is !-regular:
Replace the set of initial states I 1 by a new initial state > and add sequential transitions
(>; =; s) for s∈ I 1. The resulting %nite branching B?uchi-automaton obviously accepts
{=} ·L(A1). Since ({=} ·L(A1))[=; K] =L(A0) ·L(A1), Lemma 7.5 implies that this
sequential product is !-regular, too.
Since the !-regular sets are closed under all necessary operations, and since the
set of !-series-rational sets is the least such set, we showed that any !-regular set is
!-series-rational.
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