Introduction
In this paper we discuss some structure problems regarding the foliation of Levi flat manifolds, i.e. those CR manifolds which are foliated by complex leaves or, equivalently, whose Levi form vanishes. Levi flat manifolds have a particular significance among CR manifolds, since -due to their degenerate nature -they often behave as "limit case", or they are an obstruction in extension problems of CR objects (see, for example, [3] ). The geometry of Levi flat manifolds is a source of many interesting problems (see [2] , [1] ).
Here, we address the following general question: assuming that a Levi flat submanifold S ⊂ C n is bounded in some directions, what can be said about its foliation? We will show that, in some circumstances, it is possible to conclude that the foliation (or even, more generally, a complex leaf of a foliated manifold) is "trivial", i.e. is made up by complex planes. A first result in this direction is the following Theorem 0.1 Let S be a smooth Levi-flat hypersurface of C n = C n−1 × C w , contained in C = {|w| < 1} and closed in C. Then S is foliated by hyperplanes {w = const.}.
In order to treat this problem it is useful to consider S as an analytic multifunction. These objects, which were first introduced by Oka [4] , are setvalued functions C → k(C) (where k(C) denote the subset of the power set P(C) formed by the compact subsets of C) which behave in some ways as analytic function; namely, according to Oka's definition, the complementary of their graph is pseudoconvex. However, we will find more convenient to adopt as a definition the characterization found by Slodkowski [7] by means of plurisubharmonic (psh) functions.
We shall see that Theorem 0.1 becomes then a rather easy consequence of the results already obtained for analytic multifunctions, namely, the extension of Liouville's theorem to such objects. Then, we generalize Theorem 0.1 to higher codimension (see Theorem 1.3) by a slightly less trivial application of the Liouville Theorem.
Later on, we will discuss other related problems which cannot be treated by means of analytic multifunctions. In section 2, we consider the case of a (complex leaf of a) foliation of the graph of a bounded function on C n × R. In this case, an analysis of each single complex leaf is required. Afterwards, in section 3 we consider a (real) foliation of D × C by complex leaves, and we show that under suitable (maybe too restrictive) geometric conditions on this foliation it is again possible to prove a triviality result.
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1 Levi flat manifolds contained in a cylinder
Analytic multifunctions and Liouville Theorem
Consider a function f : C n → P(C), i.e. a set-valued function from C n to the power set of C. Let Γ(f ) ⊂ C n+1 be defined as Γ(f ) = z∈C n {z} × f (z).
We say that f is an analytic multifunction if each value f (z) is a compact set and C n+1 \ Γ(f ) is pseudoconvex. With this definition, a holomorphic function f ∈ O(C n ) is clearly an analytic multifunction. Let ρ : C n+1 → R be a continuous plurisubharmonic function. Let ρ ′ : C n → R be defined as ρ ′ (z) = max w∈f (z) ρ(w).
In [7] the following is proved :
Lemma 1.1 For any analytic multifunction f and continuous psh function ρ, ρ ′ is a plurisubharmonic function.
From now on, by analytic multifunction we mean a multifunction for which the conclusion of Lemma 1.1 holds true.
The following Liouville result (see also [5] ) on analytic multifunction depends only on the property of Lemma 1.1: Lemma 1.2 Let f be an analytic multifunction on C n , and suppose that f is bounded in the following sense:
for some M > 0. Letf be the multifunction defined aŝ f (z) = f (z), z ∈ C n where K is the polynomial hull of K. Thenf is constant.
Proof. Let P (w) be a polynomial on C w , and denote again by P the trivial extension of P to C n+1 P (z, w) = P (z). Then |P | is a plurisubharmonic function on C n+1 , therefore by Lemma 1.1
is psh on C n . But, defining
we have that P ′ (z) ≤ C for all z ∈ C n . Then, by Liouville's Theorem for psh functions it follows that P ′ is constant. We deduce thatf is constant. Indeed, in the opposite case we could find w 1 ∈ C and z 1 , z 2 ∈ C n such that w 1 ∈ (f (z 1 ) \f(z 2 )), i.e. there would exist a polynomial P 1 such that
Example 1.1 The hypothesis of Lemma 1.2 does not imply that f is in turn a constant multifunction. A simple example is the following:
Example 1.2 A modification of the previous example shows that, even if Γ(f ) is a (disconnected) manifold, f need not be constant if we adopt the second definition of analytic multifunction (i.e. the property discussed in Lemma 1.1). Indeed, define f (z) to be the union of the unit circle bD and any compact set contained in the unit disc D; then, since any subharmonic function can "detect" the behavior of f only in bD, f satisfies the statement of Lemma 1.1 but the complement is not pseudoconvex. As we show below, nevertheless, the result holds if Γ(f ) has the structure of a (even disconnected) Levi flat manifold (which is obviously not the case in the previous example). Lemma 1.2 provides a useful tool which allows to prove Theorem 0.1 quite easily. In fact, setting f S (ζ) = S ∩ {z = ζ} for ζ ∈ C n we have that f S is by definition an analytic multifunction. Proof of Theorem 0.1. By hypothesis the multifunction f S is bounded, therefore in view of Liouville's Theoremf S is constant. We have to show that the multifunction f S is constant, too. In order to do this, choose z 0 ∈ C n in such a way that the complex line L z 0 = {z = z 0 } ⊂ C n+1 intersects S transversally. This means that f (z 0 ) is a smooth compact real 1-submanifold of C, i.e. a finite set {λ i (z 0 )} 1≤i≤k(z 0 ) of simple C ∞ loops contained in D = {|w| < 1}. Let U i (z 0 ) be the bounded connected component of C \ λ i (z 0 ), and let {α j (z 0 )} 1≤j≤h(z 0 ) be the "maximal"loops, i.e. those λ i 's which are not contained in any U j . For every z ∈ C n such that L z ∩ S is transversal, adopting the same notations as above we define
Let I ⊂ C n be the set of z ∈ C n for which
• L z has transversal intersection with ζ M(ζ);
It suffices to show that I is both open and closed. Indeed, in this case f
is an analytic multifunction, thus we can prove the statement of 0.1 inductively, where the induction is performed on the number of loops of f (z 0 ).
I is open. Let z 1 ∈ I; clearly there exists a neighborhood Ω of z 1 such that
I is closed. Let M I = z∈I M z and let z 2 ∈ I. Then, M I ∩L z 2 = M(z 0 ); moreover, since S is a smooth manifold, we have
, this implies that L z 2 ∩ M is transversal, i.e. z 2 ∈ I.
Higher codimension
The analogous of Theorem 0.1 for Levi flat surfaces S of higher codimension can also be proved by following the same methods. However, in this case, analyticity of the multifunction f S defined by S is more involved, due to the fact that S is no longer pseudoconvex. Also the proof of the fact that f S is constant wheneverf S is needs to be adapted using [8] (see the proof of Theorem 1.3).
We consider a real (2d
and closed in C. Then S is foliated by coordinate complex n-planes
Let f : C n → P(C d ) be a function from C n to the subsets of C d , d ≥ 2. We recall that, according to our definition, f is an analytic multifunction if f (z) is compact for each z ∈ C n and, for every continuous plurisubharmonic function ρ :
Consider the set-valued function f S defined by f S (z) = L z ∩ S (generically, f S (z) is the union of a finite number of loops). We want to show that f S is an analytic multifunction.
Lemma 1.4 f S is an analytic multifunction.
Proof. Let ρ : C n+d → R be a psh function, and define ρ ′ as above. Let z 0 ∈ C n , and let L ⊂ C n be a complex line passing through z 0 . For a generic choice of L, the intersection of S with the complex (d + 1)-plane
is transversal, and thus a Levi flat submanifold of C d+1 . Therefore, since it is sufficient to show that the restriction of ρ ′ to a generic L is subharmonic, we can suppose n = 1.
Assume, then, that f S is a P(C d )-valued multifunction defined over C z , and fix z 0 ∈ C. If w ∈ f (z 0 ), we denote by Σ w the leaf of the foliation of S through w. Two cases are possible:
In the former, for a sufficiently small neighborhood V w = (∆ × U) w of (z 0 , w) we have that Σ w ∩ V w can be written
for some holomorphic function g w i ∈ O(∆). Moreover, observe that for w ′ ∈ f (z 0 ) in a small enough neighborhood W w of w, we can choose a ∆ which does not depend on w ′ . In the latter, consider the restriction of the projection π : C d+1 → C to a small neighborhood V w of (z 0 , w) in Σ w . We can suppose that V w is a local chart such that (z 0 , w) ∼ = 0. Denote by ζ the complex coordinate on V w . Since π| Vw is a holomorphic function and its prime derivative vanishes at 0, there exists k ≥ 1 such that
Otherwise, we would have π| Vw ≡ z 0 and thus Σ w would be a complex line contained in C d , which is impossible since it must be contained in the cylinder C of Theorem 1.3. It follows that π| Vw is a k-sheeted covering over some neighborhood ∆ of z 0 . Now, the restriction of π to the leaves Σ w ′ passing through the points (z 0 , w ′ ) of a small neighborhood of (z 0 , w) can be interpreted as a smooth one-parameter family of holomorphic functions π t : V k → C z , such that π 0 = π. For |t| << 1, the argument principle implies that the sum of the orders of the zeroes of (∂/∂ζ)π t is still k − 1. This in turn means that for w ′ sufficiently close to w the projection π| Σ w ′ is still a k-sheeted covering over some neighborhood ∆ w ′ ; in a sufficiently small neighborhood W w we can assume to have chosen a ∆ independent from w ′ .
Since f (z 0 ) is a compact set, we can choose finitely many open sets as above, W w 1 , . . . , W w h , in such a way that
′ is plurisubharmonic on ∆. In order to prove this, choose w ∈ f (z 0 ):
• if w ∈ W w j with w j of the first kind, then we define
• if w ∈ W w j with w j of the second kind, we define
In both cases, ρ 
we have to show that ̺(z) = ρ ′ (z). A priori, the maximum in equation (1) may be performed, for z = z 0 , on a proper subset of f (z), due to the possible existence of leaves of S which accumulate to f (z 0 ) without intersecting it. However, this does not happen. This is a consequence of the fact that
as proved in Lemma 1.5 below. It follows that ̺(z) = ρ ′ (z). Since we already know that ρ ′ (z) is continuous, (1) implies ρ ′ (z) is plurisubharmonic.
Lemma 1.5 Let z 0 ∈ C z , and let Σ be a leaf of the foliation of S such that z 0 ∈ π(Σ). Then z 0 ∈ π(Σ).
Proof. Observe that, since Σ ⊂ C, and consequently the w-coordinates are bounded on Σ, there exists w ∈ f (z 0 ) such that (z 0 , w) is a cluster point for Σ. Take a neighborhood U of (z 0 , w) such that the foliation is trivial on S ∩ U. Then Σ ∩ U is a union of leaves of this trivial foliation. Let Σ 0 be the leaf of S ∩ U passing through (z 0 , w); then, either Σ contains Σ 0 or it contains a sequence of leaves that converges to Σ 0 . Suppose that the second case occurs. Arguing as in the previous Lemma, we show that Σ 0 is not "vertical" i.e. it is not contained in
is an open set containing z 0 . This proves the thesis. Lemma 1.4 allows to prove, exactly in the same way as before, thatf S is a constant multifunction. We have to show, again, that this fact forces f S to be constant.
It is a well-known fact ( [8] ) that, in this case, the polynomial hullf (z) of f (z) is given by the union of some of the loops γ i and some complex varieties Λ j whose boundaries are the others γ i 's. We choose the minimal subsets of loops
is univocally defined. It is sufficient to prove that M(z) is constant, because in such a case we can proceed inductively as in the proof of Theorem 0.1. In view of the structure of the hullf S (z), it is clear that M(z) is constant for z ∈ J. Moreover, arguing again as in 0.1, it is clear that
is a manifold with transversal intersection with L z also for z ∈ J. It follows that M, and therefore f S , is constant.
Foliation of a graph
Consider, in C 2 , coordinates (z, w) with z = x+iy and w = u+iv. We denote by π the projection π : C 2 → C z and by τ the projection τ :
is a Levi flat graph. Then the leaves of the foliation associated to S are regular (immersed) complex manifolds of dimension 1. We claim that the following holds true: Theorem 2.1 Suppose that |ρ| is bounded by some constant M; then S is foliated by complex lines, i.e. ρ has the form
for some smooth function ̺ : R → R.
Actually, we are going to prove a sharper result. If S is any foliated 3-submanifold, we say that a leaf Σ of S is properly embedded if, for (almost) every ball B ⊂ C 2 , the connected components of B ∩ Σ are compact, embedded submanifolds of B ∩ S with boundary. We say that the foliation of S is proper if the leaves are properly embedded.
and suppose that ρ is bounded. Then every complex leaf of S is a complex line.
Theorem 2.1 is a consequence of Theorem 2.2, the foliation of a Levi flat graph being proper (see, for example, the main Theorem of [6] ). A simple proof of 2.1 can be given using analytic multifunctions. Proof of Theorem 2.1. By hypothesis there exists a complex line {w = c} such that S lies outside the cylinder
Then, we can perform a rational change of coordinates (acting only on the w-coordinate) such that the image S ′ of S is contained in C z × D w , where D w is the unit disc. The complement of
The rest of the proof can be carried out in the same way as in Theorem 0.1, with some additional care due to the fact that, if f is the multifunction representing S ′ , in general f (z) is no longer a C 1 curve but only a C 0 one.
It is clear that Theorem 2.2 cannot be treated by applying the methods of analytic multifunctions. As already observed, its proof requires an accurate analysis of a single leaf.
Preliminary results
First of all, we show the following Lemma 2.3 Let Σ be any complex leaf of the foliation of S. Then the projection π| Σ is a local homeomorphism.
Proof. Let p ∈ Σ, p = (p z , p w ); it suffices to show that the differential of π|Σ is surjective in p. In the opposite case, there would exist neighborhoods U of p in C 2 and V of p w in C w , and a holomorphic function f : V → C such that, denoting by Σ ′ the connected component of Σ ∩ U which contains p, we would have
which contradicts the fact that ρ is a smooth function on C z × R u .
Lemma 2.3 shows that a complex leaf Σ of the foliation is locally a graph over C z , but, since we do not know whether or not π : Σ → C z is actually a covering, we cannot conclude immediately that π| −1 Σ is single-valued. However, if this is the case, it is easy to deduce that the thesis of Theorem 2.1 holds true for Σ, provided that the projection π| Σ is onto: Lemma 2.4 Let Σ be a complex leaf of S, and suppose that
Then there exists c ∈ C such that
Proof. Indeed, in this case the leaf Σ is biholomorphic to C as π| Σ is one to one; then, denoting by v the projection on the v-coordinate, v • (π| Σ ) −1 is a harmonic, bounded function on C z , which is constant by Liouville's Theorem. Therefore v| Σ is also constant and so is u| Σ , which is conjugate to v in Σ.
Remark 2.1 One may ask whether the latter hypothesis in Lemma 2.4 can be replaced by
• π| Σ is a local homeomorphism. This is not the case, as it is shown by the following example.
It is simple to show that there exists a map φ : L → C such that
• φ is onto;
• the differential of φ is always invertible;
• φ extends as a continuous function L → C;
• φ −1 (z) consists of finitely many point for every z ∈ C.
In order to be convinced of this fact, one may proceed as follows. A map of this kind can be identified with the smooth motion of an open segment on C along a curve parametrized by R x . For instance, we can first cover a ball B ⊂ C by this motion, and then let the segment proceed along a suitably chosen spiral to fill in the whole C. Then, denoting by J the standard complex structure on C, we can endow L with the complex structure φ ⋆ (J), thus obtaining a simply connected open Riemann surface L C for which φ : L C → C is tautologically holomorphic. By Riemann's uniformization Theorem, we find a biholomorphism ψ : L C → X where X is either C or the unit disc D ⊂ C. We claim that the first case cannot occur. Indeed, consider the set
where D((0, 1), ε) is a disc with center (0, 1) ∈ R 2 and radius ε << 1. If ε is small enough, A ε is mapped by φ biholomorphically onto an open set of C. Moreover, consider ψ(A ε ) ⊂ C ⊂ CP 1 , and observe that the boundary of ψ(A ε ) contains {∞} and (for small ε) 0 / ∈ ψ(A ε ). If {U n } is a fundamental system of neighborhoods of
in A ε , it is also clear that the sets ψ(U n ) approach ∞ ∈ CP 1 as n → +∞. Let g ∈ O(CP 1 \ {0}) be such that g(∞) = 0 and g ≡ 0. Then, in view of the previous observations, the function f ∈ O(φ(A ε )) defined by f = g •ψ •φ −1 is continuous up to φ({y = 1}), and vanishes on this set. This is a contradiction (see also Lemma 2.14).
It follows that X = D. Let i : D → C 2 be defined as
then i is a holomorphic embedding of D in C 2 and we set Σ = i(D). Observe that π : Σ → C is onto and a local homeomorphism; moreover, by construction |v| < 1 on Σ. It is clear that,for topological reasons, Σ cannot be the leaf of any foliation of a graph in C 2 .
In order to prove Theorem 2.1 our aim is to apply Lemma 2.4 and so, from now on, we shall focus on a single complex leaf Σ of the foliation of S and we will prove that its projection over C z is a biholomorphism.
We set
Ω is an open subset of C z . We suppose, by contradiction, that Ω C z , and let z 0 ∈ bΩ. The following result shows that z 0 must actually belong to Ω at least in some special case, thus proving that b(Ω) = ∅ in such a situation. Lemma 2.5 Let z 0 ∈ C z and suppose that there exist p 0 such that π(p 0 ) = z 0 and p 0 is a cluster point for Σ. Then z 0 ∈ Ω.
Remark 2.2 Since we do not know, at this stage, whether or not Σ is a closed submanifold, it is a priori possible that p 0 / ∈ Σ. Nevertheless,
Proof of Lemma 2.5. Let V be a neighborhood of p 0 on which the foliation of S ∩V is trivial. Then, either Σ∩V has finitely many connected components -in this case one of them must contain p 0 -or the connected components of Σ ∩ V accumulate to the leaf Σ ′ of S ∩ V containing p 0 . Then Σ ′ must be a complex leaf, too. Thus, from Lemma 2.3 it follows that, if
is small enough, all the leaves of
In section 2.3, applying the results of [6] , we will prove that π|
Σ is singlevalued. Then, given z ∈ Ω, we will denote by w(z) (respectively u(z),v(z)) the w-coordinates (resp. the u-and v-coordinate) of π| 
Proof. Otherwise, there would exist M > 0 and a sequence {z n } n∈N such that
• z n ∈ Ω for every n ∈ N;
• z n → z 0 ;
• for every n ∈ N there exists p n ∈ Σ such that π(p n ) = z n and |w(p n )| ≤ M.
Then {p n } n∈N would admit an accumulation point p 0 in C 2 such that π(p 0 ) = z 0 . By Lemma 2.5 this would imply z 0 ∈ Ω, a contradiction.
Since, by the main hypothesis, v(z) is bounded on Ω, it follows immediately Corollary 2.7 Let z 0 ∈ bΩ, and let {U k } k∈N be a fundamental system of neighborhoods of z 0 in C z . Then for any M > 0 there exists
Remark 2.3 In any case, since Ω ∩ U k needs not be connected even for large k, it is possible that u assumes both signs in every neighborhood of z 0 . Later on we are going to prove that it is not the case.
Unbounded harmonic functions on the disc
Our strategy is now to reduce our situation to a problem on the disc. For this, we will need some results about holomorphic functions on D = {z ∈ C : |z| < 1}.
The following one shows that a conjugate to a bounded harmonic function on D, although not necessarily bounded, cannot go to infinity on too "large" a subset of the boundary.
Lemma 2.8 Let f ∈ O(D)
Then v is not bounded on D.
Proof. Taking polar coordinates (r, θ), we may assume that
for some ε > 0. Consider the family of arcs
and set (for t < 1)
the hypothesis of the Lemma implies that I t → +∞ as t → 1. Take t > 0; then, if we define (for t > t) J t = I t − I t , we have
and J t → +∞ as t → 1. Thus, by the integral mean value Theorem, for all N > 0 there exist t ′ > t such that
On the other hand, in view of Cauchy-Riemann equations we have u r = −v θ and consequently
whence v is unbounded.
Example 2.2
The previous result fails to be true if we drop any hypothesis which guarantees that u goes to infinity on a sufficiently large subset of the boundary of D. A simple example is the following. Consider the set L = {z ∈ C : |y| < 1}
and choose a biholomorphism φ : L → D. Then
is a harmonic function, conjugate to
but u is not bounded while |v| < 1 on D. In this case, the upper and lower level sets of u approach (two) isolated points on bD, rather than segments of positive measure.
Analysis of Ω
Our purpose now is to show that Ω is simply connected, which will allow us to apply Riemann's mapping Theorem and then Lemma 2.8. In order to achieve this we apply some of the results of [6] , in particular the in-depth analysis which is carried out therein on the leaves of the foliation of the Levi-flat solution for graphs. First of all, we prove that π| Proof. Suppose that, for some z ∈ Ω, there exist p, q ∈ Σ (p = q) such that π(p) = π(q) = z. Since, by definition, Σ is connected, there exists an arc γ which joins p and q. Let γ = π • γ be the corresponding loop in Ω. Let B be a ball in C z × R u , centered at z, with a large enough radius such that γ ⊂ B and τ • γ ⊂ B. Then
is the Levi flat surface which has the graph
as boundary. By the results in [6] , we conclude that each leaf of the foliation is properly embedded in S ∩ τ −1 (B) (observe that, under the hypothesis of Theorem 2.2, this fact is granted by our assumption) and, therefore, that τ (Σ) is properly embedded in B. By the choice of B, τ (p) and τ (q) belong to the same connected component of τ (Σ) ∩ B; let Σ ′ be this component.
Lemma 2.3 implies that Σ
′ is locally a graph over C z ; since B is convex, by virtue of Lemma 3.2 in [6] we deduce that Σ ′ is globally a graph over some subdomain of Ω. Since τ (p) and τ (q) have the same projection over Ω, it follows τ (p) = τ (q) and consequently p = q, a contradiction.
By the previous Lemma Σ is represented by the graph of a holomorphic function over Ω. Let us denote by u (respectively v) the real (respectively the imaginary) part of this function. The following Lemma is an immediate consequence of the results in [6] :
10 Ω is simply connected.
Proof. Observe that, if Ω is not simply connected, then D ∩ Ω is not simply connected for some open disc D ⊂ C z . Arguing as in the previous Lemma, we prove that τ (Σ) is properly embedded on some subdomain
(again, under the hypothesis of Theorem 2.2 this is a direct consequence of the assumption). But τ (Σ) is the graph of u over D ∩ Ω; since v is a singlevalued harmonic conjugate of u, we can apply Lemma 3.3 of [6] to obtain that D ∩ Ω is in fact simply connected.
Because of the previous Lemma, we can consider a biholomorphic map R : Ω → ∆, where D ⊂ C is the unit disc. Our aim is to apply Lemma 2.8 and in order to do so we must examine the behavior of R near the boundary of Ω.
Proof of Theorem 2.2 Lemma 2.11 Let C be a connected component of the boundary of Ω. Then there exist a neighborhood
Proof. Let K be a compact connected subset C; it is enough to prove that the thesis holds for any such K. Observe that, since Ω is connected, C \ K has at most two connected components. By Corollary 2.7, for any z ∈ K there exist a disc D(z, ε) such that |u| > 0 on D(z, ε) ∩ Ω; thus K can be covered by a finite set {D 1 , . . . , D k } of such discs. If δ is small enough, then
The thesis then follows from the fact that there is a connected component of U ′ ∩ Ω whose boundary contains K. Suppose that this is not the case, and choose a connected component V of U ′ ∩ Ω such that E = bV ∩ K = ∅. Observe that bV = E ∪ F ∪ G, where
obviously E ∩ F = ∅ and thus G has at least two connected component. Moreover, E is connected since otherwise C \ K would have more than two connected components. But if E K is connected then it can touch at most one connected component of C \ K and thus of G; it follows E = K. Proof. This is a consequence of Corollary 2.7 and Lemma 2.11.
Remark 2.4
In the previous statement, we can assume that V n and Ω \ V n are connected for every n. We can also assume that the sequence {V n } n∈N is decreasing, with V n+1 ⊂ V n (where the closure is taken in Ω).
Now we fix our attention to the sequence {W n = R(V n )} n∈N of domains of D. For each n ∈ N, we define
where the closure of W n is taken in C.
Lemma 2.13 {Λ n } n∈N is a non-increasing sequence of closed, connected subsets of bD; moreover, Λ n = ∅ for every n ∈ N.
Proof. We prove various points separately:
• each Λ n is closed by definition, and the sequence is non-increasing by Remark 2.4;
• Λ n = ∅ for, in the opposite case, we would have W n ⋐ D, which implies that R is not proper. This is a contradiction because R is a biholomorphism;
• Λ n is connected because otherwise we would have that
is not connected, which would contradict the choice of V n (see Remark 2.4). Indeed, suppose that Λ ′ and Λ ′′ are two disjoint connected components of Λ n , and choose a simple arc γ ⊂ W n joining a point of Λ From the previous Lemma it follows that, if we set
then Λ is a closed, non-empty interval of bD. A priori, Λ could be reduced to a single point of bD. In order to apply Lemma 2.8, we must prove that this is not the case.
Lemma 2.14 The interval Λ ⊂ bD is not reduced to a point.
Proof. We argue by contradiction and assume that Λ = {z 0 } with z 0 ∈ bD.
Observe that, for every ε > 0, there exists N ∈ N such that
where D(z 0 , ε) is the disc centered at z 0 with radius ε. Indeed, in the opposite case there would exist (cfr. Remark 2.4) p ∈ D such that p ∈ W n for all n ∈ N, and this is not possible since V n is a fundamental system of neighborhoods of C. Now consider, on D, the holomorphic function f (z) = z − z 0 , and let g ∈ O(Ω) be defined by g = f • R. Then, by the choice of f and the previous observation, g extends to Ω ∪ C as a continuous function putting g ≡ 0 on C. Choose a point w ∈ C and consider a disc
Then g is continuous. Moreover, by definition g is holomorphic outside the set { g = 0}; therefore, by Rado's Theorem, g ∈ O(D ′ ). Since
• { g = 0} = ∅, we have g ≡ 0 on D ′ and consequently g ≡ 0 on Ω, which is a contradiction.
Now we are in position to prove Theorem 2.2: Lemma 2.14 allows us to apply Lemma 2.8 and deduce that u cannot be unbounded on Ω. By Corollary 2.7 we have that Ω = C z and thus π is onto. Lemma 2.9 implies that π is one to one, therefore we can apply Lemma 2.4 and conclude that Σ = {w = c} for some c ∈ C, whence the thesis of Theorem 2.1.
The result in C n
The statement of Theorem 2.1 can be generalized to the case when S is a Leviflat hypersurface of C n . Consider holomorphic coordinates (z 1 , . . . , z n−1 , w) = (z, w), z j = x j + iy j , w = u + iv, and let ρ : C n−1 × R → R be a smooth function such that S = {v = ρ(z, u)} is a Levi-flat graph. Then we can restate almost verbatim Theorem 2.1:
Theorem 2.15 S is foliated by complex hyperplanes, i.e. ρ has the form
Proof. This is an easy consequence of Theorem 2.1. Indeed, let p 1 = (z 1 , u) and p 2 = (z 2 , u) be two points in C n−1 z × R u with the same u-coordinate, and consider the complex line
Theorem 2.1 applies to S L , showing that ρ| L×Ru is a function of u and thus that ρ(p 1 ) = ρ(p 2 ). This proves the thesis.
Generalization to a continuous graph
The arguments of the previous sections work in the case that ρ is at least of class C 2 . However, it is possible to generalize the result to the case of a continuous graph. In order to achieve this, the Main Theorem of Shcherbina's paper [6] (which gives also a description of the leaves of the foliation of the polynomial hull of a graph in C 2 ) can be applied, rather than Lemmas 3.2 and 3.3. We say that a continuous hypersurface S ⊂ C n (i.e. a subset which is locally a graph of a continuous function over an open subset of a real hyperplane of C n ) is Levi flat if it (locally) separates C n in two pseudoconvex domains. Note that, in the case n = 2, S is locally the union of a disjoint family of complex discs (see again [6] , Corollary 1.1). So, let ρ : C n−1 ×R → R be a continuous function such that S = {v = ρ(z, u)} is a Levi flat graph. Then, as before, we have Once again it is sufficient to show that the statement is true for n = 2. In this case we do not know a priori whether S has a foliated atlas; nevertheless, since each p ∈ S is contained in a germ of holomorphic curve Σ p ⊂ S (and this germ is unique in view of Lemma 4.1 of [6] ) we can still consider the maximal connected surface Σ that passes through p. Our aim is to carry out an analysis of Σ similar to that delivered in the previous sections for the C Proof. In this case the fact that ∂/∂v ∈ T (Σ) does not give a contradiction, since S is only a continuous graph. Instead, we rely on the Main Theorem of [6] Let p ∈ Σ, p = (p 1 , p 2 ), B a ball in C z × R u containing the point (p 1 , Rep 2 ) and consider ρ| bB . Then Shcherbina's Theorem applies to γ = Γ(ρ| bB ), hence by the point (ii) of that statement it follows that the disc through p is a graph over a domain of C z .
As before, we define Ω = π(Σ) and we prove that π| Proof. We follow the proof of Lemma 2.9. Suppose that, for some z ∈ Ω, there exist p, q ∈ Σ (p = q) such that π(p) = π(q) = z. We choose an arc γ joining p and q, with γ = π • γ the corresponding loop in Ω. Let B be a ball in C z × R u , centered at z, with a large enough radius such that γ ⊂ B and
is the Levi-flat surface which has the graph
as boundary. Since, by Shcherbina's Main Theorem, S∩τ −1 (B) is the disjoint union of discs which are graphs on C z , we must have p = q, which is a contradiction.
Lemma 2.19 Ω is simply connected.
Proof. As in the previous case, we assume by contradiction that D ∩Ω is not simply connected for some open disc D ⊂ C z . We choose a ball B ⊂ C z × R u such that B ∩ C z = D. Then, by point (ii) of Shcherbina's Main Theorem, the leaves of S ∩ τ −1 (B) are graphs over simply connected domains of C z . It follows that
must be simply connected.
Now we prove the analogous of Lemma 2.5:
Lemma 2.20 Let z 0 ∈ C z and suppose that there exist p 0 such that π(p 0 ) = z 0 and p 0 is a cluster point for Σ. Then z 0 ∈ Ω.
Proof. In this case we can actually prove that p 0 ∈ Σ, i.e. Σ is a closed surface. Ideed, consider a ball B ⊂ C z × R u which is centered at τ (p 0 ). Then
is a union of disjoint complex discs which are graphs over domains of C z . Since Σ is a graph over C z and contains points of S B , it must contain exactly one of those discs, which has to be the one passing through p 0 , p 0 being a cluster point. Then p 0 ∈ Σ.
Keeping the notation adopted in section 2.1, we then have, with the same proof as 2.7, the following Corollary 2.21 Let z 0 ∈ bΩ, and let {U k } k∈N be a fundamental system of neighborhoods of z 0 in C z . Then for any M > 0 there exists
The rest of the proof of Theorem 2.16 goes exactly as in the previous case.
Foliations of D × C
Let D ⊂ C be the unit disc. As seen in the section 1, the methods of analytic multifunctions allow to prove a "Liouville result" for Levi flat manifolds contained in D × C by considering them "as a whole". In such a case, since the leaves of the foliation are uniquely determined, we obtain immediately that the these leaves are complex lines. In what follows, we want to consider smooth foliations of D × C by complex curves. In this case the global object defines a constant multifunction, but this does not imply that the foliation is trivial. So, in order to show that -under natural topological restriction -this is the case, we need to study the foliation "leaf-by-leaf" as done in section 2.
We observe that, even though The kind of foliations we treat is not perhaps the most general case in which a result of Liouville's type can be obtained, nevertheless the methods of multifunctions do not apply directly.
Choose holomorphic coordinates (z, w) in C 2 such that D is the unit disc on C z : Definition 3.1 We say that a 2-dimensional real foliation of D z × C w is regular if, for any leaf Σ of the foliation, the following conditions are fulfilled:
is (up to a possible shrinking of U) a compact 2-manifold with boundary which has positive distance from bD z × C w ;
(ii) there exists a ball B ⋐ C w such that every connected component of
is finitely branched over D z .
Roughly speaking, condition (i) says that the foliation has to be defined only on the cylinder, in such a way that it is not possible to "extend it further". Condition (ii) guarantees a nice behavior at infinity. A leaf is allowed to approach the boundary of the cylinder, but only along paths which are not contained in any compact set. We say that a 2-dimensional foliation on D z ×C w is trivial if all the leaves are of the form {z = c}. In order to prove the Theorem we concentrate on a single leaf and prove that it must be of the form {z = c}. So, let Σ be a leaf of F . We have the following Lemma 3.3 Let L = C z be a complex line, and denote by π the orthogonal projection over L. Then π| Σ is onto.
Proof. We shall argue as in the proof of Lemma 1.5. Since π| Σ is a holomorphic function we have that π(Σ) = Ω is an open subset of L. Let p ∈ bΩ, and let B be any ball of L centered at p. Then, by the hypothesis L = C z , defining
we have U ⋐ C 2 and thus the connected components of Σ ∩ U have positive distance from bD×C. Let Σ ′ be one of these components; then π(Σ ′ ) = Ω∩B. Otherwise, we would have π(
; then, arguing exactly as in the proof of Lemma 1.5 (taking in account the fact that, since L = C z , any complex line which is orthogonal to L and contains points of D × C touches bD × C), we have q ∈ π(Σ ′ ). It follows that p ∈ π(Σ ′ ). Arguing again as in 1.5 we conclude that p ∈ π(Σ ′ ), hence p ∈ π(Σ).
The previous Lemma suggests to consider Σ as an analytic multifunction defined over C w (or any complex line L = C z ). However, while Σ is actually an analytic multifunction, it may have non-empty interior: Σ may be even dense on D × C, in which case the fact that Σ is a constant multifunction gives no information.
So, we proceed as follows. Let Σ be the universal covering of Σ. By Riemann's uniformization Theorem, Σ is either C or the unit disc D. In the first case the thesis would follow immediately, since the lift of z| Σ to S would be a bounded holomorphic function on Σ ∼ = C, hence constant. Then, let us suppose Σ ∼ = D. Let f 1 , f 2 : D → C be defined in such a way that f = (f 1 , f 2 ) : D → C 2 is the covering map D → Σ. Then f 1 , f 2 are holomorphic functions, f 1 is bounded (by 1) and, by Lemma 3.3, f 2 is onto.
We consider a complex parametrization of P(C 2 ) \ C w (i.e. the complex linear subsets different from C w ) given by v η = (η, 1), η ∈ C. We project Σ along each of the lines of this parametrization, i.e. we consider, for any ζ ∈ D,
Denote by F the function D ζ × C η → C defined by the previous expression, i.e. F (ζ, η) = f 1 (ζ) − ηf 2 (ζ). Then F is a holomorphic function, whose zero locus is a 1-dimensional analytic subset
the property that Z is a constant multifunction would imply that Z is constant, i.e. union of complex lines (which is not true for Σ). Unfortunately, it can occur that Z contains bD ζ × C η . In such a case we would have Z = D ζ × C η (that is, Z is a constant multifunction as expected), but we could not conclude anything about Z. The difficulty behind this obstacle is that, in this case, it is not sufficient to "test" the behavior of Z by plurisubharmonic functions defined in a neighborhood of D ζ × C η , since they can "detect what happens" only in their maximum sets, i.e., in our case, bD ζ × C η . Then, we need to analyze Z in more detail. Let A ⊂ D ζ be the subset
then A is a discrete subset of D ζ . Observe that Z can be expressed as
i.e. Z is the union of a discrete family of complex lines and the graph of a meromorphic function over D ζ . Denote by Z ′ this graph. Clearly Z ′ is a 1-dimensional complex submanifold of
and possibly extends as a submanifold of a bigger domain (it extends through the complex lines {ζ = c} for which c ∈ A and the order of zero of f 1 at c is bigger than or equal to the one of f 2 ). We then take as Z ′ the maximal possible extension on a subdomain of D ζ × C η .
Lemma 3.4
Up to a change of coordinates on C 2 = C z ×C w , for the resulting F and Z ′ the following is true:
• there exists a small ball B ε ⊂ C η , centered at 0, such that every con-
• every one of such connected components is a compact manifold with boundary, which is a finite branched covering of B ε .
Proof. We perform a coordinate change on D z such that the line {z = 0} intersects Σ transversally at some point (this coordinate change exists, since otherwise we would have that Σ = {z = c} for some c ∈ D z ); in this way the first condition is assured. Then, we choose ε small enough in such a way that, for any η ∈ B ε , we have that
where L η is the complex line of C z × C w parametrized by η and B is the one in Definition 3.1. The choice of ε implies that the last two assertions are satisfied. In fact, Definition 3.1 implies that, for each connected component
, the fibres of the projection π : W → B ε are finite. Moreover, from our construction it follows that π(W) includes B ε \ {0} (this is a consequence of the following two facts: the intersection of Σ with L η is stable, and L η ∩ (D z × C w ) is compact for η = 0). Since W is a finitely ramified covering of B ε \ {0}, it extends to D ζ × B ε . Indeed, to see this it is sufficient to observe that the symmetric functions on the ζ-coordinates of the fibres of π : W → B ε \ {0} are bounded, holomorphic function on B ε \ {0}, thus they extend to B ε . Since Z ′ is closed, W ⊂ Z ′ and therefore the connected components of Z ′ ∩ (D ζ × B ε ) satisfy the last two conditions of the Lemma.
Now we define
and denote again by Z ′ the graph part of the zero locus of G. Observe that the arguments of Lemma 3.4 work for G as well, and that G satisfies
• for η = 0, G(·, 0) = f 1 is bounded (by 1).
We will show that these properties combined with the conclusions of Lemma 3.4 give a contradiction.
In order to do this, we need two intermediate Lemmas on the holomorphic functions on D which are consequences of the classical Schwarz Lemma.
Lemmas on holomorphic functions on
Then the zero locus of f is a countable, discrete subset of D. We set f −1 (0) = (a 0 , a 1 , . . . , a n , . . .) where
• f (a i ) = 0 for all i ∈ N;
• all the zeroes are listed except 0 if f (0) = 0;
• the a i 's are listed by non-decreasing modulus;
• if k is the multiplicity of a i , then a i is listed k times.
Obviously, the infinite product
converges to some non-negative real number. We denote it by Π 0 f . Our aim is to study the behavior of Π 0 f in some cases, first of all, when f : D → C is onto. We say that f is semi-proper if, for any compact subset K ⊂ C, every connected component of f −1 (K) is a compact subset of D. Every proper map is semi-proper; however, in our setting the first property is not relevant, since there is no proper holomorphic map from D onto C. Proof. Choose a ball B = B(0, R) ⊂ C, centered at 0 and with radius R >> 0. Let C be the connected component of f −1 (B) containing 0 ∈ D; by hypothesis C is a compact subset of D. It is easily seen that f : C → B is a finite ramified covering of B, thus for any z ∈ B we may consider the finite set f
Then g is a well defined holomorphic function on B; moreover, by hypothesis g(0) = 0. In view of Schwarz's Lemma,
Now observe that, by hypothesis, f is a local homeomorphism near 0 ∈ D. Therefore, in a small neighborhood U of 0 in C, g can be written as g = g 1 ·g 2 , where g 1 is a local inverse of f such that g 1 (0) = 0. Taking the first derivative, we have
Let k = |g ′ 1 (0)|; by hypothesis k = 0 and, moreover, it clearly does not depend on the choice of R. By (2) we obtain
For R → ∞ we find that the product of the modulus of a (possibly proper) subset of f −1 (0) \ {0} is vanishing; hence, a fortiori, Π 0 f = 0.
The following result is in some sense the counterpart of Lemma 3. Proof. Choose M > 0 such that |f (z)| ≤ M for all z ∈ D. We first prove the Lemma in the case that f ∈ O(D) ∩ C 0 (D). For any a i ∈ f −1 (0) \ {0}, we choose a holomorphic automorphism φ a i of the disc, of the form
in such a way that φ a i (a i ) = 0. Observe that the following properties hold:
• the vanishing order of φ a i at a i is 1;
• |φ a i (z)| = 1 for z ∈ bD;
• |φ a i (0)| = |a i |.
Choose ε > 0 and take N ∈ N big enough such that
Define a holomorphic function g in the following way: Then, letting ε → 0 we obtain the thesis when f is continuous up to the boundary. The general case is obtained by applying the same proof to f δ (z) = f ((1 − δ)z) and letting δ → 0.
Remark 3.1
The proof of the previous Lemma is analogous to the one of the classical Schwarz lemma: indeed, the method is to get rid of the zeroes of f by dividing by a suitable holomorphic function Φ, and then apply the maximum principle. However, the choice of Φ needs (a bit of) care, since, for example, dividing by 1/(z − a i ) does not allow to obtain the right estimate.
Proof of Theorem 3.2
Keeping the notations introduced in the previous sections, let Π(η) = Π 0 G(·, η). If we prove that Π(0) = 0, then we are in position to apply Lemma 3.6 and obtain that f Proof. Denote by G k the product of the first k functions,
Since |g i | < 1 on B ε , the sequence of functions |G k | is monotone decreasing. Moreover, the sequence G k is uniformly bounded, hence by Montel's Theorem there is a subsequence G k j which converges uniformly to a continuous (holomorphic) function G. Since we already know that Π(η) = 0 for η = 0, it follows that G ≡ 0 on B ε . Therefore, since |G k | is a decreasing sequence which admits a subsequence convergent to zero, we conclude that |G k | → 0 (uniformly in η), i.e.
Remark 3.2 Part (ii) of Definition 3.1 is used only in Lemma 3.4, to assure that in a neighborhood of {η = 0} the connected components of the zero locus Z ′ are well-behaved, i.e. they are a finite branched covering of a neighborhood of 0 in C η . This allows us to prove Lemma 3.7. We conjecture that (ii) is superfluous and the triviality result is still valid only under assumption (i) of Definition 3.1; however, our method does not work in this generality. This is due to the fact that, in general, a connected Riemann surface which is a branched covering of a neighborhood of 0 in C η \ {0} may be not extendable through {η = 0}, even if ζ-coordinate of its points is bounded (see Example 3.1 below). In such a case the proof of Lemma 3.7 does not work.
