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Extinction is ubiquitous (Fuytuma 1998) , and its causes can be quite varied. Purely environmental factors can cause extinction by eliminating an organism's niche. These environmental factors may be either physical (Alvarez et al. 1980; Lynch and Lande 1993) or biological (Slatkin and Maynard Smith 1979) . Population genetic processes-for example, mutation (Lande 1994) , sex, migration, and drift (Amos and Balmford 2001) -can also lead to extinction. Mutation is possibly the best understood of these genetic processes in that accumulation of deleterious mutations can cause or aid extinction (Lande 1994) . Synergism among genetic processes is also known to lead to extinction, such as mutational meltdown caused by the combined effects of mutation and drift (Lynch et al. 1995) .
One factor left off the usual list of extinction mechanisms is natural selection. The process by which natural selection leads to extinction has variously been termed "self-extinction" (Matsuda and Abrams 1994a) , "evolution to extinction" (Dieckmann et al. 1995) , and "evolutionary suicide" (Gyllenberg and Parvinen 2001) . I prefer to call this process "Darwinian extinction" to indicate that the evolution is by natural selection. Darwinian extinction is most likely to be an important evolutionary force in species selection. Certain characteristics of populations may make them more susceptible to Darwinian extinction (e.g., Allee effects; Rosenzweig 1973 Rosenzweig , 1977 ; when incipient species arise with these types of characteristics, we expect them to go extinct because of individual-level selection, while populations without these characteristics should survive, resulting in a pattern of differential species survival, that is, species selection. Most of what is known of Darwinian extinction is system specific, coming from models and experiments designed for particular contexts. One example is the extinction of pathogens in the context of the evolution of virulence, resulting in trade-offs between virulence and transmission (Gandon et al. 2001 ; see "Examples of Darwinian Extinction").
Darwinian extinction may be less known because the standard interpretation of Fisher's fundamental theorem (FFT; Fisher 1930 ) influences us to think that natural selection increases mean fitness and leads to adaptation. Under the assumptions necessary for the standard interpretation of FFT (i.e., the population is homogeneous, has no interspecific interactions, is in a constant environment, is asexual [or at least its sex does not affect its evolution], and has frequency-independent fitness), Darwinian ex- its population size and mean attack rate. The population, represented by the dot, evolves adaptively up the fitness surface toward the fitness peak because of natural selection on attack rate. This evolution indirectly decreases the number of prey, which forms the predators' biotic environment, causing the surface to sink and extinction to occur. The model is described in the ecological subsystem of equation (2) tinction cannot occur, and this result can be extended to include density-dependent selection (Passekov 1990; Kondrashov and Khibnik 1996) . However, Frank and Slatkin (1992) argue that a more accurate interpretation of FFT suggests that changes in mean fitness should be partitioned into changes caused by the direct action of natural selection, as described by Wright's gradient equation (Wright 1932) , and changes induced in the environment indirectly by the response to natural selection. Wright (1969) suggested a different way of looking at the problem, stating that relative fitness can be completely decoupled from absolute fitness. Natural selection acts on relative fitness, but changes in population density are determined by absolute fitness, and in some cases this can lead to extinction. This decoupling in Wright's view or partitioning in Fisher's is at the root of Darwinian extinction, because changes in population density may respond differently than predicted directly from the adaptive evolution of traits in a population, as interaction leads to nonlinearity in the response of mean fitness to natural selection. Including fitness changes that are due to the environment can lead to natural selection decreasing mean fitness and, thus, extinction.
Traditionally, a fitness surface has been defined both as a plot of the population's mean fitness versus the genetic composition of the population and as a plot of individual fitness versus individual genotype (Wright 1982 ; seen by comparing Wright's figs. 4 and 7). Under the assumption of small additive genetic variance in the population, the mean fitness of the population and the individual fitness of the average individual are quite similar, and the two definitions approach each other. On a fitness surface, changes in the environment correspond to changes in the fitness surface itself, while evolution of the population corresponds to movement of the population on the surface. In the simplified situation of a population without interactions (i.e., standard FFT), the fitness surface is fixed, and the population evolves up the steepest gradient of the fitness surface (Wright 1932; Lande 1976; Gavrilets 1997) .
However, when interactions are explicitly considered, the fitness surface is no longer constant. Interactions of the population can be divided into two classes relevant to parameters/quantitative values a 1 and a 2 . If region a corresponds to a region of coexistence and region b corresponds to extinction, then the one-dimensional evolutionary trajectory (arrow) can cross a line (corresponding to a codimension 1 bifurcation) with nonzero probability, and Darwinian extinction can occur. However, if instead region c corresponds to extinction, then the evolutionary trajectory must cross the point (corresponding to a codimension 2 bifurcation). This occurs with probability 0, and Darwinian extinction cannot occur.
Darwinian extinction: those that are external, such as manipulation of the abiotic environment and interspecific interactions, and those that are internal, such as intraspecific competition, sexual conflict, trade-offs among traits, and genomic conflict. In external interactions, adaptive evolution of the population drives changes in its abiotic or biotic environment, which may be reflected as a sinking fitness surface giving rise to Darwinian extinction ( fig. 1 ). When the surface declines in height, fitness even at the maximum can fall below the threshold necessary for existence, and extinction will occur. The evolution that leads to Darwinian extinction in external interactions is adaptive because the population is approaching the fitness maximum as the entire surface declines. In contrast to external interactions, internal interactions occur in a constant environment, so the fitness surface is fixed. From this point of view, maladaptive evolution must be the cause of extinction in internal interactions. However, the mechanism of Darwinian extinction for external interactions can be related to the mechanism for internal interactions when different components of the population are considered. Internal interactions occur among different components of a population that can also be thought of as smaller populations in their own right. Fisher partially anticipated this possibility by suggesting a partition analogous to the ecological partition described above but at the level of gene frequencies and the genotypic environment (Frank and Slatkin 1992) . For example, a sexual population might also be considered as a population of males that interacts with a population of females. Evolution of a trait in the male by natural selection affects its biotic environment formed by females and, in some situations, can lead to extinction (Houle and Kondrashov 2002) . Thus, the initially disparate scenarios in which Darwinian extinction can occur share related mechanisms. Therefore, it is always possible to find a context in which selection is maximizing the fitness of a population as it goes extinct.
Examples of Darwinian extinction can be found in systems violating any of the assumptions of the standard interpretation of FFT. The most general violations lead to different forms of interactions that, in Darwinian extinction, produce a variety of dynamics and modes of extinction. Darwinian extinction occurs particularly readily in models of interspecific interactions. For example, evolution of the predator attack rate increases the amplitude of oscillations of both predator and prey population density (Rosenzweig 1973 (Rosenzweig , 1977 Holt 1985) , eventually leading to extinction of the predator due to stochastic effects, as the predator's minimum population density per cycle approaches 0. Consumers under selection for antipredator traits may exhibit monotonic dynamics in population density until a sudden decrease in population density leads to extinction (Matsuda and Abrams 1994b) . In competitive interactions, the evolution of competitive ability can cause a monotonic decline in population density that gradually leads to extinction (Matsuda and Abrams 1994a) . However, the general principles of the dynamics and modes of extinction in Darwinian extinction in interspecific interactions have not been elucidated. . The coexistence equilibrium is marked C, and the ex-3.6 d p 0.1 tinction equilibrium is marked E. Similar convention is followed in other figures. A, Initially, coexistence is possible, , but as a increases, a p 0.8000 the coexistence equilibrium approaches the saddle. B, A saddle-node bifurcation occurs, , and (C) all trajectories are then attracted a p 0.8933 to the origin, causing extinction, . a p 1.000
It is possible to classify completely all of the dynamics of Darwinian extinction in simple interspecific and other external interactions. Because of the related mechanisms of Darwinian extinction for internal and external interactions, an understanding of dynamical principles for interspecific interactions can shed light on what Darwinian extinction looks like more generally. The problem itself suggests an unbiased and systematic framework of investigation because Darwinian extinction is a qualitative change in dynamics from existing or coexisting population densities to extinction corresponding to bifurcations in dynamical systems. The catalog of codimension 1 bifurcations can be used to generate a pool of potential types of Darwinian extinction. The biological plausibility of each potential type of extinction can be investigated using adaptive dynamics models that represent ecological and evolutionary changes as occurring on different timescales (fast-slow dynamical systems).
Mathematical Framework
To study Darwinian extinction, one must use models that describe how population density changes in response to evolution by natural selection. Generally, these models take the form
where is a vector of population densities,
1 n x i is the population density of the ith population, t is time, is a vector of mean values of quanti-
tative traits in the ith population, a ij is the mean value of of the ith population, is the additive genetic variance e ij in a ij , and is the selection gradient Ѩf (x, a , … , a )/Ѩa i 1 n ij on a ij for frequency-independent selection (Lande 1976; Iwasa et al. 1991; Taper and Case 1992) ; is assumed to e be constant in models like model (1), and genetic correlations of a ij are not explicitly modeled. It will turn out that ignoring genetic correlations has no effect on the results because it is enough to follow the evolution of a single trait. A similar model can also describe interactions between a population and its environment.
In nature, ecological changes often occur faster than evolutionary changes. Generally, this means that the fitness function is relatively flat, leading to weak selection (Bulmer 1980) . In the case of the genetic subsystem (1), the assumption is more specific: the standard deviation of the trait is small relative to changes in fitness; that is, at the least, selection is weak over the bulk of the population (Iwasa et al. 1991) . This assumption makes the small e parameter that turns equation (1) into a model of fastslow dynamics (Mishchenko and Rozov 1980; Kondrashov and Khibnik 1996) . The assumption also implies that individual fitness approaches mean fitness since most individuals are close to the average phenotype, and it makes the genetic subsystem (1) applicable to any distribution of a quantitative trait (Iwasa et al. 1991) . More details of using fast-slow dynamical models to describe evolutionary ecology can be found in Mishchenko and Rozov (1980) and Kondrashov and Khibnik (1996) .
In Darwinian extinction, a population moves from existence to extinction as the mean values of quantitative traits evolve. Mathematically, this requires an ecological subsystem that is capable of a bifurcation in population densities (i.e., existing or being extinct) when parameters of the ecological subsystem are changed. If these parameters are thought of as the mean value of quantitative traits that change relatively slowly because of evolution, there can be some initially fast and oscillating changes in population density as trajectories of the ecological subsystem approach an attractor. After these initial transitions, the populations follow only the slow changes in the attractor due to evolution that are governed by the genetic subsystem. When slow changes in the attractor lead to bifurcation, Darwinian extinction can occur.
Serendipitously, there is a complete list of bifurcations that potentially correspond to Darwinian extinction in one and two dimensions. Table 1 is the list of the codimension 1 bifurcations on the line and in the plane. Mathematically, this list is completely known (Guckenheimer and Homes 1983; Kuznetsov 1995) and provides a pool of potential types of Darwinian extinction. This exhaustive catalog provides a method for describing all of the "simple" ways population densities can change from existing to extinct when traits evolve (those that involve only equilibria or limit cycles), but the results can be generalized to more complex attractors. The a priori pool of bifurcations can be incorporated into ecological submodels of Darwinian extinction using fast-slow dynamical systems that reflect the mechanism of parameter change, natural selection. These full models (ecological and genetic) are then used to evaluate the biological plausibility of Darwinian extinction via each type of bifurcation.
The reasoning behind why it is sufficient to consider only the codimension 1 bifurcations also implies that it is necessary only to consider the evolution of a single quantitative trait. The intuitive reasoning is as follows ( fig. 2) . The codimension of a bifurcation loosely describes how likely it is that a bifurcation will occur at a generic point in parametric space (or in the neighborhood of it; Kuznetsov 1995). For example, in two-dimensional parametric space, a bifurcation (e.g., the Hopf bifurcation) that occurs on a line in the space is called codimension 1, while a bifurcation that occurs at a specific point is called codimension 2 (e.g., the Bogdanov-Takens bifurcation; Kuznetsov 1995). If we consider the parametric space of the ecological submodel, then changes in the parameters due to evolution can be thought of as a trajectory overlaid on this parametric space. The evolutionary trajectory of one or many quantitative traits through the parametric space must be one-dimensional, because at any point in time, each parameter or trait can take on only one value. The one-dimensional trajectory can encounter a line corresponding to a bifurcation in two-dimensional parametric space. However, the probability that such a trajectory encounters something rarer, like a point, is 0. Therefore, we can loosely say that the probability of a bifurcation even more rare than codimension 1 occurring because of evolution is 0, and this can be proved rigorously (Y. S. Ilyashenko, personal communication). Because of this, it is enough to consider only codimension 1 bifurcations. Codimension 1 bifurcations can minimally be driven by changes in one parameter (Kuznetsov 1995) ; therefore, it is sufficient to consider only the evolution of a single quantitative trait in order to enumerate the dynamical possibilities for Darwinian extinction. Consideration of more than one trait will not produce any new, general dynamical types of Darwinian extinction, although it can make the N p 1 on a limit cycle, (after region 3 of fig. 3 .4.14 of Bazykin a p 0.2220 1998). B, As a increases, the limit cycle expands, merging with the saddle's separatrices and forming a homoclinic loop in a homoclinic bifurcation, . C, After the bifurcation, trajectories are attracted to the a p 0.2314 extinction equilibrium, (after region 5 of fig. 3 .4.14 of Baa p 0.3000 zykin 1998).
outcome of Darwinian extinction more or less likely in specific models.
Mathematically, bifurcations can be classified as safe or dangerous (table 1) , and this classification underlies the modes of Darwinian extinction. A safe bifurcation can be defined by considering a very small neighborhood of a stable attractor in the phase space. If this attractor passes through a bifurcation and the trajectories stay near the attractor or reoccur in the neighborhood of the attractor, then the bifurcation is safe. It is dangerous if the trajectories leave the small neighborhood of the attractor after the bifurcation.
Dangerous and safe bifurcations set some constraints on the dynamics and modes of Darwinian extinction. These constraints can be seen by considering aspects of the phase portrait of the ecological subsystem, particularly focusing on two types of attractors, those that correspond to coexistence and to extinction. Dangerous bifurcations that involve the coexistence attractor (i.e., a stable attractor in the positive quadrant) can lead to Darwinian extinction because trajectories can reach a separate extinction attractor (i.e., a stable attractor at the origin or appropriate axis) after the bifurcation occurs. Examples of each dangerous bifurcation leading to Darwinian extinction are elucidated in the next section.
If the bifurcation of the ecological subsystem is safe, Darwinian extinction potentially could occur only if the bifurcation involves both the coexistence and the extinction attractor. Bifurcations involving the coexistence attractor and an attractor other than the extinction attractor cannot lead to extinction because trajectories remain in the area of the former coexistence attractor and cannot escape to the extinction attractor. The group of safe bifurcations including the supercritical Hopf bifurcation, the saddle-node bifurcation on a limit cycle, and a special case of the saddle-node bifurcation of limit cycles in two dimensions cannot lead to extinction because they would require a coexistence limit cycle to cross an axis in the ecological phase portrait in order for the bifurcation to include the extinction attractor. Because of ecological constraints, the axes must be invariant, so these bifurcations cannot lead to extinction. This leaves only the transcritical bifurcations, which generically are codimension 2 but, be- cause the extinction attractor is imbedded in an invariant axis or surface, are codimension 1 in ecological models (Bazykin 1998) . However, it can be shown that the genetic subsystem cannot drive these bifurcations in the right direction for extinction to occur because of its gradient nature (app. A). These arguments can be scaled up to any number of dimensions in the ecological subsystem, so that in general only dangerous bifurcations lead to Darwinian extinction. (This has been shown independently for a restricted set of structured metapopulation models by Gyllenberg and Parvinen [2001] .)
Bifurcation theory in conjunction with fast-slow dynamics will produce all of the extinctions that occur in finite time. However, we know by example (Matsuda and Abrams 1994a) that Darwinian extinction can happen over an infinite period of time. Studying extinctions that happen in the limit, as opposed to in finite time, requires a different approach. It is necessary to find the rules by which population densities can decline to 0 in the limit in the ecological subsystem and to create example systems that satisfy these rules in order to determine what these types of Darwinian extinction can look like.
The local rules by which population densities decline are determined from the fitness functions and stability criteria for the ecological subsystem. Consider, for example, a system of two populations of density, x 1 and x 2 , with fitness functions and ,
respectively. The sign of the partial derivatives and is determined by the
type of interaction, that is, predator-prey, mutualistic, or competitive. Constraints on the sign of the partial derivative of and can be de-
termined from the necessary stability conditions. The final constraint on the partial derivative of or Ѩf (x , x , a)/Ѩx is determined by the requirement that Ѩf (x , x , a)/Ѩx 2 1 2 2 population density declines (which partial derivative is considered is determined by which population evolves). With these local rules, the sign of each partial derivative can be determined and used to construct an example sys- 
(after region 3 of fig. 3 .5.9 of Bazykin 1998). a p 0.6450 B, As a decreases, the limit cycle expands, merging with the separatrices of two saddles and forming a heteroclinic loop in a heteroclinic bifurcation,
. C, After the bifurcation, trajectories are attracted to a p 0.6115 the origin and extinction occurs, (after region 4 of fig. 3 .5.9 a p 0.6100 of Bazykin 1998). tem with the correct derivatives that exhibits Darwinian extinction.
We know from many examples that extinctions due to adaptive evolution can occur after a sudden drop or after a gradual decline in population density (see "Examples of Darwinian Extinction"). These two modes of extinction will be termed sudden and gradual, respectively. Extinctions that are driven by dangerous bifurcations must be sudden because the attractor corresponding to coexistence disappears instantly and trajectories are quickly attracted to extinction. Extinctions that occur as time goes to infinity must be gradual. Several types of dynamics leading up to extinction are possible depending on the type of bifurcation in the ecological subsystem.
Sudden Extinctions
Sudden Darwinian extinction due to external interactions can occur via the saddle-node bifurcation of equilibria, the subcritical Hopf bifurcation, homoclinic and heteroclinic bifurcations, and the saddle-node bifurcation of limit cycles. These five bifurcations in the ecological subsystem produce three different types of dynamics before extinction.
Sudden Extinction with Monotonic Dynamics
A saddle-node bifurcation occurs in the following nondimensionalized model of a predator-prey system with evolution of the predator's attack rate:
The ecological subsystem is a Lotka-Volterra predator-prey model with an Allee effect (Allee 1938 ) and intraspecific competition among predators; x is the prey population size, y is the predator population size, a is the mean attack rate of the predator, r is a measure of the positive effects of density-dependent interactions in the prey, d is a measure of predator mortality rate, and is the additive genetic e variance in attack rate.
As a increases, the coexistence equilibrium moves down and to the left in the phase portrait of the ecological subsystem ( fig. 3) . It eventually collides with the saddle and disappears in a saddle-node bifurcation. Trajectories are then in the basin of attraction of the origin. In the context of the full system (ecological and genetic subsystems), evolution of a drives the system through the phase portraits ( fig. 3 ) of the ecological subsystem in a continuous fashion. As we would expect intuitively, the mean predator attack rate, a, increases in an adaptive fashion over time because of natural selection ( fig. 4A ). The prey and predator population sizes change monotonically or smoothly as the coexistence equilibrium of the ecological subsystem moves until the bifurcation of the ecological subsystem occurs. Following the bifurcation of the ecological subsystem, the population sizes crash to extinction as trajectories in the ecological subsystem are attracted to the origin ( fig. 4B,   4C ). In general, the population size dynamics of Darwinian extinction due to a saddle-node bifurcation will have the components of monotonic changes in predator and prey population sizes followed by sudden extinction.
Sudden Extinction with Monotonic and Oscillatory Dynamics
A subcritical Hopf bifurcation occurs in Bazykin's (1998) model of an ecological predator-prey system with densitydependent growth in the prey and nonlinear predator reproduction (eq. [3.4.15] in Bazykin 1998):
( ) dt N ϩ y Figure 11 : Phase portraits of an ecological subsystem with a saddle-node bifurcation of limit cycles. A, Initially, coexistence is possible, but as a evolves, the stable limit cycle increases and/or the unstable limit cycle decreases, leading to (B) a saddle-node bifurcation of limit cycles. C, After the bifurcation, trajectories leave the area of the former coexistence limit cycle and are attracted to the extinction equilibrium.
Evolution of the mean predator efficiency, a, can be described by
where x is prey population size, y is predator population size, a is the growth rate of the prey in the absence of the predator, K is the carrying capacity of the prey, b is the per capita rate of consumption of prey by predators, c is the natural mortality rate of the predator, a/b is the mean value of the fraction of prey biomass converted into predator biomass, N is the prey density at which the rate of predator reproduction is half the maximum value, and e is the additive genetic variance of efficiency. As a increases, an unstable limit cycle surrounding the coexistence equilibrium shrinks onto the equilibrium, eventually turning it into an unstable equilibrium in a subcritical Hopf bifurcation of the ecological subsystem ( fig. 5 ). Trajectories are then in the basin of attraction of a stable equilibrium on the X-axis. In the full system, equations (3) and (4), mean efficiency increases as expected because of adaptive evolution ( fig. 6A ). Population sizes do not change before the bifurcation because evolution affects the size of the unstable limit cycle but not the local neighborhood of the stable, coexistence equilibrium. After the bifurcation occurs in the ecological subsystem, oscillations in size increase as trajectories cycle onto the extinction equilibrium. Because the extinction equilibrium is on the X-axis, the predators go extinct, but prey rebound to carrying capacity ( fig. 6B, 6C ). Darwinian extinction can result in the extinction of either both interacting populations, as in the previous example, or only the evolving population. The population size dynamics of Darwinian extinction due to a subcritical Hopf bifurcation are generally first monotonic and then oscillatory followed by sudden extinction.
Sudden Extinction with Oscillatory Dynamics
For a different set of parameter values, Bazykin's model (3) can exhibit a homoclinic bifurcation (Bazykin 1998) . As a increases, the coexistence limit cycle in the ecological subsystem increases (fig. 7A) . Eventually, it dies on a homoclinic loop formed by the separatrices of the saddle 7C ). Dynamically, mean efficiency increases as expected under adaptive evolution ( fig. 8A ). Both population sizes exhibit increasing oscillations as the amplitude of the limit cycle of the ecological subsystem increases ( fig. 8B, 8C) . The predator population suddenly goes extinct as the bifurcation occurs, allowing the prey population to recover to its carrying capacity. Generally, Darwinian extinction with a homoclinic bifurcation shows increasing oscillations in population size until extinction occurs suddenly. An example of Darwinian extinction due to a heteroclinic bifurcation occurs in a predator-prey ecological subsystem with lower critical prey density and competition among prey (eq. [3.5.11] in Bazykin 1998). Generically, the heteroclinic bifurcation is codimension 2. However, when the two saddles critical to the bifurcation fall on an invariant axis or surface as in an ecological model, then the heteroclinic bifurcation is codimension 1 (Bazykin 1998) :
The evolution of mean predator mortality, a, can be described by
dt where L is the lower critical density threshold of the prey, d is the conversion rate of prey into predator, is the e additive genetic variance in predator mortality, and the other parameters are as in equation (3), except that x and y are densities and not sizes.
As a decreases, the phase portrait of the ecological subsystem changes similarly to that described for the related homoclinic bifurcation, except that the coexistence limit cycle collides with a heteroclinic loop formed by separatrices from two saddles and the extinction equilibrium occurs at the origin ( fig. 9 ). Dynamically, mean mortality declines over time ( fig. 10A) , and both population densities exhibit increasing oscillations followed by sudden decline to extinction ( fig. 10B, 10C) . Generally, the dynamics of Darwinian extinction are similar in heteroclinic and homoclinic bifurcations.
It is straightforward to draw the phase portraits of a predator-prey system that evolves to extinction because of a saddle-node bifurcation of limit cycles ( fig. 11 ), which shows that this type of bifurcation can lead to Darwinian extinction. Furthermore, on the Poincaré map, this bifurcation is a saddle-node bifurcation of equilibria, which has been shown by the first example to lead to Darwinian extinction. However, it has not been possible to create an ecological subsystem or find a model in the ecological literature that exhibits this bifurcation and leads to extinction. As a changes, the coexistence limit cycle grows and/or an unstable limit cycle surrounding the coexistence cycle shrinks. In the bifurcation, the two limit cycles collide and disappear. Trajectories are then in the basin of attraction of the extinction equilibrium. Dynamically, both populations exhibit either increasing oscillations if the coexistence limit cycle of the ecological subsystem grows or stable oscillations if only the unstable limit cycle shrinks.
Gradual Extinctions
Gradual extinctions require an asymptotic approach of the coexistence attractor to an extinction attractor. Because the approach is asymptotic, the attractors coalesce only in the limit, when time equals infinity. Additionally, because the approach is asymptotic, the population sizes decrease relatively slowly and extinction is gradual. Deterministic extinction would take an infinitely long time, and mathematically, these systems are degenerate in the limit. However, they are still interesting biologically because these systems are prone to extinction from stochastic events long before they fall apart deterministically.
Gradual Extinction with Monotonic Dynamics
The simplest case of gradual extinction involves a coexistence equilibrium approaching the origin. An example can be seen in the nondimensionalized predator-prey system:
where x is prey density, y is predator density, a is the mean predator attack rate, r is the growth rate of the prey, c is the conversion rate of prey into new predators, and is e the additive genetic variance in attack rate.
As a increases, the coexistence equilibrium asymptotically approaches the origin of the ecological subsystem ( fig. 12) . The coexistence and extinction equilibria coalesce in the limit in something loosely analogous to a double transcritical bifurcation on both the X-and Y-axes. Dy- (8) for a p , , and . As a increases, the coexistence limit cycle shrinks 3 n p 4 c p 4 onto the origin; (A) and (B) . a p 5 a p 10 namically, mean attack rate increases because of natural selection ( fig. 13A ). The prey and predator densities decline and approach 0, reflecting the approach of the coexistence attractor to the origin ( fig. 13B, 13C ). Generally, this dynamic looks like a monotonic decline in population density until extinction gradually occurs as time approaches infinity.
Gradual Extinction with Decreasing Oscillatory Dynamics
The asymptotic approach of a coexistence limit cycle to the origin can also lead to Darwinian extinction. An example can be seen in the following predator-prey model:
where a is the rate of intraspecific prey competition, n is the nonlinear rate of prey reproduction, and all other variables are as in equation (7).
As a increases, the limit cycle asymptotically shrinks and approaches the origin of the ecological subsystem ( fig.  14) in what is loosely analogous to a double supercritical Hopf bifurcation on the X-and Y-axes. Dynamically, the mean attack rate increases because of natural selection ( fig.  15A ). Both predator and prey show decreasing oscillations with a mean density approaching 0 as time approaches infinity and the limit cycle of the ecological subsystem shrinks onto the origin ( fig. 15B, 15C ). In the general dynamics, the mean population density and the amplitude of oscillations decrease as extinction gradually is approached in the limit.
Gradual Extinction with Increasing Oscillatory Dynamics
The final example of Darwinian extinction occurs when a coexistence limit cycle approaches the axes of the ecological submodel. An example can be seen in a predator-prey model with prey competition and predator saturation (eq. [3.4.1] in Bazykin 1998) :
where x is the prey population size, y is the predator population size, a is the growth rate of the prey, K is the prey carrying capacity, b is the rate of loss in the prey population due to predation, A is the level of saturation in the predator, c is the mortality rate of the predator, and a is the attack rate of the predator:
where is the additive genetic variance in attack rate. e As a increases, the coexistence limit cycle expands asymptotically, approaching the axes of the ecological subsystem ( fig. 16 ) in what is loosely analogous to a homoclinic or heteroclinic bifurcation. Dynamically, the mean attack rate increases because of natural selection ( fig. 17A) , and the population sizes show increasing oscillations with the minimum size approaching 0 as time approaches infinity, reflecting the expansion of the limit cycle ( fig. 17B,  17C ). The extinction is not gradual in the same sense as the other types of gradual extinction because the decline just before extinction is not any less sudden than the decline in size before the sudden extinction with oscillatory dynamics. However, the mode of this type of Darwinian extinction is gradual in the sense that the minimum population size declines slowly until it reaches 0 when time equals infinity.
Examples in which evolution destabilizes the ecological subsystem and the amplitude of the limit cycle increases until stochastic effects cause extinction are related to this type of gradual Darwinian extinction (Rosenzweig 1973 (Rosenzweig , 1977 Holt 1985) . However, in the examples of Rosenzweig and Holt, evolution only destabilizes the system; there is no deterministic extinction in the limit. Extinction will not definitely occur because there is only limited time for stochastic processes to act.
It is mathematically obvious that these three dynamical types of Darwinian extinction are the complete set of possible simple types with gradual extinction. Because Darwinian extinction requires an asymptotic approach to an extinction attractor, these types always involve a decreasing trend in population density. This differs from sudden Darwinian extinction where the trend in population density need not decrease before extinction. Surprisingly, gradual Darwinian extinction is loosely related to two bifurcations that cannot lead to deterministic extinction. This may be possible if the assumption of fast and slow timescales is violated. Even if the assumption does hold, the constraints of the double transcritical and supercritical Hopf bifurcations may be very different from the normal versions of these bifurcations.
Examples of Darwinian Extinction

External Interactions
Many, if not all, organisms modify their abiotic environment, and the environment, in turn, usually affects fitness. The only empirical example of Darwinian extinction with this type of interaction occurred when bacteria with higher growth rates were naturally selected on an evolutionarily new medium (M. Travisano, M. A. Maeda, F. Fuji, and T. Kudo, unpublished data). As would be expected, the population size grew as mean growth rate increased in comparison to controls that were not allowed to evolve. However, the evolving populations eventually experienced a sudden crash and went extinct, while the controls did not crash or go extinct. Travisano (1997) suggests that the extinction was due to a buildup of toxic metabolite byproducts in the environment. These metabolites increased in the environment as growth rate on the medium increased, eventually reaching a threshold that poisoned the population and caused extinction. Modeling results (Travisano 1997) support this hypothesis, and the empirical dynamics look like sudden Darwinian extinction with monotonic dynamics (M. Travisano, M. A. Maeda, F. Fuji, and T. Kudo, unpublished data). Another example occurs in the model of Richards et al. (1999) , where the evolution of growth rate in a spatially explicit model with global dispersal leads to increased population densities and susceptibility to rare fire outbreaks. Darwinian extinction is not observed when dispersal is local. In a metapopulation context with regular catastrophic events, selection can favor low dispersal rates so that all local populations eventually go suddenly or gradually extinct with no recolonization (Gyllenberg et al., in press ).
There are many more examples of Darwinian extinction in models of interspecific interactions. Interestingly, strictly mutualistic interactions cannot lead to Darwinian extinction in the modeling framework used here because of the positive feedback that occurs between mutualists (app. B). Most examples of Darwinian extinction in competitive interactions come from adaptive dynamics models of character displacement with frequency-dependent selection initially acting on a single population. As character displacement occurs, the population splits into daughter lineages, and evolution of these competing daughter lineages can eventually lead to the extinction of one lineage (Doebeli and Dieckmann 2000) . This has also been observed in models of the evolution of seed size (Geritz et al. 1999 ) and the evolution of virulence (Castillo-Chavez and Velasco-Hernández 1998; Koella and Doebeli 1999) and in general models of the evolution of competitive ability (Kisdi 1999) . Asymmetry in competition probably plays an important role in Darwinian extinction. All models that result in Darwinian extinction assume competition to be asymmetric, while a similar model of symmetric competition does not result in extinction (Drossel and McKane 1999) .
Models of victim-exploiter interactions provide the greatest number of examples of Darwinian extinction. Rosenzweig (1973) suggested Darwinian extinction as an explanation of the pattern of species selection for prudent predators. He found that the evolution of predator attack rate leads to Darwinian extinction in several different models of predator-prey interactions, especially when there is an Allee effect (Rosenzweig 1973 (Rosenzweig , 1977 . Other investigators have similarly found that extinction can result from natural selection of predators' efficiency of search and handling time (Kuno 1987) and optimal habitat selection (Holt 1985) . The dynamics of Rosenzweig's and Holt's models are related to gradual Darwinian extinction with increasing oscillations, while Kuno's model appears to be a sudden extinction with monotonic and oscillatory dynamics. Evolution of antipredator ability can lead to extinction of prey when there is a trade-off between antipredator ability and foraging ability (Matsuda and Abrams 1994b) in a sudden extinction with monotonic dynamics.
Exploiters in host and pathogen, parasite, or parasitoid interactions have also shown the potential to evolve to extinction in models. Loss of fitness, potentially leading to extinction, can occur as a result of evolution of host longevity in host-pathogen interactions because host longevity increases transmission probability (Kirchner and Roy 1999) . So, Darwinian extinction may be important in shaping life-history traits. It has long been known that evolution of virulence in pathogens can cause extinction because overvirulent pathogens kill their hosts and themselves. This is often cited as a reason why trade-offs between transmission and virulence exist (Anderson and May 1981; Nowak and May 1994; Gandon et al. 2001) .
Empirical studies of interspecific interactions suggest that natural selection can decrease the fitness of populations in the field, potentially leading to extinction. This is likely the mechanism for loss of fitness in field experiments with tall fescue and competitors in mixed grass communities (Clay and Holah 1999) ; it has also been suggested for cheaters in obligate mutualisms, especially in fig-fig  wasp systems (Patel et al. 1995; Pellmyr et al. 1996) and in brood parasitism (Cichon 1996) . It is unclear whether extinction has actually occurred in any of these systems, but, at a minimum, natural selection in the field can act to decrease mean fitness. 
Internal Interactions
The internal interactions necessary for Darwinian extinction occur when the fitness of different components of a population can be maximized. This occurs only when the population consists of different types or when parts of the genome can be transmitted independently because of recombination, which means the population is sexual. Frequency-dependent selection driven by intraspecific competition can lead to Darwinian extinction when the fittest type in the population causes general damage to the population (Wright 1969) . A particular example of this phenomenon occurs in a model of the evolution of body size in intraspecific, asymmetrical competitive interactions (Matsuda and Abrams 1994a) and exhibits a gradual extinction with monotonic dynamics. The authors suggest that extinctions in patterns of taxon cycling seen in the fossil record of Anolis lizards could be driven by such within-species competition (Rummel and Roughgarden 1985; Matsuda and Abrams 1994a) .
Darwinian extinction from internal interaction in sexual populations can occur when modification of selection produces an immediately favorable effect but eventually works to make selection less efficient. For example, the evolution of a trait that modifies selection against mutation can lead to extinction (A. S. Kondrashov, unpublished data) . If the population initially has a step fitness function, individuals carrying n mutations have fitness equal to 1 if below a threshold number of mutations, T, and have fitness equal to 0 above the threshold. Of course, a trait or allele that modifies selection such that individuals with more than T mutations have positive fitness will be favored by selection and eventually fixed. However, the new fitness function may lead to inefficient selection if it declines slowly, for example, being 1/n for (diminishing returns episn 1 T tasis; Shnol and Kondrashov 1993) . Under such selection, there may be no mutation-selection equilibrium as mutations accumulate indefinitely (Kimura and Maruyama 1966) , and mean absolute fitness declines to 0, resulting in extinction. The accumulation of mutations is only the proximate cause because it is the evolution of the trait that modifies selection that ultimately causes extinction. The evolution of modifiers of selection against other detrimental genetic processes can similarly cause Darwinian extinction.
Maladaptation from sexual selection has long been suggested as explaining the pattern that occurs in the fossil record of increasing size of traits and armaments in populations shortly before extinction (Haldane 1932; Huxley 1938) , although there has been little theoretical support of this idea. Recently, work by Houle and Kondrashov (2002) shows that Darwinian extinction is theoretically plausible in a good-genes model of sexual selection. In their model, females prefer males with the longest tail because tail length acts as an indicator of quality. When sexual selection on males causes poor-quality males to express tails as long as high-quality males, females can no longer differentiate among males. Then, even high-quality males may be forced by competition with low-quality males to put more resources than they can afford into tail length. This decreases the high-quality males' overall quality. If male fitness declines slowly with increased exaggeration of tail length, then the exaggeration may be unlimited, resulting in an unlimited decline in male viability. Female fitness is increased, but male fitness decreases, potentially all the way to 0. When the mean fitness of the population decreases, extinction can result. This model exhibits a gradual extinction with monotonic dynamics. A potential empirical example of Darwinian extinction due to sexual selection occurs in transgenic fish (Muir and Howard 1999) . Male fish engineered with genes for faster growth rates are preferred by females in natural populations because they have larger adult size. However, offspring of these fish tend to have lower viability, and modeling results suggest escaped transgenic genes entering a natural population can decrease mean fitness to the point of extinction.
Genetic conflict can also result in Darwinian extinction. Genetic conflict occurs because of self-promoting genetic elements that encode traits that increase their frequency in the next generation at the expense of the organism carrying them (Hurst et al. 1996; Jaenike 1996; Hatcher et al. 1999; Hatcher 2000) . In genetic conflict, genetic materials from two different sources compete, that is, in heterozygotes. Fixation or loss of the self-promoting elements leads to the loss of heterozygotes from the population, so extinction occurs only when the heterozygous state is required in the population. For example, in meiotic drive, self-promoting elements on the X chromosome reduce or eliminate competing gametes with chromosomes without the element, for example, gametes carrying the Y chromosome. This leads to males that sire all-female broods; eventually, the population becomes all female and goes extinct (Hamilton 1967) . Models of sex-ratio distortion suggest that Darwinian extinction is possible for a fairly wide range of parameter values (Jaenike 1996; Hatcher et al. 1999 ) and looks like a gradual extinction with monotonic dynamics. Sex-ratio distortion is widespread in insect lineages and other taxa, suggesting that it is entirely likely that some lineages have evolved to extinction (Hurst et al. 1996; Jaenike 1996) .
Discussion
Darwinian extinction is difficult to study in nature simply because it is difficult to observe anything about extinct populations. Yet such extinctions may be a powerful force shaping what we see because existing populations are unlikely to harbor traits that make them prone to Darwinian extinction. The resulting pattern is one of species selection, although selection acts at the individual level.
Several characteristics appear to affect the likelihood of Darwinian extinction. In both external and internal interactions, Allee effects can promote Darwinian extinction (Rosenzweig 1973 (Rosenzweig , 1977 Hatcher et al. 1999; Gyllenberg and Parvinen 2001 ; models presented here) potentially because population size needs only to fall below the lower critical density instead of being pushed all the way to 0. Sufficiently large costs can prohibit Darwinian extinction by limiting the evolutionary response of populations and keeping them from evolving beyond the bifurcation threshold that results in extinction. Several models suggest that extinction of populations without sufficient costs can help shape general patterns of predation (Rosenzweig 1973 (Rosenzweig , 1977 Holt 1985) , virulence (Anderson and May 1981; Nowak and May 1994) , and life histories (Kirchner and Roy 1999) . Global versus local dispersal can also be important in enhancing the likelihood of extinction in the context of fire or disease outbreaks (Richards et al. 1999 ). In internal interactions, a huge disadvantage of sex is created by Darwinian extinctions of sexual populations, implying that such interactions might be predicted to be rare in extant populations. In populations with genetic conflicts, some circumstantial, empirical evidence suggests that modifiers are recruited that stop the process of Darwinian extinction by working mechanistically to stop the killing actions of the self-promoting elements (Hurst et al. 1996; Hatcher et al. 1999) .
The classification of the dynamics and modes of Darwinian extinction outlined here can be generalized further. The striking distinction that only dangerous bifurcations lead to deterministic extinction holds for all Darwinian extinctions due to external interactions, not just the simple types explored here (see also Gyllenberg and Parvinen 2001) . Additionally, codimension 1 bifurcations involving more complicated attractors are not completely understood mathematically, and their biological relevance remains obscure. Therefore, the classification of simple Darwinian extinction presented here extends beyond pairwise interactions and is, in all practical senses, a complete classification of the dynamics and modes of Darwinian extinction due to external interactions. However, the dynamics following Darwinian extinction in multiple dimensions may differ from the two-dimensional examples presented when the extinction attractor corresponds to a limit cycle or more complex attractor. The examples presented are of predator-prey models because they easily exhibit a wide variety of dynamics, and consideration of other types of interaction changes the picture only slightly. Strict competitive interactions cannot cycle (Yang and Freeman 1988) , so they can only exhibit monotonic dynamics, although the mode of extinction may be gradual or sudden.
Specific incidences of Darwinian extinction due to external interactions may superficially resemble extinction directly caused by environmental factors because of increased lag-load (Slatkin and Maynard Smith 1979) . For example, Dieckmann et al. (1995) describe a predator-prey system with evolution of both a predator and a prey trait and claim that there is evolution to extinction of the predator. However, the underlying bifurcation is transcritical and mathematically cannot lead to Darwinian extinction in models of ecological interactions. Actually, the evolution of the prey is the driving force behind the extinction of the predator, so the cause of extinction is really loss of niche due to biotic factors and not the adaptive evolution of the predator. In models, bifurcation theory can help to distinguish between factors that lead to Darwinian extinction and other factors that result in similar patterns but cause extinction by loss of niche. In nature, only specific combinations of dynamics and modes of extinction should suggest Darwinian extinction as a possible mechanism.
This dynamical classification of Darwinian extinction for external, ecological interactions cannot be directly applied to Darwinian extinction due to internal interactions. Such interactions occur within a single population, and the gradient equation (1) that can be used to describe evolution in ecological systems may not completely describe evolution when interaction is internal to the population. However, the dynamics and modes of Darwinian extinction due to internal interactions are restricted to the same set of potential bifurcations used for external interactions, and the only potentially new type would be due to a transcritical bifurcation. To date, there have been only examples of gradual extinction with monotonic dynamics (Jaenike 1996; Houle and Kondrashov 2002) . Internal interactions can be recast as external interactions by considering interactions among components of a larger population. When internal interactions are considered in this way, the gradient equation (1) does apply, and the classification considered here also describes Darwinian extinction in internal interactions.
Darwinian extinction theoretically appears to be a nor-mal outcome when relative fitness does not reflect changes in absolute fitness, and it occurs quite readily in many different biological models for realistic scenarios and parameter values. Darwinian extinction is predicted to be a plausible and potentially broadly occurring biological phenomenon. The dearth of empirical examples may be because it is important as a transient phenomenon resulting in species selection and because it can be mistakenly labeled as being due to environmental factors.
