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a b s t r a c t
A Neumann boundary value problem of the Helmholtz equation in the exterior circular
domain is reduced into an equivalent natural boundary integral equation. Using our
trigonometric wavelets and the Galerkin method, the obtained stiffness matrix is
symmetrical and circulant, which lead us to a fast numerical method based on fast Fourier
transform. Furthermore, we do not need to compute the entries of the stiffness matrix.
Especially, ourmethod is also efficient when thewave number k in the Helmholtz equation
is very large.
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1. Introduction
In many fields of scientific and engineering computation it is necessary to solve boundary value problems of partial
differential equations over unbounded domains. The standard techniques such as the finite element method will meet with
some difficulties, even if they are very effective for bounded domains. In the past thirty years many methods for solving
problems over unbounded domains, such as the infinite elementmethod (see [1–3]), the boundary elementmethod (see [4]),
etc., have been developed.
However for the Helmholtz equation
1u+ k2u = 0, in R2 \ D, (1.1)
where D is a bounded and simply-connected domain, the finite element method and the finite difference method present
difficulties. The difficulty is that the domain of interest is of infinite extent and any solution must satisfy the radiation
condition at infinity. Integral equationmethods avoid these difficulties. The integral equation is solved only on the boundary
and it satisfies the radiation condition automatically. Unfortunately, the stiffness matrix of the linear system obtained from
the classical integral equation with the kernel of Cauchy singularity is not sparse. Hence the computational complexity for
the dense stiffness matrix eliminates the advantage such as lowering the dimensions of the problem. At the same time, the
accuracy of the numerical solution will be affected when the wave number k increase (see [5,6]).
The domain decomposition methods, developed rapidly in recent years, are important techniques for solving partial
differential equations. K. Feng pointed out the importance of the natural boundary reduction to domain decomposition
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Fig. 1. Overlapping domain; non-overlapping domain.
methods, that is the domain finite elements plus boundary elements (see [7–9]). In the 1980s, Feng and Yu first introduced
a new boundary element method—the natural boundary element method, which is different from the classical boundary
element method and has a lot of advantages (see [7,8,10]). Based on the natural boundary reduction, D. Yu has proposed
an overlapping and a non-overlapping domain decomposition method for unbounded domains (see [10,11]). Using one or
two circles as artificial boundaries, an unbounded domain with a closed boundary can be divided into overlapping and non-
overlapping subdomains. In the interior small bounded subdomain the standard finite elementmethod can be usedwithout
any difficulty. In the exterior circular subdomain the results of the natural boundary reduction can be applied directly (see
Fig. 1).
Based on the above-mentioned reasons, we will investigate the numerical solution of the following Neumann problem:
1u+ k2u = 0, in R2 \Ω, (1.2a)
∂u
∂ν
= f (x, y), on ∂Ω = Γ , (1.2b)
∂u
∂r
− iku = O(r− 12 ), r =
√
x2 + y2 −→∞, (1.2c)
where the domainΩ = {(x, y)|x2+y2 < R2}, ∂
∂ν
is the outward normal derivative on the boundary Γ and the wave number
k > 0. The radiation condition (1.2c) is also called the Sommerfeld radiation condition.
From [12], the solution of (1.2) can be represented by the following Poisson formula with polar coordinate parameters:
u(r, θ) = Pu0(θ) = 12pi
+∞∑
m=−∞
G|m|(kR, kr)
∫ 2pi
0
cosm(θ − θ ′)u0(θ ′)dθ ′, r > R, (1.3)
where Gm(x, y) = H
(1)
m (y)
H(1)m (x)
, m = 0, 1, 2, . . ., H(1)m (·) are the Hankel functions of the first kind of order m and u0(θ) is defined
by the trace operator γ0u = u|Γ = u0. From (1.5), we can obtain the following natural boundary integral equation:
Ku0(θ) = g(θ), (1.4)
where
Ku0(θ) = k2pi
+∞∑
m=−∞
H|m|(kR)
∫ 2pi
0
cosm(θ − θ ′)u0(θ ′)dθ ′, (1.5)
Hm(·) = H
(1)
m
′
(·)
H(1)m (·)
= m· −
H(1)m+1(·)
H(1)m (·)
, m = 0, 1, 2, . . . ,
and
g(θ) = f (R cos θ, R sin θ).
The summations (1.3) and (1.5) are defined in the sense of distributions.
Using the following asymptotic behavior of the Hankel functions (see [5])
H(1)m (t) =
√
2
pi t
ei(t−
mpi
2 − pi4 )
(
1+ O
(
1
t
))
, t →∞,
H(1)
′
m(t) =
√
2
pi t
ei(t−
mpi
2 + pi4 )
(
1+ O
(
1
t
))
, t →∞,
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we have
Gm(kR, kr) =
√
R
r
eik(r−R)
(
1+ O
(
R
r
))
, k→∞, (1.6)
Hm(kR) = i
(
1+ O
(
1
kR
))
, k→∞. (1.7)
From the expression (1.5), we know that the integral is not related to the wave number k, that is to say, the solution
u0(θ) of the natural boundary integral equation (1.4) is not relate to the wave number. Thus, noting the above asymptotic
behaviors (1.6) and (1.7), the wave number k can hardly affect the natural boundary integral method. This method is very
efficient when the wave number k in the Helmholtz equation (1.2) is very large.
By the Fourier expansion the Hs(Γ )-norm of function f (θ) on Γ can be defined as
‖f (θ)‖Hs(Γ ) :=
(
2pi
+∞∑
`=−∞
(`2 + 1)s|a`|2
) 1
2
where a` is the Fourier coefficient of f (θ), that is
a` = 12pi
∫
Γ
f (θ)e−i`θdθ = 1
2pi
∫ 2pi
0
f (θ)e−i`θdθ.
Especially when s = 0,
‖f (θ)‖H0(Γ ) =
(
2pi
+∞∑
`=−∞
|a`|2
) 1
2
= ‖f (θ)‖L2(Γ ),
which is the normal L2-norm.
Theorem 1.1 ([13]). If f ∈ H− 12 (Γ ), then there exits a unique solution u0 to the integral equation (1.4) in the space V (Γ ) =
H
1
2 (Γ ), and u0 depends on the given boundary value f continuously.
Recently, wavelet methods have attracted a lot of attention in numerical solution to integral equations (see [14–16]).
They develop a matrix compression strategy which will lead us to a fast algorithm for the approximate solution to some
integral equations.
In this paper, using our trigonometric wavelets (see [6]), the stiffness matrix Kj reduced by the approximate solution
of the integral equation (1.4) will be a symmetrical and circulant matrix, which leads us to a fast numerical method based
on the fast Fourier transform (FFT) and the inverse fast Fourier transform (IFFT) for the approximate solution to integral
equation (1.4). Furthermore, we do not need to compute the entries of the stiffness matrix. Especially, our method is also
efficient, when the wave number k is very large.
2. Trigonometric wavelets
In [17], Quak has investigated a kind of trigonometric wavelet for Hermite interpolation. Based on our natural boundary
integral equation (1.5) and the Galerkinmethod, we need to re-build another orthonormal wavelet. In the following section,
we will introduce trigonometric orthonormal wavelet (see [6]). When the scaling functions are used as basis functions, we
can obtain that the stiffness matrix is symmetrical and circulant.
Let N denote the set of all positive integer. For n ∈ N the Dirichlet kernel Dn(θ) is defined as
Dn(θ) := 12 +
n∑
`=1
cos `θ,
where θ ∈ [0, 2pi).
We define the scaling functions ϕj,n(θ) and the scaling space Vj as following:
Definition 2.1. For j ∈ N, define the scaling function ϕj,0(θ) as
ϕj,0(θ) = 1
2
j
2
√
pi
(
D2j−1(θ)+
1√
2
cos 2jθ
)
. (2.1)
For n = 0, 1, . . . , 2j+1 − 1, define
ϕj,n(θ) = ϕj,0(θ − θj,n), (2.2)
where θj,n = npi2j .
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Definition 2.2. For j ∈ N, the scaling space Vj is defined by
Vj = span{ϕj,n(θ) : n = 0, 1, 2, . . . , 2j+1 − 1}.
Next, we list the following three theorems which come from [6].
Theorem 2.1. With the inner product 〈·, ·〉 is defined as 〈f , g〉 := ∫ 2pi0 f (θ)g(θ)dθ and any m, n = 0, 1, . . . , 2j+1 − 1, j ∈ N,
then
〈ϕj,m(θ), ϕj,n(θ)〉 = δm,n, (2.3)
where δm,n denotes the Kronecker symbol.
As a first step of studying the spacesVj, the following result identifies trigonometric polynomials which form alternative
bases of these spaces.
Theorem 2.2. For any j ∈ N, we have
Vj = span {1, sin θ, sin 2θ, . . . , sin(2j − 1)θ, cos θ, cos 2θ, . . . , cos 2jθ}.
Consequently,
dimVj = 2j+1.
Theorem 2.3. For m, j ∈ N, n = 0, 1, . . . , 2j+1 − 1, we have∫ 2pi
0
ϕj,n(θ) cosmθdθ =
√
pi
2
j
2
2j−1∑
`=1
cos `θj,nδm,` + (−1)
n
√
2
δm,2j
 ,
∫ 2pi
0
ϕj,n(θ) sinmθdθ =
√
pi
2
j
2
2j−1∑
`=1
sin `θj,nδm,`,∫ 2pi
0
ϕj,n(θ)dθ =
√
pi
2
j
2
.
With Tm = span{1, sin θ, sin 2θ, . . . , sinmθ, cos θ, cos 2θ, . . . , cosmθ}, Theorem 2.2 implies that
Vj $ T2j $ Vj+1
with the notation V0 = {0}, it is also clear that
L2[0, 2pi ] = closL2
( ∞⋃
j=0
Vj
)
and
∞⋂
j=0
Vj = {0}.
3. Wavelet Galerkin method
Guan and Lin have proved in [13] that the integral equation (1.4) is equivalent to the variational problem:{
Find u0 ∈ H 12 (Γ ), such that
D̂(u0, v) = 〈g, v〉, ∀v ∈ H 12 (Γ ),
(3.1)
where D̂(u0, v) = 〈Ku0, v〉 and 〈u, v〉 =
∫
Γ
uvds.
Because the space Vj ⊂ H 12 (Γ ) is a linear subspace of H 12 (Γ ), (3.1) can be formulated as the approximate variational
problem:{
Find u(j)0 ∈ Vj, such that
D̂(u(j)0 , v
(j)) = 〈g, v(j)〉, ∀v(j) ∈ Vj. (3.2)
Additionally, since Vj is a linear subspace of H
1
2 (Γ ) the Lax–Milgram theorem still something like guarantees the unique
existence of the variational problem (3.2) in space Vj, which lead the solution of the problem (1.2) itself to be unique and
existent in space Vj from Poisson formula (1.3).
Let u(j)0 (θ) =
∑2j+1−1
`=0 c
(j)
` ϕj,`(θ). From (3.2) we can obtain the following linear system of algebraic equations
Kjcj = bj (3.3)
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where
Kj =
[
k(j)st
]
2j+1×2j+1
, k(j)st = D̂(ϕj,t , ϕj,s),
cj =
(
c(j)0 , c
(j)
1 , . . . , c
(j)
2j+1−1
)T
,
bj = (b(j)0 , b(j)1 , . . . , b(j)2j+1−1)T,
b(j)` = R
∫ 2pi
0
g(θ)ϕj,`(θ)dθ, ` = 0, 1, . . . , 2j+1 − 1.
Next we compute the stiffness matrix Kj. Using the definition D̂(ϕj,t , ϕj,s) = 〈Kϕj,t , ϕj,s〉 and noting Theorem 2.3, we
have
k(j)st = kR2pi
∫ 2pi
0
∫ 2pi
0
( +∞∑
`=−∞
H|`|(kR) cos `(θ − θ ′)
)
ϕj,t(θ
′)dθ ′ϕj,s(θ)dθ
= kR
2pi
∫ 2pi
0
∫ 2pi
0
H0(kR)ϕj,t(θ ′)dθ ′ϕj,s(θ)dθ + kR
pi
∫ 2pi
0
∫ 2pi
0
(+∞∑
`=1
H`(kR) cos `(θ − θ ′)
)
ϕj,t(θ
′)dθ ′ϕj,s(θ)dθ
= kR
2j+1pi
H0(kR)+ kR
pi
+∞∑
`=1
H`(kR)
(∫ 2pi
0
cos `θ ′ϕj,t(θ ′)dθ ′
∫ 2pi
0
cos `θϕj,s(θ)dθ
+
∫ 2pi
0
sin `θ ′ϕj,t(θ ′)dθ ′
∫ 2pi
0
sin `θϕj,s(θ)dθ
)
= kR
2j+1pi
H0(kR)+ kR
pi
+∞∑
`=1
H`(kR)
pi
2j

2j−1∑
m=1
cosmθj,tδ`,m + (−1)
t
√
2
δ`,2j

×
2j−1∑
m′=1
cosm′θj,tδ`,m′ + (−1)
t
√
2
δ`,2j
+
2j−1∑
m=1
sinmθj,tδ`,m
2j−1∑
m′=1
sinm′θj,tδ`,m′

= kR
2j+1pi
H0(kR)+ kR2j
2j−1∑
`=1
H`(kR) cos `(θj,s − θj,t)+ (−1)
s+tkR
2j+1
H2j(kR)
= kR
2j+1pi
H0(kR)+ kR2j
2j−1∑
`=1
H`(kR) cos `θj,s−t + (−1)
s−tkR
2j+1
H2j(kR).
With r = |s− t|, we conclude
k(j)r =
kR
2j+1pi
H0(kR)+ kR2j
2j−1∑
`=1
H`(kR) cos `θj,r + (−1)
rkR
2j+1
H2j(kR) (3.4)
and
k(j)r = k(j)2j+1−r , r = 1, . . . , 2j. (3.5)
The above results (3.4) and (3.5) state the stiffness matrix Kj is a symmetrical and circulant matrix, i.e., Kj =
((k(j)0 , k
(j)
1 , . . . , k
(j)
2j+1−1)). From [18], the matrix Kj possesses the following decomposition:
Kj = F jΛjFj (3.6)
where
Fj =
(
2−
j+1
2 e
2stpi i
2j+1
)
s,t=0,1,...,2j+1−1
, (3.7)
Fj is the conjugate matrix of Fj,Λj is a diagonal matrix and the entries λ
(j)
s of the matrixΛj is
λ(j)s =
2j+1−1∑
`=0
k(j)` e
2`spi i
2j+1
=

0, s = 0,
kRHs(kR), s = 1, 2, . . . , 2j,
kRH2j+1−s(kR), s = 2j + 1, 2j + 2, . . . , 2j+1 − 1.
(3.8)
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Noting
F j = F−1j , (3.9)
we know the linear system (3.3) is equivalent to
ΛjFjcj = Fjbj. (3.10)
Taking the vectors b̂j =
(̂
b(j)s
)
s=0,1,...,2j+1−1
= Fjbj and aj =
(
a(j)s
)
s=0,1,...,2j+1−1
. The entries a(j)s of the vector aj are defined
as
a(j)s =

b̂(j)s , s = 0
b̂(j)s
kRHs(kR)
, s = 1, 2, . . . , 2j,
b̂(j)s
kRH2j+1−s(kR)
, s = 2j + 1, 2j + 2, . . . , 2j+1 − 1,
(3.11)
then (3.10) can conclude
cj = F jaj. (3.12)
The entries of the matrix Fj imply the computations of F jaj and Fjbj are the discrete Fourier transform and the inverse
discrete Fourier transform, which can use IFFT and FFT.
Additionally, substituting the expression u(j)0 (θ) =
∑2j+1−1
`=0 c
(j)
` ϕj,`(θ) into the Poisson integral formula (1.3), we can
obtain the following approximate solution of the problem (1.2a)–(1.2c)
u(j) = Pu(j)0 =
G0(kR, kr)√
2j+2pi
2j+1−1∑
`=0
c(j)` +
G2j(kR, kr) cos 2jθ√
2j+1pi
2j+1−1∑
`=0
(−1)`c(j)`
+ 1√
2jpi
2j+1−1∑
`=0
c(j)`
2j−1∑
m=1
Gm(kR, kr) cosm(θ − θj,`). (3.13)
Remark 3.1. From the expressions (3.6) and (3.8), we can see the stiffness matrix Kj is not invertible, which should lead the
condition of Kj to be very large in numerical method. The drawback comes from the Neumann boundary condition (1.2b).
Here, our numerical method, which use the definition (3.11) of the vector aj, avoids the disadvantage.
4. Error estimates
Now we shall give the error estimate for the natural boundary element solution u(j)0 (θ) of the corresponding discrete
variational problem (3.2).
Definition 4.1. Let T ([0, 2pi ]) denote the set of all real-valued 2pi-periodic functions. The projection operatorHj is defined
as
Hj :T ([0, 2pi ]) −→ Vj
f (θ) −→ Hjf =
2j+1−1∑
`=0
〈f , ϕj,`〉ϕj,` (4.1)
where 〈f , ϕj,`〉 =
∫ 2pi
0 f (θ)ϕj,`(θ)dθ .
Let u0(θ) be the solution of natural integral equations (3.1) and u
(j)
0 (θ) the solution of the corresponding discrete
variational problem (3.2). We define ‖φ‖2
D̂
= 〈Kφ, φ〉 as the energy norm of φ, which is equivalent to the norm of H 12 (Γ )
(see [10]).
Theorem 4.1 (Estimate in the Energy Norm). If u0 ∈ Cm(Γ ), m ≥ 1, then
‖u0 − u(j)0 ‖D̂ ≤ Cj2−j(m−1), (4.2)
where the constant Cj satisfies Cj → 0 as j→∞.
To prove Theorem 4.1, we need the following lemmas.
Lemma 4.1 ([19]). If f ∈ Cm([0, 2pi ]), then the Fourier coefficient a` of f possesses
a` = o
(
1
|`|m
)
, |`| → ∞.
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Lemma 4.2. For a function f ∈ Cm([0, 2pi ]), the following error estimate for the projection operator Hj holds:
‖f −Hjf ‖Hs(Γ ) ≤ Cm,s(j)2−j(m−s− 12 ), 0 ≤ s ≤ m− 12 , (4.3)
where the constant Cm,s(j) satisfies Cm,s(j)→ 0 as j→∞.
For the sake of simplicity, we do not distinguish the constant C in the following proofs.
Proof. Using the definition of the projection operatorHj, we have
‖f −Hjf ‖Hs(Γ ) ≤
√
2pi
+∞∑
`=2j
(`2 + 1)s|a`|2 +
−2j∑
`=−∞
(`2 + 1)s|a`|2
 12 . (4.4)
Since f ∈ Cm([0, 2pi ]), using Lemma 4.1, there exists C` such that
|a`| ≤ C`|`|m , (4.5)
where C` → 0 as |`| → ∞. Substituting (4.5) into (4.4), we have
‖f −Hjf ‖Hs(Γ ) ≤
√
2pi
+∞∑
`=2j
(`2 + 1)s C`
`2m
+
−2j∑
`=−∞
(`2 + 1)s C`
`2m
 12 .
Setting C(j) = sup|`|≥2j{C`}, the above expression can be transferred to
‖f −Hjf ‖Hs(Γ ) ≤
√
2pi
+∞∑
`=2j
1.5sC`
`2(m−s)
+
−2j∑
`=−∞
1.5sC`
`2(m−s)
 12
≤ 2√1.5sC(j)pi (+∞∑
`=2j
1
`2(m−s)
) 1
2
.
Using the estimation
+∞∑
`=2j
1
`2(m−s)
<
∫ +∞
2j
1
x2(m−s)
dx = 1
2(m− s)+ 1 2
−2j(m−s− 12 ),
we can obtain
‖f −Hjf ‖Hs(Γ ) ≤ 2
√
1.5sC(j)pi
2(m− s)+ 1 2
−j(m−s− 12 ).
Setting Cm,s(j) = 2
√
1.5sC(j)pi
2(m−s)+1 , we complete the proof of Lemma 4.2. 
Lemma 4.3. Let u0(θ) and u
(j)
0 (θ) are solutions of problem (3.1) and (3.2) respectively, then
D̂(u0 − u(j)0 , ϕ(j)) = 0, ∀ϕ(j)(θ) ∈ Vj, (4.6)
and
‖u0 − u(j)0 ‖D̂j = inf
ϕ(j)∈Vj
‖u0 − ϕ(j)‖D̂j . (4.7)
Proof. From (3.1), (3.2) and Vj ⊂ H 12 (Γ ) follows from (4.6). Furthermore, for ∀ϕ(j) ∈ Vj, we have∥∥∥u0 − u(j)0 ∥∥∥2D̂ = D̂(u0 − u(j)0 , u0 − u(j)0 )
= D̂(u0 − u(j)0 , u0 − ϕ(j))
≤
∥∥∥u0 − u(j)0 ∥∥∥D̂ ∥∥u0 − ϕ(j)∥∥D̂ .
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So we can obtain∥∥∥u0 − u(j)0 ∥∥∥D̂ ≤ ∥∥u0 − ϕ(j)∥∥D̂ , ∀ϕ(j) ∈ Vj.
This completes the proof of Lemma 4.3. 
Proof of Theorem 4.1. From Lemma 4.3 and the interpolation inequality (see [20]), we have∥∥∥u0 − u(j)0 ∥∥∥2D̂ ≤ ∥∥u0 −Hju0∥∥2D̂
≤ C ∥∥u0 −Hju0∥∥2
H
1
2 (Γ )
≤ C ∥∥u0 −Hju0∥∥H1(Γ ) ∥∥u0 −Hju0∥∥L2(Γ )
≤ C Cm,1(j)2−j(m−1− 12 ) Cm,0(j) 2−j(m− 12 )
≤ C Cm,1(j) Cm,0(j) 2−2j(m−1).
Setting Cj = C Cm,1(j) Cm,0(j), the proof is complete. 
Theorem 4.2 (Estimate in L2-Norm). If u0 ∈ Cm(Γ )(m ≥ 1) and∫ 2pi
0
(
u0(θ)− u(j)0 (θ)
)
dθ = 0,
then ∥∥∥u0 − u(j)0 ∥∥∥L2(Γ ) ≤ Cj2−j(m−1), (4.8)
where Cj → 0 as j→∞.
To prove Theorem 4.2, we need the following lemma.
Lemma 4.4 ([10]). If g(θ) ∈ L2(Γ ) and ∫ 2pi0 g(θ)dθ = 0, then there exits a constant C such that the solution v of the natural
integral equationKv = g satisfies
‖v‖H1(Γ ) ≤ C‖g‖L2(Γ ). (4.9)
Proof of Theorem 4.2. Since u0(θ)− u(j)0 (θ) ∈ H
1
2 (Γ ) ⊂ L2(Γ ) and∫ 2pi
0
(
u0(θ)− u(j)0 (θ)
)
dθ = 0,
by Lemma 4.4, we can conclude the solution v ∈ H1(Γ ) of the natural integral equationKv = u0 − u(j)0 satisfies
D̂(v, ψ) = 〈u0 − u(j)0 , ψ〉, ∀ψ ∈ H
1
2 (Γ ),
and
‖v‖H1(Γ ) ≤ C
∥∥∥u0 − u(j)0 ∥∥∥L2(Γ ) .
Let ψ = u0 − u(j)0 . We have∥∥∥u0 − u(j)0 ∥∥∥2L2(Γ ) = 〈u0 − u(j)0 , u0 − u(j)0 〉
= D̂(v, u0 − u(j)0 )
≤ ‖v‖D̂ ·
∥∥∥u0 − u(j)0 ∥∥∥D̂
≤ C‖v‖
H
1
2 (Γ )
·
∥∥∥u0 − u(j)0 ∥∥∥D̂
≤ C‖v‖H1(Γ ) ·
∥∥∥u0 − u(j)0 ∥∥∥D̂
≤ C
∥∥∥u0 − u(j)0 ∥∥∥L2(Γ ) · ∥∥∥u0 − u(j)0 ∥∥∥D̂ ,
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Table 1
The error ‖u0 − u(j)0 ‖L2(Γ )/‖u0‖L2(Γ ) .
j k = 102 k = 104 k = 106 k = 108 k = 1010
6 0.0491 0.0491 0.0491 0.0491 0.0491
8 0.0123 0.0123 0.0123 0.0123 0.0123
10 0.0031 0.0031 0.0031 0.0031 0.0031
12 7.6760e−004 7.6698e−004 7.6698e−004 7.6695e−004 7.6953e−004
14 1.9720e−004 1.9173e−004 1.9174e−004 1.9171e−004 1.9428e−004
16 6.8655e−005 4.7894e−005 4.7923e−005 4.7899e−005 5.0474e−005
18 5.1358e−005 1.2474e−005 1.2023e−005 1.1955e−005 1.4522e−005
that is∥∥∥u0 − u(j)0 ∥∥∥L2(Γ ) ≤ C ∥∥∥u0 − u(j)0 ∥∥∥D̂ .
Applying Lemma 4.2, we complete the proof of Theorem 4.2. 
Theorem 4.3 (Estimate in L∞-Norm). If u0 ∈ Cm(Γ )(m ≥ 2) and∫ 2pi
0
(
u0(θ)− u(j)0 (θ)
)
dθ = 0,
then ∥∥∥u0 − u(j)0 ∥∥∥L∞(Γ ) ≤ Cj2−j(m−2), (4.10)
where Cj → 0 as j→∞.
To prove Theorem 4.3, we need the following Nikol’skii inequality.
Lemma 4.5 (Nikol’skii Inequality [17]). For any 1 ≤ p < +∞ and φ(θ) ∈ Tn, it holds that
sup
θ∈[0,2pi ]
(
1
N
N−1∑
`=0
∣∣∣∣φ (θ − 2`piN
)∣∣∣∣p
) 1
p
≤
(
1+ 2npi
N
)
‖φ‖Lp(Γ ). (4.11)
Proof of Theorem 4.3. Taking p = 1, N = 1 and n = 2j+1 in the Nikol’skii inequality (4.11), we have∥∥∥u0 − u(j)0 ∥∥∥L∞(Γ ) ≤ (1+ 2j+2pi) ∥∥∥u0 − u(j)0 ∥∥∥L1(Γ ) .
Using the Hölder inequality and Theorem 4.2, we can obviously conclude (4.10). 
5. Numerical examples
Solve the following Neumann problem in a unit exterior circular domain:
1u+ k2u = 0, in R2 \Ω,
∂u
∂ν
= g(θ) = eiθ , on ∂Ω = Γ ,
∂u
∂r
− iku = O(r− 12 ), r =
√
x2 + y2,−→∞.
We can obviously obtain the solution of the above problem,
u(r, θ) = G1(k, kr)
kH1(k)
eiθ , r ≥ 1, 0 ≤ θ ≤ 2pi.
Let u0(θ) be the solution and u
(j)
0 (θ) the approximate solution in a finite dimensions space Vj of the above problem
respectively.
The above example states
1. Our numerical method is also efficient when the wave number k is very large, that is to say, the wave number k can
hardly affect the convergence rate,
2. Our numerical method is very fast, for example, the run time is only 5.0000 s as k = 1010 and j = 18, for which the
corresponding matrix Kj is 219 × 219 = 524 288× 524 288 (see Table 1).
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