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Abstract
Sequential Monte Carlo (SMC) methods are typically not straightforward to implement on parallel ar-
chitectures. This is because standard resampling schemes involve communication between all particles in
the system. In this article, we consider the α-SMC method of [WLH16], a generalised particle filter al-
gorithm with limited communications between particles. The communication between different particles
is controlled through the so-called α-matrices. We study the influence of the communication structure
on the convergence and stability properties of the resulting algorithms. We prove that under standard
assumptions, it is possible to use randomised communication structures where each particle only commu-
nicates with a small number of neighbouring particles while still having good mixing properties, and this
ensures that the resulting algorithms are stable in time and converge at the usual Monte Carlo rate. A
particularly simple approach to implement these ideas consists of choosing the α-matrices as the Markov
transition matrices of random walks on Ramanujan graphs.
Keywords: α-SMC Distributed algorithms Ramanujan graphs Sequential Monte Carlo Sta-
bility
1 Introduction
1.1 Hidden Markov models and particle filtering
Hidden Markov models [CMR09] constitute a large class of numerical methods frequently used to perform
statistical inference. They have been studied under different names, including state-space models [DK12] and
dynamic models [HW99]. Some application areas include ecology [NFTB09], epidemiology [KIPB08], fault
detection [YZ15], finance [JPS09], graphical models [NLS14], medical physics [IMV15], multitarget track-
ing [SKLM12], phylogenetic inference [BCSJ12], rare event estimation [CDMFG12], reliability prediction
[WTZZ13], and variable selection [SC13].
A hidden Markov model (HMM) with measurable state space (X,X ) and observation space (Y,Y) is
a process {(Xt, Yt)}t≥0, where {Xt}t≥0 is a Markov chain on X, and each observation Yt, valued in Y, is
conditionally independent of the rest of the process given Xt. To define an HMM, let pi0 and {Kt}t≥1 be
respectively a probability distribution and a sequence of Markov kernels on (X,X ), and let {gt}t≥0 be a
sequence of Markov kernels acting from (X,X ) to (Y,Y), with gt(x, ·) admitting a strictly positive density –
denoted similarly by gt(x, y) – with respect to some dominating σ-finite measure for every t ≥ 0, which we
shall assume to be the Lebesgue measure. The HMM specified by pi0, {Kt}t≥1 and {gt}t≥0 is
X0 ∼ pi0(·)
Xt | (Xt−1 = xt−1) ∼ Kt(xt−1, ·), t ≥ 1,
Yt | (Xt = xt) ∼ gt(xt, ·), t ≥ 0.
(1)
In the remainder of this text, we fix a sequence of observations y ≡ {yt}t≥0 and use gt(x) to denote
gt(x, yt) for t ≥ 0. LetM(X) and P(X) denote respectively the set of measures and probability measures on
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(X,X ), and let B(X) denote the set of all real-valued measurable functions on (X,X ) which are bounded by
one in absolute value. For a measure pi ∈ M(X) and a function ϕ ∈ B(X), we define pi(ϕ) = ∫
X
ϕ(x)pi(dx).
For a Markov kernel K on (X,X ), we define Kϕ(x) = ∫
X
ϕ(y)K(x, dy).
Sequential Monte Carlo (SMC) methods, also known as particle filters (for example, [Smi13]), aim to
approximate the sequence of probability distributions {piT }T≥0 on the measurable space (X,X ) defined via
their operation on a test function ϕ ∈ B(X) as
piT (ϕ) =
1
ZT
×
∫
XT+1
pi0(dx0)
T∏
t=1
Kt(xt−1,dxt)
T−1∏
t=0
gt(xt)ϕ(xT ), (2)
where ZT is the normalisation constant and is given by
ZT =
∫
XT+1
pi0(dx0)
T∏
t=1
Kt(xt−1,dxt)
T−1∏
t=0
gt(xt).
For the purpose of analysis, it is useful to also consider the unnormalised measure γT defined as
γT (ϕ) = ZT × piT (ϕ) =
∫
XT+1
pi0(dx0)
T∏
t=1
Kt(xt−1,dxt)
T−1∏
t=0
gt(xt)ϕ(xT ). (3)
The particle filter algorithm, also known as the “bootstrap” algorithm [GSS93], is commonly used for infer-
ence in HMMs. It starts by generating N ≥ 1 independent and identically distributed (i.i.d.) samples, termed
“particles”, X0 ≡ {X0,i; 1 ≤ i ≤ N} from the distribution pi0. Given particles Xt−1 ≡ {Xt−1,i; 1 ≤ i ≤ N},
it performs multinomial resampling according to (unnormalised) weights {gt−1(Xt−1,i); 1 ≤ i ≤ N}, before
propagating the particles via the Markov kernel Kt. At every time t ≥ 0, the bootstrap particle filter provides
a particle approximation of the filtering distribution pit and the normalisation constant Zt.
1.2 Parallelising particle filters
Parallel and distributed algorithms have become increasingly more relevant as parallel computing architec-
tures have become the norm rather than the exception. While there has been significant research devoted to
distributed Markov chain Monte Carlo (MCMC) algorithms (for example, [Bro06, ASW14, RAJ15, SBB+16,
JOA17]), the same has generally not been true for particle filtering. This is mainly because of the resampling
step of particle filters, which is difficult to parallelise. Nonetheless, there have been several attempts in this
direction, which we discuss briefly. [CHJ16] developed an algorithm where the latent state sequence XT is
segmented into multiple shorter portions, with an estimation technique based upon a separate particle filter
in each portion. A divide-and-conquer sequential Monte Carlo algorithm was proposed by [LJN+17] in which
the collection of model variables is split into disjoint sets and a suitable auxiliary target distribution defined
for each of these sets. For the resampling step, two parallel implementations were proposed by [BDH05], and
alternative schemes investigated by [MZCPS11, Mur12, MLJ16]. Of these, [MZCPS11] integrated parallel
particle filters with independent Metropolis-Hastings resampling algorithms, [Mur12] considered a Metropo-
lis resampler that requires only pair-wise ratios between weights (computed independently by threads), and
[MLJ16] analysed two schemes that do not involve a collective operation (Metropolis and rejection resam-
plers) and compared them to standard schemes (multinomial, stratified and systematic resamplers).
On a more theoretical side, the algorithms of [VDDMM15], involving resampling at two hierarchical levels,
are presented with a study of asymptotic bias and variance, and [DMMOV17] provided a central limit theorem
(CLT). [HWCG14] introduced a new augmented resampling algorithm, which generalised the i.i.d. sampling
part of the bootstrap particle filter, and studied how the sparsity of the mechanism’s conditional independence
graph is related to fluctuation properties of particle filters which use it for resampling. [Mı´g14, MV16]
provided proofs of convergence for a distributed particle filter that relies on the distributed resampling with
non-proportional weight allocation scheme of [BDH05]; however, these two papers assumed that a certain
notion of weight degeneracy does not occur. We prove in this paper that weight degeneracy can be avoided
by suitably choosing network architectures of distributed particle filters.
2
1.3 Contributions
We consider the recently proposed α-SMC algorithm [WLH16], a version of the bootstrap particle filter that
can be easily implemented on parallel architectures. The parallelisation is achieved by limiting the amount of
“communication” between particles. In the bootstrap particle filter, each particle interacts with every other
particle during the resampling step. The α-SMC algorithm operates by only allowing particles to interact
with a small subset of other particles. This restricted communication structure is formalised through a
sequence of stochastic matrices – these matrices are referred to as connectivity matrices in the sequel since
they describe how particles are connected to each other.
In this article, we relate the stability properties of the α-SMC algorithm to the connectivity and mixing
properties of the communication structures described by the connectivity matrices. We prove that, under
standard assumptions on the underlying HMM dynamics (1), time-uniform convergence can be ensured by
choosing communication structures with sufficiently large absolute spectral gaps. In practice, and as explored
numerically in Section 6, this can be achieved by choosing the connectivity matrices as the Markov transition
matrices of random walks on Ramanujan graphs [LPS88]. We further show that when the communication is
randomised or chosen with care, it is straightforward for the α-SMC algorithm to efficiently operate in the
regime where each particle is only connected to a small and fixed number of neighbouring particles while the
total number of particles increases to infinity.
The paper is organised as follows. In Section 2, we describe the α-SMC algorithm and discuss its basic
properties. We relate its stability properties to the spectral gap of the connectivity matrices in Section 3 and
establish time-uniform bounds. In Section 4, we study more closely the influence of the number of neighbours
of each particle on the overall performance of the algorithm. This leads us to discuss statistical tradeoffs
in Section 5. In particular, we contrast different partial structures to complete communication. Finally, we
present in Section 6 several numerical studies.
Notations. R denotes the real line, Rd the d-dimensional Euclidean space for a positive integer d, and
Rd×d′ the set of all real-valued d×d′ matrices. We use D−→ to denote convergence in distribution and P−→ to
denote convergence in probability. We use ‖u‖2 = 〈u, u〉 to denote the Euclidean norm of a vector u ∈ Rd.
We denote by ‖ϕ‖∞ the supremum norm of a function ϕ : X→ R. Id denotes the identity operator and I the
indicator function of a set. The notation N (µ, σ2) refers to a Gaussian distribution with mean µ ∈ R and
variance σ2 ≥ 0. For non-negative integers m ≤ n, we set [m,n] = {m,m + 1, . . . , n}. We use the notation
1 = (1, . . . , 1) to denote a vector of ones whose dimension will be apparent from the context. The Dirac
mass at location x ∈ X is denoted by δx. Finally, we use O to denote the big O notation.
2 α-SMC
In this section, we describe the basic α-SMC algorithm as introduced in [WLH16] and recall some of its basic
properties.
2.1 Algorithm description
The α-SMC algorithm with N ≥ 1 particles relies on a sequence of (possibly random) matrices {αt}t≥0,
where each αt = (α
ij
t )1≤i,j≤N ∈ RN,N is a stochastic matrix; for any time index t ≥ 0 and particle index
1 ≤ i ≤ N , we have that αi,1t + · · ·+ αi,Nt = 1. We often refer to these matrices as connectivity matrices as
they describe how the particles connect to each other.
The α-SMC algorithm simulates a sequence {Xt; t ≥ 0}, where, for each time index t ≥ 0, we have
Xt = {Xit ; 1 ≤ i ≤ N}, and Xit ∈ X is the location of the i-th particle at time index t ≥ 0. The particle
approximation piNt of pit produced by the α-SMC algorithm is given by
piNt =
N∑
i=1
WT,i δXit , (4)
3
where W t = (W
1
t , . . . ,W
N
t ) ∈ P(N) denotes the vector of normalised weights with
P(N) =
{
x ∈ RN+ :
N∑
i=1
xi = 1
}
being the N -dimensional probability simplex. We have defined W
i
t = W
i
t /(W
1
T +· · ·+WNt ) as the normalised
weights. The unnormalised weights Wt = (W
1
t , . . . ,W
N
t ) ∈ RN are recursively defined as follows. At time
index t = 0, the weights are all initialised to one, that is, W it = 1 for all 1 ≤ i ≤ N . For t ≥ 1, the weights
are recursively defined as
W it :=
N∑
j=1
αijt−1W
j
t−1 gt−1(X
j
t−1). (5)
The α-SMC algorithm also produces a particle approximation of the unnormalised measure γt and the
normalisation constant Zt,
γ̂Nt =
1
N
N∑
i=1
Wt,i δXit and Ẑ
N
t ≡ γ̂Nt (1) =
1
N
N∑
i=1
Wt,i. (6)
The particle equivalent of equation (3) is γ̂Nt = Ẑ
N
t × piNt . The particles are initialised as follows. At time
index t = 0, particles Xi0 ∈ X are simulated i.i.d. from the initial distribution pi0. Define Ft−1 to be the
σ-algebra generated by all the particles up to and including time t− 1, that is, {X0, X1, . . . , Xt−1}, and all
the connectivity matrices up to and including time t − 1, that is, {α0, . . . , αt−1}. We repeatedly use the
notations Et [· · ·] ≡ E [· · · | Ft] and Vart [· · ·] ≡ Var [· · · | Ft]. At time index t ≥ 1 and conditionally upon
Ft−1, the particles {Xit}Ni=1 are simulated independently and distributed as
P
(
Xit ∈ dx | Ft−1
)
=
1
W it
N∑
j=1
αi,jt−1W
i,j
t−1 gt−1(X
j
t−1)Kt(X
j
t−1,dx).
The α-SMC algorithm is summarised in Algorithm 1. In this text, we assume that the connectivity matrices
{αt}t≥0 can all be generated at the start of the algorithm. In other words, we do not consider adaptive
schemes for constructing the connectivity matrices, as for example is explored by [LC95, WLH16, HWC18].
2.2 Basic Properties
The filtering probability distrbutions {pit}t≥0 defined by the state-space model (2) satisfy pit = Ftpit−1, where
the mapping Ft : P(X)→ P(X) associates to any probability measure pi ∈ P(X) the probability measure Ftpi
that acts on functions ϕ ∈ B(X) as
Ftpi (ϕ) =
pi(gt−1Ktϕ)
pi(gt−1)
, t ≥ 1. (7)
For two time indices 0 ≤ s ≤ t, set Fs,t = Ft ◦· · ·◦Fs+1, with the convention that Ft,t is the identity mapping,
so that we have pit = Fs,t pis. Similarly, the unnormalised measures {γt}t≥0 satisfy γt(ϕ) = γs(Qs,t ϕ), where
Qs,t = Qt ◦ · · · ◦ Qs+1 and the operator Qt acts on a test function ϕ ∈ B(X) as
Qt ϕ = gt−1Ktϕ, t ≥ 1. (8)
If the connectivity matrices {αt}t≥0 keep (almost surely) the uniform distribution on [1, N ] invariant, that
is, 1αt = 1, the definition (5) of the weights shows that the particle approximations γ̂
N
t = N
−1∑N
i=1W
i
t δXit
are such that, for any test function ϕ ∈ B(X),
Et−1
[
γ̂Nt (ϕ)
]
= γ̂Nt−1(Qt ϕ). (9)
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Input: Connectivity matrices {αt}t≥0, potential functions {gt}t≥0, Markov kernels {Kt}t≥1 and
initial distribution pi0.
1: for i = 1, . . . , N do
2: Set W0,i = 1.
3: Sample X0,i ∼ pi0 independently.
4: end for
5: for t ≥ 1 do
6: for i = 1, . . . , N do
7: Set W it =
∑N
j=1 α
ij
t−1W
j
T−1 gt−1(X
j
t−1).
8: Sample
Xit | Ft−1 ∼
1
W it
N∑
j=1
αijt−1W
j
T−1 gt−1(X
j
t−1)Kt(X
j
t−1, ·) independently.
9: end for
10: end for
Output: Weighted particle system {(Xit ,W it ) ; 1 ≤ i ≤ N, t ≥ 1}.
Algorithm 1: The α-SMC algorithm [WLH16]
Consequently, iterating equation (9) shows that the particle approximation γ̂Nt (ϕ) is unbiased,
E
[
γ̂Nt (ϕ)
]
= E
[
γ̂N0 (Q0,tϕ)
]
= γ0(Q0,tϕ) = γt(ϕ).
Since ẐNt = γ
N
t (1), it also follows that E(Ẑ
N
t ) = Zt. This lack-of-bias property allows the α-SMC approach
to be straightforwardly leveraged within other Monte Carlo schemes such as the pseudo-marginal approach
of [AR09].
3 Time-uniform stability of α-SMC
3.1 Mixing of connectivity matrices
In this section, we assume that there exists a fixed bi-stochastic matrix α ∈ RN,N such that αt = α for t ≥ 0.
Under the assumption that the uniform distribution µunif on [1, N ] is the unique invariant distribution of α,
we describe how to relate the stability properties of the α-SMC algorithm to the mixing properties of the
connectivity matrix α. To this end, we define the mixing constant λ(α) of the connectivity matrix α as
λ(α) = sup
v∈B01
‖α v‖ < 1, (10)
where B01 =
{
v ∈ RN : ‖v‖ = 1 and 〈v,1〉 = 0} is the compact set of unit vectors that are orthogonal to the
vector 1 ∈ RN . The quantity λ(α) ≥ 0 is the smallest constant such that for any vector v ∈ RN , we have∥∥αk v − µunif(v)1/N∥∥ ≤ λ(α)k ‖v − µunif(v)1/N‖ . (11)
We have used the shorthand notation µunif(v) = (v1 + · · · + vN )/N = 〈v,1〉/N . If the Markov transition
matrix α is reversible with respect to the uniform distribution µunif on [1, N ], that is, α is symmetric, the
quantity λ(α) equals the absolute value of the second largest (in absolute value) eigenvalue of α,
λ(α) =
N
max
k=2
|λk|, (12)
where 1 = λ1 > λ2 ≥ · · · ≥ λN > −1 is the spectrum of α. In other words, in the reversible case, λ(α) can
also be expressed as one minus the absolute spectral gap of the matrix α. In the case where w ∈ RN is a
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probability vector, that is, w ∈ P(N), equation (11) can be reformulated as
‖αw‖2 ≤ 1− λ
2(α)
N
+ λ2(α) ‖w‖2. (13)
Equation (13) is the key inequality used to establish the stability properties of the α-SMC algorithm.
3.2 Stability
To measure the discrepancy between two (possibly random) probability measures µ and ν, consider the triple
norm
|||µ− ν|||2 ≡ sup
{
E
[
(µ(ϕ)− ν(ϕ))2
]
: ϕ ∈ B(X)
}
. (14)
We assume in this section that the state-space model (1) satisfies the following assumption that is standard
when studying the stability properties of particle filters (for example, [DMG01, CDMG08]).
Assumption 3.1. There exist constants κK > 0 and κg > 0 such that
κ−1K ≤ Kt ≤ κK , t ≥ 1,
κ−1g ≤ gt ≤ κg, t ≥ 0.
The main result of this section is that under Assumption 3.1 and as soon as the absolute spectral gap of
the matrix α is large enough,
λ(α) <
1
κ2g
, (15)
the discrepancy between the particle approximation piNt and its limiting value pit can be uniformly bounded
in time,
sup
t≥0
∣∣∣∣∣∣piNt − pit∣∣∣∣∣∣ ≤ Cst√
N
. (16)
In other words, the particle approximation piNt converges to the true filtering distribution pit at the usual
Monte Carlo rate, and this convergence can be controlled uniformly in time. Recall that the sequence of
probability measures {pit}t≥0 defined by the state-space model (2) satisfies pit = Fs,t pis, where the operator
Ft is defined in equation (7). The stability properties of the operators {Ft}t≥1 are well-understood [DM04].
Under Assumption 3.1, there exist constants D > 0 and ρ ∈ (0, 1) such that for any two probability measures
µ, µ′ ∈ P(X),
|||Fs,t µ− Fs,t µ′||| ≤ Dρt−s |||µ− µ′|||.
In other words, the discrepancy |||Fs,t µ− Fs,t µ′||| decays to zero exponentially fast as the lag (t−s) increases.
The decomposition (piNT −piT ) =
(
piNT − F0,TpiN0
)
+
(
F0,Tpi
N
0 − F0,T pi0
)
and the standard telescoping expansion
piNT − F0,TpiN0 =
T∑
t=1
(
Ft,T pi
N
t − Ft,T FtpiNt−1
)
yields that the discrepancy
∣∣∣∣∣∣piNT − piT ∣∣∣∣∣∣ can be controlled as
∣∣∣∣∣∣piNT − piT ∣∣∣∣∣∣ ≤ T∑
t=1
∣∣∣∣∣∣Ft,T piNt − Ft,T FtpiNt−1∣∣∣∣∣∣ + ∣∣∣∣∣∣F0,TpiN0 − F0,T pi0∣∣∣∣∣∣
≤
T∑
t=1
DρT−t
∣∣∣∣∣∣piNt − FtpiNt−1∣∣∣∣∣∣ + DρT ∣∣∣∣∣∣piN0 − pi0∣∣∣∣∣∣.
(17)
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Since piN0 (ϕ) = N
−1 [ϕ(X0,1) + · · · + ϕ(X0,N )] for i.i.d. samples X0,i ∼ pi0, it follows that
∣∣∣∣∣∣piN0 − pi0∣∣∣∣∣∣ ≤
1/
√
N . Consequently, since ρ ∈ (0, 1), for proving an upper bound of the type given by equation (16), it
only remains to prove that the quantities
∣∣∣∣∣∣piNt − FtpiNt−1∣∣∣∣∣∣ can be uniformly bounded in time by a constant
multiple of 1/
√
N . For a test function ϕ ∈ B(X), we have that
piNt (ϕ)− FtpiNt−1(ϕ) =
A˜−A
B
,
where algebra shows that the quantities A, A˜, and B are given by
A =
N∑
i=1
W it−1 gt−1(X
i
t−1)Ktϕ(X
i
t−1), A˜ =
N∑
i=1
W it ϕ(X
i
t), and B =
N∑
i=1
W it−1 gt−1(X
i
t−1).
We have that Et−1(A˜) = A, and the quantities A, B and W it are all Ft−1-measurable. It follows that
Et−1
[(
piNt (ϕ)− FtpiNt−1(ϕ)
)2]
= B−2 Vart−1[A˜] = B−2
N∑
i=1
(W it )
2 Vart−1
[
ϕ(Xit)
]
≤ B−2
N∑
i=1
(W it )
2 =
∥∥W t∥∥2 ≡ ENt .
(18)
In the last line of equation (18), we have used the fact that B =
∑N
i=1W
i
t . We have also introduced the
quantity ENt = ‖W t‖2; this is a measure of the effective sample size [WLH16]. In summary, we have thus
established that ∣∣∣∣∣∣piNt − FtpiNt−1∣∣∣∣∣∣2 ≤ E (ENt ) . (19)
As already recognised in [WLH16], equation (18) shows that controlling the behaviour of ENt is crucial to
studying the stability properties of the α-SMC algorithm. In some recent papers [LW15, WLH16, HWC18],
the authors control ENt using adaptive connectivity matrices while maintaining sparsity. We show that it
is possible to relate ENt to the spectral gap of the matrix α. For proving a bound of the type given by
equation (16), equation (19) reveals that it suffices to have the uniform-in-time bound E
(
ENt
) ≤ Cst/N .
Recalling that κ−1g ≤ gt−1(x) ≤ κg by Assumption 3.1, the bound (13) yields that
ENt =
∑N
i=1
(∑N
j=1 α
ijW jt−1 gt−1(X
j
t−1)
)2
(∑N
i=1
∑N
j=1 α
ijW jt−1 gt−1(X
j
t−1)
)2 ≤ κ4g N∑
i=1
 N∑
j=1
αijW t−1,j
2 = κ4g ∥∥αW t−1∥∥2
≤ κ4g
(
1− λ2(α)
N
+ λ2(α)
∥∥W t−1∥∥2) = κ4g (1− λ2(α)N + λ2(α)ENt−1
)
.
(20)
If the constant λ(α) defined in equation (10) satisfies equation (15), iterating the bound (20) directly yields
that ∣∣∣∣∣∣piNt − FtpiNt−1∣∣∣∣∣∣2 ≤ E (ENt ) ≤ κ4g (1− λ2(α))1− κ4g λ2(α) 1N for all t ≥ 0. (21)
Combining equation (17) and equation (21), one can deduce the following uniform bound.
Theorem 3.1. [Stability]
Suppose that the state-space model (1) satisfies Assumption 3.1. Consider the α-SMC algorithm with N
particles and a constant bi-stochastic connectivity matrix α ∈ RN,N such that
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• the uniform distribution on [1, N ] is the unique invariant distribution of α, and
• the mixing constant λ(α) defined in equation (10) satisfies λ(α) < 1/κ2g.
Then the following uniform bound for the N -particle approximations pit holds,
N × ∣∣∣∣∣∣piNt − pit∣∣∣∣∣∣2 ≤ D1− ρ × κ4g (1− λ2(α))1− κ4g λ2(α) (22)
for constants D > 0, κg > 1 and 0 < ρ < 1 that only depend on the state-space-model (1).
The bootstrap particle filter corresponds to the case where λ(α) = 0, and in that case one obtains that
N × ∣∣∣∣∣∣piNt − pit∣∣∣∣∣∣2 ≤ Dκ4g1− ρ ≡ CBootstrap.
In the case of fast mixing connectivity matrices, that is, λ(α)  1, expanding the right-hand-side of equa-
tion (22) in powers of λ(α) yields that
N × ∣∣∣∣∣∣piNt − pit∣∣∣∣∣∣2 ≤ CBootstrap + Const× λ2(α) +O[λ4(α)]. (23)
In other words, when compared to the bootstrap particle filter, the use of a connectivity matrix α with
limited communication incurs a cost of leading order λ2(α). In Section 5, we discuss another situation
leading to similar conclusions.
4 Randomised connectivity matrices
4.1 Setting
In order to obtain a finer understanding of the influence of the connectivity matrices on the performance
of the α-SMC algorithm, we consider in this section the setting where each particle is connected to exactly
C ≥ 1 other particles and study the asymptotic properties of the particle approximations as a function of
the parameter C. The connectivity matrices are generated randomly as follows. The matrix αt ∈ RN,N is
independent of the matrices αs for s 6= t, and independent of the σ-algebra Ft−1. Each row of the stochastic
matrix αt contains exactly C ≥ 1 entries that are equal to 1/C, and the index of these non-zero entries are
obtained by sampling C times without replacement from the set [1, N ]. It follows that E(αijt ) = 1/N and
E[(αijt )
2] = 1/(C N), and, for two different indexes 1 ≤ j 6= j′ ≤ N , E(αijt αij
′
) = (C − 1)/[C N (N − 1)].
Although in general the (random) stochastic matrices αt do not keep the uniform distribution µunif on [1, N ]
invariant, the estimates γ̂Nt (ϕ) are still unbiased,
E
[
γ̂Nt (ϕ)
]
= γt(ϕ). (24)
Indeed, since αt−1 is independent of Ft−1 and E(αijt ) = 1/N , we have that
Et−1
[
W it ϕ(X
i
N )
]
=
N∑
j=1
Et−1
[
αi,jt−1W
j
t−1 gt−1(X
j
t )ϕ(X
j
N )
]
=
1
N
N∑
j=1
W jt−1Qtϕ(X
j
t ) = γ̂
N
t (Qtϕ), (25)
from which it follows that Et−1
[
γ̂Nt−1(ϕ)
]
= γ̂Nt (Qtϕ). Equation (24) follows. In the proof of the central
limit theorem, we will need to consider the unnormalised measures defined as
µ̂Nt :=
1
N
N∑
i=1
(
W it
)2
δXit . (26)
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We establish in Section 4.2 that for a fixed connectivity value C ≥ 1 and as N → ∞, the unnormalised
measures µNt converge to the measure µt defined as µ0 = pi0, and, for a test function ϕ ∈ B(X),
µt(ϕ) =
1
C
µt−1
(
Q˜tϕ
)
+
C − 1
C
Z2t pit(ϕ), (27)
where the operator Q˜t acts on a test function ϕ ∈ B(X) as
Q˜tϕ = g
2
t−1Ktϕ.
For the bootstrap particle filter, it is standard that as N →∞, the sequence of particle approximations piNt
is consistent [DM96]. Since in that case, all the weights W it are equal and converge in probability to Zt, it
follows that N−1
∑N
i=1(W
i
t )
2 ϕ(XiN )
P−→ Z2t pit(ϕ). Equation (27) can be understood as a generalisation of
this result.
In order to keep the analysis simple, we assume in this section that the potential functions {gt}t≥0 are
uniformly bounded: there exists a constant κg > 0 such that, for any time index t ≥ 0 and x ∈ X, we have
0 < gt(x) ≤ κg; (28)
this is weaker than Assumption 3.1. It follows that for any time index t ≥ 0 and particle index 1 ≤ i ≤ N ,
we have
0 < W it ≤ κtg,
so that, for a test function ϕ ∈ B(X), the random variables γ̂Nt (ϕ) and µ̂Nt (ϕ) are almost surely bounded,∥∥γ̂Nt (ϕ)∥∥∞ ≤ κtg and ∥∥µ̂Nt (ϕ)∥∥∞ ≤ κ2tg .
4.2 Consistency
We prove that the particle approximations piNt , γ̂
N
t and µ̂
N
t are consistent.
Theorem 4.1. [Consistency] Assume that the potential functions are positive and bounded by κg > 0,
that is, satisfy condition (28). Consider a test function ϕ ∈ B(X). As N →∞, the particle approximations
piNt (ϕ), γ̂
N
t (ϕ) and µ̂
N
t (ϕ) converge in probability to pit(ϕ), γt(ϕ) and µt(ϕ) respectively.
Since piNt (ϕ) = γ̂
N
t (ϕ)/γ̂
N
t (1), it suffices to prove that γ̂
N
t (ϕ)
P−→ γt(ϕ) and µ̂Nt (ϕ) P−→ µt(ϕ). We work
by induction, the initial case t = 0 following directly from the weak law of large numbers.
(I) Convergence of γ̂Nt .
Since
∥∥γ̂Nt (ϕ)∥∥∞ ≤ κtg and E[γ̂Nt (ϕ)] = γt(ϕ), for proving γ̂Nt (ϕ) P−→ γt(ϕ), it suffices to prove that the
variance of γ̂Nt (ϕ) converges to zero.
• The variance of Et−1
[
γ̂Nt (ϕ)
]
= γ̂Nt (Qtϕ) converges to zero since the random variables γ̂
N
t (Qtϕ) are
bounded by κtg and, by induction, converge in probability to γt(Qtϕ) as N →∞.
• The expectation of Vart−1
[
γ̂Nt (ϕ)
]
also converges to zero. Indeed, since the random variables {W it ϕ(Xit)}Ni=1
are independent conditionally upon Ft−1 and upper bounded in absolute value by κtg, we have that,
almost surely,
Vart−1
[
1
N
N∑
i=1
W it ϕ(X
i
t)
]
≤ κ
2t
g
N
→ 0.
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Since Var
[
γ̂Nt (ϕ)
]
can be decomposed as the sum of the expectation of Vart−1
[
γ̂Nt (ϕ)
]
and the variance of
Et−1
[
γ̂Nt (ϕ)
]
, this concludes the proof that γ̂Nt (ϕ)
P−→ γt(ϕ).
(II) Convergence of µ̂Nt .
We proceed in two steps. We first show that E
[
µ̂Nt (ϕ)
]→ µt(ϕ), and then prove that Var [µ̂Nt (ϕ)] converges
to zero. Since
∥∥µ̂Nt (ϕ)∥∥∞ ≤ κ2t2 , this is enough to obtain that µ̂Nt (ϕ) P−→ µt(ϕ).
First, since the random variables {W it ϕ(Xit)}Ni=1 are i.i.d. conditionally upon Ft−1, it follows that
1
N
N∑
i=1
Et−1
[
(W it )
2 ϕ(Xit)
]
= Et−1
[
(W 1t )
2 ϕ(X1t )
]
= Et−1
 N∑
j′=1
α1j
′
t−1W
j′
t−1 gt−1(X
j′
t−1)
×
 N∑
j=1
α1jt−1W
j
t−1 gt−1(X
j
t−1)Ktϕ(X
j
t−1)

=
1
C N
N∑
j=1
(W jt−1)
2 g2t−1(X
j
t−1)Ktϕ(X
j
t )
+
C − 1
C N (N − 1)
∑
j 6=j′
W j
′
t−1W
j
t−1 gt−1(X
j′
t−1) gt−1(X
j
t−1)Ktϕ(X
j
t−1).
Since 0 < gt−1(x) ≤ κg and W jt−1 ≤ κt−1, the second term in the last line above is of the form
(C − 1)C−1 γ̂Nt−1(gt−1) γ̂Nt−1(gt−1Ktϕ) +O(N−1),
where the notation O(N−1) stands for reminder term that can be upper bounded almost surely by a constant
multiple of N−1. Therefore,
Et−1
[
µ̂Nt−1(ϕ)
]
=
1
C
µ̂Nt−1(Q˜ϕ) +
C − 1
C
γ̂Nt−1(gt−1) γ̂
N
t−1(gt−1Ktϕ) +O(N−1). (29)
Since |µ̂Nt−1(ϕ)| is almost surely upper bounded by κ2(t−1)g , and, by induction, µ̂Nt−1(Q˜ϕ) P−→ µt−1(Q˜ϕ),
γ̂Nt−1(gt−1)
P−→ γt−1(gt−1) = Zt, and γ̂Nt−1(gt−1Ktϕ) P−→ γt−1(gt−1Ktϕ) = Zt pit(ϕ), it follows that
lim
N→∞
E
[
µ̂Nt−1(ϕ)
]
=
1
C
µt−1(Q˜ϕ) +
C − 1
C
Z2t pit(ϕ) = µt(ϕ).
It remains to prove that Var
[
µ̂Nt (ϕ)
]
= Var
[
Et−1[µ̂Nt (ϕ)]
]
+ Et−1
[
Vart−1
[
µ̂Nt (ϕ)
]] → 0. We now prove
that each term converges to zero.
• Since all the terms on the right-hand side of equation (29) are upper bounded by a universal constant
and, by induction, converge in probability to a constant, the variance of Et−1
[
µ̂Nt−1(ϕ)
]
converges to
zero.
• The expectation of Vart−1
[
µ̂Nt (ϕ)
]
also converges to zero. Indeed, since the random variables {(W it )2 ϕ(Xit)}Ni=1
are independent conditionally upon FNt−1 and upper bounded in absolute value by κ2tg , we have that,
almost surely,
Vart
[
1
N
N∑
i=1
(W iN )
2 ϕ(XiN )
]
≤ κ
4t
g
N
→ 0.
This concludes the proof of µ̂Nt (ϕ)
P−→ µt(ϕ).
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4.3 Central limit theorem
We show in this section that one can obtain a CLT for the particle approximations piNt and γ̂
N
t .
Theorem 4.2. [Central Limit Theorem] Assume that condition (28) is satisfied. For any bounded test
function ϕ ∈ B(X), the re-normalised quantities N1/2 [γ̂Nt (ϕ) − γt(ϕ)] and N1/2 [piNt (ϕ) − pit(ϕ)] converge
in laws to centred Gaussian distributions with variances Vγt (ϕ) and V
γ
t (ϕ) respectively. The asymptotic
variances satisfy the following recursion:
Vγt (ϕ) = V
γ
t−1(Qt ϕ) + µt(ϕ
2)− Z2t pit(ϕ)2,
Vpit (ϕ) =
Vpit−1[Qt (ϕ− pit(pi))]
pit−1(gt−1)2
+ µt
(
(ϕ− pit(ϕ))2
)
.
(30)
Notice that [piNt (ϕ) − pit(ϕ)] = [1/γ̂Nt (1)] × [γ̂Nt (ϕ− pit(ϕ))] and γ̂Nt (1) P−→ Zt. Consequently, the re-
cursive formula for the asymptotic variance Vpit (ϕ) readily follows from the one describing V
γ
t (ϕ). We
thus concentrate on proving the recursive formula for Vγt (ϕ). We proceed by induction and use a stan-
dard Fourier-theoretic approach. The initial case t = 0 follows directly from the standard CLT for i.i.d.
random variables. We need to prove that for any ξ ∈ R and SNt =
√
N
(
γ̂Nt (ϕ)− γt(ϕ)
)
, we have
E
[
exp
(
i ξ SNt
)]→ exp (−Vγt (ϕ) ξ2/2), where i denotes the imaginary unit. We have that
SNt =
√
N
(
γ̂Nt (ϕ)− Et−1[γ̂Nt (ϕ)]
)︸ ︷︷ ︸
ANt (ϕ)
+
√
N
(
Et−1[γ̂Nt (ϕ)]− γt(ϕ)
)︸ ︷︷ ︸
BNt (ϕ)
.
Furthermore, BNt (ϕ) =
√
N
(
γ̂Nt−1(Qϕ)− γt−1(Qϕ)
)
, so the induction hypothesis yields that E
[
exp
(
i ξ BNt (ϕ)
)]→
exp
[−Vγt−1(Qtϕ) ξ2/2]. To conclude, it suffices to show that
Et−1
[
exp
(
i ξ ANt (ϕ)
)] P−→ exp [−(µt(ϕ2)− Z2t pit(ϕ)2) ξ2/2], (31)
since it then follows (by Slutsky’s theorem) that E
[
exp(i ξ SNt )
]
= E
[
Et−1
[
exp
(
i ξ ANt (ϕ)
)]× exp (i ξ BNt (ϕ))]
converges to exp
[−(Vγt−1(Qt ϕ) + µt(ϕ2)− Z2t pit(ϕ)2) ξ2/2] = exp [−Vγt (ϕ) ξ2/2]. We thus concentrate on
establishing equation (31). To this end, note that
ANt (ϕ) =
1√
N
N∑
i=1
U iN ,
where the random variables U iN = W
i
t ϕ(X
i
t)−Et−1[W it ϕ(Xit)] = W it ϕ(Xit)− γ̂Nt−1(Qtϕ) are i.i.d. condition-
ally upon Ft−1. Theorem A.3 of [DM07] shows that in order to prove equation (31), it is enough to prove
that for any  > 0 and as N →∞, we have
1
N
N∑
i=1
Vart−1
[
U iN
] P−→ µt(ϕ2)− Z2t pit(ϕ)2 and 1N
N∑
i=1
Et−1
[
(U iN )
2 I
(
|U iN | >
√
N 
)]
P−→ 0, (32)
where I(·) denotes the indicator function. The tail condition directly follows from the fact that we consider
bounded test functions ϕ ∈ B(X) and that 0 < W it ≤ κtg almost surely. We thus focus on proving the first
condition of equation (32). We have that Vart−1
[
U iN
]
= Et−1
[
(W iN )
2 ϕ2(XiN )
] − Et−1 [W iN ϕ(XiN )]2, so
equation (25), the consistency Theorem 4.1, and the boundedness of µ̂Nt (ϕ
2) together yield that
1
N
N∑
i=1
Vart−1
[
U iN
]
= Et−1
[
1
N
N∑
i=1
(W iN )
2 ϕ2(XiN )
]
− 1
N
N∑
i=1
Et−1
[
W iN ϕ(X
i
N )
]2
= Et−1
[
µ̂Nt (ϕ
2)
]− [γ̂Nt−1(Qt ϕ)]2
P−→ µt(ϕ2)− γt−1(Qt ϕ)2
= µt(ϕ
2)− γt(ϕ)2 = µt(ϕ2)− Z2t pit(ϕ)2,
as desired. This concludes the proof of Theorem 4.2.
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5 Statistical tradeoffs
In this section, we leverage the CLT obtained in Section 4.3 to analyse the influence of the number of
connections C on the performance of the α-SMC algorithm. Recall that the measures {µt}t≥0 satisfy the
evolution equation µt(ϕ) = C
−1 µt−1(Q˜tϕ) + (C − 1)C−1 Z2t pit(ϕ). Iterating this equation immediately
shows that
µt(ϕ) = Z
2
t pit(ϕ) +
t∑
k=1
βt,k(ϕ)
Ck
for some coefficients {βt,k(ϕ)}tk=1 that depend on the test function ϕ and the state-space model (1), but
not on the connectivity constant C. It follows from Theorem 4.2 that the asymptotic variance can also be
expanded in a power series of the type
Vγt (ϕ) =
{
Z20 Varpi0(Q0,t ϕ) + Z
2
1 Varpi1(Q1,t ϕ) + · · ·+ Z2t Varpit(ϕ)
}
+
t∑
k=1
β˜t,k(ϕ)
Ck
,
for some coefficients {β˜t,k(ϕ)}tk=1 that depend on the test function ϕ and the state-space model (1), but
not on the connectivity constant C. Not surprisingly, since the limit C → ∞ corresponds to the bootstrap
particle filter, the first term on the right-hand side of the above equation equals exactly the asymptotic
variance obtained from a standard bootstrap particle filter. In other words,
Vγt (ϕ) = V
Bootstrap
t (ϕ) +
t∑
k=1
β˜t,k(ϕ)
Ck
≈ VBootstrapt (ϕ) +
β˜t,1(ϕ)
C
, (33)
where VBootstrapt (ϕ) denotes the asymptotic variance of the bootstrap particle filter (see, for example, [Cho04,
Ku¨n05]).
It is interesting to note that, in general, the first coefficient β˜t,1(ϕ) can be either positive or negative. In
other words, there are situations where the estimates obtained from α-SMC are more statistically efficient
that those obtained from the bootstrap particle filter: β˜t,1(ϕ) < 0. At a heuristic level, this may be explained
as follows. When using α-SMC, the propagation of information between particles is typically worse than
what would be observed if the bootstrap particle filter was used. For example, if the distribution pit is
more concentrated than the initial distribution pi0, it is typically the case that the distributional estimates
obtained from an α-SMC with low value of C have thicker tails than the one obtained from the bootstrap
particle filter – see Figure 1. In these situations, the α-SMC estimates of pit(ϕ) for test functions ϕ that
are “interesting” in the tail of pit can have lower variance than the one obtained from the bootstrap particle
filter. As a concrete example, one can easily show that when pi0 is a standard real Gaussian distribution,
g0(x) = 0.1 + 100 × I(|x| < 0.1), ϕ(x) = I(|x| > 1), and K1(x,dy) = δx(dy), the α-SMC estimates of
γ1(ϕ) = pi0(g0 ϕ) with C = 2 have an asymptotic variance that is roughly half as large as the one obtained
from the bootstrap particle filter.
In most more realistic scenarios where particle filters are routinely used (for example, tracking of partial
and/or noisy dynamical systems), though, we have indeed observed that α-SMC estimates have a higher
variance than the estimates obtained from the bootstrap particle filter. Equation (33) shows that there
is typically a (communication) cost of order O(C−1) additional variance for using α-SMC instead of the
bootstrap particle filter. This result is in the same spirit as the bound (23) obtained at the end of Section
3 that showed that there was a cost of order λ(α)2 (when controlling N × |||pit − pit|||2) when α-SMC is used
instead of the bootstrap particle filter. To see the connection, consider the connectivity matrix α ∈ RN,N
to be equal to the Markov transition matrix of the random walk on an undirected graph GN that is chosen
uniformly at random among all the C-regular graphs on N vertices. Any such connectivity matrix α is bi-
stochastic, so λ(α) equals one minus the absolute spectral gap of α: the Alon-Friedman theorem [Alo86, Fri08]
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Figure 1: Dynamics xt+1 = β xt +
√
1− β2 ξt with β = 0.9 and ξt ∼ N (0, 1). Potentials gt(x) = 0.1 + 10×
I(|x−2| < 0.1) for t ≥ 0. The plot displays the accuracy of the estimation of piT=6(ϕ) with ϕ(x) = x2. Red:
Unweighted particle densities generated by the α-SMC at N = 104 particles. Green: Particle densities
generated by a standard bootstrap particle filter.
states that
λ(α)
P−→ 2
√
C − 1
C
(34)
as N → ∞. In other words, for such graphs and for a fixed connectivity C ≥ 2, the mixing constant
λ(α) does not deteriorate as N → ∞; this is demonstrated numerically in Section 6.1. If the connectivity
matrix α was chosen this way (that is, not exactly as it was described in Section 4.1, but close enough), for
large N we would observe that λ2(α) = O(C−1). The result in Section 3 thus shows that, under regularity
assumptions on the state-space model, in order to obtain an α-SMC algorithm that is stable, one does not
need to increase the number of connections C ≥ 3 with the total number of particles N as long as C is large
enough. Note that if GN is the undirected graph on [1, N ] where the vertex i is connected to each vertex
j ∈ {i−bC/2c , i−bC/2c+1, . . . , i+bC/2c} mod N , the mixing constant λ(α) converges to one as N →∞,
ultimately leading to poor performances. This is a variation of the “local exchange” mechanism considered
in [HW17], where the authors also show that one cannot expect such an algorithm to converge uniformly at
rate 1/
√
N .
6 Numerical examples
6.1 Spectral gap of random α-matrices
To generate random α-matrices, we use the random graph generation algorithm of [SW99] as implemented in
the NetworkX package [HSS08] of Python. This generates C-regular (undirected) graphs GN with N nodes
that are samples from the uniform distribution over all C-regular graphs with N nodes. The α-matrix is
then defined as the Markov transition matrix of the random walk on GN . Figure 2 shows the quality of the
mixing constant λ(α) as a function of C and N , as well as the limiting value as N → ∞ as described in
equation (34).
6.2 Filtering distribution estimations
Consider the state-space-model with initial distribution pi0 = N (0, 1), dynamics xt+1 = β xt +
√
1− β2 ξt
with β = 0.9 and ξt ∼ N (0, 1). We consider the situation where the potential functions are all equal and
given by gt(x) = 0.1 + 10 × I(|x − 2| < 0.1) for t ≥ 0. We run several experiments with N = 104 particles.
Figure 3 shows the performance of the α-SMC algorithm for the estimation of piT=6(ϕ) for ϕ(x) = x
2. One
can observe that for a connectivity C = 50, the estimate of the α-SMC are roughly as accurate as the
bootstrap particle filter. Finally, Figure 4 shows the Wasserstein distance between the estimated filtering
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Figure 2: Mixing constants for several values of C and N .
distributions and the true filtering distribution obtained by running an α-SMC algorithm for several values
of the connectivity C ≥ 0; the true filtering distribution is obtained by running the bootstrap particle filter
with a large number of particles.
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Figure 3: Estimates versus connectivity (100 repeats per connectivity): Initial distribution pi0 = N (0, 1),
dynamics xt+1 = β xt+
√
1− β2 ξt with β = 0.9 and ξt ∼ N (0, 1). Potentials gt(x) = 0.1+10×I(|x−2| < 0.1)
for t ≥ 0. The plot displays the accuracy of the estimation of piT=6(ϕ) with ϕ(x) = x2 and N = 104 particles.
6.3 Long time behaviour of the αlgorithm
Finally, we numerically investigate the effects of using sparse C-regular networks on the stability of the
α-SMC algorithm. Three settings are considered, each with the same connectivity constant C.
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Figure 4: Wasserstein distance between the estimated filtering distributions and the truth: initial distribution
pi0 = N (0, 1), dynamics xt+1 = β xt +
√
1− β2 ξt with β = 0.9 and ξt ∼ N (0, 1). Potentials gt(x) =
0.1 + 10× I(|x− 2| < 0.1) for t ≥ 0. The plot displays the accuracy of the estimation of filtering distribution
at time index T = 6.
(a) A local exchange scheme [HW17] where the particle with index 1 ≤ i ≤ N is only connected to the
particle j ∈ {i− bC/2c , i− bC/2c+ 1, . . . , i+ bC/2c} mod N . This is referred to as “local exchange”
in this section.
(b) Generating at the start of the algorithm a graph GN uniformly sampled over the set of undirected
C-regular graphs on N vertices and fixing throughout the algorithm the connectivity matrix as the
Markov transition matrix of the random walk on GN . This is the setting analysed in Section 3 and is
referred to as “fixed α” in this section.
(c) Generating at each time a randomised connectivity matrix as in (b); this is the setting analysed in
Section 4 and is referred to as “random α” in this section.
We consider C ∈ {5, 10, 15, 20} and use the bootstrap particle filter with N particles as a benchmark for
performance. We consider the state space model with x0 = 0, dynamics xt+1 = −(xt − 1)/2 + ξt with
ξt ∼ N (0, 1) and observations distributed as yt = xt + t with t ∼ N (0, σ2) for σ = 0.2. We chose a time
horizon of T = 200 and generated observations from this model.
Figure 5 displays the relative mean square errors (MSEs) of the estimate to the log-likelihood and predic-
tive mean E(XT | y0:T−1) for the three methods as compared to the bootstrap particle filter; this is the ratio
of the MSE of the estimate obtained by each method to the MSE of the estimate obtained by the bootstrap
particle filter. The ground truth was generated by running the bootstrap particle filter with a very large
number of particles.
We make a few observations from Figure 5. Firstly, methods (b) and (c) have MSEs which are an
order of magnitude lower than the local exchange scheme. Secondly, methods (b) and (c) have similar
MSEs, especially as the number of connections increases. Indeed, in practical terms, it is easier to fix the
communication structure first and then use it rather than choosing random structures at each time index.
Thirdly, α-SMC has an MSE which is almost the same as that of the bootstrap particle filter even when
using a sparse network (in this case, a 20-regular graph with 2000 nodes).
In another experiment, we study the effect the network size has on α-SMC for a fixed number of con-
nections. To this end, we choose the network size (that is, number of particles) N ∈ {100, 200, . . . , 2000}
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and the number of connections C ∈ {5, 20}. As before, we consider settings (a) – (c) and use the bootstrap
particle filter as a benchmark to plot the ratio of MSEs. The results are displayed in Figure 6.
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Figure 6: Relative performances with respect to the bootstrap particle filter while using (a) a local exchange
mechanism, (b) a random C-regular network for all time, and (c) random connections for each particle at
each time. This is for a time horizon T = 200.
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We make a few observations from Figure 6. As in Figure 5, methods (b) and (c) have similar MSEs which
are an order of magnitude lower than the MSEs for the local exchange scheme. We also observe that the
performance of the local exchange scheme with respect to the bootstrap particle filter deteriorates for any
fixed number of connections as the network size grows; indeed, this is true because the mixing constant for
the local exchange scheme converges to zero as N increases to infinity. In contrast, the α-SMC algorithm
with 20 connections appears to be stable with respect to increasing network sizes.
7 Conclusion
The bottleneck in parallelising particle filters is usually the resampling step since it typically involves in-
teractions between all particles. Reducing these interactions can lead to more efficient algorithms, albeit
sometimes at the expense of stability. In this paper, we have related the stability properties of a generalised
version of particle filters, known as α-SMC, to the network architecture of interactions among particles. We
quantitatively showed that the mixing properties of the α-matrices play an important role in the stability
properties of the algorithm since it dictates how quickly information is spreading across the particles. Im-
portantly, we showed that it is possible to design stable algorithms where each particles only interacts with
a small set of neighbours by choosing the α-matrices as Markov transitions of random walks on Ramanujan
graphs.
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