This paper is devoted to the study of equidistributional properties of totient points in N r , that is, of coprime r-tuples of integers, with particular emphasis on some relevant sets of totient points fulfilling extra divisibility or coprimality conditions, or lying on arithmetic progressions.
Introduction
For x ∈ N r , the notation x ≤ n means simply that each coordinate x i of x is at most n, while, for x ∈ N r and β ∈ [0, ∞) r , we write x ≤ β if x j ≤ β j for each j = 1, . . . , n. If S is equidistributed, the constant D S is the asymptotic density of S: #{x ≤ nα, x ∈ S} #{x ≤ n, x ∈ S} − |α| .
For an equidistributed set S, it turns out that ∆ S (n) → 0 as n → ∞; in other terms, condition (1.3) holds uniformly in α.
A classical theorem of Dirichlet asserts that the probability that two random integers are coprime is 1/ζ (2) , that is, lim n→∞ 1 n 2 # (i, j) : 1 ≤ i, j ≤ n; gcd(i, j) = 1 = 1 ζ(2) (see, for instance, Theorem 332 in [6] ). Indeed, the set of totient points, those points in N 2 whose coordinates are coprime, are equidistributed; a result which can be traced back to an observation of D. N. Lehmer, see Chapter IV of [10] .
In this paper we will study equidistributional properties (in particular, asymptotic density and bounds on the discrepancy function) of relevant sets of "coprime" r-tuples in N r , where, for r ≥ 3, "coprime" could mean just "mutually coprime" or, more demandingly, "pairwise coprime". These results shall prove useful elsewhere (see [5] ). It should be pointed out that because of the nature of the sets S under study in this paper, a variation of the proof of (1.2) usually provides a proof of (1.3) .
For the whole set S of points in N r with mutually coprime or pairwise coprime coordinates, these results are (essentially) known. For instance, if S is the set of mutually coprime r-tuples, then D S = 1/ζ(r), while for the set of pairwise coprime r-tuples, D S = T r , where the constant T r is defined in (1.5); see Section 1.1.
As a sample of our results, consider the following special totient points: Fix a reference rtuple a = (a 1 , . . . , a r ) such that the coordinates a j are pairwise coprime. The set S of interest comprises the r-tuples x = (x 1 , . . . , x r ) of integers with mutually coprime coordinates and such that each x i is a multiple of the corresponding a i , for i = 1, . . . , r. As we will se in Section 3.2, S is equidistributed with constant
(see the definition of the Jordan totient function ϕ r in (1.7)). In the case r = 2, for a = (a, b), with gcd(a, b) = 1, one would perhaps naïvely expect the proportion of totient points on the lattice aN ⊕ bN to be 
Preliminaries, notation and background results
For r-tuples of integers, there are several notions of "coprimality". The integers a 1 , . . . , a r are mutually coprime if gcd(a 1 , . . . , a r ) = 1; and they are pairwise coprime if gcd(a i , a j ) = 1 for each i = j, 1 ≤ i, j ≤ r. We will refer to this by simply writing (a 1 , . . . , a r ) ∈ C and (a 1 , . . . , a r ) ∈ PC, respectively. For a = (a 1 , . . . , a r ), we abbreviate gcd(a 1 , . . . , a r ) = gcd(a). Another notion of coprimality, intermediate between mutual and pairwise coprimality, is the following: for fixed 2 ≤ k ≤ r, we will say that the integers (a 1 , . . . , a r ) are k-wise relatively prime (or simply k-coprime, or kC) if any k of them are relatively prime. That is, if gcd(a i1 , . . . , a i k ) = 1 for any set of k indexes 1 ≤ i 1 < · · · < i k ≤ r, or alternatively, if each prime p divides at most k − 1 of them. The case k = 2 is pairwise coprimality, while k = r corresponds to mutual coprimality.
Throughout, we will use the following probabilistic setting: for any given integer n ≥ 2, denote by X
. . a sequence of independent random variables uniformly distributed in {1, 2, . . . , n} and defined in a certain given probability space endowed with a probability P.
Fix r ≥ 2. Concerning mutual coprimality, we have
that is, the asymptotic proportion of mutually coprime r-tuples of integers is 1/ζ(r). The case r = 2 is Dirichlet's result. The extension to r > 2 can be traced back to E. Cesàro ([2] , page 293); see also, for instance, [3] , [7] and [11] . For pairwise coprimality, we have
This fact was proved by L. Toth ([12] ) and by J. Cai and E. Bach ( [1] ). For r = 2, mutual and pairwise coprimality coincide (T 2 = 1/ζ(2)). Recently, J. Hu (see Corollary 2 in [8] ) has proved that (1.6) lim
using a recursive scheme related to the one in [12] . See Section 2.2 for an alternative proof.
For each r ≥ 1, the r-Jordan totient function is given by
notice that ϕ 1 (a) = ϕ(a), Euler's ϕ function. For each integer s, the function Ψ s is defined as
Observe that Ψ 0 is the identity function, while Ψ −1 ≡ ϕ. In this paper, we just need s ≥ 1, the case s = 1 being the Dedekind Psi function. Observe that, for prime p and positive integer n, Ψ s (p n ) = p n (1 + s/p). We shall also use the following fact: for any arithmetical function F ,
thanks to the properties of the Möbius function. Notice that on the right-hand side no coprimality restriction appears.
Finally, we shall denote the ordered sequence of primes by p 1 , p 2 , . . .
Organization of the paper
Section 2 revisits the proofs of the basic results about the asymptotic proportion of coprime r-tuples. In Section 3, we will study equidistributional properties of several variations on coprimality with some extra conditions. Some bounds for discrepancy functions will be obtained in Section 4.
Asymptotic density of coprime r-tuples
In this section we shall revisit some known results about the asymptotic density of totient points following the approach in Cai-Bach, [1] . We shall recast and formalize its ingredients a bit, so that it could be applied in other contexts of interest.
The Cai-Bach approach
Fix integers N ≥ 1 and r ≥ 2. Consider a matrix M of dimensions N × r, with entries m ij ∈ {0, 1}: the rows of M are labeled with the primes p 1 , . . . , p N .
Given a random sample
r ) of length r, denote by M (n) the associated N × r (random) matrix encoding the divisibility properties of the sample: the entry (i, j) of the matrix M (n) will be 1 if the prime p i divides the coordinate X (n) j , and 0 otherwise.
For i = 1, . . . , N and j = 1, . . . , r, denote by I ij a collection of independent Bernoulli random variables with success probability 1/p i . Let I denote the N × r matrix whose entries are the I ij . Observe that 
This lemma is just a formulation of the asymptotic independence of divisibility by different primes.
Proof of Lemma 2.1. We just analyze the first coordinate, X (n) 1 . Say that in the first column of M there are a ones (corresponding to the rows indexed with primes s 1 , . . . , s a ) and b zeros (corresponding to the primes
For p prime, consider the set
and let H p be its complement in {1, . . . , n}. Observe that |H p | = ⌊n/p⌋ and |H p | = n−⌊n/p⌋. For primes p, q, using that ⌊x⌋ n = x n for x ≥ 0 and n ∈ N, one readily checks that
In general, in our case,
This means that
The independence of the coordinates X (n) j gives the result.
Corollary 2.2 (of Proof). With the hypothesis of Lemma
Some particular cases of Lemma 2.1 are in order. a) Fix sets A 1 , . . . , A N ⊂ {1, . . . , r} of sizes h 1 , . . . , h N , respectively, and consider the matrix M with m ij = 1 if j ∈ A i (and 0 otherwise). Then
r hi different matrices in M. Then, using (2.3), and observing that
Proof. Just the argument for the case (2.5). Consider the collection of matrices
Then, thanks to (2.4), and observing that the above is a disjoint union, we obtain
Proof of coprimality results
In this section we will prove the result (1.6) on the proportion of r-tuples that are k-wise coprime (obtaining (1.4) and (1.5) as particular cases). We will follow the approach used by Cai and Bach [1] for the case of pairwise coprimality. See [12] and [8] for alternative approaches. The length of the sample, r ≥ 2, will be fixed henceforth.
Observe that
Using (2.5), we get
Finally, as N is arbitrary,
. . , n} r , that is, the set of x ≤ n such that p divides k (or more) of the x j . This means that
so that
Then, the tail is bounded by
This yields
and so, using again (2.5),
We finish the proof by letting N → ∞.
This proof gives directly an equidistributional result.
Proposition 2.4. The set of kC-points in N r is equidistributed.
and proceed exactly as above to obtain
3 Special totient points
Coprimality with extra coprimality conditions
Let a ∈ PC. We are interested in estimating the proportion of r-tuples x of integers that are (mutually or pairwise) coprime and such that, additionally, each coordinate x j is coprime with the corresponding a j .
We introduce some notation. We say that an r-tuple of integers x = (x 1 , . . . , x r ) belongs to PC a if x ∈ PC and, additionally, gcd(a i , x i ) = 1 for all i = 1, . . . , r (abbreviated, x ⊥ a). Analogously, we say that x = (x 1 , . . . , x r ) ∈ C a if x ∈ C and x ⊥ a. Theorem 3.1. Given a ∈ PC, we have: a) For pairwise coprimality,
The function Ψ s was defined in (1.8). b) For mutual coprimality,
where the Jordan function ϕ r was defined in (1.7).
Proof. Denote by P 1 , . . . , P r the (disjoint) sets of primes dividing a 1 , . . . , a r , respectively (if some a i = 1, then we set P i = ∅). Write P = ∪ r j=1 P j . a) Fix N large enough so that P ⊂ P N := {p 1 , . . . , p N }. Following the approach of Section 2.1, we consider the matrices M of dimensions N × r which fulfil the following requirements:
• in each row there is at most one 1 (to ensure pairwise coprimality);
• in a row labelled with a prime p ∈ P i there is 0 in column i (to ensure that p ∤ X (n) i ). As in Lemma 2.3, we deduce lim sup
.
Straightforward manipulations yield
Now, as Ψ is multiplicative, and N is arbitrary, we get lim sup
On the other direction, as P N includes all the primes in P for N large enough, the same argument used for the case of pairwise coprimality (with no extra conditions, see Section 2.2) finishes the proof. b) In this case, the matrices M have at most r − 1 ones in each row (to ensure mutual coprimality) and, again, a 0 in the i-th column if the prime labeling the row belongs to P i . The product of probabilities to be considered is now
The argument for the tail is analogous to that used in the proof of the case of mutual coprimality (with no extra conditions, see Section 2.2).
The equidistributional version of Theorem 3.1, part a), reads as follows. It will be useful elsewhere (see [5] ). For a = (a 1 , . . . , a r ) ∈ PC, the set PC a ∈ N r is equidistributed with constant
There is a corresponding version of Theorem 3.1 for kC-coprimality, in general, but the expressions of the asymptotic densities are a bit too cumbersome.
Next is a more general version of Theorem 3.1, in which repeated a j are allowed.
a) The asymptotic proportion of r-tuples x of integers such that x ∈ PC and, for j = 1, . . . , k, gcd(a j , x i ) = 1 if k ∈ A i , is given by
b) The asymptotic proportion of r-tuples x of integers such that x ∈ C and, for j = 1, . . . , k, gcd(a j , x i ) = 1 if k ∈ A i , is given by
The case m = r of Theorem 3.3 is Theorem 3.1. The case m = 1 corresponds to the case of pairwise (or mutual) coprime integers that are, additionally, prime with a fixed a. Equation (3.3) reads, in this case,
as in Toth's [12] , page 14.
Coprimality with extra divisibility conditions
We are now interested in estimating the proportion of r-tuples of integers that are pairwise (or mutually) coprime when restricting to the multiples of certain fixed numbers, that is, to the lattice a 1 N ⊕ · · · ⊕ a r N.
We say that an r-tuple of integers x = (x 1 , . . . , x r ) belongs to PC a if x ∈ PC and, additionally, a i |x i for all i = 1, . . . , r (abbreviated, a|x). Analogously, we will say that x = (x 1 , . . . , x r ) ∈ C a if x ∈ C and a|x.
Theorem 3.4. Given a ∈ PC, we have: a) For pairwise coprimality,
Proof. a) We follow the notation of the previous section: for a ∈ PC, denote by P 1 , . . . , P r the (disjoint) sets of primes dividing a 1 , . . . , a r , respectively (if some a i = 1, then we set
We need now to keep track of the exponent α of each prime p appearing in the decomposition of the a j .
Fix N large enough so that P ⊂ P N := {p 1 , . . . , p N }.
Recall that we want to estimate the probability that X (for the extra divisibility condition) and that p divides, at most, one of the X and p ∤ X (n) j for j = 1. The random variable registering this situation may be written as
where I a (X j ) = 1 if a|X j and 0 otherwise. Putting all the primes together, we have to consider the random variable
(the first product ensures pairwise coprimality for the primes not belonging to the P j ). Now, adapting Lemma 2.1 to this situation, we get that the product of probabilities to be considered is
Recalling the definition (1.8) of the Ψ function, and as N is arbitrary, we get that lim sup
The usual argument with the tail finishes the proof of (3.5).
b) For mutual coprimality, the random variable of interest is
, and the calculation of probabilities goes like this:
using the definition (1.7) of the Jordan function ϕ r . The proof finishes as before.
Coprimality and arithmetic progressions
As a natural extension of the previous result, we analyze the proportion of r-tuples of integers that are pairwise (or mutually) coprime when restricting to arithmetic progressions. Again, fix a = (a 1 , . . . , a r ) ∈ PC, and now add an r-tuple b = (b 1 , . . . , b r ), where 0 ≤ b j ≤ a j − 1 for each j = 1, . . . , r. We want to estimate the proportion of r-tuples of integers that are (pairwise/mutually) coprime when each coordinate x j satisfies that x j ≡ b j (mod a j ). The case b = 0 is the one treated in the previous section.
We write x ∈ PC a,b (or x ∈ C a,b ) if x ∈ PC (or x ∈ C) and, additionally, a i |x i − b i for all i = 1, . . . , r (abbreviated, a|x − b). Theorem 3.5. Given a ∈ PC and b ∈ N r , we have: a) For pairwise coprimality,
Proof. a) As usual, denote P 1 , . . . , P r the disjoint sets of primes dividing (a 1 , . . . , a r ) ∈ PC, and write P = ∪ r j=1 P j . We need again to keep track of the exponent α of each prime p appearing in the decomposition of the a j .
We partition each P j into two subsets:
• Q j contains the primes p of P j such that p|b j . Observe that p| gcd(a j , b j ).
• R j contains the primes p of P j such that p ∤ b j .
Fix N large enough so that P ⊂ P N := {p 1 , . . . , p N }. Recall that we want to estimate the probability that X (n) ∈ PC and, additionally, a i |X (n) i − b i for all i = 1, . . . , r. We will write the argument for the first coordinate. Say that p (with exponent α) belongs to P 1 . We need that p α |X 1 . So the random variable registering the conditions for the first coordinate can be written as
The corresponding product of probabilities will be
Notice that the presence of b 1 does not change the probability 1/p α . Putting all the primes together we get
All together, we get
Finally observe that
Once more, (3.8) is deduced from here.
Discrepancies for mutual and pairwise coprimality
For the sets of points C and PC of N r with mutually or pairwise coprime coordinates, there are precise estimates for the discrepancies.
For n ≥ 1 and α ∈ [0, 1] r we write
If 1 = (1, 1, . . . , 1), then the discrepancy functions of C and PC, may be written as
Discrepancy for mutual coprimality
For mutual coprimality, we have the following bounds on discrepancy:
Theorem 4.1. For r = 2, there are constants 0 < c 2 < C 2 such that
For any r ≥ 3, there are constants 0 < c r < C r such that
It would be interesting to determine whether the upper bound ln(n)/n in the case r = 2 above could be improved or not.
Proof. We start with the case r = 2. For 0 ≤ a, b ≤ 1 we may write, thanks to (1.9),
The lower bound of ∆ C (n) follows simply by observing that for any a < 1/n, F (n, (a, 1)) = 0. For the upper bound, rewrite (4.1), using ⌊x⌋ as x − {x}, to obtain
where we have used that
as desired. For r > 2, we would obtain similarly that for any α
The lower bound follows from observing that F (n, (a, 1, . . . , 1)) = 0 for 0 < a < 1/n.
Discrepancy for pairwise coprimality
For pairwise coprimality, we have the following bounds on discrepancy: n .
The proof of this theorem is based on the following extension of Toth's theorem in [12] : Theorem 4.3. Fix integers r ≥ 2 and u, and an r-tuple n = (n 1 , . . . , n r ), with n j ≤ n for j = 1 . . . , r. Denote
r (n 1 , . . . , n r ) = {x ≤ n : x ∈ PC, gcd(x i , u) = 1 for i = 1, . . . , r}.
Then P Proof. It is just a minor modification of the proof in [12] . First observe that, by conditioning to the value of the last coordinate,
r+1 (n 1 , . . . , n r , n r+1 ) = 1≤t≤nr+1 gcd(t,u)=1 P (tu) r (n 1 , . . . , n r ).
The claim follows by induction, as in [12] .
Proof of Theorem 4.2. The case u = 1 of the previous theorem gives G(n, α) = |α| T r n r + O(n r−1 ln r−1 (n)).
Therefore, G(n, α) G(n, 1) = |α| + O ln r−1 (n)) n .
Discrepancies for gcd and lcm
Consider, for each n ≥ 1, the measure µ n in [0, 1] δ (x/n,y/n) .
Equidistribution of the set of totient points in N 2 means that the normalized measure µ n = µ n /µ n ([0, 1]
2 ) converges to Lebesgue measure in [0, 1] 2 .
Consider now the measure ν n in [0, 1]
gcd(x, y) δ (x/n,y/n) , which places mass gcd(x, y) at each point (x/n, y/n). This yields (4.4).
