Adequate numbers of relations have been provided to find the three unknowns following three equations: the state equation, the adjoint equation and maximum principle equation. If rigor is sacrificed, then a partial solution is quickly obtained by using the concept of calculus of variation. Our appealing and intuitive harvesting policy would be that, refrain from harvesting along the singular path, because zero harvest is not optimal.
INTRODUCTION
A large cross-section of contemporary problems in applied mathematics, related to Biology is concerned with the analysis and synthesis of dynamic processes. The structural stability of a dynamic system depends on the parameters or structural constants appearing in the system of differential equations describing the system. During the last three decades, the management of natural resources in general and that of renewable resources, in particular, has invited the attention of a large segment of researcher (Goundry, 1960; Crutchfield, 1967; Wat, 1968; Garrod, 1973; Gulland, 1974) . Coyle studied the dynamics of management system (Coyle, 1977) and of capital expenditure (Coyle, 1979 with the property that any larger harvest rate will result into the depletion, and hence eventual extinction of the population. In order to achieve the maximum revenue return from fish harvesting and also to determine an optimal policy for fish harvesting, Pontryagin's maximum principle have applied. In this direction, further, if we assume a constant price. 
, then revenues exceed opportunity costs and consequently efforts tend to increase, as now fishing is more profitable than other employment (Clark, 1990; Burghes and Graham, 1980) . At this point a reasonable inquiry is: what is wrong with a situation in which fishermen earn their exact opportunity cost from fishing? A close scrutiny shows that, firstly, the fishery resource which is capable of producing positive economic rent, for an excessive level of effort is being utilized. Neither the fishermen, nor society at large, are enjoying the benefits that could accrue as when the fisheries were under management. This situation is called 'economic overfishing'. Secondly, the fishery may suffer from 'biological overfishing' in the sense that in this case sustained biomass yield is less than MSY. Shah and Sharma (2003) proposed a deterministic extension of Gordon-Schaefer (GS) model by setting . The model encompasses the following three models, which have been extensively pursued in the management of fishery (Pella and Tomlinson, 1969; Holt, 1975) . 
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MODELS
En K n rn dt dn                  1 1  ,(6)
MAXIMUM PRINCIPLE AND OPTIMAL HARVESTING
Considering the concept of opportunity cost, the maximum sustainable yield may not be profitable economically. Now we shall re-examine the model from economic perspective. Usually the harvest rate is determined by the current stock size ) (t n , and the rate of harvesting effort E . Therefore we can write
The function   E n Q , , which relates the factor of production n and E to the rate of production ) (t h is referred to as the production function. In our problem, we
The linearity in effort E , facilitates the application of the maximum principle to our model; therefore, the reasons for this choice are primarily mathematical. ) (n G , in view of physical aspect, is any non-decreasing function of n .
Next, suppose the price p per-unit bio-mass remains constant, and that the cost c of a unit of effort is also constant. The net economic revenue P produced by an input of effort E over unit time will be given by
Combining Equations (7) to (9), we obtain
Now suppose that the sole owner's objective is to maximize the total discounted net revenue (the present value) ) (h J , derived from harvesting of the fish population over finite horizon   T , 0 , and given that
where 0   is a constant denoting the continuous discounting rate. In Equation (11) ) (t h may be viewed as a control variable, in conjunction with the constraint
obtained from Equation (6). Combining Equation (11) and (12), our problem reduces to:
. (13) It will be worth mentioning that if we sacrifice the rigor, then a partial solution can be quickly obtained by using the ideas of calculus of variation (Gelfand and Fomin, 1961; Elsgolts, 1970; Bolza, 1951; Weinstock, 1974) . Functional ) (h J in Equation (13) becomes maximum/minimum, depending on the nature of the problem (Maunder, 2002; Huo et al., 2012) . Obviously, a necessary condition is that the path ) (t x must satisfy the classical Euler equation.
In our problem an analog of the integrand is
Therefore, n(t) must be a solution to
On simplification Equation (16) reduces to In what follows, we shall apply Pontryagin's maximum principle (Pontryagin et al., 1962) for optimal control theory.
Pontryagin's MAXIMUM PRINCIPLE
Consider the differential equation (21) will be termed as the 'terminal control', and a feasible control is one for which the response satisfies both the initial as well as the terminal condition. Now suppose that our objective functional is 
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Now the question is how to apply this principle to a concrete problem? Here we have three unknowns ) (t n , ) (t h and ) (t  . For these three functions, we have three equations, namely: the state Equation (6) for ) (t n , the adjoint Equation (24), and the maximum principle Equation (25) 
Therefore, if we introduce
Then the Hamiltonian of the problem becomes
According to the maximum principle Equation (25), the optimal control ) (t h must maximize H in Equation (32).
If we define 
that is, Hamiltonian is independent of the control ) (t h , and consequently the maximum principle does not specify the value of optimal control. The most remarkable case, the so called singular case, arise when ) (t  vanishes identically over some time interval of positive duration; thus, if
then the corresponding singular control ) (t h is determined as follows. Equation (36) yields
But Equation (37) can be directly derived from the Lagrange's equation of the variational problem Equation (28). Hence Equation (37) 
