The representation of time was investigated by testing rats with intervals that changed by 2 s across trials. In Experiment 1, 2 ranges (20-150 s, 30-160 s; n = 10 rats per group) were examined. The times at which response bursts occurred (start time) were approximately proportional to interval durations. However, systematic departures from linearity were observed. Nonlinearities were related to the absolute duration of intervals, rather than to durations relative to the range. In Experiment 2, 660-s trials were inserted into the sequence of intervals (10-140 s, n = 20). Start and end times of response bursts were approximately proportional to intervals, but nonlinearities in start and end times were correlated, indicating that the source of nonlinearity was in the memory representation of time rather than in a decision process. These results indicate that the representation of time is nonlinearly related to physical time.
withheld. The response burst begins when the discrepancy becomes smaller than a decision threshold. The response burst ends when the discrepancy again exceeds a decision threshold. The remembered duration and the decision threshold independently affect the location and width, respectively, of response bursts on individual trials. Scalar timing theory assumes that psychological time is linearly related to physical time. This generalization is known as linear timing and is demonstrated by superimposition. For example, when the probability of a response is plotted as a function of time into a trial divided by the interval being timed in fixed-interval and peak-interval procedures, response distributions from many different timed intervals superimpose (e.g., Gibbon, 1977; Gibbon & Church, 1990 ). The central tendency (i.e., mean) of this distribution increases linearly with the interval being timed, as does the spread (i.e., standard deviation). For example, Church et al. (1994) observed that start and end times of rats tested in 15-, 30-, and 60-s peak-interval procedures were approximately linearly related to the timed interval. If psychological time is linearly related to physical time, then any errors in timing should be random with respect to the timed intervals. Systematic departures from linearity would indicate that some aspect of interval timing is not linear. Some intervals may be represented as relatively long or short (nonlinearity in the central tendency of start and end times). Alternatively, some intervals may be timed with especially strict or lenient decision thresholds (nonlinearity in the width of response bursts).
Systematic departures from linearity of any kind are difficult to evaluate with only a few widely separated intervals. Figure 2 plots start and end times as a function of fixed intervals from recent analyses of individual trials Cheng, Westwood, & Crystal, 1993; Church et al., 1994) . The solid and dashed lines are the best fitting linear functions to the data. Start and end times are available in the published literature just cited for only seven intervals. Note that the spacing between intervals ranges from 2.5-30.0 s. With as few closely spaced intervals as 
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Start
Time End Figure 1 . Absolute relative discrepancy of elapsed and remembered duration as a function of time. A burst of responding starts when the relative discrepancy is below a decision threshold. The burst ends when the discrepancy exceeds the threshold. Variability in the remembered duration and in the decision threshold independently affect the location (memory process) and width (decision process) of response bursts on individual trials.
have been examined in the literature, it is difficult to determine whether there are departures from linearity, and it is impossible to determine the functional relationship of any departures with the interval duration.
To detect systematic departures from linearity, it is necessary to examine a large number of closely spaced intervals. Because testing many fixed-interval conditions independently would be inefficient, a procedure in which each animal is repeatedly tested at many intervals is preferable for the present problem. Staddon and colleagues (Higa, Thaw, & Staddon, 1993; Higa, Wynne, & Staddon, 1991; Innis & Staddon, 1971; Wynne, Staddon, & Delius, 1996 ; for a review, see have used procedures in which interfood intervals changed by relatively small amounts across successive trials. For example, pigeons were presented with cycles of intervals that differed by a constant duration (a triangle function; Innis & Staddon, 1971) or by a variable duration (a sine function; Higa et al., 1991) on successive trials. Postreinforcement pause generally tracked the changing interfood intervals, suggesting that relatively recent intervals influence temporal processing. Higa and colleagues interpreted this sensitivity to relatively recent intervals as evidence for a fast-acting timing mechanism.
We used a similar procedure to evaluate interval timing at many closely spaced intervals. In our procedure, rats were presented with a ramped sequence of intervals. In each experiment, the interval changed by 2 s on successive trials. The purposes of the present experiments were to (a) examine start and end times as a function of many closely spaced intervals, (b) evaluate evidence for systematic nonlinearities in timing, (c) identify the independent variable that controls start times in temporal tracking (absolute or relative duration), (d) identify the stimulus control of temporal tracking (elicitation by a previous interval or anticipation of a future interval), and (e) identify a psychological process (memory or decision) that produces nonlinearity in tuning. Rats were presented with a ramped sequence of intervals that changed by 2 s on successive trials, permitting the evaluation of 66 closely spaced intervals, that is, a triangle function. Nonlinearity in tuning was assessed by examining the departures from the linear increase in start times (Experiments 1 and 2) and end times (Experiment 2) as a function of timed intervals. Absolute and relative durations were dissociated by testing two groups of rats in different interval ranges (20-150 s and 30-160 s; Experiment 1). The stimulus control of temporal tracking was assessed by comparing ascending and descending sequences of intervals (Experiment 1). Memory and decision processes were dissociated by comparing nonlinearity in start and end times (Experiment 2). Taken together, these experiments provide evidence for systematic nonlinearities in the memory representation of time.
Experiment 1
Experiment 1 was designed to permit an evaluation of start times at many closely spaced intervals. The first interval in each session was randomly selected for each rat so The solid and dashed lines are the best-fitting linear functions to the data (start: y = .47* -0.37, i 2 = .951; end: y = 1.65* -1.34, i 2 = .977). Data are replotted from  triangles), Cheng, Westwood, and Crystal (1993; circles) and Church, Meek, and Gibbon (1994; squares) .
that interval durations were not confounded with time into the session. The initial change of the intervals was equally likely to be ascending or descending. In subsequent trials, the interval duration changed by 2 s until the maximum or minimum value was reached, at which point the direction was reversed. This procedure permitted the determination of start times on individual trials with interval durations that cycled between minimum and maximum values with a 2-s step size between trials in each session. Scalar timing theory predicts that the mean and standard deviation of start times will be linear functions of interval duration. The examination of many closely spaced intervals may reveal systematic departures from linearity. However, any systematic pattern of nonlinearity in timing may be associated with the physical durations of the intervals being timed or with the duration relative to the range being tested. Therefore, two ranges (20-150 s and 30-160 s) were tested, and the intervals common to both groups were examined. If nonlinearity in timing is associated with the physical duration, then the nonlinear patterns from the two groups will superimpose when plotted as a function of interval duration. Alternatively, if nonlinearity in timing is associated with the duration relative to the range of intervals tested, then the nonlinear patterns from the two groups will superimpose when plotted as a function of the percentage into the range.
A comparison between ascending and descending trial sequences permits a determination of stimulus control in tracking the sequentially changing intervals. Higa and colleagues (1991) reported that timing on trial n is controlled by the scheduled interval on trial n -I (elicitation). According to this view, on trial n the animal does not anticipate the interval to be scheduled for the current trial. However, information about the interval from the previous trial, n -I, is available. Therefore, on trial n, the animal times the interval associated with trial n -1. Consider the difference between ascending and descending trial sequences when the interval duration is 60 s, for example, with a 2-s step size between trials. In the ascending sequence (58 s followed by 60 s) the interval on trial n -1 is 58 s. In the descending sequence (62 s followed by 60 s) the interval on trial n -1 is 62 s. Therefore, the elicitation hypothesis predicts that start times occur later on the descending 60-s trial than on the ascending 60-s trial. In general, the intervals that predict timing on a given trial differ by 4 s (62-58 s in the above example). Therefore, elicitation predicts that the y intercept for start time as a function of interval duration will be larger for descending than for ascending functions. The absolute magnitude of the difference between y intercepts for ascending and descending trials will depend on the percentage into the interval at which the animals start to respond (i.e., the slope of the function). For example, if the animals start to respond at 70% into the interval, then the difference between ascending and descending y intercepts will be 2.8 s (i.e., 0.70 X 4 s).
In contrast, timing on trial n may be predicted by the interval on trial n (anticipation) rather than by the interval on trial n -I (elicitation). According to this view, the interval from trial n -1, the direction of change, and the magnitude of change (step size) is combined to predict the interval on trial n. The intervals from trials n -1 and n -2 are sufficient to predict the interval on the current trial n. As a consequence, start times are predicted to be equal on ascending and descending trials for each interval duration. In general, anticipation predicts that start times will be identical (i.e., equal v intercepts and equal slopes) for ascending and descending functions.
Method
Animals. Twenty male Sprague Dawley rats (Rattus norvegicus; Charles River, Wilmington, MA), aged 64 days at the start of the experiment, were individually housed on a 12-hr light-dark cycle (lights off at 0845). Dim red lights were present in the colony room and the testing room at all times. Each rat was maintained by Noyes (Improved Formula A, Lancaster, NH) pellets earned during the experimental session and a ration of Purina Mills Inc. Feed FormulaLab 5008 (St. Louis, MO) adjusted to maintain daily food consumption at approximately 15 g. Water was continuously available throughout the sessions and in the home cage.
Apparatus. Ten identical operant boxes (24.0 X 30.5 X 29.0 cm) were equipped with a lever (Med Associates Inc. ENV-112BX, St. Albans, VT; 4.8 X 1.9 cm wide and 6.0 cm above the floor) 3.5 cm to the left of a food reservoir (5.1 X 5.1 X 2.0 cm). A pellet dispenser (ENV-203) delivered 45-mg Noyes (Improved Formula A) pellets into the food cup. The panel opposite the lever and food cup had a water bottle mounted outside the box with the tube accessible through a hole in the panel. Each box was in a ventilated, sound-attenuating chamber (74.0 X 38.0 x 60.0 cm high). Two Gateway 486 DX2/66 computers running Med-PC Medstate Notation Version 2.10 (1991) controlled experimental events and recorded the time at which each event and lever press occurred with 10-ms accuracy.
Procedure. Pretraining consisted of one 30-min session in which food was delivered every 60 s followed by three sessions in which food was available contingent on a single left-lever response until 60 pellets had been earned or 60 min had elapsed. Rats were randomly assigned to testing chambers.
The rats were tested once per day in two 2-hr shifts (start times at 0930 and 1145). The rats were randomly assigned to shifts and to two experimental groups with the constraints that an equal number of rats was assigned to each group within each shift, and that the group membership of each rat within each of the boxes was counterbalanced across the shifts.
In the experiment a food pellet was dispensed contingent on the first lever press after a criterion interval had elapsed. The minimum and maximum criterion interval for the first group was 20 s and 150 s, respectively (Group 20-150, n = 10). For example, a sequence of intervals might consist of the following: 24, 22, 20, 22,24,26.. .148,150,148,146 s, and so on. For the second group, the minimum and maximum criterion interval was 30 s and 160 s, respectively (Group 30-160, n = 10). For example, a sequence of intervals might consist of the following: 34, 32, 30, 32, 34, 36.. .158,160,158,156 s, and so on. The criterion on the first four trials of each session was a randomly selected even integer between the minimum and maximum criterion for each rat. The criterion interval was equally likely to increase or decrease by 2 s on the next trial. The criterion interval continued to increase (or decrease) until the interval was the maximum value (or the minimum value). When a maximum (or minimum) interval was reached, the direction of change reversed, and the intervals continued to cycle until the session ended. Testing was conducted 7 days per week for 60 sessions between December 1995 and February 1996 , and the last 20 sessions were analyzed.
Data analysis. Statistical results were accepted as significant throughout this article if p < .05. To define the start time of a response burst on each trial, we used an analysis that was similar to the approach used by Leak and Gibbon (1995) . The start time on each trial was defined as the response time that maximized the goodness of fit (o> 2 ) to a low-high (LH) model in 10-ms bins. The model was a low state (i.e., infrequent responding) followed by a high state (i.e., frequent responding). Total variability was calculated with respect to the mean number of responses per bin across the entire trial, and the unexplained variability was calculated with respect to the mean number of responses per bin in the low and high states. Individual trials were analyzed with an exhaustive search of response times in which each response time was considered as a candidate for the time of transition from the low state to the high state. The LH model has a single free parameter, the start time.
The start times from individual trials were summarized by using two approaches. In the first approach, a chi-square test was conducted for each trial. The test evaluated the departures from the expected frequency of responses in low and high states on the basis of the null hypothesis that the observed responses are uniformly distributed across the trial. A trial was accepted for further analysis if (a) a significant chi-square value was observed for the LH pattern, (b) the expected frequency of responses in each state was at least five responses, and (c) the start time occurred prior to the criterion interval. The first 10 trials were considered practice and discarded from all analyses. The frequency of included trials was higher for long intervals than for short intervals (percentage of trials included = .18 X [interval duration] + 12.81). Median start times on ramp trials were determined for each interval duration and rat. The best-fitting least squares regression line for each series of start times was obtained for each rat. For each criterion interval, departures from linearity (residuals) were obtained by subtracting the expected start time based on linear regression from the observed start time. Means across rats were calculated for start times and for residuals. Mean residual values were averaged in threeinterval blocks.
In the first approach, some trials were excluded from the analysis, and the function relating starts and interval durations was assumed to be linear. In the second approach, all trials were included in the analysis and no assumptions were made about the function relating starts and interval durations. The local slope (first difference) of the function relating start time to interval duration was determined as follows: (a) Start times on consecutive intervals were smoothed with a repeated three-point running median separately for ascending (22-150 s and 32-160 s) and descending (148-20 s and 158-30 s) interval sequences. Iterations of the smoothing procedure were conducted until the outcome of the smooth did not change on two consecutive iterations. In each iteration, end values of the data series were smoothed by using the technique described by Velleman and Hoaglin (1981, pp. 176-177) . Briefly, the two smoothed values adjacent to the endpoint were used to estimate the value past the endpoint by linear extrap-olation. The median of the extrapolated point, the observed end value, and the smoothed point adjacent to the end was used as the smoothed value for the endpoint. (b) The median of smoothed start times for each interval was determined for four blocks of five consecutive sessions, (c) First differences were calculated for each interval duration. A first difference was defined as the difference between the average start time at intervals n and n -1. (d) First differences were smoothed by using the procedure described above, (e) The median of first differences across blocks of sessions and rats was determined and smoothed as described above.
Results
Figure 3 plots median start times as a function of interval duration (top left panel) and as a function of percentage into the range (top right panel) for Groups 20-150 and 30-160. Start times on ramp trials increased as a function of interval duration. The lag 1 correlation across successive trials of start divided by interval duration, averaged across sessions and rats, was .02, which was not significantly different from zero based on a binomial test, p < .05. Linear regression was conducted on the interval values common to both groups (30-150 s). Slope, intercept, and r 2 values are presented in Table 1 . The linear trend accounted for 94% of the variance in start times. If the linear relationship between start time and interval duration explained everything other than random error, then departures from linearity (residuals) would be randomly distributed around the regression line. Note. The groups refer to the minimum and maximum intervals between dispensing of feed following lever press. Ascending and descending refer to order of intervals.
Mean residuals are plotted in the bottom panels of Figure function of percentage of the range. In subsequent analyses, data were combined across the two ranges by averaging with respect to the interval duration. The residuals are characterized by an alternating pattern of positive and negative values as a function of interval duration. The randomness of the residuals as a function of interval duration was examined by calculating the correlation between each residual n with residual n + 1 (i.e., the lag 1 correlation). This is an autocorrelation across interval conditions. If start times were randomly distributed around the regression function, then the lag 1 correlation should be about zero. In contrast, the correlation, r(17), at lag 1 was .414 (Fisher's z = 1.65, p < .05). The lag 1 correlation indicates that the residuals exhibited a systematic pattern. However, the correlation does not indicate whether the magnitude of this pattern is significantly different from zero. This issue was addressed by subjecting the residuals to a repeated measures analysis of variance (ANOVA), which revealed a significant effect of interval duration, F(19, 361) = 1.99, p < .01. Next, the distribution of mean residuals across interval durations was examined. If the residuals did not differ from zero, about 5% of the means would be more than two standard errors away from zero. In fact, 70% of the means exceeded this criterion, which was significantly different from chance by a binomial test (p < .001). Relative control by the preceding interval (dictation) and the current or subsequent interval was assessed by comparing start times on ascending and descending sequences of trials. If the rats tracked the changing intervals on trial n by starting at a fixed percentage into the scheduled interval from trial n -1, then start times should be later on descending trials than on ascending trials by a constant amount determined by the slope of the functions. of .70 (see Table 1 ), the constant difference is 2.8 s (i.e., descending -ascending intercepts = 2.8 s; see Introduction). If the rats tracked the changing intervals by anticipating the scheduled interval on trial n, then start times should be equal on ascending and descending trials. Figure 5 plots median start times as a function of interval duration for ascending and descending intervals. Slope, intercept, and r 2 values are presented in Table 1 . The mean difference between intercepts (descending -ascending) was -1.34 s (the 99% confidence interval is bounded by -3.84 and 1.16 s), which differed significantly from the predicted value of 2.8 s, r(19) = -4.73, p < .001. The mean difference between intercepts was midway between the predictions for anticipation of the current trial n (predicted difference 0 s) and of the next trial n + 1 (predicted difference -2.8 s), and the mean difference was not reliably different from either prediction, ((19) = -1.53 and 1.67, respectively. 
Discussion
Rats were trained to time intervals that changed by 2 s on successive trials within the ranges of 20-150 s or 30-160 s. Median start times increased as a function of the ramp interval, indicating that the rats tracked the intervals that changed on successive trials, a result consistent with Innis and Staddon's (1971) and Higa and colleagues' (1991) observations. Note that the start times from the two ranges were the same for a given interval duration but not for a given percentage of the range (see Figure 3 , top panels). This suggests that the rats timed a given interval (e.g., 60 s) in the same manner in the context of both the 20-150 s and 30-160 s ranges, validating the use of the ramp procedure to examine interval timing. The approximate linear relation between start times and interval durations was expected on the basis of scalar timing theory. The relatively close spacing between intervals permitted an examination of departures from linearity. Residuals in the overlap of the two ranges and first differences were correlated when plotted as a function of interval duration but not when plotted as a function of percentage into the range (see Figure 3 , bottom panels, and Figure 4 ). Note that the residuals and first differences from the two ranges superimpose as a function of interval duration but are displaced when plotted as a function of percentage into the range. This suggests that nonlinearity in start times is based on the physical interval rather than on the duration relative to the range or some other range-related artifact, validating the use of the ramp procedure to examine nonlinearity associated with interval timing. If the function relating start times to interval duration was precisely linear, then residuals should be randomly distributed around zero. In contrast, a systematic alternating pattern of regions of positive and negative residuals was observed. The local maxima in first differences suggests that intervals of approximately 35, 60, 90, and 130 s were relatively more discriminable than nearby intervals. In contrast, other intervals such as 100-120 were poorly discriminated from nearby intervals. This systematic pattern of departures from linearity would be difficult to observe from previously published analyses of individual trials because previous characterizations of linear timing have used relatively few and widely spaced intervals (see Figure 2 ; Church et al., 1994) . A systematic pattern of departures from proportional timing has recently been observed with human participants reproducing closely spaced, short intervals (Collyer, Broadbent, & Church, 1992 . In addition, Eisler (1975 Eisler ( , 1984 observed segmentation in psychophysical functions produced by humans and rats.
Although the observed nonlinearities are small relative to the approximately linear increase in start times, the nonlinearities are sufficiently robust to be reliably detected. In general, the problem of revealing a signal embedded in random error is achieved by increasing the number of observations, thereby decreasing the relative influence of random error. However, signals may also be embedded in a nonrandom trend, in addition to the presence of random error. In such cases, the appropriate technique of signal amplification is to remove the known systematic trend. In either case, the purpose of signal amplification is to identify the systematic pattern. And a systematic pattern, identified by either approach, provides the same inferential weight toward identifying a causal mechanism. Therefore, the observed nonlinearities, although relatively small, may provide information about the underlying representation of time.
The comparison of two overlapping ranges indicates that the rats timed absolute duration rather than the duration relative to the range. However, this comparison does not indicate what absolute duration was timed. The interval may have been from the current trial (anticipation) or from the previous trial (elicitation). To address this question, ascending and descending trial sequences were compared. If the start time on trial n is a fixed percentage of the scheduled interval on trial« -1, then for each interval duration, starts should occur later on descending trials than on ascending trials. Given that the rats started responding at about 70% into the interval, timing that was based on the previous trial's interval duration predicted a 2.8 s difference between descending and ascending intercepts (see explanation in Introduction). The difference between intercepts was negative and reliably different from the elicitation prediction. Therefore, the rats were anticipating the current or next trial's interval, but it was not possible for us to determine which interval. In contrast to anticipation, Higa and colleagues (1991) reported that pigeons' tracking of sinusoidal sequences of interfood intervals was determined by the preceding trial.
There are several reasons to expect anticipation in the present experiment. First, although Higa and colleagues (1991) concluded that waiting time on trial n was strongly determined by the preceding interval on trial n -1 in their sinusoidal tracking task, 75% of their birds produced maximum correlations between input food intervals and output response intervals at lag 0 at least in some conditions. (See Higa et al., 1991, Table 2 ; Higa et al.'s lag 0 and lag 1 are equivalent to anticipation and elicitation hypotheses, respectively.) Second, anticipation may be expected when the interval on a subsequent trial is highly predictable. The interval in the present experiment always involved a step size of 2 s across successive trials. In contrast, Higa et al.'s (1991) intervals changed by variable amounts across successive trials. For example, in one of Higa et al.'s (1991) interval cycles, the change in intervals ranged from 2.3-11.5 s. Third, the relative magnitude of the step across successive trials is apparently a critical factor. For example, Higa et al. (1993) tested pigeons on a repeating cycle of 15, 5, 15, and 45 s. Although each of the 4 birds tracked on the basis of trial n -1 in the first session, each bird failed to track after the third session. In contrast, Innis and Staddon (1971) observed sustained tracking with more closely spaced intervals. In the present experiment, the increments were smaller than both Innis and Staddon's and Higa and colleagues' (1991) intervals. And fourth, Higa and colleagues (1993) found that pigeons tracked a single unpredictable change in interfood interval more slowly when the interfood interval increased from 15 to 45 s than when it decreased from 15 to 5 s. Differential rates of tracking an increase and decrease in interfood intervals can complicate the interpretation of Higa et al.'s (1991) lag 0 and higher order lag correlations. For example, although 21 of 28 ascending segments showed elicitation lag patterns, only 14 of 28 descending segments showed this pattern (these frequencies were based on a classification of complete cycles presented in Figures 5 and  8 of Higa et al., 1991, enlarged by 200% and measured with a vernier calliper to .001 in., approximately 0.25 mm). Because anticipation occurred more frequently on descending segments, combining across ascending and descending segments (as Higa et al., 1991, did) makes it difficult to estimate the prevalence of anticipation.
Start times increased approximately in proportion with the timed interval. The linear component in the relation between start times and timed intervals is predicted by scalar timing theory. However, a systematic pattern of departures from the linear prediction was observed. The comparison of ascending and descending intervals suggests that rats anticipated scheduled intervals, and the comparison of two ranges suggests that nonlinearity in timing was associated with the physical duration of the anticipated interval. However, the present experiment did not isolate the psychological process responsible for timing nonlinearity. In particular, a relatively early (or late) start time may indicate that the interval was remembered as relatively early (or late) or that a relatively lenient (or strict) decision criterion was adopted. Start times alone do not permit a dissociation between memory and decision processes. Experiment 2 was designed to identify the psychological process responsible for timing nonlinearity.
Experiment 2
The decision threshold and the remembered duration independently affect start and end times of individual bursts of responding (e.g., Gibbon & Church, 1990 ; see Figure 1 ). When the decision threshold (the horizontal line in Figure 1) is high, the start time occurs early and the end time occurs late, and when the decision threshold is low, the start time occurs late and the end time occurs early. When the remembered duration (the vertex of the relative discrepancy function in Figure 1 ) is short, start and end times occur early, and when the remembered duration is long, start and end times occur late. Two factors influence the duration stored in memory: the speed of an internal clock (which is assumed to vary randomly across trials according to scalar timing theory) and the memory storage speed (which is assumed to occur between time perception and memory storage). A change in either factor produces a multiplicative change in remembered duration. Because both factors affect the memory representation of time in similar ways, we will refer to both as memory representation.
Experiment 1 demonstrated that, although start times increase approximately linearly as a function of interval durations, a systematic pattern of nonlinearity in timing may be observed if many closely spaced intervals are examined. Either nonlinearity in the memory representation of time or nonlinearity in a decision process can produce systematic departures from linearity in start times as a function of criterion intervals. Figure 6 illustrates nonlinearity in memory representation and in a decision process. Nonlinearity in memory ( Figure 6 , left panels) means that some interval durations are remembered as relatively short and other intervals are remembered as relatively long. Systematic variability in the durations stored in memory would produce bursts of responding (start, middle, and end times) that occur early for some interval durations and late for other intervals (see Figure 6 , top left panel). Remembered durations that are short would produce early starts and ends. Remembered durations that are long would produce late starts and ends. If the durations stored in memory vary systematically as a function of the criterion interval, then the pattern of departures from linearity would superimpose for start and end times (Figure 6 , bottom left panel). In contrast, nonlinearity in a decision process (Figure 6 , right panels) means that the decision threshold is relatively strict (low threshold) for some interval durations and relatively lenient (high threshold) for other intervals. Systematic variability in the decision threshold would produce bursts of responding that are wide for some interval durations and narrow for other intervals (Figure 6 , top right panel). A low threshold would produce a narrow burst of responding, meaning that the start time is late and the end time is early. A high threshold for responding would produce a wide burst of responding, meaning that the start time is early and the end time is late. Therefore, if thresholds vary systematically as a function of criterion intervals, then the pattern of departures from linearity for start and end times would not superimpose. In fact, if the decision process is not linear, then the start and end residual patterns are predicted to be 180° out of phase ( Figure 6, bottom right panel) .
Therefore, the nonlinear patterns hi start and end times can be used to determine the source (memory representation or a decision process) of nonlinearity in timing intervals. The procedure in this experiment consisted of two types of trials. On ramp trials, the interval duration changed by 2 s on successive trials, as in Experiment 1, in the range of 10-140 s. On infrequent fixed trials, the interval duration was 660 s. A fixed 660-s trial has the same features of a peak-interval trial (i.e., the trial is much longer than the typical latency to obtain food, and it is possible to obtain start and end times) except that a fixed 660-s trial terminated with a rewarded response. Ramp and fixed trials were randomly mixed in long experimental sessions (13-16 hr). The long sessions permitted the collection of many ramp trials and fewer fixed trials. Anticipation may be difficult to examine in the present experiment because occasional fixed trials produced long interruptions in the sequence of ramp intervals. However, the large number of ramp trials permits an examination of variability of start times in addition to central tendencies. Start and end times were obtained on 660-s trials as a function of the interval duration on the preceding trial. Departures from linearity were examined to identify the source of timing nonlinearity in memory representation or decision processes. Interval duration (s) Figure 6 . Nonlinearities in temporal memory (left panels) and decision (right panels) processes. The top panels plot start, middle, and end times of response bursts as a function of interval duration. The bottom panels plot residuals from linear regression of start and end times as a function of interval duration. Nonlinearities in a memory process but not in a decision process predict superimposition of residuals from start and end times (see text for details).
Memory Decision
Method
Animals. Two groups of 10 male Sprague Dawley rats (Rattus norvegicus; Charles River, Wilmington, MA), aged 81 (Group 1) and 62 (Group 2) days at the start of the experiment, were individually housed on 10:14-hr (Group 1) and 12-hr (Group 2) light-dark cycles with lights off at 0830 (Group 1) and 0845 (Group 2) in the colony room. A dim red light was present in the colony room and the testing room at all times. Each rat was maintained by approximately 15 g of Noyes (Improved Formula A, Lancaster, NH) pellets earned during the experimental session. If a daily session was omitted, then each rat received a 15 g ration of Agway ProLab 3000 Rat Chow (Syracuse, NY). Water was continuously available throughout the sessions and in the home cage.
Apparatus. The equipment for Group 2 was identical to that used in Experiment 1. The equipment for Group 1 was as follows: Ten standard operant boxes (23.0 X 20.0 X 22.0 cm) were equipped with a lever (Gerbrands Model 6311, Arlington, MA, 1.6 X 4.6 cm wide and 3.8 cm above the floor in five boxes; BRS/LVE Model 123-07, Beltsville, MD, 2.5 X 5.0 cm wide and 5.0 cm above the floor in three boxes; and Coulbourn Model E23-07, Allentown, PA, 1.5 X 3.0 cm wide and 4.0 cm above the floor in two boxes) 2.0 cm to the left of a food cup (4.0 X 3.0 X 1.5 cm). A pellet dispenser delivered 45-mg Noyes (Improved Formula A) pellets into the food cup. The panel opposite the lever and food cup had a water bottle mounted outside the box with the tube accessible through a hole in the panel. Each box was in a ventilated, sound-attenuating chamber (63.0 X 44.0 X 57.5 cm high) which also contained a 28 V bulb (Radio Shack 272-1119) in a red lens ). An IBM AT computer controlled experimental events and recorded the time at which each event and lever press occurred with 1-ms accuracy.
Procedure. The procedures for Groups 1 and 2 were identical except where indicated otherwise. Group 1 was tested between March and May 1994. Group 2 was tested between July and November 1995. Pretraining consisted of one 30-min session in which food was delivered every 60 s followed by two sessions in which food was available contingent on a single response until 60 pellets had been earned or 60 min had elapsed. Rats were randomly assigned to testing chambers.
In the experiment a food pellet was dispensed on each ramp and fixed trial, contingent on the first left lever press after a criterion interval had elapsed. The criterion on the first four trials was a randomly selected even integer from 10-140 s. On the next trial the criterion interval was equally likely to increase or decrease by 2 s. On subsequent trials the criterion interval continued to increase (or decrease) until the interval was 140 s (or 10 s). When a maximum (or minimum) interval was reached, the direction of change reversed, and the intervals continued to cycle until the session ended. Therefore, ramp trials consisted of intervals from 10-140 s with 2-s spacing. Fixed 660-s trials were randomly mixed with ramp trials, with the restriction that a fixed trial did not occur in the first five trials of a session. Fixed trials were inserted into the sequence of ramp trials. For example, the criterion interval on successive trials might be 16, 14, 660, 12, 10, and 12 s. Note that a criterion interval in a ramp sequence was not omitted when a 660-s trial was inserted into the sequence. The probability of a 660-s trial was .25 in the first five sessions. In subsequent sessions the probability of a 660-s trial was adjusted to equate the amount of food earned in experimental sessions that differed in duration (.15 probability and 16-hr session length for Group 1, and .10 probability and 13-hr session length for Group 2). Sessions started at about 1700 or 2000 for Groups 1 and 2, respectively. Because sessions were conducted approximately 7 days per week, the rats were maintained in constant dim illumination throughout the experiment except when a session was missed. Testing was conducted for 70 sessions, the last 40 of which were analyzed.
Data analysis. The data analysis was similar to that in Experiment 1. Individual trials were analyzed by selecting the time(s) of transitions) from low and high response states that maximized the goodness of fit (a) 2 ) to a model in 1-ms (Group 1) or 10-ms (Group 2) bins. On ramp trials, the model was a low state (infrequent responding) followed by a high state (frequent responding; LH) as in Experiment 1. The LH model has a single free parameter, the start time. On fixed trials, the model was a low state, a high state, and a terminal low state (LHL). Total variability was calculated with respect to the mean number of responses per bin across the entire trial, and the unexplained variability was calculated with respect to the mean number of responses per bin in the first low and high states and the second low state. The analysis consisted of an exhaustive search of response times in which all possible combinations of start and end times in the first 330 s of the trial were examined (with the constraint that start times occurred before end times). The LHL model has two free parameters, the start and end times of the high state. A chi-square test was conducted for each trial. The test evaluated the departures from the expected frequency of responses in low and high states on the basis of the null hypothesis that the observed responses are uniformly distributed across the trial. For this test, the two low states in the LHL model were pooled. A trial was accepted for further analysis if (a) a significant chi-square statistic was observed for LH (ramp trial) or LHL (fixed trial) patterns, (b) the expected value in each state was at least five responses, (c) the start time occurred prior to the criterion interval, and (d) the difference between start and end times was at least 2 s. The first 10 trials were considered practice and discarded from all analyses. The frequency of included trials was higher for long intervals than for short intervals (percentage of trials included = .26 x [interval duration] + 14.58). The median and the interquartile range of start times on ramp trials were determined for each interval duration and rat. Median start and end times were determined for fixed trials as a function of the interval duration on the previous trial for each rat
The best-fitting least squares regression lines for each series of start and end times was obtained for each rat. For each criterion interval, a departure from linearity was obtained by subtracting the expected time, which was based on linear regression, from the observed time. Means across rats were calculated for start and end times and for residuals. Mean residual values were averaged in three-interval blocks.
First differences were analyzed as described in Experiment 1 in five blocks of three sessions. The first difference analysis was restricted to ramp trials that occurred more frequently throughout each session.
Results
Figure 7 (top panels) plots the median and interquartile range of start times from ramp trials as a function of interval durations, averaged across rats in Groups 1 (left panel) and 2 (right panel). Start times and interquartile range on ramp trials increased as a function of interval duration. Linear regression accounts for 99% of the variance in median start times (slope and intercepts are presented in Table 2) . If the precise function relating start time or interquartile range and interval duration was linear, then departures from linearity would be randomly distributed around the regression line. These residuals are plotted in Figure 7 (bottom panels) as a Interval duration (s) Figure 8 . First differences of start times from ramp trials in Experiment 2 plotted as a function of interval duration from Groups 1 (closed circles) and 2 (open circles).
different from zero. This issue was addressed by subjecting the residuals to a repeated measures ANOVA, which revealed a significant effect of interval duration, F(21, 399) = 7.94, p < .001. Next, the distribution of mean residuals across interval durations was examined. If the residuals did not differ from zero, about 5% of the means would be more than two standard errors away from zero. In fact, 73% of the means exceeded this criterion, which was significantly different from chance by a binomial test (p < .001). Figure 8 plots first differences as a function of interval durations on ramp trials, averaged across rats in Groups 1 and 2. Local maxima occurred near 25, 35, and 60 s. The overall inverted U-shape of the first difference function (Figure 8 ) corresponds to the high-low-high-low pattern of median residuals (Figure 7 , bottom panels). Figure 9 (top panels) plots median start and end times from 660-s trials as a function of the interval on the previous trial, averaged across rats in Groups 1 (left panel) and 2 (right panel). Start and end times on 660-s trials increased as a function of the interval on the previous trial. Linear regression is indicated by the solid lines in the figure (see Table 2 for slope, intercept, and r 2 values). Residuals from regression are plotted as a function of the interval on the previous trial in Figure 9 (bottom panels). Note that the patterns of positive and negative residuals for start and end times superimpose. The correlation between start and end residuals was significant: Group 1, r(20) = .666, Fisher's z = 3.31, p < .001; Group 2, r(20) = .668, Fisher's z = 3.33, p < .001. A significant lag 1 correlation was observed for start and end residuals: start, r(19) = .688, Fisher's z = 3.38, p < .001; end, r(19) = .403, Fisher's z = 1.71, p < .05.
Discussion
Rats were trained to time intervals that changed by 2 s on successive trials within the range of 10-140 s (ramp trials). Median start times were approximately proportional to the timed intervals, indicating that the rats tracked the intervals that changed on successive trials. However, a systematic pattern of departures from linearity was observed in median start times as in Experiment 1. A systematic pattern of departures from linearity was also observed in a measure of spread in the distribution of start times (interquartile range). The nonlinear patterns in median and interquartile range of start times were negatively correlated. This pattern provides a constraint on any theory that might explain the observed nonlinearity in timing. Occasionally, 660-s trials were inserted into the sequence of ramp trials. Start and end times increased as a function of the ramp interval. The function relating start and end times to interval durations was approximately linear. Departures from linearity for start and end times were examined as a function of interval durations. If the precise function relating start and end times to intervals was linear, then these residuals should be randomly distributed around zero. In contrast, a systematic alternating pattern of positive and negative residuals was observed.
Residuals for start and end times superimposed as a function of intervals, suggesting that the nonlinearity in interval timing we observed is attributable to nonlinearity in the memory representation of time rather than to nonlinearity in a decision process (see Figure 6 and explanation in Introduction). Nonlinearity in memory representation means that some intervals are remembered as shorter than the linear expectation whereas other intervals are remembered as longer than the linear expectation. End times occurred late in the ramp procedure relative to data that have been observed in peak-interval experiments (cf . Figures 2 and 9 ; Church et al., 1994) . This observation is reflected in the larger y intercepts for the end functions than for the start functions (see Table 2 ). A selective increase in end times may be achieved by combining trials with end times that depend on the timed interval (i.e., a steep function) with trials in which end times are independent of interval durations (i.e., a flat function; inattention). This combination would increase the y intercept and decrease the slope of the function. Note that the slope of the end function (see Table  2 ) was smaller than the slope observed in peak-interval experiments (see Figure 2 ). An additional reason to expect relatively late end times is the familiar informal observation that learning to withhold responding after the time at which reward is sometimes available in a peak-interval procedure is acquired more slowly than the tendency to withhold responses early in the trial. In the present experiment, the fixed trials were infrequent (15% and 10% of the trials for Groups 1 and 2, respectively) relative to a typical peakinterval procedure (usually about 50% of the trials, e.g., Roberts, 1981) . Therefore, extended training may be required to reduce end times further. In any case, end times increased as a function of interval durations, and the end times were sufficiently sensitive to permit an examination of residuals (i.e., the remaining variability after the linear trend was removed).
A central concept in scalar timing theory is that the psychological representation of time is linearly related to physical time, which is known as linear timing. The observed violation of linear timing requires a modification of the theory. One possible modification is that the clock speed in scalar timing theory may increase and decrease as a function of time since the start of a trial. Prior treatments of scalar timing theory (e.g., Church et al., 1994; have assumed that clock speed is constant within a trial and varies randomly across trials. A second possibility is that the memory storage speed, a multiplicative transformation assumed to occur between time perception and memory storage, may depend on the perceived time. However, either modification indicates that the memory representation of time is nonlinearly related to physical time. In addition, although systematic clock speed or memory storage speed variability may produce nonlinearity in median start and end times, these modifications will not produce a negative correlation between nonlinearity in measures of central tendency and variability.
General Discussion
The present experiments were designed to evaluate interval timing at many closely spaced intervals. A temporal tracking task, in which the timed interval changed by a predicted amount on successive trials, was used to facilitate an efficient examination of the intervals. In Experiment 1, the rats were tested in two ranges of intervals (20-150 s and 30-160 s). Start times were approximately proportional to interval duration. However, a systematic pattern of departures from the linear prediction was observed. Both the linear and nonlinear components of start times were controlled by the absolute duration of the interval rather than by the duration relative to the range of intervals. This observation validates the use of the ramp procedure to evaluate start times and to measure nonlinearity. An examination of the local slope of the start time function suggested that some intervals are especially discriminable from nearby intervals, whereas other intervals are less discriminable. A comparison of ascending and descending trial sequences indicated that the rats were anticipating the interval on the current trial. Experiment 2 examined two psychological variables (memory and decision) that may produce nonlinearity in start times. Nonlinearities in start and end times superimposed, indicating that durations stored in memory are nonlinearly related to timed intervals. In addition, interquartile range was approximately proportional to interval durations. However, a systematic pattern of nonlinearity in interquartile range was observed. The nonlinear patterns in the median and interquartile range of start times were negatively correlated, providing an additional constraint for any theoretical explanation of nonlinearity in timing. The generality of the observed nonlinearities is demonstrated by consistency across subjects, interval ranges, and experimental procedures. Figure 10 shows a general information processing model for timing (for reviews, see Church & Broadbent, 1990; . The model may be divided into three components: clock, memory, and decision. The clock component consists of a sensory register that sends temporal information to a perceptual store. The memory component consists of working and reference memory systems. The decision component compares information from working and reference memory. The present experiments suggest that the memory representation of time is not linear. In particular, start and end times may be decomposed into two parts: (a) a value that is proportional to the timed interval, and (b) a value that is either positive or negative depending on the temporal interval. The observation that the nonlinear patterns for start and end times were correlated suggests that nonlinearity in tuning occurs in the first two components (clock or memory or both) of the information processing model depicted in Figure 10 . However, the present experiments do not indicate which of these components produced) nonlinearity in timing. For example, the nonlinearity may be introduced in the sensory register (e.g., the speed of the clock), in the perceptual store (e.g., the perceptual representation of time), in working or reference memory (e.g., the memory system), or in any process that transfers information from one component to the next (e.g., the transformation from working to reference memory). Nevertheless, the present data suggest that the nonlinearities occur before the decision process.
The information processing approach depicted in Figure  10 emphasizes the psychological variables involved in temporal processing and is sufficiently general to be applied to alternative computational models of timing. For example, this conceptual approach has been extensively applied to scalar timing theory and recently has been applied to a connectionist model of timing (Church & Broadbent, 1990 . Scalar timing theory predicts a linear relation between start times and interval duration and between end times and interval duration. The observed nonlinear relation between start and end times and timed intervals requires a modification of the theory. As described in the Discussion of Experiment 2, modifications in the clock or memory components of scalar timing theory may introduce nonlinearity in memory.
An alternative representation of time, a connectionist model of timing, qualitatively predicts the observed nonlinearities in start and end times without modification. The connectionist model consists of a set of multiple oscillators, each with a different period, instead of a single pacemaker as in scalar timing theory, and an autoassociation matrix of remembered durations, instead of a distribution of remembered durations as in scalar timing theory. (For a more complete comparison of the two models, see Church & Broadbent, 1990 .) The connectionist model (Church & Broadbent, 1990 ) was used to simulate fixed-interval performance with intervals between 10 and 140 s. The parameters for each simulation were 1000 training trials, 100 test trails, 20% clock speed variability, threshold of .5, 11 oscillators (with periods of 1, 2, 4, 8, 16, 32, 64, 128, 256 ,512, and 1024 s), 330-s test trial duration, and 1% memory update. Start and end times were obtained by analyzing individual trials from the simulations with the low-high-low algorithm used in analyzing the data. The spacing of oscillators affects the spacing of nonlinearities. Although the simulations used an orderly spacing of oscillators, it is possible to arrange a unique pattern of spacing. Figure 11 (top panel) plots median start and end times as a function of the training interval. The solid lines indicate the best fitting linear functions and account for 98% and 99% of the variability in start and end times, respectively. However, the model produced an alternating pattern of positive and negative residuals in which start and end times superimpose ( Figure 11, bottom panel) .
The simulation produced the following qualitative phenomena that are similar to the data: (a) start and end times were approximately proportional to the timed interval over a wide range of intervals, (b) departures from the linear approximation were systematically related to the timed interval, and (c) start and end residuals superimposed as a function of the timed interval. However, more alternations between regions of positive and negative residuals were observed in the simulation than in the data (cf. Figures 9 and  11 ). The periods of specific oscillators in the model affect the location of departures from linearity, so that the empirical results can be used to estimate the actual periods of the oscillators. Independent simulations were conducted for each of the training intervals. This assumes that the subject knows which interval is being timed on each trial (which is consistent with the anticipation finding), but the model is silent on the mechanism of anticipation, as is scalar timing theory. Nevertheless, nonlinearity in the durations represented in memory is a qualitative prediction of the original connectionist model without modification.
Next, the variability predictions of the connectionist model were examined. The median and interquartile range of start times from the simulations described above are plotted in Figure 12 . Interquartile range is approximately proportional to the training interval. However, a systematic ist model weights information from the most recent trial more heavily than any other trial. In contrast, scalar timing theory weights all trials equally. Therefore, scalar timing theory cannot track sequential order without modification. It is noteworthy that neither the connectionist model nor scalar timing theory can easily accommodate anticipation of future intervals. An additional simulation with the connectionist model was conducted that used the same parameters as the above simulations except: (a) interval durations (20-150 s, 2-s step size) were presented in sequential order, (b) the memory update parameter was 50%, and (c) the threshold was .4. The high learning rate parameter was used to permit tracking of the rapidly changing intervals. Consequently, the model timed intervals primarily from recent trials. Two simulations were conducted, each with 1000 trials, and analyzed using a low-high algorithm as in the experiments. Figure 11 . Connectionist model simulation of fixed-interval timing. The top panel plots simulated median start (closed circles) and end (open squares) times as a function of interval duration. The solid lines are the best-fitting linear regression functions to the simulations. The bottom panel plots residuals from linear regression as a function of interval duration for start (closed circles) and end (open squares) times in blocks of three intervals. Two simulations were conducted at each training interval between 10 s and 140 s inclusive with 2-s spacing between simulations, and the results from the two simulations were averaged. Nontinearities in median start and end times superimpose. pattern of nonlinearity was observed. The bottom panel of Figure 12 plots residuals for median and interquartile range of start times as a function of training intervals. The nonlinear patterns superimpose. In contrast, the data from Experiment 2 indicate that the nonlinear patterns in median and interquartile range are negatively correlated (cf. Figures  7 and 12) . Therefore, although the connectionist model predicts nonlinearity in the memory representation of time, the model requires modification to account for the negative correlation in central tendency and variability patterns of nonlinearity.
Interval duration (s)
Independent simulations of each interval duration were conducted to identify the predictions of the connectionist model. However, the present experiments involved the presentation of sequentially ordered intervals. The connection- Start times increased as a function of interval durations (top panel), and residuals exhibited a systematic, nonlinear pattern (bottom panel). This simulation indicates that the connectionist model can produce nonlinearities when trained with sequentially ordered intervals, that is, by using the same interval sequences as in the experiments.
