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Kurzfassung
Aufgrund des technologischen Fortschritts steigt die kommerzielle Verfügbarkeit von
autonom agierenden, mobilen Assistenzsystemen für häusliche Umgebungen. Diese so
genannten Service-Roboter sind jedoch noch nicht in der Lage, a priori unbekannte
Objekte zu erkennen und mit einem anthropomorphen Endeﬀektor zu greifen.
Dies liegt daran, dass es für die sensorische Erfassung und Interpretation des aktuellen
Umgebungszustands noch keine zufrieden stellende technische Lösung gibt. Die derzeit
für diesen Zweck eingesetzten bildbasierten Objekterkennungsmethoden identiﬁzieren
die zu greifenden Gegenstände in den Bilddaten mit Hilfe von Vorwissen. Dieses Vor-
wissen besteht in der Regel aus speziﬁschen Farbmerkmalen, obwohl die zur Griﬀermitt-
lung verfügbaren Methoden geometrische Informationen benötigen. Selbst bei Kenntnis
der exakten Objektgeometrie erfordern die Methoden zur Griﬀermittlung aufwändige
Berechnungen, die häuﬁg einen Echtzeitbetrieb verhindern.
Um a priori unbekannte Gegenstände greifen zu können, wird deshalb in der vorliegenden
Arbeit zunächst eine Objektrepräsentation entwickelt, die die Form von Gegenständen
mit Hilfe einer Topologie aus geometrischen Grundkörpern beschreibt. Diese qualita-
tive Formbeschreibung ermöglicht eine einheitliche farbunabhängige Beschreibung für
Objekte, die bei ähnlicher Form unterschiedliche Abmessungen besitzen. Weiterhin ent-
hält das Vorwissen geeignete Greifstrategien, die jedem Grundkörper zugeordnet sind.
Damit entfällt die Notwendigkeit zur Berechnung der Greiferstellung während des Greif-
vorgangs.
Die hier entwickelte Objektrepräsentation enthält keine speziﬁschen Bildmerkmale, die
einen direkten Vergleich zwischen Vorwissen und betrachtetem Gegenstand ermöglichen.
Stattdessen müssen die geometrischen Grundkörper des Gegenstands in den Bilddaten
identiﬁziert werden. Je nach Gegenstand kann die Skalierung und Lage der Grundkör-
per variieren und sie können sich abhängig vom Blickwinkel gegenseitig verdecken. Zur
Erkennung des Gegenstands wurde ein neues Konzept entwickelt, das die Grundkörper-
topologie anhand der Gegenstandssilhouette identiﬁziert. Die geometrischen Variationen
der Grundkörpersilhouetten liegen in Form von Punktverteilungsmodellen vor, die sich
mit einem Active-Shape-Verfahren identiﬁzieren lassen. Ein rekursiver Algorithmus zer-
legt die Kontur der Gegenstandssilhouette sukzessive in Teilkonturen, bis jedes Kontur-
segment einem bekannten Grundkörper zugeordnet wurde. Unter Berücksichtigung von
Analyseergebnissen aus bis zu drei Ansichten schließt das System auf den vorliegenden
Objekttyp, kann dann mit Hilfe des Vorwissens eine geeignete Greifstrategie auswählen
und diese ausführen.
Die Untersuchungen wurden prototypisch mit der DLR-Hand durchgeführt. Da dieser
anthropomorphe Endeﬀektor nicht als Hardware zur Verfügung stand, fand die Evalu-
ierung des Verfahrens in einer virtuellen Umgebung statt, wodurch auch das Problem
der Bildsegmentierung vereinfacht wurde. Von 17 verschiedenen Haushaltsgegenstän-
den, die sich jeweils einzeln in bekannter Position und unbekannter Ausrichtung auf
einer ebenen Tischoberﬂäche befanden, wurden 16 korrekt identiﬁziert. Von 133 unter-
schiedlichen Griﬀen führten lediglich 18 aufgrund von Verzögerungen bei der Regelung
der Endeﬀektorlage zu keiner stabilen Fixierung.
Die Ergebnisse zeigen, dass bei einer fehlerfreien Segmentierung der Objektkontur anstel-
le von speziﬁschen Bildmerkmalen auch qualitative Formbeschreibungen zur Objekter-
kennung herangezogen werden können. Im Gegensatz zur klassischen merkmalsbasierten
Beschreibung ermöglicht es diese Art der Repräsentation, vordeﬁnierte Greifstrategien
ﬂexibel auf formähnliche Objekte anzuwenden, ohne die optimale Greiferstellung unter
hohem Zeitaufwand zu berechnen.
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Kapitel 1
Einleitung
Als im Jahr 1961 der erste rechnergesteuerte Industrieroboter namens UNIMATE bei
General Motors zum Einsatz kam, begann im Bereich der Massenproduktion ein neu-
es Zeitalter. Dort zeichnen sich diese mechanischen Arme, die auch als Manipulatoren
bezeichnet werden, seitdem durch hohe Produktivität und Kosteneﬃzienz aus, da die
Leistung der installierten Systeme bei sinkenden Kosten kontinuierlich steigt. Gegen-
über dem menschlichen Arbeiter sind die Maschinen in der Lage, spezielle Aufgaben mit
gleichbleibend hoher Präzision und großer Geschwindigkeit bei vergleichsweise geringen
Ausfallzeiten durchzuführen. Aus diesen Gründen nahm der Automatisierungsgrad im
produzierenden Gewerbe bislang stetig zu. Nach Schätzungen der International Fede-
ration of Robotics stieg die Zahl der in Deutschland eingesetzten Industrieroboter von
120.544 im Jahr 2004 auf 132.300 im Jahr 2006. Weltweit lag die prozentuale Steigerung
noch höher.
Die im Produktionsumfeld eingesetzten Systeme sind stationär installiert und arbei-
ten in einer strukturierten Umgebung, die sich nicht dynamisch verändert. Daher ist
es gewöhnlich kosteneﬃzient, die Maschinen nur auf die nötigsten sensorischen, aktori-
schen und intellektuellen Fähigkeiten zu reduzieren. So führen Industrieroboter ihre
Aufgaben innerhalb eines abgesperrten Sicherheitsbereiches ohne jegliche Erfassung der
Umgebungssituation durch. Dabei verwenden sie spezielle, am Ende des Manipulators
montierte, Werkzeuge (so genannte Endeﬀektoren). Diese können aufgrund der selten
wechselnden Abläufe ausschließlich für eine Aufgabe konstruiert werden. Es handelt sich
in der Regel um einfache Zwei-Backen-Greifer, die bei Bedarf große Kräfte übertragen
und durch Formschluss zusätzliche Robustheit bieten können.
Der Zweig der mobilen Robotik entwickelte sich parallel zu den stationären Industriero-
botern. Während sich Grey Walters elektromechanische Turtles in den späten 40er
Jahren des letzten Jahrhunderts nur über eine direkte Reiz-Reaktions-Kopplung auf ei-
ne Lichtquelle zubewegen konnten [Wal50], sind mobile autonome Systeme heute in der
Lage, Ziele auf Basis visueller Informationen anzusteuern (visual homing) [GJB+00].
Die Arbeiten von Smith et al. [SSC90] sowie Leonard und Durrant-Whyte [LDW91]
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legten Grundlagen für eine statistische Basis, mit der sich Relationen zwischen senso-
risch unsicher erfassten Positionen von Landmarken modellieren lassen. Dies ermöglicht
heutigen Systemen, eine unbekannte Umgebung sukzessive zu kartieren und sich gleich-
zeitig in dieser zu lokalisieren (simultaneous localization and mapping) [TBF05]. Durch
diese Fähigkeit erschließen sich neue Anwendungsgebiete, die den Einsatz von mobi-
len assistiven Systemen, so genannten Service-Robotern, ermöglichen. Während derzeit
im professionellen Umfeld insbesondere Potenzial für medizinische Assistenz und Rei-
nigungsroboter gesehen wird, ﬁnden sich im privaten Bereich Applikationen wie bei-
spielsweise Hausüberwachung, autonomes Staubsaugen oder Entertainment. Durch die
absehbare demographische Entwicklung in den westlichen Industrieländern ist ein stark
wachsender Anteil an älteren Personen zu erwarten, die von Assistenzdiensten proﬁtieren
können. Die Einbindung von technischen Hilfsmitteln wird dieser Bevölkerungsgruppe
eine größere Unabhängigkeit von Pﬂegediensten ermöglichen.
Neben der Fähigkeit zur autonomen Navigation sollten mobile assistive Systeme in der
Lage sein, selbstständig mit der Umgebung zu interagieren, und müssen daher insbeson-
dere unter dem Aspekt der Manipulation eine hohe Flexibilität aufweisen, die letztlich
der entscheidende Faktor für ihre Absatzfähigkeit sein wird. Anders als bei stationär
installierten Industrierobotern steht bei Service-Robotern, die in unstrukturierten dy-
namischen Umgebungen operieren sollen, die Manipulation unterschiedlich geformter
Objekte im Vordergrund. Dies erfordert komplexe Endeﬀektoren, die ihren Griﬀ je nach
vorliegender Objektgeometrie geeignet anpassen können.
Die Fortschritte auf den Gebieten der Mikroelektronik, der Mechatronik und der Werk-
stoﬀkunde ermöglichen heutzutage den Bau von anthropomorphen Greifern. Diese äh-
neln in ihrem Aussehen und hinsichtlich ihrer Beweglichkeit der menschlichen Hand.
Aufgrund der hohen Anzahl an Freiheitsgraden lassen sich mit einem solchen Endeﬀektor
eine Vielzahl unterschiedlicher Greifstrategien ausführen. Die Planung dieser Strategi-
en ist jedoch sehr rechenaufwändig. Neben den Produktionskosten für anthropomorphe
Greifer ist dies ein weiteres Hindernis für deren erfolgreiche Vermarktung.
Kommerziell verfügbare Service-Roboter erledigen bislang lediglich Spezialaufgaben, die
keine umfangreiche sensorische Erfassung der Umwelt erfordern. Der Hauptgrund für
diese Einschränkung liegt in der Komplexität der Sensordatenverarbeitung, die solche
Systeme durchführen müssen, um kollisionsfrei und zeitlich eﬃzient zu arbeiten. Auf-
grund des hohen wirtschaftlichen Potenzials gibt es Bestrebungen, die Fähigkeiten mo-
biler Roboter derart zu erweitern, dass komplexere Aufgaben im häuslichen Umfeld,
wie Assistenzdienste in der Küche [PZD06], durchgeführt werden können (siehe Abbil-
dung 1.1). Dazu ist es notwendig, die menschlichen Fähigkeiten im Bereich Wahrneh-
mung, Sensordatenverarbeitung und Interaktionsfähigkeiten technisch nachzubilden. Be-
trachtet man auf dem Markt verfügbare optische und akustische Sensorik, dann scheinen
die Geräte hinsichtlich der Datenaufnahme den Wahrnehmungsorganen des Menschen
nahe gekommen zu sein. Eine leistungsgleiche maschinelle Interpretation der Sensorda-
ten scheitert derzeit jedoch an den kaum verstandenen kognitiven Vorgängen im Gehirn.
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Menschen greifen bei der Interpretation ihrer visuellen Eindrücke auf Modellwissen über
die Umwelt zurück, das sie im Laufe ihres Lebens gesammelt haben. Dieses Wissen wird
täglich erweitert und angepasst. Autonome Systeme besitzen aufgrund der durch die
Elektronik vorgegebenen Beschränkungen wie verfügbarer Speicherplatz oder Verarbei-
tungsgeschwindigkeit nur einen kleinen Ausschnitt des modellierbaren Umweltwissens.
So beschränkt sich die Verarbeitung der Sensordaten heute auf Teilaspekte, die der
jeweiligen Anwendung angepasst sind und damit die Einsatzbreite und das Vermark-
tungspotenzial einschränken. Neben technischen Einschränkungen wie Stromversorgung
oder ungenauer Aktorik bleiben die navigatorischen und manipulativen Fähigkeiten des
Menschen unerreicht.
(a) (b)
Abbildung 1.1: Zwei Szenarien zukünftiger Anwendungen für Service-Robotik im häuslichen
Umfeld: (a) Victoria: Ein autonomer Rollstuhl mit Manipulator zur Assis-
tenz für körperlich eingeschränkte Personen [BRCK04]. (b) ARMAR-III: Ein
humanoides System zur Unterstützung im Haushalt [ARA+06].
Diese Arbeit soll einen Beitrag dazu leisten, die Manipulationsfähigkeiten mobiler Service-
Roboter zu erweitern. Dazu wird eine allgemeine Codierungsform des Umweltwissens
entwickelt, die im Gegensatz zu aktuellen Repräsentationen nicht auf spezielle Aufga-
ben zugeschnitten ist.
1.1 Rahmenbedingungen
Bei der Entwicklung eines Service-Roboters mit Manipulationsfähigkeiten müssen ver-
schiedene Kriterien erfüllt werden, um dessen Alltagstauglichkeit zu gewährleisten.
Mobilität: Ein Service-Roboter sollte eine Vielzahl an verschiedenen Aufgaben erledi-
gen können. Er muss daher seine gesamte Sensorik und Aktorik selbstständig in seinem
Umfeld bewegen können, um von einem Arbeitsplatz zum nächsten zu gelangen oder um
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eine geeignetere Position zur Durchführung einer Aufgabe einzunehmen. Dies erfordert
eine mobile Plattform und autark betriebene Aktorik, Sensorik und Datenverarbeitung.
Das Gesamtsystem sollte zum einen möglichst kompakt gebaut sein, um in engen Räum-
lichkeiten kollisionsfrei navigieren zu können, und zum anderen derart energiesparend
konzipiert werden, dass es lange von externer Stromversorgung unabhängig ist. Daraus
ergibt sich die Einschränkung, möglichst leichte und kompakte Aktorik und Sensorik zu
verwenden.
Flexibilität: Da das genaue Einsatzumfeld bei der Entwicklung nicht bekannt ist, muss
das autonome System in der Lage sein, sich in unbekannter Umgebung zurecht zu ﬁnden.
Dazu zählt insbesondere die Interaktion mit unbekannten Gegenständen. Diese müssen
sensorisch erfasst und identiﬁziert werden, bevor sie gegriﬀen oder in anderer Weise ma-
nipuliert werden können. Dem Menschen dienen visuelle Reize zur Lokalisierung, Identi-
ﬁzierung und Lageschätzung von Objekten. Dieser Mechanismus lässt sich mit Hilfe von
Bildverarbeitungsalgorithmen für ein technisches System nachbilden. Um sicherzustel-
len, dass unbekannte Gegenstände korrekt identiﬁziert werden, ist es unter Umständen
notwendig, diese von mehreren Blickwinkeln aus zu analysieren. Unbeweglich auf dem
System montierte Sensorik würde hierbei eine Repositionierung der mobilen Plattform
erfordern. Daher ist es sinnvoller, eine so genannte eye-in-hand -Konﬁguration zu ver-
wenden, bei der der Bildsensor am Ende der kinematischen Kette eines mehrgliedrigen
Manipulators angebracht ist und in wechselnde Positionen bewegt werden kann, ohne
den Roboter rangieren zu müssen. Dieser Vorgang nennt sich aktive Exploration (auch
active perception [Baj88] oder active vision [Alo93] genannt). Hierbei handelt es sich um
einen intelligenten Datenakquisitionsprozess, bei dem das autonome System selbststän-
dig die Lage der Kamera im Raum in Abhängigkeit der vorherigen Sensordatenanalyse
adaptiert, um eine größtmögliche Informationsmenge aus den Daten zu extrahieren.
Durch die mehrfache Betrachtung der Szene aus unterschiedlichen Blickwinkeln können
Unsicherheiten bei der Verarbeitung der Sensordaten, z.B. fehlende Merkmale durch
Verdeckung und fehlende Attribute wie die Entfernung von Gegenständen, berechnet
werden.
Anthropomorphes Greifen: Service-Roboter arbeiten in einem Umfeld, das nicht auf
die Bedürfnisse autonomer Systeme, sondern auf den Menschen und dessen physische
Fähigkeiten zugeschnitten wurde. Der Roboter muss daher mit einer großen Menge an
unterschiedlich geformten Objekten umgehen können. Wie in Abbildung 1.2 zu sehen,
kann ein einzelnes Objekte auf mehrere Arten gegriﬀen oder manipuliert werden. Ein
technisches System kann die manipulativen Fähigkeiten der menschlichen Hand nur dann
nachbilden, wenn es eine möglichst ähnliche Kinematik besitzt. Dies erfordert den Ein-
satz eines anthropomorphen Endeﬀektors, der das letzte Glied der kinematischen Kette
eines Manipulators bildet. Der Begriﬀ anthropomorph bezeichnet hierbei die Fähigkeit,
einen Finger des Endeﬀektors gegenüber wenigstens zwei weiteren Fingern opponierend
zu platzieren. Aufgrund bautechnischer Einschränkungen weisen die Gelenke der heut-
zutage verfügbaren Manipulatoren weniger Freiheitsgrade als die des menschlichen Arms
auf, so dass nur der Greifer als anthropomorph bezeichnet werden kann.
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Abbildung 1.2: Verschiedene Griﬀmöglichkeiten am Beispiel einer Tasse. Die Kraft wird ent-
weder per Kraftgriﬀ über die Handﬂäche (links) oder per Präzisionsgriﬀ über
die Fingerspitzen (Mitte) ausgeübt. Im rechten Bild ﬁxiert die Hand das Ob-
jekt durch Schluss der Fingerspitzen (formschlüssiger Griﬀ).
Zuverlässigkeit: Die Analyse von bildbasierten Sensordaten unterliegt Störungen. Zu-
nächst können sich die Umweltbedingungen durch Beleuchtungsschwankungen dyna-
misch ändern. Zusätzlich wird der Abbildungs- und Ausleseprozess auf dem bildgeben-
den Sensorchip von unterschiedlichen Formen des Rauschens [LFG06] beeinﬂusst. Dies
verändert die Bilddaten und damit die Ergebnisse der Datenanalyse. Es ist daher wich-
tig, dass diese Störungen in der Entwicklungsphase berücksichtigt und die Systeme unter
realen Umweltbedingungen getestet werden.
Schnelle Aktionsausführung: Die Verarbeitung von Sensordaten und die Planung
von Aktionen benötigt Rechenzeit. Das System sollte jedoch innerhalb von deﬁnierten
Zeitschranken reagieren können. Der aktuelle Stand der verfügbaren Rechenleistung und
die Menge an zu verarbeitenden Daten erschweren die Erfüllung dieses Kriteriums bis-
lang erheblich. Daher ist es wichtig, die Komplexität der zu entwickelnden Algorithmen
bereits im Vorfeld zu berücksichtigen und Lösungen zu suchen, die keine aufwändigen
Berechnungen erfordern.
1.2 Vorwissen zur Unterstützung des Greifprozesses
Der Mensch greift bei der Analyse seiner Umwelt und der Planung von Aktionen auf
Vorwissen zurück, das er im Lauf seines Lebens gesammelt hat. Dieses Vorwissen umfasst
unter anderem das Aussehen von Objekten, ihre geometrische Form und physikalische
Eigenschaften wie die Massenverteilung. Auch ein autonomes System benötigt Vorwis-
sen, um sich in seiner Umgebung zurecht zu ﬁnden und Aktionen durchzuführen. Die
zentralen Fragen, die sich bei der Entwicklung von Greif-Systemen stellen, lauten:
• Welches Wissen über die Umwelt muss a-priori modelliert und als Vorwissen zur
Verfügung gestellt werden?
• Welche Informationen können zur Laufzeit aus den Sensordaten extrahiert werden?
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Das Vorwissen muss dem System in geeigneter Form zur Verfügung gestellt werden und
benötigt damit Speicherplatz. Eine umfassende Modellierung der Umwelt würde den
Rahmen heutiger Speicher- und Verarbeitungskapazitäten sprengen [Kef01], da sowohl
das Aussehen als auch die Form und physikalische Eigenschaften jedes möglichen Ge-
genstandes gespeichert werden müssten. Der Umfang des Vorwissens sollte daher auf
die Menge von Informationen begrenzt werden, die für die durchzuführenden Aktionen
von Relevanz sind. Zur Bestimmung eines Griﬀs ist zunächst nur die Form des Gegen-
standes relevant. Sie kann zur Laufzeit mit Hilfe von Sensordaten ermittelt werden. Soll
darüber hinaus ein möglichst stabiler Griﬀ bestimmt werden, dann sind physikalische
Eigenschaften des Objektes von Interesse. Die menschliche Hand ist aufgrund ihrer ho-
hen Rezeptordichte ein komplexes Sinnesorgan, das der bewussten aktiven Exploration
von Form, Gewicht, Oberﬂäche und Temperatur dient [ST97]. Vergleichbar sensible Sen-
sorik ist für anthropomorphe Endeﬀektoren noch nicht verfügbar. Bei der Durchführung
eines Griﬀes kann die Masse des ﬁxierten Gegenstandes lediglich grob geschätzt werden.
Wird er nicht in der Nähe seines Massenschwerpunktes gegriﬀen, dann kann er ungewollt
aus der Fixierung rutschen1. Diese Bewegung kann sensorisch erfasst, ausgewertet und
zur Bestimmung einer stabileren Griﬀposition genutzt werden. In der vorliegenden Ar-
beit wird jedoch davon ausgegangen, dass die im Vorwissen modellierten Informationen
zur Bestimmung eines stabilen Griﬀs ausreichend sind. Das Vorwissen fasst dabei Geo-
metrien formähnlicher Objekte in Kategorien zusammen. Statt speziﬁscher Gegenstän-
de werden Kategorien identiﬁziert, deren typische physikalische Eigenschaften a-priori
bekannt sind. Diese Identiﬁkation ist auch unter dem Aspekt der Mensch-Maschine-
Kommunikation von Bedeutung, da Menschen Gegenstände in der Regel nicht über sen-
sorisch direkt erfassbare Parameter referenzieren (Greife Objekt an Position 23,45,11),
sondern über den Namen der Objektkategorie (Greife den Hammer).
Betrachtet man den Greifprozess des Menschen, so lassen sich unterschiedliche Phasen
identiﬁzieren, die nacheinander durchlaufen werden. Zuerst wird ein Gegenstand im
Hinblick auf seine Form und Lage analysiert, dann wird ein sinnvoller Griﬀ geplant und
schließlich die Hand per Hand-Auge-Koordination zum Griﬀ geführt. Bei der technischen
Realisierung dieses Ablaufes müssen alle drei Phasen, wie in Abbildung 1.3 gezeigt, durch
Sensordaten und geeignetes Vorwissen unterstützt werden.
1.2.1 Objekterkennung
In der Phase der Objekterkennung werden alle relevanten Details der betrachteten Sze-
ne identiﬁziert. Dieser Identiﬁkationsschritt erfordert Vorwissen über das Aussehen von
Objekten, die sich in der Szene beﬁnden können. Es gibt derzeit im Rahmen der Wis-
1Bei einem Zylinder mit homogener Massenverteilung liegt der Massenschwerpunkt an der gleichen
Stelle wie der geometrische Schwerpunkt, so dass ein Griﬀ in der Mitte des Körpers die höchste Stabilität
aufweist. Bei einem Hammer kann davon ausgegangen werden, dass der Kopf des Hammers eine größere
Masse besitzt. Der für die Griﬀstabilität relevante Massenschwerpunkt wandert damit in Richtung des
Kopfes, so dass eine rein geometrische Betrachtung zur Bestimmung des optimalen Griﬀs nicht ausreicht.
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Abbildung 1.3: Die technische Umsetzung eines Greifprozesses sollte sich an den Phasen des
menschlichen Greifvorgangs orientieren. Die drei Phasen erfordern sowohl
sensorisch ermittelte als auch a-priori bekannte Informationen über den zu
greifenden Gegenstand.
senscodierung für autonome bildgestützte Manipulatoren zwei unterschiedliche Verfah-
ren, deren Unterschied in Abbildung 1.4 vereinfacht illustriert wird. Bei der bild- oder
auch ansichtenbasierten Codierung (appearance based), wie bei [KC03], werden prägnan-
te speziﬁsche Merkmale der Gegenstände aus verschiedenen Ansichten modelliert. Die
Merkmale ergeben sich aus den verwendeten Bildverarbeitungsalgorithmen und liegen in
der Objektrepräsentation numerisch codiert vor. Die Modellierung der Repräsentation
ist zeitlich aufwändig und erfordert ein möglichst exakt kalibriertes Aufnahmesystem.
Je exakter die Modellierung ist, desto sicherer können die im Greifprozess aus den Bild-
daten akquirierten Merkmale in der Repräsentation wieder gefunden werden, um so
einen Rückschluss auf das vorliegende Objekt und dessen Lage im Raum zuzulassen.
Diese Form der Modellierung schränkt jedoch die Flexibilität der Objekterkennung ein.
Je detaillierter die Beschreibung ist, desto fehleranfälliger ist die Erkennung bei Mehr-
deutigkeiten der Bildverarbeitung [Mül01]. Da die Merkmale bei unterschiedlichen Ob-
jekten variieren, verursachen kleine Änderungen im Aussehen große Änderungen in der
Objektrepräsentation. Dies erzwingt bei visuell leicht unterschiedlichen Gegenständen
die Erstellung separater Repräsentationen. Damit stößt das Verfahren bei größeren Ob-
jektmengen an seine Grenzen, da es immer schwieriger wird, die einzelnen Gegenstände
eindeutig voneinander zu unterscheiden. Darüber hinaus lassen die betrachteten Merk-
male wie Ecken [ST94] oder SIFT-Punkte [Low04] keinen direkten Rückschluss auf die
Form des Gegenstandes zu, da sie sich lediglich aus der Farbverteilung der Objekttextur
ergeben.
Die modellbasierte Codierung (model based) verwendet numerische Parameter wie die
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Lage von Ecken oder Kanten der Objektgeometrie. Die daraus resultierende Reprä-
sentationsform ist allgemeiner formuliert als die der ansichtenbasierten Codierung, da
die entsprechenden Merkmale nicht farb-, sondern formspeziﬁsch sind und Gegenstän-
de somit unabhängig von ihrer Farbe erkannt werden können. Dennoch variieren auch
diese Parameter bei wechselnder Skalierung des Gegenstandes, so dass für jede Ska-
lierungsmöglichkeit eine separate Repräsentation erforderlich ist. Auch diese Art der
Codierung schränkt daher die Generalisierungsfähigkeit und die Flexibilität der Objekt-
identiﬁkation ein.
Abbildung 1.4: Vereinfachte Illustration des Unterschiedes zwischen ansichtenbasierter Co-
dierung, die Texturmerkmale enthält, und modellbasierter Codierung, die
sich an der Objektgeometrie orientiert.
Um die Nachteile der bestehenden Codierungsformen hinsichtlich der Generalisierung
zu überwinden, stützt sich die in dieser Arbeit entwickelte Repräsentation nicht auf eine
speziﬁsche Beschreibung des gesamten Gegenstandes, sondern auf qualitative Teilbe-
schreibungen der geometrischen Komponenten, aus denen er sich zusammensetzen lässt.
Diese Teilbeschreibungen basieren auf Erkenntnissen der Forschung über den mensch-
lichen Wahrnehmungssinn. Ergebnisse von Untersuchungen Biedermans aus den 80er-
Jahren [Bie87] legen nahe, dass Menschen Objekte nicht durch mentalen Vergleich mit
blickrichtungsabhängigen 2D-Ansichten wieder erkennen, sondern diese mit einer drei-
dimensionalen Form abgleichen. Weiterhin zeigen die Ergebnisse, dass alle Menschen
komplexe Objekte auf gleiche Art und Weise in Komponenten zerlegen (siehe Abbil-
dung 1.5). Für diese volumetrischen Grundprimitive prägt Biederman den Namen Ge-
ons. Sie zeichnen sich dadurch aus, dass sie sich von den meisten Blickwinkeln aus
leicht voneinander unterscheiden lassen und ihre Identiﬁzierung unempﬁndlich gegen-
über Rauschen ist. Der zur Objekterkennung nötige Teil der Repräsentation speichert
daher lediglich die Geontypen und ihre topologische Anordnung.
Bei der Modellierung des Vorwissens werden die Objekte in geometrische Teilkompo-
nenten zerlegt. Während der Objekterkennung ﬁndet ein Vergleich der Bilddaten mit
dem zuvor generierten Vorwissen statt, um einzelne Teilkomponenten und anhand de-
ren Topologie die Gegenstände zu identiﬁzieren. Bei diesem Vergleich wird das Objekt
zunächst lokalisiert und dann von mehreren Ansichten aus sensorisch exploriert, um die
Geometrie zu ermitteln.
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Abbildung 1.5: Links: Eine Auswahl geometrischer Grundkomponenten, so genannte Geons.
Mit diesen Geons lassen sich verschiedene Objekte (Mitte) einer Kategorie
vereinfacht darstellen (rechts). Dies wird hier am Beispiel der Kategorie Fla-
sche verdeutlicht.
Aktuelle Arbeiten verwenden bei der Exploration entfernungsmessende Sensorik, die
entweder außerhalb des Manipulators angebracht ist [TK02] oder auf dem Endeﬀektor
eines Industrieroboters montiert wurde ([WJL+05], [GADA05]). Aufgrund der bautech-
nischen Größe eignen sich diese jedoch nicht für mobile Anwendungen. Geeigneter ist
bilderfassende Sensorik, die jedoch bislang hauptsächlich bei Systemen eingesetzt wird,
die nicht der Manipulation, sondern der reinen Objekterkennung oder -rekonstruktion
dienen. Dabei ﬁnden entweder mehrere fest platzierte Kameras ([WM03], [MCGV04])
oder Anordnungen mit einer Kamera und einem Drehteller [ES04] Verwendung. Unter
Berücksichtigung der Anforderung an die Mobilität wird in dieser Arbeit statt dessen
eine einzige Greiferkamera eingesetzt. Abhängig von den letzten Analysergebnissen be-
rechnet das System eine neue Sensorposition und akquiriert auf diese Weise Bilder aus
verschiedenen Ansichten, bis der Gegenstand komplett visuell exploriert wurde (active
vision).
Die Objektbeschreibung verzichtet zugunsten der Generalisierungsfähigkeit auf speziﬁ-
sche Farbinformationen. Um einen Gegenstand in den Bilddaten vom Hintergrund un-
terscheiden zu können, ist Vorwissen über die farbliche Erscheinung (im Folgenden als
Farbsignatur bezeichnet) des Bildhintergrundes erforderlich. Mit Hilfe dieses Vorwissens
kann die Farbsignatur des betrachteten Gegenstandes in einem vorverarbeitenden Seg-
mentierungsschritt ermittelt und bei in den nachfolgenden Prozessschritten eingesetzt
werden.
Die neuartige Form der Wissenscodierung erfordert neue Ansätze im Bereich der Ob-
jekterkennung, die von den aktuell verwendeten Verfahren der ansichten- und modell-
basierten Erkennung abweichen. Diese Arbeit untersucht unterschiedliche Methoden.
Die Identiﬁkation geometrischer Teilkomponenten auf Basis der Silhouettenform des
Objektes (siehe Abbildung 1.6) wird genauer betrachtet. Daneben werden jedoch auch
alternative Analysemethoden erörtet, die die Lage einzelner Komponenten aus reinen
2D-Bildmerkmalen ableiten oder vor der Identiﬁkation einzelner Komponenten eine Re-
konstruktion der dreidimensionalen Form des Gegenstandes durchführen.
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Abbildung 1.6: Visuell akquirierte Sensordaten müssen analysiert und interpretiert werden.
Eine Möglichkeit ist der Vergleich von zweidimensionalen Merkmalen wie
Bildkanten mit der symbolischen Beschreibung. Alternativ kann das System
die 3D-Form des betrachteten Objektes rekonstruieren und mit bekannten
Grundkörper-Topologien abgleichen.
1.2.2 Griﬀermittlung und Griﬀausführung
Bei der Planung eines geeigneten Griﬀs liefern nach [ST97] höhere motorische Zentren im
menschlichen Gehirn eine Zielvorgabe für eine grobe Handbewegung, die durch extrin-
sische Objektparameter wie Position und Ausrichtung bestimmt wird. Sensomotorische
Regulationsmechanismen führen die Hand bis zum Kontakt mit dem zu manipulieren-
den Objekt. Die Bewegungsgeschwindigkeit nimmt dabei einen glockenförmigen Verlauf
an, so dass in der Endphase der Bewegung eine hohe Zielgenauigkeit erreicht wird. In
dieser Phase wird die Hand nach intrinsischen Objekteigenschaften wie Größe, geschätz-
tem Gewicht und Form für einen bestimmten Greiftyp vorgeformt (pre-shaping). Nach
[RFGF96] liegen häuﬁg verwendete Griﬀtypen neuronal codiert im menschlichen Gehirn
vor und werden durch den sensorischen Reiz der visuellen Objekterkennung aktiviert.
Die verschiedenen Griﬀtypen lassen sich in zwei Greifarten einteilen. Schwere Gegenstän-
de werden mit einem stabilen Kraftgriﬀ von der Hand umschlossen, leichte mit einem
Präzisionsgriﬀ erfasst, bei dem nur die Fingerspitzen den Gegenstand berühren (siehe
auch Abbildung 1.2).
So wie der Mensch eine Vielzahl an Griﬀen ausführen kann, so gibt es auch bei der
Ermittlung eines stabilen Griﬀs für den anthropomorphen Endeﬀektor eines autonomen
Systems eine Vielzahl an Freiheitsgraden, die berücksichtigt werden müssen. Dies stellt
analytische Ansätze, die die bestmögliche Griﬀstabilität mathematisch berechnen, vor
eine große Herausforderung. In dieser Arbeit werden daher Griﬀheuristiken eingesetzt,
die Griﬀe qualitativ beschreiben. Das Konzept der Heuristiken basiert auf einer Ar-
beit von Mark R. Cutkosky [Cut89], der bei Beobachtungen von Maschinenschlossern
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feststellte, dass diese bei den meisten Arbeiten eine begrenzte Menge an Griﬀen verwen-
deten. Diese von ihm als Griﬀprototypen bezeichneten Griﬀe ordnete er in einer Hierar-
chie an, die in oberster Ebene zunächst Kraftgriﬀe (Finger und Handﬂäche umschließen
den Gegenstand) und Präzisionsgriﬀe (Finger ﬁxieren den Gegenstand) unterscheidet
und diese weiter unterteilt. Die von Cutkosky entwickelte Taxonomie wird auch in ak-
tuellen Forschungsprojekten, wie beispielsweise von Dillmann und Zöllner [DZ06], bei
der anthropomorphen Manipulation verwendet. Der zur Griﬀermittlung nötige Teil der
Objektrepräsentation enthält verschiedene Griﬀprototypen, die zusätzlich durch einige
formschlüssige Griﬀe ergänzt wurden. So sind direkt verwendbare Angaben vorhanden,
die die zur Ermittlung einer Greifstrategie nötige Rechenzeit signiﬁkant verkürzen.
Die Griﬀprototypen sind zunächst nicht für die komplette Grundkörpertopologie, son-
dern nur für einzelne Geons bekannt. Auf diese Weise kann bereits für eine bekannte
Geon-Zusammensetzung ohne Kenntnis der entsprechenden Objektkategorie ein Griﬀ
bestimmt werden. Die Durchführung einer komplexen Handlungsanweisung erfordert je-
doch in der Regel die Kenntnis der vorliegenden Objektkategorie. Daher wird zusätzlich
aus der Menge aller Griﬀe, die sich für die ermittelte Geontopologie ergeben, eine Un-
termenge von Griﬀen ermittelt, die sich für die entsprechende Objektkategorie eignen.
Griﬀe einzelner Geons, die aufgrund von aneinander stoßenden Flächen benachbarter
Körper nicht mehr durchführbar sind, werden automatisch ausgeschlossen. Die Priori-
sierung aller für ein Objekt verfügbaren Griﬀe hinsichtlich der Stabilität ist von der
Masse einzelner Geons abhängig. In dieser Arbeit werden die Prioritäten nicht automa-
tisiert vergeben, sondern während der Modellierung der Objektrepräsentation manuell
gesetzt.
1.2.3 Repräsentation des Vorwissens
Bislang betrachteten die meisten Forschungsgruppen die Phasen der Objekterkennung
und der Griﬀermittlung vorwiegend getrennt. Es existiert kein Konzept für eine Re-
präsentation, die Vorwissen von beiden Phasen integriert. Aus diesem Grund ist es
das Ziel dieser Arbeit, eine Repräsentationsform zu entwickeln, die nicht nur der Ob-
jekterkennung dient, sondern auch den oben beschriebenen Schritt der Griﬀermittlung
unterstützt.
Die Verarbeitung und Interpretation von komplexen Wissensinhalten im Rechner erfor-
dert zunächst eine formale Beschreibung dieser Informationen. Die klassische Darstellung
beruht auf rein numerischen Daten und wird beispielsweise bei der ansichtenbasierten
Codierung von Objektmerkmalen verwendet, indem die Merkmale als Vektoren gespei-
chert werden. Je nach Art der Wissensinhalte sind jedoch auch andere Darstellungsfor-
men geeignet. Liedtke und Ender [LE89] beschreiben Gegenstände über so genannte Fak-
ten. Dabei handelt es sich um symbolische Strukturen, die Wissen explizit ausdrücken
(Eine Zahnbürste besteht aus Bürste und Griﬀ), indem sie Relationen (besteht aus)
zwischen Konzepten (Zahnbürste, Bürste, Griﬀ) herstellen. Diese Darstellungsform be-
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zeichnet [BLR92] als symbolische Repräsentation (symbolic representation). Sie soll in
dieser Arbeit im Kontext des Greifprozesses neben der klassischen numerischen Darstel-
lung eingesetzt werden, um Objektkategorien zu modellieren.
Während die bisher verwendeten numerischen Repräsentationen Objektwissen instanz-
speziﬁsch beschreiben, bietet die in dieser Arbeit entwickelte Kombination von symbo-
lischer und numerischer Codierung die Möglichkeit, Objektkategorien in generalisierter
und damit ﬂexiblerer Form darzustellen. Wie in Abbildung 1.7 gezeigt, gibt es unter-
schiedliche Codierungsebenen. Die allgemeinen Formen der bekannten Geometrien und
die Griﬀprototypen liegen numerisch codiert vor. Die Beschreibung eines Geons inte-
griert Geometrieform und Griﬀprototypen. Die Repräsentation einer Objektkategorie
basiert wiederum auf der topologischen Relation einzelner Geons. Dieses komponenten-
basierte Form des Vorwissen kommt sowohl bei der Objekterkennung als auch bei der
Griﬀermittlung zum Einsatz.
Abbildung 1.7: Auf unterster Ebene liegen sowohl die Griﬀprototypen als auch verschiedene
Geometrien in numerischer Form vor. Die Codierung der Griﬀe besteht aus
Winkelangaben für die einzelnen Gelenke, die Codierung der Geometrien ist
vom verwendeten Objekterkennungsverfahren abhängig. Geons und Objekte
liegen auf höherer Ebene in symbolischer Form vor. Aus Platzgründen wurde
in der Abbildung auf eine vollständige Darstellung verzichtet. Neben den
abgebildeten Relationen existieren weitere Beziehungen, die beispielsweise
Nachbarschaften zwischen einzelnen Geons beschreiben.
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In dieser Arbeit werden Methoden zur Bestimmung eines geeigneten Griﬀes für an-
thropomorphe Endeﬀektoren untersucht und dafür unter anderem eine neuartige Ob-
jektbeschreibung entwickelt (siehe Abbildung 1.8). Anders als bisher soll diese sowohl
Informationen zur Objekterkennung als auch zur Griﬀermittlung integrieren. Die zur
Objekterkennung erforderlichen Daten liegen in Form qualitativ beschriebener Teilgeo-
metrien vor, so dass sich mit einer Beschreibung mehrere Instanzen einer Kategorie
gleichartiger Gegenstände lokalisieren, identiﬁzieren und erfolgreich greifen lassen.
Abbildung 1.8: Mit der ansichten- und modellbasierten Codierung existieren derzeit zwei
Verfahren zur Modellierung von instanzspeziﬁschen Vorwissen für die Objek-
terkennung. In dieser Arbeit wird eine neue Repräsentation entwickelt, die
ein Objekt als eine Topologie von geometrischen Komponenten codiert und
zusätzlich Informationen für die Griﬀermittlung integriert. Da diese Kompo-
nenten qualitativ modelliert vorliegen, kann mit einer einzigen komponenten-
basierten Repräsentation eine ganze Kategorie ähnlicher Objekte beschrieben
werden.
Phase 1 (Objekterkennung): Die neuartige Form der Beschreibung von Gegenstän-
den erfordert eine Weiterentwicklung der klassischen Objekterkennungsmethoden, die
bislang erfolgreich im Bereich der Objekterkennung eingesetzt wurden. Die vorgestellte
Methodik wird zunächst anhand eines Szenarios mit einfarbigen Objekten und homo-
genem Hintergrund vorgestellt und evaluiert. Zusätzlich ﬁndet jedoch auch eine Unter-
suchung der Leistungsfähigkeit des Verfahrens bei texturierten Objekten und inhomo-
genen Bildhintergründen statt. Unter dem Aspekt der Zuverlässigkeit trägt dies den
Herausforderungen der Verarbeitung von Bilddaten bei einer alltagstauglichen Anwen-
dung Rechnung. Weiterhin werden Einschränkungen hinsichtlich Aktorik und Sensorik
berücksichtigt, die sich durch die im Bereich der Service-Robotik einsetzbaren Hardware
ergeben.
Phase 2 (Griﬀermittlung): In dieser Phase wird mit Hilfe von Informationen über
geeignete Griﬀprototypen und Kontaktﬂächen ein stabiler Griﬀ für einen anthropomor-
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phen Endeﬀektor ermittelt. Die Griﬀermittlung wurde prototypisch mit der vierﬁngrigen
DLR-Hand (siehe Abbildung 1.9) evaluiert, da diese einen optischen Sensor in ihre Hand-
ﬂäche integriert, der sowohl bei der Objekterkennung als auch bei der Griﬀausführung
verwendet werden kann. Da der Greifer nicht in Hardware vorlag, fand die Evaluie-
rung in einer virtuellen Umgebung statt. Dabei wurde auf die gleiche Wissensbasis wie
bei der Objekterkennung zugegriﬀen wird und die Ausgangsdaten der Objekterkennung
verwendet.
Abbildung 1.9: Der ermittelte Griﬀ wird in einer virtuellen Umgebung ausgeführt, bei der
ein 3D-Modell (rechts) der DLR-Hand (links) [Deu07a] zum Einsatz kommt.
Phase 3 (Griﬀausführung): Die erfolgreiche Durchführung eines Griﬀes erfordert,
dass der Endeﬀektor adäquat vom Manipulator positioniert werden kann. Ist dies nicht
der Fall, dann muss das autonome System den Manipulator repositionieren. Diese Fähig-
keit wird ebenfalls in der virtuellen Umgebung getestet. Dazu ergänzt eine zusätzlich
modellierte mobile Plattform den Manipulator. Die Feinpositionierung des Endeﬀek-
tors wird mit den Daten eines virtuellen Bildsensors überwacht. Die in die Umgebung
integrierte Kollisionsdetektion kann Berührungen zwischen Endeﬀektor und Objekt fest-
stellen und simuliert auf diese Weise die taktile Sensorik der DLR-Hand.
Die zum Erreichen der genannten Ziele notwendigen Entwickungsschritte werden in
den folgenden Kapiteln dokumentiert. Kapitel 2 stellt zunächst den aktuellen Stand
der Technik und Forschung dar, indem aktuelle anthropomorphe Endeﬀektoren und
verschiedene Ansätze zur Objekterkennung und Griﬀermittlung vorgestellt und disku-
tiert werden. Kapitel 3 behandelt die im Rahmen dieser Arbeit entwickelte Kombina-
tion aus symbolischer und numerischer Objektrepräsentation. Kapitel 4 beschreibt die
Algorithmen zur Objekterkennung und erläutert die Extraktion der 2D- und der 3D-
Objekteigenschaften und den Vergleich dieser Eigenschaften mit der Objektrepräsenta-
tion. Gegenstand von Kapitel 5 ist die Vorstellung und Diskussion der Griﬀermittlung
und -durchführung. Im letzten Kapitel folgen eine Zusammenfassung und ein Ausblick
auf mögliche Erweiterungen.
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Stand der Technik und Forschung
Stationäre Manipulatoren kommen heutzutage überwiegend in der industriellen Ferti-
gung zum Einsatz. Nach einer aufwändigen Kalibrierung verrichten sie dort in hoher
Wiederholungszahl Aufgaben, die die Verwendung speziell gefertigter Endeﬀektoren er-
lauben. Das Einsatzgebiet anthropomorpher Endeﬀektoren ist dagegen bei mobilen An-
wendungen zu sehen. Diese erfordern eine höhere Flexibilität des eingesetzten Systems
bezüglich der zu manipulierenden Objekte und der zu verrichtenden Aufgaben. Ein
wichtiges Kriterium ist die Fähigkeit, eine Vielzahl an Gegenständen auch ohne exaktes
Vorwissen über deren Geometrie manipulieren zu können. Daraus ergibt sich die Pro-
blematik, dass vor der Planung der Manipulation zunächst mit Hilfe der verfügbaren
Sensorik analysiert werden muss, welches Objekt vorliegt.
In den folgenden Abschnitten wird zuerst ein Überblick über die Entwicklung geeig-
neter anthropomorpher Endeﬀektoren der vergangenen Jahre gegeben (Abschnitt 2.1).
Danach folgt im Abschnitt 2.2 ein Überblick über Methoden zur bildbasierten Identiﬁka-
tion und Lagebestimmung von Objekten. Zur Fixierung eines Gegenstandes mit einem
Greifwerkzeug sind zwei Teilprobleme zu lösen. Zum einen muss eine Angriﬀsrichtung
bestimmt werden, die unter anderem von der ermittelten Lage des Gegenstandes ab-
hängt. Zum anderen ist die Berechnung einer geeigneten Konﬁguration des Endeﬀektors,
also die Wahl einer speziellen Fingerstellung, notwendig. Der Abschnitt 2.3 beschreibt
existierende Techniken zur Bestimmung einer solchen Konﬁguration für die vorliegende
Kombination von Endeﬀektor und Objekt und stellt diese im Abschnitt 2.4 zusammen-
fassend gegenüber. Aus der Analyse der vorgestellten Systeme leitet sich der Beitrag
dieser Arbeit ab, der im Abschnitt 2.5 beschrieben wird.
2.1 Anthropomorphe Endeﬀektoren
Die Flexibilität menschenhandähnlicher Greifwerkzeuge basiert auf leistungsfähiger Ak-
torik und Sensorik. Die folgenden Abschnitte beleuchten diese Aspekte und stellen den
Stand der Technik anhand einiger ausgewählter mehrﬁngriger Endeﬀektoren dar.
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2.1.1 Kinematik
Die Bandbreite an unterschiedlichen Endeﬀektoren reicht von einfachen Hakengreifern
bis zu hochkomplexen mehrﬁngrigen Systemen. Unter den Greifern, die wenigstens einen
beweglichen Freiheitsgrad besitzen, lassen sich folgende Typen unterscheiden, die in
Abbildung 2.1 zu sehen sind:
• Parallelgreifer: Dieser besitzt genau einen rotatorischen oder translatorischen
Freiheitsgrad, der beide Backen des Greifers öﬀnet oder schließt. Aufgrund ihrer
geringen Komplexität werden diese kostengünstigen Endeﬀektoren in der Regel
für einfache Aufgaben eingesetzt und verfügen daher selten über taktile Sensorik.
Ein Beispiel für ein kommerziell erhältliches System mit Parallelgreifer ist der
MANUS-Manipulator [DLKVW05].
• Multi-DOF-Endeﬀektor: Diese Greifer verfügen über mehrere Freiheitsgrade
und bestehen aus mindestens drei Fingern. Ihre Bauform ist nicht primär der
menschlichen Hand nachempfunden, sondern orientiert sich an den zu erfüllenden
Aufgaben. Sie besitzen jedoch immer eine Handﬂäche und einen den anderen Fin-
gern opponierbaren Daumen. Die Barrett-Hand [Tow00] ist ein weit verbreiteter
Endeﬀektor dieser Art.
• Anthropomorphe Hand: Solche Greifer besitzen eine Form, die der menschli-
chen Hand ähnelt. Sie verfügen über zwei bis vier Finger und einen zusätzlichen
opponierbaren Daumen, eine ausgeprägte Handﬂäche und ein Handgelenk. Alle
Elemente sind in der Regel mit taktiler Sensorik ausgestattet. Einige dieser Endef-
fektoren wie [LTB+05] oder [KPK+06] besitzen ein Endoskelett, die meisten jedoch
ein Exoskelett1.
Im industriellen Umfeld werden aus Gründen der Kostenreduktion und Zuverlässigkeit
Parallelgreifer eingesetzt. Anthropomorphe Endeﬀektoren ﬁndet man dagegen im Be-
reich der Prothetik und der Assistenzrobotik. Die Gründe hierfür liegen zum einen dar-
in, dass das Einsatzgebiet dieser Werkzeuge auf den Menschen angepasst ist und damit
komplexere Interaktionsmöglichkeiten erfordert. Zum anderen erleichtert das menschen-
ähnliche Aussehen der Greifer den Umgang mit dem Gerät und erhöht so die Akzeptanz
des Benutzers.
Die Flexibilität eines Endeﬀektors steigt mit der Anzahl unabhängig voneinander zu be-
wegender Gelenke. In Analogie zu menschlichen Hand ist es daher interessant, für jeden
Finger ein Gelenk zu integrieren, das neben der Flexion auch die Abduktion und Ad-
duktion erlaubt. Während des Entwurfs anthropomorpher Greifer führen jedoch Aspek-
te wie Herstellungskosten, Baugröße und regelungstechnische Anforderungen dazu, die
1Bei einem Exoskelett werden alle Bauteile der Hand von einer stützenden Metallstruktur umhüllt.
Beim Endoskelett ist die Stützstruktur dagegen in Analogie zu den Knochen der menschlichen Hand
nicht sichtbar innerlich verbaut.
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Komplexität der Aktorik zu verringern. Dabei müssen Funktionalität und Komplexität
des Endeﬀektors sorgsam gegenüber gestellt werden. Bei Fingern, deren Beugung über
drei verkettete Gelenke realisiert wird, können die beiden distalen Gelenke über Seilzü-
ge gekoppelt werden. Auf diese Art lässt sich pro Finger ein Motor einsparen. Dieses
Prinzip der Kopplung wird auch als underactuation bezeichnet und führt zur der Un-
terscheidung von degree of freedom (DOF, Anzahl vorhandener Gelenke) und degree of
motion (DOM, Anzahl unabhängig steuerbarer Gelenke). Das wichtigste Element ei-
nes anthropomorphen Endeﬀektors ist der Daumen [LC00], der den anderen Fingern
gegenübersteht. Steigt deren Anzahl, dann erhöht das die Geschicklichkeit der Hand,
vergrößert die Zahl der greifbaren Objekte und erhöht die Stabilität des Griﬀs, so dass
sogar Mikrobewegungen [WOH06] durchgeführt werden können, ohne dass das Objekt
abrutscht. Nach [SIR06] lässt sich jedoch bereits mit drei dem Daumen gegenüberliegen-
den Fingern bereits eine Geschicklichkeit realisieren, die der menschlichen Hand nahe
kommt, so dass oft auf die Integration des kleinen Fingers verzichtet wird.
Bei einer hohen Anzahl an unabhängigen Freiheitsgraden kann es unmöglich werden,
die Aktorik in so genannter modularer Bauweise komplett in Handﬂäche und Fingern
unterzubringen. Integrierte Endeﬀektoren bilden, im Kontrast zu modularen Greifern,
eine Einheit mit ihrem zugehörigen Unterarm. Dies bietet wesentliche Vorteile bei der
Größen- und Formanpassung an die menschliche Hand, da der größte Teil der Aktorik
in den Unterarm ausgelagert werden kann. Die Kraftübertragung ﬁndet meist über Seil-
züge, ähnlich den Sehnen der menschlichen Hand, statt. Das zusätzliche Armsegment
kann jedoch die Montage des Endeﬀektors am Manipulator erschweren.
2.1.2 Sensorik
Ein universell einsetzbarer anthropomorpher Greifer benötigt neben Winkelsensoren zur
Erfassung seiner eigenen Gelenkstellungen primär taktile Daten, um die Feinmanipula-
tion von Gegenständen zu ermöglichen. Die entsprechenden Sensoren, beispielsweise
so genannte force sensitive resistors (FSR), müssen großﬂächig auf allen potenziellen
Kontaktﬂächen angebracht werden, insbesondere den Fingerinnenseiten und der Hand-
ﬂäche. Häuﬁg werden Momentensensoren verwendet, die die in den Gelenken wirkenden
Momente erfassen. Seltener werden Temperatur- oder Feuchtigkeitssensoren integriert.
Ebenso selten ﬁndet man auch integrierte Bildsensorik. Sie stellt jedoch für sichtgeführte
Greifvorgänge eine nützliche Informationsquelle dar.
2.1.3 Aktuelle Entwicklungen
Um einen Eindruck von dem aktuellen Entwicklungsstand zu vermitteln, werden im Fol-
genden einige mehrﬁngrige Endeﬀektoren kurz vorgestellt (siehe auch Abbildung 2.1)
und anschließend tabellarisch anhand ausgewählter Kriterien verglichen. Einen umfas-
senderen Überblick über diverse Endeﬀektoren liefern [BLMV02a] und [BLMV02b].
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Multi-DOF-Endeﬀektoren
Barrett-Hand [Tow00]: Bei der Barrett-Hand handelt es sich um einen Endeﬀektor mit
nur geringem Grad an Anthropomorphie, da sie nur sehr rudimentäre Ähnlichkeit mit
der menschlichen Hand besitzt. Mit ihrem opponierbaren Daumen und zwei gegenüber-
liegenden Fingern kann sie dennoch für viele Aufgaben eingesetzt werden und ist durch
ihre kommerzielle Verfügbarkeit seit 1999 so weit verbreitet, dass sie derzeit von vielen
Forschungsgruppen (z.B. [PFG04], [AC06], [LDSdlTA06]) im Bereich der anthropomor-
phen Manipulation eingesetzt wird. Die Sensorik der Barrett-Hand beschränkt sich auf
Winkelstellungs- und Momentensensoren in den Gelenken. In [PFG04] wird jedoch ge-
zeigt, dass sich zusätzliche taktile Sensorik an den drei Fingern anbringen lässt.
SARAH-Hand [LLSM06]: Die SARAH-Hand ist ein modularer dreiﬁngriger Greifer,
der von der Universität Laval für Anwendungen in der Weltraumrobotik konzipiert wur-
de. Der Endeﬀektor soll zukünftig zusammen mit dem Special Purpose Dextrous Ma-
nipulator (SPDM) auf der Internationalen Raumstation eingesetzt werden und dort
Wartungsarbeiten verrichten. Er besitzt keine eigenen Aktoren, so dass die Finger über
den SPDM mit Hilfe eines Diﬀerentialgetriebes geschlossen werden. Die Greifkraft ent-
spricht etwa 45 N und liegt damit deutlich oberhalb der Kräfte, die üblicherweise im
Bereich der Service-Robotik aufgebracht werden können. Mit einem Gewicht von 4.5 kg
und einer Länge von 38 cm ist er für mobile Manipulation nicht geeignet. Neben ei-
nem Parallelgriﬀ kann der Endeﬀektor auch zylindrische und kugelförmige Oberﬂächen
ﬁxieren.
Anthropomorphe Hände
DLR-Hand [BHKL98]: Am Institut für Robotik und Mechatronik des DLR wurde 1998
die DLR-Hand2 entwickelt. Das Ziel war es, trotz der hohen Zahl von zwölf unabhängigen
Freiheitsgraden sämtliche Aktuatoren entweder in der Handﬂäche oder direkt in den
vier Fingern unterzubringen. Um dieses Ziel zu erreichen, wurde die Hand allerdings um
etwa 50% größer als eine menschliche Hand konstruiert. Die DLR-Hand ist der einzige
anthropomorphe Endeﬀektor, in dessen Handﬂäche optional eine Stereokamera integriert
werden kann. Zusätzlich besitzt sie taktile 2-DOF-Kraftsensoren in den Fingerspitzen.
DLR/HIT-Hand [JJG+03]: Nachdem mit der DLR-II-Hand ein Nachfolger der DLR-
I-Hand mit deutlich geringerem Gewicht und höherer Aktorleistung vorgestellt wor-
den war, begann das DLR in Zusammenarbeit mit dem Harbin Institute of Technolo-
gy (HIT) eine multisensorielle Vier-Finger-Hand auf Basis der DLR-II-Hand zu entwi-
ckeln, die überwiegend aus handelsüblichen Komponenten hergestellt werden konnte.
Dies vereinfachte die Herstellung und senkte die Produktionskosten. Die Anzahl der
Sensoren wurden gegenüber der DLR-I-Hand reduziert, die Sensortechnologie jedoch
dem Stand der Technik angepasst. So verfügt die DLR/HIT-Hand beispielsweise über
6-DOF-Kraftsensoren in den Fingerspitzen.
2Die DLR-Hand wird teilweise auch DLR-I-Hand genannt, um sie von den Nachfolgemodellen DLR-
II-Hand und DLR/HIT-Hand abzugrenzen.
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UB-Hand-3 [LTB+05]: Das Laboratory of Automation and Robotics der Universität
Bologna entwickelt mit der dritten Version der UB-Hand einen integrierten Endeﬀektor
mit einem Endoskelett. Die stützende Struktur der fünﬃngrigen Hand ist komplett von
einer weichen, elastomeren Hülle umgeben, die die Skelettstruktur schützt und gleich-
zeitig einen besseren Kontakt zum Objekt ermöglicht. In dem Hand-Prototyp selbst ist
keine Sensorik untergebracht. Lediglich über die Positionsinformationen der im Unter-
arm verbauten Motoren lassen sich ungefähre Fingerwinkel berechnen.
Shadow-Hand [Com06]: Dieser kommerziell vertriebene, fünﬃngrige anthropomorphe
Greifer wird von der Shadow Robot Company entwickelt. Statt mit Elektromotoren wird
die zur Bewegung benötigte Kraft über eine pneumatische Konstruktion erzeugt, die in
Form und Funktion den menschlichen Muskeln ähnlich ist. In der Basisversion sind nur
Sensoren enthalten, die für die Aktorik wichtig sind. Optional kann die Hand jedoch
zusätzlich mit taktilen Sensoren an den Fingerspitzen ausgerüstet werden.
Karlsruhe-Lightweight-Hand [KPK+06]: Dieser an der Universität Karlsruhe ent-
wickelte anthropomorphe Endeﬀektor zeichnet sich durch äußerste Modularität aus.
Die Skelett-Teile und Gelenk-Aktuatoren werden über einheitliche Steckverbindungen
miteinander kombiniert. Auf diese Weise können ohne großen Entwicklungsaufwand ver-
schiedene Greifer konstruiert werden, die sich in Größe, Form und Anzahl der Freiheits-
grade unterscheiden. An Sensorik wurden in dem Prototypen lediglich Winkelsensoren
in den Gelenken und Luftdrucksensoren zur Überwachung der Aktorik untergebracht.
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2.2 Objekterkennung
Autonome Manipulation ist ohne die Berücksichtigung von Sensordaten nur in statischen
Umgebungen möglich, deren Zustand zu jedem Zeitpunkt klar deﬁniert ist. Dynamische
Szenen erfordern eine vorherige Analyse, deren Ziel die Identiﬁkation der vorhandenen
Objekte und die Bestimmung ihrer Lage im Raum ist. Die folgenden zwei Unterkapitel
erläutern aktuelle Techniken (2.2.1) und stellen die damit erzielten Ergebnisse verschie-
dener Forschungsgruppen dar (2.2.2). Daran anschließend erörtert Abschnitt 2.2.3 einen
alternativen Ansatz zur Objekterkennung nach Dickinson et al. [DPR92], bei dem Ob-
jekte anhand der Lage ihrer geometrischen Bestandteile erkannt werden.
2.2.1 Allgemeine Methodik
Das Problem der Identiﬁkation von Gegenständen aus den Sensordaten bezeichnet man
auch als Symbol Grounding Problem [Har99], bei dem der Rechner zwischen Objektbe-
schreibungen und ihren realen Instanzen in der Umwelt eine Beziehung herstellt. Die
Beschreibungen aller möglichen Instanzen müssen vor der Identiﬁkationsphase generiert
werden. Sie sollten aus allen erreichbaren Blickwinkeln eine korrekte Erkennung trotz
eventuell fehlerbehafteter Sensorik erlauben. Das Ziel der Lagebestimmung (im Engli-
schen pose estimation) ist die Ermittlung von Position und Orientierung der betrachte-
ten Instanzen.
Um den Umfang des notwendigen Objektvorwissens zu verringern werden üblicherweise
Merkmale gespeichert, die mit geringem Aufwand aus Sensordaten extrahiert werden
können. Die Wahl der Merkmalsart ist unter anderem von der gewählten Sensorik ab-
hängig. Im Bereich mobiler Robotik basierten die ersten Sensorsysteme häuﬁg auf Lauf-
zeitmessungen ausgesendeter Signale, wie beispielsweise bei den so genannten Laserscan-
nern. Diese emittieren fokussiertes Licht im Infrarotbereich. Durch gezielte Änderung der
Ausstrahlungsrichtung können Entfernungswerte für ein- oder zweidimensionale Berei-
che ermittelt werden. Die aus diesen Daten zu extrahierenden Merkmale orientieren sich
an Formbeschreibungen der Objekte. Obwohl diese punktförmige Abtastungsart auch
heute noch vielfach verwendet wird (z.B. [FNS04], [LSNH05]), kommen derzeit vermehrt
Sensorsysteme zum Einsatz, die die Szene komplett mit Infrarotlicht ausleuchten und
vermessen [BOL+06]. Alternativ werden heutzutage bilderfassende Sensoren eingesetzt,
die anstelle eines Entfernungswertes für jeden Bildpunkt ein Tupel aus drei Farbwerten
ermitteln. Die größere Datenmenge erhöht einerseits die Komplexität der Merkmalsex-
traktion, steigert jedoch andererseits den zur Verfügung stehenden Informationsgehalt.
Die entsprechende Codierung des Vorwissens kann sowohl auf Farb- und Texturmerk-
malen als auch auf Formbeschreibungen basieren. Da in dieser Arbeit eine Kamera als
Sensor eingesetzt wird, beschränken sich die folgenden Abschnitte auf bildbasierte Ver-
arbeitungsverfahren.
Bei der Codierung des Vorwissens haben sich in den letzten Jahren zwei unterschied-
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liche Ansätze etabliert. Ansichtenbasierte Verfahren (im Englischen appearance based)
codieren in einer numerischen Beschreibung die gesamte Ansicht des betrachteten Ge-
genstandes. Dazu werden in einem Trainingsprozess Bilder aus verschiedenen Blickwin-
keln akquiriert und spezielle globale Bildmerkmale geeignet gespeichert. Modellbasierte
Verfahren (im Englischen model based) verwenden lokale geometrische Merkmale eines
objektzentrierten Modells wie Kanten oder Ecken, deren Korrespondenzen später im
Kamerabild gesucht werden.
Die Zuordnung der betrachteten Instanz zu ihrer numerischen Beschreibung ﬁndet ty-
pischerweise in folgenden Schritten statt.
• Erstellung des Vorwissens: Vor der eigentlichen Erkennungsphase ﬁndet ein
Trainingsprozess statt, in dem das Modellwissen generiert wird. Bei ansichtenba-
sierten Verfahren werden mit Hilfe eines Drehtellers halbautomatisch Trainings-
bilder aus Ansichten mit äquidistanten Winkeldiﬀerenzen aufgenommen. Als Me-
thode zur Merkmalsextraktion hat sich in den vergangenen zwei Jahren das so
genannte SIFT-Verfahren [Low04] etabliert, dessen Deskriptor Bildbereiche inva-
riant gegenüber Rotation und Skalierung beschreibt. Die hohe Dimensionalität
der extrahierten Merkmalsdaten wird mit Hilfe einer Hauptachsentransformation
([Pea01]) auf relevante Merkmalsbeziehungen reduziert. Bei modellbasierten Ver-
fahren dienen CAD-Modelle zur automatischen Merkmalsextraktion. Liegen diese
nicht vor, dann muss die Objektrepräsentation manuell erstellt werden.
• Segmentierung in Objekt und Hintergrund: Während der Sensorabtastung
werden Objekt und Hintergrund gleichzeitig erfasst. Um den Einﬂuss der Hin-
tergrundstrukturen auf die Objektidentiﬁkation zu verringern, werden zunächst
beide Strukturen voneinander getrennt. Dies reduziert gleichzeitig die Menge der
zu verarbeitenden Daten. Aktuell übliche Segmentierungstechniken im Bereich der
Bildverarbeitung werden in [MFCM03] und [SS04] umfassend erläutert.
• Ermittlung relevanter Merkmale: Die Art der zu extrahierenden Bildmerk-
male ist von der Form der im Modellwissen gespeicherten Daten abhängig. Bei
ansichtenbasierten Methoden wird das gleiche Extraktionsverfahren verwendet,
das bereits zur Erstellung des Vorwissens verwendet wurde. Bei modellbasierten
Verfahren werden oft Kanten im Bild gesucht. Diese können über die Betrach-
tung von lokalen Intensitätsänderungen im Farbverlauf extrahiert werden. Dabei
kommen gradientenbasierte Verfahren wie das von Canny [Can86] zum Einsatz.
• Identiﬁkation/Lagebestimmung: In diesem Schritt ﬁndet eine Klassiﬁkation
statt, die die gespeicherten Merkmalsvektoren mit den extrahierten vergleicht und
daraus eine Hypothese über Art und Lage des betrachteten Objektes erstellt. Einen
guten Überblick über Klassiﬁkationsverfahren liefert [KLV98].
Ansichtenbasierte Verfahren sind zur Identiﬁkation besonders gut geeignet, da sie sowohl
auf Farbinformationen als auch implizit auf Forminformationen zurückgreifen. Sie zei-
23
2 Stand der Technik und Forschung
gen jedoch Schwächen bei teilverdeckten Gegenständen, inhomogenem Bildhintergrund
oder Sensorrauschen [FSK05]. In der Trainingsphase und in der Erkennungsphase müs-
sen entweder Bildsensoren mit möglichst gleichen intrinsischen Parametern verwendet
oder abweichende Parameter exakt bestimmt und durch anschließende Bildtransforma-
tion kompensiert werden. Die größte Problematik dieses Ansatzes ist jedoch die hohe
Anzahl der notwendigen Objektansichten [BL00]. Sie erfordert nicht nur einen zeitauf-
wändigen Trainingsprozess, sondern führt mit steigender Zahl zu Mehrdeutigkeiten bei
der Klassiﬁkation. Dennoch haben Verfahren dieser Art zu eindrucksvollen Leistungen
im Bereich der Identiﬁkation geführt. So zeigen Wickel et al. [WAD+02], dass sich mit
ihrem System 202 verschiedene Stoﬀtiere vor homogenem Hintergrund mit einer Fehler-
rate von 13% erkennen lassen.
Bei der typischen Merkmalsreduktion mit Hilfe der Hauptachsentransformation werden
rotationsvariante Eigenschaften bei ansichtenbasierten Methoden häuﬁg eliminiert, da
rotationsinvariante Merkmale zur Identiﬁkation besser geeignet sind. Daher ist es an-
gemessener, modellbasierte Verfahren zur Lagebestimung einzusetzen [EHK03], da sie
explizit vom Benutzer festgelegte lokale Merkmale verwenden, die auch Rotationsei-
genschaften codieren. Sie verhalten sich zudem robuster gegenüber Verdeckungen oder
inhomogenen Hintergründen als ansichtenbasierte Verfahren. Die korrekte Erkennung
hängt jedoch davon ab, dass die lokalen Merkmale auch bei Blickwinkeländerungen oder
Beleuchtungsschwankungen exakt extrahiert werden. Darüber hinaus ist die Erstellung
des Vorwissens bei unregelmäßig geformten Gegenständen schwierig.
Zwischen den Problemen der Identiﬁkation und Lagebestimmung existiert eine gegensei-
tige Abhängigkeit. Wenn das Korrespondenzproblem zwischen Vorwissen und Bildmerk-
malen gelöst ist und die betrachtete Instanz korrekt identiﬁziert wurde, dann vereinfacht
sich die Lageerkennung. Diese Korrespondenz lässt sich aber nur schwer herstellen, wenn
die Lage der Instanz nicht bekannt ist. Bislang wurden die zwei Teilprobleme häuﬁg ein-
zeln betrachtet. Erst in der letzten Zeit wird versucht, beide Schritte zu integrieren
[RAD05].
2.2.2 Leistungsfähigkeit aktueller Systeme
Im Folgenden werden die Vorgehensweisen und Ergebnisse von zehn verschiedenen Grup-
pen aufgeführt, die eindrucksvolle Resultate im Bereich der Lagebestimmung lieferten
und diese in den vergangenen fünf Jahren veröﬀentlichten. Der Übersichtlichkeit halber
werden die relevanten Eigenschaften und Erkennungsleistungen am Ende dieses Ab-
schnitts in tabellarischer Form gegenübergestellt.
Saalbach et al. [SHR02] stellen ein ansichtenbasiertes Verfahren vor, das ein unüber-
wachtes Lernverfahren mit Hilfe von Kohonennetzen [Koh01] verwendet, um die Merk-
malsvektoren in einen dimensionsreduzierten Raum abzubilden. Sowohl das Training
als auch die Evaluierung basieren auf Bildern der COIL-20-Datenbank [NNM96], die
hochaufgelöste Aufnahmen von 20 verschiedenen Objekten aus je 72 Ansichten enthält,
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die jeweils in 5-Grad-Schritten um ihre Vertikalachse gedreht wurden. Die Objektan-
zahl ist die höchste der hier vorgestellten Systeme. Die Trainings- und Testdaten wer-
den jedoch unter idealen Bedingungen akquiriert (kontrollierte Beleuchtung, homogener
Hintergrund, keine Verdeckungen).
Zobel et al. [ZFS02] verwenden eine Codierung der Kamerabilder als so genannte light
ﬁelds [LH96] für ein ansichtenbasiertes Verfahren. Sie trainieren und testen ihre Algo-
rithmen nur mit drei verschiedenen Objekten, berücksichtigen dafür im Gegensatz zu
den meisten Konkurrenzsystemen aber zwei statt nur einem rotatorischem Freiheitsgrad.
Eriksen et al. [EB03] steigern die Erkennungsleistung ihrer ansichtenbasierten Me-
thode, indem sie von jedem ihrer vier Objekte automatisiert 7000 Ansichten mit Hilfe
von CAD-Modellen erzeugen. Zusätzlich akquirieren sie bei ihren Tests Bilder aus zwei
Ansichten und mitteln die Ergebnisse der Lagebestimmung. Bei diesen Tests berücksicht-
igen sie jedoch nur zwei ihrer Objekte. Die von ihnen verwendeten Deskriptoren sind
skalierungsvariant, was einen starken Einbruch der Erkennungsrate bei Distanzänderun-
gen verursacht.
Ando et al. [AKSA05] präsentieren ebenfalls eine ansichtenbasierte Methode. Sie
verwenden 1296 Ansichten für ihr Objekt und berücksichtigen drei rotatorische Frei-
heitsgrade. Aufgrund ihrer Beschränkung auf ein Objekt und der hohen Anzahl an Trai-
ningsbildern erreichen sie mit 1.5 Grad mittlerem Fehler die beste Lagebestimmung.
Ekval et al. [EKH05] berücksichtigen die Schwächen der rein ansichtenbasierten Ver-
fahren und stellen als Konsequenz ein Hybridverfahren vor, das zusätzlich geometrische
Modellparameter integriert. Herausragendes Merkmal ihrer Arbeit ist jedoch, dass sie
die Evaluierung unter Bedingungen durchführen, die bei einem typischen Manipulations-
vorgang gegeben sind. So ist ihr Bildhintergrund inhomogen und von den fünf trainierten
Instanzen können mehrere gleichzeitig detektiert werden. Es werden keine Angaben über
die Robustheit des Verfahrens gegenüber Verdeckungen gemacht. Die erschwerten Ar-
beitsbedingungen verschlechtern die Erkennungsleistung im Gegensatz zu den anderen
Systemen, so dass die Autoren einen Fehler von 17 Grad erhalten.
Farshidi et al. [FSK05] stellen ein ansichtenbasiertes Verfahren vor, das beim Test
zwei auf einer Schiene bewegliche Kameras verwendet. Die unterschiedlichen Ansichten
werden zur Ermittlung mehrerer Lagehypothesen über acht verschiedene Gegenstände
verwendet. Durch nachträgliche Maskierung einzelner Bildbereiche simulieren die Auto-
ren als einzige Verdeckungen. Es werden in ihrer Veröﬀentlichung jedoch keine Aussagen
über Winkelfehler in der Lagebestimmung gemacht.
Johansson et al. [JM05] präsentieren so genannte patch duplets als Merkmale für
ihre ansichtenbasierte Methode. Es handelt sich dabei um Merkmale, die aus zwei be-
nachbarten Punkten bestehen, deren relative Position zueinander zur Berechnung der
Objektlage verwendet wird. Wie [AKSA05] berücksichtigen sie nur ein Objekt, erreichen
jedoch auch einen mittleren Lagefehler von nur 1.5 Grad.
Rossi et al. [RAD05] veröﬀentlichen ein Verfahren zur Lagebestimmung von Satel-
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liten. Ihr modellbasierter Ansatz berücksichtigt drei rotatorische Freiheitsgrade. Ihre
numerische Beschreibung stützt sich auf die Eckpunkte einer Drahtgitterrepräsentation.
Mit Hilfe dreier stark verkleinerter Modelle der Satelliten evaluieren sie ihr Verfahren
und erreichen einen Winkelfehler von 15.5 Grad. Sie ermitteln zusätzlich den Abstand
zwischen Kamera und Objekt. Bei einer Modellbreite von 38 cm erreichen sie einen
Abstandsfehler von 1 mm.
Kelsey et al. [KBC+06] stellen ebenfalls ein modellbasiertes Verfahren zur Lagebe-
stimmung von Satelliten vor. Im Gegensatz zu Rossi et al. verwenden sie sowohl eine
deutlich detailliertere Beschreibung als auch detaillierte verkleinerte Modelle im Maß-
stab 1:24. Beide Satelliten werden während der Erkennungsphase in einem Abstand von
0.57 m bis 1.53 m vor der Kamera bewegt. Die erzielten Ergebnisse sind mit einem
Winkelfehler von 20 Grad und einem Entfernungsfehler von 10 % schlechter als die von
[RAD05], berücksichtigen jedoch ein realistischeres Anwendungsszenario.
Viksten et al. [VSNP06] betrachten in ihrer Veröﬀentlichung die Rahmenbedingun-
gen, die bei einem Manipulationsvorgang gegeben sind und verwenden für ihr ansich-
tenbasiertes Verfahren eine qualitativ hochwertige Kamera, die aufgrund ihrer Ausmaße
anstelle eines Endeﬀektors am tool center point eines Industriemanipulators angebracht
wird. Unter der Annahme, dass die Entfernung zwischen Kamera und Objekt exakt be-
kannt ist, können sie die Lagen von zwei Testgegenständen bis auf 2 Grad Winkelfehler
und mit bis zu 5 mm horizontalem Versatz in der Position bestimmen.
In Tabelle 2.2 werden die wichtigsten Kriterien der vorgestellten Systeme gegenüber-
gestellt. In Spalte 5 ist angegeben, wie viele rotatorische Freiheitsgrade bei Training
und Test berücksichtigt wurden. Die dem System auferlegten Störungen in Spalte 6
unterteilen sich in Verdeckungen, inhomogenen Hintergrund und zusätzliche Objekte
im Bild.
Die meisten Evaluierungen fanden unter idealisierten Bedingungen statt, die bei rea-
len Anwendungen der mobilen Manipulation nicht gegeben sind. Lediglich Ekval et al.
verwenden einen inhomogenen Hintergrund und können mehrere Objekte gleichzeitig
untersuchen. Der von ihnen erzielte Fehler in der Winkelbestimmung ist mit 17 Grad
am höchsten. Dennoch reicht diese Leistung zum Greifen von Gegenständen aus. Die
derzeit existierenden Algorithmen zur Lageerkennung zeigen damit ihre Eignung für die
mobile Manipulation.
Alle Systeme haben jedoch eine gemeinsame Eigenschaft - ihre numerischen Objektbe-
schreibungen sind instanzspeziﬁsch. Das bedeutet, dass für visuell unterschiedliche In-
stanzen der gleichen Objektkategorie separate Beschreibungen generiert werden müssen.
Diese müssen bei ansichtenbasierten Verfahren in einer exakt kalibrierten Aufnahmevor-
richtung mit einem Drehteller und einer qualitativ hochwertigen Kamera aufgenommen
werden. Bei modellbasierten Verfahren muss entweder ein geeignetes CAD-Modell vor-
liegen oder die Beschreibung manuell erstellt werden. Dieser hohe Aufwand stellt je-
doch nicht das größte Problem dar. Vernachlässigt man die Arbeit von Saalbach et
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al., die ausschließlich auf den unter idealen Bedingungen aufgenommenen Bildern der
COIL-Datenbank arbeiten, so können alle Autoren höchstens acht verschiedene Instan-
zen handhaben, die meisten sogar maximal nur drei. Dies ist für ein ﬂexibles autonomes
Greifsystem zu wenig. Obwohl viele Autoren die autonome Manipulation als potenzi-
elle Anwendung für die Lageerkennung nennen, demonstriert keiner eine entsprechende
Anwendung.
2.2.3 Objekterkennung nach Dickinson et al.
Im Rahmen der bildbasierten Objekterkennung stellten Dickinson et al. [DPR92] einen
viel beachteten Ansatz vor, der auf der Analyse der Geometrie des betrachteten Ge-
genstands basiert. Die Autoren verstehen dabei einen Gegenstand als eine Ansamm-
lung geometrischer Grundkörper (Geons), deren Anordnung hinreichend Informationen
bietet, um das Objekt zu identiﬁzieren. Ziel des entsprechenden Objekterkennungsver-
fahrens ist daher, die Lage der einzelnen Geons zu ermitteln. Als Bildmerkmal dient
dabei die Lage und Form von Geonkanten, die aus einer Linienzeichnung des Objekts
extrahiert werden. Ein dreistuﬁger Bottom-Up-Prozess kombiniert die Kanten zu einer
dreidimensionalen Geometrie.
Der erste Schritt der Verarbeitungshierarchie fasst Kanten zu so genannten boundary
groups zusammen. Diese stellen eine Untermenge der Kanten dar, die eine Oberﬂäche
eines geometrischen Primitivs bilden. In ihrer Arbeit berücksichtigen die Autoren 10
Geons und erstellen 31 boundary groups, die alle Gruppierungsmöglichkeiten der be-
trachteten Geonmenge enthalten. Wie im unteren Teil der Abbildung 2.2 gezeigt, liegt
für jede Gruppierung eine qualitative Beschreibung in Form eines Graphen vor, bei dem
die Knoten die Art der Kante (Kurve oder Gerade) und die Übergänge die Relation der
Kanten repräsentieren. Mögliche Relationen sind hierbei Symmetrie, Parallelität und
ein gemeinsamer Schnittpunkt zweier Kanten.3.
Im zweiten Verarbeitungsschritt werden die boundary groups zu faces (Oberﬂächen)
zusammengefasst. In Analogie zur untersten Hierarchieebene liegen auch hier alle Kom-
binationsmöglichkeiten als Graphen vor, bei dem die Knoten die boundary groups und
die Übergänge ihre Relation zueinander beschreiben.
Der letzte Schritt fasst die faces schließlich zu so genannten aspects zusammen die die
Ansicht eines Geons darstellen. Die möglichen Kombinationen liegen ebenfalls in Form
eines Graphen vor, dessen Knoten die Flächen repräsentieren, während die Übergänge
die Nachbarschaftsbeziehung der Flächen beschreiben,
Das Verfahren geht zunächst von vollständig detektierten Kantenzügen aus. Die Au-
toren berücksichtigen jedoch auch, dass einzelne Kanten eines Körpers durch benach-
3Aus der Veröﬀentlichung der Autoren geht nicht hervor, ob im Fall mehrfach gültiger Relationen
(z.B. Symmetrie und Schnitt zweier Kanten) auch mehrfache Übergänge zwischen den entsprechenden
Knoten existieren.
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Abbildung 2.2: Ausschnitt aus der Verarbeitungshierarchie nach Dickinson et al. [DPR92]:
Einzelne Kanten werden in so genannte boundary groups zusammengefasst.
Diesen lassen sich zu faces (Oberﬂächen) und schließlich zu aspects (An-
sichten eines geometrischen Primitivs) kombinieren. Im unteren Teil ist die
Graph-Repräsentation der boundary groups dargestellt.
barte Geons verdeckt werden können. Die boundary groups basieren daher nicht auf
einem geschlossenen Kantenzug, sondern gehen bereits von einer unvollständigen De-
tektion aus. Benachbarte Kanten können damit verschiedenen boundary groups gleich-
zeitig zugeordnet werden. Eine Matrix speichert alle Kombinationsmöglichkeiten und
einen Wahrscheinlichkeitswert für jede Kombination, dessen Ermittlung in der Publika-
tion nicht näher erläutert wird. Die nachfolgenden Verarbeitungsschritte berücksichtigen
alle Kombinationen und verwerfen Kanten-Gruppierungen, die sich zu keinem aspect zu-
sammenfassen lassen.
In ihrer Veröﬀentlichung diskutieren Dickinson et al. auch die Schwäche ihres Verfah-
rens. Es geht von einer robusten Extraktion der Geonkanten aus. Die Detektion von
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Kanten, die innerhalb der Objektsilhouette liegen, stellt bereits bei einfarbigen Objek-
ten eine Herausforderung dar, da die Helligkeitsunterschiede zwischen einzelnen Flächen
oft nicht ausgeprägt genug sind, um eine Linie zu detektieren. Selbst bei deutlichen Hel-
ligkeitsunterschieden kann es jedoch in der Praxis vorkommen, dass Kantendetektoren
einen einzelnen Linienzug aufgrund von Bildartefakten nicht geschlossen, sondern als
benachbarte Segmente interpretieren. Texturierung verursacht zusätzliche Kanten, die
das Ergebnis stark beeinﬂussen. Zusätzlich setzt das Verfahren voraus, dass die Formen
der Kanten (Kurve bzw. Gerade) korrekt klassiﬁziert werden. Um dies bei der Evaluie-
rung des Systems zu gewähleisten, müssen die Autoren die Selektion und Klassiﬁzierung
der Kanten in den Bilddaten manuell durchführen und setzen daher lediglich Linien-
zeichnungen von Objekten als Testdaten ein.
2.3 Griﬀermittlung
Die autonome Durchführung eines mehrﬁngrigen Griﬀs nach einem Objekt stellt eine der
schwierigsten Aufgaben im Bereich der Robotik dar, die trotz der Entwicklung zahlrei-
cher anthropomorpher Greifer hinsichtlich Anforderungen der Alltagstauglichkeit bisher
nur unzureichend gelöst werden konnte ([LP05],[Sch06b]). Bei der Berechnung einer
geeigneten Fingerstellung, der so genannten Endeﬀektorkonﬁguration, müssen die Sta-
bilität des Griﬀs, die Erreichbarkeit (die Positionierbarkeit des Endeﬀektors mit Hilfe
der Manipulatorkinematik) und die Kollisionsfreiheit gegenüber Hindernissen im Ar-
beitsraum berücksichtigt werden. Je nach Größe und Gewicht eines Gegenstandes kann
es sinnvoller sein, diesen beispielsweise nur mit den Fingerspitzen (Präzisionsgriﬀ) oder
mit umschließenden Fingern (Kraftgriﬀ) zu ﬁxieren. Zusätzlich ist der zu wählende Griﬀ
von der durchzuführenden Aufgabe abhängig. Obwohl diese Problematik schon seit et-
wa 20 Jahren wie beispielsweise von [MS85] untersucht wird, hat sich bislang kein Ver-
fahren etabliert. In den folgenden Abschnitten werden vier unterschiedliche Strategien
vorgestellt, die im Laufe der Zeit entwickelt wurden (siehe auch Abbildung 2.3). Erste
Ansätze basierten auf rein analytischen Berechnungen (2.3.1) und reaktiven Verfahren
(2.3.2). Später begann man, die Greifvorgänge mittels Programmieren durch Vorma-
chen (2.3.3) auf den Rechner zu übertragen. Die neueste Form der Bestimmung einer
Endeﬀektorkonﬁguration basiert auf der Verwendung von Heuristiken, die sich am Greif-
vorgang des Menschen orientieren (2.3.4). Die vier verschiedenen Absätze schließen sich
nicht gegenseitig aus, so dass auch hybride Verfahren möglich sind.
2.3.1 Analytische Verfahren
Statische Objektﬁxierungen lassen sich in zwei Kategorien unterteilen: Fixierung durch
Formschluss und Fixierung durch Kraftschluss. Wie in Abbildung 2.4 dargestellt, ent-
steht ein formschlüssiger Griﬀ durch das Ineinandergreifen von Endeﬀektor und Objekt.
Hier kann jede Kombination extern eingeprägter Kräfte und Momente ohne Änderung
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Abbildung 2.3: Es gibt derzeit vier verschiedene Ansätze zur Ermittlung einer geeigneten
Konﬁguration (Hand- und Fingerstellung) für Griﬀe mit mehrﬁngrigen End-
eﬀektoren.
der Endeﬀektorkonﬁguration kompensiert werden. Die Analyse einer Formschlussverbin-
dung kann rein geometrisch betrachtet werden. Aufgrund der speziellen geometrischen
Bedingungen hat dieser Verbindungstyp jedoch nur geringe Bedeutung bei der Analyse
geeigneter Griﬀe und wird in deutlich weniger Veröﬀentlichungen wie [Tri92], [Liu00]
und [DLW01] untersucht.
Abbildung 2.4: Gegenüberstellung von Formschluss (links) und Kraftschluss (rechts). Form-
schlüsse verbinden auf Grund geometrischer Bedingungen, Kraftschlüsse auf
Grund von Haftreibung.
Während Formschluss auf einem Kontaktmodell ohne Reibung basiert, ist beim Kraft-
schluss die Analyse von wirkenden Reibungskräften erforderlich, da der Zusammenhalt
dieser Verbindung nur durch Haftreibung gewährleistet wird [Bic95]. Aufgrund der nicht-
linearen Natur entsprechender Reibungsmodelle vernachlässigten erste Analyseverfah-
ren wie [MSS87] die Reibung. Unter dieser Annahme ergaben Berechnungen ein Mini-
mum von sieben Kontaktpunkten, die für die Objektﬁxierung nötig sind. Daher schloss
[Ngu88] die Reibung in seine Berechnungen ein. [CO90] berücksichtigte zusätzlich, dass
der ermittelte Kontaktdruck zur Kompensation sonstiger eingeprägter Kräfte und Mo-
mente minimal blieb, um das mechanische System nicht unnötig zu belasten.
Bei mathematischen Analysen von Objektﬁxierungen wird eine Menge an Kontaktpunk-
ten und -kräften bei vorliegender Objektgeometrie auf Kraftschluss geprüft (siehe Abbil-
dung 2.5). Der eigentliche Griﬀ wird über die Punktmenge und das verwendete Kontakt-
modell charakterisiert und berücksichtigt somit nicht die Kinematik des Endeﬀektors
oder des Manipulators. Manche Verfahren führen daher vor der Stabilitätsprüfung eine
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kinematische Analyse durch [KHN00] oder suchen nach der Ermittlung der Kontakt-
punkte nach einer möglichen Endeﬀektorkonﬁguration [RSPS05]. Im Folgenden werden
einige analytische Methoden beschrieben, die Reibungsmodelle berücksichtigen. Sie wer-
den anschließend tabellarisch (siehe Tabelle 2.3) gegenüber gestellt.
Abbildung 2.5: Blockschaltbild zur analytischen Bestimmung der Endeﬀektorkonﬁguration.
Als Eingangsdaten sind in jeden Fall exakte geometrische Objektmodelle und
Reibungsmodelle erforderlich. Das Verfahren liefert als Ergebnis eine Menge
an Kontaktpunkten für den Endeﬀektor.
Pollard [Pol97] beschreibt einen parallelisierbaren Algorithmus, der für die dreiﬁngri-
ge Salisbury-Hand [Sta88] eine geeignete Menge an Kontaktpunkten berechnet. Dabei
beschleunigt die Autorin das Suchverfahren, indem sie einen geeigneten, aber nicht op-
timalen Griﬀprototyp vorgibt. Die aus dem Griﬀ resultierende Verteilung von sieben
Kontaktpunkten wird beim Analyseverfahren als Referenz herangezogen, so dass die
ermittelte optimale Punktverteilung mit dem gleichen Greifer kinematisch erreichbar
sein sollte. Die Evaluation wird auf einer Thinking Machines Connection Machine CM2
durchgeführt, die aus 8000 Prozessoren mit je 64 KB Speicher besteht. Bei der Analyse
eines Zylinders und eines Flugzeugmodells ergibt sich eine Laufzeit von je einer Stun-
de für 180 Greifpunkttupel. In der Menge der vorgestellten Veröﬀentlichungen ist die
Autorin die einzige, die die Erreichbarkeit der berechneten Punkte unter Verwendung
eines realen Endeﬀektors validiert. Während sich die anderen Autoren auf die Analyse
von Präzisionsgriﬀen konzentrieren, entwickelt sie ein Verfahren zur Berechnung von
Kraftgriﬀen.
Hasegawa et al. [HMM99] stellen ein analytisches Verfahren vor, das eine Menge von
drei Kontaktpunkten auf der Objektoberﬂäche und den an ihrer Stelle ausgeübten Druck
auf Stabilität gegenüber der Gravitationskraft untersucht. Wenn das Stabilitätskriterium
nicht erfüllt wird, dann verschiebt der Algorithmus die Kontaktpunkte inkrementell
entgegen der Gravitationsrichtung nach oben. Die initiale Punktlage kann über Erfolg
oder Misserfolg der Analyse entscheiden. Daher ist es nach einem gescheiterten Suchlauf
auch möglich die initiale Lage der Kontaktpunkte in Gravitationsrichtung nach unten zu
verschieben. Das Verfahren wird mit dem geometrischen Modell eines Zylinders getestet.
Für die Untersuchung von sechs Griﬀkandidaten ergibt sich auf einen 170-MHz-SPARC-
Prozessor eine Laufzeit von vier Minuten.
Kawarazaki et al. [KHN00] berücksichtigen bei ihrer Methodik Hindernisse im Ar-
beitsraum und integrieren daher die kinematischen Parameter des Manipulators und des
Endeﬀektors in ihre Berechnungen. Sie untersuchen dabei die Auswirkungen der Reihen-
folge von Stabilitätsanalyse und kinematischer Berechnung auf die benötigte Rechenzeit.
Im Zuge der kinematischen Berechnung wird zunächst der freie Raum in der Nachbar-
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schaft des Objektes in pyramidenförmige Teilstücke zerlegt, deren Spitze im Mittelpunkt
des Objektes liegt und deren Höhe etwa der Fingerlänge des betrachteten dreiﬁngrigen
Endeﬀektors entspricht. Die kinematische Berechnung testet danach die Mittelpunkte
der Grundﬂächen auf Erreichbarkeit und Kollisionsfreiheit. Die Stabilitätsanalyse unter-
sucht im Anschluss erreichbare Kontaktpunkte zwischen Objekt und Fingerspitzen auf
Stabilität. Es stellt sich heraus, dass die hinsichtlich der Berechnungskomplexität opti-
male Reihenfolge von kinematischen Berechnung und Stabilitätsanalyse von der Größe
des Freiraums abhängt. Bei der Berechnung der optimalen Endeﬀektorkonﬁguration für
einen stark verdeckten zylinderförmigen Elektromotor ergibt sich eine Rechenzeit von
5 Minuten und 43 Sekunden, wenn zuerst die Stabilitätsanalyse durchgeführt wird und
danach die kinematische Erreichbarkeit geprüft wird. Bei Vertauschung der zwei Teil-
schritte ergibt sich eine Verbesserung der Laufzeit auf 4 Minuten und 32 Sekunden.
Bei frei liegenden Gegenständen ist es dagegen sinnvoller, zuerst die Stabilitätsanalyse
durchzuführen (7 Minuten und 35 Sekunden), da im umgekehrten Fall eine Laufzeit von
14 Minuten und 22 Sekunden entsteht.
Borst et al. [BFH03] präsentieren ein Verfahren, das die Berechnung der Stabilität
unter einigen Vereinfachungen durchführt, so dass eine hohe Anzahl an möglichen Kon-
taktpunkttupeln in kurzer Zeit analysiert werden kann. Sie generieren zunächst zufalls-
basiert eine Menge von 106 Tupeln und entfernen mit Hilfe von Heuristiken potenziell
instabile Kombinationen. Anschließend werden die übrig gebliebenen Kandidaten mit
einem Qualitätsmaß bewertet. Obwohl viele dieser Kandidaten keine für einen End-
eﬀektor erreichbaren Kontaktpunktkombinationen ergeben, ist es aufgrund der hohen
Anzahl statistisch wahrscheinlich, dass eine von ihnen für die vorliegende Kinematik ge-
eignet ist. Die Autoren berechnen eine Wahrscheinlichkeit von 99.9% bei 31 vorliegenden
Kandidaten. Als Ausführungszeit geben sie lediglich eine Zeit von 0.6 Sekunden für die
Berechnung des Qualitätsmaßes von 31 Kandidaten an, quantitative Angaben zur Ge-
nerierung der initialen Tupel, ihrer Filterung und der Anzahl verbleibender Kandidaten
werden nicht genannt.
Rosell et al. [LDSdlTA06] vereinfachen das analytische Problem, indem sie zunächst
eine homogene Massenverteilung annehmen und damit die Suche nach dem Massen-
schwerpunkt und den Hauptträgheitsachsen erleichtern. Danach wird das Objekt, das
als Tetraedergitter vorliegen muss, iterativ in Teilstücke zerlegt. Der approximate con-
vex decomposition genannte Algorithmus stößt auf seine Abbruchbedingung, wenn alle
Teilstücke konvexe Form haben. Für diese einzelnen Teile werden Mengen möglicher
Kontaktpunkte gesucht. Diese unterliegen zusätzlich der Einschränkung, dass der op-
timale Griﬀ den Schwerpunkt möglichst umschließen sollte. Als einziges vorgestelltes
System simulieren die Autoren den kompletten Greifvorgang. Sie verwenden dazu 3D-
Modelle einer dreiﬁngrigen Barrett-Hand [Tow00], einer mobilen Plattform mit einem
Manipulator sowie einer Flasche (80 Tetraeder) und einem Cocktailglas (2750 Tetra-
eder). In ihrer Evaluierung ermitteln sie Dekompositionszeiten von 6.11 Sekunden für
die Flasche und 21.54 Sekunden für das deutlich detailreicher geformte Glas. Für die
komplette Phase der Greifpunktberechnung, der kinematischen Validierung und des ei-
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gentlichen Greifvorgangs geben sie 42.86 Sekunden für die Flasche und 301.2 Sekunden
für das Glas an. Da der Greifvorgang als zeitlich konstant angenommen werden kann,
lassen die Ergebnisse darauf schließen, dass das Verfahren bei steigender Anzahl an
Polygonen ungünstig skaliert. Es eignet sich daher nur für einfach modellierte Objekte.
Die analytischen Verfahren haben den Vorteil, dass sie auf Grund des exakten geome-
trischen Vorwissens und der mathematischen Berechnung bei ausreichend langer Suche
den bestmöglichen Griﬀ ﬁnden können. Dem gegenüber steht jedoch die unverhältnismä-
ßig hohe Anforderung an die Rechnerleistung, die momentan einen Einsatz unter realen
Bedingungen unmöglich macht. Verfahren wie das von Borst et al. können zwar auf-
grund der zufallsbasierten Auswahl möglicher Griﬀkandidaten die Rechenzeit deutlich
verringern, ermitteln dadurch aber unter Umständen nicht den besten Griﬀ und können
durch die starke Vereinfachung der Reibungsmodelle sogar instabile Endeﬀektorkon-
ﬁgurationen liefern. Zudem muss insbesondere beim mobilen Einsatz damit gerechnet
werden, dass keine exakten geometrischen Modelle der zu manipulierenden Gegenstände
vorliegen.
2.3.2 Reaktive Verfahren
Reaktive Verfahren setzen kein umfangreiches Vorwissen zur Berechnung von Aktionen
ein, sondern richten sich bei der Auswahl möglicher Handlungsoptionen überwiegend
nach der durch Sensoren erfassten aktuellen Umgebungssituation. Die eingesetzten Al-
gorithmen sind für eine konkrete Aufgabe spezialisiert und verbinden die Sensorik direkt
mit der Aktorik. Der Verzicht auf umfangreiches Vorwissen reduziert die zu verarbeiten-
de Datenmenge und damit die benötigte Rechenzeit. Daher können diese Verfahren sehr
schnell auf Änderungen in der Umwelt reagieren. Im Bereich der mobilen Robotik wer-
den sie auch als elementare Verhalten oder skills bezeichnet und dienen beispielsweise
der Kollisionsvermeidung oder dem Tracking von bewegten Objekten.
Bei der Berechnung von Endeﬀektorkonﬁgurationen lassen sich zwei Typen von reaktiven
Verfahren erkennen. Die einen deﬁnieren Handlungsprimitive wie Rotation und Trans-
lation des Endeﬀektors oder auch die Bewegung einzelner Finger. Die verschiedenen
Primitive werden durch einen übergeordneten Verhaltenskoordinator je nach Umweltsi-
tuation gewichtet und kombiniert ausgeführt. Die anderen greifen nur auf ein einziges
komplex strukturiertes Verhalten zurück, das beispielsweise alle Finger des Endeﬀek-
tors ansteuern kann. Gegenüber den einfacheren Verhalten ergibt sich ein vergrößerter
Handlungsspielraum, der jedoch auch die Berechnung der möglichen Aktionen erschwert.
Um lange Rechenzeiten zu vermeiden, werden die Sensoreingaben daher über konnek-
tionistische Verfahren der künstlichen Intelligenz [Hay98] an die Aktorik gekoppelt. So
kommen neuronale Netze zum Einsatz, die überwacht, durch Bewertung oder selbstor-
ganisiert trainiert werden.
Wie in Abbildung 2.6 verdeutlicht, verwenden die reaktiven Verfahren Kombinationen
aus taktilen und teilweise sogar visuellen Sensordaten, um Informationen über den be-
34
2.3 Griﬀermittlung
Autoren
Pollard
[Pol97]
Hasegawa
et al.
[HMM99]
Kawarazaki
et al.
[KHN00]
Borst et al.
[BFH03]
Rosell et al.
[LDSdlTA06]
Jahr 1997 1999 2000 2003 2006
Objektgeom.
bekannt
ja ja ja ja ja
Geom. (*)
Objekt-
merkmale
ja ja ja ja ja
Visu. (*)
Objekt-
merkmale
nein nein nein nein nein
Takt. (*)
Objekt-
merkmale
nein nein nein nein nein
Anzahl
Finger
3 3 3 4 3
Anzahl
DOF
9 9 9 16 8
Anzahl
DOM
9 9 9 12 4
Präzisions-
griﬀe
nein ja ja ja ja
Kraft-
griﬀe
ja nein nein nein nein
Berücks.
Arm-
kinematik
nein nein
ja
(Berechnung)
nein
ja
(Berechnung)
Prozessor-
leistung
CM2 mit
8000 Proz.
170 MHz
SPARC
k. Ang.
900 MHz
Pentium
500 MHz
Sunblade
Anzahl Griﬀ-
kandidaten
180 6 320
31 (Quali-
tätsmaß)
k. Ang.
Analyse-
dauer
1 h 4' 4'32-7'35
0.6 (Quali-
tätsmaß)
42.86-301.2
(m. Griﬀausf.)
Evaluierung real simuliert simuliert simuliert simuliert
Anzahl
Objektklassen
2 (Zylinder,
Flugzeug)
1 (Zylinder)
1
(zyl. Motor)
4 Primitiv-
körper,
4 Objekte
2 (Flasche,
Glas)
Tabelle 2.3: Leistungsdaten der vorgestellten Verfahren zur analytischen Berechnung von ge-
eigneten Kontaktpunkten. Die Zeilen (*) stellen dar, welche Typen von Objekt-
merkmalen zur Berechnung der Punktmenge herangezogen werden.
35
2 Stand der Technik und Forschung
trachteten Gegenstand zu erhalten. Einige greifen zusätzlich auf geometrisches Vorwissen
zurück. Die nachfolgenden Abschnitte stellen die Methoden und Ergebnisse einiger For-
schungsgruppen dar. In Tabelle 2.4 werden sie schließlich anhand relevanter Kriterien
verglichen.
Abbildung 2.6: Blockschaltbild zur reaktiven Bestimmung der Endeﬀektorkonﬁguration. Die
gestrichelten Pfeile deuten an, dass die verschiedenen Verfahren durchaus un-
terschiedliche Kombinationen der Eingangsdaten verwenden (beispielsweise
benötigen Gomez et al. [GAHP05] nur taktile Daten).
Huber et al. [HG02] verwenden einen Satz von verhaltensbasierten Steuerstruktu-
ren, der Positions-, Positur- und Kraftregelung umfasst. Ihre Arbeit unterscheidet sich
von vorherigen Veröﬀentlichungen dadurch, dass sie mit wesentlich geringerem Vorwis-
sen über die vorliegende Objektgeometrie auskommen. Eine qualitative Formangabe
ist ausreichend. Zunächst gehen die Autoren von einem bereits stabilen initialen Griﬀ
aus. Das Handlungsprimitiv zur Positionierung verschiebt und dreht das Objekt im
Raum. Dabei ändern sich die Wirkungen der extern eingeprägten Kräfte, insbesondere
die der Gravitationskraft. Die Primitive zur Positur- und Kraftregelung gleichen die-
se Änderungen aus. Aus den aktuellen Daten der taktilen Sensorik der vierﬁngrigen
UTAH-Hand [Mic93] und zusätzlichem Vorwissen über die Geometrie des vorliegenden
Objektes wird dazu eine Sequenz von Aktionen berechnet, die die Lage der Fingerspit-
zen auf der Objektoberﬂäche inkrementell verschiebt. Die Evaluierung ﬁndet sowohl in
Simulation als auch mit realer Hardware statt. Dabei wird ein realer Zylinder und ein
simuliertes fünfeckiges Objekt rotiert und translatiert.
Platt et al. [PFG04] erweitern die Arbeit von [HG02], indem sie nicht nur eine se-
quenzielle sondern auch eine quasiparallele Ausführung von Verhaltensprimitiven erlau-
ben. Sie benötigen ebenfalls nur qualitatives Vorwissen über die Form des vorliegenden
Gegenstandes, um einen Angriﬀspunkt für die Gravitationswirkung zu schätzen. Ein
Markov-Entscheidungsprozess [Bel57] wird verwendet, dessen Zustände unterschiedliche
stabile Griﬀmöglichkeiten codieren, zwischen denen das System wechseln kann. Wäh-
rend die Positurregelung die Fingerstellung verändert, kontrolliert die Kraftregelung
gleichzeitig, dass der Kontakt zwischen Fingern und Objekt bestehen bleibt. Die Auto-
ren führen eine ähnliche Evaluation wie [HG02] mit der Barrett-Hand durch, indem sie
einen Ball real und simuliert translatieren und rotieren.
Deutsch et al. [DDZD04] stellen ein System vor, das ein bekanntes Objekt in unbe-
kannter Lage detektieren und geeignet greifen soll. Dabei werden mittels einer Methodik,
die der ansichtenbasierten Lageerkennung ähnlich ist, Bildmerkmale extrahiert und per
reinforcement learning auf Greifstrategien abgebildet. Vorwissen über die Geometrie des
Objektes liegt somit nur implizit vor. Bewertungskriterien beim Training sind die Stabi-
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lität des Griﬀs und die Zeitdauer der ausgeführten Bewegung. Die Evaluation ﬁndet mit
einer einfarbigen Figur statt, die von einem Parallelgreifer mehrfach erfolgreich gegriﬀen
wird.
Gomez et al. [GAHP05] präsentieren ein System, das anhand rein taktiler Sensorda-
ten einen in der Handﬂäche liegenden Gegenstand ﬁxiert. Dazu verwenden die Autoren
ein konnektionistisches Verfahren, das selbstorganisiert lernt, taktile Informationen auf
geeignete Gelenkwinkelstellungen abzubilden. Die fünf Finger der eingesetzten Hand
sind zunächst gestreckt, bevor ein Gegenstand auf die Handoberﬂäche gelegt wird. Nun
führen die einzelnen Finger zufallsbasiert Bewegungen aus, während die Daten der tak-
tilen Sensorik verarbeitet und auf Diﬀerenzen untersucht werden. Die aktiven Neuronen
werden bei steigendem Fingerdruck stärker gewichtet, so dass ausgeübter Druck be-
lohnt wird. Die Autoren führen Versuchsreihen mit vier verschiedenen Objekten durch
(Kugel, Quader, Zylinder, Plastikﬂasche) und erhalten als Ergebnis zwei umschließende
Kraftgriﬀe, einmal mit und einmal ohne opponierenden Daumen.
Wimböck et al. [WOH07] betrachten bei ihrer Arbeit keine steifen, sondern nachgie-
bige, elastische Gelenke. Ihr Ziel ist es, Gegenstände während der Fixierung mit dem
Endeﬀektor durch Fingerbewegung zu translatieren und rotieren. Das Impedanzverhal-
ten soll dabei durch eine Kombination aus Federn vereinfacht modelliert werden. Das
Objekt wird durch ein virtuelles System aus Federn ersetzt, die den Objektschwerpunkt
mit den Positionen der Fingerspitzen verbinden. Eine zentrale Voraussetzung für diesen
Ansatz ist die Kenntnis der Kontaktpunkte, die sich während der Manipulation nicht
verändern dürfen. Darüber hinaus eignet sich die vereinfachte Modellierung nur für ein-
fache konvexe Geometrien wie Quader, Zylinder oder Kugeln. Die Autoren beschränken
ihre Evaluierung in [WOH06] zunächst auf die Manipulation eines Gummiballs, der mit
den Fingern einer DLR-II-Hand translatiert und rotiert wird. In [WOH07] beschrei-
ben die Autoren das Öﬀnen eines Schraubverschlusses einer Dose durch beidhändige
Manipulation. Dabei kommt der Roboter Justin [BOW+07] zum Einsatz, der zwei
DLR-II-Hände mit Hilfe je eines Leichtbau-Manipulators positionieren kann.
Im Gegensatz zu den analytischen lassen sich mit den reaktiven Verfahren in kurzer Zeit
stabile Endeﬀektorkonﬁgurationen bestimmen. Die einzelnen Systeme wurden jedoch in
sehr vereinfachten Szenarien evaluiert. Insbesondere die meist fehlenden visuellen Infor-
mationen könnten zusätzliche Informationen über das Objekt liefern, die eine gänzliche
andere Handlungsstrategie als die reaktiv ermittelte nahe legen würde. Das einzige Sys-
tem (Deutsch et al.), das visuelles Feedback nutzt, setzt nur einen Parallelgreifer ein
und zeigt die Leistungsfähigkeit des vorgestellten Ansatzes nur an einem vergleichsweise
einfachen Objekt. Zudem können sich aus dem Kontext der vom Benutzer gestellten
globalen Aufgabe Anforderungen an den Greifvorgang ergeben, die sich nur mit Hilfe
von deliberativer Planung erschließen lassen. Es liegt daher der Schluss nahe, dass die
reaktive Herangehensweise nur als Ergänzung zu anderen Verfahren zu sehen ist. Dies
mag ein Grund dafür sein, dass im Bereich der reaktiven Verfahren die geringste Anzahl
an Publikationen zu ﬁnden ist.
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Autoren
Huber etal
[HG02]
Platt et al.
[PFG04]
Deutsch
et al.
[DDZD04]
Gomez
et al.
[GAHP05]
Wimböck
et al.
[WOH07]
Jahr 2002 2004 2004 2005 2007
Objektgeom.
bekannt
ja (qualitativ) ja (qualitativ) ja (implizit) nein ja
Geom. (*)
Objekt-
merkmale
ja ja nein nein ja
Visu. (*)
Objekt-
merkmale
nein nein ja nein nein
Takt. (*)
Objekt-
merkmale
ja ja nein ja ja
Anzahl
Finger
4 3 2 5 4
Anzahl
DOF
16 8 1 13 16
Anzahl
DOM
16 4 1 13 12
Präzisions-
griﬀe
ja ja ja nein ja
Kraft-
griﬀe
nein nein nein ja nein
Berücks.
Arm-
kinematik
ja ja nein nein ja
Methodik
Komb. von
Verhaltenspri-
mitiven
Komb. von
Verhaltenspri-
mitiven
reinforcement
learning
Selbst-
organisation
Federsystem
Evaluierung real / simuliert real / simuliert simuliert real real
Anzahl
Objektklassen
1 Zyl. /
1 Fünfeck
1 Kugel
1 einfarbige
Figur
3 Primitiv-
körper, 1
Plastikﬂa-
sche
1 Ball, 1
Zylinder
Tabelle 2.4: Leistungsdaten der vorgestellten Verfahren zur reaktiven Bestimmung einer End-
eﬀektorkonﬁguration. Die Zeilen (*) stellen dar, welche Typen von Objektmerk-
malen zur Berechnung herangezogen werden.
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2.3.3 Programmieren durch Vormachen
Klassische Algorithmen zur Steuerung von Robotern basieren auf einem deduktiven
Ansatz, bei dem der Entwickler den gewünschten Ablauf eines Programms in einer an
enge Regeln gebundene Form (den Programmcode) beschreibt, die der Rechner direkt
verstehen und umsetzen kann. Die induktive Programmsynthese hat dagegen das Ziel,
Programme aus unvollständiger Information zu induzieren, bei der nicht zwangsläuﬁg
Korrektheit und Eﬃzienz sichergestellt werden. Im Bereich der mobilen Robotik wird
dieser Ansatz als Programmieren durch Vormachen(programming by demonstration)
bezeichnet, bei dem das autonome System über seine Sensorik Aktionen eines mensch-
lichen Lehrers beobachtet und imitiert. Dabei wird Vorwissen und Teach-In kombiniert,
um den Lernvorgang zu vereinfachen. Der Vorteil dieses Paradigmas gegenüber der klas-
sischen Form ist der Verzicht auf Detailprogrammierung, die insbesondere bei komplexer
Sensorik und Aktorik einen hohen zeitlichen Aufwand und Expertenwissen erfordert. Ei-
ne Übersicht über diesen Programmieransatz liefern Dillmann et al. in [DRE+99].
Beim Programmieren durch Vormachen erfasst das autonome System zunächst sen-
sorisch die Vorführung des menschlichen Lehrers (siehe auch Abbildung 2.7). Diese
wird danach in zusammenhängende Teilaktionen segmentiert, die wiederum abstrakt
beschrieben und damit generalisiert werden. Dadurch lassen sich die detektierten Vor-
führungen auch auf ähnliche Probleme anwenden. Das System besitzt so einen Grund-
wortschatz an einfachen Basisverhalten, die es nach dem Teach-In selbstständig sinnvoll
koordinieren soll [Bro91]. Das auf diese Weise generierte Problemlösungswissen kann
damit bei Bedarf vom autonomen System abgerufen werden, um eine speziﬁsche Aufga-
be zu erledigen. Dazu müssen die Teilaktionen in Bewegungen der Aktorik abgebildet
werden.
Abbildung 2.7: Blockschaltbild zur Bestimmung der Endeﬀektorkonﬁguration mittels Pro-
grammieren durch Vormachen. Einige Verfahren benötigen trotz Motion-
Capturing der Handbewegung exaktes geometrisches Objektvorwissen.
Aufgrund der potenziellen Zeitersparnis und dem möglichen Verzicht auf Expertenwis-
sen bei der Programmierung des autonomen Systems stellt dieser Ansatz ein vielver-
sprechendes Forschungsfeld dar, auf dem sich eine große Anzahl an Forschungsgruppen
engagieren. Im Bereich der Manipulatorsteuerung stellt [CH05] beispielsweise ein Sys-
tem vor, das menschliche Bewegungen imitiert, indem es die Position optischer Marker
am Arm eines menschlichen Lehrers auf Gelenkwinkel seines Manipulators abbildet. Im
Folgenden werden einige Veröﬀentlichungen vorgestellt, die dieses Programmierparadig-
ma auf die Ermittlung einer stabilen Endeﬀektorkonﬁguration bei einem Greifvorgang
anwenden.
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McGuire et al. [MFS+02] stellen ein System vor, das Gestiken erkennen und gespro-
chene Befehle verstehen kann. Als Sensorik wird unter anderem eine schwenkbare Ste-
reokamera eingesetzt, die auf Hautfarbregionen in den akquirierten Bildern ausgerichtet
wird und diese aktiv verfolgen kann. Sobald ein visuell oder akustisch wahrgenommenes
Kommando einen Bezug zu einem Objekt im Bild herstellt, wird dessen Farbe in einer
Aufmerksamkeitskarte gespeichert. Mit fortschreitender Zeit wird diese Fokussierung auf
eine bestimmte Farbe wieder linear auf ihren Standardwert reduziert. Auf diese Weise
soll ein visuelles Kurzzeitgedächtnis realisiert werden. Das System besitzt eine Menge
an endeﬀektorbezogenen Handlungsprimitiven wie Öﬀnen, Vorformen, Neu ausrich-
ten oder Schließen, die über visuelle oder taktile Informationen aktiviert werden. Der
eigentliche Manipulationsvorgang wird damit zum größten Teil vom Lehrer vorgegeben.
Die Autoren demonstrieren den Griﬀ nach einem einfarbigen Würfel auf homogenem
Bildhintergrund mit der dreiﬁngrigen TUM-Hand [MWP93], die einen Präzisionsgriﬀ
durchführt.
Ehrenmann et al. [EZRD02] fokussieren bei ihrer Arbeit im Gegensatz zu [MFS+02]
die verschiedenen Griﬀmöglichkeiten, die sich mit einem dreiﬁngrigen Greifer realisieren
lassen. Dazu werden die Bewegungen der Hand des Benutzers mit einem Datenhand-
schuh verfolgt, der sowohl die Stellungen aller Finger als auch die Position der Hand über
ein magnetisches Trackingsystem erfasst. Die Abbildung der Stellungen der fünf Finger
des Lehrers auf die dreiﬁngrige Barrett-Hand geschieht über Griﬀprototypen, so dass
dieses System auch der Anwendung von Heuristiken (Abschnitt 2.3.4) zugeordnet wer-
den kann. Die Autoren integrieren zusätzlich taktile Sensoren in den Handschuh, um den
Kontakt zwischen Objekt und Fingerspitzen an den Rechner übermitteln zu können. Die
Objekte werden ansichtenbasiert mit Hilfe einer extern platzierten monokularen Kame-
ra erkannt. Die vom autonomen System imitierte Greifbewegung wird zunächst in einer
virtuellen Umgebung evaluiert und bei erfolgreicher Ausführung auf den realen Robo-
ter Albert [EBG+02] übertragen. Die Autoren demonstrieren die imitierte sequenzielle
Platzierung mehrerer einfarbiger Schüsseln auf einem Tisch durch den Roboter.
Li et al. [LP05] erfassen die Hand- und Fingerbewegungen des Lehrers mit einem
Motion-Tracking-System, das optische Marker verfolgt. Sie interpretieren die Bestim-
mung eines geeigneten Griﬀs als ein Formanpassungsproblem, bei dem die Form der
Handﬂäche und Finger möglichst ähnlich zur Objektoberﬂäche sein muss. Dazu imple-
mentieren sie Deskriptoren, die die räumlichen Relationen benachbarter Oberﬂächen-
punkte parametrisch codieren und die Deskriptoren von verschiedenen, manuell selek-
tierten Regionen auf der Objektoberﬂäche mit denen der Handﬂäche vergleichen. Die
Autoren verwenden einen Satz von 17 verschiedenen Handformen, die mit 17 Prototyp-
Gegenständen aufgenommen wurden. In einer Simulationsumgebung evaluieren sie zu-
nächst die Griﬀe auf die modellierten Prototyp-Gegenstände und demonstrieren danach
erfolgreich Kraftgriﬀe mit drei neuen Objekten. Sie geben keine Laufzeiten an, erwähnen
aber die Berechnung von 400 validen Greifrichtungen, die einen hohen Rechenaufwand
nahe legt. Aufgrund fehlender Heuristiken sind einige der gefundenen Endeﬀektorkonﬁ-
gurationen ungeeignet, so dass Gegenstände falsch gegriﬀen werden.
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Aleotti et al. [AC06] verwenden wie [EZRD02] einen Datenhandschuh mit magne-
tischem Positionstracking. Sie fokussieren in ihrer Arbeit die Erkennung der Art des
durchgeführten Griﬀs. Dazu lassen sie zwei Lehrer je elf unterschiedliche Griﬀe vorfüh-
ren und klassiﬁzieren diese im Gelenkwinkelraum mittels einem Hidden-Markov-Modell
[Fin03]. Die Distanz zwischen zwei Griﬀen wird ohne Priorisierung bestimmter Gelenke
als euklidische Distanz zweier Winkelvektoren verstanden. Zusätzlich werden die An-
zahl an Kontaktpunkten zwischen Hand und Gegenstand sowie die Stärke der wirkenden
Druckkraft zur Klassiﬁkation herangezogen. Die Erkennungsrate ist abhängig davon, wie
präzise der Proband einen Griﬀ ausführt. Die erkannten Griﬀtypen werden in einer Si-
mulationsumgebung auf eine Barrett-Hand übertragen, die jedoch keinen Griﬀ, sondern
nur eine dem Griﬀtyp entsprechende Vorformung durchführt.
Hsiao et al. [HLP06] stellen ein System vor, das sowohl den Torso als auch den Arm bei
der Manipulation von Gegenständen berücksichtigt. Sie erstellen zunächst durch direkte
Programmierung eine Datenbank mit drei Fixierungsmöglichkeiten, die einen Zweihand-
Griﬀ, Einklemmen unter der Schulter und Tragen über der Schulter umfasst. Zu-
sätzlich ergänzen sie vier unterschiedliche Einzelhandgriﬀe. Im zweiten Schritt führt der
Lehrer Aktionen durch, die dem System mit Hilfe eines magnetischen Trackingsensors
demonstriert werden, der Ellbogen- und Handgelenkpositionen erfasst. Die Einzelhand-
griﬀe werden dabei manuell über Taster selektiert. Die Aktionen steuern per Teleopera-
tion einen Avatar in einer virtuellen Umgebung, der verschiedene Trainingsgegenstände
manipuliert. In der anschließenden Phase der eigenständigen Imitation manipuliert der
Rechner gleiche und ähnliche Objekte, indem er auf das trainierte Problemlösungswissen
zugreift. Unbekannte Gegenstände werden dabei anhand von Ähnlichkeiten in Ausma-
ßen, Form, Masse und Massenträgheit mit den Trainingsgegenständen verglichen und
die Kontaktpunkte auf der Objektoberﬂäche geeignet adaptiert. Die Autoren testen
ihr Verfahren mit 100 Gegenständen, die zufallsbasiert aus ein bis drei geometrischen
Grundkörpern zusammengesetzt wurden und erreichen eine Erfolgsrate von 92% bei der
Bestimmung einer geeigneten Endeﬀektorkonﬁguration.
Die Verfahren beweisen, dass Aktionen mit vielen Freiheitsgraden in vergleichsweise
kurzer Zeit trainiert werden können. Es ist jedoch zu beachten, dass die Integration
der verschiedenen Wahrnehmungsmodalitäten insbesondere bei nicht-invasiver Sensorik
einen hohen Aufwand darstellt [MFS+02]. Zudem müssen die Griﬀtypen für alle Objekte
und alle Angreifrichtungen einzeln trainiert werden, damit das autonome System später
auf alle Lagesituationen reagieren kann. Sowohl Li et al. , Aleotti et al. als auch Hsiao et
al. führen nur die Reproduktion von Griﬀen in einer virtuellen Umgebung vor, nicht je-
doch einen Manipulationsvorgang mit realer Aktorik, dessen größte Herausforderung die
sensorische Erfassung der Umgebungssituation ist. Außerdem benötigen sie Vorwissen
über die Geometrie der zu manipulierenden Objekte, die sensorisch derzeit kaum in der
nötigen Genauigkeit ermittelt werden kann. Das von McGuire et al. vorgestellte System
demonstriert seine Fähigkeiten in einem sehr eingeschränkten Szenario, so dass einzig
das Verfahren von Ehrenmann et al. als vielversprechender Lernen-durch-Vormachen-
Ansatz für autonome anthropomorphe Manipulation bezeichnet werden kann.
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Autoren
McGuire
et al.
[MFS+02]
Ehrenmann
et al.
[EZRD02]
Li et al.
[LP05]
Aleotti et al.
[AC06]
Hsiao et al.
[HLP06]
Jahr 2002 2002 2005 2006 2006
Objektgeom.
bekannt
ja ja ja ja ja
Geom. (*)
Objekt-
merkmale
nein nein ja ja ja
Visu. (*)
Objekt-
merkmale
ja ja nein nein nein
Takt. (*)
Objekt-
merkmale
ja ja nein nein nein
Anzahl
Finger
3 3 5 3 5
Anzahl
DOF
9 8 k.Ang. 8 17
Anzahl
DOM
9 4 k.Ang. 4 17
Präzisions-
griﬀe
ja ja nein ja nein
Kraft-
griﬀe
nein ja ja ja ja
Berücks.
Arm-
kinematik
ja
(Griﬀ von
oben)
ja
(Tracking
Greifrichtung)
nein
ja
(Tracking
Greifrichtung)
ja
(Berechnung)
Demonstra-
tionserfassung
visuell
(Gestik),
auditiv
haptisch/taktil,
magnetisch,
visuell
visuelles
Marker-
tracking
haptisch,
magnetisch
magnetisch
Evaluierung real
simuliert /
real
simuliert simuliert simuliert
Anzahl
Objektklassen
1 (Quader)
2 (Tasse,
Schüssel)
17 Proto-
typen, 3
neue Obj.
3 (Kugel,
Zylinder,
Teekanne)
100 zufällig
generierte
Objekte
Tabelle 2.5: Leistungsdaten der vorgestellten Verfahren zum Programmieren durch Vorma-
chen. Die Zeilen (*) stellen dar, welche Typen von Objektmerkmalen zur Berech-
nung herangezogen werden.
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2.3.4 Verwendung von Greifheuristiken
Die größte Herausforderung bei der Suche nach geeigneten Konﬁgurationen anthropo-
morpher Endeﬀektoren liegt in der hohen Anzahl von Freiheitsgraden, die es zu berück-
sichtigen gilt. Es liegt daher nahe, die sinnvollen Konﬁgurationen bereits im Vorfeld
geeignet einzuschränken, um den Suchaufwand zu minimieren. Obwohl die menschliche
Hand eine hohe Zahl4 von Freiheitsgraden besitzt, so greift der Mensch im Alltag bei
den meisten Manipulationsaufgaben doch immer nur auf einen eingeschränkten Satz an
möglichen Griﬀen zurück.
Ende der Achtzigerjahre wurden von Mark R. Cutkosky systematische Untersuchungen
von Greifvorgängen durchgeführt ([CW86], [Cut89]). Basierend auf Beobachtungen und
Befragungen von Maschinenschlossern in einem industriellen Fertigungsbetrieb stellte
er eine hierarchische Struktur auf, in der er Griﬀtypen für verschiedenartige Objekt-
geometrien und Aufgabenstellungen anordnete (siehe Abbildung 2.8). Die dargestellten
Griﬀtypen werden im Folgenden Griﬀprototypen genannt.
Abbildung 2.8: Hierarchische Ordnung von im Produktionsumfeld eingesetzten Griﬀprototy-
pen nach Mark R. Cutkosky [Cut89].
Obwohl die Analyse menschlicher Griﬀe auch später noch Gegenstand zahlreicher For-
4Es gibt keine einheitlich Meinung über die Zahl der verfügbaren Freiheitsgrade. Mounier [Mou04]
gibt 22 Freiheitsgrade (DOF) an. Sghaier et al. [SRO07] sprechen von einer Gesamtzahl von 21, Dra-
gulescu et al. [DPD+07] von 26 Freiheitsgraden.
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schungsarbeiten war, wurden nur wenig substanziell neue Erkenntnisse gewonnen. In
Veröﬀentlichungen werden häuﬁg die Ergebnisse von Thea Iberall erwähnt [Ibe97]. Sie
entwickelte eine Hierarchie, die in oberster Ebene die Stellungen des Daumens im Be-
zug auf den Rest der Hand bei unterschiedlichen Griﬀen unterscheidet. Es ist jedoch
die Hierarchie nach Cutkosky, die auch heute noch in ihrer Ursprungsform im Bereich
der anthropomorphen Manipulation eingesetzt wird. Die bisherigen Verfahren werden
dadurch ergänzt, dass die hohe Anzahl an Konﬁgurationsmöglichkeiten über die Fokus-
sierung auf spezielle Griﬀprototypen eingeschränkt wird (Abbildung 2.9). Die folgenden
Abschnitte stellen einige Systeme dar, die diese Art der Griﬀbestimmung nutzen.
Abbildung 2.9: Blockschaltbild zur Bestimmung der Endeﬀektorkonﬁguration mittels Griﬀ-
prototypen. Eine aus der Cutkosky-Hierarchie abgeleitete Menge von Griﬀ-
prototypen schränkt die Zahl möglicher Endeﬀektorkonﬁgurationen ein.
Miller et al. [MKCA03] verwenden eine Simulationsumgebung namens GraspIt!, die
speziell entwickelt wurde, um Greifvorgänge graﬁsch zu visualisieren. Die Simulation
schließt eine physikalisch basierte Modellierung ein und bietet zusätzlich die Funktio-
nen zur analytischen Bestimmung eines Qualitätsmaßes für die simulierten Griﬀe. Die
Autoren modellieren vier verschiedene Objekte (Tasse, Flasche, Mobiltelefon, Flugzeug)
über maximal drei geometrische Grundprimitive und führen in der virtuellen Umge-
bung automatisiert eine Sequenz von Griﬀen mit dem 3D-Modell einer Barrett-Hand
aus. Das Ziel ihres Vorgehens ist die Untersuchung der verschiedenen Griﬀstabilitäten.
Dabei schränken die Autoren die Anzahl der Greifmöglichkeiten ein, indem sie diese
auf einen Präzisionsgriﬀ und drei Kraftgriﬀe der Cutkosky-Hierarchie einschränken. Für
teilweise von Hindernissen verdeckte Gegenstände erreichen sie eine Laufzeit zwischen
11 und 232 Sekunden auf einem 1-GHz-Pentium-Prozessor bis zur Bestimmung eines ge-
eigneten Griﬀs. Die Laufzeit erhöht sich jedoch bei freiliegenden Gegenständen aufgrund
der höheren Zahl an Greifrichtungen auf 120 bis 478 Sekunden.
Natale et al. [NOB+05] stellen ein autonomes System vor, das selbstständig Greifen
unter Verwendung eines fünﬃngrigen Endeﬀektors lernt. Es orientiert sich dabei an der
frühkindlichen Entwicklung und exploriert zunächst die Bewegungen der eigenen Akto-
rik, indem es zufallsbasierte Bewegung visuell überwacht und schließlich selbstorganisiert
ein neuronales Netz aufbaut, das Gelenkwinkel auf kartesische Positionen relativ zum
visuellen Sensor abbildet. In der zweiten Entwicklungsphase untersucht das System die
Auswirkungen der Endeﬀektorbewegung. Dazu liegen als Vorwissen bereits drei Griﬀpro-
totypen vor, die nicht näher speziﬁziert werden. Durch Fokussierung auf homogenfarbige
Bereiche im Bild wird versucht, diese mit dem Greifer zu ﬁxieren. Der Erfolg eines Griﬀs
wird mit taktiler Sensorik festgestellt. In der Evaluierung untersuchen die Autoren drei
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verschiedene einfarbige Primitivobjekte (Kugeln, Zylinder, Quader). Durch die Ausfüh-
rung von 30 Griﬀen je Objekt lernt das System die Formen aufgrund von taktilen Daten
zu unterscheiden.
Wang et al. [WJL+05] benutzen für ihre Arbeit einen RX60-Industrieroboter von
Stäubli mit einer DLR/HIT-Hand [HGL+04] als Endeﬀektor. Die vergleichsweise auf-
wändige Sensorik besteht aus einem Linienprojektor und zwei hochauﬂösende Kameras,
die ebenfalls am vordersten Segment des Manipulators angebracht sind. Das System ist
in der Lage unbekannte Objekte abzutasten und deren Geometrie mit Hilfe der Lini-
enprojektion in eine Punktrepräsentation und schließlich in ein polygonales Modell zu
überführen [WG93]. Dieses Modell wird in eine Datei gespeichert und in einen Greifsimu-
lator geladen, der anhand von Heuristiken sinnvolle Endeﬀektorkonﬁgurationen sucht.
Dabei stehen acht Präzisionsgriﬀe der Cutkosky-Hierarchie zur Verfügung, die nach Va-
riation der Angriﬀsrichtung je Objekt 300 verschiedene potenzielle Greifmöglichkeiten
zulassen. Diese werden mit einer mathematischen Stabilitätsanalyse nach [FC92] unter-
sucht, die für die 300 Iterationen etwa 70 Sekunden benötigt. Die stabilste Konﬁguration
wird schließlich auf den realen Roboter transferiert und dort getestet. Trotz der hochwer-
tigen Sensorik treten starke Rekonstruktionsfehler auf, die eine möglichst nachgiebige
Ansteuerung des Endeﬀektors erforderlich machen. Die Autoren testen ihr System mit
einem Quader, einem Zylinder und einer Computermaus und erhalten zu 94% erfolgrei-
che Griﬀe mit dem realen System. Auch wenn der 45 kg schwere Industrieroboter nicht
annähernd für mobile Systeme im Bereich der Service-Robotik geeignet ist, so stellt
diese Arbeit den bislang größten Fortschritt hinsichtlich des Aspektes dar, Gegenstände
ohne exaktes Geometrievorwissen stabil zu greifen.
Saxena et al. [SDK+06] untersuchen in ihrer Forschungsarbeit ebenfalls die Manipula-
tion von Objekten ohne Zugriﬀ auf speziﬁsches geometrisches Vorwissen. Ihr Ziel ist die
automatische Identiﬁkation geeigneter Greifpunkte anhand von Formmerkmalen. Dazu
markieren die Autoren auf synthetisch generierten 3D-Modellen von Objekten optimale
Greiächen und trainieren ein markov random ﬁeld [RH05], um schließlich von 2D-
Ansichten unbekannter Gegenstände auf geeignete Greifregionen schließen zu können.
Für die unterschiedlichen Greiächen deﬁnieren sie verschiedene Griﬀe vor, die jedoch
nur auf zwei Fingern basieren. Die eingesetzte Hardware besteht unter anderem aus
einem Parallelgreifer samt Miniaturkamera, der auf einen 5-DOF-Manipulator montiert
ist. Als Trainingsobjekte werden sechs unterschiedliche Objektklassen wie Stift, Buch
und Tasse eingesetzt. Die Evaluierung verwendet zusätzlich ähnliche Gegenstände wie
Schraubendreher, Zahnbürste oder Klebebandrolle und erreicht eine Erfolgsquote von
87.5% bei der Identiﬁkation geeigneter Greiächen. Die vorgestellte Methodik legt die
Vermutung nahe, dass die Fokussierung auf einzelne Teilregionen unter Vernachlässi-
gung der gesamten Geometrie insbesondere bei inhomogener Massenverteilung zu nicht
stabilen Griﬀen führen kann.
Gorges et al. [GBWD06] präsentieren mit Armar-III [ARA+06] den Stand der For-
schung bei der bildgestützten Manipulation durch einen humanoiden Roboter. Sie ver-
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wenden zunächst eine ansichtenbasierte Codierung der zu manipulierenden Gegenstän-
de, dessen numerische Beschreibung mit einem dedizierten Aufnahmesystem [BSZD06]
erstellt wird. Um sowohl texturierte als auch einfarbige Objekte erkennen zu können,
verwenden die Autoren zwei unterschiedliche Algorithmen. Die Lageerkennung ist der-
zeit jedoch nur für einfarbige Objekte möglich. Neben der ansichtenbasierten Model-
lierung wird ebenfalls ein Modell aus geometrischen Primitiven erstellt, für das oine
im Vorfeld geeignete Griﬀprototypen auf Basis der Cutkosky-Hierarchie berechnet wer-
den. Hierzu stehen drei Kraft- und zwei Präzisionsgriﬀe zur Verfügung. Sobald diese
instanzspeziﬁschen Informationen als Vorwissen zur Verfügung stehen, ist das autono-
me System in der Lage, für einen korrekt erkannten Gegenstand einen geeigneten Griﬀ
zu berechnen. In der Evaluierung untersuchen die Autoren verschiedene Szenarien. Beim
Griﬀ eines bekannten Objektes in bekannter Lage ergibt sich die Anforderung, dass die
taktile Sensorik des fünﬃngrigen Endeﬀektors zur optimalen Detektion einer Kollisi-
on mit dem Gegenstand ein Gegengewicht von etwa 400 Gramm erfordert. Beim Griﬀ
eines zuvor modellierten Objektes in unbekannter Lage wird die Detektion und Mani-
pulation einer einfarbigen Tasse und eines einfarbigen Tellers untersucht. Die Autoren
präsentieren keine quantitativen Ergebnisse, erwähnen jedoch die Abhängigkeit von der
Beleuchtungssituation und die Notwendigkeit einer exakten Kalibrierung von Sensorik
und Aktorik.
Die auf Greifheuristiken basierenden Forschungsarbeiten präsentieren derzeit die ein-
drucksvollsten Ergebnisse. Die Arbeit von Miller et al. ist jedoch aufgrund ihrer Lauf-
zeitanforderungen nur als Oine-Methodik geeignet. Natale et al. fokussieren mit ihrem
Projekt eher den Bereich der Selbstorganisation autonomer Systeme als die anthropo-
morphe Manipulation. Die Vorgehensweise von Gorges et al. basiert auf der Bedingung,
dass alle zu manipulierenden Gegenstände im Vorfeld bekannt sind und in einem auf-
wändigen Modellierungsverfahren in eine numerische Beschreibung überführt werden.
Die Autoren erwähnen in ihrem Ausblick, dass dieser Teil ihres Verfahrens zukünftig
anders realisiert werden muss, um mehr Flexibilität zu gewährleisten. Wang et al. und
Saxena et al. stellen Arbeiten vor, die ohne speziﬁsches Vorwissen auskommen, führen
dafür aber andere Einschränkungen wie zu aufwändige Sensorik und Aktorik oder ein
zu vereinfachtes Anwendungsszenario mit Parallelgreifer ein.
2.4 Leistungsvergleich der vorgestellten Ansätze
Die Tabelle 2.7 stellt die Stärken und Schwächen der vier vorgestellten Verfahrensarten
gegenüber. Die meisten benötigen Vorwissen über speziﬁsche Objekteigenschaften wie
exakte Geometriemodelle oder Bildmerkmale. Dieses Vorwissen ist zum einen aufwändig
zu generieren und erfordert, auch für ähnliche Objekte separate numerische Beschreibun-
gen zur Verfügung zu stellen. Diese Art der Low-Level-Informationscodierung schränkt
autonome Systeme in ihrer Flexibilität ein, da sie nur die speziﬁschen vorgegebenen
Gegenstände erkennen können.
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Autoren
Miller et al.
[MKCA03]
Natale
et al.
[NOB+05]
Wang et al.
[WJL+05]
Saxena
et al.
[SDK+06]
Gorges
et al.
[GBWD06]
Jahr 2003 2005 2005 2006 2006
Objektgeom.
bekannt
ja nein nein nein ja
Geom. (*)
Objekt-
merkmale
ja nein nein nein ja
Visu. (*)
Objekt-
merkmale
nein ja ja ja nein
Takt. (*)
Objekt-
merkmale
ja ja ja nein ja
Anzahl
Finger
3 5 4 2 5
Anzahl
DOF
8 16 13 1 11
Anzahl
DOM
4 6 13 1 4
Anzahl
Präzisions-
griﬀe
1 3 (PG+KG) 8 1 2
Anzahl
Kraftgriﬀe
1 3 (PG+KG) 0 0 3
Berücks.
Arm-
kinematik
ja ja ja ja ja
Rechenzeit
11-232 Sek. /
120-478 Sek.
k.Ang.
70 Sek. für
300 Kand.
k.Ang. k.Ang.
Erfolgsrate k.Ang. k.Ang. 94% 87.5% k.Ang.
Evaluierung simuliert real
simuliert /
real
real
simuliert /
real
Anzahl Ob-
jektklassen
4 (Tasse,
Flasche,
Telefon,
Flugzeug)
3 (Kugel,
Zylinder,
Quader)
3 (Quader,
Zylinder,
Maus)
6+ (Stift,
Buch, etc.)
2 (Tasse,
Teller)
Tabelle 2.6: Leistungsdaten der vorgestellten Verfahren, die auf Greifheuristiken basieren.
Die Zeilen (*) stellen dar, welche Typen von Objektmerkmalen zur Berechnung
herangezogen werden.
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Bei den reaktiven Methoden sind Huber et al. [HG02] und Platt et al. [PFG04] in der La-
ge, nur mit qualitativen Geometrieangaben auszukommen. Beide Arbeiten gehen jedoch
von einem bereits stabilen initialen Griﬀ aus und adaptieren diesen lediglich unter Ein-
wirkung äußerer Kräfte. Gomez et al. [GAHP05] verwenden gar kein Geometriemodell,
müssen dafür aber den vom Benutzer in die Handﬂäche gelegten Gegenstand zunächst
taktil explorieren. Weitere Systeme, die mit geringem bis gar keinem Vorwissen über
Objektformen auskommen sind Natale et al. [NOB+05], Wang et al. [WJL+05] und Sa-
xena et al. [SDK+06], die alle drei Heuristiken einsetzen. Natale et al. können jedoch
nur ein sehr einfaches Szenario mit einfarbigen Primitivkörpern handhaben. Wang et
al. setzen vergleichsweise aufwändige Sensorik ein, die derzeit nur auf massiven Indus-
triemanipulatoren eingesetzt werden kann. Saxena et al. verwenden ein Konzept, das
lediglich für einfache Teilgeometrien Parallelgriﬀe ermitteln kann und für mehrﬁngrige
Griﬀe nicht geeignet ist.
Mit Ausnahme von Saxena et al. und Gorges et al. verwendet keiner der vorgestellten
Autoren texturierte Gegenstände und inhomogene Hintergründe werden generell nicht
berücksichtigt. Beides erschwert die Bildverarbeitung, würde jedoch die Szenarien deut-
lich anwendungsnaher gestalten.
Bis auf Huber et al. [HG02] setzen alle Autoren lediglich einen einzigen speziellen Endef-
fektor in ihren Arbeiten ein. Daher wird meistens nur eine spezielle kinematische Struk-
tur bei der Suche im Konﬁgurationsraum berücksichtigt. Flexible Algorithmen sollten
in der Lage sein, auf wechselnden Plattformen mit unterschiedlichen Kinematiken gleich
bleibend stabile Konﬁgurationen zu ermitteln.
Im Hinblick auf die leistungsfähigste Verfahrensart lassen der Querschnitt über die vor-
gestellten Veröﬀentlichungen und die präsentierten Resultate vermuten, dass sich die
Fokussierung auf Greifheuristiken zwecks Bestimmung optimaler Endeﬀektorkonﬁgura-
tionen zukünftig durchsetzen wird. Diese Methodik ermöglicht eine eﬃziente Einschrän-
kung des Konﬁgurationsraums für mögliche Griﬀe und bietet darüber hinaus den Vorteil,
dass sie aufgrund der Orientierung an menschlichen Bewegungsstereotypen auch die In-
teraktion zwischen Mensch und Maschine erleichtern wird.
2.5 Beitrag dieser Arbeit
Die autonome anthropomorphe Manipulation von Gegenständen umfasst die sequenzi-
ell auszuführenden Phasen der Objekterkennung, Griﬀbestimmung und den eigentlichen
Manipulationsvorgang. Der vorgestellte Querschnitt über den Entwicklungsstand realer
Prototypen zeigt, dass bislang nur wenige Forschungsgruppen den gesamten Umfang des
Ablaufs in ihren Arbeiten berücksichtigen. Lediglich Gorges et al. [GBWD06] präsen-
tieren mit ARMAR-III ein System, das in einem durchgängigen Prozess Gegenstände
erkennt und ohne zeitaufwändige Berechnung direkt einen mehrﬁngrigen Griﬀ ausführen
kann. In dieser Arbeit wird ein Szenario betrachtet, bei dem ein texturierter Gegenstand
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Verfahrensart Stärken Schwächen
Analytisch
• Bestimmung
optimaler
Greifpunkte
• Vernachlässigung d. Kinematik
• hoher Zeitaufwand
• exakte Objektgeometrie nötig
Reaktiv
• schnelle
Berechnung
• meist keine visuelle Unterstützung
• keine deliberative Planung
• eingeschränkte Testszenarien
Programmieren
durch Vormachen
• Intuitive
Benutzerführung
• hoher Integrationsaufwand
• speziell trainierte Bewegungen
Anwendung von
Heuristiken
• Verkleinerter
Konﬁg.raum
• Objektgeometrie nötig
Tabelle 2.7: Vergleich von Stärken und Schwächen der vorgestellten Verfahren zur Bestim-
mung einer Endeﬀektorkonﬁguration.
auf einer waagerechten Oberﬂäche liegt oder steht. Das autonome System kennt die un-
gefähre Position des Gegenstandes, hat jedoch keine Kenntnis über den Objekttyp. Ziel
ist es, den Gegenstand mit einem anthropomorphen Greifer zu ﬁxieren. Dazu liefert die
vorliegende Arbeit zu folgenden innovativen Kernpunkten einen Beitrag:
• Erhöhung der Flexibilität durch Einsatz von abstrakt codiertem Vorwissen über
Objektkategorien anstelle von instanzspeziﬁschem Vorwissen.
• Betrachtung des gesamten Greifprozesses von der Objekterkennung bis zur Griﬀ-
ausführung. Zur schnellen Ermittlung von geeigneten Griﬀen werden Griﬀheuris-
tiken in das Vorwissen integriert.
• Erweiterung der bestehenden Ansätze zur bildbasierten Objekterkennung durch
ein Verfahren, das Objekte anhand seiner Teilgeometrien identiﬁziert. Dazu muss
die in den Sensordaten abgebildete Topologie des Objektes in einzelne Geometrien
zerlegt werden. Es wird sowohl die Analyse von 2D- als 3D-Merkmale betrachtet.
• Untersuchung der Alltagstauglichkeit der Objekterkennung unter realen Bedingun-
gen. Dazu zählt auch der Einsatz von Sensorik und Aktorik, die den Anforderungen
mobiler Robotik (siehe Abschnitt 1.1) gerecht wird.
Um das beschriebene Ziel zu erreichen, wurde ein Gesamtkonzept entworfen, in dessen
Mittelpunkt eine neuartige Codierung von Vorwissen über Objekte steht. Abbildung 2.10
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gibt einen Überblick über die einzelnen Verarbeitungsstufen, die im Folgenden kurz
vorgestellt und in den nachfolgenden Kapiteln eingehend erörtert werden.
Codierung abstrakten Vorwissens
Ein Ziel der vorliegenden Arbeit ist es, die durchgängige Konzeption von der Objekter-
kennung bis zum Greifvorgang im Hinblick auf eine ﬂexible Objektbeschreibung weiter
zu entwickeln. Dazu ist eine abstrakte Repräsentation nötig, die es erlaubt, die Be-
schreibungen ähnlicher Gegenstände einer Objektkategorie in einer einzigen kompakten
Codierungsform zusammenzufassen. Anders als bislang werden keine instanzspeziﬁschen
Bildmerkmalen verwendet. Stattdessen wird die Kategorie über Griﬀheuristiken und ei-
ne Topologie von geometrischen Grundprimitiven beschrieben, die sowohl numerisch als
auch symbolisch codiert ist.
Objekterkennung
Der Verzicht auf die Codierung von Low-Level-Bildmerkmalen oder exakten geometri-
schen Parametern führt zu der Notwendigkeit, die Methodiken der klassischen Ansätze
der ansichten- und modellbasierten Objekterkennung zu erweitern. Aktive Exploration
versetzt das System in die Lage, aus mehreren Objektansichten visuelle Daten über
die Szene zu gewinnen und diese mit der abstrakten Objektrepräsentation zu verglei-
chen. In dieser Arbeit werden sowohl inhomogene Bildhintergründe als auch texturierte
Oberﬂächen berücksichtigt. Das erfordert den Einsatz einer geeigneten Segmentierungs-
methode in einem vorverarbeitenden Schritt. Die Herausforderung der Objekterkennung
besteht darin, die im Vorwissen codierten Grundprimitiv-Topologien in den Bilddaten
zu detektieren. Diese Aufgabe kann mit unterschiedlichen Ansätzen gelöst werden, die
sich in zwei Kategorien unterteilen lassen. Die eine führt den Vergleich mit den Formen
bekannter geometrischer Grundprimitive ausschließlich anhand der 2D-Merkmale jedes
einzeln akquirierten Bildes durch. Die andere rekonstruiert zunächst die dreidimensiona-
le Form des Objektes, indem 2D-Merkmale der gesammelten Bilddaten fusioniert werden
[SCMS01]. In der rekonstruierten Hülle sucht der Analysealgorithmus schließlich nach
möglichen Grundprimitiven.
Griﬀermittlung und Griﬀausführung
Neben der Formbeschreibung muss die abstrakte Repräsentation auch Angaben enthal-
ten, die eine schnelle und endeﬀektorunabhängige Bestimmung von möglichen Griﬀ-
prototypen zulassen. Die in dieser Arbeit entwickelte Repräsentation codiert neben
den Griﬀprototypen der Cutkosky-Hierarchie auch Spezialgriﬀe, die in einigen Situatio-
nen sinnvollere Fixierungsmöglichkeiten bieten, wie beispielsweise der Haken-Tragegriﬀ.
Nach der erfolgreichen Extraktion der geometrischen Grundprimitive des betrachteten
Gegenstandes können mit Hilfe des Vorwissens der Objekttyp und mögliche Greifop-
tionen ermittelt werden. Je nach Skalierung und Lage der vorliegenden Grundkörper
schränkt die Griﬀermittlung diese Optionen weiter ein und berechnet bei Bedarf eine
zum Greifen geeignetere Position der mobilen Plattform.
50
2.5 Beitrag dieser Arbeit
Abbildung 2.10: Blockschaltbild des Greifprozesses. Der obere Teil wird in der realen Arbeit-
sumgebung durchgeführt, der untere Teil wird mangels eines verfügbaren
anthropomorphen Endeﬀektors in einer virtuellen Umgebung simuliert.
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Zur Versuchsdurchführung wurde die DLR-Hand als anthropomorpher Endeﬀektor aus-
gewählt, da nur diese bautechnisch die Platzierung eines zur Objekterkennung notwen-
digen optischen Sensor in der Handﬂäche erlaubt. Da die DLR-Hand nicht in Hardware
vorlag, wurde die Griﬀausführung in einer virtuellen Umgebung evaluiert. Kollisionsde-
tektierende Algorithmen simulieren dabei die taktile Sensorik des Greifers.
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Kapitel 3
Die komponentenbasierte
Objektrepräsentation
Die in Kapitel 1 vorgestellten Anwendungsszenarien für assistive Roboter fokussieren
auf die häusliche Umgebung. In diesem Umfeld muss das autonome System mit einer
Vielzahl unterschiedlicher Gegenstände interagieren, die sich in Form und Farbe sowohl
deutlich als auch nur marginal unterscheiden können. Die Gegenstände beﬁnden sich
in unbekannter Lage und sollen vom Roboter ohne manuellen Eingriﬀ des Menschen
sowohl erkannt als auch gegriﬀen werden. In dieser Arbeit wird die Interaktion auf eine
so genannte Pick-and-place-Aufgabe beschränkt, deren Ziel eine stabile Fixierung des
Objektes ist. Die Herstellung eines stabilen Griﬀs für einen anthropomorphen Endeﬀek-
tor erfordert die Berücksichtigung der Form des zu greifenden Gegenstandes. Es ist also
erforderlich, dass das System sowohl dessen Lage als auch dessen Formparameter mit
Hilfe von sensorischen Daten erfassen kann.
Die Instruierung autonomer Systeme ﬁndet heutzutage häuﬁg mit Hilfe graﬁscher Be-
nutzerschnittstellen statt. Um diesen Vorgang intuitiver zu gestalten, werden vermehrt
sprachgesteuerte Schnittstellen entwickelt [REZ+02]. Bei der Formulierung der vom Ro-
boter durchzuführenden Aufgabe referenziert der Benutzer die zu greifenden Gegenstän-
de über ihre sprachliche Bezeichnung (z.B. Bring mir die Flasche, die auf dem Tisch
steht). Der Roboter muss daher nicht nur die Form und Lage des Gegenstandes zur
Bestimmung eines Griﬀes analysieren, sondern diesen auch identiﬁzieren, um den Bezug
zu dem Objekt herzustellen, das in der Instruktion genannt wurde.
Die Identiﬁkation und Lageerkennung erfordert Vorwissen über die zu manipulierenden
Objekte, das vor dem Einsatz des autonomen Systems generiert werden muss. Bei der
häuﬁg verwendeten ansichtenbasierten Objekterkennung (Abschnitt 2.2.1) besteht die-
ses Vorwissen aus den numerischen Daten einer Vielzahl von Merkmalen, die die jeweils
verwendeten Bildverarbeitungsalgorithmen aus den Sensordaten extrahieren. Bei einem
Wechsel der Algorithmen verändern sich bei Verwendung der gleichen Sensordaten die
numerischen Werte der Merkmale und damit das Vorwissen. Da ansichtenbasierte Me-
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thoden hauptsächlich Texturmerkmale berücksichtigen, ändert sich das Vorwissen bei
Betrachtung von Gegenständen mit unterschiedlichen Texturen, selbst wenn diese die
gleiche Form aufweisen. Die Codierung ist demnach instanzspeziﬁsch, für jeden Gegen-
stand ist eine eigene Beschreibung notwendig. Mit steigender Anzahl zu berücksichtigen-
der Beschreibungen können Mehrdeutigkeiten im Erkennungsprozess jedoch zu Fehlern
1. und 2. Art (false positives und false negatives) führen [Kef01]. Daher werden im Be-
reich der Lageerkennung derzeit eher kleine Mengen an Testobjekten zur Evaluierung
der Algorithmen verwendet (vergleiche Abschnitt 2.2.2).
Ein weiterer Nachteil ist der hohe Aufwand der Erstellung des Vorwissens. Bei ansichten-
basierten Verfahren kommen dedizierte Aufnahmeplätze zum Einsatz, die hochwertige
Sensorik einsetzen und exakt kalibriert werden [BSZD06]. Modellbasierte Verfahren be-
nötigen Formbeschreibungen wie z.B. CAD-Modelle [KK05]. Das für den Greifprozess
nötige Vorwissen muss von einem Experten in einem aufwändigen Prozess per Bildakqui-
se (ansichtenbasierte Verfahren) bzw. Modellierung (modellbasierte Verfahren) generiert
werden und enthält noch keine Informationen über mögliche Greifoptionen.
Um die Nachteile der bisherigen Beschreibungsformen zu eliminieren und den gesamten
Greifprozess zu unterstützen, soll die im Rahmen dieser Arbeit entwickelte Repräsenta-
tionsform folgende Eigenschaften aufweisen:
• Statt einzelner Objekte sollen geometrisch ähnliche Gegenstände in einer Reprä-
sentation zusammengefasst werden, so dass anstelle eines speziﬁschen Gegenstan-
des eine Kategorie von Objekten beschrieben wird. Dies erfordert die Erstellung
einer geometrischen Beschreibung, die für die gesamte Kategorie gültig ist.
• Neben der Codierung der geometrischen Form sollen auch mögliche Griﬀe in die
Beschreibung integriert werden.
Zum Erreichen der genannten Ziele verfolgt diese Arbeit einen Ansatz, der sich von
den klassischen Codierungsformen unterscheidet. Anstelle monolithischer Beschreibun-
gen, die den gesamten Gegenstand beinhalten, ﬁndet eine komponentenbasierte Mo-
dellierung statt, die Objekte aus geometrischen Grundkörpern zusammensetzt [BK05].
Für jeden Grundkörper werden nicht nur seine charakteristische Form, sondern auch
geeignete Griﬀe beschrieben, so dass während des Greifprozesses keine zeitaufwändige
Berechnung nötig ist [BSK06]. Die Repräsentation der Grundkörper und der aus ihnen
zusammengesetzten Gegenstände liegen in XML-basierten1 Textdateien vor.
Die folgenden Abschnitte beschreiben die Form des Objektvorwissens, das sowohl für
die Objekterkennung (Abschnitt 3.1) als auch für die Griﬀbestimmung (Abschnitt 3.2)
genutzt wird.
1XML steht für Extensible Markup Language und eignet sich zur textuellen Darstellung von hierar-
chisch strukturierten Daten [Min02].
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3.1 Vorwissen für die Objekterkennung
Ein autonomer Service-Roboter wird im häuslichen Umfeld auf eine Vielzahl unterschied-
licher Gegenstände stoßen, die er erkennen und gegebenenfalls greifen soll. Tabelle 3.1
stellt einige dieser Gegenstände beispielhaft dar. Zur Identiﬁkation eines Objektes und
der Feststellung seiner Lage benötigt ein autonomes System eine Beschreibung der op-
tischen Erscheinung dieses Objektes. Dies wirft die Frage auf, wie die Gegenstände in
Tabelle 3.1 modelliert werden können, um dem Roboter als Vorwissen zu dienen.
Die Kernidee der in dieser Arbeit entwickelten Beschreibungsform basiert auf Erkennt-
nissen von Untersuchungen über die menschliche Wahrnehmung, die Irving Biederman
1987 als Recognition-By-Components-Theorie [Bie87] publizierte. Er stellte fest, dass
Menschen Gegenstände visuell anhand von Kanten erkennen, indem sie zunächst an-
hand der Lage der Kanten einzelne geometrische Komponenten identiﬁzieren und aus
der Anordnung mehrerer benachbarter Komponenten Rückschlüsse über das vorliegende
Objekt ziehen (siehe Abbildung 3.1 links). Zur Bezeichnung dieser geometrischen Primi-
tive prägte er den Begriﬀ Geons. Dabei handelt es sich um so genannte Generalisierte
Zylinder [Bin71], die durch Variation des Querschnittes und des Symmetrieachsenver-
laufs aus einem Zylinder generiert werden können (siehe Abbildung 3.1 rechts). Bieder-
man geht in seiner Arbeit von 36 unterschiedlichen Geons aus, deren Kombination eine
hohe Zahl an darstellbaren Topologien ermöglicht. Ein häuﬁger genannter Kritikpunkt
an seiner Theorie ist die Tatsache, dass sich nicht alle denkbaren Gegenstände aus geo-
metrischen Grundkörpern zusammen setzen lassen. Unbestreitbar ist jedoch, dass sich
die Form vieler industriell gefertigter Objekte mit Geons vereinfacht darstellen lässt.
Abbildung 3.1: Links: Ablauf der menschlichen Wahrnehmung nach [Bie87]. Die Identiﬁka-
tion von Objekten basiert auf der Erkennung von Teilkomponenten. Rechts:
Generierung diverser Komponenten durch Variation von Querschnittsform
und Achsenverlauf (Abbildung nach [Bie00]).
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Objekt:
Topf ohne
Deckel
Geons:
1, 6, 6
Objekt:
Topfdeckel
Geons:
1, 5
Objekt:
Topf mit
Deckel
Geons:
1, 6, 6, 6
Objekt:
Pfanne
Geons:
1, 2
Objekt:
Pfanne
Geons:
1, 3, 3, 5, 5
Objekt:
Kanne
Geons:
1, 2, 2, 5, 7
Objekt:
Messbecher
Geons:
2, 4, 6
Objekt:
Nudelholz
Geons:
1, 7, 7
Objekt:
Tasse
Geons:
1, 5
Objekt:
Teller
Geons:
1
Objekt:
Flasche
Geons:
1, 1, 7
Objekt:
Flasche
Geons:
1, 2
Objekt:
Cocktailglas
Geons:
1, 2, 2
Objekt:
Eierbecher
Geons:
7, 7, 7
Objekt:
Eierbecher
Geons:
7
Objekt:
Trichter
Geons:
1, 2
Objekt:
Vase
Geons:
2, 3
Objekt:
Tetrapack
Geons:
1, 3, 3, 8
Objekt:
Wiegemesser
Geons:
1, 1, 5, 7, 7
Objekt:
Holzlöﬀel
Geons:
1, 1
Objekt:
Stößel
Geons:
1, 1, 7, 7
Objekt:
Weinpumpe
Geons:
1, 1
Objekt:
Hammer
mit Rund-
kopf
Geons:
1, 1
Objekt:
Hammer
mit eckigem
Kopf
Geons:
1, 3
Tabelle 3.1: Eine exemplarische Auswahl von Objekten, die im häuslichen Umfeld zu ﬁnden
sind. Die Objekte lassen sich mit Hilfe der Geons aus Abbildung 3.3 qualitativ
modellieren: 1 - Zylinder / 2 - Kegelstumpf / 3 - Quader / 4 - Pyramide / 5 -
Rundbogen / 6 - Eckbogen / 7 - Ellipsoid / 8 - Satteldach.
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Geons ermöglichen eine qualitative Beschreibung eines Objektes [GLR99], so dass sich
ähnliche Objektformen in einer Repräsentation zusammenfassen lassen (siehe Abbil-
dung 3.2). Diese beschreibt somit nicht nur einen speziﬁschen Gegenstand, sondern die
Menge aller Gegenstände mit ähnlicher Form. Diese Menge wird im Folgenden mit dem
Begriﬀ Kategorie bezeichnet. Durch unterschiedliche topologische Anordnung einzelner
Primitive lassen sich bereits mit einer geringen Anzahl an Grundkörpern eine große Zahl
verschiedener Kategorien modellieren.
Abbildung 3.2: Eine qualitative Formbeschreibung ermöglicht die Zusammenfassung mehre-
rer Objekte mit ähnlicher Form in einer einzigen Repräsentation. Die Reprä-
sentation der hier gezeigten Gegenstände enthält eine Topologie aus Ellipsoid
und Rundbogen.
Abbildung 3.3 zeigt eine Menge von acht verschiedenen Geons, mit denen die in Ta-
belle 3.1 und Abbildung 3.2 dargestellten Gegenstände repräsentiert werden können.
Dabei sind teilweise unterschiedliche Formausprägungen eines Geons nötig, die sich
durch Variation der Skalierung entlang dessen Hauptachsen oder durch senkrecht zu
den Hauptachsen liegende Schnitte ergeben (siehe Abbildung 3.4). Hinsichtlich der spä-
teren bildbasierten Identiﬁkation und Lageerkennung ist hierbei entscheidend, dass die
charakteristische Form des Grundkörpers erhalten bleibt, so dass er von den anderen
Primitiven visuell unterschieden werden kann.
Nr.1: Zylinder Nr.2: Kegelstumpf Nr.3: Quader Nr.4: Pyramide
Nr.5: Rundbogen Nr.6: Eckbogen Nr.7: Ellipsoid Nr.8: Satteldach
Abbildung 3.3: Die 24 Objekte aus Tabelle 3.1 lassen sich mit diesen 8 geometrischen Grund-
primitiven modellieren.
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Abbildung 3.4: Verschiedene Ausprägungen des zylindrischen und ellipsoiden Grundkörpers,
die sich durch Skalierungsänderungen entlang der Hauptachsen des Körpers
oder durch senkrecht zu den Hauptachsen liegende Schnitte ergeben.
Das theoretische Konzept Biedermans wurde seit seiner Veröﬀentlichung mehrfach zur
rechnerbasierten Identiﬁkation von Gegenständen in Bilddaten eingesetzt (z.B. [PF99],
[MF00], [ZK02], [MB04], [WXYZ05]). In dieser Arbeit wird unter anderem untersucht,
wie weit es sich über die Identiﬁkation hinaus zur Lageerkennung von Objekten und
damit zur Objekterkennung für einen Greifprozess nutzen lässt. Dazu ist eine geeignete
Codierung erforderlich, mit der das für die Objekterkennung benötigte Vorwissen gespei-
chert werden kann. Um den Aufbau der Kategoriebeschreibung modular zu gestalten,
unterscheidet die hier gewählte Repräsentation zwischen der Codierung von Grundkör-
pern (Abschnitt 3.1.1) und der Codierung von Objektkategorien (Abschnitt 3.1.2). Die
Kategoriecodierung enthält lediglich symbolische Verweise auf die einzelnen Grundkör-
per.
3.1.1 Codierung der Grundkörper
Die Repräsentation eines Grundkörpers muss Angaben enthalten, die den Algorithmen
der Objekterkennung eine korrekte Identiﬁkation des Typs und der Lage des Geons
innerhalb einer komplexen Geon-Topologie ermöglichen. Primär ist hierbei die Codie-
rung der Form des Primitivs relevant. Modellbasierte Objekterkennungssysteme greifen
ebenfalls auf Vorwissen über Objektformen zurück und verwenden dabei entweder drei-
dimensionale CAD-Daten eines Objektes (z.B. [MS97], [KKK03], [KK05]) oder die cha-
rakteristischen Silhouetten eines Objektes in Form von zweidimensionalen Konturdaten
(z.B. [Mok97] oder [Sup03]). Beide Vorgehensweisen lassen sich auch für die kompo-
nentenbasierte Erkennung einsetzen, indem die Formen einzelner Geons als Vorwissen
dienen.
Unabhängig von der gewählten Bildverarbeitungsmethodik benötigt die Objekterken-
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nung Angaben über Rotationssymmetrien der Grundkörper, um Mehrdeutigkeiten bei
der Interpretation der detektierten Ausrichtung eines Grundkörpers aufzulösen. Die im
Rahmen dieser Arbeit implementierten Analysealgorithmen benötigen außerdem Infor-
mationen über spezielle Eigenschaften des Grundkörpers wie Schwerpunktlage oder Vo-
lumen. Diese geonspeziﬁschen Angaben werden in Form mathematischer Ausdrücke für
jedes Primitiv in einer XML-Datei abgelegt. Ein Ausschnitt einer solchen Datei ist in
Abbildung 3.5 (rechts) beispielhaft dargestellt.
Abbildung 3.5: Geon Kegelstumpf und Teile seiner XML-Beschreibung.
3.1.2 Codierung von Objektkategorien
Nach Biedermans Recognition-By-Components-Theorie nimmt der Mensch Objekte wahr,
indem er die relativen Lagen der geometrischen Bestandteile des Objektes analysiert.
Dabei spielen verschiedene Kriterien eine Rolle (siehe auch Abbildung 3.6):
• Art und Anzahl: Jede Kategoriedeﬁnition benötigt eine Liste der enthaltenen
Grundkörper. In dieser Arbeit besteht diese Liste aus symbolischen Verweisen auf
die Beschreibung der einzelnen Grundkörper.
• Größe: Ignoriert man zulässige Größenangaben für einzelne Grundkörper in der
Beschreibung, dann kann es in einigen Fällen bei gleichartigen Topologien un-
terschiedlicher Kategorien zu nicht unterscheidbaren Beschreibungen führen. Ein
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Beispiel hierfür zeigen die Objekte Weinpumpe und Hammer mit Rundkopf in
Tabelle 3.1, die beide aus zwei senkrecht zueinander stehenden Zylindern beste-
hen. In dieser Arbeit sind daher für jeden Grundkörper geometrische Parameter
festgelegt (z.B. Durchmesser und Höhe für den Zylinder). Die Kategoriebeschrei-
bung enthält für jeden dieser Parameter numerisch codierte Grenzwerte, so dass
der Vergleich der Größe der Grundkörper als zusätzliches Zuordnungskriterium
dienen kann.
Abbildung 3.6: Die Beschreibung der Geon-Topologie umfasst unter anderem Anzahl und
Art der Grundkörper, ihre Größe und Anordnung sowie ihre Ausrichtung.
• Anordnung: Die Anordnung der Grundkörper muss über ihre relative Lage co-
diert werden. In dieser Arbeit geschieht dies über einen dreidimensionalen Ver-
bindungsvektor (siehe Abbildung 3.7 links), der die Schwerpunkte beider Primiti-
ve miteinander verbindet. Hierbei dient das lokale Koordinatensytems des ersten
Grundkörpers der Geon-Liste als Referenz-Koordinatensystem für die gesamte To-
pologie.
• Ausrichtung: Die Ausrichtung eines einzelnen Grundkörpers wird über einen
dreidimensionalen Rotationsvektor bestimmt, der in dieser Arbeit im Relation zum
lokalen Koordinatensystem des Grundkörpers deﬁniert ist (siehe Abbildung 3.7
rechts).
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Abbildung 3.7: Links: Die relative Anordnung von Geons ist über Verbindungen festgelegt,
die die Schwerpunkte der beteiligten Grundkörper in einem Vektor codieren.
Rechts: Die Ausrichtung der Geons relativ zu ihrer körpereigenen Referenz-
lage ist über die Rotation um die drei Raumachsen festgelegt.
3.2 Vorwissen für die Griﬀbestimmung
Wenn sowohl die Form eines zu greifenden Objektes als auch der Aufbau des Endeﬀektors
bekannt ist, so lässt sich mit Hilfe analytischer Methoden ein stabiler Griﬀ ermitteln.
Der dazu nötige Rechenaufwand steigt jedoch exponentiell mit den zu berücksichti-
genden Freiheitsgraden des Endeﬀektors. Anthropomorphe Endeﬀektoren besitzen eine
hohe Zahl an unabhängig zu steuernden Gelenken, so dass die mathematische Analy-
se auch mit leistungsfähigen Algorithmen und modernen Prozessoren viel Rechenzeit
beansprucht ([ZQ06]).
Trotz der hohen Flexibilität der menschlichen Hand zeigt es sich, dass der Mensch im
täglichen Gebrauch immer wieder die gleichen Griﬀe verwendet, die sich durch einfache
Ausführung und hohe Stabilität auszeichnen. Die von Mark R. Cutkosky ermittelte
Hierarchie [Cut89] (siehe Abschnitt 2.3.4) fasst diese Griﬀtypen zusammen. Sie lassen
sich auf eine Vielzahl unterschiedlicher Objektformen anwenden und sind somit nicht
auf eine spezielle Anwendung beschränkt.
Die Griﬀtypen der Hierarchie werden im Folgenden als Griﬀprototypen bezeichnet. Da
sie sich auch zum Einsatz mit einem anthropomorphen Endeﬀektor eignen, bilden sie
einen weiteren Teil des komponentenbasierten Objektvorwissens, mit dem sich geeignete
Griﬀe für Geons und damit auch für Geon-Topologien bestimmen lassen.
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3.2.1 Griﬀprototyp-Klassen
Cutkosky teilt die Griﬀprototypen in seiner Hierarchie in zwei Klassen ein, die sich
primär anhand der Größe der Kontaktﬂäche zwischen Hand und Objekt unterscheiden:
• Kraftgriﬀe: Diese Klasse zeichnet sich dadurch aus, dass das zu greifende Ob-
jekt möglichst weit umschlossen und zwischen Hand und Objekt eine möglichst
große Kontaktﬂäche hergestellt wird. Durch den Einsatz der Innenhandﬂäche als
Kontaktregion ergibt sich eine hohe Stabilität. Eine Feinmanipulierbarkeit ist bei
diesen Griﬀen jedoch nicht gegeben, Objektbewegungen können nahezu ausschließ-
lich durch Bewegung des Handgelenks oder des Arms herbeigeführt werden.
• Präzisionsgriﬀe: Diese Klasse wird vornehmlich für kleine und leichte Objekte
verwendet. Die Hand hat lediglich an den Fingerspitzen Kontakt zum Objekt. Sie
kann daher keine große Kraft ausüben, über Fingerbewegungen lässt sich das Ob-
jekt jedoch feinmanipulieren. Die Haltewirkung der Präzisionsgriﬀe basiert darauf,
dass die Kraftwirkungen der Finger einander entgegengesetzt sind und in vektori-
eller Summe Null ergeben.
Die vorliegende Arbeit erweitert die Hierarchie nach Cutkosky, indem eine weitere Klasse
von Griﬀen eingeführt wird:
• Formschlussgriﬀe: Elemente dieser Griﬀklasse unterscheiden sich von den vor-
hergehenden Klassen qualitativ dadurch, dass durch den Endeﬀektor keine direkte
Kraft auf das Objekt ausgeübt wird. Er dient lediglich als Auﬂageﬂäche, die eine
der Gravitation entgegengerichtete Kraft auf den Gegenstand ausübt. Bei den von
Cutkosky deﬁnierten Griﬀprototypen entspricht der so genannte Plattform-Griﬀ
(Abbildung 3.8 links) dieser Kategorie, er wird dort allerdings den Kraftgriﬀen
zugeordnet. Diese Arbeit führt zwei Haken-Griﬀe ein, bei denen der Endeﬀektor
mit zwei oder drei Fingern einen Haken oder Ring bildet, in dem das Objekt hängt
(Abbildung 3.8 Mitte und rechts).
Abbildung 3.8: Darstellung verschiedener Formschlussgriﬀe. Links: Der Plattform-Griﬀ.
Mitte: Der zweiﬁngrige Haken-Griﬀ. Rechts: Der dreiﬁngrige Haken-Griﬀ.
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3.2.2 Codierung der Griﬀparameter
Neben der Formcodierung soll das Vorwissen jedes Primitivs Parameter enthalten, die
die Bestimmung einer Greifstrategie erlauben. Diese Daten bestehen hier nicht aus exakt
festgelegten Griﬀpunkten auf der Objektoberﬂäche, sondern aus Angaben zur Ausrich-
tung des Endeﬀektors und geeigneten Griﬀprototypen:
• Ausrichtung: Die räumliche Ausrichtung des Endeﬀektors wird durch eine Raum-
position, einen dreidimensionalen Bewegungsvektor und eine Rotation um diesen
Vektor deﬁniert. Als Referenz dient bei dieser Angabe die in Abbildung 3.9 (a)
gezeigt Endeﬀektorstellung, bei der der Daumen des Endeﬀektors senkrecht zur
Greifrichtung und die übrigen Finger in Greifrichtung stehen. In dieser Endeﬀek-
torstellung sind zur Formung unterschiedlicher Griﬀprototypen nur noch Gelenk-
änderungen am Greifer, jedoch nicht am Manipulator nötig.
(a) (b) (c) (d)
Abbildung 3.9: (a) Die Referenzstellung des Endeﬀektors. Das oberhalb der Hand gezeigte
Symbol verdeutlicht die im Vorwissen gespeicherte Greifrichtung (GR) und
die senkrecht dazu stehende Daumenrichtung (DR). (b) und (c) Variierende
Ausrichtungen des Endeﬀektors bei einer zylindrischen Geometrie. (d) Die
dargestellten Symbole visualisieren die im Vorwissen codierten Ausrichtungen
für einen Zylinder.
• Rotationssymmetrie: Dieser Parameter liefert die Information, ob eine Rotation
des Endeﬀektors um den Bewegungsvektor möglich ist, ohne dabei die Natur des
Griﬀes zu verändern. Dies gilt zum Beispiel für von oben gegriﬀene Zylinder oder
Quader (siehe Abbildung 3.10).
• Versatzmöglichkeit: Hiermit wird festgelegt, ob und wie weit der Endeﬀektor
rechtwinklig zur Angreifrichtung versetzt werden darf (siehe Abbildung 3.10).
• Mögliche Griﬀprototypen: Für die meisten Angreifrichtungen sind mehrere
verschiedene Griﬀprototypen möglich. Jeder Griﬀprototyp besitzt eine speziﬁsche
Form der Fingerstellungen, die jedoch von dem verwendeten Endeﬀektor abhängt.
Daher enthält die Kategoriebeschreibung nur einen symbolischen Verweis auf den
Prototypen. Die in Kapitel 5 erläuterte Beschreibung des Endeﬀektors schließt
dagegen auch konkrete Angaben zur Ausführung des Griﬀes ein.
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Abbildung 3.10: Ein Griﬀ lässt sich bei einigen Primitiven bei gleichbleibender Greifrichtung
variieren, indem der Endeﬀektor um den Bewegungsvektor gedreht (links)
oder senkrecht zur Greifrichtung versetzt wird (rechts). Diese Variations-
möglichkeiten müssen ebenfalls in das Vorwissen integriert werden.
Für jeden geometrischen Grundkörper liegt eine bestimmte Anzahl Angreifrichtungen
und damit Positionen vor, an dem sich der Endeﬀektor während der Griﬀausführung
beﬁnden muss. Wenn mehrere Grundkörper zu einem Objekt kombiniert werden, re-
duziert sich diese Anzahl. Die Angreifpositionen fallen an den Stellen weg, an denen
die Grundkörper zusammengesetzt sind. Weiterhin sind Griﬀe nicht mehr zulässig, bei
denen die umschließenden Finger mit einem Nachbargeon kollidieren würden.
In der XML-Beschreibung eines Objekts (siehe Abbildung 3.11) beﬁnden sich folglich
Listen, die für jeden Grundkörper die noch möglichen Angreifoptionen enthalten. Die-
se bilden eine Untermenge aller Angreifoptionen der beteiligten Geons. Die Liste der
resultierenden Greifoptionen für die gesamte Topologie wird in dieser Arbeit manuell
sortiert, so dass stabilere Griﬀe bei der Ermittlung der Greifstrategie bevorzugt werden.
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Abbildung 3.11: Darstellung der XML-Beschreibung einer Tasse und Visualisierung der ent-
sprechenden Griﬀprototypen. Die unterhalb der Griﬀprotoypen stehende
Zahlenangabe in Klammern verweist auf die in Abbildung 2.8 gezeigte Num-
merierung der Protoypen in der Hierarchie nach Cutkosky. Die Hierarchie
wurde außerdem um Formschlussgriﬀe (L1 bis M2) erweitert.
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Kapitel 4
Objekterkennung mittels Geonanalyse
Die autonome Bestimmung eines geeigneten Griﬀs für einen anthropomorphen End-
eﬀektor erfordert zunächst die Lokalisierung des zu greifenden Gegenstands und die
Ermittlung seiner Form. Bei einer Anwendung im Bereich der mobilen Service-Robotik
ist es oft zusätzlich erforderlich, aus der ermittelten Form die vorliegende Objektkatego-
rie abzuleiten, da Menschen bei der Anweisung eines autonomen Systems Gegenstände
typischerweise über deren Kategorienamen referenzieren (z.B. Bring mir die Teekanne).
Visuelle Sensoren liefern Daten, aus denen sich Bildmerkmale extrahieren lassen, die die
Klassiﬁkation der Kategorie erlauben. Diese Bildsensoren sind oft fest auf dem Robo-
ter montiert, so dass ihre Position nur durch Bewegen der mobilen Plattform verändert
wird. Besitzt das System einen Manipulator, dann bietet es sich an, den optischen Sen-
sor auf dem Endeﬀektor zu montieren, so dass er sich an verschiedenen Positionen im
Arbeitsraum platzieren lässt. Auf diese Weise kann der Roboter Bilddaten aus verschie-
denen Ansichten akquirieren. Diesem Vorteil steht jedoch auch der Nachteil gegenüber,
dass hierfür nur kleine und leichte Sensoren geeignet sind, die eine geringe Bildqualität
aufweisen. Die in dieser Arbeit eingesetzte Miniatur-Farbkamera liefert beispielsweise
nur Halbbilder mit einer Auﬂösung von 384×288 Pixeln, die sichtbare Rauschartefakte
aufweisen.
Das im ersten Kapitel betrachtete Anwendungsszenario umfasst die häusliche Umge-
bung, die für den Einsatz von Service-Robotern besonders interessant ist. In diesem
Umfeld ﬁnden sich eine Vielzahl kleiner Objekte, die das autonome System bei der
Ausführung seiner Aufgaben greifen und daher zunächst sensorisch klassiﬁzieren muss.
Ausgangspunkt der im Folgenden erörterten Objekterkennung ist ein Szenario, bei dem
ein einzelner Gegenstand auf einer ebenen Tischoberﬂäche mit ungefähr bekannter Posi-
tion und nicht bekannter Rotation liegt oder steht. Alle möglichen Gegenstände gehören
einer zuvor fest deﬁnierten Menge von Objektkategorien an.
Um die Objektkategorien klassiﬁzieren zu können, sind dem System deren Formen auf
Basis von Topologien geometrischer Grundkörper (Geons) bekannt. Die Identiﬁkation
dieser Geons in den akquirierten Bilddaten ist damit eine zentrale Herausforderung die-
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ser Arbeit. Die folgenden Abschnitte beschreiben den hier entwickelten Lösungsansatz,
der sich (wie in Abbildung 4.1 dargestellt) in mehrere Schritte unterteilt. Abschnitt 4.1
erörtert zunächst die Vorverarbeitung der Bilddaten, bei der die Objektregion vom Hin-
tergrund des Bildes getrennt wird. Anschließend wird ein Verfahren vorgestellt, dass auf
Basis der Silhouette des Gegenstands Geons in Bilddaten identiﬁziert und anhand meh-
rerer Ansichten die gesamte Geontopologie rekonstruieren und damit das Objekt klassiﬁ-
zieren kann (Abschnitt 4.2). Da ein Objekterkennungsverfahren dieser Art bislang nicht
publiziert wurde und somit keine Erkenntnisse über dessen Leistungsfähigkeit vorliegen,
wird es zunächst unter Annahme idealer Segmentierungsergebnisse untersucht, um Feh-
lereinﬂüsse der Vorverarbeitung auszuschließen. Die Segmentierung basiert daher hier
auf einfarbigen Objekten, die sich vor einem ebenfalls einfarbigen Hintergrund beﬁnden.
Die nachfolgende Evaluierung betrachtet auch die Vorverarbeitung von Bilddaten eines
realen Szenarios mit texturiertem Vorder- und Hintergrund und beschreibt die Grenzen
des Verfahrens. Anschließend stellt Abschnitt 4.3 alternative Analysemethoden vor, mit
denen sich die Grenzen des vorgestellten Verfahrens überwinden lassen.
Abbildung 4.1: Übersicht über den Objekterkennungs-Prozess. Die Vorverarbeitung wird in
Abschnitt 4.1 beschrieben, 4.2 erörtert ein silhouettenbasiertes Verfahren zur
Identiﬁkation der Grundkörper. Abschnitt 4.2.5 beschreibt die Klassiﬁzierung
des Gegenstands anhand der identiﬁzierten Grundkörper.
4.1 Vorverarbeitung
Eine Analyse des vorliegenden Gegenstands erfordert zunächst dessen Lokalisierung im
Bild. Die Aufteilung der Bilddaten in Vorder- und Hintergrund wird als Segmentierung
bezeichnet. Der Begriﬀ Vordergrund steht hierbei für die Menge räumlich nebenein-
ander liegender Bildregionen, die zum betrachteten Gegenstand gehören. Da in dieser
Phase der Verarbeitung noch keine semantische Interpretation des Bildes vorliegt, kann
der Segmentierungsalgorithmus lediglich rein farbbezogene Daten zur Klassiﬁzierung
einsetzen. Das für die Analyse nutzbare Vorwissen der im Kapitel 3 vorgestellten Ob-
jektrepräsentation codiert jedoch nur geometrisches Vorwissen, um die Allgemeinheit
der Kategoriebeschreibung zu bewahren. Daher wird die Segmentierung nicht wie üblich
mit Hilfe einer instanzspeziﬁschen Farbsignatur, sondern mit der Signatur des Bildhin-
tergrundes durchgeführt. Eine Farbsignatur ist hierbei das Modell der Farbverteilung
eines Bildes oder einer Bildregion. Dieses Modell muss vor dem Analyseschritt generiert
werden. Unter der Annahme, dass in allen Ansichten nur potenziell zu greifende Ge-
genstände und bekannte Hintergrundfarben zu sehen sind, reicht die Modellierung der
Hintergrundtextur zur Durchführung der Segmentierung aus.
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4.1 Vorverarbeitung
Obwohl hier zunächst nur einfarbige Objekte vor einfarbigem Hintergrund betrachtet
werden, erörtern die beiden folgenden Abschnitte Methoden, die auch die Segmentierung
von texturierten Bildregionen erlauben. In der Evaluierung wird mit diesen Methoden
zusätzlich exemplarisch getestet, wie sich die Objekterkennung bei realen Bilddaten
verhält.
4.1.1 Eingesetzter Farbraum
Eine häuﬁg verwendete Modellierung von Farben ist die so genannte RGB-Darstellung,
bei der ein Farbwert als Kombination der drei Primärfarben Rot, Grün und Blau darge-
stellt wird. Dieser Farbraum besitzt jedoch den Nachteil, dass Beleuchtungsänderungen
nichtlinear auf alle Farbkomponenten abgebildet werden. Ändert sich die Beleuchtung,
so existieren zwischen den betroﬀenen Regionen im RGB-Raum nicht zwangsläuﬁg di-
rekte Nachbarschaftsbeziehungen. Transformiert man diesen Raum jedoch in geeigneter
Art und Weise, so lässt sich der Einﬂuss der Beleuchtungsintensität auf eine Komponen-
te beschränken. Diese Farbkomponente wird während der Segmentierung ignoriert und
damit der Einﬂuss der Beleuchtung verringert.
Aus diesem Grund werden in der Bildverarbeitung meistens Farbräume verwendet,
die eine explizite Darstellung der Helligkeit enthalten. Das von der Internationalen
Beleuchtungskommission (Commission Internationale de l'Éclairage, CIE) entwickel-
te CIELAB-Modell trennt nicht nur Helligkeit und Farbinformation, sondern umfasst
auch ein großes Farbspektrum. Daher dient es Farbmanagementsystemen oder Bildbear-
beitungsprogrammen wie Adobe Photoshop1 als Bezugs-Farbsystem [Eve05], um Werte
zwischen verschiedenen Farbräumen verlustfrei zu konvertieren. Die drei Achsen des
Raumes sind die Helligkeit L∗ sowie ein Rot-Grün-Wert a∗ und ein Gelb-Blau-Wert b∗.
Die Transformation vom RGB- in den CIELAB-Farbraum wird in zwei Schritten voll-
zogen. Zunächst werden die RGB-Komponenten mit
CXY Z =
XY
Z
 =
0.476 0.299 0.1750.262 0.656 0.082
0.020 0.161 0909
RG
B
 (4.1)
in den CIEXYZ-Raum abgebildet [MVT06]. Danach folgt die nichtlineare Umrechnung
in den LAB-Raum:
L∗ = 116 · 3
√
Y − 16 (4.2)
a∗ = 500 ·
(
3
√
X
0.95
− 3
√
Y
)
(4.3)
b∗ = 200 ·
(
3
√
Y − 3
√
Z
1.09
)
(4.4)
1siehe auch http://www.adobe.com
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Das Modell besitzt außerdem die Eigenschaft, dass Unterschiede in der menschlichen
Wahrnehmung zweier Farben über den gesamten Wertebereich annähernd proportional
zur deren euklidischer Distanz im CIELAB-Raum sind [ZSFW97].
4.1.2 Segmentierung
Einfache Segmentierungsalgorithmen setzen Kenntnis über die möglichen Vordergrund-
farben voraus. Sie arbeiten mit einen Schwellwertverfahren, das alle Pixel dem Hinter-
grund zuordnet, die im betrachteten Farbraum außerhalb eines festgelegten Abstandes
von den Vordergrundfarben liegen. Die Festlegung eines geeigneten Schwellwertes ist je-
doch nicht generalisierbar, so dass die Algorithmen oft manuell neu parametriert werden
müssen, um zufrieden stellende Ergebnisse zu erzielen.
Das hier zunächst betrachtete, vereinfachte Szenario mit einfarbigen Objekten und ho-
mogenem Hintergrund erlaubt den erfolgreichen Einsatz einfacher Schwellwertverfahren.
Im Hinblick auf die später folgende Betrachtung mit texturiertem Vorder- und Hinter-
grund wird jedoch ein komplexerer Segmentierungsalgorithmus eingesetzt, der die von
Friedland et al. [FJKR05] veröﬀentlichen Methodik erweitert. Aufgrund seiner Leis-
tungsfähigkeit kommt das Verfahren von Friedland et al. unter anderem im Bildverar-
beitungsprogramm GIMP 2 zur Selektion von Farbregionen zum Einsatz. Der ursprüng-
liche Algorithmus sieht vor, dass der Benutzer im zu bearbeitenden Bild einige Bereiche
des Vorder- und des Hintergrundes manuell markiert. Über diese Auswahl werden drei
Farbmengen erstellt:
1. Eine Menge von Farbwerten, die ausschließlich im Hintergrund vorkommen.
2. Eine Menge von Farbwerten, die ausschließlich im Vordergrund vorkommen.
3. Alle anderen Farbwerte, die nicht eindeutig zugewiesen werden können.
Mit Hilfe dieses Vorwissens und weiteren Verarbeitungsschritten, die nachfolgend erör-
tert werden, extrahiert das Verfahren die Regionen, die zum Vordergrund gehören.
Die in dieser Arbeit umgesetzte Modellierung der Hintergrundsignatur und die Seg-
mentierungsschritte sind in den Abbildungen 4.2 und 4.3 dargestellt. Zunächst muss die
Farbsignatur des Hintergrundes erstellt werden, indem das System ein Bild der nicht ver-
deckten Oberﬂäche mit Hilfe der Greiferkamera akquiriert und alle darin enthaltenen
CIELAB-codierten Farbwerte speichert. Die gültigen Werte werden jedoch nicht einzeln
im Farbraum markiert. Stattdessen bildet der Algorithmus Cluster einheitlicher Größe,
die auch benachbarte und damit perzeptuell ähnliche Farben als gültig annehmen. Die
Ausmaße der Cluster basieren auf den von Friedland in [Fri06] präsentierten Werten.
Zur Beschleunigung der späteren Farbwertklassiﬁzierung wird aus diesen Clustern mit
Hilfe des von Rubner et al. [RTL00] beschriebenen Verfahrens ein k-d-Baum gebildet.
Für unterschiedliche Hintergründe werden separate Farbsignaturen in einer Liste ange-
legt. Der Algorithmus stützt sich bei der Verarbeitung der ersten Objektansicht nur auf
2siehe auch http://www.gimp.org
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Abbildung 4.2: Die Erstellung der Farbsignaturen des Bildhintergrunds: Die RGB-Werte des
Hintergrunds werden in den CIELAB-Farbraum transformiert. Dort fasst der
Algorithmus benachbarte Farbwerte in Clustern zusammen und speichert die-
se zwecks schneller Farbwertklassiﬁzierung in einem k-d-Baum. Diese Farb-
signatur wird schließlich in einer Liste gespeichert.
das zuvor modellierte Wissen über die Farbsignatur des Hintergrundes. Die Segmentie-
rung ist dadurch in der Regel fehlerbehaftet. Beﬁnden sich zwei Objekte im Bild, so
werden beide zunächst als Vordergrund klassiﬁziert (siehe auch Abbildung 4.3). In die-
sem Fall ist eine manuelle Selektion des Objektes nötig, das analysiert werden soll. Die
extrahierten Vordergrundfarben dienen bei der Verarbeitung der nachfolgenden Ansich-
ten als zusätzliches Vorwissen und optimieren die Resultate der Segmentierung.
Die Klassiﬁzierung der Pixel zu Vorder- oder Hintergrund basiert auf einem Nächste-
Nachbarn-Verfahren (nearest neighbor), das die euklidische Distanz im CIELAB-Raum
als Abstandsmaß verwendet. In diesem Schritt des Verfahrens können zwei Probleme
auftreten:
1. Der Algorithmus klassiﬁziert einige Pixel des Hintergrundes fälschlicherweise als
Vordergrund.
2. Der Algorithmus klassiﬁziert einige Pixel des Vordergrundes fälschlicherweise als
Hintergrund.
Die Lösungen beider Probleme basieren auf der Annahme, dass sowohl Vorder- als auch
Hintergrundbereiche eine gewisse Größe nicht unterschreiten. Kleine vereinzelte Regio-
nen werden als Fehlklassiﬁkation interpretiert. Im letzten Schritt des Segmentierungs-
verfahrens glättet der Algorithmus daher die Bildregionen mit Hilfe der morphologischen
Operatoren Erosion und Dilation [GW02].
71
4 Objekterkennung mittels Geonanalyse
Abbildung 4.3: Die Vorverarbeitung der verschiedenen Ansichten der Gegenstände. Wenn
mehrere Bilder akquiriert und verarbeiten werden, dann ist während der ers-
ten Segmentierung lediglich Farbvorwissen über den Hintergrund verfügbar.
In den nachfolgenden Schritten lassen sich sukzessive Informationen über
die Farbsignatur des Gegenstands ermitteln, die die Segmentierungsresulta-
te optimieren. Diese Resultate werden zusätzlich mit den Ergebnissen einer
Kantenextraktion fusioniert.
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4.2 Erkennung von Geons und Objekten anhand der
Silhouette
Nachdem im Schritt der Vorverarbeitung der Bereich des Bildes ermittelt wurde, in
dem sich die Abbildung des betrachteten Gegenstandes beﬁndet, soll diese Region nun
näher analysiert werden. Das Ziel dieser Analyse ist die Identiﬁkation der Geons, aus
denen sich der Gegenstand zusammensetzt, um diese mit den Grundkörpertopologien
der bekannten Objekte zu vergleichen.
Die mit Abstand am häuﬁgsten zitierte Arbeit im Bereich der bildbasierten Erkennung
von Geons wurde 1992 von Dickinson et al. [DPR92] vorgestellt. Ihre Arbeit basiert auf
der Erkenntnis, dass sich einzelne in Bild detektierte Linien zu Oberﬂächen und diese
Oberﬂächen wiederum zu dreidimensionalen Körpern zusammensetzen lassen. Die Leis-
tungsfähigkeit ihres Ansatzes hängt daher von der zuverlässigen Detektion möglichst
vieler Kanten ab, die die Teilﬂächen eines Gegenstandes begrenzen. Die Autoren eva-
luierten ihr Verfahren ausschließlich mit synthetischen Daten und einfachen einfarbigen
Gegenständen, die deutlich sichtbare Trennkanten zwischen Geons aufwiesen. Im Hin-
blick auf die in der Evaluierung folgende Betrachtung von texturierten Objekten lässt
sich das Verfahren von Dickinson et al. praktisch nicht in dieser Arbeit einsetzen lässt.
Die nachfolgenden Abschnitte beschreiben einen neuen Ansatz zur Identiﬁkation von
Geons in Bilddaten. Das Verfahren basiert auf der Analyse der Silhouette des betrach-
teten Gegenstands. Aufgrund des Umfangs der Darstellung gibt Abschnitt 4.2.1 zunächst
einen Überblick über den Gesamtprozess. Die Abschnitte 4.2.2 und 4.2.3 erörtern die
Klassiﬁzierung einer einzelnen Silhouette und die Identiﬁkation von Teilkonturen meh-
rerer Grundkörper einer komplexeren Topologie. Die Klassiﬁzierung eines Geons durch
Fusion der Analyseergebnisse verschiedener Ansichten wird in Abschnitt 4.2.4 beschrie-
ben. Anschließend diskutiert 4.2.6 anhand der erzielten Implementierungsergebnisse die
Grenzen des silhouettenbasierten Verfahrens.
4.2.1 Übersicht über den Erkennungsprozess
In letzter Zeit befassten sich einige Forschungsgruppen mit der Erkennung von Objek-
ten oder der Klassiﬁkation ihrer Kategorie anhand der Silhouette (z.B. [LS03], [CKE05],
[FM06] oder [Sho07]). Die Autoren verwendeten dabei Objekte mit deutlich unterschied-
lichen Konturen und beschrieben das einzelne Objekt oder die Kategorie über die ge-
samte Kontur der Silhouette einer Ansicht. Das nachfolgend erläuterte Verfahren un-
terscheidet sich von diesen Forschungsarbeiten dadurch, dass Objekte über einen oder
mehrere geometrische Grundkörper beschrieben werden. Die Objekterkennung basiert
damit auf der Identiﬁkation von Geons. Diese erzeugen unterschiedliche Teilkonturen in
der Gesamtsilhouette des Gegenstands. Somit lässt sich die Objekterkennung auf die
Identiﬁkation von Teilkonturen in der Silhouette zurückführen.
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Eine vollständige Analyse der dreidimensionalen Form des Gegenstandes erfordert es,
Sensordaten aus unterschiedlichen Ansichten zu berücksichtigen. Um im Folgenden die
unterschiedlichen Ansichten begriich klar voneinander zu trennen, wird zunächst die
in Abbildung 4.4 verdeutlichte Konvention eingeführt. Die Aufsicht ist demnach die Per-
spektive in negativer y-Richtung, bei der der Betrachter von oben auf die Oberﬂäche
schaut. Die Seitenansicht bezeichnet eine Blickrichtung, die senkrecht zur Oberﬂächen-
normalen liegt. Bei einem nicht-rotationssymmetrischen Gegenstand liegt sie zusätzlich
senkrecht zur längsten Ausdehnung der in der Aufsicht zur sehenden Objektsilhouette
und damit in negativer z-Richtung. Die Frontansicht bildet mit Auf- und Seitenansicht
ein rechtwinkliges Rechtssystem. Der Begriﬀ Front soll dabei nicht implizieren, dass aus
dieser Perspektive zwangsläuﬁg der Teil des Objektes betrachtet wird, den ein mensch-
licher Beobachter als Front bezeichnen würde. Bei einem rotationssymmetrischen Kör-
per, dessen Rotationsachse in y-Richtung liegt, erzeugen Seiten- und Frontansicht gleiche
Bilddaten und müssen daher nicht unterschieden werden.
Abbildung 4.4: Folgende Namenskonvention wird im Folgenden zur eindeutigen Bezeich-
nung der Ansichten verwendet: Aus der Aufsicht (-y) blickt der Beobachter
von oben auf den Gegenstand während die Seitenansicht (-z) senkrecht zur
Aufsicht und zur längsten Ausdehnung des Objektes in der xz-Ebene liegt.
Die Frontansicht bildet mit den anderen beiden Ansichten ein rechtwinkliges
Rechtssystem.
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Bei der Betrachtung der Silhouette eines konkaven Körpers, wie beispielsweise eines
Bechers, ist die Konkavität aus keiner Perspektive sichtbar. Solche Körper müssen daher
nicht-konkav (der Becher zum Beispiel mit Hilfe eines Zylinders) modelliert werden.
Die Silhouetten der Grundkörper ändern ihre Form in Abhängigkeit vom Blickwinkel des
Betrachters. Ebenso verändern Skalierungen eines Grundkörpers entlang seiner Haupt-
achsen die Kontur. Abbildung 4.5 stellt für einige Geons deren charakteristische Sil-
houettenform dar. Da im hier verwendeten Vorwissen keine instanzspeziﬁschen oder gar
ansichtsspeziﬁsche Daten gespeichert werden, muss das Analyseverfahren in der Lage
sein, alle denkbaren Variationen einer charakteristischen Form korrekt zu klassiﬁzieren.
Abbildung 4.5: Die obere Reihe stellt einige exemplarisch ausgewählte geometrische Grund-
körper und die Lage ihrer Hauptachsen dar. Die unteren Reihen zeigen ihre
ansichtsabhängigen Silhouetten in Form vereinfachter Kantenzüge.
Die so genannten Punktverteilungsmodelle (point distribution models) [CTCG92] sind in
der Lage, für verschiedene Punktmengen die statistische Verteilung der Punktpositionen
in einer Repräsentation (dem Punktverteilungsmodell) zu speichern. Das so genannte
Active-Shape-Verfahren [CTCG95] kann unter Verwendung dieser Modelle verschiedene
Ausprägungen der Silhouettenform eines einzelnen Geons identiﬁzieren. Wendet man
das Verfahren auf eine unbekannte Kontur an, dann lässt sich über ein Passungsmaß
bestimmen, ob die unbekannte Kontur dem Punktverteilungsmodell entspricht.
Die Identiﬁkation der Grundkörper, aus denen sich das Objekt zusammensetzt, erfor-
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dert eine Auftrennung der Silhouette in Teilkonturen, anhand derer sich Rückschlüsse
auf die einzelnen Geons ziehen lassen. Wie in Abbildung 4.6 illustriert, kann dies durch
einen Algorithmus ermöglicht werden, der die Kontur an zwei Trennpunkten in zwei Tei-
le separiert, die entstandene Lücke zwischen den Trennpunkten durch eine neue Kante
schließt und die zwei neuen geschlossenen Teilkonturen solange in gleicher Weise zerlegt,
bis sie einem Punktverteilungsmodell und damit der Silhouette eines Geons entsprechen.
Der Algorithmus besteht somit aus zwei Teilen: zuerst wird mit Hilfe des Active-Shape-
Verfahrens geprüft, ob die Kontur einem Punktverteilungsmodell entspricht. Ist dies
nicht der Fall, dann wird sie in zwei Teile zerlegt und der gleiche Algorithmus für beide
Teilkonturen wiederholt. Der Algorithmus terminiert, wenn eine Geonsilhouette gefun-
den wurde oder keine weitere Zerlegung in Teilkonturen mehr möglich ist.
Abbildung 4.6: Durch sukzessive Separation kann die Silhouette eines Gegenstands schritt-
weise in die Teilkonturen seiner Geons zerlegt werden.
Die Trennpunkte, an denen die Silhouette geeignet separiert werden kann, liegen in
der Regel an Unstetigkeitsstellen der Kontur. Solche Unstetigkeiten lassen sich mit un-
terschiedlichen Verfahren, wie beispielsweise dem Harris-Detektor [HS88], extrahieren.
Meistens müssen nur wenige Unstetigkeitsstellen als Trennpunkte verwendet werden. Da
der Trennungsalgorithmus zunächst kein weiteres Vorwissen zur Auswahl und Paarung
der Unstetigkeitsstellen besitzt, unterstützen Heuristiken, die auf geometrischen An-
nahmen basieren, diesen Prozess. So werden beispielsweise Unstetigkeiten mit möglichst
geringer Distanz bevorzugt gepaart. Weiterhin wird sichergestellt, dass nicht entlang
eines Kontursegmentes separiert wird.
Bei der Reduktion der Gegenstandsform auf eine Silhouette können durch Verdeckungen
von Geons Informationen fehlen, die den Analyseprozess behindern. Diese Informationen
lassen sich jedoch ergänzen, indem Bilddaten aus mehreren Ansichten akquiriert werden.
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In der Regel sind wenigstens drei Ansichten (Aufsicht, Seitenansicht und Frontansicht)
notwendig, um alle Geons ohne Verdeckung betrachten zu können. Die aktive Positionie-
rung des Bildsensors ist daher ein wichtiger Bestandteil des Objekterkennungsprozesses.
Die Wahl der Perspektive hat zudem Einﬂuss auf das Analyseergebnis, da sich die Lage
der Trennkante zwischen zwei Geons im Bild mit wechselnder Perspektive ändert. Bei
der Trennung der Kontur in zwei Teilkonturen kann ein Segment, dass bei einem einzeln
betrachteten Geon rund oder eckig wäre, auf eine gerade Linie reduziert werden. In ei-
nem ungünstigen Fall weicht die reduzierte Form dadurch stark vom charakteristischen
Verlauf ab. Dies lässt sich verhindern, indem eine Perspektive gewählt wird, bei der mög-
lichst wenig Teilﬂächen der einzelnen Geons sichtbar sind. Bei den meisten industriell
gefertigten Haushaltsgegenständen ist dies bei der Aufsicht oder in Seitenansichten der
Fall. Zur Wahl einer geeigneten Seitenansicht müssen zuerst die Bilddaten der Aufsicht
analysiert und aus der relativen Lage der identiﬁzierten Teilkonturen eine neue Position
für den Bildsensor berechnet werden.
Nach der Analyse der verschiedenen Bilddaten liegen für jede Ansicht ein oder mehrere
extrahierte Geonformen vor. Aus der Lage dieser Formen und der jeweiligen Sensorpo-
sition lassen sich die Geons des betrachteten Körpers und damit dessen Objektkategorie
bestimmen.
4.2.2 Klassiﬁzierung einer Silhouette
Die Analyse von Objektkonturen in Bilddaten beginnt typischerweise mit einer Kanten-
suche, die die Kanten mit Hilfe des Algorithmus von Canny [Can86] oder vergleichbaren
Methoden extrahiert und das Bild so in eine Liniendarstellung überführt. Bei der Ana-
lyse der Liniendarstellung lassen sich zwei unterschiedliche Strategien unterscheiden.
Datengetriebene Analysemethoden kombinieren verschiedene Kanten zu zweidimensio-
nalen Formen, um diese schließlich als Teil eines dreidimensionalen Körpers zu iden-
tiﬁzieren. Einige Arbeiten wie Dickinson et al. [DPR92] oder Pilu und Frost [PF99])
berücksichtigen dabei alle Kanten der Teilkörper eines Objektes. Die Algorithmen der
Kantenextraktion erzeugen jedoch bei texturierten Objekten und inhomogenen Hinter-
gründen viele Störkanten, so dass die Autoren auf vereinfachte Szenarien bzw. syntheti-
sche Daten zurückgreifen mussten. Colombo et al. [CBP05] stellen dagegen eine Methode
vor, die auch bei texturierten Objekten die Form ermittelt. Dabei betrachten die Auto-
ren jedoch ausschließlich Rotationskörper, bei denen hinsichtlich der Formbestimmung
im Gegensatz zu Dickinson et al. oder Pilu und Frost nur die Silhouette berücksichtigt
wird.
Modellgetriebene Suchansätze greifen auf zuvor deﬁniertes Vorwissen über die Objekt-
konturen zurück und versuchen, die bekannten Konturen in dem Linienbild zu ﬁnden. Ei-
ne weit verbreitete Analysemethode leitet sich aus der in Abschnitt 2.2.1 beschriebenen,
ansichtenbasierten Objekterkennung ab. Durch Vorverarbeitung mehrerer Trainingsan-
sichten eines Gegenstandes wird eine ansichtenbasierte Repräsentation von dessen Kan-
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ten generiert ([ZL00],[CH02],[CKE05]). In der Analysephase wird dieses Vorwissen mit
der Liniendarstellung verglichen. Lourens und Würtz [LW98] führen diesen Vergleich mit
einem Graph-Matching-Verfahren [Mes95] durch, das als Vorwissen eine zuvor manuell
erstellte topologische Beschreibung der Ecken und Kanten der Objektsilhouette verwen-
det. Da die ansichtenbasierte Modellierung jedoch instanzspeziﬁsche Repräsentationen
generiert und daher sensibel auf Formvariationen der Gegenstände reagiert, eignet sie
sich nicht für die in dieser Arbeit angestrebte qualitative Codierung von Objektkatego-
rien.
Bei der Extraktion der für die Formanalyse nötigen Merkmale ist es wichtig, möglichst
robuste Merkmale zu wählen, die sich unter dem Einﬂuss von Störungen wie Sensorrau-
schen oder Beleuchtungsvariationen nur geringfügig verändern. Da aus dem Schritt der
Segmentierung bereits ein vergleichsweise stabiles Merkmal in Form der Objektsilhou-
ette vorliegt, untersucht diese Arbeit Methoden, mit der diese Umrandung analysiert
werden kann.
4.2.2.1 Das Punktverteilungsmodell
Im Jahr 1992 stellten Cootes et al. [CTCG92] das so genannte Punktverteilungsmodell
(point distribution model, PDM) vor, das zusammen mit dem active shape model (ASM)
[CTCG95] ein statistisches Verfahren zur Detektion von Strukturen in Bildern darstellt.
Eine solche Struktur, die in einem einfachen Fall beispielsweise ein Rechteck beschreibt,
wird bei dem Verfahren über die Verteilung einer endlichen Punktmenge beschrieben, die
an markanten Stellen (Unstetigkeiten, Wendestellen, u.a.) oder genau zwischen solchen
Stellen liegen.
In dieser Arbeit werden die Silhouetten von Geons mit PDMs modelliert. Wie in Abbil-
dung 4.7 gezeigt, kann die zu repräsentierende Form durch wechselnde Blickwinkel oder
variierende Skalierungen der geometrischen Grundkörper unterschiedliche Ausprägungen
haben. Durch Annotation verschiedener Trainingsbilder werden diese Ausprägungen im
PDM codiert. Dieser Trainingsschritt wird in der Regel manuell durchgeführt. Arbeiten
auf dem Gebiet der Gesichtserkennung, die ein PDM beispielsweise zur Detektion der
Mundregion einsetzen ([Can05], [Häh07]), verwenden eine Vielzahl verschiedener Bilder
von Gesichtern, um die Varianz der Daten zu steigern und damit sicherzustellen, dass
alle möglichen Formvariationen enthalten sind. Dazu müssen in jedem Bild alle mar-
kanten Punkte (auch Landmarken genannt) manuell selektiert werden. Sie müssen bei
unterschiedlichen Ausprägungen der zu codierenden Form stets in gleicher Anzahl und
im Datensatz in der gleichen Reihenfolge vorliegen.
Betrachtet man die charakteristischen Silhouetten von Zylinder, Kegel, Quader und Ku-
gel, dann lässt sich feststellen, dass diese mit drei verschiedenen Trainingsformen und
deren Variationen modellierbar sind. Abbildung 4.8 stellt diese Formen dar und stellt
zwei unterschiedliche Arten von Landmarken vor. Die Position der charakteristischen
Landmarken legt die speziﬁsche Ausprägung der jeweiligen Form fest. Durch iterati-
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Abbildung 4.7: Ein Quader und mögliche Variationsformen seiner Silhouette bei wechselnden
Ansichten oder Skalierungsänderungen entlang seiner Hauptachsen.
ve Variation der Lage dieser Punkte lassen sich unterschiedliche Skalierungen sowie
wechselnde Ansichten modellieren. Das Training der Punkteverteilungen ﬁndet in dieser
Arbeit automatisiert statt, indem die Lage der charakteristischen Landmarken anhand
geometrischer Betrachtungen für unterschiedliche Formausprägungen verschoben wird.
Die zwischen den charakteristischen Landmarken liegenden Kontur-Landmarken dienen
einer genaueren Beschreibung der Form. Ihre Lagen werden im Training mit Hilfe von
Spline-Funktionen [BBB06] berechnet.
Die Zahl möglicher Formvariationen steigt mit der Anzahl der charakteristischen Land-
marken. Damit steigt auch der Aufwand des Trainings der Punktverteilungsmodelle an,
da alle Variationen berücksichtigt werden müssen. In dieser Arbeit wurden für das ellip-
tische PDM (zwei charakteristische Landmarken) 190 Trainingsformen berücksichtigt.
Die anderen PDMs besitzen je sechs charakteristische Landmarken und wurden mit bis
zu 60.000 automatisch generierten Trainingsformen modelliert [Pli07].
Wurden auf m verschiedenen Trainingsformen je n Landmarken bestimmt, so liegen m
Vektoren
~xi = (xi1, ..., xin, yi1, ..., yin)
T mit i ∈ {1..m} (4.5)
vor. Vor der statistischen Analyse der Punktverteilungen muss sichergestellt sein, dass
alle Trainingskonturen in ein einheitliches Koordinatensystem registriert werden. Die
Procrustes-Analyse [Goo91] 3 normiert dazu alle Formen unter Anwendung aﬃner Trans-
formationen, indem die Summe der Distanzen aller Landmarken zur Durchschnittsform
~xM (D = |~xi − ~xM |) minimiert wird. Dieser Schritt eliminiert Variationen in den Trai-
ningsdaten, die durch globale Translation, Rotation oder Skalierung entstehen.
Die Menge der normierten Vektoren bildet den 2n-dimensionalen Formraum (shape
space) [KBCL99], der somit alle Ausprägungen umfasst, die eine Form annehmen kann.
Die hohe Dimensionalität des Formraums erschwert jedoch die Handhabung dieser Da-
ten. Das Ziel der nachfolgenden statistischen Analyse ist die Bestimmung der häuﬁgsten
Ausprägungen, die die Trainingskonturen annehmen. Unter Ausnutzung von Korrelatio-
3Die Bezeichnung der Methode wurde von Hurley und Cattell [HR62] geprägt. Procrustes ist der
Spitzname eines Riesen in der griechischen Mythologie, der Reisenden zwischen Eleusis und Athen eine
Ruhepause auf einem magischen Bett anbot, das für alle Personen genau die richtige Größe haben sollte.
Dazu hackte er jedoch großen Reisenden die Füße ab oder zog kleine auf einer Streckbank in die Länge.
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Abbildung 4.8: Mit drei Punktverteilungsmodellen lassen sich beispielsweise die Silhouetten
von Zylinder, Kegel, Quader und Kugel darstellen. Die Lage der charakteristi-
schen Landmarken deﬁniert die jeweilige Ausprägung der Form, während die
Kontur-Landmarken lediglich die Form näher beschreiben. Die Testpunkte
kommen im späteren Verlauf bei dem Vergleich zwischen extrahierter Form
und PDM zum Einsatz.
nen in den Daten wird der Raum im Hinblick auf Varianzmaximierung mit der Haupt-
achsenanalyse ([Pea01]) transformiert. Die größten Eigenvektoren bilden die Basis des
neuen Raumes. Jeder Vektor der Trainingsmenge lässt sich damit durch
~x ≈ ~xM + Φ~b (4.6)
approximiert darstellen. Hierbei entspricht Φ = (Φ1|Φ2| . . . |Φt) der Matrix mit den t
größten Eigenvektoren und ~b einem t-dimensionalen Vektor, für den
~b = ΦT (~x− ~xM) (4.7)
gilt. Jedes Element dieses Vektors steuert jeweils eine speziﬁsche Ausprägung der Form
und repräsentiert die korrelierte Deformation aller Landmarken (siehe Abbildung 4.9).
Eine Ausprägung, die durch das i-te Element verursacht wird, bezeichnet man auch
als i-ten Modus der Form. Jede Trainingskontur kann damit über die mittlere Form
und eine Linearkombination der Modi approximiert werden. Zusätzlich lassen sich auch
Zwischenformen darstellen, die nicht explizit trainiert wurden.
4.2.2.2 Das Active-Shape-Modell
Die im PDM codierten Formen können mit einem iterativen Verfahren im Linienbild
detektiert werden, das sich active shape model (ASM) nennt. Dieses setzt voraus, dass die
80
4.2 Erkennung von Geons und Objekten anhand der Silhouette
Abbildung 4.9: Links vier Trainingskonturen, die durch statistische Analyse in ein Punktver-
teilungsmodell überführt werden. Rechts der Einﬂuss der zwei größten Eigen-
vektoren auf die Durchschnittsform des Punktverteilungsmodells. So können
aus der Durchschnittsform nicht nur die ursprünglichen Trainingskonturen,
sondern auch Zwischenformen abgeleitet werden.
ungefähre Position der Formen im Bild bekannt ist. Da das vorliegende Linienbild jedoch
nur noch die Silhouette des Gegenstandes enthält, stellt dies kein Ausschlusskriterium
für die erfolgreiche Anwendung des Verfahrens dar. Das ASM wird dazu verwendet,
die Durchschnittsform des PDM unter Variation der Modi an die Linienstrukturen im
Bild anzupassen. Dies geschieht in den folgenden Schritten, die auch in Abbildung 4.10
dargestellt sind:
1. Jeder Punkt der Ausgangskontur ~xA (dies ist initial eine geschätzte Lage der
Durchschnittsform) wird entlang der Normalen zur Kontur in Richtung der Lini-
enstruktur im Bild verschoben. Die Normale liegt senkrecht zur Verbindungslinie
der zwei Nachbarpunkte. Der Zielpunkt liegt auf der Linienstruktur.
2. Um die adaptierte Kontur mit dem PDM vergleichen zu können, muss sie unter
Anwendung einer aﬃnen Transformation f(T, S) durch Translation und Skalie-
rung auf die Position und Ausmaße des PDM normiert werden. Zur Anpassung
der Rotation liegen nicht genug Informationen vor. Bei einer starken rotatorischen
Abweichung zwischen Trainings- und Testkontur ist es daher nötig, den gesamten
Algorithmus mit unterschiedlich rotierten Punktverteilungsmodellen zu wiederho-
len.
3. Aufgrund von Artefakten oder Diskontinuitäten in der Linienstruktur liegt nun in
der Regel eine Kontur vor, die keiner im Sinne der Trainingsdaten erlaubten Form
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entspricht. Daher wird die normierte Kontur in den Eigenvektorraum abgebildet
und dort ihre Modi errechnet.
4. Überschreiten die einzelnen Modi zulässige Varianzen, so werden sie entsprechend
begrenzt, um plausible Ausprägungen der Form sicher zu stellen. Danach wird die
Kontur wieder in den Formraum rücktransformiert.
5. Das Ergebnis ist ein Vektor ~xN , der die Punktverteilung der neuen, zulässigen
Kontur beschreibt. Da diese noch in normierter Form vorliegt, muss sie durch
Anwendung der inversen aﬃnen Abbildung f(T−1, S−1) in die Ausgangsposition
des Bildes rücktransformiert werden.
Der Algorithmus terminiert, wenn die Diﬀerenz der Vektoren ~xA und ~xN unter einen
Schwellwert fällt. Die mittlere Distanz aller Punkte zur Linienstruktur bildet ein Maß
für die Übereinstimmung der adaptierten Kontur mit der Linienstruktur.
Abbildung 4.10: Der Ablauf des Active-Shape-Verfahrens. Die Ausgangskontur wird iterativ
in Richtung der Linienstruktur des Bildes verschoben. Die Adaption der
Gewichte der Modi im Eigenvektorraum stellt sicher, dass die verschobene
Kontur eine plausible Form behält.
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4.2.3 Klassiﬁzierung der Teilkonturen
Der Active-Shape-Algorithmus berechnet für jede Adaption einer Punktverteilung ein
Passungsmaß, um die Übereinstimmung mit der Kantenstruktur zu bewerten und bei
zu großer Abweichung iterativ zu optimieren. Nach der Adaption der Punktverteilung
liefert dieses Maß einen numerischen Wert, der die Güte der Übereinstimmung zwischen
adaptierter Punktverteilung und Kantenstruktur angibt. Das verwendete Maß basiert
auf der Diﬀerenz der Landmarken des PDMs zu den Kanten. Zusätzliche Testpunkte
(siehe Abbildung 4.8) ergänzen die Menge der berücksichtigten Diﬀerenzen und liefern
eine feinere Auﬂösung des Maßes. Bei n Landmarken ergibt sich so eine Menge von 2n
Testpunkten p(x, y), deren mittlerer Abstand zur Kantenstruktur aus k Kantenpixeln
p(x′, y′) beschrieben wird durch
dTest =
1
2n
2n∑
i=1
[
k
min
j=1
√(
xi − x′j
)2
+
(
yi − y′j
)2]
. (4.8)
Bei der Analyse verschiedener Bilder zeigte es sich, dass das Standardmaß der ASMs
bei Topologien mehrerer Grundprimitive oft Fehler erster Art (false positives) liefer-
te, wenn die Mehrzahl der Landmarken und Testpunkte trotz nicht-passender Form in
der Nähe von Kantenstrukturen lagen. Für eine korrekte Identiﬁkation der vorliegenden
Objektkategorie ist es jedoch unabdingbar, dass sich anhand der Bewertungsmaße un-
vollständige Einpassungen der PDMs erkennen lassen, da nur dies den Rückschluss auf
eine Mehrgeontopologie zulässt.
Aus diesem Grund wird die Hypothese, dass die vom Active-Shape-Algorithmus opti-
mierte Punktverteilung die segmentierte Objektregion abdeckt, nicht nur durch einen
Punkt-, sondern auch mit Hilfe eines Flächenvergleichs überprüft (siehe Abbildung 4.11).
Dabei wird die Übereinstimmung zwischen der von der Silhouette umschlossenen Fläche
und der Fläche des eingepassten Shapes analysiert. Bereiche des Shapes, die außerhalb
der Silhouettenﬂäche liegen, sind Fehler erster Art und sollten bei passendem PDM
kaum vorhanden sein. Das gleiche gilt für Silhouettenﬂächen, die nicht vom Punkt-
verteilungsmodell überdeckt werden (Fehler zweiter Art). Aus dem Distanzmaß, dem
Fehler erster und zweiter Art sowieso der korrekt überdeckten Fläche wird ein Gesamt-
fehlerwert gebildet, der außerdem noch die Anzahl und Größe der Flächen mit Fehler
erster Art berücksichtigt. Ist dieser Wert zu hoch, dann wurde die Silhouette mit großer
Wahrscheinlichkeit von mehreren Grundkörpern erzeugt.
Die Identiﬁkation von Gegenständen, die aus mehreren Grundkörpern bestehen, erfor-
dert eine geeignete Separation der Silhouette in die Teilkonturen der Grundkörper und
die Klassiﬁzierung dieser Teile. Die folgenden Abschnitte erörtern diese Schritte.
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Abbildung 4.11: Der Active-Shape-Algorithmus versucht, das Punktverteilungsmodell mög-
lichst gut an die vorliegende Kantenstruktur anzupassen. Ein Einpassungs-
test vergleicht die von dem Shape eingeschlossene Fläche mit der Objektre-
gion und kann damit Fehladaptionen erkennen.
4.2.3.1 Analyse einer Mehrgeon-Silhouette
Wurde eine Silhouettenﬂäche von mehreren Grundprimitiven erzeugt, dann muss sie
derart separiert werden, dass die Formen einzelner Teilkonturen Rückschlüsse auf die
entsprechenden Geons zulassen. Betrachtet man verschiedene Gegenstände des häus-
lichen Umfeldes, so fällt auf, dass der Kontakt zwischen zwei Grundprimitiven in der
Regel über je eine Teilﬂäche beider Körper hergestellt wird, wobei häuﬁg eine der beiden
ganzﬂächig auf eine größere Partnerﬂäche stößt. Dieser Übergang erzeugt im Silhouet-
tenverlauf zwei Unstetigkeiten (siehe Abbildung 4.12). Selbst wenn beide Teilfächen
ganzﬂächig aneinander stoßen, ändert sich an den beiden Übergangsstellen in den meis-
ten Fällen der Verlauf der Silhouette. Ausnahmen ergeben sich durch ungünstige Per-
spektiven. Daher ist es wichtig, mittels eines Active-Vision-Verfahrens [Baj88] geeignete
Ansichten zu ermitteln, die die Separation der Geons begünstigen. Dieser Aspekt wird
im nächsten Abschnitt gesondert behandelt.
Jeweils zwei Unstetigkeiten markieren als Paar die Positionen im Silhouettenverlauf, an
denen die Fläche zur Separation in zwei Teilkonturen aufgetrennt werden muss. Oft ist
die Anzahl aller Unstetigkeiten eines Silhouettenverlaufs größer als die Anzahl der zur
Separation notwendigen Trennpunkte. Das als bekannt angenommene Vorwissen hin-
sichtlich der Form der erwarteten Objekte besteht aus Punktverteilungsmodellen und
liefert somit keine expliziten Hinweise, welche der Unstetigkeiten gepaart werden müs-
sen4. Die Punktpaare müssen daher mit Hilfe eines Suchverfahrens extrahiert werden.
Der Suchalgorithmus besteht im Wesentlichen aus zwei Schritten. Zuerst wird mit Hilfe
des Active-Shape-Verfahrens geprüft, ob sich die bekannten Punktverteilungsmodelle in
4Unter der Annahme, dass lediglich bekannte Objektkategorien aus Aufsicht, Seitenansicht und
Frontansicht betrachtet werden, ist es möglich, für jede Kategorie zusätzlich die relativen Lagen der zu
paarenden Unstetigkeitsstellen im Vorwissen zu speichern. Ziel dieser Arbeit ist es jedoch, die Leistungs-
fähigkeit der Identiﬁkation einzelner Grundkörper unabhängig vom Kategorievorwissen zu untersuchen
und zunächst lediglich die Geontopologie zu bestimmen. Die Klassiﬁzierung der Objektkategorie ﬁndet
erst in einem anschließenden Arbeitsschritt statt.
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Abbildung 4.12: Die Silhouettenﬂäche eines Gegenstandes (oben) muss durch gezielte Schnit-
te an ausgewählten Unstetigkeitsstellen derart zerteilt werden, dass die cha-
rakteristische Form der Teilkörper (unten) sichtbar bleibt und mit Hilfe des
Active-Shape-Verfahrens rekonstruierbar ist.
die zu untersuchenden Silhouette einpassen lassen. Ist dies nicht der Fall, dann wird
sie an zwei Unstetigkeitsstellen aufgetrennt, zwei neue Teilkonturen erzeugt und für
beide wiederum rekursiv der Suchalgorithmus aufgerufen. Der Algorithmus terminiert,
wenn eines der bekannten Punktverteilungsmodelle hinreichend gut in die Silhouette
eingepasst werden konnte oder keine weitere Auftrennung mehr möglich ist. Im letzten
Fall erzeugt der Algorithmus in der übergeordneten Silhouette durch eine neue Paarung
zweier Unstetigkeitsstellen zwei weitere Teilkonturen und führt das Verfahren mit diesen
fort.
Der Suchaufwand steigt mit wachsender Anzahl an Unstetigkeiten. Es ist daher zur
Minimierung des erforderlichen Rechenaufwands wichtig, möglichst früh passende Un-
stetigkeitspaare zu identiﬁzieren. Dies geschieht mit Hilfe von Heuristiken, die aus der
Betrachtung verschiedener Silhouetten von Gegenständen des häuslichen Umfelds abge-
leitet wurden (siehe auch Abbildung 4.13):
• Distanz zum Konturschwerpunkt: Nach Möglichkeit paart der Algorithmus
Unstetigkeitsstellen nahe des Konturschwerpunktes, da sich in der Regel auf die-
se Weise Teilkonturen mit ähnlicher Größe und damit eine geringere Anzahl an
Rekursionsaufrufen bis zur Terminierung des Algorithmus ergeben.
• Distanz der Unstetigkeiten: Der Algorithmus bevorzugt Paarungen, die eine
geringe Distanz zueinander aufweisen. Auf diese Weise werden benachbarte Geons,
deren Kontaktﬂächen deutlich unterschiedliche Größe besitzen, schneller separiert.
• Fortsetzung der Kontur: Wenn einer der Unstetigkeitspunkte ein benachbar-
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tes Silhouettensegment mit einem geraden Verlauf besitzt, der sich in Richtung
einer weiteren Unstetigkeitsstelle verlängern lässt, dann wird diese Paarung eben-
falls bevorzugt. Damit lassen sich ebenfalls Geons trennen, deren Kontaktﬂächen
unterschiedlich groß sind.
• Separationslinie innerhalb der Kontur: Eine Separation soll zwei neue Flä-
chen erzeugen. Daher wird sichergestellt, dass nicht entlang eines Kontursegmentes
separiert wird, da sonst eine Teilkontur ohne Flächeninhalt entstehen kann.
Abbildung 4.13: Kriterien zur Auswahl geeigneter Trennpunktpaare: Ein möglichst gerin-
ger Abstand der Trennpunkte zum Schwerpunkt der Objektﬂäche (Links)
sowie ein möglichst geringer Abstand zwischen den Trennpunkten (Mitte)
wird präferiert. Außerdem werden Punktpaarungen bevorzugt, bei denen
die Trennkante in der Verlängerung der benachbarten Kontursegmente liegt
(Rechts).
Der resultierende rekursive Algorithmus besteht aus den folgenden Schritten:
1. Analysiere die Kontur mit dem Active-Shape-Verfahren und führe den Einpas-
sungstest durch.
(a) Ergibt sich ein positiver Shape-Test (Einpassung erfolgreich), dann beende
den aktuellen Rekursionsaufruf und signalisiere dabei den Erfolg der Einpas-
sung.
(b) Ergibt sich ein negativer Shape-Test (keine ausreichend genaue Einpassung
möglich), dann muss die Kontur in wenigstens zwei weitere Teilkonturen zer-
legt werden.
2. Identiﬁziere alle Unstetigkeiten (US) der Objektkontur.
3. Bestimme die US, die dem Konturschwerpunkt am nächsten liegt.
4. Paare diese US mit Hilfe der Heuristiken mit einer den benachbarten US.
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5. Trenne die Silhouettenﬂäche durch einen geradlinigen Schnitt zwischen den beiden
US in zwei Flächen, so dass sich zwei neue Teilkonturen ergeben.
6. Analysiere die erste Teilkontur mit dem gleichen Algorithmus.
7. Analysiere die zweite Teilkontur mit dem gleichen Algorithmus.
8. Reagiere entsprechend der Resultate der beiden Rekursionen:
(a) Wenn wenigstens ein Rekursionsaufruf keinen Erfolg meldet, dann wiederhole
das Verfahren ab Punkt 4 mit den verbleibenden Unstetigkeitsstellen. Ist
keine weitere Paarung mehr möglich, dann wiederhole das Verfahren ab Punkt
3 mit der nächsten US. Ist auch hier keine weitere Paarungsoption mehr
vorhanden, dann beende die aktuelle Rekursion und signalisiere dabei den
Fehlschlag der Einpassung.
(b) Wenn beide untergeordeten Rekursionsaufrufe eine erfolgreiche Einpassung
gemeldet haben, dann beende die aktuelle Rekursion und signalisiere dabei
den Erfolg der Einpassung.
Wenn alle Teilkonturen mit Hilfe der dem System bekannten Punktverteilungsmodelle
identiﬁziert werden können, dann terminiert der Algorithmus im Schritt 8b. Ein Fehl-
schlag wird dagegen gemeldet, sobald eine Teilkontur nicht erfolgreich identiﬁziert wer-
den kann.
Der oben beschrieben Algorithmus basiert auf der Annahme, dass sich die Silhouette des
Gegenstandes mit einer einzigen Linie beschreiben lässt. Es kann jedoch vorkommen,
dass Bereiche des Bildhintergrundes in der Silhouettenﬂäche eingeschlossen werden, so
dass sich ein weiterer Linienverlauf innerhalb dieser Fläche ergibt. Dies ist typischerwei-
se bei Henkeln der Fall. Die Teilﬂäche wird hierbei durch einen eckigen (Abbildung 4.12
links) oder runden Bogen (Abbildung 4.12 rechts) erzeugt und muss mit Hilfe von zwei
Trennpunktpaaren von der restlichen Silhouettenﬂäche separiert werden. Jedes Punkt-
paar besteht dabei aus einer Unstetigkeit im äußeren und im inneren Linienverlauf der
Silhouette. Unter Berücksichtigung dieser Eigenschaften lässt sich folgender Algorithmus
zur Separation der Teilkontur formulieren:
1. Bestimme den Schwerpunkt der Silhouettenﬂäche.
2. Identiﬁziere die zwei Unstetigkeiten der eingeschlossenen Hintergrundﬂäche, die
dem Schwerpunkt der Silhouettenﬂäche am nächsten liegen.
3. Paare diese beiden Punkte mit den jeweils nächstliegenden Unstetigkeiten im äu-
ßeren Verlauf der Silhouette.
Liegen mehrere solcher eingeschlossenen Hintergrundﬂächen vor, dann spricht dies für
die Existenz mehrerer Bogen-Geons, die mit dem beschriebenen Algorithmus jeweils se-
parat getrennt und mit Hilfe des Active-Shape-Verfahrens analysiert werden können. Da
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die Separation von Bogen-Geons algorithmisch vergleichsweise einfach durchzuführen
ist, ﬁndet dieser Schritt vor der Analyse der verbleibenden Kontur statt. Auf diese Wei-
se kann auf eine Beschreibung möglicher Bogenformen mittels Punktverteilungsmodell
verzichtet werden.
4.2.3.2 Einﬂuss der gewählten Perspektive
Die Identiﬁkation eines einzelnen Geons basiert auf dem Vergleich der Form seiner Sil-
houette und der Form des entsprechenden Punktverteilungsmodells. Bei Gegenständen,
die aus mehreren Grundprimitiven bestehen, verändert sich die Form der Silhouette ei-
nes Geons jedoch nicht nur in Abhängigkeit von der Perspektive, sondern auch aufgrund
der benachbarten Primitive.
Eine Ursache solcher Änderungen sind Verbindungen von Grundkörpern, bei denen der
Kontakt nicht in Richtung der Flächennormalen der beiden aneinander stoßenden Teil-
ﬂächen hergestellt wird. Das rechte Beispiel in Abbildung 4.12 zeigt einen solchen Fall.
Der geneigt anliegende Zylinder stellt im Sinne der Grundkörpercodierung gar keinen Zy-
linder dar, da die Geometrie an der Kontaktstelle schief beschnitten wird. Dieser Schnitt
führt bei der Separation zu einer Trennungskante, die nicht mehr orthogonal zur Symme-
trieachse des Körpers liegt. Wenn die zu modellierende Menge an Gegenständen solche
Topologien enthält, dann müssen alle möglichen Lagen der Trennungskante während des
Trainings der Punktverteilungen berücksichtigt werden.
Selbst wenn die Hauptachsen aller Grundkörper parallel zueinander liegen, kann die
gewählte Perspektive die Form der separierten Teilkonturen stark beeinﬂussen. Eine
mögliche Ursache ist die Teilverdeckung eines Grundkörpers durch einen zweiten. Da-
bei kann es passieren, dass ein charakteristischer Teil (z.B. eine Ecke) eines Grundkör-
pers verdeckt wird und Unstetigkeiten in der Kontur entstehen, die eine nicht geeignete
Trennungskante erzeugen. Bei der Separation entstehen dadurch Formen, die von der
Modellierung abweichen. In ähnlicher Weise geht bei der Reduktion der Bilddaten auf
eine Silhouette Information verloren, wenn ein charakteristischer Teil einer Geons inner-
halb der Silhouette des gesamten Körpers liegt und dadurch nicht erkannt werden kann.
Die obere Bildreihe in Abbildung 4.14 verdeutlicht beide Aspekte. Bei ideal separier-
ten Geons bleibt die charakteristische Form erhalten, so dass die Anzahl extrahierbarer
Landmarken mit der Anzahl der Landmarken im modellierten Shape übereinstimmt
(vergleiche mit Abbildung 4.8). Bei der tatsächlich durchgeführten Separation führt
ein verdeckter charakteristischer Silhouettenpunkt dazu, dass die Trennungskante nicht
entlang der eigentlichen Kontur des Grundkörpers verläuft und somit die Zahl der Uns-
tetigkeiten erhöht. Liegt ein charakteristischer Punkt dagegen innerhalb der Silhouette,
so verringert sich diese Zahl und eine runde bzw. eckige Kante des Geons wird auf eine
gerade Trennungskante in der separierten Kontur reduziert.
Im zuletzt genannten Fall der reduzierten Zahl an Unstetigkeiten lässt sich die veränder-
te Form mit geringem Aufwand ebenfalls im Punktverteilungsmodell darstellen, indem
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Abbildung 4.14: Einﬂuss der Perspektive auf das Ergebnis der Geonseparation: Teilverde-
ckungen von Grundkörpern (obere Reihe) verursachen Trennungskanten, die
die Anzahl der Unstetigkeiten erhöhen und damit die Form der einzelnen
Shapes verfälschen. Wenn charakteristische Punkte eines Geons innerhalb
der Silhouette des Gegenstandes liegen (obere und mittlere Reihe), dann
können sie nach der Separation nicht zur Identiﬁkation herangezogen wer-
den und beeinﬂussen somit ebenfalls das Ergebnis. Auf- und Seitenansichten
bieten daher geeignetere Perspektiven.
die Trainingsmenge um entsprechende Punktverteilungen ergänzt wird (siehe Abbil-
dung 4.15). Deutlich schwieriger ist es jedoch, im Fall teilverdeckter Geons alle möglichen
Formvariationen zu berücksichtigen. Daher ist es sinnvoll, mittels eines Active-Vision-
Verfahrens [Baj88] geeignete Positionen für den optischen Sensor zu wählen, so dass sich
so die Zahl der Variationen der Silhouettenform begrenzen lässt.
Optimal sind Ansichten, bei denen sich alle in der Silhouette sichtbaren Grundkörper in
einer Ebene beﬁnden, deren Normale parallel zur optischen Achse des Bildsensors liegt
(Abbildung 4.14 unten). Teilverdeckungen lassen sich so ausschließen. Voraussetzung
hierfür ist, dass die Grundkörper der zu berücksichtigenden Gegenstände in einer An-
ordnung vorliegen, die eine solche Ansicht ermöglicht und dass die dazu nötige Sensorlage
ermittelt werden kann. Gegenstände aus dem häuslichen Umfeld bestehen in der Regel
aus einer kleinen Anzahl verschiedener, neben- oder übereinander liegender Grundkör-
per, deren Hauptachsen parallel zueinander ausgerichtet sind. Viele dieser Gegenstände
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Abbildung 4.15: Je nach Perspektive ändert sich die Form der Silhouette eines Grundkör-
pers. Bei komplexeren Topologien üben die benachbarten Geons zusätzli-
chen Einﬂuss auf die Teilkonturen aus, so dass weitere Formvariationen im
Trainingsprozess berücksichtigt werden müssen.
erfüllen somit diese Bedingung. Die Aufsicht liefert eine geeignete Perspektive, bei der
Teilverdeckungen meistens ausgeschlossen und so erste Rückschlüsse auf die Topologie
gezogen werden können.
Viele Grundkörper können mit Hilfe einer einzigen Ansicht oft nicht ohne Mehrdeutig-
keiten identiﬁziert werden. Es ist also nötig, nach der immer initial gewählten Aufsicht
weitere geeignete Blickwinkel zu ermitteln. Dessen optische Achse sollte möglichst ortho-
gonal zu der optischen Achse der Aufsicht liegen, so dass die beiden Sensorlagen deutlich
voneinander verschieden sind. Wenn in der ersten Perspektive nur ein einzelnes Shape
sichtbar war, dann gibt es keine weitere Einschränkung, so dass der Sensor überall auf
einer das Geon umlaufenden Kreisbahn platziert werden kann. Wurden jedoch mehrere
Shapes identiﬁziert, dann sollte die Wahl der Nachfolgeansicht mögliche Verdeckungen
berücksichtigen. Geeignete Sensorlagen können ermittelt werden, indem für jede Kom-
bination zweier in der Aufsicht ermittelter Grundkörper eine Verbindungslinie zwischen
den Flächenschwerpunkten gezogen und die optische Achse auf den Mittelpunkt dieser
Linie ausgerichtet wird. Liegen mehrere dieser Verbindungslinien auf einer gemeinsamen
Linie (siehe Abbildung 4.16), dann lassen sich die resultierenden Ansichten zusammen-
fassen, indem die Blickrichtung auf den Mittelpunkt dieser Linie ausgerichtet wird.
Zur eindeutigen Klassiﬁzierung eines Geons sind in der Regel zwei verschiedene An-
sichten des Körpers erforderlich. Wenn die Anzahl der in der Aufsicht und in der Sei-
tenansicht detektierten Shapes unterschiedlich ist, dann muss der Gegenstand aus einer
weiteren Perspektive analysiert werden, deren optische Achse wiederum etwa orthogonal
zu der Vorhergehenden liegen sollte.
Die Auswahl der bestmöglichen Nachfolgeperspektive wurde erstmalig im Jahr 1985
unter dem Begriﬀ next best view von Connoly [Con85] in allgemeiner Form beschrieben.
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Abbildung 4.16: Teilverdeckungen einzelner Geons lassen sich in der Aufsicht (links) in der
Regel ausschließen. Auch wenn die vorliegenden Grundkörper noch nicht
eindeutig identiﬁziert werden können, so lassen sich aus der relativen La-
ge der Shapes weitere geeignete Perspektiven ermitteln, die Verdeckungen
vermeiden (rechts).
Neben dem Aspekt der Informationsmaximierung hinsichtlich der Formanalyse lässt sich
bei Verwendung mehrerer Perspektiven auch eine Triangulation durchführen [CCCR94],
mit der die Größe und Lage des Gegenstandes ermittelt werden kann.
4.2.3.3 Bildverarbeitungsalgorithmen
Die Durchführung des oben beschriebenen Klassiﬁzierungsverfahrens erfordert die Ex-
traktion der Unstetigkeiten des Silhouettenverlaufs, da jeder dieser Punkte potenziell
als Trennpunkt bei der Separation dienen kann. Die folgenden Abschnitte beschreiben
vier verschiedene Algorithmen zur Identiﬁkation dieser Punkte. Sie stellen nur eine Aus-
wahl aus einem größeren Portfolio möglicher Verfahren dar, unterscheiden sich jedoch
methodisch stark voneinander und decken damit die grundsätzlichen Vorgehensweisen
aller Algorithmen ab. In der Literatur werden diese Algorithmen allgemein auch als
Eckpunkt-Detektoren (corner detectors, [MM06]) bezeichnet. Daher benutzen die folgen-
den Abschnitte sowohl den Begriﬀ Unstetigkeit als auch Eckpunkt und betrachten
beide als zueinander äquivalente Ausdrücke.
Chain Code
Eine klassisches Verfahren zur Detektion von Unstetigkeiten (bzw. Ecken) in einer Kon-
tur ist der Einsatz des so genannten Kettencodes (chain code) [Fre74]. Dieser Algorith-
mus beschreibt die Konturlinie über eine Liste von Richtungsvektoren, die zu jedem
Pixel die Position eines Nachbarpixels angibt. Jedes Pixel der Kontur wird dabei mit
einem zusätzlichen Wert belegt, der den Vektor zum Nachfolgepixel codiert. Analysiert
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man diese Richtungsvektoren, so lassen sich Änderungen des Konturverlaufs und da-
mit Eckpunkte identiﬁzieren. Das Verfahren ist jedoch anfällig gegenüber verrauschten
Daten, wenn keine scharfkantigen Übergänge zwischen Vorder- und Hintergrund extra-
hieren. Dabei werden häuﬁg lokale Schwankungen des Konturverlaufs als Eckpunkte
fehlinterpretiert.
Hough-Transformation
Die Klasse der so genannten Hough-Transformationen bietet eine weitere Möglichkeit
zur Analyse der Kontur. Dieses von P.V.C. Hough beschriebene Verfahren [Hou62] er-
möglicht die Erkennung von regelmäßigen Strukturen wie Ellipsen oder geraden Linien
in Bilddaten. Diese Strukturen lassen sich mit Hilfe einer parametrierbaren Funktion
darstellen, im Fall einer Gerade y beispielsweise als
y(x) = m · x+ b, (4.9)
wobeim die Steigung und (0, b) den Schnittpunkt der Gerade mit der y-Achse beschreibt.
In einem aus diesen Parametern bestehenden Raum wird jede Parameterkombination
als Punkt dargestellt, in diesem Fall z.B. (m, b). Oﬀensichtlicher Nachteil der obigen
Funktion ist es, dass vertikal verlaufende Geraden im Parameterraum nicht maschinell
dargestellt werden können, da m unendlich groß wird. Duda und Hart [DH72] ver-
wendeten zur Beschreibung von Geraden daher die Hessesche Normalenform (siehe
Abbildung 4.17 links):
r0 = x cosα0 + y sinα0 mit α0, r0 = const. (4.10)
r0 ist hierbei der Abstand der Geraden vom Ursprung und α0 der Winkel, den die Nor-
male der Geraden mit der x-Achse einschließt. Der Winkel α0 liegt im Bereich zwischen
0◦ und 180◦. Ein Punkt in den Bilddaten wird im Parameterraum als Sinus-Funktion
abgebildet, die alle möglichen Geraden beschreibt, auf denen dieser Punkt in den Bildda-
ten liegen kann (siehe Abbildung 4.17 Mitte). Liegen mehrere Punkte in den Bilddaten
auf einer Gerade, dann schneiden sich die Sinus-Funktionen im Parameterraum in genau
dem Punkt, der diese Gerade beschreibt. Durch Transformation aller Konturpunkte in
den Parameterraum und durch eine Suche häuﬁg geschnittener Punkte (auch als vo-
ting bezeichnet) lassen sich gradlinige Strukturen im Bild identiﬁzieren. Diese werden
zunächst als Geraden abgebildet (Abbildung 4.17 rechts), lassen sich aber durch einen
Vergleich mit der Silhouette auf deren Verlauf zuschneiden. In gleicher Weise lassen sich
elliptische Teilstrukturen aus den Bilddaten extrahieren.
Mit Hilfe der Hough-Transformation kann der Verlauf der Silhouette in Teilstücke zerlegt
werden, die sich anhand ihrer Krümmung unterscheiden. An den Übergängen zwischen
diesen Teilstücken liegen Eckpunkte, die dem Analyseverfahren als potenzielle Trenn-
punkte dienen. Die Qualität dieser Analysemethode hängt jedoch stark von den Ein-
gangsdaten ab, die möglichst ideale Linienzüge ohne lokale Verzerrungen liefern müssen.
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Abbildung 4.17: Bei der Hough-Transformation für gerade Strukturen gehen die Punkte pA
und pB (links) in sinusförmige Kurven QA und QB über (Mitte). Die bei-
den Kurven schneiden sich im Punkt q0 = (α0, r0). Die Koordinaten von q0
beschreiben die Gerade im Ausgangsbild (nach [LPOR97]). Rechts ein Bei-
spiel für die Anwendung der Hough-Transformation für gerade Strukturen
auf die Kontur einer Objekt-Silhouette.
Harris-Detektor
Der Harris-Detektor (auch Plessy-Punkt-Detektor genannt) wurde 1988 von Harris und
Stephens vorgestellt [HS88]. Dabei handelt es sich um ein gradientenbasiertes Verfahren,
mit dem sich sowohl Kanten als auch Ecken detektieren lassen. Eine lokal angewandte
Autokorrelationsfunktion stellt Änderungen der Intensität innerhalb einer Umgebung
∆ = (u, v)T um einen Bildpunkt (x, y)T fest:
E(∆) =
∑
x,y
w(x, y)[I(x+ u, y + v)− I(x, y)]2. (4.11)
Dabei ist w(x, y) eine Fensterfunktion (z.B. Gaußfunktion). In einer kleinen Umgebung
lässt sich diese Funktion durch
E(∆) ∼= ∆TM(x, y)∆ mit M(x, y) =
∑
x,y
w(x, y)
[
I2x IxIy
IxIy I
2
y
]
(4.12)
bilinear approximieren. Anhand der Eigenwerte λ1 und λ2 der KovarianzmatrixM kann
ermittelt werden, ob der Bildpunkt (x, y) einer Ecke oder einer Kante entspricht. Sind
beide Eigenwerte groß, dann liegt eine Ecke vor. Ist dagegen ein Eigenwert deutlich
größer als der andere, dann kann der Bildpunkt als Teil einer Kante eingestuft werden.
Die Eckendetektion mittels Harris-Detektor ist ein schnelles Verfahren, das gute Ergeb-
nisse erzielt. Liegen im Kantenverlauf jedoch Verzerrungen vor, dann muss die Umge-
bungsgröße geeignet gewählt werden. Bei einer zu klein gewählten Umgebung liefert der
Algorithmus Fehldetektionen. Bei zu groß gewählter Umgebung kann es vorkommen,
dass Ecken mit geringer Krümmungsänderung ignoriert werden.
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Curvature Scale Space
Ein relativ neues Verfahren zur Eckpunktdetektion basiert auf dem Kontur-Deskriptor
des MGEG-7-Standards [MB03]. Der ursprünglich von Mokhtarian und Mackworth ent-
wickelte Algorithmus [MM86] wird bei der MPEG-7-Codierung verwendet, um abstrakte
semantische Informationen über im Bild beﬁndliche Konturen zu speichern. Diese In-
formationen dienen der schnellen Suche in großen Mengen multimedialer Daten. Das
Verfahren generiert kompakte Beschreibungen von planaren Konturverläufen, indem es
diese in den so genannten curvature scale space (CSS) transformiert. Dabei wird eine
Kurve Γ mit der Bogenlänge u der Form
Γ = (x(u), y(u)) (4.13)
mit einer Gaußfunktion g mit der Standardabweichung σ gefaltet:
Γσ = ((X(u, σ), Y (u, σ)) mit
X(u, σ) = x(u) ∗ g(u, σ)
Y (u, σ) = y(u) ∗ g(u, σ). (4.14)
Auf diese Weise wird die Kurve in Abhängigkeit von σ geglättet. Zur Transformation in
den CSS betrachtet man nun die Wendestellen der Kurve. An diesen Punkten besitzt die
Kurve keine Krümmung. Nach [IK87] lässt sich die Krümmung einer in Parameterform
dargestellten Kurve allgemein mit dem Ausdruck
κ =
x˙y¨ − y˙x¨
(x˙2 + y˙2)
3
2
(4.15)
berechnen. Setzt man die Darstellung der gefalteten Kurve (Gleichung 4.14) in Glei-
chung 4.15 ein, so erhält man den Ausdruck
κ(u, σ) =
Xu(u, σ)Yuu(u, σ)−Xuu(u, σ)Yu(u, σ)
(Xu(u, σ)2 + Yu(u, σ)2)
3
2
. (4.16)
Bei κ(u, σ) = 0 liegt eine Wendestelle vor. Glättet man nun mit steigendem σ die
Kurve iterativ, dann heben sich benachbarte Wendestellen sukzessive auf, bis schließlich
eine Kurve ohne Wendestellen vorliegt. Die Höhe des Wertes von σ zum Zeitpunkt der
Aufhebung gibt für den Ort der Aufhebung auf der Kurve den Grad der ursprünglichen
Krümmung wieder. Die zuletzt fusionierten Wendepunkte zeigen damit den Ort größter
Krümmung auf Γ an.
Trägt man den Ort der Wendestellen für verschiedene Skalierungen σ auf, indem u als
Ordinate und σ als Abszisse gewählt wird, so ergibt sich die CSS-Darstellung der Kurve
Γ. Die Transformation in die CSS-Darstellung besitzt die folgenden Eigenschaften:
• Invarianz: Gleiche Konturen ergeben identische CSS-Darstellungen.
• Eindeutigkeit: Unterschiedliche Konturen ergeben unterschiedliche Darstellun-
gen, so dass die Kontur aus ihrer transformierten Form zurück gewonnen werden
kann (inverse Abbildung).
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• Stabilität: Geringfügige Unterschiede in der Kontur bewirken nur geringfügige
Unterschiede in der CSS-Darstellung. Gleiches gilt bei der inversen Abbildung.
Kurvenpunkte mit hoher Krümmung werden bei der Transformation in lokale Maxi-
ma abgebildet. Auf diese Weise lassen sich in Konturen Eckpunkte identiﬁzieren. Die
Leistungsfähigkeit der CSS-Transformation gegenüber alternativen Methoden zur Ex-
traktion von Eckpunkten wurde in [MS98] detailliert untersucht. Ein Nachteil der Me-
thodik besteht darin, dass nah beieinander liegende Eckpunkte aufgrund der iterativen
Glättungen verschmelzen können, so dass wenigstens eine Ecke unentdeckt bleibt.
Qualitativer Vergleich der Algorithmen
Sowohl der Chain-Code als auch die Hough-Transformation benötigen möglichst idea-
le Eingangsdaten. Sind die Bilddaten verrauscht, dann führt dies zu Verzerrungen bei
der Ermittlung der Konturkanten. Je nach Ausmaß dieser Unregelmäßigkeiten interpre-
tiert der Chain-Code die dadurch verursachte Verlaufsänderung der Kontur zuweilen
als Eckpunkt. Die Hough-Transformation erkennt einzelne Kontursegmente oft nur un-
vollständig oder als mehrere nicht verbundene Teilsegmente. Beide Eﬀekte führen zu
einer Überdetektion an Ecken, die die nachfolgende Separation der Teilkonturen stark
verlangsamt und Fehlklassiﬁkationen verursachen kann.
Der Harris-Detektor und die CSS-Transformation sind diesbezüglich deutlich robus-
ter. Letztere liefert tendenziell eine geringere Zahl an Überdetektionen als der Harris-
Detektor, stellt jedoch auch den größten Anspruch an die verfügbare Rechenleistung.
Da der Aufwand der CSS-Transformation im Vergleich zur Formanalyse mittels Active-
Shape-Verfahren vernachlässigt werden kann, wird sie in dieser Arbeit zur Detektion der
Eckpunkte eingesetzt.
Einen ausführlichen Vergleich verschiedener Verfahren zur Eckpunktdetektion liefert
[Din05]. Abbildung 4.18 zeigt die Resultate der Anwendung des Harris-Detektors und der
CSS-Transformation auf die bereits in Abbildung 4.12 vorgestellten Silhouettenbilder.
Die Anwendung der beschriebenen Bildverarbeitungsalgorithmen auf reale Bilddaten
und die Grenzen ihrer Leistungsfähigkeit beschreibt Abschnitt 4.2.6.
4.2.3.4 Exemplarischer Ablauf der Separation
Der Einsatz der Bildverarbeitungsalgorithmen und der daraus resultierende Ablauf der
Separation wird anhand der Analyse des in Abbildung 4.19 dargestellten Gegenstandes
exemplarisch veranschaulicht.
Die Bilddaten werden zunächst aus der Aufsicht akquiriert. Der erste Teil der Abbil-
dung 4.20 zeigt das Ergebnis der Eckpunktdetektion bzw. der Ermittlung der Unste-
tigkeitsstellen mit Hilfe der CSS-Transformation. Da sich kein Punktverteilungsmodell
an die Kontur anpassen kann, ist eine Separation erforderlich. Das aufgrund der Ent-
fernung zum Flächenschwerpunkt und der Entfernung zueinander gebildete Paar von
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Abbildung 4.18: Beispiele für die Detektion von Eckpunkten in Silhouettenbildern mittels
Harris-Detektor und CSS-Transformation. Bei idealen Konturverläufen ver-
halten sich die beiden Algorithmen nahezu identisch. Bei verrauschten Bild-
daten liefert der Harris-Detektor dagegen häuﬁger Fehldetektionen als die
CSS-Transformation.
Abbildung 4.19: Zur Separation des links dargestellten Gegenstandes sind drei Kamerapo-
sitionen erforderlich. Die rechts liegenden Abbildungen stellen die jeweils
extrahierte Silhouette dar.
Unstetigkeitspunkten führt zu einer Separation, die bereits beim nächsten Rekursions-
aufruf die Identiﬁkation einer der Teilkonturen als Grundform eines Geons erlaubt. Die
zweite Teilkontur muss dagegen erst weiter separiert werden, bevor sich auch deren Teile
vollständig identiﬁzieren lassen.
Aus der Lage der Schwerpunkte der drei extrahierten Shapes lässt sich eine zweite Ka-
meraposition bestimmen, die eine Ansicht von der Seite erlaubt, bei der alle drei Shapes
ohne Verdeckung sichtbar sind. Die aus dieser Perspektive segmentierte Objektﬂäche
umschließt Hintergrund (siehe Abbildung 4.21) und weist damit auf die Existenz eines
bogenförmigen Geons hin. Nach der Bestimmung der Unstetigkeiten in der Kontur wird
zuerst dieses Shape von der restlichen Objektﬂäche getrennt. Danach folgen weitere
Separationen, mit denen sich vier Teilkonturen bestimmen lassen.
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Abbildung 4.20: Teilbild 1: Ergebnis der Eckpunktdetektion auf der segmentierten Objekt-
silhouette. Rechts davon: Die Silhouette wird rekursiv zerlegt. Wenn beide
rekursiven Aufrufe eine erfolgreiche Identiﬁkation melden, dann gibt der
aktuelle Rekursionsaufruf ebenfalls eine Erfolgsmeldung zurück.
Während in der Seitenansicht fünf Shapes identiﬁziert werden konnten, waren es in der
Aufsicht nur drei. Da die Klassiﬁzierung eines einzelnen Geons die Fusion von wenigstens
zwei seiner Silhouetten aus unterschiedlichen Perspektiven erfordert, müssen die in der
ersten Ansicht nicht sichtbaren Geons aus einer weiteren Perspektive analysiert werden.
Um relevante Informationen zu erhalten, sollte dabei entweder die Front- oder rückwär-
tige Ansicht gewählt werden. Die Lage und Ausmaße der bislang identiﬁzierten Shapes
kann Hinweise liefern, ob die zu betrachtenden Geons in einer der beiden Ansichten
zum Teil verdeckt werden. Anhand der relativen Positionen lässt sich feststellen, dass
über die in der Mitte übereinander liegenden Formen nur unvollständige Information
vorhanden ist. Ein Vergleich der Breitenausdehnung zeigt, dass die aus der Aufsicht ex-
trahierte Kreisform durch das unten liegenden Geon verursacht wurde. Oberhalb dieses
Körpers beﬁnden sich demnach die noch zu betrachtenden Geons. Bei den zwei mögli-
chen Nachfolgeansichten kann es durch die jeweils links und rechts liegenden Geons zu
Verdeckungen kommen. Da das rechts liegende Shape in seinen vertikalen Ausmaßen
etwas kleiner als das Bogen-Shape ist, fällt die Wahl der dritten Perspektive daher auf
die frontale Ansicht, da dort eine Teilverdeckung unwahrscheinlicher ist.
Die in Abbildung 4.22 dargestellte Analyse der Frontansicht liefert schließlich drei wei-
tere übereinander liegende Shapes. Die aus den verschiedenen Ansichten gewonnenen
Informationen müssen nun fusioniert werden, um von den zweidimensionalen Shapes
Rückschlüsse auf die dreidimensionalen Grundkörper zu ziehen.
97
4 Objekterkennung mittels Geonanalyse
Abbildung 4.21: Teilbild 1: Bestimmung der Unstetigkeiten in der Seitenansicht des betrach-
teten Gegenstands. Der Einschluss der Hintergrundﬂäche lässt auf die Exis-
tenz eines Bogen-Geons schließen und ermöglicht unter Berücksichtigung
der Unstetigkeiten dessen Separation (Teilbild 2). Rechts davon: Abfolge des
weiteren Separationsverlaufs. Da im Vergleich zur vorangegangenen Analy-
se der Aufsicht zwei zusätzliche Shapes identiﬁziert werden, ist die Analyse
einer weiteren Ansicht notwendig.
Die Tabelle 4.1 stellt Ergebnisse der Implementierung der Geonseparation hinsichtlich
des nötigen Rechenaufwandes dar. Verwendet wurde ein Computer mit einem Pentium-
IV-Prozessor mit 2,6 GHz Taktung. Der Wert ASM Laufzeit bezeichnet die reine Lauf-
zeit des Active-Shape-Algorithmus. Sie beträgt zwischen 90 bis 95 Prozent der gesamten
Laufzeit. Der Vergleich zwischen Punktverteilungsmodell und Kontur ist demnach der
mit Abstand aufwändigste Teil des Verfahrens.
4.2.4 Klassiﬁzierung der Geons
Nach der Bestimmung der in den Bilddaten vorliegenden Teilkonturen, müssen die Er-
gebnisse der verschiedenen Ansichten fusioniert werden. Dem System liegen dabei zu-
nächst für jede Ansicht die Positionen der Schwerpunkte der Konturen und die jeweilige
Sensorlage vor.
Um Korrespondenzen zwischen den Teilkonturen zu bestimmen, wird ein allen Ansich-
ten gemeinsamer Referenzpunkt festgelegt. Dieser Punkt soll einen möglichst geringen
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Anzahl Geons: 3 Anzahl Unstetigkeiten: 8
ges. Laufzeit: 16,79 s ASM Laufzeit: 16,20 s ASM Berechnungen: 192
Anzahl Geons: 3 Anzahl Unstetigkeiten: 6
ges. Laufzeit: 12,79 s ASM Laufzeit: 12,26 s ASM Berechnungen: 144
Anzahl Geons: 5 Anzahl Unstetigkeiten: 10
ges. Laufzeit: 13,92 s ASM Laufzeit: 13,09 s ASM Berechnungen: 160
Anzahl Geons: 3 Anzahl Unstetigkeiten: 12
ges. Laufzeit: 10,27 s ASM Laufzeit: 9,76 s ASM Berechnungen: 80
Anzahl Geons: 3 Anzahl Unstetigkeiten: 6
ges. Laufzeit: 12,23 s ASM Laufzeit: 11,69 s ASM Berechnungen: 144
Anzahl Geons: 5 Anzahl Unstetigkeiten: 10
ges. Laufzeit: 13,87 s ASM Laufzeit: 13,03 s ASM Berechnungen: 160
Tabelle 4.1: Implementierungsergebnisse der rekursiven Geonseparation mittels Active Shape.
Die separierten Bogen-Geons sind nicht einzeln aufgeführt, da sie nicht mit Hilfe
des Active-Shape-Verfahrens, sondern nur anhand des Segmentierungsergebnisses
und der extrahierten Unstetigkeiten bestimmt werden. Die Ergebnisse wurden
mit einem Pentium-IV-Prozessor mit 2,6 GHz Taktung erzeugt.
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Abbildung 4.22: Ablauf der Separation der aus der Frontansicht akquirierten Kontur.
Abstand zu den optischen Achsen der verwendeten Ansichten besitzen. Da diese im
Allgemeinen windschief zueinander liegen, wird für jede Kombination zweier Achsen
der Vektor des geringsten Abstandes gesucht und aus der Position ihrer Mittelpunkte
ein gemeinsamer Schwerpunkt als Referenz bestimmt. Die räumliche Lage der Schwer-
punkte der Konturen relativ zum Referenzpunkt dient als Hinweis zur Bestimmung der
Korrespondenzen.
Der Typ des vorliegenden Grundkörpers ergibt sich aus der Kombination von zwei Teil-
konturen. Abbildung 4.23 stellt dies beispielhaft für vier Geontypen dar. Es ist zu be-
achten, dass sich das hexagonale und das zylindrische Shape bei geringer Wölbung an
den Stirnseiten ähnlich sehen. In der praktischen Anwendung können sich bei der Sepa-
ration für beide Shapes hinreichend gute Einpassungen ergeben. Erst durch die Fusion
von mehreren Ansichten kann entschieden werden, welches Shape eine plausible Kom-
bination ergibt. Abbildung 4.23 zeigt weiterhin, dass sich einige Geons (z.B. Zylinder
und Kegelstumpf) lediglich durch einen Proportionalitätsfaktor unterscheiden, der das
Verhältnis der Skalierung des größeren zum kleinen Ende beschreibt. Die korrekte Zu-
ordnung wird anhand der Ansicht getroﬀen, in der die Seitenﬂäche sichtbar ist. Liegen
für ein Geon Daten aus drei Ansichten vor, dann werden drei Kontur-Kombination aus
je zwei Ansichten gebildet. Weicht eines der Ergebnisse von den anderen beiden ab, dann
ignoriert der Fusionsalgorithmus dessen Geonhypothese. Wenn alle drei Ergebnisse von-
einander abweichen, dann muss von einem Fehler während der Separation der Silhouette
ausgegangen werden.
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Abbildung 4.23: Matrix zur Klassiﬁkation der in Abbildung 4.5 beispielhaft dargestellten
Grundkörper anhand zweier Silhouetten, die aus Aufsicht und Seitenansicht
extrahiert wurden.
Während sich die Position der Grundkörper relativ einfach bestimmen lässt, ermögli-
chen manche Ansichten keine eindeutige Aussage über die Orientierung. Beispielsweise
liefert eine einzelne Silhouette eines Kegelstumpfes bei unbekannten Skalierungspara-
metern mehrere Hypothesen über dessen Orientierung. Daher werden alle möglichen
Orientierungsvektoren jeder Ansicht gespeichert und danach mittels einem adaptiven
k-means-Clusterverfahren nach Kothari und Pitts [KP99] untersucht. Dieses bestimmt
selbstständig die Anzahl der vorliegenden Cluster, fusioniert die Orientierungen und
wählt schließlich das Cluster mit der größten Anzahl an Orientierungshypothesen aus,
um die tatsächliche Lage des Grundkörpers zu ermitteln.
Nach diesem Klassiﬁkationsschritt liegen für alle Grundkörper Informationen hinsichtlich
dem Geontyp, der ungefähren Abmessung, der Position und der Ausrichtung im Raum
vor.
4.2.5 Klassiﬁzierung des Objekts
Die vorgestellten Analyseverfahren liefern als Ergebnis die Anzahl gefundener geometri-
scher Grundkörper, deren Lage im Raum und eine Schätzung Maße. Die Klassiﬁzierung
des Objektes erfordert einen Vergleich dieser Topologie mit den Geonanordnungen, die
dem System als Vorwissen bekannten sind.
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Wie in Kapitel 3 beschrieben, liegt die Objektrepräsentation eines einzelnen Objektes
in dieser Arbeit zunächst in einer textuellen Form als XML-Datei vor, die die einzel-
nen geometrischen Bestandteile qualitativ beschreibt. Während der Initialisierung des
Systems werden die verfügbaren Beschreibungen in baumförmige Datenstrukturen über-
führt und in einer Liste gespeichert. Die folgenden Abschnitte erörtern den Vergleich der
detektierten Topologie mit dieser Liste. Um Verwechselungen zu vermeiden, werden die
in der generischen Repräsentation gespeicherten Modelle Objekte genannt, während
die real vorliegenden und sensorisch erfassten Instanzen als Gegenstände bezeichnet
werden.
Wie in Abbildung 4.24 gezeigt, wird die Liste der bekannten Objekttopologien iterativ
durchlaufen und mit der ermittelten Grundkörperanordnung verglichen. Dieser Vergleich
unterteilt sich in vier Schritte. In jedem Schritt verkleinert sich die Menge der potenziell
vorliegenden Gegenstände, da zusätzliche Bedingungen eingeführt werden, die bei einer
eindeutigen Zuordnung von Gegenstand zu Objektkategorie erfüllt sein müssen.
Der erste Vergleich betrachtet die Art und Anzahl der Gegenstands- und Objektgeons.
Auf diese Weise lassen sich bereits zu Beginn des Algorithmus viele nicht passende
Kategoriehypothesen durch eine einfache Prüfung ausschließen. Außerdem ist es für die
folgenden Vergleichsschritte zwingend notwendig, dass sich nur noch Objektkategorien
mit gleichen Grundprimitiven in der Listenstruktur beﬁnden.
Im zweiten Schritt untersucht der Vergleichsalgorithmus die Größen der Geons, um eine
möglichst eindeutige Zuordnung zwischen Gegenstands- und Objektgeons herzustellen.
Diese Eindeutigkeit ist jedoch nicht sichergestellt, wenn bei der Analyse mehrere Geome-
trien gleichen Typs und gleicher Größe erkannt wurden. Abbildung 4.25 veranschaulicht
diesen Sachverhalt. In dem dort dargestellten Beispiel muss davon ausgegangen werden,
dass die vier Geons, die während der Objekterkennung bestimmt wurden, in einer Rei-
henfolge an das System übermittelt werden, die nicht mit der Reihenfolge der Geons in
der entsprechenden Objektdeﬁnition übereinstimmt.
Die möglichen Zuordnungen lassen sich mit Hilfe von quadratischen Matrizen, die bi-
näre Werte enthalten, kompakt darstellen. Die Dimension der Matrizen entspricht der
Anzahl detektierter Geons. Jede Zeile steht für ein in der Objektbeschreibung codier-
tes und jede Spalte für ein detektiertes Geon. Eine Zuordnung zwischen Objekt- und
Gegenstandsgeons ergibt somit eine Matrix, die in jeder Zeile und Spalte genau eine 1
besitzt. Eine solche Markierung in Zeile i und Spalte j bedeutet, dass das Objektgeon
i dem Gegenstandsgeon j entspricht. In dem gezeigten Beispiel ergeben sich die beiden
Zuordnungsmatrizen
Mz,1 =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 und Mz,2 =

0 1 0 0
0 0 0 1
0 0 1 0
1 0 0 0
 ,
da zwei Geometrien gleichen Typs und gleicher Größe detektiert wurden.
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Abbildung 4.24: Die detektierte Geontopologie wird durch sukzessiven Ausschluss von nicht
passenden Objekten einer bekannten Objektkategorie zugeordnet.
Während des dritten Schritts ﬁndet ein Vergleich der relativen Positionen der Objekt-
und Gegenstandsgeons statt. Wie bereits in Abschnitt 3.1.2 dargestellt, ist dazu ein für
alle Grundkörper geltendes Koordinatensystem nötig. Jedes Objektmodell besitzt daher
ein explizit ausgewiesenes Referenzgeon, dessen Koordinatensystem als Bezug verwendet
wird. Liegen aus dem vorangegangenen Schritt mehrere Zuordnungsmatrizen vor, so
werden die folgenden Teilschritte für jede Kombinationshypothese ausgeführt.
Wenn sich der Schwerpunkt des Gegenstands-Referenzgeons nicht im Ursprung seines
eigenen Koordinatensystem beﬁndet, wird die Topologie zuerst mit einer homogenen
Translationsmatrix M t,h verschoben. Da die Koordinatensysteme von Objektmodell
und detektierter Topologie oft nicht übereinstimmen und die Lage des betrachteten
Gegenstandes nicht im Voraus bekannt ist, muss durch eine Rotation M r,h zusätzlich
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Abbildung 4.25: Vergleich der einzelnen Grundkörper der detektierten (links) Topologie und
der modellierten Referenztopologie (rechts). Da in diesem Beispiel zwei Geo-
metrien gleichen Typs und gleicher Größe detektiert werden, gibt es dement-
sprechend zwei mögliche Zuordnungen zwischen Objekt- und Gegenstands-
geons.
sichergestellt werden, dass die Referenzgeons von Objekt und Gegenstand einheitlich
ausgerichtet sind.
Wenn das Referenzprimitiv Symmetrien aufweist, so kann es vorkommen, dass das Ge-
genstandsgeon korrekt zum Objektgeon ausgerichtet ist, nicht jedoch der Rest der To-
pologie. Dies veranschaulicht Abbildung 4.25, bei der der Gegenstand gegenüber der
Objektdeﬁnition eine Verdrehung von (pi
2
; 0; pi
4
)T besitzt. Aufgrund der Rotationssym-
metrie des Zylinders wird bei ausschließlicher Betrachtung des Referenzgeons lediglich
eine Verdrehung um (pi
2
; 0; 0)T detektiert. Um den korrekten Rotationswert zu ermitteln,
wird zunächst bestimmt, welche Formen der Rotationssymmetrie für das Referenzgeon
vorliegen. Dabei können mehrere Fälle unterschieden werden:
(a) Im einfachsten Fall weist das Referenzgeon keinerlei Symmetrien auf. Dann muss
keine Rotationskorrektur vorgenommen werden.
(b) Es liegen nur diskrete Rotationssymmetrien vor, wie zum Beispiel bei einem Qua-
der. In diesem Fall werden alle möglichen Rotationskorrekturen geprüft, die das
Gegenstandsgeon in eine identische Ausrichtung zum Objektgeon bringen.
(c) Es liegt eine Vollsymmetrie um eine oder zwei Achsen vor, wie beim Kegel oder bei
einer Kugel. Hier wird über die zu dem Referenzgeon gehörenden und nicht kolli-
near zur Symmetrieachse liegenden Verbindungen (siehe Abschnitt 3.1.2) bestimmt,
welche Rotationskorrektur benötigt wird, um den Gegenstand in die Objektlage zu
bringen. Im Beispiel von Abbildung 4.25 wird aus der Richtung von Verbindung b
und der Schwerpunktdiﬀerenz der Gegenstandsgeons #2 und #3 der Winkel der
Rotationskorrektur berechnet. Verbindung a ist für die Bestimmung ungeeignet, da
sie kollinear zur Geonachse ist.
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(d) Für den Fall, dass (wie beim Zylinder) sowohl Vollsymmetrie um eine Achse, als auch
eine diskrete Rotation um eine zweite Achse vorliegen, werden die Berechnungen aus
(b) und (c) kombiniert.
Die berechnete Rotationskorrekur M rk,h wird mit den vorigen Transformationen kom-
biniert, so dass sich eine Gesamttransformation von
M ges,h = M rk,h ·M r,h ·M t,h.
ergibt. Nach der entsprechenden Anpassung der Gegenstandstopologie überprüft der
Algorithmus, ob die relativen Positionen der Grundkörper mit denen der verbliebenen
Kategoriehypothesen übereinstimmen. Dazu werden über die Zuordnungsmatrizen für
alle Verbindungen die benachbarten Geons bestimmt, die in der Gegenstandstopologie
vorliegen müssen. Stimmen entweder der Grundkörpertyp oder die relative Lage zum
Schwerpunkt für keine Zuordnung und für keine Rotationskorrektur überein, dann wird
die Hypothese aus der Liste möglicher Objekte entfernt.
Im vierten Schritt überprüft der Vergleichsalgorithmus die einzelnen Ausrichtungen
der Grundkörper. Bei Ungleichheit eines Gegenstandsgeons mit seinem korrespondie-
renden Objektgeons wird die Hypothese verworfen, ansonsten als gültig behalten.
Sollte sich nach dem vierten Klassiﬁkationsschritt keine Hypothese mehr in der Liste
möglicher Objektkategorien beﬁnden, bedeutet das, dass über den detektierten Gegen-
stand kein Vorwissen vorhanden ist. Dann besteht jedoch immer noch die Möglichkeit,
anhand der detektierten Grundkörper eine Greifstrategie zu entwickeln, da Griﬀmöglich-
keiten für jedes Geon vorliegen. Dieser Ansatz wurde im Rahmen der Arbeit allerdings
nicht weiter verfolgt.
4.2.6 Evaluierung und Diskussion
Die folgenden Abschnitte untersuchen die Leistungsfähigkeit der beschriebenen Erken-
nungsverfahren für Shapes, Geons und Objekte. Um die Leistungsfähigkeit unabhän-
gig von der Bildvorverarbeitung bewerten zu können, wurde anhand von synthetischen
Bilddaten aus einer virtuellen Umgebung evaluiert. Von 17 getesteten Objekten konn-
te nur eins nicht erkannt werden, da in Seiten- und Frontansicht zwei benachbarte
Shapes fälschlicherweise als ein einziges interpretiert wurden. Die Ergebnisse fasst Ab-
schnitt 4.2.6.1 zusammen. Die darauf folgenden Abschnitte 4.2.6.2 und 4.2.6.3 erörtern
die Erweiterung des Verfahrens auf größere Objektmengen und auf reale Bilddaten.
4.2.6.1 Evaluierung auf Basis virtueller Bilddaten
Um eine repräsentative Menge verschiedener Bilddaten von Objekten zu generieren,
wurden in Anlehnung an die in Kapitel 3 in Tabelle 3.1 vorgestellten Gegenstände 17
verschiedene 3D-Modelle erstellt, die jeweils aus 2 bis 5 Geons bestehen. Von diesen
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Modellen wurden in einer virtuellen Umgebung mit Hilfe einer simulierten Kamera Bil-
der in einer Auﬂösung von 350×280 Pixeln aus drei verschiedenen Ansichten akqui-
riert und diese mit dem beschriebenen Verfahren analysiert. Bei den Ansichten handelte
es sich um Aufsicht, Seitenansicht und Frontansicht, deren Ausrichtungen im Raum
in Abschnitt 4.2.1 deﬁniert wurden. Im Fall eines Objekts, das bezüglich der y-Achse
rotationssymmetrisch ist, wurde die Kameraausrichtung nicht exakt 90 Grad um die
Rotationsachse gedreht, sondern eine um wenige Grad versetzte Perspektive gewählt.
Das Ziel des Verfahrens war zunächst die Bestimmung der vorliegenden Shapes, ohne
weiteres Vorwissen über Geons oder bekannte Objekte einzusetzen. In einem weiteren
Schritt wurden die Ergebnisse der verschiedenen Ansichten fusioniert und somit die
vorliegenden Geons bestimmt. Erst im letzten Schritt wurde Vorwissen über bekann-
te Geontopologien eingesetzt, um die vorliegende Objektkategorie zu identiﬁzieren. Die
Tabelle 4.2 gibt einen Überblick über die verwendeten Modelle und die Erkennungser-
gebnisse hinsichtlich Shapes, Geons und Objekten.
Im Separationsprozess kann es zu zwei verschiedenen Fehlerarten kommen, die beide
während der Evaluierung der Algorithmen beobachtet werden konnten:
1. Mehrdeutigkeiten bei der Shape-Erkennung: Das Active-Shape-Verfahren
liefert hinreichend gute Einpassungsergebnisse für zwei verschiedene Shapes.
2. Fehlerhafte Shape-Erkennungen: Konturen werden fälschlicherweise nicht er-
kannt oder nicht dem korrekten Punktverteilungsmodell zugeordnet. Während der
erste Fall hier nicht auftrat, konnte der zweite Fall bei einigen Teilkonturen beob-
achtet werden.
Mehrdeutigkeiten bei der Shape-Erkennung
Bei Betrachtung der einzelnen Ergebnisse in Tabelle 4.2 fällt auf, dass das Active-Shape-
Verfahren in vielen Fällen nicht eindeutig zwischen dem hexagonalen und dem zylindri-
schen Shape unterscheiden kann (siehe Abbildung 4.26), die sich jeweils beide hinrei-
chend gut in die untersuchte Teilkontur einpassen lassen. So ergibt sich eine Mehrdeutig-
keit, die nicht anhand einer einzelnen Ansicht aufgelöst werden kann. Die vorliegenden
Bilddaten enthalten 124 Shapes, von denen 34 solche Mehrdeutigkeiten aufweisen. Der
Fall ist typisch für zylindrische Geons, deren Umrisse lediglich eine schwache Krüm-
mung aufweisen. Aber auch bei quaderförmigen Geons ist die übereinstimmende Fläche
zwischen dem im Bild erzeugten Umriss und dem zylindrischem Shape bei den hier
berücksichtigten Ansichten oft groß genug, um das Shape fälschlicherweise hinreichend
gut einzupassen. Eine korrekte Erkennung ermöglichen zum einen nahezu quadratischen
Formen, bei denen die fehlende Bogenform genug Diﬀerenz zwischen Punktverteilungs-
modell und Kontur verursacht, und zum anderen lang gestreckte Zylinder. In letzterem
Fall liegt dies jedoch daran, dass im Hinblick auf die in den Objekten vorkommenden Ge-
ons im Trainingsprozess lediglich das zylinderförmige Shape mit einer derart gestreckten
Ausprägung trainiert wurde.
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Abbildung 4.26: Beispiel für das Auftreten von Mehrdeutigkeiten während des Active-Shape-
Verfahrens. Die obere Teilkontur kann sowohl einem hexagonalen als auch
einem zylindrischen Shape mit hinreichend guter Einpassung zugeordnet
werden.
Die meisten Mehrdeutigkeiten der Shape-Identiﬁkation werden bei der Fusion mehre-
rer Ansichten aufgelöst. Es bleiben jedoch 8 von insgesamt 52 betrachteten Geons der
Objektmenge, die auch bei Berücksichtigung unterschiedlicher Perspektiven sowohl ei-
nem Zylinder als auch einem Quader zugeordnet werden können. In jedem dieser Fälle
liegt dies daran, dass das ausschlaggebende kreisförmige respektive rechteckige Proﬁl
des Geons in keiner der drei verwendeten Ansichten sichtbar ist. Bei dem in Tabelle 4.2
dargestellten Objekt Nr. 2 gilt dies für den über dem Kegel liegenden Zylinder5, dessen
Proﬁl in der Aufsicht von der kreisförmigen Silhouette des Kegels verdeckt wird. Die
in der Tabelle gezeigt Abbildung des Objekts verdeutlicht jedoch auch, dass bei einer
schiefwinklingen Ansicht die Kreisform deutlicher hervorgehoben wird. Der gleiche Fall
tritt bei Objekt 8 auf, bei dem die unteren beiden Geons den zylinderförmigen Deckel
in der Aufsicht überdecken. Bei Objekt Nr. 11 und 13 gibt es selbst bei beliebiger Wahl
der Perspektive keine Ansicht, die das Proﬁl der in der Objektmitte liegenden Geons
in der Silhouette sichtbar machen würde. Zusätzlich liefert die Shape-Identiﬁzierung
aus Seiten- und Frontansicht bei dem jeweils unteren Grundkörper eine Mehrdeutigkeit
zwischen Zylinder und Quader. Die Objekte 16 und 17 bieten bei den drei berücksich-
tigten Ansichten keine geeignete Silhouette, die eine eindeutige Identiﬁkation des in der
Abbildung jeweils links liegenden Zylinders ermöglichen würde.
Neben den drei genannten Ansichten wurden für die 6 mehrdeutigen Geontopologien ex-
emplarisch schiefwinklige Ansichten analysiert, die jeweils eine deutlichere Ausprägung
der Teilkontur des noch unbekannten Grundkörpers aufweisen. Es lassen sich jedoch le-
diglich bei den Objekten 11 und 13 auf diese Weise die jeweils unteren Geons eindeutig
und korrekt erkennen.
Eine eindeutige Identiﬁkation aller Geons ist erst möglich, wenn das Vorwissen über
bekannte Objekte, also gültige Geontopologien, berücksichtigt wird. Bei der hier ver-
wendeten Objektmenge lassen sich die Mehrdeutigkeiten in jedem Fall anhand der kor-
rekt identiﬁzierten Topologie der übrigen Geons auﬂösen. Am Beispiel der Objekte 11
und 13 wird deutlich, dass dabei auch die Ausrichtung der Geons berücksichtigt werden
5Die Begriﬀe Oben, Unten, Links und Rechts beziehen sich im Folgenden auf die Lagen der
Geons der in Tabelle 4.2 abgebildeten Objekte.
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Nr. Objekt Ansicht Shapes Zeit Geons Objekt
vorh. erk. mehr. (s) vorh. erk. mehr. erk.
1
A
S
F
2
2
2
2
2
2
1
0
0
6,85
46,67
4,26
2 2 0 j
2
A
S
F
1
2
2
1
2
2
0
1
1
1,55
12,31
11,98
2 2 1 j
3
A
S
F
2
2
2
2
2
2
2
0
2
9,36
10,80
9,33
2 2 0 j
4
A
S
F
2
2
1
2
2
1
0
0
0
10,02
20,68
4,21
2 2 0 j
5
A
S
F
3
1
3
3
1
3
0
0
2
1,71
4,24
6,22
3 3 0 j
6
A
S
F
2
2
2
2
2
2
0
0
0
12,27
11,86
8,69
2 2 0 j
7
A
S
F
3
3
2
3
3
2
1
1
0
11,62
11,78
8,79
3 3 0 j
8
A
S
F
1
3
3
1
3
3
0
1
1
1,50
12,88
12,67
3 3 1 j
Tabelle 4.2: In der Spalte Ansicht stehen die Buchstaben für Aufsicht, Seitenansicht und
Frontansicht. Die Spalten unter dem Begriﬀ Shapes geben an, wie viele Sha-
pes in der jeweiligen Ansicht sichtbar sind, wie viele innerhalb der Silhouette
erkannt wurden (es fand jeweils eine erfolgreiche Separation der gesamten Sil-
houette statt) und wie viele davon nicht eindeutig einem einzigen Punktvertei-
lungsmodell zugeordnet werden konnten. Gleiches gilt analog für die Spalten
unter dem Begriﬀ Geons.
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Nr. Objekt Ansicht Shapes Zeit Geons Objekt
vorh. erk. mehr. (s) vorh. erk. mehr. erk.
9
A
S
F
1
3
3
1
2
2
0
0
0
1,56
8,77
8,80
3 2 0 n
10
A
S
F
3
3
1
3
3
1
0
0
0
6,29
6,07
2,95
3 3 0 j
11
A
S
F
1
3
3
1
3
3
0
2
2
1,47
13,16
12,75
3 3 2 j
12
A
S
F
3
2
1
3
2
1
0
0
0
9,67
8,25
1,46
3 3 0 j
13
A
S
F
1
3
3
1
3
3
0
2
2
1,49
7,06
7,13
3 3 2 j
14
A
S
F
3
2
4
3
2
4
0
2
3
1,62
8,56
6,53
4 4 0 j
15
A
S
F
3
4
2
3
4
2
2
0
0
18,76
10,24
4,62
4 4 0 j
16
A
S
F
3
5
3
3
5
3
2
1
0
16,79
13,92
12,79
5 5 1 j
17
A
S
F
3
5
3
3
5
3
2
1
0
10,27
13,87
12,23
5 5 1 j
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muss. Anhand der Ausrichtung des oben liegenden Kegels kann entschieden werden,
um welches der beiden Objekte es sich jeweils handeln muss. Bei deutlich unterschied-
lich großen Objekten wäre es darüber hinaus möglich, Mehrdeutigkeiten anhand der
geschätzten Höhe oder Breite der Topologie aufzulösen.
Fehlerhafte Shape-Erkennungen
Die ersten Tests des Verfahrens wurden mit einer deutlich kleineren Objektmenge als
der hier Dargestellten durchgeführt. Da in dieser Objektmenge keine lang gestreckten
Quader vorkamen, wurden entsprechende hexagonale Shapes nicht trainiert. In der spä-
teren Erweiterung der Objektmenge kamen solche Shapes jedoch vor. Obwohl sie nicht
trainiert worden waren und daher zunächst fälschlicherweise zylindrische Shapes erkannt
wurden, war es aufgrund der Fehlerkorrektur bei der Ansichtsfusion dennoch möglich,
die Geons korrekt zu identiﬁzieren. Dieser Fall tritt bei den Objekten 1, 4, 5 und 6
auf. Wie in Abbildung 4.27 verdeutlicht, ergeben sich im Fusionsschritt Konﬂikte zwi-
schen den drei Ansichten, die keine eindeutige Zuordnung zu einem Geon zulassen. In
einem solchen Fall werden die entsprechenden Shapes aller drei Ansichten auf ihre Form
und Ausmaße in Länge und Breite untersucht. Ist ein Shape nahezu kreisförmig oder
quadratisch dann wird es als Längsproﬁl des Grundkörpers interpretiert und damit als
ausschlaggebende Form zur Geon-Bestimmung verwendet. Liegt eine solche Form in kei-
ner Ansicht vor, dann wird das Shape mit dem gleichmäßigsten Seitenverhältnis (d.h.
der Betrag von Länge und Breite ist möglichst gleich) als Proﬁl eingestuft. Aufgrund der
häuﬁg auftretenden Mehrdeutigkeit von zylindrischem und hexagonalen Shape werden
diese Formen im Fall eines Fusionskonﬂikts auch bei eindeutiger Erkennung als gleich
wahrscheinlich angenommen und erlauben damit hier die bei der Shape-Erkennung nicht
entdeckten Fehler während der Geon-Erkennung in allen Fällen zu korrigieren.
Ein Konﬂikt während der Ansichtsfusion tritt auch bei den Objekten 13 und 16 auf. Hier
wird das vom oberen Kegel erzeugte Shape eindeutig als Hexagon eingestuft. Anhand
der höher priorisierten Aufsicht (hier ist eine Kreisform sichtbar) entscheidet das Fusi-
onsverfahren, dass es sich dabei tatsächlich um ein kegelförmiges Geon handeln muss.
Bei einem der 17 getesteten Objekte, dem Objekt Nr.9, werden die Teilkonturen der
unteren beiden Geons in Seiten- und Frontansicht fälschlicherweise zu einem kegelförmi-
gen Shape fusioniert. Die nicht vom Shape überdeckten Konturbereiche liegen mit ihrer
Gesamtﬂäche unterhalb des Schwellwertes, der eine unzureichende Einpassung signali-
sieren würde. Daher wird die Kontur nicht in zwei weitere Teile separiert. In diesem
Fall kann die erkannte Topologie keinem bekannten Objekt zugeordnet werden und die
Erkennung schlägt fehl. Eine zusätzlicher Analyseschritt, der nach der Ermittlung ei-
ner Shape-Hypothese die relative Lage der vom Shape abgedeckten Unstetigkeiten auf
Konsistenz hinsichtlich der Hypothese prüft, könnte solche Fehler erkennen und die Hy-
pothese als ungültig verwerfen.
Die Tabellen 4.3 und 4.4 stellen die Erkennungsergebnisse zusammenfassend in zwei kur-
zen Übersichten dar. Die erste Tabelle zeigt Ergebnisse bei Verwendung einer einzigen
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Abbildung 4.27: Der Fehler bei der Aufstellung der Shape-Hypothese wird erst im Schritt der
Geon-Erkennung erkannt. Das in der Aufsicht sichtbare Shape hat gleich-
mäßigere Seitenverhältnisse und wird daher als ausschlaggebendes Proﬁl
interpretiert. Unter Berücksichtigung der häuﬁg auftretenden Mehrdeutig-
keiten zwischen zylindrischen und hexagonalen Shapes entscheidet die Geon-
Erkennung zugunsten des Letzteren und ermittelt so einen ﬂachen Zylinder
mit Rotationsachse in y-Richtung.
Ansicht. Als Ansicht wurde dabei die Aufsicht gewählt, da dies die einzige Perspekti-
ve ist, deren Sensorlage sich ohne vorige Shape-Analyse anderer Ansichten bestimmen
lässt. Der prozentuale Anteil eindeutig und korrekt erkannter Geons ist sehr gering, da
sich lediglich einige bogenförmige Geons zweifelsfrei erkennen lassen. Unter Berücksich-
tigung der bekannten Objektkategorien lassen sich einige Mehrdeutigkeiten auﬂösen, die
Gesamterkennungrate ist dennoch mit 35,29% niedrig.
Unter Berücksichtigung mehrerer Ansichten liegt die Objekt-Erkennungsrate deutlich
höher. Bei der Erkennung der Shapes ist der Anteil von sowohl korrekt als auch eindeutig
identiﬁzierten Formen relativ gering, da sehr häuﬁg Mehrdeutigkeiten (34 mal) und
teilweise fehlerhafte Zuweisungen (8 mal) auftreten. Im Schritt der Geon-Erkennung
lassen sich durch die Hinzunahme zusätzlicher Informationen aus der Ansichtsfusion
die meisten zuvor nicht erkannten Fehler und Mehrdeutigkeiten korrigieren. Letztere
werden spätestens nach Hinzunahme der Informationen über bekannte Geontopologien
im Schritt der Objekterkennung aufgelöst.
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Prozessschritt
Anzahl
Grundfor-
men
Gesamtzahl
der Tests
eindeutige &
korrekte
Erkennung
prozent.
Anteil
Shape-Erkennung 4 Shapes 37 27 72,37%
Geon-Erkennung 6 Geons 52 4 7,69%
Objekt-Erkennung 17 Objekte 17 6 35,29%
Tabelle 4.3: Erkennungsergebnisse unter ausschließlicher Berücksichtigung der Aufsicht. Das
bogenförmige Geon ist die einzige Geon-Grundform, die sich aus einer Ansicht
zweifelsfrei erkennen lässt. Anhand der zulässigen Menge von Objektkategorien
lassen sich jedoch in einigen Fällen Mehrdeutigkeiten auﬂösen.
Prozessschritt
Anzahl
Grundfor-
men
Gesamtzahl
der Tests
eindeutige &
korrekte
Erkennung
prozent.
Anteil
Shape-Erkennung 4 Shapes 124 82 66,13%
Geon-Erkennung 6 Geons 52 42 80,77%
Objekt-Erkennung 17 Objekte 17 16 94,12%
Tabelle 4.4: Erkennungsergebnisse unter Berücksichtigung von drei Ansichten. Durch die suk-
zessive Hinzunahme weiterer Informationen (zulässige Geon-Grundformen und
zulässige Objektkategorien) werden die Erkennungsergebnisse verbessert. Bei der
verwendeten Objektmenge lässt sich nur ein Objekt nicht erkennen, da ein bereits
während der Shape-Erkennung auftretender Fehler nicht korrigiert wird.
Die Erkennungsraten legen den Schluss nahe, dass das Verfahren prinzipiell geeignet ist,
um Objekte anhand ihrer Silhouette zu erkennen. Viele Objekte lassen sich jedoch erst
durch die Fusion mehrerer Ansichten und die Berücksichtigung zulässiger Geontopolo-
gien eindeutig und korrekt erkennen.
Die Laufzeit der Shape-Erkennung ist von der Komplexität der extrahierten Silhouette
abhängig. Zur Evaluierung des Verfahrens wurde ein Pentium-IV-Einzelkern-Prozessor
mit 2,6 GHz eingesetzt. Den Zeitangaben in Tabelle 4.2 lässt sich entnehmen, dass die
Shape-Erkennung in der Regel maximal 20 Sekunden dauert. Dabei werden sukzessive
verschiedene Grundformen der Punktverteilungsmodelle mit jeweils 16 unterschiedlichen
Rotationen unabhängig voneinander getestet. Dieser Vorgang lässt sich mit geringem
Implementierungsaufwand auf modernen Mehrkern-Prozessoren parallelisieren, so dass
die Laufzeit deutlich verringert werden kann.
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4.2.6.2 Erweiterung des Verfahrens auf größere Objektmengen
Die Erweiterung der hier verwendeten Repräsentationen um zusätzliche Objektkatego-
rien erfordert lediglich die manuelle Erzeugung textueller Beschreibungen. Wenn die
neuen Beschreibungen jedoch auch neue Grundkörper enthalten, dann müssen entspre-
chend geeignete Punktverteilungsmodelle trainiert werden.
Erweiterung der Menge der Punktverteilungsmodelle
Je vielfältiger die Formen der vorkommenden Geons sind, desto mehr Punktverteilungs-
modelle werden für die Codierung der Silhouetten benötigt. Dabei kann es vorkommen,
dass ein Shape Teil eines Anderen ist. So lässt sich beispielsweise eine quadratische Form
auch als Kombination zweier dreieckiger Formen darstellen, die mit ihren Hypotenusen
aneinander stoßen. Dies kann bei der Separation zu Fehlinterpretationen führen. Abbil-
dung 4.28 veranschaulicht diesen Fehler am Beispiel einer Anordnung aus drei Geons.
Bei der Suche nach dem für die Trennung benötigten Eckpunktpaar prüft der Algo-
rithmus für einen Kandidaten alle benachbarten Ecken auf Paarungseignung. Während
die nächstliegende Ecke noch aufgrund der direkten Nachbarschaft als Partner ausschei-
det, gelingt beim nächsten Eckpunkt bereits eine vermeintlich korrekte Separation, bei
der ein dreieckiges Shape detektiert wird. Dieses Dreieck ist tatsächlich jedoch Teil ei-
nes trapezförmigen Shapes, das aufgrund der Separation des Dreiecks nun nicht mehr
detektiert werden kann.
Abbildung 4.28: Inkorrekte Separation einer Silhouette: Die erste Eckpunktpaarung (links)
wird verworfen, da beide Punkte direkte Nachbarn sind. Die nächstliegende
Ecke führt zu einer vermeintlich erfolgreichen Separation (Mitte und rechts),
da das dreieckige Shape Teil des trapezförmigen Shapes ist.
Es sind Fälle denkbar, in denen eine derartige Fehlinterpretation zweier benachbarter
Teilkonturen zu einer Fehlklassiﬁkation der Geontopologie führt. Eine Möglichkeit zur
Lösung dieses Problems ist ein zusätzlicher Analyseschritt, der nach der Separation
überprüft, ob sich zwei oder mehrere benachbarte Shapes zu einem ebenfalls gültigen
Shape fusionieren lassen.
Mehrdeutigkeiten und konkave Strukturen
Ein Objekt kann, wie gezeigt, in vielen Fällen anhand seiner Silhouette identiﬁziert
werden. Es ist jedoch nicht möglich, beliebige Geontopologien zu erkennen. Durch die
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Beschränkung der zur Verfügung stehenden Bilddaten auf eine zweidimensionale Kontur
können einige Objektmerkmale nicht mehr rekonstruiert werden.
Eine nicht zu detektierende Oberﬂächenstruktur ergibt sich bei Topologien, bei denen
das Proﬁl eines Geons aus keiner Perspektive sichtbar ist (siehe auch Abbildung 4.29
links). In der vorangegangenen Evaluierung äußern sich diese Fälle als Mehrdeutig-
keiten, die sich erst bei Betrachtung gültiger Geontopologien auﬂösen lassen. Liegen
mehrere ähnliche Topologien vor, die sich lediglich in dem mehrdeutigen Geon unter-
scheiden, dann kann auf Basis der Silhouetteninformation keine eindeutige Zuordnung
vorgenommen werden. Ein solches Problem lässt sich nur unter Verarbeitung weiterer
Bildinformationen lösen (siehe auch Abschnitt 4.3).
Eine weitere Einschränkung des silhouettenbasierten Verfahrens zeigt sich, wie eingangs
in Abschnitt 4.2.1 bereits erwähnt, bei der Betrachtung von konkaven Oberﬂächen. Es
ist unmöglich, solche Strukturen (siehe Abbildung 4.29 rechts) anhand ihrer Silhouette
zu detektieren, da sich die Wölbung der Fläche nicht in der Kontur abbildet. In einem
solchen Fall bietet sich die Möglichkeit, den konkaven Körper durch ein oder mehre-
re Geons approximativ zu modellieren, so dass die Ersatztopologie die Identiﬁkation
ermöglicht. Alternativ können auch hier durch Hinzunahme weiterer Bilddaten zusätz-
liche Informationen zur Lösung des Problems gewonnen werden.
Abbildung 4.29: Wenn das Proﬁl aus keiner Perspektive sichtbar ist (wie links bei dem mitt-
leren Geon) oder Konkavitäten vorliegen (rechts), kann die tatsächliche To-
pologie mit einem rein silhouettenbasierten Verfahren nicht erkannt werden.
Bei geeigneter Modellierung des Vorwissens lassen sich die Objekte dennoch
klassiﬁzieren.
4.2.6.3 Erweiterung des Verfahrens auf reale Bilddaten
Die im vorangegangenen Abschnitt evaluierte Erkennung von Shapes, Geons und Ob-
jekten hängt hauptsächlich von der korrekten Erkennung der Unstetigkeitsstellen ab, an
denen die Teilkonturen zweier Geons aufeinander stoßen, da die Silhouette nur an solchen
Punkten exemplarisch separiert und auf Passung mit den bekannten Shapes untersucht
wird. Die korrekte Extraktion dieser Punkte hängt wiederum von der Korrektheit des
segmentierten Silhouette und damit von der Leistungsfähigkeit des Segmentierungsver-
fahrens ab.
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Segmentierung
In einem realen Anwendungsszenario wie der häuslichen Umgebung stehen die zu un-
tersuchenden Gegenstände in der Regel auf einer ebenen Oberﬂäche, die einfarbig, aber
auch texturiert sein kann. Diese inhomogenen Farbverteilungen beeinﬂussen die Segmen-
tierung. Weiteren Einﬂuss übt die unkontrollierte Beleuchtung der häuslichen Umgebung
aus. Abbildung 4.30 zeigt einige typische Gegenstände (Bildvordergrund) und Oberﬂä-
chen (Bildhintergrund), die in einem solchen Anwendungsszenario vorkommen können.
Abbildung 4.30: In einer häuslichen Umgebung können neben einfarbigen auch texturierte
Gegenstände und texturierte Oberﬂächen auftreten, deren farbliche Inho-
mogenität die Bildvorverarbeitung erschwert.
Wie bei allen Segmentierungsverfahren müssen Vorder- und Hintergrund ausreichend
farbliche Unterschiede aufweisen, um eine fehlerfreie Aufteilung des Bildes zu garantie-
ren. Bei der Kombination von texturierten Objekten auf ebenfalls texturiertem Hinter-
grund treten in einzelnen Bereichen von Vorder- und Hintergrund jedoch oft ähnliche
Farbwerte auf. Das geschieht insbesondere dann, wenn der Hintergrund von der Objekt-
oberﬂäche reﬂektiert wird. Im Grenzbereich zwischen den Regionen führt dieser Eﬀekt
zu fehlerhaften Zuordnungen, so dass die Umrisskanten des Vordergrundes lokal ver-
zerrt werden. Die Anwendung der morphologischen Operatoren, die bei dem Verfahren
nach Friedland et al. [FJKR05] Fehlklassiﬁkationen einzelner Pixel anhand topologi-
scher Kriterien vermeiden, verstärkt diesen Eﬀekt. Dies kann dazu führen, dass der
Segmentierungs-Algorithmus Regionen des Hintergrundes als Objektﬂäche interpretiert
(Abbildung 4.31 links). Kommen Farben des als Vorwissen gespeicherten Hintergrundes
im Objekt vor, dann können die falsch zugeordneten Regionen sogar eine noch größere
Fläche einnehmen (Abbildung 4.31 rechts).
Farbbasierte Segmentierungsverfahren liefern nur in einfachen Anwendungsfällen un-
verzerrte Ergebnisse, bei denen farblich homogene Objekte vor einem andersfarbigen
homogenen Hintergrund abgebildet sind. Selbst hier können Reﬂexionen auf einer glän-
zenden Objektoberﬂäche das Ergebnis deutlich verfälschen [Est05], wenn diese als weiß
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Abbildung 4.31: Fehlzuordnungen im Segmentierungsergebnis, das jeweils im rechten Teil-
bild zu sehen ist: Links ordnet der Algorithmus aufgrund von Schattierung
Teile des Hintergrundes der Objektregion zu. Rechts ist gezeigt, wie sich
Hintergrundfarben, die auch im Vordergrund vorkommen, auf das Resultat
auswirken.
wahrgenommenen Regionen dem Hintergrund zugeordnet werden (siehe Abbildung 4.32
links). Ebenso problematisch sind Reﬂexionen der Auﬂageﬂäche auf metallischen Ob-
jektoberﬂächen (Abbildung 4.32 rechts).
Abbildung 4.32: Selbst bei farblich homogenen Objekten beeinﬂussen Reﬂexionen das Er-
gebnis der Segmentierung (links). Bei Gegenständen mit metallischer Ober-
ﬂäche spiegelt sich die Auﬂageﬂäche im Objekt und führt zu fehlerhaften
Resultaten (rechts).
Zur Verbesserung der Vorverarbeitung wird das Verfahren nach Friedland et al. in dieser
Arbeit mit einer Kantenextraktion nach Canny [Can86] kombiniert. Das mit Hilfe des
Canny-Operators erzeugte Bild weist zunächst viele Kanten auf, die nicht zur Objekt-
umrandung gehören. Die Kanten, die sich in der Nähe der Grenze zwischen Vorder- und
Hintergrund beﬁnden, werden isoliert (siehe Abbildung 4.3) und in den nachfolgenden
Analyseschritten als Umrandung des Gegenstandes interpretiert. Dieser Schritt kann
kleinere lokale Segmentierungsfehler im Konturverlauf eliminieren.
Ermittlung der Unstetigkeiten
Die im Abschnitt 4.2.3.4 erläuterte Detektion der Eckpunkte mit Hilfe der CSS-Trans-
formation basiert auf der Annahme, dass die bei der Segmentierung ermittelte Kontur
einen möglichst idealen Verlauf aufweist. Bei realen Bilddaten beeinﬂussen Faktoren wie
Schattierung und Reﬂexion die Segmentierung. Die dadurch erzeugten Unregelmäßig-
keiten im Kantenverlauf führen, wie in Abbildung 4.33 gezeigt, zu einer Überdetektion
bei der Suche nach Unstetigkeiten.
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Abbildung 4.33: Ein nicht korrekt segmentierter Objektbereich besitzt in der Regel einen un-
regelmäßigen Konturverlauf. Das CSS-Verfahren muss über einen empirisch
zu ermittelnden Schwellwert eingestellt werden, um Unregelmäßigkeiten und
tatsächliche Eckpunkte unterscheiden zu können.
Die Existenz zusätzlicher, falsch detektierter Eckpunkte erhöht die Laufzeit des Ver-
fahrens, da sich ungültige Paarungen von Unstetigkeiten ergeben. In Kombination mit
lokalen Segmentierungsfehlern kann es darüber hinaus zu falsch eingepassten Shapes
kommen. Daher muss der Schwellwert, ab dem eine Krümmung im Konturverlauf vom
CSS-Verfahren als Eckpunkt interpretiert wird, möglichst hoch gewählt werden.
Exemplarische Versuche mit realen Bilddaten
Das Verfahren wurde zusätzlich mit realen Bilddaten getestet, wobei Anordnungen von
Grundkörpern aus einfarbiger Pappe, zwei einfarbige Gegenstände aus Plastik und zwei
mehrfarbige Porzellantassen auf texturiertem Untergrund erkannt werden sollten (siehe
Abbildung 4.34). Da die Leistungsfähigkeit des Separationsverfahrens bereits gezeigt
wurde, kamen hier nur einfache Topologien mit maximal zwei Geons zum Einsatz. Die
Oberﬂächen, auf denen sich die Gegenstände befanden, besaßen die in Abbildung 4.30
rechts gezeigten Texturen. Als optischer Sensor wurde eine Miniaturkamera verwendet,
die Bilder mit einer Auﬂösung von 384× 288 Pixeln liefert. Die Kamera befand sich in
einer eye-in-hand -Konﬁguration auf dem Endeﬀektor eines sechsachsigen Manipulators,
um per active vision Bilder aus verschiedenen Ansichten zu akquirieren.
Die Vorverarbeitung der Bilddaten der einfarbigen Pappobjekte weist bereits vereinzelte
lokale Segmentierungsfehler auf, die auf Schattenwurf und die Anwendung der morpho-
logischen Operatoren zurückzuführen sind. Die Extraktion der Eckpunkte ist in den
meisten Fällen dennoch möglich, da die Kontur bei allen Anordnungen mit zwei sicht-
baren Teilkonturen eine ausreichend starke Krümmung an der entsprechenden Stelle
besitzt. Um Überdetektionen von Unstetigkeiten bei der CSS-Transformation zu ver-
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Abbildung 4.34: Überblick über die Objekte, mit denen die Verarbeitung realer Bilddaten
exemplarisch getestet wurde.
meiden, muss jedoch ein hoher Schwellwert gewählt werden, bei dem mit Sicherheit
keine lokale Konturverzerrung als Eckpunkt interpretiert wird. Daher wurde bei der
verwendeten Objektmenge das Vorwissen über die erwartete geometrische Komplexi-
tät der Gegenstände berücksichtigt. Da diese maximal aus zwei Geons bestehen, ist es
ausreichend, die zwei stärksten Krümmungen als Eckpunkte zu interpretieren. Damit
gelang in allen untersuchten Fällen die Separation.
Viele regulär im Haushalt vorkommenden Gegenstände besitzen eine leicht spiegelnde
Oberﬂäche wie beispielsweise Artikel mit glatter Plastikoberﬂäche. Bei den hier getes-
teten Gegenständen aus Plastik waren die Spiegelungen abhängig von der Lage der
Kamera und der Lichtquellen bereits so stark, dass eine Segmentierung in ausreichender
Qualität oft nicht möglich war. Bei den zwei Prozellantassen traten diese Spiegelungen in
noch größerem Umfang auf, so dass eine erfolgreiche Segmentierung eher Ausnahme als
Regel war. Die Vordergrundregion lässt sich in allen Fällen detektieren, besitzt jedoch
starke Unregelmäßigkeiten. Die Hauptursache liegt dabei weniger in der Texturierung
als vielmehr in der spiegelnden Struktur der Objektoberﬂäche. Der dünne Henkel der
Tassen wird häuﬁg als Hintergrund interpretiert, so dass der Verlauf der Objektﬂäche
an dieser Stelle unterbrochen wird.
Obwohl die computergestützte Segmentierung von Bildern bereits etwa 30 Jahre alt ist
(siehe [OPR78], [OKS80]) beschäftigt die Problematik der Reﬂektion auch heute noch
viele Forschungsgruppen [LMYT07]. Unter den zahlreichen aktuellen Ansätzen beschrei-
ben Lindner und Leon [LPL07] ein vielversprechendes Verfahren, das Lichtquellen an
verschiedenen bekannten Position platziert und mehrere Bilder der gleichen Ansicht
unter verschiedenen Beleuchtungsbedingungen akquiriert und auswertet.
Da die Bildvorverarbeitung die Schwachstelle des beschriebenen Verfahrens ist, unter-
suchen die folgenden Abschnitte alternative Verfahren, mit denen sich dieses noch be-
stehende Deﬁzit lösen lässt.
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4.3 Alternative Verfahren zur Erkennung von Grund-
körpern
Die Evaluierung der silhouettenbasierten Erkennung von Geons zeigte, dass sich das
Verfahren zur Detektion von Grundkörpern eignet. Unter Einsatz realer Bilddaten weist
die hier verwendete Vorverarbeitung jedoch Schwächen bei der Segmentierung auf.
Das beschriebene Verfahren zur Objekterkennung basiert auf wenigen zweidimensiona-
len Sensorinformationen. Das einzige Bildmerkmal, anhand dessen die einzelnen Ge-
ons identiﬁziert werden, ist die Silhouette des Gegenstands. Die Hinzunahme weiterer
Sensordaten kann es ermöglichen, Mehrdeutigkeiten bereits vor der Berücksichtigung
zulässiger Geontopologien aufzulösen.
Es existieren derzeit einige Bildverarbeitungsmethoden, die es aufgrund ihrer Zielstel-
lungen ermöglichen könnten, die Robustheit der hier vorgestellten Objekterkennung zu
erhöhen. Auf eine Implementierung wurde aufgrund der Vielzahl der Verfahren ver-
zichtet. Die nächsten Abschnitte vermitteln jedoch die jeweilige Vorgehensweise und
untersuchen die Verfahren anhand dreier Kriterien:
1. Unterstützung der Vorverarbeitung: Bietet das Verfahren die Möglichkeit,
auch bei unkontrollierten Beleuchtungsverhältnissen eine fehlerfreie Segmentierung
durchzuführen oder Fehler des aktuell eingesetzten Segmentierungsverfahrens zu
erkennen und zu korrigieren?
2. Unterstützung der Shape-Separation: Liefert das Verfahrens Informationen,
die die Separation der Kontur unterstützen sich somit zur Fehlererkennung einset-
zen lassen?
3. Erkennung von Konkavitäten: Ist es möglich, mit der betrachteten Methodik
konkave Oberﬂächenstrukturen zu erkennen?
Zunächst werden Verfahren betrachtet, die sich explizit der Bildsegmentierung wid-
men und dabei ausschließlich zweidimensionale Merkmale des Bildes extrahieren (Ab-
schnitt 4.3.1). Darüber hinaus bieten so genannte 3D-Rekonstruktionsverfahren (4.3.2)
die Möglichkeit, die dreidimensionale Struktur des betrachteten Gegenstands zu ermit-
teln, um so Informationen über dessen Form und Lage zu gewinnen.
4.3.1 Alternative Verfahren auf Basis von 2D-Bildmerkmalen
Das hier verwendete Segmentierungsverfahren von Friedland et al. [FJKR05] klassiﬁziert
einzelne Pixel anhand ihres Farbwerts als Vorder- oder Hintergrund. Andere Verfahren
setzen komplexere Methoden ein und verwenden farbliche Ähnlichkeit und sich wieder-
holende Muster, um Bildregionen voneinander zu trennen. Crandall et al. [CL04] stellen
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ein Verfahren vor, das auf so genannten Color-Cooccurrence-Histogrammen [HKM+97]
basiert und speziﬁsche Texturierungen unabhängig von Skalierung, Rotation und nicht-
aﬃnen Verzerrungen erkennen kann. Eine bekannte Textur wird dazu mit einem drei-
dimensionalen Histogramm modelliert, das wiederum mit den Histogrammen einzelner
Bildregionen verglichen wird. Da die Oberﬂäche, auf der die Objekte im hier betrachte-
ten Szenario stehen, oft Texturierungen aufweist, können diese trainiert und im Erken-
nungsprozess von der Objektregion getrennt werden.
Das Verfahren von Crandall et al. bildet Regionen, indem es Pixel gruppiert. Alternative
Ansätze gruppieren dagegen Kantenfragmente zu vollständigen Konturen, indem einzel-
ne Kanten beispielsweise unter Berücksichtigung so genannter mid-level cues [RFM05]
sinnvoll ausgedehnt oder mit anderen Teilkanten fusioniert werden. Der Begriﬀ mid-level
cues steht hierbei für Kantenbeziehungen, die den von Wertheimer deﬁnierten Gestalt-
gesetzen [Wer22] entsprechen. Beispiele für Arbeiten dieser Art ﬁnden sich in [RM02],
[MWTX03], [WWK04] und [WKS05]. Diese Vorgehensweise eignet sich zur Vervollstän-
digung von lückenhaft extrahierten Kantenzügen.
Ein relativ junges Forschungsgebiet wird durch die Arbeiten im Bereich der boundary
detection (Grenzdetektion) abgedeckt ([KYCZ99], [MBLS01], [MFM04]). Der Ausdruck
boundary bezeichnet hierbei keine Kante, die sich aufgrund von elementaren Bildeigen-
schaften wie Helligkeits- oder Farbwechsel ergibt, sondern eine Kontur, die einen Wech-
sel zwischen Pixelzugehörigkeiten zu einer Region ausdrückt. Die menschliche Wahr-
nehmung solcher Grenzverläufe basiert nach [RC96] auf verschiedenen Merkmalen wie
beispielsweise Diskontinuitäten von Helligkeit, Textur und Farbe. Daher kombinieren
die entsprechenden Algorithmen Detektoren für solche Diskontinuitäten. Die Resultate
der Detektoren werden nach geeigneter Gewichtung fusioniert.
Den beschriebenen Verfahren wurden in den oben genannten Publikationen gute Er-
gebnisse hinsichtlich der Trennung einzelner Bildregionen bescheinigt. Die präsentierten
Evaluierungen beweisen jedoch noch nicht, dass die Verfahren bei der Erkennung von
Objekten auch mit Beleuchtungsschwankungen und Reﬂektionen umgehen können. Es
muss daher damit gerechnet werden, dass sie bei der Trennung von Hintergrund und
Vordergrund an die gleichen Grenzen stoßen wie das Verfahren von Friedland. Besteht
das betrachtete Objekt aus Grundkörpern mit unterschiedlicher Farbgebung oder Tex-
turierung, dann bieten sie die Möglichkeit, die entsprechenden Grenzen zwischen den
Geons zu detektieren. Auch hier fehlt in den genannten Publikationen jedoch eine sys-
tematische Evaluierung. Da die Unterteilung des Bildes in Regionen lediglich in einem
zweidimensionalen Raum betrachtet wird, lassen sich aus den Interpretationsergebnis-
sen keine Informationen über die Form ableiten. Konkavitäten nicht daher nicht erkannt
werden.
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4.3.2 Alternative Verfahren auf Basis von 3D-Informationen
Ein Nachteil der ausschließlich auf zweidimensionalen Bildmerkmalen beruhenden Ana-
lyseverfahren ist, dass keine Tiefenwerte zur Interpretation der Sensordaten herangezo-
gen werden. Es existiert jedoch eine Klasse von Verfahren, die explizit 3D-Merkmale aus
der Fusionierung von Daten unterschiedlicher Perspektiven ableitet. Diese Vorgehens-
weise wird auch als Rekonstruktion bezeichnet, da sie aus einzelnen zweidimensionalen
Sensordaten die dreidimensionale Form von Umgebungen oder einzelnen Objekten wie-
der herstellt.
Im Bereich der mobilen Navigation werden bildbasierte Rekonstruktionstechniken zur
automatisierten Erstellung von Modellen der Umgebung verwendet ([YZ06], [dTRF06]).
Dabei geht es nicht um eine detailgetreue, sondern unter dem Aspekt der Pfadplanung
funktionale Modellierung der Umwelt. Dem gegenüber steht das Gebiet der Objektre-
konstruktion, bei dem möglichst exakte dreidimensionale Modelle erstellt werden sollen.
Das am häuﬁgsten propagierte Ziel entsprechender Anwendungen ist die Verwendung
dieser Modelle in virtuellen Umgebungen [Gui06]. Abschnitt 4.3.2.1 gibt einen kurzen
Überblick über Verfahren, mit denen sich anhand mehrerer Ansichten die dreidimen-
sionale Form von Gegenständen rekonstruieren lässt. Neben diesen gibt es eine weitere
Klasse von Verfahren, die zur Rekonstruktion von im Bild sichtbaren Flächen lediglich
Bilddaten aus einer einzigen Ansicht benötigen. Diese Verfahren stellt Abschnitt 4.3.2.2
vor. Unter dem Aspekt der Identiﬁkation von Geons ist in dieser Arbeit vielmehr die
Bestimmung der Form als die Objektrekonstruktion das interessante Merkmale dieser
Methoden. Da die Verfahren jedoch unter dem Begriﬀ Objektrekonstruktion bekannt
sind, wird dieser im Folgenden verwendet.
4.3.2.1 3D-Rekonstruktion auf Basis mehrerer Ansichten
Slabaugh et al. [SCMS01] unterteilen die Verfahren zur Objektrekonstruktion mittels
mehrerer Ansichten in drei Kategorien, deren Funktionsprinzipien im Folgenden kurz
erläutert und in Abbildung 4.35 graﬁsch gegenübergestellt werden.
Abbildung 4.35: Die Prinzipien verschiedener Verfahren zur Objektrekonstruktion mittels
mehrerer Ansichten. Links: Correspondence Matching. Mitte: Volume In-
tersection. Rechts: Voxel Coloring.
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Correspondence Matching
Dieses auch als Stereo Vision bekannte und häuﬁg angewandte Verfahren basiert auf dem
Prinzip der visuellen Tiefenwahrnehmung des Menschen. Zwei verschiedene Ansichten
eines Objekts werden verglichen, um anhand der Positionsdiﬀerenzen korrespondierender
Bildmerkmale Rückschlüsse auf die dreidimensionale Struktur der betrachteten Szene zu
ziehen. Als mathematische Basis für die Ableitung der dreidimensionalen Informationen
dient zum einen die epipolare Geometrie ([Fau93]), die bei der Korrespondenzsuche
den zweidimensionalen Suchraum auf eine Dimension einschränkt und zum anderen
die so genannte Fundamentalmatrix ([CZZF97]), die die Abbildungseigenschaften des
Bildsensors zusammenfasst.
Die Rekonstruktion mittels Correspondence Matching ermöglicht bei einer hohen An-
zahl von Korrespondenzen eine große Genauigkeit der Formrekonstruktion. Die dreidi-
mensionalen Daten des Ergebnisses erlauben die Detektion von Konkavitäten sowie die
Trennung von Bildvorder- und hintergrund oder unterschiedlicher Geons. Die Anzahl
der Korrespondenzen ist jedoch von der Texturierung der Bildregionen abhängig und
ihre Zuordnung kann fehlerbehaftet sein. Zudem hängt die Genauigkeit der ermittelten
Tiefenwerte davon ab, wie präzise die intrinsischen und extrinsischen Parameter des op-
tischen Sensors bekannt sind. Bei unkontrollierter Beleuchtung erreicht dieses Verfahren
daher oft nicht die gewünschte Rekonstruktionsqualität, so dass Objektrekonstruktionen
auch heute noch häuﬁg unter kontrollierter Beleuchtung und mit homogenen Bildhin-
tergründen durchgeführt werden (z.B. [PS05], [ZLSH07]).
Voxel Coloring
Seitz und Dyer [SD97] führten 1997 das Voxel Coloring ein. Das Verfahren gleicht dem
Correspondence Matching, da es ebenfalls auf dem Vergleich korrespondierender Punkte
basiert. Diese Korrespondenz wird jedoch über die so genannte Fotokonsistenzbedingung
(Color-Consistency, siehe [SD99]) hergestellt. Sie besagt, dass ein rekonstruierter Punkt
des betrachteten Objektes aus allen Kameraperspektiven die gleiche Farbe aufweist. Der
Rekonstruktionsraum wird dazu diskretisiert, so dass sich Voxel verschiedener Ansichten
mit gleichen Farbwerten als Oberﬂäche interpretieren lassen.
Hinsichtlich der oben genannten Kriterien entspricht die potenzielle Leistungsfähigkeit
des Verfahrens dem der Stereo-Vision-Methoden. Es basiert jedoch auf der Annahme,
dass sich die Oberﬂächen im Bild als Lambertﬂächen modellieren lassen. Diese verhalten
sich perfekt diﬀus und reﬂektieren die Energie des einfallenden Lichts gleichmäßig in al-
le Richtungen. Nur so kann davon ausgegangen werden, dass ein Oberﬂächenpunkt aus
jedem Betrachtungswinkel die gleiche Farbe aufweist. Wenn die Oberﬂächen eine große
Zahl unterschiedlicher Farben aufweisen, bei jeder Bildakquisition die gleiche Ausleuch-
tung herrscht und optische Verzerrungen des Bildsensors kompensiert werden können,
dann lassen sich exakte Rekonstruktionsergebnisse erzielen. Bei Abweichung von diesen
idealen Vorraussetzungen nimmt die Qualität der Ergebnisse jedoch deutlich ab, so dass
sich das Verfahren nicht für das hier betrachtete Szenario eignet.
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Volume Intersection
Diese Methode basiert auf einem 1983 von Martin und Aggarwal [MA83] veröﬀentlich-
ten Konzept, bei dem die Form eines Gegenstandes dreidimensional approximiert wird,
indem dessen Silhouetten aus verschiedenen Blickwinkeln fusioniert werden.
Ein Raumpunkt PR(x, y, z) bildet sich bei der Projektion auf den zweidimensionalen
CCD-Sensor der Kamera im Bildpunkt PB(u, v) ab. Der Verlust der Tiefeninformation
z bedeutet, dass der Bildpunkt bei der inversen Abbildung nicht wieder auf den Raum-
punkt rücktransformiert werden kann. Projiziert man PB zurück in den Raum, so erzeugt
dieser innerhalb des von der Kamera ausgehenden Volumens einem Strahl, auf dem der
ursprüngliche Raumpunkt PR gelegen haben muss. Die in den Raum rückprojizierte
Silhouette des Gegenstands erzeugt die so genannte äußere visuelle Hülle (visual hull),
die alle Positionshypothesen des Gegenstands in Form eines lang gestreckten Volumens
miteinander vereint.
Generiert man mehrere Hüllﬂächen aus verschiedenen Ansichten, so ergeben sich wei-
tere Positionshypothesen. Durch konjunktive Verknüpfung lässt sich die Schnittmenge
(inferred visual hull)
Hres = H1 ∩H2 ∩ · · · ∩Hn (4.17)
bilden, die die Anzahl an Hypothesen einschränkt. Mit steigender Zahl n ergibt sich eine
immer genauere Bestimmung der Lage und der Form des betrachteten Gegenstands. In
der praktischen Anwendung werden die visuellen Hüllen mit Hilfe von Volumenelemen-
ten (Voxeln) beschrieben [Sch06a]. Die resultierende Voxelmenge stellt eine Approxima-
tion der dreidimensionalen Form des Gegenstands dar.
Das Verfahren unterstützt nicht die Vorverarbeitung, sondern geht bereits von einer Seg-
mentierung ausreichender Güte aus. Durch die Beschränkung der Bildmerkmale auf die
Silhouette des betrachteten Gegenstands kann es keine konkaven Strukturen erkennen.
Die rekonstruierte Form bietet jedoch zusätzliche Hinweise zur Detektion der einzelnen
Geons.
4.3.2.2 3D-Rekonstruktion auf Basis einer monokularen Ansicht
Die oben beschriebenen Verfahren zur Objektrekonstruktion besitzen die Gemeinsam-
keit, dass sie auf der Fusion von Merkmalen verschiedener Ansichten basieren. Bei Be-
trachtung der menschlichen visuellen Wahrnehmung fällt jedoch auf, dass es dem Men-
schen möglich ist, auch unter Verwendung eines einzigen Auges Tiefeninformationen
zu schätzen. Ramachandran [Ram88] führt diese Fähigkeit auf die Interpretation von
Merkmalen wie Perspektive, gegenseitige Verdeckung und Schattierung zurück.
Die Betrachtung einer einzelnen Ansicht ermöglicht aufgrund der Verdeckung nicht sicht-
barer Flächen noch keine komplette Rekonstruktion eines Gegenstandes. Die Berücksich-
tigung weiterer Bildmerkmale bietet jedoch zusätzliche Informationen zur Unterstützung
des Analyseprozesses.
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Shape from Shading
Von den drei oben genannten Merkmalen Perspektive, Verdeckung und Schattierung eig-
net sich lediglich Letzteres im Bereich der Formrekonstruktion. Die geringe Entfernung
zwischen Sensor und Objekt bietet keine ausgeprägten perspektivischen Verzerrungen
und Verdeckungen stören den Rekonstruktionsprozess mehr als sie nützen. Die Nutzung
von Schattierungsunterschieden wird dagegen bereits seit etwa 1980 näher untersucht
(z.B. [IH81], [Pen84], [LR85]) und oft als Shape from Shading bezeichnet.
Das primär betrachtete Bildmerkmal ist bei diesen Verfahren die unterschiedliche Hellig-
keitsverteilung (shading) auf homogen gefärbten Oberﬂächen, die durch Krümmungen
oder Winkel und den daraus resultierenden Änderungen des Reﬂektionsverhaltens verur-
sacht werden (siehe Abbildung 4.36). Da die Verfahren von farblich homogenen Flächen
ausgehen, lässt sich dieser Reﬂektionsunterschied auf Variationen der Normalenvekto-
ren der Oberﬂäche zurückführen. Das Ziel der Verfahren ist somit typischerweise eine
Beschreibung der Oberﬂäche mit Hilfe der ermittelten Normalenvektoren.
Abbildung 4.36: Beispiele für Shape from Shading. Die Helligkeitsverteilung auf der Oberﬂä-
che des links dargestellten Körpers lässt eine Beleuchtung von unten ver-
muten. Dementsprechend wird der linke Kreis als Vertiefung und der rechte
Kreis als Erhebung interpretiert (aus [Ram88]). Die rechte Abbildung zeigt
die Schattierung eines realen Objekts.
Das Reﬂektionsverhalten einer Oberﬂäche und die Erfassung der entsprechenden In-
tensitätswerte ist von einer Vielzahl von Faktoren abhängig, so dass mathematische
Modelle eine Reihe von Vereinfachungen enthalten. Lichtquellen werden auf eine einzi-
ge Quelle beschränkt, deren Strahlungsverhalten bekannt ist und die als punktförmig
angenommen wird. Das Reﬂektionsverhalten des betrachteten Körpers wird mit Hil-
fe des Lambertschen Modells modelliert, das ausschließlich diﬀuse Reﬂektionen zulässt
[Wag03]. Mehrfachreﬂektionen durch benachbarte Oberﬂächen werden ignoriert.
Shape from Shading geht von bereits korrekt segmentierten Objekten aus und unter-
stützt damit nicht die Vorverarbeitung. Bei korrekter Formbestimmung kann es jedoch
die Geonidentiﬁkation unterstützen und Konkavitäten erkennen. Trotz langjähriger For-
schung und der Entwicklung unterschiedlicher mathematischer Lösungsansätze, die von
Zhang et al. [ZTCS99] übersichtlich zusammengefasst werden, hat das Verfahren je-
doch noch einige Schwächen, die seine Praktikabilität in realen Anwendungen stark
beschränkt. Aufgrund der Abhängigkeit der Rekonstruktionsergebnisse von den Ein-
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gangsdaten und den gewählten Parametern kommen White und Forsyth in [WF06] zum
dem Schluss: Shape from Shading is notoriously inaccurate. Die Autoren empfehlen
daher die Kombination mit anderen Verfahren wie Correspondence Matching oder Shape
from Texture. Das Verfahren wird heutzutage in Form des so genannten Photometrischen
Stereo in einfachen Anwendungen wie der nicht-invasiven Oberﬂächenkontrolle bei der
Prägung von Braille-Punkten [SM06] eingesetzt. Es eignet sich jedoch nicht für den
Einsatz unter unkontrollierten Beleuchtungsbedingungen, wie sie im häuslichen Umfeld
auftreten.
Shape from Texture
Die Krümmung einer texturierten Oberﬂäche lässt sich durch Analyse seiner Textur
rekonstruieren, sofern deren Muster eine Regelmäßigkeit aufweist. Verfahren dieser Art
basieren auf einer Publikation von Gibson [Gib50], der 1950 untersuchte, wie sich die
Änderung von Texturen in Bildern auf die visuelle Interpretation von Tiefe auswirkt.
Mit entsprechenden Algorithmen ist es heutzutage möglich, in mehreren Prozessschritten
von einer Textur auf eine Verteilung von Oberﬂächennormalen zu schließen und über
diese die 3D-Struktur einer Oberﬂäche zu berechnen (siehe Abbildung 4.37).
Abbildung 4.37: Schematischer Ablauf der Rekonstruktion einer dreidimensionalen Oberﬂä-
che auf Basis einer Texturanalyse (nach [Kov05]). Wie bei dem Shape-from-
Shading-Verfahren wird auch hier bereits eine korrekte Trennung in Vorder-
und Hintergrund vorausgesetzt.
Der Begriﬀ Textur bezeichnet hier die farbliche Beschaﬀenheit einer Objektoberﬂäche,
die ein sich wiederholendes Elementarmuster besitzt. Dieses Muster bezeichnet man auch
als Texel (texture element). Loh [Loh06] klassiﬁziert in ihrer Arbeit unterschiedliche
Eigenschaften von geeigneten Elementarmustern: Translatorische Homogenität bezieht
sich auf eine äquidistante Platzierung der Texel. Rotatorische Homogenität bezeichnet
gleich ausgerichtete Texel. Der Begriﬀ Isotropie steht für Texel, die sowohl in Länge als
auch Breite gleiche Ausdehnung besitzen.
Die regelmäßige Form einer Textur wird nur dann als gleichmäßig erfasst, wenn sie sich
auf einer planaren Oberﬂäche beﬁndet, deren Normale in Richtung der optischen Achse
des Bildsensors liegt. Durch Neigung oder Krümmung der Oberﬂäche verliert die Struk-
turierung ihre Homogenität. Witkin [Wit81] beschrieb 1981 erstmals einen Algorithmus,
mit dem sich aus der perspektivische Veränderung einer isotropen Textur der Neigungs-
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winkel einer planaren Fläche herleiten lässt. Weitere ähnliche Entwicklungen folgten,
die zunächst alle dadurch geprägt waren, dass speziﬁsche lokale Texturmerkmale wie
Kanten oder Formen extrahiert, deren geometrische Parameter und Verteilungsdichte
analysiert und daraus ein Texturgradient als Maß für die Änderung der Textur errech-
net wurde ([Ken79], [Ike84], [BA89]). Garding [Gar92] betrachtete als Erster gekrümmte
Oberﬂächen und beschrieb eine Methodik, die die Bestimmung mehrerer benachbarter
Normalenvektoren erlaubt.
Die Analyse einer Textur anhand von lokalen geometrischen Merkmalen besitzt einige
systembedingte Nachteile: Zum einen ist die Berechnungsgenauigkeit der Oberﬂächen-
normalen stark von einer möglichst präzisen Merkmalsextraktion abhängig. Die Analy-
sealgorithmen müssen zum anderen auf speziﬁsche Merkmale zugeschnitten werden und
lassen sich damit nicht ohne weiteres auf anders geformte Texel anwenden [SB95].
Sowohl die genannten als auch aktuellere Publikationen, die auf Wavelets basieren
([CM02], [LF06]), beschreiben häuﬁg Vorgehensweisen, die mit der Berechnung der
Oberﬂächennormalen enden. Aufgrund der visuellen Mehrdeutigkeit ist das Vorzeichen
dieser Vektoren unbekannt, so dass unklar bleibt, ob eine Region konkave oder konvexe
Wölbung besitzt. Da das Verfahren bereits von einer erfolgten Segmentierung ausgeht,
kann es die Vorverarbeitung nicht unterstützen. Änderungen in der Lage benachbarter
Normalenvektoren bieten jedoch die Möglichkeit, Übergänge zwischen Geons zu erken-
nen. Dazu müssen die betrachteten Gegenstände wenigstens in Teilen eine, wie oben
erläuterte, geeignete Texturierung aufweisen (siehe Abbildung 4.38).
Abbildung 4.38: Exemplarische Darstellung von Gegenständen, deren Texturierung zusätz-
liche Informationen zur Ermittlung ihrer 3D-Struktur liefert.
Structured Light
Alle bislang beschriebenen Techniken zur bildgestützten Formanalyse basierten auf ei-
ner passiven Betrachtung der Szene. Eines der zuverlässigsten Verfahren [SPB04] zur
Rekonstruktion von Oberﬂächen nutzt dagegen spezielle Beleuchtungssituationen zur
Vereinfachung der Entfernungsmessung. Das als active stereo oder auch Structured Light
[RB05] bekannte Verfahren setzt voraus, dass Position und Orientierung von Lichtquelle
und optischem Sensor bekannt sind. Unter dieser Annahme kann die dreidimensionale
Position eines einzeln beleuchteten Oberﬂächenpunktes durch den Schnitt des entspre-
chenden Lichtstrahls mit der optischen Achse des abgebildeten Messpunktes trianguliert
werden. Die Rekonstruktion mehrerer Punkte erfordert die Projektion eines Musters, bei
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dem jeder beleuchtete Punkt von seinen Nachbarn unterscheidbar sein muss. Als Pro-
jektionseinheiten kommen sowohl Generatoren für kohärentes (Laser-Dioden) als auch
für inkohärentes Licht (LCD-Projektoren) in Frage, wobei Letztere aufgrund ihres ge-
ringeren Preises und geringeren Sicherheitsanforderungen weiter verbreitet sind [RB05].
Im Vergleich zu correspondence matching erleichtert die bekannte Form des Projekti-
onsmusters die Suche nach der Korrespondenz zwischen dem projizierten und abgebil-
deten Messpunkt, so dass keine weiteren geometrischen Einschränkungen berücksichtigt
werden müssen. Als Muster kommen neben einzelnen Punkten auch Linien (siehe Ab-
bildung 4.39), Gitter oder komplexere Formen zum Einsatz.
Abbildung 4.39: Vereinfachter Ablauf des Structured-Light-Verfahrens: Ein Projektor be-
leuchtet die zu rekonstruierende Oberﬂäche mit einem Muster, eine Kamera
erfasst dessen Reﬂektion. Sind Position und Orientierung von Projektor und
Kamera bekannt, dann kann anhand des abgebildeten Musters die dreidi-
mensionale Position der beleuchteten Oberﬂächenpunkte berechnet werden
(adaptiert übernommen aus [Ver91]).
Bei der Integration eines auf Structured Light basierenden Rekonstruktionssystems in
ein mobiles System ist zu berücksichtigen, dass ein Oberﬂächenpunkt nur dann vermes-
sen werden kann, wenn er gleichzeitig von Projektor und Sensor aus sichtbar ist. Beide
Geräte müssen präzise kalibriert sein, um Vermessungsfehler zu minimieren. Äußere
Lichtquellen können durch ihren Einﬂuss auf das reﬂektierte Licht Störungen hervor-
rufen. Lee et al. [LCB+05] schlagen daher den Einsatz von infrarotem Licht und eine
entsprechende Filterung der vom Sensor empfangenen Lichtstrahlung vor. In jedem Fall
hängt die Rekonstruktionsgenauigkeit jedoch von den Reﬂektionseigenschaften der be-
strahlten Oberﬂäche ab. Spiegelnde Flächen strahlen den größten Teil der Lichtintensität
nur bei günstiger Lage in Richtung des Sensors ab. Zur Rekonstruktion von Oberﬂächen
müssen diese diﬀuse Reﬂektionsanteile aufweisen.
Gegenüber den beiden zuvor vorgestellten Verfahren bietet Structured Light die Möglich-
keit, anhand des Verlaufs des Projektionsmusters Vorder- und Hintergrund zu segmen-
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tieren, da das projizierte Muster an dem entsprechenden Grenzverlauf einen deutlichen
Sprung zeigt. Der Verlauf des Musters lässt zudem Rückschlüsse auf Konkavitäten und
Übergänge zwischen einzelnen Geons zu.
Kommerzielle Projektionssysteme erreichen mittlerweile hohe Auﬂösungen. Breuckmann6
vertreibt ein aus Projektor und Sensor bestehendes Modul, das eine Auﬂösung von bis
zu 55µm erreicht. Mit einem Gewicht von 3 Kilogramm ist es noch nicht zur Monta-
ge auf einem Endeﬀektor geeignet, kann aber bereits an anderer Position in den Torso
eines mobilen Systems integriert werden. Im Bereich der mobilen Robotik setzen erste
Forschungsgruppen diese Technik zur aktiven Exploration ein. Claes und Bruyninckx
[CB07] verwenden einen extern ﬁxierten Projektor und eine per Manipulator positio-
nierte Kamera, um Objekte zu vermessen. Da der Manipulator jedoch nur den Sensor
und keinen Endeﬀektor trägt, ist kein Greifvorgang möglich. Gockel et al. [GADA05]
entwerfen ein Modul mit Projektor und Kamera für den Roboter Albert [EBG+02],
liefern allerdings keine Angaben über Größe und Gewicht des Moduls.
4.3.3 Diskussion
Die in den vorangegangenen Abschnitten erörterten Methoden sollen anhand der ein-
gangs erwähnten Kriterien auf ihre Eignung zur Erweiterung der bereits vorgestell-
ten Objekterkennung untersucht werden: Unterstützung der Vorverarbeitung und der
Shape-Separation sowie die Erkennung von Konkavitäten.
Die Leistungsfähigkeit jedes einzelnen Verfahrens hinsichtlich dieser Kriterien ist an
verschiedene Bedingungen geknüpft. So unterstützen die auf 2D-Merkmalen basieren-
den Verfahren die Segmentierung von Vorder- und Hintergrund, wenn die Farbgebung
oder Texturierung der Bildregionen deutliche Unterschiede aufweist. Auch Correspon-
dence Matching und Voxel Coloring können hilfreiche Informationen für die Vorverar-
beitung liefern. Dazu ist es jedoch erforderlich, dass aus allen Bildregionen ausreichend
viele korrespondierende Merkmale extrahiert werden können. Structured Light besitzt
die geringste Einschränkung hinsichtlich der Vorverarbeitung, da hier lediglich glatte,
spiegelnde Oberﬂächen den erfolgreichen Einsatz behindern würden.
Alle genannten Verfahren liefern Informationen, um Übergänge zwischen Geons zu de-
tektieren. Bei der ausschließlichen Betrachtung von 2D-Merkmalen sind diese, wie im
Fall der Vorverarbeitung, von ausgeprägten Farb- und Texturdiﬀerenzen abhängig. Bei
den anderen Methoden hängen sie von der Güte der Formbestimmung ab. Die schnellste
Detektion von Unstetigkeiten innerhalb einer Oberﬂäche liefert hier Structured Light,
da sich die Position einer solchen Unstetigkeit durch einen direkt sichtbaren Sprung im
Verlauf des projizierten Musters äußert.
Die Erkennung von Konkavitäten erfordert zunächst, dass das Bildverarbeitungsver-
fahren Forminformationen (3D-Merkmale) des Gegenstands liefert. Im Fall des Volume
6http://www.breuckmann.com
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Intersection können konkave Strukturen aufgrund der Silhouettenbetrachtung nicht er-
kannt werden. Shape from Texture kann lediglich eine Wölbung der Fläche detektieren.
Ob diese konkav oder konvex ist, lässt sich jedoch nicht bestimmen. Alle anderen 3D-
Verfahren bieten dagegen die Möglichkeit, Konkavitäten zu erkennen.
Eine leistungsfähige Vorverarbeitung von Bilddaten besitzt hohe Relevanz für die Ob-
jekterkennung. Structured Light kann hier auch unter unkontrollierten Beleuchtungs-
bedingungen gute Ergebnisse liefern. Berücksichtigt man außerdem die kommerzielle
Verfügbarkeit entsprechender Sensorik und den weit verbreiteten Einsatz in der Objek-
trekonstruktion und der Qualitätskontrolle in industriellen Umgebungen7, dann weist
dieses Verfahren das größte Potenzial auf, um die hier beschriebene Objekterkennungs-
methodik zu unterstützen.
7Das Unternehmen GOM Optical Measuring Techniques (http://www.gom.com) gibt auf seinen
Webseiten eine Vielzahl industrieller Partner an, die entsprechende Sensorik einsetzen.
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Kapitel 5
Griﬀbestimmung und -ausführung
Bei der Durchführung eines Greifvorgangs ist es wichtig, das zu greifende Objekt mög-
lichst stabil mit dem Endeﬀektor zu ﬁxieren. Klassische Verfahren zur Bestimmung eines
Griﬀs ermitteln die optimale Konﬁguration eines Endeﬀektors mit Hilfe einer zeitauf-
wändigen mathematischen Analyse. Die Komplexität dieser Analyse steigt mit der An-
zahl der Freiheitsgrade des Endeﬀektors. Beim Einsatz von anthropomorphen Greifern
kommen daher zunehmend Verfahren zum Einsatz, die Griﬀheuristiken verwenden (siehe
Abschnitt 2.3.4). Diese Heuristiken basieren auf menschlichen Bewegungsprimitiven und
ermöglichen die eﬃziente Einschränkung der sinnvollen Konﬁgurationsmöglichkeiten des
Endeﬀektors.
Dieses Kapitel erörtert die Integration von Griﬀheuristiken in das geometriebasierte
Objektvorwissen. Diese Integration erlaubt es, das Vorwissen nicht nur zur Erkennung
von Objekten in visuellen Sensordaten zu nutzen, sondern auch den sensorisch erfassten
Gegenstand mit einem anthropomorphen Endeﬀektor stabil zu greifen. Abschnitt 5.1
behandelt die Struktur des Vorwissens über Objektkategorien und Endeﬀektoren. Da-
nach wird in 5.2 der Ablauf des Greifvorgangs erörtert, der sowohl die Bestimmung des
Griﬀs als auch die Koordination der Griﬀausführung umfasst. Mangels eines verfügba-
ren anthropomorphen Endeﬀektors wird der Greifvorgang in einer virtuellen Umgebung
evaluiert. Das betrachtete Testszenario umfasst einen vierﬁngrigen Greifer, der sich mit-
tels eines mobilen Manipulators frei positionieren lässt und mehrere erfolgreich erkannte
Objekte von unterschiedlicher Größe, Lage und geometrischer Komplexität. Diese liegen
einzeln in bekannter Lage auf einem frei stehenden Tisch und sollen autonom gegriﬀen
werden (siehe Abbildung 5.1). Unter einem Griﬀ wird hier eine geeignete Positionie-
rung der Finger des Endeﬀektor auf der Objektoberﬂäche verstanden, nicht jedoch die
Anhebung des Objekts und dessen Verwendung im Rahmen einer komplexeren Hand-
lungsaufgabe. Ein solcher Anhebevorgang erfordert eine zusätzliche taktile oder visuelle
Überwachung der Griﬀstabilität, die nicht Teil dieser Arbeit ist.
Die eingesetzte Aktorik ist realen Vorbildern nachempfunden. Das Modell des Manipu-
lators entspricht dem MANUS-Arm der Firma Exact Dynamics. Das Endeﬀektormodell
131
5 Griﬀbestimmung und -ausführung
basiert in Form und Beweglichkeit auf der DLR-Hand [Deu07a]. Als Sensorik dient ei-
ne virtuelle, in die Handinnenﬂäche des Greifers integrierte Kamera, deren Daten per
Bildverarbeitung interpretiert werden. Die taktile Sensorik wird mit Hilfe von Algorith-
men simuliert, die Kollisionen zwischen virtuellen Objekten erfassen. Die Ergebnisse des
simulierten Greifvorgangs werden in Abschnitt 5.3 zusammengefasst und diskutiert.
Abbildung 5.1: Das Testszenario besteht aus einem anthropomorphen Endeﬀektor, der mit
Hilfe eines Manipulators frei platziert werden kann. Gegenstände unterschied-
licher Größe, Lage und geometrischer Komplexität sollen unter Verwendung
von taktiler und optischer Sensorik gegriﬀen werden.
5.1 Vorwissen für die Griﬀbestimmung
Im Verlauf des Greifprozesses werden zunächst aus den Sensordaten Informationen ex-
trahiert, die Aufschluss über die vorliegende Objektkategorie und die Lage des betrach-
teten Gegenstands geben. Die Griﬀbestimmung soll mit diesen Informationen eine Konﬁ-
guration des Endeﬀektors ermitteln, die einen stabilen Griﬀ ermöglicht. Dazu sind neben
dem bereits während der Objekterkennung eingesetztem Vorwissen über die geometri-
sche Form zusätzliche Angaben hinsichtlich möglicher Griﬀe und deren Ausführung mit
einem Endeﬀektor notwendig. So ergeben sich unterschiedliche Vorwissensarten, die (wie
in Abbildung 5.2 gezeigt) untereinander Abhängigkeiten aufweisen.
1. Vorwissen über Grundkörper: Die geometrischen Komponenten, aus denen
sich Gegenstände zusammensetzen können, lassen sich auf verschiedene Arten grei-
fen. Diese Griﬀe werden durch Griﬀprototypen und Angreifrichtungen speziﬁziert
(siehe auch Abschnitt 3.2.2).
2. Vorwissen über Objektkategorien: Die Menge der Greifoptionen für eine Ob-
jektkategorie ergibt sich aus der Fusion aller Griﬀe, die für die in der Topologie
enthaltenen Grundkörper deﬁniert sind. Da sich benachbarte Geons berühren, fal-
len einzelne Griﬀe weg (siehe Abschnitt 3.2.2). Je nach Gewichtsverteilung des
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Objektes bieten einige der verbleibenden, potenziell einsetzbaren Griﬀe mehr Sta-
bilität als andere. In dieser Arbeit ﬁndet eine manuelle Priorisierung der Greifop-
tionen statt. Wird das Vorwissen zusätzlich um physikalischer Eigenschaften der
Grundkörper ergänzt, dann ist auch eine automatisierte Priorisierung möglich.
3. Vorwissen über Endeﬀektoren: Da sich der Aufbau anthropomorpher End-
eﬀektoren hinsichtlich Geometrie, Aktorik und Sensorik unterscheidet, müssen
dessen Eigenschaften ebenfalls als Vorwissen vorliegen. Die zur Ausführung ei-
nes Griﬀprototyps erforderliche Endeﬀektorkonﬁguration wird unter Angabe von
Gelenkstellungen näher speziﬁziert.
Die Abhängigkeiten zwischen den drei verschiedenen Vorwissensformen stellt Abbil-
dung 5.2 gegenüber. Die Codierungen der Grundkörper enthalten Verweise auf Griﬀ-
prototypen, die in der Repräsentation der Endeﬀektoren näher beschrieben sind. Die
Repräsentation der Objektkategorie enthält Referenzen, die sowohl auf die Repräsenta-
tionen der Grundkörper als auch der Endeﬀektoren verweisen.
Abbildung 5.2: Abhängigkeiten zwischen den drei verschiedenen Formen des Vorwissens. Die
allgemeine Form einer Objektkategorie wird mit Hilfe der Grundkörperbe-
schreibung näher speziﬁziert, ein potenzieller Griﬀ für eine Objektkategorie
wird mit Hilfe der Beschreibung des Endeﬀektors exakt codiert.
5.1.1 Der Endeﬀektoraufbau
Die Beschreibung des im Greifprozess einzusetzenden Endeﬀektors umfasst sowohl die
Aktorik als auch die Sensorik. Für jeden Griﬀprototypen ist eine speziﬁsche Gelenk-
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stellung deﬁniert. Die Bestimmung von Griﬀkonﬁgurationen für einen anderen Greifer
erfordert lediglich den Austausch der Endeﬀektorbeschreibung. In der hier realisierten
Implementierung liegt das Vorwissen in einer textuellen Beschreibung vor (siehe Abbil-
dung 5.3) [Die06]. Sie umfasst die folgenden Eigenschaften:
• Anzahl der Gelenke: Dies umfasst die Anzahl der unabhängig voneinander
zu steuernden Freiheitsgrade, die der Eigenschaft degree of motion (siehe Ab-
schnitt 2.1.1) entsprechen. Die Beschreibung umfasst nur Scharniergelenke (revo-
lute joints). Ein Gelenk mit mehreren Freiheitsgraden kann jedoch intern über
mehrere gekoppelte Scharniergelenke repräsentiert werden.
• Fingersegmente: Um die durch die kinematischen Ketten gegebenen Abhängig-
keiten zu erfassen, werden für jeden Finger drei Arten von Segmenten unterschie-
den (Basis, Mitte und Fingerspitze) und deren Längen gespeichert.
• Fingerspitzenentfernung: In dieser Arbeit wird angenommen, dass sich die
Fingerspitzen während der Bewegung von der Vorformung (pre shape) bis zum
Zugriﬀ näherungsweise in einer Ebene bewegen, die parallel zur Handinnenﬂäche
ausgerichtet ist. Die Fingerspitzenentfernung bezeichnet den aufgrund der Bau-
form maximalen Abstand zwischen der Ebene und der Handinnenﬂäche. Sie wird
verwendet, um vor dem eigentlichen Griﬀ unter Berücksichtigung der Objektlage
eine geeignete Positionierung für den Endeﬀektor zu ﬁnden.
• Öﬀnungsweite: Die Öﬀnungsweite stellt die maximale Spannweite der Finger
dar. Gegenstände, deren Grundkörper ausschließlich größere Ausmaße haben, kön-
nen nicht gegriﬀen werden.
• Optische Sensorik: Besitzt der Endeﬀektor einen integrierten Bildsensor, dann
gibt dieser Eintrag die Position des Sensors auf dem Greifer und seine Blickrichtung
an.
• Taktile Sensorik: Greifer, die über taktile Sensorik verfügen, besitzen in der
Regel mehrere Sensorelemente, deren Daten über Identiﬁkationsnummern diﬀeren-
ziert werden können. Der entsprechende Eintrag in der Endeﬀektorbeschreibung
erlaubt die Zuordnung der Identiﬁkationsnummer zum entsprechenden Fingerseg-
ment oder der Handinnenﬂäche.
5.1.2 Die Endeﬀektorkonﬁgurationen
Die Griﬀprototypen liegen im Vorwissen über Grundkörper- und Objektkategorievor-
wissen lediglich als Referenz vor und werden im Endeﬀektorvorwissen näher speziﬁziert.
Diese Speziﬁkation umfasst für jeden Prototyp Winkelangaben für den geöﬀneten und
den geschlossenen Zustand des Greifers. Ein Griﬀ wird hier als eine gleichförmige Bewe-
gung aller Fingergelenke verstanden, die von der maximalen Öﬀnung der Fingerspitzen
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Abbildung 5.3: Ein anthropomorpher Endeﬀektor und das entsprechende, zur Griﬀbestim-
mung verwendete, textuelle Vorwissen in XML-Form. Der gezeigte Ausschnitt
umfasst unter anderem einen Teil der Beschreibung eines Griﬀprototypen und
Angaben über die taktilen Sensoren.
bis zum Kontakt aller Finger mit dem Gegenstand reicht. Mit der Kenntnis aller Ge-
lenkwinkel αo für eine maximale Öﬀnungsweite wo und der Winkel αg für eine minimale
Öﬀnungsweite wg lassen sich alle dazwischen liegenden Gelenkwinkel αw,i für eine belie-
bige Öﬀnungsweite w linear interpolieren:
αw,i = αg + (αo − αg) · w − wg
wo − wg (5.1)
Wie in Abbildung 5.4 verdeutlicht, variiert die resultierende Fingerbewegung für ver-
schiedene Arten von Griﬀen. Bei zylindrischen Kraftgriﬀen entspricht w dem Durchmes-
ser des eingeschlossenen Zylinders. Für parallel greifende Präzisionsgriﬀ-Prototypen und
Formschlussgriﬀe ist w der minimale Abstand zwischen einer Geraden durch die beteilig-
ten Fingerspitzen und einer dazu parallelen Gerade durch die Spitze des opponierenden
Daumens. Für runde Scheibengriﬀe entspricht w dem Durchmesser des umfassten Krei-
ses oder der eingeschlossenen Kugel.
Neben den Öﬀnungsweiten und den Gelenkwinkeln ist für jeden Griﬀprototyp die Ent-
fernung zwischen Handﬂäche und Fingerspitzen im geschlossenen Zustand wichtig. Diese
Information dient der Kontrolle der Positionierung des Endeﬀektors während des tat-
sächlichen Greifvorgangs.
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Abbildung 5.4: Jeder Griﬀ wird als eine gleichförmige Bewegung aller Fingergelenke von ei-
ner maximalen Öﬀnungsweite der Fingerspitzen bis zu einer minimalen Öﬀ-
nungsweite verstanden. Die Öﬀnungsweite w hat für verschiedene Griﬀtypen
unterschiedliche Bedeutungen.
5.2 Ablauf des Greifvorgangs
Nachdem der zu greifende Gegenstand sensorisch erfasst und klassiﬁziert wurde, muss
mit Hilfe der Ergebnisse der Objekterkennung und dem vorhandenen Vorwissen ein ge-
eigneter Griﬀ bestimmt werden. Durch kinematische Einschränkungen des verwendeten
Manipulators kann der Fall auftreten, dass der ermittelte Griﬀ nicht von der aktuellen
Position der mobilen Plattform aus durchführbar ist. Eine derartige Situation erfordert
eine Überprüfung alternativer Positionen für die Plattform, die den gewünschten Griﬀ
ermöglichen.
Die Koordination des Greifvorgangs erfordert eine sensorische Überwachung. Wie in Ab-
bildung 5.5 dargestellt, werden dabei nicht nur die Daten des optischen Sensors herange-
zogen, sondern auch die taktilen Sensoren des Endeﬀektors überwacht, um Berührungen
mit dem Objekt festzustellen. Die Steuerung der Aktorik umfasst neben dem Manipu-
lator auch den Greifer, dessen gewünschte Gelenkstellungen sich aus der ermittelten
Endeﬀektorkonﬁguration ergeben.
5.2.1 Griﬀbestimmung
Nach einer erfolgreichen Objektklassiﬁkation ist bekannt, an welchem Ort in der Topolo-
gie welcher Grundkörper in welcher Ausrichtung vorliegt. Die Beschreibung der Objekt-
kategorie enthält orts- und endeﬀektorunabhängige Greifoptionen, die unter anderem
aus Griﬀprototyp und Angreifrichtung bestehen. Unter Berücksichtigung der relativen
Lage von Manipulator und Objekt wird zunächst geprüft, welche der potenziell mögli-
chen Griﬀe überhaupt ausführbar sind (siehe auch Abbildung 5.6).
• Es wird angenommen, dass der Gegenstand auf einer Oberﬂäche steht und daher
nicht von unten gegriﬀen werden kann. Der erste Schritt prüft daher die Angreif-
richtung auf ihren Winkel zur Horizontalen und schließt entsprechend ungeeignete
Griﬀe aus.
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Abbildung 5.5: Die Phasen des Greifprozesses und die verschiedenen Datenﬂüsse. Während
der Griﬀausführung ist eine verzögerungsfreie Datenverarbeitung wichtig, um
rechtzeitig auf die visuell und taktil erfassten Gegebenheiten reagieren zu
können.
• Der zweite Schritt berücksichtigt die Höhe des Griﬀs relativ zur Oberﬂäche.
Dabei soll vermieden werden, dass es zu Kollisionen zwischen dem Endeﬀektor
und der Oberﬂäche kommt.
Aus den Schwerpunkten der Grundkörper und den jeweiligen Angreifrichtungen werden
Vorformungs-Positionen berechnet. Dies sind Positionen in der Nähe der Grundkörper,
an denen der Endeﬀektor vor dem eigentlichen Greifvorgang platziert wird. Dort nimmt
er die auszuführende Griﬀkonﬁguration mit maximalem Öﬀnungswinkel wo an.
Neben den relativen Lagen von Manipulator und Objekt gibt auch die eingesetzte Akto-
rik einschränkende Bedingungen für mögliche Griﬀe vor. Daher werden in den folgenden
Schritten die Eigenschaften des Endeﬀektors berücksichtigt.
• Der dritte Schritt prüft, ob der für den aktuellen Griﬀ vorgesehene Griﬀpro-
totyp in der Endeﬀektorbeschreibung deﬁniert ist. Ein vierﬁngriger Greifer kann
keinen fünﬃngrigen Griﬀ ausführen. In der Beschreibung des Endeﬀektors wäre
kein derartiger Griﬀprototyp speziﬁziert.
• Die Überprüfung im vierten Schritt untersucht die maximalen und minimalen
Greifweiten wo und wg (vgl. Abschnitt 5.1.2) des Vorwissens. Sollte der aktuelle
Griﬀ eine Greifweite w ober- respektive unterhalb dieser Grenzen erfordern, dann
ist er mit dem Endeﬀektor nicht ausführbar und wird verworfen.
• Der fünfte Schritt wird nur für Griﬀe ausgeführt, die zu der Klasse der Form-
schlussgriﬀe gehören. Diese Griﬀklasse zeichnet sich dadurch aus, dass der Endef-
fektor einen Haken bildet, an dem der Gegenstand hängt. Damit diese Art von Griﬀ
stabil ist, muss sich der Greifer oberhalb des Schwerpunkts des Gegenstands beﬁn-
den. Da in dieser Arbeit keine physikalischen Eigenschaften der Objekte berück-
sichtigt werden, geht die Berechnung dabei von einer homogenen Massenverteilung
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Abbildung 5.6: Schematische Darstellung der Entscheidungskriterien der Griﬀermittlung.
Die Menge der für die Objektkategorie deﬁnierten Griﬀprototypen wird suk-
zessive eingeschränkt. Die ersten beiden Kriterien betrachten die relativen
Lagen von Endeﬀektor, Objekt und Auﬂageﬂäche des Objektes. Die folgen-
den zwei Kriterien beziehen sich auf Einschränkungen, die durch die Aktorik
des Endeﬀektors gegeben sind. Das fünfte Kriterium betrachtet die Lage des
Endeﬀektors bei Formschlussgriﬀen und das sechste Kriterium schränkt die
Greifoptionen über ihre kinematische Erreichbarkeit ein.
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aus. Sollte sich die Angreifrichtung nicht oberhalb des Gegenstandsschwerpunkts
beﬁnden, dann wird der Formschlussgriﬀ verworfen.
• Im sechsten Schritt wird durch Berechnung der inversen Kinematik überprüft,
ob es dem Manipulator möglich ist, die für den Greifer ermittelte sechsdimensio-
nale Vorformungs-Lage (Position und Richtung) und die anschließende Greiﬂage
anzufahren. Können für eine der beiden Lagen keine gültigen Gelenkwinkel be-
stimmt werden, dann wird der Griﬀ verworfen. Das gleiche geschieht, wenn die
Manipulatorsegmente für die berechneten Winkelstellungen mit der Oberﬂäche
kollidieren würden. Es mag sinnvoller erscheinen, die Erreichbarkeit eines Griﬀs
vor den übrigen Schritten zu testen. Tatsächlich ist der rechnerische Aufwand der
inversen Kinematik jedoch so hoch, dass eine möglichst seltene Ausführung dieses
Schritts zu besseren Laufzeitresultaten führt.
Wenn wenigstens eine Greifoption in dem Selektionsprozess bestehen bleibt, dann wird
die eingesetzte Aktorik in der Lage sein, den betrachteten Gegenstand in seiner ge-
genwärtigen Lage zu greifen. Durch Symmetrie von Grundkörpern kann es vorkommen,
dass mehrere gültige Griﬀe mit gleichem Prototyp und unterschiedlicher Angreifrichtung
verfügbar sind, die die gleiche Priorität aufweisen. In einem solchen Fall wird der Griﬀ
bevorzugt behandelt, dessen Vorformungs-Position der aktuellen Endeﬀektorposition am
nächsten ist.
5.2.2 Neupositionierung der mobilen Plattform
Sollte sich ein zu greifender Gegenstand außerhalb der Reichweite des Manipulators be-
ﬁnden, dann muss die mobile Plattform neu positioniert werden. Die Mehrheit der mo-
bilen autonomen Systeme setzt nur Navigation Konzepte wie Selbstlokalisierung [LR02]
und Pfadplanung [Jar06] ein, die auf zweidimensionale topologische Karten [DCB06]
zurückgreifen, in denen Hindernisse, Freiraum und prägnante Landmarken der Arbeit-
sumgebung aufgeführt sind. Auch das in dieser Arbeit implementierte Positionierungs-
verfahren greift auf eine solche Karte zurück, verzichtet jedoch auf die Codierung von
Landmarken, da die Navigation zugunsten der Fokussierung auf die Manipulation ver-
nachlässigt wird.
Der Algorithmus geht davon aus, dass sich das zu greifende Objekt an bekannter Posi-
tion in einem Kartenbereich beﬁndet, der als Hindernis ausgewiesen ist (z.B. ein Tisch).
Um eine optimale neue Position zur Durchführung des Greifvorgangs zu ﬁnden, wird ein
Raster um das Hindernis gelegt und dessen Gitterpunkte als potenzielle neue Positio-
nen für die Plattform betrachtet. Alle Positionen, von denen aus der Arbeitsbereich des
Manipulators das Objekt einschließt, werden weiter untersucht. Näher liegende Positio-
nen erhalten einen höheren Eignungswert. Das Verfahren testet schließlich die anhand
des Eignungswertes abfallend sortierten Positionskandidaten mit der in Abschnitt 5.2.1
beschriebenen Methodik auf durchführbare Griﬀe. Nach der Überprüfung aller Positi-
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onskandidaten wird die Position ausgewählt, die die größte Anzahl an möglichen Griﬀen
bietet und die mobile Plattform direkt dort platziert.
5.2.3 Griﬀausführung
Vor der Ausführung des Griﬀs berechnet das Planungssystem anhand der Objektlage
und des Griﬀprototyps eine Position in der Nähe des Gegenstandes, an der der Endef-
fektor vorgeformt wird (pre shaping). Da hier davon ausgegangen wird, dass sich nur
ein einzelnes Objekt auf der Tischoberﬂäche beﬁndet, besteht keine Gefahr einer Kollisi-
on mit anderen Objekten. Die Positionierung des Endeﬀektor geschieht daher zunächst
ohne visuelle Rückkopplung, um eine möglichst schnelle Ausführung zu gewährleisten.
Die Feinpositionierung wird dagegen mittels einer visuell geführten Regelung realisiert.
Dabei kommt die in den Greifer integrierte Kamera zum Einsatz. Der so genannte
Visual-Servoing-Algorithmus [KC02] sucht nach Regionen im Bild, die die Farbsignatur
des Objekts aufweisen und korrigiert die Lage des Endeﬀektors sukzessive, so dass der
Schwerpunkt dieser Region in den Bildmittelpunkt rückt (siehe Abbildung 5.7).
Abbildung 5.7: Regelung der Endeﬀektorlage mittels visual servoing : Nach der Vorpositio-
nierung wird bildbasiert überprüft, ob sich der Greifer tatsächlich exakt über
dem Objekt beﬁndet. Ist dies nicht der Fall, dann korrigiert der Visual-
Servoing-Algorithmus die Endeﬀektorlage derart, dass der Gegenstand in das
Bildzentrum rückt. Auf diese Weise lässt sich die Lageabweichung anhand der
visuellen Daten kompensieren und der Endeﬀektor korrekt ausrichten.
Nach dem Abschluss der Vorpositionierung werden die einzelnen Finger vorgeformt, so
dass sie die Zielkonﬁguration bei maximaler Öﬀnungsweite wo annehmen. Die Lage des
Endeﬀektors wird während dieses Vorgangs nicht verändert. Anschließend verringert die
Endeﬀektorsteuerung unter weiterer visueller Überwachung die Distanz zwischen Greifer
und Objekt. Dabei wird zusätzlich mittels kinematischer Berechnung die aktuelle Posi-
tion des Greifers bestimmt und die Distanz zur Sollposition schrittweise reduziert. Nach
Erreichen der Zielposition schließt der Endeﬀektor die Finger. Diese Phase des Zugriﬀs
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unterscheidet sich je nach Typ des Griﬀs. Für die Klasse der Formschlussgriﬀe wird der
Öﬀnungswinkel verringert, bis die Kollisionsdetektion eine Berührung der Fingerspitzen
meldet. Dabei berührt der Daumen die gegenüberliegenden Fingerspitzen, so dass der
Gegenstand in dem durch die Finger erzeugten geschlossenen Ring stabil hängen kann.
Der Ablauf bei Präzisionsgriﬀen unterscheidet sich in der Phase der Verringerung des
Öﬀnungswinkels. Da die Fingerspitzen hier nicht mit sich selbst, sondern mit dem Ge-
genstand Kontakt aufnehmen sollen, ﬁnden Berührungen der einzelnen Finger nicht
zeitgleich statt. Durch die Vorformung besitzen die Finger bereits eine Stellung, bei der
die Fingerspitzen während des Greiferschlusses zuerst Kontakt mit dem Objekt aufneh-
men. Sobald der taktile Sensor einer Fingerspitze (respektive die Kollisionsdetektion)
eine Kollision meldet, werden alle Gelenke dieses Fingers angehalten.
Die Klasse der Kraftgriﬀe verhält sich während der Griﬀausführung dahingehend anders,
dass der Endeﬀektor so lange entlang der Angreifrichtung auf den Gegenstand zubewegt
wird, bis die Handﬂäche oder die direkt an der Handﬂäche anliegenden Fingerglieder
einen Kontakt melden. Sobald dies geschehen ist, schließen sich die am Griﬀ beteiligten
Finger um das Objekt. Wird von einem Fingersegment ein weiterer Kontakt gemeldet,
dann werden die in der kinematischen Kette oberhalb liegenden Gelenke angehalten,
während sich die unterhalb liegenden Gelenke weiter bewegen. Sobald alle Fingerspitzen
einen Kontakt gemeldet haben, gilt der Griﬀ als abgeschlossen.
Wenn sämtliche Fingergelenke zum Stillstand gekommen sind, dann ist der Kontakt
zwischen Gegenstand und Endeﬀektor vollständig hergestellt. Von dieser Fixierung aus-
gehend sind weitere Manipulationsvorgänge möglich, die nach dem Anheben des Ge-
genstands von einfachen Platzierungsaufgaben (pick and place) bis zu seiner Benutzung
als Werkzeug reichen können. Dies wird im Rahmen dieser Arbeit jedoch nicht näher
betrachtet.
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Zur Evaluierung der Griﬀbestimmung und -ausführung wird ein Szenario betrachtet, bei
dem 4 Geons und 18 verschiedene Modelle (siehe Abbildung 5.8) von Haushaltsgegen-
ständen einzeln in bekannter Lage auf einem frei stehenden Tisch liegen. Die Gegenstän-
de setzen sich aus den geometrischen Grundkörpern Zylinder, Kegelstumpf, Quader und
Kugel zusammen und bestehen aus je zwei bis sechs dieser Geons. Bei der Skalierung
aller in der Simulation vorhandenen Modelle wurde berücksichtigt, dass die Relation der
Größen zueinander etwa denen ihrer realen Gegenstücke entsprechen.
Die Griﬀausführung wird für verschiedene Lagen und Größen der Objekte getestet, so
dass sich insgesamt 60 Variationen ergeben. Das Ziel ist dabei eine geeignete Platzie-
rung der Finger des Endeﬀektors auf der Objektoberﬂäche. Als Endeﬀektoren kommen
zwei unterschiedlich skalierte Modelle der DLR-Hand zum Einsatz. Die größere Versi-
on entspricht in ihren Ausmaßen in Relation zum Manipulator der realen DLR-Hand.
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Diese ist jedoch deutlich größer als eine menschliche Hand. Um einen Greifer testen zu
können, der etwa die Größe einer Hand besitzt, wurde zusätzlich eine kleinere Version
modelliert, die halb so groß ist wie das Original. Jeder der beiden Endeﬀektoren erlaubt
die Ausführung von 11 verschiedenen Griﬀprototypen.
Abbildung 5.8: Das Szenario zur Evaluierung der Griﬀbestimmung und -ausführung umfasst
die dargestellten Modelle und weitere, nicht abgebildete, Variationen in Lage
und Größe. Die dunkelgrauen Flächen dienen in dieser Abbildung nur als
Referenz, um die unterschiedlichen Größen vergleichen zu können.
Zu Beginn eines Greifvorgangs beﬁndet sich der zu greifende Gegenstand außerhalb der
Reichweite von Manipulator und Endeﬀektor. Der darauf folgende Ablauf besteht damit
aus den folgenden Phasen:
1. Neupositionierung der Plattform: Das autonome System sucht nach einer
Position für die Plattform, von der aus möglichst viele Griﬀe durchführbar sind.
Die mobile Plattform wird automatisch an dieser Stelle platziert.
2. Vorformung des Endeﬀektors: Der Manipulator bewegt den Greifer in die
Vorformungsposition. In dieser Phase kommen die gleichen Regelungsalgorithmen
zum Einsatz, mit denen sich auch das reale Gegenstück des Manipulators gezielt
platzieren lässt. Anschließend nehmen die einzelnen Finger die Vorformungskonﬁ-
guration an.
3. Feinpositionierung: Unter Berücksichtigung der Sensordaten der in den Greifer
integrierten virtuellen Kamera und der Gelenkstellung des Manipulators wird der
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Endeﬀektor schrittweise auf den Gegenstand zubewegt, bis die Ziellage erreicht
ist.
4. Greifvorgang: In der Ziellage schließen sich die einzelnen Finger, bis Kontakt
mit dem Gegenstand hergestellt ist.
Anhand von zwei Objekten soll die Leistungsfähigkeit der Griﬀbestimmung veranschau-
licht werden. Dazu wird im ersten Beispiel ein Modell des Typs Gießkanne auf dem
Tisch platziert. Die entsprechende Objektbeschreibung bietet 26 theoretisch mögliche
Griﬀe an. Durch die kinematischen Grenzen der Aktorik fallen jedoch viele Griﬀe weg,
so dass bei Einsatz des größer skalierten Endeﬀektors bestenfalls fünf verschiedene Griﬀ-
prototypen verbleiben: ein Kraftgriﬀ, zwei Präzisionsgriﬀe und zwei Formschlussgriﬀe.
Diese sind in Abbildung 5.9 in der oberen Reihe dargestellt. Die untere Reihe stellt die
verfügbaren Griﬀe für die kleiner skalierte Version des Endeﬀektors dar. Da der Um-
fang des zylindrischen Wasserbehälters die maximale Spannweite der Finger des Greifers
übersteigt, berechnet das autonome System eine Position für die mobile Plattform, die
zumindest die zwei Formschlussgriﬀ aus zwei verschiedenen Griﬀrichtungen zulässt.
Abbildung 5.9: Greifoptionen für ein Modell des Typs Gießkanne. Die obere Reihe zeigt
Griﬀe, die mit der größer skalierten Version des Endeﬀektors ausführbar sind.
Diese Version entspricht in ihren Ausmaßen in Relation zum Objekt denen
der realen DLR-Hand. Die untere Reihe zeigt Griﬀe, die mit der kleineren
Version des Endeﬀektors verfügbar sind. Diese Skalierung des Endeﬀektors
entspricht etwa der einer menschlichen Hand.
Das zweite Beispiel zeigt verschiedene Griﬀe für das Objekt Modellauto. Hier wird
die Abhängigkeit der Greifoptionen von der Lage des Gegenstands im Raum deutlich.
Für das aufrecht stehende Objekt sind nur die Präzisionsgriﬀe verfügbar, bei denen der
obere Quader seitlich kontaktiert wird. In der liegenden Ausrichtung sind diese Griﬀe
ausgeschlossen. Statt dessen sind jedoch Präzisionsgriﬀe verfügbar, die das Modell an
Dach und Boden kontaktieren. Für jeden der Griﬀe sind in diesem Beispiel beide
Angreifrichtungen möglich. Das linke untere Teilbild in Abbildung 5.10 verdeutlicht,
dass sich anthropomorphe Manipulatoren durch ihre Flexibilität an unregelmäßige Ge-
genstandsgeometrien anpassen können und so eine gute Greifstabilität gewährleisten.
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Abbildung 5.10: Greifoptionen für ein Modell des Typs Modellauto. Die obere Reihe zeigt
Griﬀe für eine stehende, die untere für eine liegende Version des Objekts.
5.3.1 Ergebnisse
Von den 60 Variationen der Gegenstände, deren Position immer im Arbeitsbereich des
Manipulators lag, wurde jede mit beiden Endeﬀektoren getestet. Zu Beginn der Griﬀ-
ausführung wurde die mobile Plattform derart positioniert, dass eine maximale Zahl
verschiedener Griﬀe möglich war. Dabei liess sich nicht für jedes Objekt jede Griﬀklas-
se testen, da diese Einschränkungen unterliegen. Bei Präzisionsgriﬀen darf die Breite
des zu ﬁxierenden Geons nicht die Griﬀweite des Endeﬀektors übersteigen. Kraftgriﬀe
können zusätzlich nicht zu dünne Geons ﬁxieren, da bei diesen eine vorzeitige Kollisi-
on der Fingerspitzen möglich ist, bevor alle Fingersegmente Kontakt mit dem Objekt
aufgenommen haben. Der Formschlussgriﬀ ist nur bei bogenförmigen Geons erlaubt, die
oberhalb des Objektschwerpunkts liegen. Auf diese Weise wird gewährleistet, dass der
Gegenstand beim Anheben nicht kippt.
Von den kinematisch durchführbaren Griﬀen wurde von jeder Griﬀklasse der Griﬀ mit
der höchsten Priorisierung ausgeführt. Dies waren insgesamt 74 Greiftests bei dem größer
skalierten Endeﬀektor und 59 Greiftests bei dem kleineren. In wenigen Fällen (insgesamt
8 mal) war bei Letzterem aufgrund der geringen Griﬀweite des Endeﬀektors kein Griﬀ
möglich.
Die Griﬀausführung kann bei mehrfacher Durchführung unter gleichen Simulationsbe-
dingungen zu unterschiedlichen Ergebnissen führen, da die Auslastung des Prozessors
(hier 2,6 GHz Pentium-IV) Schwankungen unterliegt, die wiederum Einﬂuss auf die Wie-
derholrate der Regelalgorithmen haben. Bei den Tests wurde daher jeweils das Resultat
der ersten Griﬀausführung festgehalten.
Um die Stabilität des Griﬀs zu bewerten, wurde nach jeder Griﬀausführung untersucht,
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wie exakt die Finger auf der Objektoberﬂäche platziert worden waren und das Resultat
einer von drei Bewertungsmöglichkeiten zugeordnet (siehe auch Abbildung 5.11). Die
Bewertung stabil entspricht der gewünschten Platzierung der Finger und konnte ins-
gesamt 115 mal vergeben werden. Bedingt stabil steht für eine Abweichung von der
Optimalplatzierung, bei der ein Anheben des Objekts möglich wäre, dieses im Verlauf
der Manipulation aber abrutschen oder verkippen kann. Dieser Fall trat 13 mal auf. Ein
nicht stabiler Griﬀ trat lediglich 5 mal auf. In diesem Fällen konnte das Objekt nicht
ﬁxiert werden.
Abbildung 5.11: Visualisierung der drei verschiedenen Resultate eines Greifvorgangs. Bei
stabilen Griﬀen (Links) sind die Finger optimal platziert, während bei
bedingt stabilen Griﬀen (Mitte) ein Abrutschen oder Verkippen möglich
ist. Nicht stabile Griﬀe (Rechts) erlauben kein Anheben des Objekts.
Die Tabelle 5.1 fasst die Ergebnisse der Griﬀausführung in Kurzform zusammen. Die
ausführlichen Ergebnisse sind im Anhang in A.1 in tabellarischer Form dargestellt. Zu-
sätzlich sind in den Abbildungen von A.2 die jeweils erzielten Griﬀe zu sehen.
5.3.2 Diskussion
Die Resultate der Evaluierung zeigen, dass die in die Objektbeschreibung integrierten
Griﬀprototypen sinnvoll im Greifprozess eingesetzt werden können. Das prototypisch im-
plementierte System zeigt sehr gute Resultate bei der Durchführung speziﬁscher Griﬀe.
Nur in einigen Fällen besitzen diese nicht die gewünschte Stabilität. Der Grund für dieses
unerwünschte Verhalten ist auf die Regelung der Endeﬀektorposition zurückzuführen.
Die einzelnen Module der Simulationsumgebung müssen über Prozessgrenzen hinweg
miteinander kommunizieren. Die Übermittlung des aktuellen Zustands der Simulation
an die Manipulatorregelung und die Versendung neuer Steuerbefehle an die virtuelle
Aktorik benötigen Zeit, so dass sich der Endeﬀektor nicht exakt positionieren lässt.
Es wäre möglich, die Verzögerung des Datentransfers mit Hilfe einer geeigneten echtzeit-
fähigen Softwarearchitektur zu verringern. Die resultierenden Positionierungsungenauig-
keiten müssen jedoch auch beim Einsatz der realen Version des Manipulators berücksich-
tigt werden. Aufgrund seiner minimalen Gelenkgeschwindigkeit, der zurückzulegenden
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großer Endeﬀektor kleiner Endeﬀektor
Testobjekte insgesamt 60 60
kein Griﬀ möglich 0 8
ausg. Kraftgriﬀe 8 8
ausg. Präzisionsgriﬀe 58 43
ausg. Formschlussgriﬀe 8 8
ausg. Griﬀe insgesamt 74 59
mittlere VP-Zeit 16,3 s 17,4 s
mittlere VF-Zeit 10,9 s 10,5 s
mittlere GD-Zeit 19,7 s 18,6 s
Griﬀresultat
Kraft-
griﬀ
Präz-
isions-
griﬀ
Form-
schluss-
griﬀ
Kraft-
griﬀ
Präz-
isions-
griﬀ
Form-
schluss-
griﬀ
stabile Griﬀe 8 46 8 8 37 8
bed. stabile Griﬀe 0 9 0 0 4 0
nicht stabile Griﬀe 0 3 0 0 2 0
Griﬀresultat absolut prozentual absolut prozentual
stabile Griﬀe 62 83,8% 53 89,8%
bed. stabile Griﬀe 9 12,2% 4 6,8%
nicht stabile Griﬀe 3 4,1% 2 3,4%
Tabelle 5.1: Evaluierungsergebnisse der Griﬀbestimmung und -ausführung. VP steht für die
Vorpositionierung und VF für die Vorformung des Endeﬀektors. GD bezeich-
net die Phase, in der der Greifer feinpositioniert und die Finger geschlossen wer-
den.
Kommunikationswege und mechanischer Toleranzen lässt er sich eﬀektiv nur mit einer
Genauigkeit von etwa ±2 cm positionieren1.
Bei der Bestimmung eines Griﬀs sollte daher damit gerechnet werden, dass die endgül-
tige Lage des Endeﬀektors von der berechneten Optimallage abweicht. Dies kann bei
Präzisionsgriﬀen, die runde Proﬁle an gegenüberliegenden Seiten ﬁxieren sollen, zum
Verlust der Griﬀstabilität führen. Die unterschiedliche Anzahl nicht-stabiler Griﬀe bei
den beiden Versionen des Endeﬀektors zeigt, dass sich die Positionierung der Finger
schwieriger gestaltet, wenn der Durchmesser des Proﬁls in Relation zu den Endeﬀekto-
rausmaßen sinkt.
Diesem Problem kann auf verschiedene Arten begegnet werden. Zunächst sollte ein Mani-
pulator eingesetzt werden, der eine hohe Positioniergenauigkeit bietet. Weiterhin sollten
1Andere Manipulatoren wie der PowerCube-Arm von AMTEC lassen sich laut Hersteller in Schrit-
ten von 0,02 Grad pro Gelenk positionieren, siehe http://www.amtec-robotics.com. Der entsprechende
Toleranzbereich liegt damit theoretisch unterhalb eines Millimeters.
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nach Möglichkeit Kraft- oder Formschlussgriﬀe eingesetzt werden, da diese innerhalb
eines wesentlich größeren Toleranzbereichs erfolgreich ausgeführt werden können. Bei
der Evaluierung führten solche Griﬀe immer zu einem stabilen Griﬀ.
In der Simulation wurde davon ausgegangen, dass die Position des Objekts exakt be-
kannt ist. In der Realität sind diese Werte jedoch fehlerbehaftet. Ein erfolgreicher Griﬀ
erfordert daher eine zusätzliche sensorbasierte Bestimmung des Abstands zwischen End-
eﬀektor und Objekt. Neben einem optischen sollte auch ein entfernungsmessender Sensor
in die Handﬂäche des Greifers integriert werden.
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Kapitel 6
Zusammenfassung und Ausblick
Vor dem Hintergrund der aktuellen demographischen Entwicklung in westlichen In-
dustrienationen gewinnen technische Automationslösungen zur Unterstützung allein-
stehender, pﬂegebedürftiger Personen zunehmend an Bedeutung. Im häuslichen Umfeld
sind hierbei insbesondere Assistenzdienste interessant, die durch autonome Manipula-
tion selbstständig mit der Umgebung interagieren und dem Menschen auf diese Weise
alltägliche Aufgaben abnehmen. Im Gegensatz zu den wohldeﬁnierten Aufgaben und
Arbeitsbedingungen in einem industriellen Umfeld treﬀen autonome Systeme im häus-
lichen Umfeld auf eine dynamischere Umgebung, die eine deutlich leistungsfähigere und
ﬂexiblere Aktorik erfordert.
Anthropomorphe Endeﬀektoren bieten aufgrund ihrer Bauform die nötige Flexibilität,
um Objekte mit unterschiedlicher Geometrie zu greifen oder zu manipulieren. Aufgrund
der Komplexität eines mehrﬁngrigen Greifvorgangs hat die Entwicklung dieser End-
eﬀektoren jedoch noch nicht Marktreife erlangt und ein großer Teil der Forschungs-
anstrengungen fokussiert die Bestimmung und Durchführung von Griﬀstrategien für
unterschiedliche Objektgeometrien. Dabei kommen größtenteils zeitaufwändige Verfah-
ren zum Einsatz, die eine mathematische Analyse der Geometrie des Objekts und des
Endeﬀektors vornehmen.
Neben der Ausführung eines Griﬀes ist die zuvor nötige, sensorische Erfassung der Geo-
metrie eines Gegenstands ein zentraler Bestandteil jedes Greifprozesses. Aktuelle bildba-
sierte Objekterkennungsmethoden stützen sich überwiegend auf farbbasierte Merkmale,
um speziﬁsche Instanzen eines Objekts in den Sensordaten zu identiﬁzieren. Diese Vorge-
hensweise schränkt jedoch die Flexibilität eines autonomen Systems ein, da jede Instanz
in einem aufwändigen, manuellen Arbeitsschritt visuell erfasst und dessen Bildmerkmale
trainiert werden müssen.
Gegenstand der vorliegenden Arbeit ist die Entwicklung einer Methodik, die eine größere
Flexibilität bei der Erkennung und dem Griﬀ von Objekten ermöglicht. Da die Bestim-
mung eines geeigneten Griﬀs von der Geometrie und nicht von farblichen Merkmalen
bestimmt wird, basiert das Vorwissen des autonomen Systems auf geometrischen Daten.
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Formähnliche Objekte werden in einer einzigen Beschreibung zusammengefasst, die die
Geometrie des Körpers qualitativ über eine Topologie von Grundkörpern, wie Zylinder
und Quader, codiert.
Der Ausgangspunkt dieser Arbeit ist ein Szenario, bei dem ein einzelnes Objekt in be-
kannter Position und unbekannter Ausrichtung auf einer ebenen Tischoberﬂäche steht.
Ein mobiles System soll dieses Objekt autonom mit Hilfe bildbasierter Sensorik erken-
nen, einen geeigneten Griﬀ ermitteln und diesen ausführen. Dazu besitzt das System
Vorwissen über verschiedene Objektkategorien.
Die Schwierigkeit der Aufgabenstellung liegt darin, die geometrischen Grundkörper in
den Bilddaten korrekt zu erkennen. Dazu wurde mit Hilfe bereits bestehender Bildverar-
beitungsalgorithmen ein neues Konzept entwickelt, das die Silhouette eines Gegenstands
aus mehreren Ansichten sensorisch erfasst, analysiert und die gewonnenen Informationen
zur Bestimmung der dreidimensionalen Topologie des Gegenstands nutzt.
Bei der Suche nach einer geeigneten Codierung für das Vorwissen zur Identiﬁzierung
von Silhouetten verschiedener Grundkörper stellt sich die Frage, wie variable Ansich-
ten und Skalierungen dieser Geometrien berücksichtigt werden können. Die Antwort
liefern Punktverteilungsmodelle (point distribution models), die die statistische Vertei-
lung von Punkten mehrerer Punktmengen enthalten. Die charakteristischen Konturen
der Silhouetten einzelner Grundkörper werden über die Lage von Konturpunkten in ei-
nem Trainingsschritt in Punktverteilungsmodelle überführt. Mit Hilfe des Active-Shape-
Algorithmus lassen sich unbekannte Linienstrukturen analysieren und zuvor trainierte
Konturen erkennen.
Da sich typische Haushaltsgegenstände aus mehreren Grundkörpern zusammensetzen
lassen, liegt eine weitere Herausforderung dieser Arbeit in der Identiﬁkation von Teil-
konturen verschiedener Geometrien in einer komplexen Silhouette. In der Regel weist
der Verlauf einer Silhouette am Übergang zwischen zwei Grundkörpern eine Unstetigkeit
auf. Aufgrund dieser Beobachtung wurde ein rekursiver Algorithmus entworfen, der eine
komplexe Kontur an zwei Unstetigkeiten auftrennt und die beiden neu entstandenen
Teilkonturen auf bekannte Formen überprüft. Heuristiken unterstützen die Suche nach
geeigneten Unstetigkeitspaaren und ermöglichen so eine Reduktion der Laufzeit.
Um sicherzustellen, dass sich der Übergang zwischen zwei Grundkörpern als Unstetig-
keit in der Silhouette äußert, ist die Wahl einer geeigneten Perspektive wichtig. Während
als erste Perspektive des Objekterkennungsprozesses immer die Aufsicht gewählt wird,
basiert die Bestimmung von zwei Nachfolgeansichten auf der Lage der zuvor identiﬁ-
zierten Teilkonturen. Die Informationen über Typ und Lage von Teilkonturen in den
drei analysierten Ansichten lassen sich schließlich fusionieren, um Typ und Lage der
entsprechenden Grundkörper und damit die Kategorie des Gegenstands zu bestimmen.
Da das Ziel dieser Arbeit die Ermittlung eines geeigneten Griﬀs ist, enthält das Vorwissen
nicht nur Daten zur Erkennung von Objekten, sondern auch Angaben zur Fixierung des
erkannten Objekts mit einem Endeﬀektor. Diese liegen in Form von Griﬀprototypen vor,
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die sich an typischen menschlichen Greifstrategien orientieren. Für jeden geometrischen
Grundkörper sind verschiedene zulässige Prototypen deﬁniert, so dass sich aus einer
Topologie mehrerer Grundkörper eine Menge möglicher Greifstrategien ergibt, mit denen
das entsprechende Objekt ﬁxiert werden kann. Unter Berücksichtigung der Objektlage
und der kinematischen Einschränkungen der Aktorik lässt sich mit diesem Vorwissen
ein geeigneter Griﬀ bestimmen.
Die Evaluierung der Objekterkennung ging zunächst von einer idealen Vorverarbeitung
aus, um das Verfahren unabhängig von Segmentierungsfehlern bewerten zu können.
Dazu wurden die Bilddaten in einer virtuellen Umgebung akquiriert, um Beleuchtungs-
schwankungen und Sensorrauschen ausschließen zu können. Insgesamt wurden 17 Test-
objekte betrachtet, die aus je 2 bis 5 Grundkörpern bestanden. Diese erzeugten in drei
Ansichten insgesamt 124 Teilkonturen, die identiﬁziert werden mussten. Dabei zeigte
sich, dass ein unbekannter Linienzug nicht immer eindeutig einer bekannten Teilkontur
zugeordnet wird und Mehrdeutigkeiten entstehen können. Unter Hinzunahme weiterer
Informationen, die sich aus der Fusion mehrerer Ansichten oder dem Vorwissen über
bekannte Grundkörper-Topologien ableiten lassen, konnten diese Mehrdeutigkeiten auf-
gelöst werden. Somit ließen sich 16 der 17 Objekte korrekt erkennen und ihre Lage
bestimmen. Lediglich bei einem einzigen Objekt erkannte das System statt zweier be-
nachbarter Grundkörper nur einen einzigen. Da die identiﬁzierte Topologie unbekannt
war, konnte ein Fehler registriert, dieser jedoch nicht korrigiert werden.
Auch die anschließende Griﬀermittlung und -ausführung wurde in einer virtuellen Um-
gebung evaluiert. Auf Basis der ermittelten Daten über den Typ und die Lage des
erkannten Objekts sollte unter Berücksichtigung kinematischer Beschränkungen ein ge-
eigneter Griﬀ durchgeführt werden. Das Testszenario umfasste eine mobile Plattform
mit einem sechsachsigen Manipulator und einem vierﬁngrigen Endeﬀektor sowie einen
Tisch. Auf diesem wurden sukzessive 60 Variationen verschiedener Objekte in unter-
schiedlichen Ausrichtungen platziert. Bei der Steuerung des Manipulators kamen die
gleichen Regelungsalgorithmen zum Einsatz, mit denen sich auch das reale Gegenstück
bewegen lässt. Der Endeﬀektor verfügte über eine virtuelle Kamera in der Handﬂäche
sowie taktile Sensorik in Handﬂäche und Fingersegmenten. Bei den Greiftests kamen
zwei unterschiedlich skalierte Versionen des Endeﬀektormodells zum Einsatz. Mit der
größer skalierten Version ließen sich 83,8% aller Objekte erfolgreich ﬁxieren, bei der
halb so großen Version waren es 89,8%. Während Kraft- und Formschlussgriﬀe immer
erfolgreich ausgeführt wurden, war die Positioniergenauigkeit der Finger lediglich bei
einigen Präzisionsgriﬀen nicht hoch genug.
Anhand dieser Untersuchungsergebnisse zeigt das hier entwickelte Verfahren, dass es
möglich ist, Objekte anhand qualitativer Formbeschreibungen zu erkennen und einen
stabilen Griﬀ ohne aufwändige mathematische Analyse zu ermitteln. Der Beitrag dieser
Arbeit liegt jedoch nicht nur in der Entwicklung und dem Einsatz dieses geometri-
schen Vorwissens. Die vorgestellte Objektbeschreibung bietet erstmals die Möglichkeit,
diese Informationen zur Unterstützung der Objekterkennung und der Griﬀermittlung
151
6 Zusammenfassung und Ausblick
in textueller Form in einer einzigen Repräsentation zu codieren. Der Verzicht auf die
Speicherung von numerisch exakten Objektmerkmalen erhöht die Flexibilität des Vor-
wissens und ermöglicht einem autonomen System die Erkennung und Handhabung von
Objekten, ohne dass diese zuvor explizit sensorisch erfasst und trainiert wurden.
Die in dieser Arbeit eingesetzte Bildvorverarbeitung eignet sich für die virtuell gene-
rierten Sensordaten. Auch reale Objekte mit einfarbigen, nicht-spiegelnden Oberﬂächen
konnten erfolgreich erkannt werden. Bei der Betrachtung von texturierten Flächen und
Spiegelungen lassen sich Vorder- und Hintergrund jedoch noch nicht derart korrekt tren-
nen, dass eine erfolgreiche Erkennung gewährleistet bleibt. Die Segmentierung solcher
Bilder ist derzeit Gegenstand vieler Forschungsbestrebungen. Ein vielversprechender
Ansatz ist die Verwendung von Projektionsmustergeneratoren (structured light), die
aufgrund von Verzerrungen im Verlauf eines projizierten Musters Daten über die drei-
dimensionale Struktur einer betrachteten Szene gewinnen und damit das Objekt vom
Bildhintergrund separieren können. Das Verfahren wird dabei von externer Beleuchtung
kaum beeinﬂusst.
Die Generierung des Vorwissens über Konturen bekannter Grundkörper basiert derzeit
auf regelmäßigen Strukturen. So wird beispielsweise davon ausgegangen, dass Zylinder
und Quader entlang ihrer Längsachse gerade Kanten aufweisen. Bei realen Objekten
ﬁndet man oft aus Gründen ansprechenderen Designs leicht geschwungene Verläufe. Die
Punktverteilungsmodelle haben bereits in vielen Anwendungen bewiesen, dass sie sich
als Repräsentation für unregelmäßige Strukturen hervorragend eignen. Hier ist lediglich
ein weiterer Trainingsschritt notwendig, um entsprechende Konturen in das Punktver-
teilungsmodell zu integrieren.
Das Vorwissen über die einzelnen geometrischen Komponenten eines Objekts berücksich-
tigt ausschließlich Formmerkmale. Bei der Handhabung eines Objekts kann die Stabilität
eines Griﬀs aber von seinen physikalischen Eigenschaften, wie der Masseverteilung oder
der Beschaﬀenheit seiner Oberﬂäche, abhängen. Bislang wird durch die manuelle Prio-
risierung implizit sichergestellt, dass das autonome System den zuverlässigsten Griﬀ
auswählt. Es ist jedoch sinnvoll, dem autonomen System weiteres Vorwissen in Form
dieser physikalischen Parameter bereitzustellen, damit es selbstständig in der Lage ist,
diese Informationen bei der Griﬀermittlung oder der nachfolgenden Handhabung des
gegriﬀenen Gegenstands einzusetzen.
Die Evaluierung der in der vorliegenden Arbeit entwickelten Verfahren wurde auf einem
Einzelkern-Rechner durchgeführt. Die Analyse einer einzelnen Ansicht benötigte dabei
je nach Komplexität der extrahierten Silhouette in der Regel zwischen 8 und 20 Se-
kunden. Der überwiegende Anteil dieser Rechenzeit ist auf das Active-Shape-Verfahren
zurückzuführen, das mehrere Punktverteilungsmodelle in verschiedenen Orientierungen
mit der Silhouette vergleicht. Dieses Verfahren lässt sich hervorragend parallelisieren,
so dass es aktuelle und künftige Mehrkern-Prozessoren eﬃzient ausnutzen kann und die
Bilddatenanalyse echtzeitfähig wird.
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Anhang A
Detailergebnisse der Evaluierung des
Greifvorgangs
Die in Abschnitt A.1 dargestellten doppelseitigen Tabellen zeigen die einzelnen Ergeb-
nisse der durchgeführten Greifvorgänge im Detail. In Abschnitt A.2 sind die zugehörigen
Abbildungen aufgeführt, die den jeweils erzielten Griﬀ zeigen.
A.1 Tabellarische Übersicht
Die verschiedenen Variationen eines Objekts unterscheiden sich in der Rotation des ge-
samten Körpers und der Skalierung einzelner Geons. Als Normallage eines Objekts wird
die Lage verstanden, in der es typischerweise vorzuﬁnden ist. So steht eine Tasse nor-
malerweise mit der kreisförmigen Seite des zylindrischen Geons auf dem Tisch. Von der
Normallage abweichende Rotationen sind durch Begriﬀe wie liegend gekennzeichnet.
Die Spalte Geons gibt an, aus wie vielen Grundkörpern das Objekt besteht. Die Spalte
theoretische Griﬀoptionen führt die in der Objektbeschreibung vorhandenen Griﬀop-
tionen auf. Die Darstellung 2 x N wurde gewählt, da für jeden Griﬀ zwei äquivalente
Lagen des Endeﬀektors möglich sind, die sich durch eine Drehung des Greifers von 180
Grad um die Angreifrichtung unterscheiden. Tatsächlich kann abhängig von der Greif-
situation nur ein Teil dieser theoretisch möglichen Griﬀe durchgeführt werden. Diese
Zahl ist für die jeweilige Griﬀklasse (KG = Kraftgriﬀ, PG = Präzisionsgriﬀ, FG =
Formschlussgriﬀ) in der Spalte tatsächliche Griﬀoptionen aufgeführt.
Die Spalten VP, VF und GD enthalten jeweils die Zeiten für die Vorpositionierung,
die Vorformung und die Durchführung des Griﬀes. Letztere umfasst die visuelle Positi-
onsregelung und den Greiferschluss. Die Spalte Resultat gibt an, ob der Griﬀ stabil,
bedingt stabil (b.s.) oder nicht stabil war (n.s.). Die Abbildungen in A.2 verdeutlichen
das Resultat.
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Objekt Geons
theo.
Griﬀ-
opt.
Griﬀ-
klasse
tats.
Griﬀ-
opt.
VP
(s)
VF
(s)
GD
(s)
Result.
Kegelstumpf 1 2 x 40 PG 10 14,8 11,2 24,2 stabil
Kegelstumpf, liegend 1 2 x 40 PG 6 14,7 9,9 20,6 stabil
Kegelstumpf, größer 1 2 x 40 PG 10 19,8 10,0 11,9 stabil
Kugel 1 2 x 48 PG 9 14,9 10,9 20,4 stabil
Kugel, größer 1 2 x 48
KG
PG
3
18
13,9
14,5
11,2
10,9
16,6
17,9
stabil
stabil
Quader 1 2 x 36 PG 9 15,0 11,0 23,2 stabil
Quader, größer 1 2 x 36 PG 12 14,2 10,9 20,9 b.s.
Zylinder 1 2 x 40 PG 10 21,1 10,1 12,1 stabil
Zylinder, liegend 1 2 x 40 PG 6 22,9 10,3 17,4 stabil
Zylinder, kleiner 1 2 x 40 PG 4 13,2 11,1 21,1 stabil
Tasse 2 2 x 19 PG 4 22,7 11,5 19,9 stabil
Tasse, liegend 2 2 x 19 PG 4 12,8 9,8 16,1 stabil
Tasse, kleiner 2 2 x 19 PG 4 13,5 11,2 12,7 stabil
konischer Eimer 2 2 x 21
FG
PG
2
6
13,3
14,3
11,8
10,7
2,0
13,4
stabil
stabil
konischer Eimer, lieg. 2 2 x 21 PG 4 13,1 10,1 14,0 b.s.
konischer Eimer, klei. 2 2 x 21
KG
FG
PG
2
2
4
22,2
13,7
22,2
11,0
11,8
10,0
16,5
9,1
16,5
stabil
stabil
stabil
zylindrischer Eimer 2 2 x 21
KG
FG
PG
3
2
6
16,9
14,0
16,8
10,4
12,0
10,2
16,9
9,3
16,6
stabil
stabil
stabil
zylinderischer Eimer, lieg. 2 2 x 21 PG 4 14,7 10,7 14,3 stabil
zylindrischer Eimer, klein 2 2 x 21
KG
FG
PG
3
2
6
23,1
23,0
23,0
10,1
12,0
10,2
12,5
9,3
16,3
stabil
stabil
stabil
Flasche 2 2 x 38 PG 10 14,4 11,0 17,0 b.s.
Flasche, liegend 2 2 x 38 PG 8 13,4 10,9 23,8 stabil
Flasche, größer 2 2 x 38 PG 15 19,7 10,9 12,1 stabil
kub. Hammer, liegend 2 2 x 23 PG 4 15,0 12,0 16,7 b.s.
kub. Hammer, Kopf unten 2 2 x 23 PG 9 13,0 12,5 12,8 b.s.
kub. Hammer, Kopf oben 2 2 x 23 PG 5 14,0 12,2 16,9 stabil
kub. Hammer, Kopf oben,
größer
2 2 x 23 PG 8 13,0 11,6 12,9 stabil
zyl. Hammer, liegend 2 2 x 23 PG 2 14,9 11,8 16,7 stabil
zyl. Hammer, Kopf oben 2 2 x 23 PG 6 17,7 11,6 14,9 b.s.
zyl. Hammer, Kopf oben,
größer
2 2 x 23 PG 6 18,9 12,0 27,3 n.s.
Tabelle A.1: Evaluierung des Greifvorgangs mit der größeren Version des Endeﬀektors. Die
Griﬀausführung wurde mit 10 Einzelgeons und 50 Objekten getestet.
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A.1 Tabellarische Übersicht
Objekt Geons
theo.
Griﬀ-
opt.
Griﬀ-
klasse
tats.
Griﬀ-
opt.
VP
(s)
VF
(s)
GD
(s)
Result.
Topf mit 1 Griﬀ 2 2 x 7 PG 4 14,9 10,6 20,8 stabil
Topf mit 1 Griﬀ, liegend 2 2 x 7 PG 2 13,7 10,0 28,6 stabil
Topf mit 1 Griﬀ, kleiner 2 2 x 7 PG 4 13,7 10,6 35,6 stabil
Trichter 2 2 x 20 PG 6 13,9 12,0 36,1 n.s.
zyl. Tischlampe 2 2 x 19
KG
PG
4
9
21,0
21,0
10,2
10,3
12,5
12,6
stabil
stabil
zyl. Tischlampe, liegend 2 2 x 19 PG 3 13,6 10,2 18,0 stabil
zyl. Tischlampe, größer 2 2 x 19
KG
PG
3
7
23,6
23,8
10,5
10,1
20,0
16,4
stabil
stabil
Gießkanne mit Griﬀ oben 3 2 x 13
KG
FG
PG
1
2
2
21,7
14,5
16,5
11,0
11,1
10,2
16,5
20,8
19,5
stabil
stabil
stabil
Gießkanne mit Griﬀ oben,
größer
3 2 x 13
KG
FG
PG
1
2
2
17,4
13,1
17,2
10,3
11,2
10,3
12,9
9,8
16,0
stabil
stabil
stabil
Gießkanne mit seitlichem Griﬀ 3 2 x 11 PG 4 13,2 11,6 51,9 stabil
Gießkanne mit seitlichem
Griﬀ, größer
3 2 x 11 PG 4 13,0 10,7 26,0 stabil
Sektglas 3 2 x 42 PG 6 13,2 11,7 16,0 stabil
Sektglas, liegend 3 2 x 42 PG 4 13,2 11,4 13,4 stabil
Sektglas, größer 3 2 x 42 PG 5 13,1 10,8 16,0 stabil
Sektglas, Öﬀnung unten 3 2 x 42 PG 11 13,9 12,3 15,4 n.s.
kon. Taschenlampe, liegend 3 2 x 26 PG 4 14,0 11,7 17,0 b.s.
kon. Taschenlampe, stehend 3 2 x 26 PG 8 19,8 11,7 11,8 stabil
kon. Taschenlampe, größer 3 2 x 26 PG 12 20,9 11,0 19,0 stabil
zyl. Taschenlampe, liegend 3 2 x 26 PG 4 15,6 11,6 16,8 stabil
zyl. Taschenlampe, stehend 3 2 x 26 PG 10 20,9 11,8 18,7 b.s.
zyl. Taschenlampe, größer 3 2 x 26 PG 10 17,0 11,5 15,9 b.s.
kub. Tischlampe 3 2 x 12 PG 4 21,3 10,1 16,8 stabil
kub. Tischlampe, liegend 3 2 x 12 PG 2 16,7 10,1 17,0 stabil
Topf mit 2 Griﬀen 3 2 x 6 PG 4 13,4 10,7 13,9 stabil
Topf mit 2 Griﬀen, liegend 3 2 x 6 PG 4 13,6 10,9 21,0 stabil
Topf mit 2 Griﬀen, kleiner 3 2 x 6 PG 4 13,4 10,6 21,7 stabil
Gießkanne mit 2 Griﬀen 4 2 x 10 FG 2 13,3 9,3 11,3 stabil
Gießkanne mit 2 Griﬀen,
größer
4 2 x 10 FG 4 13,5 11,0 13,0 stabil
Spielzeugauto 6 2 x 18 PG 4 13,6 10,8 13,1 stabil
Spielzeugauto, liegend 6 2 x 18 PG 6 14,9 11,4 16,8 stabil
Spielzeugauto, größer 6 2 x 18 PG 4 13,4 10,0 27,8 stabil
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Objekt Geons
theo.
Griﬀ-
opt.
Griﬀ-
klasse
tats.
Griﬀ-
opt.
VP
(s)
VF
(s)
GD
(s)
Result.
Kegelstumpf 1 2 x 40
KG
PG
4
12
22,5
22,5
10,8
10,1
15,7
12,2
stabil
stabil
Kegelstumpf, liegend 1 2 x 40 PG 4 16,7 10,0 17,4 stabil
Kegelstumpf, größer 1 2 x 40
KG
PG
4
10
20,7
20,7
10,3
10,1
20,2
23,5
stabil
stabil
Kugel 1 2 x 48
KG
PG
4
21
20,4
16,6
11,7
10,8
12,5
13,6
stabil
stabil
Kugel, größer 1 2 x 48 - 0 - - - -
Quader 1 2 x 36 PG 8 17,1 10,1 13,1 stabil
Quader, größer 1 2 x 36 PG 12 16,6 10,0 25,1 stabil
Zylinder 1 2 x 40
KG
PG
4
10
20,5
20,6
10,3
10,1
20,3
16,0
stabil
stabil
Zylinder, liegend 1 2 x 40 PG 6 17,3 10,0 13,4 stabil
Zylinder, kleiner 1 2 x 40 PG 14 17,2 10,1 20,3 stabil
Tasse 2 2 x 19 PG 4 15,1 10,7 28,7 stabil
Tasse, liegend 2 2 x 19 PG 4 13,3 10,2 18,0 stabil
Tasse, kleiner 2 2 x 19 PG 4 15,1 10,6 20,7 b.s.
konischer Eimer 2 2 x 21 FG 2 13,4 11,3 10,2 stabil
konischer Eimer, lieg. 2 2 x 21 - 0 - - - -
konischer Eimer, klei. 2 2 x 21 FG 2 13,4 11,4 10,8 stabil
zylindrischer Eimer 2 2 x 21 FG 2 13,3 11,2 10,0 stabil
zylinderischer Eimer, lieg. 2 2 x 21 - 0 - - - -
zylindrischer Eimer, klein 2 2 x 21 FG 2 13,2 11,7 10,0 stabil
Flasche 2 2 x 38
KG
PG
4
18
20,7
20,6
11,0
10,1
17,1
15,7
stabil
stabil
Flasche, liegend 2 2 x 38 PG 4 16,3 10,1 13,7 stabil
Flasche, größer 2 2 x 38
KG
PG
3
15
19,7
19,6
10,2
10,1
19,7
22,5
stabil
stabil
kub. Hammer, liegend 2 2 x 23 PG 6 20,2 10,8 20,0 stabil
kub. Hammer, Kopf unten 2 2 x 23 PG 8 15,5 11,7 44,0 stabil
kub. Hammer, Kopf oben 2 2 x 23 PG 10 16,5 10,9 32,8 stabil
kub. Hammer, Kopf oben,
größer
2 2 x 23 PG 10 13,2 10,8 9,5 stabil
zyl. Hammer, liegend 2 2 x 23 PG 2 16,4 10,8 20,4 stabil
zyl. Hammer, Kopf oben 2 2 x 23 PG 8 14,8 11,0 15,5 stabil
zyl. Hammer, Kopf oben,
größer
2 2 x 23 PG 8 20,9 11,7 15,3 b.s.
Tabelle A.2: Evaluierung des Greifvorgangs mit der kleineren Version des Endeﬀektors.
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A.1 Tabellarische Übersicht
Objekt Geons
theo.
Griﬀ-
opt.
Griﬀ-
klasse
tats.
Griﬀ-
opt.
VP
(s)
VF
(s)
GD
(s)
Result.
Topf mit 1 Griﬀ 2 2 x 7 - 0 - - - -
Topf mit 1 Griﬀ, liegend 2 2 x 7 PG 6 16,2 11,0 17,6 stabil
Topf mit 1 Griﬀ, kleiner 2 2 x 7
KG
PG
2
4
21,6
16,8
10,2
10,7
16,9
33,6
stabil
stabil
Trichter 2 2 x 20 PG 6 13,9 12,0 36,1 n.s.
zyl. Tischlampe 2 2 x 19 PG 6 22,2 10,0 13,0 stabil
zyl. Tischlampe, liegend 2 2 x 19 PG 4 12,8 10,0 12,3 stabil
zyl. Tischlampe, größer 2 2 x 19 - 0 - - - -
Gießkanne mit Griﬀ oben 3 2 x 13 FG 4 12,9 10,5 10,0 stabil
Gießkanne mit Griﬀ oben,
größer
3 2 x 13 FG 4 13,4 9,6 13,9 stabil
Gießkanne mit seitlichem Griﬀ 3 2 x 11 - 0 - - - -
Gießkanne mit seitlichem
Griﬀ, größer
3 2 x 11 - 0 - - - -
Sektglas 3 2 x 42 PG 18 17,1 11,0 16,9 stabil
Sektglas, liegend 3 2 x 42 PG 4 16,3 10,5 31,3 stabil
Sektglas, größer 3 2 x 42 PG 14 15,2 10,9 25,7 stabil
Sektglas, Öﬀnung unten 3 2 x 42 PG 11 17,6 12,0 21,8 b.s.
kon. Taschenlampe, liegend 3 2 x 26 PG 4 22,0 10,8 12,9 b.s.
kon. Taschenlampe, stehend 3 2 x 26 PG 8 23,8 10,8 11,6 n.s.
kon. Taschenlampe, größer 3 2 x 26
KG
PG
2
6
20,7
20,9
10,2
10,0
12,3
12,1
stabil
stabil
zyl. Taschenlampe, liegend 3 2 x 26 PG 4 15,6 10,6 16,4 stabil
zyl. Taschenlampe, stehend 3 2 x 26 PG 6 20,8 10,8 11,9 stabil
zyl. Taschenlampe, größer 3 2 x 26 PG 10 13,7 10,5 12,3 stabil
kub. Tischlampe 3 2 x 12 PG 8 21,1 10,1 9,0 stabil
kub. Tischlampe, liegend 3 2 x 12 PG 4 17,6 10,2 25,5 stabil
Topf mit 2 Griﬀen 3 2 x 6 - 0 - - - -
Topf mit 2 Griﬀen, liegend 3 2 x 6 PG 4 14,3 10,0 14,2 stabil
Topf mit 2 Griﬀen, kleiner 3 2 x 6 - 0 - - - -
Gießkanne mit 2 Griﬀen 4 2 x 10 FG 2 14,3 9,6 26,4 stabil
Gießkanne mit 2 Griﬀen,
größer
4 2 x 10 FG 2 13,3 9,6 13,9 stabil
Spielzeugauto 6 2 x 18 PG 4 14,9 10,7 14,4 stabil
Spielzeugauto, liegend 6 2 x 18 PG 8 16,0 10,3 14,2 stabil
Spielzeugauto, größer 6 2 x 18 PG 4 14,7 10,1 13,9 stabil
179
A Detailergebnisse der Evaluierung des Greifvorgangs
A.2 Abbildungen der jeweils erzielten Griﬀe
Die Reihenfolge der Abbildungen entspricht der Reihenfolge der Griﬀe in den Tabellen
von Abschnitt A.1.
A.2.1 Erzielte Griﬀe mit der größeren Version des Endeﬀektors
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3D-Rekonstruktion, 121
active stereo, 126
active vision, 4, 84
Active-Shape-Verfahren, 75, 78, 80
anthropomorpher Greifer, 2, 15
anthropomorphes Greifen, 4
boundary detection, 120
chain code, 91
CIELAB-Modell, 69
color consistency, 122
color cooccurrence, 120
correspondence matching, 122
curvature scale space, 93
Eckpunkt-Detektoren, 91
Endeﬀektor, 1, 15, 133
anthropomorphe Hand, 16, 18
Multi-DOF-Endeﬀektor, 16, 18
Parallelgreifer, 16
Endeﬀektorkonﬁguration, 30, 134
eye-in-hand-Konﬁguration, 4
false negative, 54, 83
false positive, 54, 83
Farbraum, 69
Flexibilität, 4
force sensitive resistors, 17
Formschluss, 30
Formschlussgriﬀ, 62
Freiheitsgrade
degree of freedom, 17
degree of motion, 17
Generalisierte Zylinder, 55
Geon, 9, 28, 55
Greifprozess, 6
Griﬀausführung, 10, 51, 140
Griﬀermittlung, 10, 30, 51, 131
analytische Verfahren, 30
Programmieren durch Vormachen, 39
reaktive Verfahren, 34
Verwendung von Greifheuristiken, 43
Griﬀparameter, 63
Griﬀprototyp, 11, 43
Harris-Detektor, 76, 92
Hauptachsentransformation, 24, 80
Heuristik, 76, 85
Hough-Transformation, 92
k-means-Clusterverfahren, 101
Kraftgriﬀ, 30, 62
Kraftschluss, 30
Lagebestimmung, 22
Landmarke, 78, 80, 88
Manipulator, 1
Mehrdeutigkeit, 106
Mehrgeon-Silhouette, 84
mid-level cue, 120
Mobilität, 3
morphologische Operatoren, 71
nearest neighbor, 71
Neupositionierung, 139
next best view, 91
Objekterkennung, 6, 51
ansichtenbasiert, 23
komponentenbasiert, 54
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Index
modellbasiert, 23
Perspektive, 74, 84, 88, 90
Präzisionsgriﬀ, 30, 62
Procrustes-Analyse, 80
Punktverteilungsmodell, 75, 78
recognition by components, 55
Referenzgeon, 103
schnelle Aktionsausführung, 5
Segmentierung, 23, 68, 70, 114
Separation, 83, 88
Service-Roboter, 2
Shape, 106
shape from shading, 124
shape from texture, 125
SIFT-Deskriptor, 23
Silhouette, 68, 73, 77, 78
simultaneous localization and mapping, 2
Spline-Funktion, 79
structured light, 126
texture element, 125
Trennpunkt, 76, 84
underactuation, 17
Unstetigkeitsstelle, 76, 78, 84
visual homing, 1
visual hull, 123
visual servoing, 140
volume intersection, 123
Vorformung, 10, 134
Vorverarbeitung, 68
Vorwissen, 5, 11, 22, 51, 55
Fakten, 11
numerische Repräsentation, 12
Relationen, 11
symbolische Repräsentation, 12
voxel coloring, 122
XML, 54
Zuverlässigkeit, 5
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