We advocate the use of curated, comprehensive benchmark suites of machine learning datasets, backed by standardized OpenML-based interfaces and complementary software toolkits written in Python, Java and R. Major distinguishing features of OpenML benchmark suites are (a) ease of use through standardized data formats, APIs, and existing client libraries; (b) machine-readable meta-information regarding the contents of the suite; and (c) online sharing of results, enabling large scale comparisons. As a first such suite, we propose the OpenML100, a machine learning benchmark suite of 100 classification datasets carefully curated from the thousands of datasets available on OpenML.org.
A Brief History of Benchmarking Suites
Proper algorithm benchmarking is a hallmark of machine learning research. It allows us, as a community, to track progress over time, to identify still challenging issues, and to learn which algorithms are most appropriate for specific applications. However, we currently lack standardized, easily-accessible benchmark suites of datasets that are curated to reflect important problem domains, practical to use, and that support a rigorous analysis of performance results. This often results in suboptimal shortcuts in study designs, producing rather small-scale, one-off experiments that should be interpreted with caution (Aha, 1992) , are hard to reproduce (Pedersen, 2008; Hirsh, 2008) , and may even lead to contradictory results (Keogh and Kasetty, 2003) .
The machine learning field has long recognized the importance of dataset repositories. The UCI repository (Lichman, 2013 ) offers a wide range of datasets, but it does not attempt to make them available through a uniform format or API. The same holds for other repositories, such as LIBSVM (Chang and Lin, 2011) . mldata.org is a very popular repository that does provide an API to easily download datasets, and is readily integrated in scikit-learn. However, it is no longer being maintained, and will very likely be merged with our OpenML. KEEL (Alcala et al., 2010) offers some benchmark data suites, including one for imbalanced classification and one with data sets with missing values. It has a Java toolkit and an R library for convenient access. Likewise, PMLB (Olson et al., 2017) is another collection of datasets, with strong overlap to UCI, with tools to import them into Python scripts. However, none of the above tools allows to add new datasets or easily share and compare benchmarking results online. 1 Other related benchmark collections include UCR (Chen et al., 2015) for time series data, OpenAI gym (Brockman et al., 2016) for reinforcement learning problems, and Mulan (Tsoumakas et al., 2011) for multilabel datasets, with some of the multilabel datasets already available on OpenML (Probst et al., 2017) .
All of these existing repositories are rather well-curated, and for many years machine learning researchers have benchmarked their algorithms on a subset of their data sets. However, most of them do not provide APIs for downloading data in standardized formats into popular machine learning libraries and uploading and comparing the ensuing results. Hence, large scale benchmarks that also build upon previous results of others are still the exception.
OpenML Benchmarking Suites
We advocate expanding on previous efforts by comprehensive benchmark suites backed by the open machine learning platform OpenML (Vanschoren et al., 2013) . Our goal is to substantially facilitate in-depth benchmarking by providing a standard set of datasets covering a wide spectrum of domains and statistical properties, together with rich meta-data and standardized evaluation procedures (i.e., we also provide unified data splits for resampling methods). This eliminates guesswork, makes individual results more comparable, and allows more standardized analysis of all results. In addition, we provide software libraries in several programming languages to easily download these datasets, optionally download prior benchmarking results for reuse and comparison, and to share your results online.
OpenML is an online platform for reproducible, collaborative machine learning experiments and can be used to store and share all aspects of machine learning experiments, including data, code, experiment parameters and results. All our datasets in OpenML are provided in a uniform format, highlight issues such as unique-valued or constant features, include extensive meta-data for deeper analysis of evaluation results, and provide task-specific meta-data, such as target features and predefined train-test splits.
Researchers can conveniently explore the datasets included in OpenML through comprehensive APIs to find suitable learning tasks for their planned experiments, depending on required data set characteristics. These APIs allow, for instance, to find all high-dimensional data sets with few observations and no missing values.
The OpenML100 Benchmarking Suite
On top of OpenML's customizable functionality, we provide a new standard benchmark suite of 100 high-quality datasets carefully curated from the many thousands available on OpenML: the OpenML100.
OpenML100
We selected classification datasets for this benchmarking suite to satisfy the following requirements: (a) the number of observations are between 500 and 100 000 to focus on medium-sized datasets, (b) the number of features does not exceed 5000 features to keep the runtime of algorithms low, (c) the target attribute has at least two classes, and (d) the ratio of the minority class and the majority class is above 0.05 (to eliminate highly imbalanced datasets). We excluded datasets which (a) cannot be randomized via a 10-fold cross-validation due to grouped samples, (b) are a subset of a larger dataset available on OpenML, (c) have no source or reference available, (d) are created by binarization of regression tasks or multiclass classification tasks, or (e) include sparse data (e.g., text mining data sets). A detailed list of the data properties can be found on OpenML 2 .
How to use the OpenML100
In this section we demonstrate how our dataset collection can be conveniently imported for benchmarking using our client libraries in Python, Java and R. Figure 1 provides exemplary code chunks for downloading the datasets and running a basic classifier in all three languages. In these examples, we use the Python library with scikit-learn (Pedregosa et al., 2011) , the R package with mlr (Bischl et al., 2016) , and the Java library with Weka (Hall et al., 2009 ). OpenML has also been integrated in MOA and RapidMiner (van Rijn and Vanschoren, 2015) .
OpenML works with the concept of tasks to facilitate comparable and reproducible results. A task extends a dataset with task-specific information, such as target attributes and evaluation procedures. Datasets and tasks are automatically downloaded at first use and are afterwards cached locally. Studies combine a specific set of tasks and can also hold all benchmarking results obtained on them. In the code examples, the OpenML100 tasks are downloaded through the study with the same name. They also show how to access the raw data set (although this is not needed to train a model), fit a simple classifier on the defined data splits, and finally publish runs on the OpenML server. Note that the Java implementation automatically uploads results to the server.
Creating new Benchmarking Suites
The set of datasets on OpenML.org can easily be extended, and additional OpenML benchmark suites, e.g., for regression and time-series data, can easily be created by defining sets of datasets according to specific needs. Instructions for creating new benchmarking suites can be found on https://www.openml.org. We currently envision two routes of extensions: (a) facilitate the creation and versioning of these benchmark suites on OpenML.org; and (b) adding automatic statistical analysis, visualization and reporting on the online platform.
1 import openml 2 import sklearn 3 benchmark_suite = openml.study.get_study('OpenML100','tasks') # obtain the benchmark suite 4 clf = sklearn.pipeline.Pipeline(steps= [('imputer',sklearn.preprocessing 1 library(OpenML) 2 lrn = makeLearner('classif.rpart') # construct a simple CART classifier 3 task.ids = getOMLStudy('OpenML100')$tasks$task.id # obtain the list of suggested tasks 4 for (task.id in task.ids) { # iterate over all tasks 
