Abstract. In a sinusoid like curve configuration, the snake-like manipulator (also called snake arm) has a wide range of potential applications for its redundancy to overcome conventional industrial robot's limitation when carrying out a complex task. It can perform many kinds of locomotion like the nature snake or the animal's tentacle to avoid obstacles, follow designated trajectories, and grasp objects. Effectively control of the snake-like manipulator is difficult for its redundancy. In this study, we propose an approach based on BP neural network to kinematic control the hyper-redundant snake-like manipulator. This approach, inspired by the Serpenoid curve and the concertina motion principle of the nature snake, is completely capable of solving the control problem of a planar snake-like manipulator with any number of links following any desired direction and trajectory. With shape transformation and base rotation, the manipulator's configuration changes accordingly and moves actively to perform the designated tasks. By using BP neural networks in modeling the inverse kinematics, this approach has such superiorities as few control parameters and high precision. Simulations have demonstrated that this control technique for the snake-like manipulator is available and effective.
Introduction
The bio-inspired snake-like robots have attracted a great deal of attention in recent years [1] - [9] . They can be mainly classified into two categories: the snake-like mobile robot and the snake-like manipulator with fixed base. The snake-like manipulator, also called snake arm, have been potentially applied in many kinds of missions such as welding, painting, assembling, space exploration, grasping, and deep sea exploring [1, 3, 8, 9] . Given a desired workspace trajectory, the task to find out the corresponding joint space trajectory is a complex problem since the snake-like manipulators usually have more than the least necessary degrees of freedom (DOF) and their inverse kinematics' problems have multiple or infinite number of solutions. Moreover, the inverse kinematics equations are usually nonlinear and are difficult to find closed-form solutions. In the initial research, the Jacobian pseudo inverse approach had been widely applied [10] . Whereas in these techniques there are a lot of matrix computations since the complexity increases greatly with the redundancy increasing. Recently, neural networks (NN) have been successfully applied in intelligent control, whose unique capacities and structures make them robust and fault-tolerant in algorithms, which also are able to solve the problem difficult to handle before, for instance, the highly nonlinear problems. The properties of NN make them so promising that they are widely applied to robotic control problems [11]- [16] .
Since the hyper-redundant manipulators are analogous in shape and operation to snakes, elephant trunks and tentacles, many shape constrained control techniques have been proposed to turn the hyper-redundant manipulator into non-redundant manipulators according to the task's need and then solve the subsystems' kinematics and dynamics. In [3] , Chirikjian proposed the backbone curve to control the hyperredundant manipulator. Kobyashi also adopted the shape control technique to control the continuous manipulator [17] . Ma efficiently controlled the hyper-redundant manipulator by Serpenoid curve [18] . In this paper, we have proposed an approach based on BP neural networks and the principle of snake's concertina locomotion to control the hyper-redundant manipulators. The rest of this paper is organized as follows. We first discuss the kinematics of the snake-like manipulator in Section 2. Next we model the inverse kinematics of the manipulator based on BP neural network in Section 3. In section 4, several simulations have been provided to validate this control technique. Finally, we conclude this paper in the Section 5.
Kinematics of the Snake-Like Manipulator
The nature snake can adopt manifold gaits such as serpentine motion, concertina motion, side-winding motion, rectilinear motion, pushing motion, jumping motion and grasping under different environments [1] . During these gaits, the concertina motion has the best precision in object achieving mission [6] . In this paper, we concentrate on application of the concertina motion in snake-like manipulator's control.
Kinematics of Snake-Like Robot in Concertina Motion
Based on experiment and observation over the nature snake, Prof. Hirose proposed Serpenoid curve (as shown in Fig.1 (a) ) which changes like a sine wave along the central axis to describe the winding motion [1] . Having these characteristics of catholicity, ground adaptability and high efficiency, concertina motion (as shown in Fig.1  (b) ) is another basic gait of snake. A demonstration of the snake-like robot in concertina motion is given in Fig.1(c) . In this description, the muscle processes the constringency and extension regularly like sine wave. It matches snake's usual motion gait. The concertina motion of Serpenoid curve can be given by the curvature function
where n K gives number of the S-shape, α is a periodically changeable winding angle, L is the whole length of the robot body, and p s is the body length along the body curve. Relative rotation angle of the joints which indicates the locomotion range can be got by integral calculus of the curvature
where s is the ideal displacement along the tail, l is the single unit length, and i is the unit number respectively. While α changes, the robot's configuration varies correspondingly. And locomotion velocity can be altered byα 's change during a locomotion period. To get the relationship more directly, we convert (1) into 2D-coordinate as follows description
It can be seen from (3) and (4) that the end of the curve is decided by s , n K andα , while the shape or the amplitude of the curve is mainly decided byα .
Kinematics of Snake-Like Manipulator in Concertina Motion
As shown in Fig.2 (a) , a snake-like manipulator has a lot of links with the same length. In the concertina motion as show in given by (2) . The absolute link angles are given by
where rb θ is the base rotation angle.
The end effector's position is given by To sum up, the end-effector's position and orientation are decided by three parameters: the extension coefficientα , the base rotation angle rb θ and the number of links n. To get a stable and safe kinematics performance, α and rb θ are planed in the same manner by (8) where ei
t is final time during extension respectively. In (7), it aims to guarantee that ) (t α is zero at the initial and the final time of an extension/contraction stage. And in (8) , it aims to guarantee that ) (t rb θ is zero at the initial and the final time of a rotation stage [15] .
When the snake-like manipulator in extension/contraction and rotation, the velocities of the manipulator joints are given by The angle accelerations come from differential of equation (9) and (10).
BP Neural Network Based Inverse Kinematics Solution
To control the hyper-redundant snake-like manipulator's end effector to realize the tasks such as point to point and path following, we have to calculate all the joints' relative angles, that is, to solve the inverse problem basically. According to the shape control technique presented above, the inverse kinematics of can be given by
where f(.) denotes the inverse kinematics function of the manipulator. It is apparent that the equation (11) has indeterminate solutions. This inverse kinematics problem is difficult because it is nonlinear and cannot be solved directly.
Nowadays, artificial neural networks are studied and applied in various areas such as computer science, cognitive science, engineering, economics, medicine, etc. The back propagation (BP) algorithm is on of the most popular choices in engineering applications. As a neural network model of extensive application, BP algorithm is attracting more and more attention, especially in the field of approximation of nonlinear function and pattern recognition. The application of BP algorithm can be simply divided into three stages: modeling stage, training stage and calculating stages. The modeling stage is to use the BP neural network to model the relactionship between the input and the output acoording to the experience which usually are original data. The The principles of BP neural networks have been detailedly introduced in [19] . The architecture of a BP network refers to the way it decodes information, that is the direction of information during recall. In a BP neural network the nodes are organized in the input layer, the hidden layer, and the output layer. The input layer acts as an input data holder that distributes the input to the first hidden layer. The outputs from the first hidden layer then become the inputs to the second layer and so on. The last layer acts as the network output layer. The BP networks are typical multi-layered perceptron feed forward neural networks with one or more hidden layers. Cybenko [20] and Funahashi [21] have proved that the multi-layered perceptron network is a general function approximator and that one hidden layer networks will always be sufficient to approximate any continuous function up to certain accuracy. According to [22] and [23] , the functions of the perceptron in the four-layer BP neural networks can be given as follows. The output of the j-th neuron of the k-th hidden layer is given by For an n-link snake-like manipulator to carry out a designated mission, we use the forward kinematics data to train the neural networks BP off-line, and then use the trained BP neural networks model to control the correspondence manipulator on-line. As shown in Fig.3 , the BP neural networks based inverse kinematics controller includes a calculator which synthesizes the equations from (5) to (10) following the output of neural networks.
Simulations
As mentioned previously, hyper-redundant manipulator has several potential advantages over non-redundant manipulator. The extra degrees of the freedom can be used to achieve some special goals. In this paper, we mainly discussed the end-effector of the manipulator has position requirement. For any n-link snake-like manipulator, we use excellent flexibility of its end-effector. The BP neural network controller, simple as it is, has stable and high precision solution in the inverse kinematics solution. With shape transformation and base rotation, the manipulator's end-effector moves actively to follow the desired path. It is also available for the snake-like mobile robot with part of its body fixed to the ground and the rest controlled by this approach.
Conclusions and Future Works
Based on BP neural networks and shape control technique, the approach presented in this paper can kinematic control the end-effector's position of the hyper-redundant snake-like manipulator with few control parameters and high precision. This approach has been demonstrated by several simulations and it has the potential application in more complicated environment. It can be used in two cases. It can be efficiently used to obtain the inverse kinematics solution of the planar snake-like manipulator with any number of links following any desired path or trajectory. Moreover, it is also available for the snake-like mobile robot when it carries out the nearby object achieving mission with part of its body fixed to the ground and the rest controlled by this approach. The approach is proposed to kinematic control the snake-like manipulator. When the manipulator joint increases, joint torque will increase quickly. How to dynamic control and apply it are desired in the future study.
