The estimation of the turbulence level of flow facilities is very important for the comprehensive description of experimental results. While for low flow velocities various measurement techniques can be used (for example hot-wire, LDV, PIV) the task becomes difficult in the case of compressible flows as temperature and density fluctuations bias the measurement of the velocity fluctuations. In this work, we analyze the free-stream flow of the trisonic wind tunnel Munich (TWM) by means of particle image velocimetry (PIV) and particle tracking velocimetry (PTV). The goal is to determine the flow quality, i.e. the turbulence level, over the operating range of the facility without bias due to temperature and density variations. The capability of PIV/PTV for the estimation of small velocity fluctuations is investigated in detail. It is shown that a small particle shift on the measurement plane in combination with a large particle image displacement on the image plane allows for precise velocity measurements. Furthermore, a variation of the time separation between the PIV double images, t , enables the measurement uncertainty to be determined, which was estimated to be as low as 0.04% of the mean displacement for a mean displacement of x = 100 pixel and an interrogation window size of 32 × 32 pixel. Regarding the wind tunnel turbulence, it was found that the turbulence level generally decreases with increasing Mach number for the TWM facility, starting with 1.9% at Ma = 0.3 and reaching 0.45% at Ma = 3.0 . With this analysis, a methodology exists to perform accurate turbulence measurements in incompressible and compressible flows.
Introduction
The quantification of turbulence levels in wind tunnels is very important as many flow phenomena are very sensitive to this quantity (Ol et al. 2005) . Knowing the turbulence level allows for the comparison of results measured in different facilities and to set the inflow conditions for numerical flow simulations. The turbulence level Tu is usually described by the standard deviation of the fluctuations of the streamwise velocity component normalized by the mean streamwise velocity where the standard deviation is computed from the ensemble of velocity measurements
(1) Tu = � � u � 2 � ∕⟨u⟩ with ⟨u⟩ being the mean velocity of an ensemble of independent and uncorrelated measurements. Accurate turbulence measurements require a measurement system that has an uncertainty that is well below the velocity fluctuations of interest. Additionally, the measurement volume that each velocity vector is estimated from must be small compared to the size of the smallest turbulent structures. Furthermore, the number of samples N must be sufficiently large to ensure that the average velocity is fully converged. Hot-wire probes are well suited for (2)
precise velocity measurements with high temporal resolution (Alfredsson et al. 1988; Hutchins et al. 2009; Hultmark et al. 2013 ). However, hot-wires have several drawbacks.
To mention a few, they are intrusive measurement methods, results can be biased if other velocity components also have large fluctuations, temperature fluctuations influence the results, and extracting the velocity from the measured signal requires knowledge about the flow density. Furthermore, at supersonic Mach numbers, the shock waves generated by the probe will influence the measurement. Therefore, the application of hot-wire probes is usually limited to incompressible flow. A non-intrusive alternative measurement technique is the Laser-Doppler velocimetry (LDV) (George and Lumley 1973; Shirai et al. 2006 ). Due to its working principle LDV does not require knowledge about the flow density and is, therefore, suited for measurements in compressible flows even in the case of temperature fluctuations. Hot-wire probe and LDV are measurement techniques with the capability of high temporal resolution, however, they only provide point-wise information about the flow. To analyze the spatial organization of turbulent structures planar or volumetric measurement techniques are needed. Particle image velocimetry (PIV) provides such spatial information which corresponds up to MHz sampling locally taking the convection velocity into account. However, PIV is known to have higher measurement uncertainties than hot-wire probes and LDV, in general (Wilson and Smith 2013; Neal et al. 2015; Timmins et al. 2012) . Although systematic errors would not affect the estimation of Tu, according to Eq. (1), it is important to quantify random errors, since they increase the estimated velocity fluctuations. This is discussed in detail in Sect. 3.5. It was already shown in the past that time-resolved sequences of PIV and particle tracking velocimetry (PTV) recordings allow for improved measurement uncertainty (Hain and Kähler 2007; Schröder et al. 2015; Cierpka et al. 2013; Sciacchitano et al. 2012; Willert et al. 2018; Scarano and Moore 2012) . However, time-resolved measurements are limited to flow velocities around 10 m/s, for a recording rate in the low kHz range. In order to achieve several 100's of kHz, as needed for a detailed analysis of supersonic flows, the number of images and/or the image size is usually rather limited (Wernet and Opalski 2004; Beresh et al. 2017) . Furthermore, reliably estimating flow statistics from time-resolved measurements requires very long sequences leading to an amount of data that is challenging to handle and to evaluate.
The aim of this work is to investigate the capability of double-pulse PIV/PTV to estimate the wind tunnel turbulence level for free-stream velocities between u ∞ = 100 m/s and 600 m/s. Since velocity fluctuations on the order of 1% are expected, the measurement uncertainty should be well below that value. In the case of PIV/PTV, the measured displacement fluctuations x � = x − ⟨ x⟩ are a combination of the actual velocity fluctuations u � = u − ⟨u⟩ and the random error of the displacement measurement, characterized by its standard deviation x . For small amounts of loss-of-correlation due to out-of-plane motion and for small gradients, the measurement uncertainty is independent of the shift vector length. Thus, both add up to the measured fluctuations as follows:
where M is the optical magnification and t stands for the time separation between the double images. To ensure highly accurate measurements with PIV/PTV t must be optimized to maximize the dynamic velocity range (Adrian 1997) . On the one hand, the particle image displacement on the camera sensor must be large to achieve low relative measurement uncertainty (Scharnowski and Kähler 2016a) . On the other hand, the particle displacement on the physical plane must be small to avoid loss-of-pairs due to out-of-plane motion as well as filtering effects due to gradients (Scharnowski and Kähler 2013; Scharnowski et al. 2017 ).
To perform reliable turbulence level estimations by means of PIV/PTV, the measurement setup and the evaluation procedure must be selected carefully to minimize the measurement uncertainty. In the following the test facility, the measurement setup and the data evaluation are described in detail. Further on, the effect of the particle image displacement and the interrogation window size on the estimated turbulence level is evaluated. Finally, conclusions are drawn from the presented results.
Measurement setup
The measurements were performed in the trisonic wind tunnel at the Bundeswehr University in Munich (TWM). The TWM facility is a blow-down type wind tunnel with a 300 mm wide and 675 mm high test section, as shown in Fig. 1 . The facility is discussed in detail in Bolgar et al. (2018) . Two adjustable throats, the Laval nozzle upstream of the test section and the diffuser further downstream, enable an operating range of Mach numbers from 0.2 to 3.0. The facility has two tanks that can be pressurized up to 20 bar above ambient pressure, holding a total volume of 356 m 3 of dry air. To control the Reynolds number, the total pressure in the test section is varied between 1.2 and 5 bar. The wind tunnel working range with respect to Reynolds number and Mach number is illustrated in Fig. 2 . The smallest possible cross section of the diffuser defines the lowest Mach number and
1 Page 4 of 12 the smallest cross section of the Laval nozzle defines the highest Mach number. The upper Reynolds-number limit is determined by the maximum total pressure of p 0 = 5 bar and the lower Reynolds number is limited by p 0 = 1.2 bar for subsonic flow and an increasing pressure, that allows for adaptive nozzle conditions, for supersonic flow. To characterize the wind tunnel, PIV measurements were performed for 9 different Mach numbers ranging from Ma = 0.3 to 3.0. For the PIV measurements, the flow was seeded with Di-Ethyl-Hexyl-Sebacat (DEHS) tracer particles with a mean diameter of 1 μm , as described by Kähler et al. (2002) . The size of the tracers is a compromise between visibility and the ability to follow the flow. The response time of these droplets is about 2 μs (Ragni et al. 2011), which is considered to be sufficient for investigations at the selected Mach and Reynolds numbers since no strong turbulent fluctuations are to be expected in the free-stream. The tracers were illuminated by a 500 μm thick light sheet in a horizontal plane at the center of the test section. The scattered light of the tracer particles was imaged onto the sensor of a sCMOS camera with double image capability and global shutter by means of a 100 mm lens in combined with a 2× tele-converter. The f-number of the lens aperture was set to 8 in order to reduce aberrations and to ensure sufficiently large particle images. Double images were recorded at a frequency of 15 Hz. The resulting size of the field of view is 26 mm × 22 mm and the resulting scaling factor is 10.4 μm/pixel. With this PIV setup, a mean particle image diameter of about 3.4 pixel was achieved. From the auto-correlation function of the images a background noise level with a standard deviation of about 50 counts was estimated with the method presented in Scharnowski and Kähler (2016b) . This noise level leads to a loss-ofcorrelation due to image noise of F ≈ 0.91 and to a signalto-noise ratio of SNR ≈ 3.2 , which is considered to be well suited for accurate PIV evaluation, according to Scharnowski and Kähler (2016b) . Figure 3 shows a small section of a typical PIV image pair and the corresponding correlation function. It can be seen from the image that most particle images can be paired although the mean displacement was set to ⟨ x⟩ = 100 pixel. Consequently, a correlation function with a well detectable peak was computed. 
Wind tunnel stability
The run time of the TWM facility is limited by the mass of pressurized air in the holding tanks. Depending on the mass flow, which is a function of the Mach number and the Reynolds number, the usable run time is between 50 s and 3 min for the analyzed configurations, refer to Fig. 2 . At the beginning of a wind tunnel run the control valve (see. Fig. 1 ) opens quickly until the desired total pressure is reached and thereafter opens contentiously to compensate for the decreasing pressure in the holding tanks. The control valve's motion is controlled in a closed loop to hold the total pressure constant, which is measured in the settling chamber. Figure 4 illustrates the resulting pressure fluctuations in the test section of the facility. The figure clearly shows that high fluctuations occur in the beginning of each run where the reservoir pressure is close to 20 bar. Thereafter, the fluctuations decrease and stay at a rather constant level of about 1 to 1.3% until the reservoir pressure drops to a pressure of 5 bar. At the end of the wind tunnel run the pressure fluctuation are the lowest because the control valve is open fully and most sensitive. The duration of rather constant pressure fluctuations is the usable measurement time during which the presented data was acquired.
Effect of number of recordings
Estimating statistics of turbulent flows by means of PIV measurement with a relatively slow acquisition rate requires a certain number of recordings (Kähler et al. 2006 (Kähler et al. , 2016 . Figure 5 shows how the turbulence level estimation depends on the number of PIV recordings evaluated. The markers in the figure represent the spatially averaged turbulence level within the field of view with respect to the number of PIV recordings. The error bars correspond to the standard deviation of the spatial variation of the estimated turbulence level. It is evident from Fig. 5 that the spatial variation decreases with increasing number of recorded images, as expected. Furthermore, the estimated turbulence level changes with increasing number of recordings, especially for Ma = 0.3 . For 100 vector fields or more the value is reasonably converged for the present experiment. To ensure reliable results, 1000 PIV double images were recorded for the t variation in the following section. For the variation of the Reynolds number and the Mach number, 500 recordings were measured for all datasets.
Effect of t and window size
To analyze the effect of the time between the double images t and the squared interrogation window size D I on the estimated turbulence level, these parameters were varied for a Mach number of Ma = 0.3 and a total pressure of p 0 = 1.5 bar. Based on the findings of Sect. 3.2, 1000 double images were recorded for nine different t between 0.2 μs and 20 μs , corresponding to a mean particle image shift between x ≈ 2 pixel and 200 pixel. The PIV recordings were evaluated using state-of-the-art PIV software from LaVision GmbH (DaVis 8.3) including multi-pass image deformation and Gaussian window weighting. The final window size was varied between 12 × 12 pixel and 64 × 64 pixel. For a window size of 12 or 16 pixel no window overlap was applied, while for larger D I a window overlap of 50%was used.
The results for the variation of the particle image shift x and different interrogation window sizes D I are illustrated in Fig. 6 by means of example velocity fields. For each column in the figure the same PIV recordings were evaluated. It can be seen from the top left image in the figure, that with decreasing displacements and decreasing interrogation window size the noise is amplified. It is obvious that under these conditions the measurement uncertainty is too high to reliably estimate the velocity fluctuations. For increasing x as well as for increasing D I the vector fields appear much smoother and are, therefore, better suited for turbulence level estimations. The fields are less noisy because the uncertainty of the estimated velocity is reduced by the decreased absolute uncertainty of the particle image displacement Δx (in the case of larger D I ) or by decreased relative shift vector uncertainty due to enlarged mean displacement ⟨ x⟩ . However, care must be taken when increasing x or D I for two reasons. First, the larger the particle image displacement becomes the higher is the risk of introducing bias errors due to curved streamlines, which are not captured in double-pulse PIV experiments (Scharnowski and Kähler 2013) . These bias errors would also affect the Tu estimation, since they vary within the flow field. Second, larger interrogation windows cause increased spatial low-pass filtering of the velocity field, leading to smoothed results which might filter out small-scale turbulent structures . To minimize these two effects, a small field of view was selected such that the interrogation window sizes as well as the particle image displacement are small when projected on the measurement plane.
How the combination of the different t is used to determine the turbulence level is discussed in detail in Sect. 3.5, together with a discussion on the effect of spatial filtering due to the window size. 
Peak locking
One important error source that must be considered for PIV and PTV measurements is the so-called peak-locking effect (Raffel et al. 2018) . Peak locking is a bias error that shifts the estimated displacement values towards the closest integer pixel positions and is caused by very small particle images. In the case of peak locking, the probability density function of the displacement shows peaks at integer pixel values (Kähler 1997; Christensen 2004; Overmars et al. 2010; Raffel et al. 2018) . As a result, the velocity is overestimated or underestimated depending on the sub-pixel length of the shift vector on the image plane.
To evaluate the significance of the peak-locking effect for a specific measurement, it was demonstrated in Nerger et al. (2003) that velocity histograms for measurements with different t differ strongly in the case of peak locking. Only if peak locking is negligible the velocity histograms appear similar as only the random error varies. For reliable velocity measurements it is important to avoid peak locking during the data acquisition using appropriate optical setups (Michaelis et al. 2016; Kislaya and Sciacchitano 2018 ), short observation distances or cameras with small pixel size.
For the here presented PIV images, peak locking was prevented by using a high-quality lens in combination with a short working distance and a camera sensor with a small pixel pitch. To prove that the data is not biased by peak locking, Fig. 7 shows the histogram of the sub-pixel streamwise displacement computed from 1000 velocity fields with a mean displacement of ⟨ x⟩ ≈ 100 pixel and an interrogation window size of 32 × 32 pixel. With peak locking, the histogram would show higher probability for displacements close to 0 or 1 pixel. Instead the histogram in Fig. 7 has a flat distribution, proving the absence of peak locking.
Turbulence level estimation
The turbulence level combines all possible velocity fluctuations in a single value. For a Gaussian distribution of the velocity fluctuations the standard deviation is sufficient to fully describe the probability of all velocities. To verify that the distributions are indeed Gaussian, the histogram of the velocity fluctuations is illustrated in Fig. 8 for different mean shift vector lengths ⟨ x⟩ . The figure shows that all tested particle image displacements result in smooth histograms without multiple peaks. This confirms again the absence of peak locking. The differences in the distribution widths are caused by the measurement uncertainty according to Eq. (3).
Since the different x result in different distributions of the velocity fluctuations, the question arises which shift is suitable for the determination of the turbulence level. Unfortunately, there is a risk that none of the individual x values is suitable. This is because the measurement uncertainty is unknown in general. To overcome this issue, all the different data sets can be combined to extract the unknown measurement uncertainty. Dividing Eq. (3) by the mean displacement squared ⟨ x⟩ 2 results in the following relation:
where ⟨ x ′2 ⟩ measured and ⟨ x⟩ are known but Tu and x are unknown.
Since several value pairs are available for the mean shift vector and the measured fluctuations, the unknown Tu and Eq. (4). Values for the fit-parameters Tu and x are given in the figure. As expected, the estimated turbulence level increases with decreasing interrogation window size indicating that some of the turbulent structures are smaller than the interrogation windows. However, since the changes in the Tu values are very small it can be concluded that most structures are larger than 64 pixel ( = 670 μm ). Furthermore, the PTV results, which do not suffer from spatial low-pass filtering, confirm the PIV results of the smallest tested interrogation windows.
For the particle tracking velocimetry (PTV) evaluation, the 2D locations of the particle images was identified by applying 2D Gaussian fitting functions to the particle images, rejecting particle images that exceed a defined intensity threshold or min/max pixel size. The tracking of corresponding particle image pairs was performed by a non-iterative double frame particle tracking approach (Fuchs et al. 2017 ). Due to the high seeding concentration which was optimized for PIV, overlapping particle images appear frequently. This has a strong effect on the measurement uncertainty . Furthermore, it has to be taken into account that PIV requires just one peak center estimation while PTV requires two, which raises the uncertainty in this PTV evaluation.
Besides the turbulence level, the fitting parameters in Fig. 9 also provide the measurement uncertainty x . As expected the measurement uncertainty increases with decreasing window size. For the PTV evaluation x is slightly larger than for PIV, due to the aforementioned reasons.
In the last years several approaches for determine the uncertainty of PIV measurements were developed (Xue et al. 2015; Wieneke 2015; Timmins et al. 2012; Sciacchitano et al. 2013 Sciacchitano et al. , 2015 Sciacchitano and Wieneke 2016; Neal et al. 2015; Wilson and Smith 2013; Charonko and Vlachos 2013; Christensen and Scarano 2015) . If the uncertainty of the PIV velocity fields is known a variation of t is not necessary for the estimation of Tu, in principle. However, the different approaches seem to have varying sensitivities and result in different uncertainty bounds. A variation of t is more complex than a single measurement but the present analysis indicates that this is a reliable way.
Wind tunnel characterization
Based on the presented sensitivity analysis, the parameters for a reliable estimation of the wind tunnel turbulence level over the full range of possible Mach numbers and Reynolds numbers were selected. To minimize the wind tunnel run time, only one run with 500 densely seeded image pairs and a particle image shift of ⟨ x⟩ ≈ 100 pixel was performed for each wind tunnel condition. According to the findings in Fig. 9 , a direct estimation of the turbulence level from only one x is possible for such a large mean particle image shift. The PIV images were evaluated with a final interrogation window size of 32 × 32 pixel. Due to the slightly higher measurement uncertainty of PTV at densely seeded flows it was decided to use PIV for further evaluation. Alternatively, lower seeded images could be evaluated with PTV but to reach the same statistical convergence of the higher seeded flow more wind tunnel blow downs (and refills) would be needed.
The resulting turbulence levels are shown in Fig. 10 . It can be clearly seen from the figure that the total pressure p 0 and thus the Reynolds number have only a minor effect on the velocity fluctuations. However, the Mach number clearly influences the turbulence level. With the exception of Ma = 0.9 the turbulence level decreases monotonically with increasing Mach number and reaches a value of Tu = 0.45% for Ma = 3.0 . These results are in agreement with the findings in Scharnowski et al. (2017a) , where a turbulence level of Tu < 1.5% at Ma = 0.8 was reported from PIV measurements using only one t and a significantly coarser spatial resolution.
Besides the fluctuations of the streamwise velocity component u, the spanwise v and the vertical w components were computed. While v could be analyzed from the same field of view, w was measured in an additional streamwise-vertical plane. Figure 11 summarizes the turbulence intensities for the different velocity components. It can be seen that the fluctuations of the spanwise and the vertical velocity component are slightly larger than for the streamwise one. 
Spectral analysis
The velocity fields measured with PIV suffer from poor temporal resolution, since the acquisition rate was only 15 Hz, however, the small field of view and the relatively large camera sensor results in a high spatial resolution. The spatial information of the PIV results can be used to perform spectral analysis in time by applying Taylor's hypothesis of frozen turbulence (Taylor 1938) . This is done by multiplying the spatial frequencies with the mean velocity. Figure 12 shows the power spectral density PSD pre-multiplied with the frequency as a function of the frequency for a Mach number of 0.3 and a variation of the mean particle image shift ⟨ x⟩ . The PSD was computed from vector fields based on an interrogation window size of D I = 64 pixel with 50% overlap using the method of Welch (1967) and averaging the spectra of each streamwise line from 500 velocity fields. It is important to note that only the high-frequency end could be extracted from the PIV results since the field of view is relatively small. The highest resolved frequency is the mean velocity divided by two times the interrogation window size which is 75 kHz. The PSD can be computed for frequencies up to 150 kHz because the velocity data is oversampled due to the window overlap. However, it is important to note that the PSD for frequencies higher than the mean velocity divided by 2D I is within the noise floor. Thus, the resolved frequencies range from 5 to 75 kHz, which corresponds to a wavelength range of 1.3 mm to 20 mm. The variation of ⟨ x⟩ in Fig. 12 illustrates how the measurement noise contributes to the spectrum. It can be concluded that the random error mainly acts on high frequencies, as expected from the vector fields in Fig. 6 .
The variation of the Mach number in Fig. 13 shows a similar trend for the subsonic Mach numbers, but the frequencies are shifted to higher values since the mean velocity increases. For the supersonic cases, a local peak seems to develop at high frequencies with increasing Mach number. This peak might be due to small-scale turbulent structures or due to increasing measurement uncertainty. 
Summary and conclusions
The turbulence level of the trisonic wind tunnel Munich was determined to be Tu = 1.9% for a Mach number of Ma = 0.3 and it decreases with increasing Mach number to Tu = 0.45% for Ma = 3.0.
From the sensitivity studies in Sect. 3 it can be concluded that, PIV and PTV are well suited to reliably estimate wind tunnel turbulence levels even in the case of compressible flows with significant temperature fluctuations under the following conditions: -The PIV interrogation window size D I projected on the measurement plane must be small compared to the dominant turbulent structures. Otherwise the application of PTV is recommended. -The particle image displacement x must be large on the image plane to reduce the relative uncertainty. -In contrast, the particle displacement on the measurement plane must be small to avoid bias errors due to velocity gradients. Which means the magnification must be sufficiently large. -A variation of the particle image displacement x allows to determine the measurement uncertainty. -A variation of the interrogation window size D I allows bias errors due to spatial filtering to be detected.
If these conditions are not fulfilled, turbulence intensities can easily be estimated incorrectly. On the one hand, the measurement uncertainty increases the estimated fluctuations and on the other hand, the interrogation window size acts as a spatial low-pass filter and decreases the estimated values. Thus, for the case of an unknown turbulent flow and an unknown measurement uncertainty, there is no way of even knowing whether the actual value is underestimated or overestimated, if only one combination of t and one D I is used.
To avoid time-consuming and expensive variations of t the turbulent structures must be well resolved, such that a large displacement on the image plane as well as a large interrogation window can be used. Thus, for accurate PIV/ PTV measurements it is recommended to use camera sensors with large number of pixels or multiple camera approaches which allow for high resolution and large dynamic spatial range at the same time. Finally, a variation of the interrogation window size is always recommended to achieve confidence on the estimated results. 
Fig. 13
Power spectral density of the normalized velocity fluctuations for different Mach numbers. The total pressure is 1.5 bar for Ma < 1 and for the supersonic cases the lowest pressure was analyzed (compare Fig. 2) 
