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Abstract
Title: Preference Elicitation with Argument-Based Machine Learning
We have developed a novel method for determining people’s preferences
based on their explanations of visual data. To this end, we have extended the
existing framework for argument-based machine learning (ABML), which in-
cludes argument-based rule learning and an interactive knowledge refinement
loop, with a recommendation engine and a pipeline based on convolutional
neural networks to obtain interpretable data from images. We have devel-
oped an interactive application inspired by ABML to determine users’ dating
preferences. To enable a user to argue and explain his preferences based on
image data, we introduced a novel approach where the user explains his pref-
erences by drawing rectangles to select a part of the image he likes or dislikes.
The ABML knowledge refinement loop allows the user to focus on the most
critical parts of the current knowledge base and helps the user to adequately
explain selected relevant examples—in our case, images.
We have shown experimentally that the new approach to preference elic-
itation allows successful preference elicitation when it comes to dating. All
users found the final selection of images useful, and the selection of images
that the user is likely to prefer gradually improved during the interaction.
The identified preferences of each user of the application are presented as a
rule-based model that helps to quickly find images according to the user’s
taste. We have shown that this rule model is easy to interpret. All partici-
pants found that most of the rules in the final model matched their prefer-
ences.
The beauty of our approach to preference elicitation is that, at least in
principle, we can address any domain that can be represented by images,
where people can explain which parts of the image they like or dislike, pro-
vided that it is possible to obtain meaningful attributes from images.
Keywords
knowledge acquisition, preference elicitation, argument-based machine learn-
ing, convolutional neural networks, weakly supervised object localization, trans-
fer learning, online dating
Povzetek
Naslov: Ugotavljanje preferenc z uporabo argumentiranega strojnega učenja
V magistrskem delu smo razvili novo metodo za določanje uporabnikovih
preferenc, ki temelji na analizi slik in uporabnikovih argumentov o slikah.
V ta namen smo razširili obstoječe ogrodje za argumentirano strojno učenje
(ABML), ki vključuje argumentirano učenje pravil in interaktivno zanko za
zajemanje znanja. Zanka vključuje priporočilni sistem in cevovod, ki temelji
na konvolucijskih nevronskih mrežah, s katerimi iz slik dobimo atribute, ki
jih je mogoče interpretirati. Za namen določitve preferenc uporabnikov smo
razvili interaktivni vmesnik, ki sloni na metodi ABML. Uporabniku smo
omogočili, da lahko svoje preference utemelji in pojasni glede na atribute na
sliki. Za ta namen smo uporabili nov pristop, pri katerem lahko uporabnik
svoje preference razloži z označevanjem delov slike. S pravokotnikom lahko
izbere del slike, ki mu je všeč ali ne. Zanka za zajemanje znanja ABML
uporabniku omogoča, da se osredotoči na najbolj kritične dele trenutne baze
znanja in mu pomaga, da ustrezno razloži izbrane slike.
S tremi udeleženci smo izvedli poizkuse v domeni slik ljudi in tako poka-
zali, da nov pristop omogoča uspešno pridobivanje uporabnikovih preferenc.
Vsem udeležencem se je zdel končni izbor slik uporaben. Število všečkov slik,
ki jih je predlagala metoda, se je postopoma izbolǰsevalo. Končne preference
vsakega uporabnika aplikacije so predstavljene kot model, ki temelji na pra-
vilih in pomaga hitro najti slike, ki ustrezajo uporabniku. Pokazali smo, da
je ta model pravil enostavno interpretirati. Vsi udeleženci so ugotovili, da se
večina pravil v končnem modelu ujema z njihovimi preferencami.
Prednosti obravnavanega pristopa pri ugotavljanju preferenc je v širini
spektra, ki ga pokriva. Načeloma je z njim mogoče nasloviti katero koli
domeno s slikami. Da je uporaba tega pristopa smiselna, morajo biti upo-
rabniki zmožni pojasniti, kateri deli slike so jim všeč ali ne, hkrati pa mora
biti uresničen pogoj, da je iz slik mogoče pridobiti smiselne atribute.
Ključne besede
zajemanje znanja, ugotavljanje preference, argumentirano strojno učenje, kon-
volucijske nevronske mreže, šibko nadzorovana lokalizacija objektov, prene-
seno učenje, spletno iskanje partnerjev
Razširjeni povzetek
V tem poglavju so predstavljene in povzete poglavitne ugotovitve magistr-
skega dela.
I Uvod
Iskanje uporabnikovih preferenc srečamo skoraj povsod. Spletne platforme,
ki ponujajo ogled televizijskih serij in filmov, želijo poiskati in ponuditi čim
več vsebin, ki sovpadajo z interesi uporabnikov. Na ta način ponudnik doseže,
da se storitev uporablja dlje in pogosteje. Spletni iskalniki beležijo informa-
cije o stvareh, ki jih uporabnik ǐsče na spletu. Na podlagi predhodnih iskanj
postreže z oglasi, ki so prilagojeni posameznikovim interesom.
Določena področja so težje opisljiva, pojasnjevanje preferenc pa komple-
ksneǰse. Do težav pride, ko želimo pridobljeno znanje o uporabniku pred-
staviti v razumljivi obliki. Posameznik težko izraža svoje splošne preference
glede oblačil, hrane ali ljudi, ki so mu všeč ali ne, enostavneǰse je opredelje-
vanje na podlagi posameznega primera. Slikovno gradivo je dobro orodje za
ponazoritev preferenc, saj lahko uporabnik pokaže na lastnost, ki mu je všeč
ali ne.
V magistrskem delu je predstavljen proces učenja uporabnikovih prefe-
renc, ki poteka na področju vizualne podobe človeških obrazov. Zanimalo
nas je, kakšne osebe so uporabniku všeč. Za ta namen je bil narejen preprost
vmesnik, ki na podlagi uporabnǐske interakcije gradi učni model. Tak model
zna napovedati uporabnikove preference in obrazložiti svoje odločitve.
i
ii
Za interakcijo smo uporabili ogrodje argumentiranega strojnega učenja
(ABML), ki združuje metode strojnega učenja s tehnikami argumentiranja
[1]. Z argumenti lahko uporabniki utemeljujejo, zakaj jim je posamezen učni
primer všeč ali ne. Do nedavnega so bili argumenti omejeni na numerične
podatke, tehnologija za pridobitev informacij iz slik pa ni bila dovolj napre-
dna. V delu smo za pridobitev informacij iz slik uporabili metode globokega
učenja. Te informacije smo potem aplicirali kot vhodni podatek za ABML.
Uporabniku je potrebno označiti le del slik in ne celotnega nabora podatkov.
V nadaljevanju je predstavljen nov vizualni način argumentiranja posameznih
slik, ki ga omogočajo globoki modeli. Uporabnik lahko na kritični sliki izbere
del, ki mu je všeč, izbrana sekcija pa se nato prevede v ustrezen argument na
nivoju algoritma za učenje pravil. Predstavljena metoda tako ustvari pove-
zavo med globokimi modeli (nerazložljive napovedi) in algoritmom za učenje
pravil (razložljive napovedi). S tem se nauči razložljivih uporabnikovih pre-
ferenc, hkrati pa posamezniku prinese prijazno uporabnǐsko izkušnjo.
Metoda je dovolj splošna, da se lahko uporabi tudi na drugih domenah
s slikami, ki vsebujejo označbe na nivoju slike. ABML tako razširimo tudi
na te domene – preǰsnji poizkusi so bili omejeni na numerične podatke. Za
potrebe učenja v ABML dodamo tudi priporočilni sistem. Ta nam v fazi
učenja priporoča najbolǰse slike za izbolǰsanje hipoteze, v končni fazi pa pri-
poroča najbolǰse slike, ki najbolj ustrezajo naši hipotezi o uporabnikovih pre-
ferencah. Postopoma si ogledamo globoke konvolucijske mreže za pridobitev
atributov iz slike, metodo ABML in na koncu evalvacijo metode.
II Konvolucijske nevronske mreže
Nevronske mreže so učni model. Cilj takega modela je modelirati funkcijo
f ∗, ki se čim bolj prilega učnim podatkom. Nevronska mreža je sestavljena
iz mreže enot oziroma nevronov. Na Sliki 2.1 je prikazan primer nevronske
mreže. Vsak nevron sprejme vrednosti nevronov (tj. aktivacija nevrona) iz
preǰsnjega nivoja mreže in izračuna lastno aktivacijo. Aktivacije vhodnega
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nivoja mreže nastavimo na atributne vrednosti primera, ki ga želimo kla-
sificirati. Aktivacija preostalih nivojev se izračuna kot utežena vsota vseh
vhodnih aktivacij nevronov (Enačba 2.1), h kateri se prǐsteje še konstantni
člen. Pridobljena vsota se nato transformira z nelinearno aktivacijsko funk-
cijo. Enačba 2.2 prikazuje funkcijo ReLU, ki je ena izmed pogosteje upora-
bljenih aktivacijskih funkcij. Izhodni nivo mreže nato poda končne vrednosti
– napoved, ki klasificira vhodni primer.
Učenje nevronske mreže predstavlja iskanje vrednosti utežem in konstan-
tnim členom. Te vrednosti želimo nastaviti tako, da izhodne napovedi čim
bolj ustrezajo dejanskim vrednostim učne množice. Potrebno je določiti krite-
rijsko funkcijo, ki definira razdaljo med napovedmi in dejanskimi vrednostmi.
To funkcijo nato optimiziramo z gradientnim sestopom, ki potrebuje gradi-
ent za vsako utež v mreži. Za izračun teh gradientov uporabljamo algoritem
vzvratnega razširjanja napake.
Konvolucijske nevronske mreže so mreže, ki vsebujejo konvolucijske ni-
voje. Ti uporabljajo konvolucijo na mestih, kjer bi pri splošnih nevronskih
mrežah uporabljali matrično množenje [2]. Posebnost takih nivojev je, da
se naučijo lokalnih vzorcev in so tako bolj primerni za uporabo s slikami.
Če uporabimo več takih konvolucijskih nivojev zaporedoma, se lahko naučijo
hierarhije vzorcev. Tako se lahko prvi konvolucijski nivo nauči zaznavanja
robov obraza, naslednji nivo se na podlagi predhodnih značilk nauči zazna-
vanja kompleksneǰsih vzorcev (npr. oko, uho ...) itd. Naučeni vzorci so
pozicijsko neodvisni, mreža lahko zazna naučen vzorec kjer koli na sliki [3].
Uporaba teh vzorcev za zaznavanje je predmet metod za šibko nadzoro-
vano lokalizacijo objektov (angl. Weakly Supervised Object Localization).
Metode lahko zgolj na podlagi označb (atributov) na nivoju slike podajo pri-
bližno lokacijo atributa [4]. Za ta namen naučimo konvolucijsko nevronsko
mrežo, ki klasificira slike v podane atribute. Nato uporabimo aktivacije po-
sameznih nevronov (notranje stanje), ki se aktivirajo ob napovedi posamezne
slike, da zgradimo aktivacijsko masko za posamezno sliko in posamezen atri-
but. Vsakemu atributu na nivoju slike pripada ena aktivacijska maska. Na
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desni strani Slike 2.2 vidimo primer take aktivacijske maske. Deli slike, ki
so bolj rdeči, predstavljajo večjo pomembnost tega dela pri napovedovanju
atributa Smiling. Deli, ki so bolj modri, predstavljajo manǰso zastopanost
tega dela slike pri napovedovanju atributa.
V nadaljevanju magistrskega dela je predstavljena metoda CAM (Class
Activation Mapping) [5], ki se uporablja za pridobivanje aktivacijskih mask.
Metoda CAM je omejena, zato predstavimo tudi metodo Grad-CAM (Gradient-
weighted Class Activation Mapping) [6], ki je bolj splošna. Metoda Grad-
CAM uporabi gradiente v zadnjem konvolucijskem nivoju za izračun posame-
znih uteži. Pridobljene uteži se potem uporabijo za izračun vsake posamezne
slikovne točke aktivacijske maske. Vsaka taka točka se izračuna kot linearna
kombinacija uteži z aktivacijsko masko iz zadnjega konvolucijskega nivoja
(Enačba 2.6). Pridobljena aktivacijska maska ustreza velikosti tiste, ki se
nahaja v zadnjem konvolucijskem nivoju. Potrebno jo je razširiti na velikost
slike, da pride do prekrivnosti elementov, s tem pa lahko obelodanimo dele,
ki so pomembni za napoved atributa.
III Argumentirano strojno učenje
Argumentirano strojno učenje združuje strojno učenje s koncepti argumen-
tiranja [1]. V ozadju se uporablja algoritem za učenje pravil ABCN2, ki
operira s pravili tipa:
IF pogoj THEN razred = oznaka razreda BECAUSE {argument}
Ta nam pove, da je v primeru, ko pogoj velja, razred enak oznaki razreda.
Ta pogoj je lahko dodatno obrazložen z argumentom, ki utemelji, zakaj
je to res. Argument doda uporabnik, kadar obrazloži kritični primer. To je
primer, ki ga trenutna hipoteza o uporabnikovih preferencah ne zna dobro
napovedovati.
Kritične primere se najde v postopku interaktivne zanke za zajemanje
znanja ABML [7] (Slika 3.1), ki skrbi za interakcijo med uporabnikom in
v
algoritmom. Zanka v vsaki iteraciji postavi hipotezo o uporabnikovih prefe-
rencah in poǐsče morebitne kritične primere. Če kritični primeri obstajajo, se
uporabnika vpraša za obrazložitev njegove odločitve (argument). Po vnosu
argumenta (v našem primeru izbere del slike, ki mu je/ni všeč) algoritem
preveri, ali obstajajo t. i. protiprimeri – primeri, ki so zajeti z argumenti,
vendar z nasprotnim razredom. Če protiprimeri obstajajo, se uporabnika
vpraša za posodobitev argumentov, ki poteče na podlagi najdenih protipri-
merov. Kadar protiprimerov ni, se postavi nova hipoteza in zanka gre v novo
iteracijo.
V poglavju 4 je predstavljen cevovod, ki je namenjen:
• napovedovanju atributov iz slik, ki bodo kasneje vhodni podatek za
ABML;
• lokalizaciji napovedanih atributov na sliki, ki se nato uporabi za prepo-
znavanje atributov na delih slike, ki jih je uporabnik izbral na kritični
sliki.
V delu uporabljamo nabor podatkov CelebA [8], ki vsebuje 203 tisoč slik
znanih oseb, pridobljenih iz interneta (Slika 4.5). Vsaka slika je označena s
40 atributi (npr. Big Lips, Black Hair ...) in predstavlja prisotnost oz. odso-
tnost atributa. Vsi atributi so nanizani v Tabeli 4.1. Distribucija atributov
je neuravnotežena; atribut No Beard je prisoten na 84,5 % slik in atribut
Bald je prisoten na 2.2 % slik. Med 40 atributi je 36 takih, ki so za našo
raziskavo relevantni. Te izberemo za učenje modela.
Slika 4.2 prikazuje celoten cevovod. Vhodne slike najprej obrežemo, da
vsebujejo le obraz osebe, in tako normaliziramo vhodne podatke v konvolucij-
sko nevronsko mrežo. Za napovedovanje atributov na sliki uporabimo model
VGGFace2 [9], ki je bil pred tem že naučen s pomočjo slik znanih oseb. Tu
gre za t. i. preneseno učenje (angl. transfer learning). Odstranimo mu
zadnji nivo, ki je bil namenjen originalnemu problemu, in modelu dodamo
svojo mrežo, ki napoveduje 36 atributov (arhitektura te mreže je vidna na
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Sliki 4.7). Združen model nato še enkrat naučimo na našem naboru podat-
kov. Ker je distribucija atributov neuravnotežena, poizkusimo nekaj tehnik
za uravnoteženje te distribucije: uteži na nivoju primerov, selektivno učenje
in povečanje števila učnih slik z rotacijami, sprememba kontrasta obstoječih
slik ipd.
V podpoglavju 6.2 predstavimo rezultate napovedovanja atributov. Združen
model ima uravnoteženo točnost 72,7 %. Za primerjavo lahko vzamemo naj-
bolǰsi model v sorodnih delih, ki ima uravnoteženo točnost 88,78 %. Tehnike
za izbolǰsanje uravnoteženosti atributov niso dovolj pripomogle k izbolǰsanju
naših rezultatov. Ključni razlog pripisujemo pogojni odvisnosti atributov –
kadar utežimo en atribut, hkrati utežimo tudi vse preostale atribute, ki se
nahajajo v primeru.
Druga naloga cevovoda je lokalizacija atributov. Za ta namen uporabimo
zgoraj naučen model. Za vsako sliko najprej napovemo atribute, hkrati pa
gledamo notranje aktivacije nevronov. S pomočjo metode Grad-CAM na
podlagi teh aktivacij zgeneriramo aktivacijsko masko za vsak atribut na sliki.
Masko nato pretvorimo v omejitvene okvirje (angl. bounding box). Za ta
namen v maski značilk poǐsčemo maksimalno vrednost in v okvirju zajamemo
vse vrednosti, ki so znotraj nastavljenega praga maksimalne vrednosti (Slika
4.9).
Izbran del slike uporabnika je prav tako omejitveni okvir, ki zajema za-
nimivi del slike. Izračunamo mero preseka čez unijo (angl. intersection over
union) med izbranim omejitvenim okvirjem uporabnika in z vsakim omejitve-
nim okvirjem atributa, ki se nahaja na sliki. Atribut, ki ima največji presek
čez unijo, določimo kot izbrani atribut s strani uporabnika.
Za potrebe evalvacije lokalizacije atributov s cevovodom smo ročno označili
1200 slik z omejitvenimi okvirji okoli atributov. Vseh omejitvenih okvirjev je
bilo na koncu 7200. Te okvirje smo cevovodu predstavili kot izbran del slike
s strani uporabnika in napovedan atribut primerjali s pravim atributom. V
podpoglavju 6.3 so predstavljeni rezultati te evalvacije. Kadar zahtevamo,
da napovedan atribut absolutno ustreza pravemu atributu, dobimo točnost
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20,2 %. Če omilimo zahtevo, da se napovedan atribut nahaja v isti skupini
kot pravi atribut – skupine atributov so določene glede na del obraz, kjer se
nahajajo –, potem dobimo točnost 50,4 %. Naključen model ima pri absolu-
tni ustreznosti atributa točnost 10,1 %, pri skupinski vsebovanosti atributa
pa 29,5 %.
IV Metoda argumentiranega strojnega učenja
za ugotavljanje uporabnikovih preferenc
V poglavju 5 je predstavljena zanka za zajemanje uporabnikovih preferenc.
Uporabniku se prikazujejo slike, ki raziskujejo nove atribute. Na ta način
se znanje o uporabniku širi in poglablja. Na koncu zanke želimo to znanje
izkoristiti in uporabniku prikazati slike, ki bi mu bile najbolj všeč. Celotna
zanka je prikazana na Sliki 5.1. Na začetku je tabela uporabnikovih odločitev
prazna. V prvi fazi učenja se poslužujemo hitrih primerjav. Metoda upo-
rabniku prikazuje pare slik, med katerimi izbere tisto, ki mu je najbolj všeč.
Odločitvi se lahko izogne in par preskoči (Slika 5.2). Ta faza traja toliko
časa, dokler tabela uporabnikovih odločitev ne vsebuje dovolj primerov.
V drugi fazi uporabnik vstopi v zanko za zajemanje znanja ABML. Al-
goritem ABCN2 generira hipotezo, ki se nato posreduje priporočilnemu sis-
temu. Priporočilni sistem ima dva indeksa, v katerih lahko ǐsče podobne slike.
Prvi indeks se uporablja za iskanje po slikah s podobnimi atributi. Hipotezo
ABCN2 lahko tako pretvorimo v iskalni vektor in v tem indeksu poǐsčemo
slike, ki so glede na evklidsko razdaljo med atributi najbližje. Drugi indeks
vsebuje vektorske vložitve vseh slik, ki jih dobimo iz zadnjega nivoja prej
naučene konvolucijske mreže iz našega cevovoda. Dve podobni sliki imata
podobne vektorske vložitve. Gre za pomembno lastnost, ki je razvidna iz
5.3.
Priporočilni sistem v vsaki iteraciji zanke vrne pet slik. Vsaka izmed teh
slik pripada enemu izmed treh tipov: tip najbolj ustrezne slike, tip neopti-
malne slike, tip slike, ki povečuje entropijo. Število posameznih tipov slik
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se prilagaja glede na učno časovnico. Na začetku imamo več slik, ki so ne-
optimalne in povečujejo entropijo. V kasneǰsih iteracijah se povečuje število
slik, ki so glede na hipotezo ABCN2 najbolj ustrezne. Uporabnik tako vedno
dobi pet slik, ki jih lahko posamično ocenjuje s trditvami ≫like≪, ≫dislike≪ in
≫neutral≪ (Slika 5.4). Po tem koraku se izračuna nova hipoteza, ki sproži
iskanje kritičnih primerov. Če kritični primeri obstajajo, je uporabnik preu-
smerjen na vmesnik za argumentiranje slike (Slika 5.5). Uporabnik lahko na
sliki s pravokotnikom izbere del, ki mu je ali mu ni všeč. Pod sliko se nahaja
osem trditev, ki opisujejo sliko. Trditve predstavljajo opisne atribute, ki jih
ni mogoče označiti z izbiro območja (npr. atributa Young, Male ipd.). Trdi-
tve vsebujejo tudi atribute, ki imajo slabo lokalizacijsko točnost. Uporabnik
lahko potrdi (like), zanika (dislike) ali preskoči (neutral) posamezno trditev.
Po končanem argumentiranju se izbrane regije s pomočjo cevovoda pre-
tvorijo v argumente. Algoritem ABCN2 nato poǐsče protiprimere, ki jih
izbere glede na dane argumente. Če protiprimeri obstajajo, se le-ti pokažejo
pod vmesnikom (Slika 5.6). Uporabnik lahko preǰsnje argumente popravi v
skladu z danimi protiprimeri. Ko protiprimerov več ni, nadaljujemo z nasle-
dnjo iteracijo zanke. Celotno zanko ponavljamo, in sicer dokler ne dosežemo
prednastavljenega števila iteracij.
V Evalvacija celotne metode in poizkusi z upo-
rabniki
Za potrebe evalvacije metode smo v samo zanko dodali še dva zaslona. Prvi
zaslon pokažemo uporabniku po končanem hitrem primerjanju in po končani
zanki. Na zaslonu pokažemo pet najbolǰsih slik, ki so izbrane na podlagi
hipoteze in uporabnikovih odločitev, ki jih priporoči priporočilni sistem (Slika
7.1). Uporabnik vsako sliko oceni na lestvici od 1 do 10, kjer 1 predstavlja
najslabšo in 10 najbolǰso oceno.
Drugi zaslon smo prikazali uporabniku po vsakem izmed zaključenih ko-
rakov ABML. Uporabnik med petimi slikami, ki smo mu jih pokazali v
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preǰsnjem koraku, izbere tisto, ki se mu zdi najbolǰsa. S tem želimo ugo-
toviti, ali se ponujene slike izbolǰsujejo iz iteracije v iteracijo.
Eksperiment smo izvedli s pomočjo treh udeležencev (1 ženska, 2 moška).
Prosili smo jih, da za namen eksperimenta zapǐsejo svoje preference o osebah,
ki so jim všeč. Vsak udeleženec je nato uporabil naš vmesnik za ugotavlja-
nje preferenc. Udeležence smo med izvajanjem poizkusa snemali, hkrati pa
smo v ozadju programa podrobno beležili njihove odločitve. Ob koncu eks-
perimenta smo uporabnike vprašali po njihovi izkušnji. Zanimalo nas je, ali
končne slike ustrezajo njihovim pričakovanjem, kaj jih je pri eksperimentu
presenetilo in podobno. Odzivi so natančneje predstavljeni v nadaljevanju
tega magistrskega dela. Ob koncu eksperimenta so udeleženci končni nabor
pravil (hipoteza ABCN2) ocenili s pomočjo lestvice od 0 do 2, pri čemer je
0 predstavljala pravilo, ki absolutno ne ustreza pričakovanjem, ocena 2 pa
pravilo, ki zelo ustreza pričakovanjem.
V poglavju 7 je posebej predstavljen vsak izmed eksperimentov s posame-
znim udeležencem. Izkazalo se je, da se je vsakemu izmed udeležencev zdelo,
da se slike izbolǰsujejo. Slike, priporočene na koncu zanke, so bile ocenjene
bolǰse kot tiste, ki so bile prikazane po zaključku faze s hitrim primerja-
njem. Analiza slik, ki so bile po zaključku vsakega koraka ABML izbrane
kot najbolǰse, je pokazala, da so uporabniki čedalje pogosteje izbirali tip
slike, ki najbolj ustreza trenutni hipotezi. Analizirali smo tudi čas, potreben
za vsako posamezno odločitev na vmesniku, vendar podatki ne izkazujejo
nobenega oprijemljivega vzorca.
VI Sklep
V magistrskem delu smo razvili novo metodo za določanje uporabnikovih
preferenc, ki temelji na analizi slik in uporabnikovih argumentov o slikah.
V ta namen smo razširili obstoječe ogrodje za argumentirano strojno učenje
(ABML), ki vključuje argumentirano učenje pravil in interaktivno zanko za
zajemanje znanja. Zanka vključuje priporočilni sistem in cevovod, ki temelji
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na konvolucijskih nevronskih mrežah, s katerimi iz slik dobimo atribute, ki
jih je mogoče interpretirati. Za določitev preferenc uporabnikov smo razvili
interaktivni vmesnik, ki sloni na metodi ABML.
V prvi polovici magistrskega dela je predstavljen cevovod za pridobitev
in lokalizacijo atributov iz slik. Model napoveduje atribute s 72,7-% urav-
noteženo točnostjo, kar je približno 15 % nižje od metod, ki veljajo za naj-
bolǰse. Za potrebe evalvacije lokalizacije smo s 7200 omejitvenimi okvirji
ročno označili približno 1200 slik. Ko upoštevamo, da mora biti napovedan
atribut absolutno enak pravemu atributu, ima lokalizacija atributov na našem
naboru podatkov 20-% točnost. Pri bolj ohlapni metriki, kjer zahtevamo, da
se napovedan atribut nahaja v isti skupini kot pravi atribut, dobimo točnost
50,4 %. Skupine atributov so določene glede na del obraza, kjer se naha-
jajo. Naključen model ima 10,1-% točnost pri absolutni ustreznosti atributa
in 29,5-% točnost pri skupinski vsebovanosti atributa. To nam omogoča, da
uporabnik s pravokotnikom izbere poljubni del slike, cevovod pa nato izbrani
del preslika v atribut.
V drugi polovici magistrskega dela smo implementirali metodo, ki te-
melji na zanki za zajemanje znanja ABML. Kot vhodne podatke uporablja
atribute, pridobljene iz cevovoda. V okviru te metode smo implementirali
uporabnǐski vmesnik, ki omogoča učenje uporabnikovih preferenc. Zanka vse-
buje priporočilni sistem, ki slike priporoča glede na trenutno stanje metode.
V učni fazi priporoča slike, ki poglabljajo in širijo naše znanje o uporabniku.
V zadnji fazi sistem priporoča slike, ki najbolj ustrezajo končni hipotezi.
Končne preference vsakega uporabnika aplikacije so predstavljene kot model,
ki temelji na pravilih in pomaga pri hitrem iskanju slik, ki ustrezajo okusu
uporabnika. Tak model pravil je enostaven za interpretacijo.
Za potrebe evalvacije naše metode smo s tremi udeleženci (1 ženska, 2
moška) izvedli eksperiment. Vsi udeleženci so ugotovili, da se večina pravil
v končnem modelu ujema z njihovimi preferencami, hkrati pa so opazili, da
se slike postopoma izbolǰsujejo. Prednost našega pristopa pri ugotavljanju
preferenc je v tem, da lahko vsaj načeloma naslovimo katero koli domeno s
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slikami. Da je uporaba tega pristopa smiselna, morajo biti uporabniki zmožni
pojasniti, kateri deli slike so jim všeč ali ne, hkrati pa mora biti uresničen




Preference elicitation is an everyday affair. We can spot it everywhere we go,
be it streaming services that recommend movies or search engines that serve
ads based on your previous requests. In a nutshell, it is an approximation
of the utility function of a single agent based on the most effective question-
answer process possible [10].
It can be particularly difficult to learn about a person’s preferences in
certain domains. The acquisition of knowledge is one of the perennial tasks
of artificial intelligence. This task proves to be very difficult, especially if the
goal is to acquire knowledge in an understandable form. In the development
of expert systems, this task represents a major bottleneck [11]. For example,
it is difficult for an individual to express his or her preferences in terms of
clothing, food, or the type of people he or she likes. It is difficult for each
of us to specify our preferences. However, we usually do well when we need
to explain a single example—for example, what we like about a particular
person. Also, people tend to be good at comparisons: in most cases we are
able to explain why we prefer one image over another.
The challenge we are particularly interested in is: can we learn something
about a person’s preferences or tastes when it comes to images in certain
domain? For image data we select human faces. Our goal is to develop a
user interface where users can interact with images in such a way that we
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will be able to construct machine learning models to predict the preferences
of each user. Furthermore, our goal is to obtain explainable models.
In this thesis we propose an approach to determine user preferences using
an argument-based machine learning (ABML) [12] framework. ABML is ma-
chine learning, extended by concepts from argumentation. In ABML, users
provide the knowledge in the form of arguments for the learning examples.
Users only have to concentrate on one specific case at a time and provide the
knowledge that seems relevant for that case. Arguments are therefore used as
a means to elicit some of the users’ knowledge—in our case preferences—by
explaining learning examples.
Argument-based machine learning provides an excellent interactive tool
for knowledge elicitation, but until recently the technology to extract infor-
mation from image data was not available. The main problem was: user
arguments often lead to new features (attributes) that have to be computed
(or manually entered) for all images—not only in the learning data set, but
also in new data (i.e., when the final model is used). Manual labeling is of
course not feasible. The idea of our approach is that a user can contribute
his arguments by highlighting a part of the image. If we are able to predict
with certainty which attribute of the image the user wanted to highlight, we
can use this information to find out the preferences of the users.
The extraction of meaningful data from the images is done with the
help of deep learning models. Therefore ABML is a bridge between deep
learning models, which produce incomprehensible models, and rule-learning
algorithms (in our case CN2 [13]), which produce explainable models. Fur-
thermore, we implement techniques from the field of active learning, where
only a part of the data set is used to approximate the whole data set, in
order to make the knowledge elicitation process more effective. We develop
a novel visual approach for explaining problematic examples in the ABML
knowledge refinement loop [7]. The user is able to select an image region she
likes or dislikes, and the algorithm predicts the attribute from the selected
region.
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One of the advantages of our argument-based approach is that it provides
a user feedback loop and improves the user model in the background. ABML
methods have so far been limited to numerical data. Our approach provides a
generic method for using ABML with image data. This opens up a wide range
of possibilities, such as intelligent and guided tagging of medical images, or
any other task containing images where attributes can be obtained on image
level.
This work focuses on:
• Extending existing ABML methods to use results provided by deep
learning models capable of understanding images with annotations at
the image level.
• Extension of the ABML method with a recommendation system. In-
stead of labeling the entire data set, we are able to identify the impor-
tant examples that can be explained by the user and are then used to
guide machine learning.
• Provide an easy-to-use interface for users and use a visual approach to
explain examples that are critical to improving the underlying machine
learning model.
1.1 Structure of this work
In Chapter 2 we present the convolutional neural networks (CNNs) and how
they work. In Chapter 3 we summarize the ABML method. In Chapter
4 we present a CNN pipeline, which is able to predict attributes from the
part of the image user selected. We continue with the overview of the ABML
method with a recommendation system and the structure of the CNN pipeline
in Chapter 5. We demonstrate the evaluation methodology and results in
Chapters 6 and 7. We discuss further work in Chapter 8 and conclude our
findings in Chapter 9.
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Chapter 2
Convolutional Neural Networks
In this chapter, we take a look at CNNs. First we introduce the neural net-
works and explain the layers that are interesting to us. Then we continue
with the convolutional networks and end with weakly supervised object lo-
calization (WSOL) methods, which are used in the thesis.
2.1 Neural networks
Neural networks are a learning model, the goal of which is to approximate
some function f ∗. For example, if we have a classification task that maps
an input x⃗ to a category y: y = f ∗(x⃗), a neural network defines a mapping
y⃗ = f(x⃗; θ⃗) and learns the value of parameters θ⃗ that result in the best
function approximation.
For our purposes, a neural network is a connected chain of functions that
form a network. Every function in this chain is a layer of the network. If we
have a 2-layer network f(x⃗) = f (2)(f (1)(x⃗)), the f (1) is called the first layer of
the network, and f (2) is called the second layer of the network. As the second
layer is also the last one in chain, it is considered the output layer as well.
Any layers that are between the first layer and the output layer are called
hidden layers. This is because the task does not define the output for these
layers; the output is only defined for the output layer. For example, if we
5
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Figure 2.1: An example of neural network. It has 3 inputs, a hidden layer
with 4 neurons and 2 outputs. All layers are fully connected.
have an input x⃗ with the corresponding label y, the job of the output layer
is to produce a value as close as possible to y. The output for hidden layers
is therefore not defined, and it is the job of the learning algorithm to decide
how to best use these layers to approximate f ∗. The number of layers define
the depth of the network. The models with numerous layers are considered
deep learning models. An example of a neural network can be seen in Figure
2.1.
The neural part of the neural network is a reference to neurobiology as
some central concepts in deep learning were inspired by our understanding
of the brain; however, the deep learning models are not models of our brain
[3]. We can think of the layer having many units that act in parallel, each
producing its own scalar. Each such unit resembles a neuron as it receives
inputs from other units and then computes its own output value. Suppose
a neuron receives an input vector x⃗. The neuron then weighs the input
vector with a weight vector w⃗ and adds a bias b⃗. If we stopped here, the
2.1. NEURAL NETWORKS 7
neuron would only learn linear transformations. No matter the number of
neurons, we would be constrained to a hypothesis space, which would contain
all possible linear transformations of the input data. Therefore, we apply a
non-linear activation function g to the result to extend the hypothesis space
(Equation 2.1):
h = g(w⃗T x⃗+ b⃗) (2.1)
A very commonly used activation function is ReLU (rectified linear unit),
defined by the function:
g(z) = max{0, z} (2.2)
which is applied element-wise. ReLU are nearly linear and they preserve
many properties that make models easy to optimize with gradient-based
methods [2]. Both the input vector x⃗ and the bias vector b⃗ are trainable.
Training a neural network is not much different than training any other
machine learning model. We select a cost function we want to optimize,
and due to the nonlinearity of the activation functions, we have to select an
iterative approach of optimizing the cost function. In this thesis we mostly
use a stochastic gradient descent (SGD). The weights are randomly initialized
at the beginning of the procedure. Then we feed the learning examples
(forward propagation) through the neural network and compare the output
with the ground truth. The cost function should be low when the output and
ground truth are close together and high when they are far apart. Then we
have to propagate the cost function error backwards through all the neurons.
A back-propagation algorithm is then used to compute the local gradient
efficiently for every neuron, and the SGD procedure uses this gradient to
perform learning modifying the weights.
The above paragraphs are loosely based on the book Deep Learning by I.
Goodfellow et al. [2], and for more details we direct the reader to read the
book, as more thorough explanation is outside the scope of this thesis.
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2.1.1 Layers
We have many types of different layers. In this thesis we will be using the
following layers
• fully-connected — a layer where all the neurons from one layer are
connected to every neuron in the next layer. One example of this is
seen in Figure 2.1
• dropout — a layer where we randomly drop neurons (including all con-
nections) during the training. This prevents overfitting, as the neurons
cannot rely too much on each other, making the network much more
robust [14]. The dropout layer requires a dropout rate, which is a
probability that a neuron will be dropped.
• batch normalization — a layer which applies a normalization to the
output, keeping the mean output close to 0 and standard deviation
close to 0. This improves the performance and speeds up learning of
the network.
2.2 Convolutional neural networks
In this work we want to predict attributes from an image. The image res-
olutions will be around 224x224. As every pixel contains 3 values (RGB),
we would need around 150,000 neurons just for the input layer. There is a
better way, called convolutional neural networks. CNNs are neural networks
which use convolution in place of general matrix multiplication [2]. Convo-
lution layers learn about the local patterns, while the fully connected layers
learn global patterns in their input feature space. We can imagine sliding a
small window (e.g., 4x4) through the image (left-right, top-to-bottom) and
performing convolution between the window and the corresponding image
region. The output is called a feature map, while the sliding window is called
a filter. A filter encodes a specific feature of the input data (e.g. if there is
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an eye in the picture). We could repeat the same procedure many times with
different filters obtaining different feature maps. We can stack the feature
maps into a 3D tensor. Such tensor is then the output of the convolutional
layer. The filters are trainable and can be trained with the usual procedure
of backpropagation with gradient descent. If we add multiple convolutional
layers, they can learn spatial hierarchies of the patterns. For example, the
very first convolutional layer may produce feature maps of edges, while the
second layer (using the first layer feature maps) may produce higher level fea-
ture maps, such as a presence of an ear, hair, etc. Additionally, CNNs learn
the patterns that are translation invariant, meaning if they learn a certain
feature in the middle of the image, it will be recognized in the bottom right
corner as well [3]. If we flatten the 3D tensor produced by the convolutional
layer into a 1D vector, we can use it with other layers, such as fully connected
layer.
Aside from the size, filter may also have other parameters, such as how
much it should move at each step (stride), what happens at the edge of the
images (padding) and how many filters we want at each layer. If we have too
many, the model may overfit. Convolutional layers are usually followed by
pooling layers to reduce the dimensionality of the maps. There is more theory
behind the CNNs, and if the reader wants to know more, we recommend
reading the book Deep Learning with Python by F. Chollet [3].
Now that we know how the building blocks of the CNN work, we can take
a look at the weakly supervised object localization methods, which are able
to locate a feature in the image based solely on the image-level annotations.
2.3 Weakly supervised object localization
Interpretability of a model matters. For many black box models we usually
do not know the reasoning behind the given prediction. In general this can
help us in three different stages of machine learning. When artificial intel-
ligence (AI) is weaker than humans, we are interested in identifying failure
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modes to help improve the decision making of AI. When AI is on par with
humans, we want to establish trust in the made prediction. When AI is
stronger than humans we want to help humans make better decisions [6].
Having transparent models that explain why they predict what they predict
is therefore an interesting area of research.
We want to use this interpretability to see which part of the images is
activated when predicting an attribute from the image (e.g., Black Hair or
Smiling attribute). We will later use this knowledge to construct a bounding
box around the interesting area. In a way we try to perform self-taught object
localization, a method that leverages image-level labels to localize object on
an image without object location information [4].
There are many approaches to solving this kind of localization methods;
here we focus on a weakly supervised localization. A common framework
for such methods is explained in [15]. The authors use region proposals
techniques to extract candidate regions, and then the correct localizations
are chosen among the proposed regions [16]. However, images with clut-
tered background still cause problems—one of the reasons we perform face
alignment preprocessing on images later on. We can divide the problem of
localizing object into two parts:
• Region Extraction: propose regions that contain the object
• Region Mining : perform exhaustive search in the regions to locate the
object
In computer vision they define objectness : how likely it is for an image win-
dow to contain an object [17]. Among other approaches such as visual chains
in [18], Multiple Instance Learning approaches [19], a survey of Pedestrian
Attribute Recognition problems [20] also offers a list of different methods
to find the attributes in images of pedestrians, which is quite an important
task for a video surveillance. One of the approaches for finding pedestrian
attributes is very similar to our solution [21].
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Figure 2.2: An example of a Grad-CAM class activation map generated for
Smiling attribute.
A class activation map (Figure 2.2) indicates the class-discriminative im-
age regions used by the CNN to identify the class. We use internal representa-
tion of the CNN to understand the importance of each neuron when making a
prediction. The Gradient-weighted Class Activation Mapping (Grad-CAM)
method is a strict generalization of a Class Activation Mapping (CAM)
method [5] (proof can be seen in [6]). The comparison between methods
can be seen in Figure 2.3. The CAM method requires a specific architecture
to compute a class activation map. As seen in Figure 2.3, global average
pooling (GAP) outputs the spatial average of the feature map of each unit
at the last convolutional layer. The final output is then a weighted sum of
these values.
Let the desired class-discriminative localization map be LcCAM ∈ Ru×v of
width u and height v. Let Akij represent the activation of unit k in the last




ij is then the result
of Global Average Pooling (GAP) layer for unit k. We obtain the class score
Sc for each class c with linearly transforming the values from GAP layer with
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Figure 2.3: Overview of CAM and Grad-CAM methods. Grad-CAM is a
strict generalization of the CAM method. CAM method requires the last
convolutional layer to be spatially pooled by a global average pooling layer,
which is then connected to the outputs. Grad-CAM uses gradient information
flowing into the last convolutional layer to obtain the importance of each
neuron when making a prediction [22].



















wck indicates how important the A
k feature map is for given class c. The




wck · Akij (2.4)
for each spatial point (x, y). This tells us that each unit in the last con-
volutional layer is activated by some pattern. Different groups of units are
relevant for different classes. We perform a linear combination of such ac-
tivations with corresponding weights and obtain the class activation map.
The size of a class activation map map, however, is the size of the feature
map of the last convolutional layer. In our case for a ResNet50 model (if
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we could use it with CAM method) the class activation map would result in
7x7 (u = 7, v = 7) size image. Therefore, to overlay a map with the original
image, we have to resize the resulting class activation map to the size of
original image.
The CAM method is easy to understand, but as mentioned, it has a
drawback. It is only applicable to a particular kind of CNN architecture,
which performs GAP over convolutional (feature) maps immediately prior
to prediction [6]. If the architecture does not contain GAP, then it must
be added to the network, and the whole network must be retrained. This
is inconvenient since we do not want to modify our network. Therefore, the
CAM method is not suitable for our use case.
The Grad-CAM [6] method aims to resolve this flaw. Instead of us-
ing direct weights from the feature maps and GAP layers, it uses gradient
signal—specifically, gradient information flowing into the last convolutional
layer of the CNN. This gradient is computed as the gradient of the score for
class c, yc with respect to feature maps A















we perform global average pooling on all gradients flowing back. Z is a
constant—the number of pixels in the activation map. Grad-CAM can work
with any deep CNN as long as the final yc is a differentiable function of the
activation maps Ak [22]. These weights now act similarly to the weights from
the CAMmethod, and we can define the class-discriminative localization map







ReLU function is applied to avoid taking into account negative pixels - pix-
els that have negative influence on the given class c - as the function will
only consider positive influence. In the original paper they argue that with-
out ReLU function, they see lower localization performance. It should be
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Argument-based machine learning (ABML) [1] is machine learning extended
with concepts from argumentation. Arguments allow a domain expert to
provide meaningful data to the machine learning algorithm, and in return,
the machine learning algorithm provides better results [23]. Because they
work hand in hand, the machine learning algorithm causes the expert to pass
on exactly the knowledge he finds most useful [7]. This is especially useful
for problems involving large spaces of possible hypotheses. Additionally, the
final results are explainable to the user [24].
In ABML, users provide the knowledge in the form of arguments for the
learning examples. Users only need to focus on one specific case at a time,
and provide the knowledge that seems relevant to that case. The arguments
are therefore used as a means to obtain a part of the users’ knowledge—in
our case, preferences—by explaining learning examples, in our case images.
The main idea of learning from examples is to find the hypothesis that
best fits the given examples. ABML extends this, and the problem statement
can be formulated as follows: given examples, corresponding labels, and
arguments for some of the examples, the goal is to find a hypothesis that is
consistent with the examples and arguments. ABML consists of two parts:
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1. A modified machine learning algorithm that can handle user arguments.
2. The ABML knowledge refinement loop, in which the interaction be-
tween the algorithm and user occurs.
The modified machine learning algorithm we will use is ABCN2 [12].
3.1 ABCN2
ABCN2 is an extension of the rule learning algorithm CN2 [25]. The rule
induction is especially useful when the user is asked to explain the example,
since the current hypothesis can be explained in human terms. A CN2 rule
has a form of:
IF cond THEN class = class label
For example, in our domain of the facial images an example rule would be:
IF Black Hair = true THEN class = LIKE
There is a high probability that a random person would understand such a
rule without prior training: “If a person has black hair, we like them.” This
fact is very useful for our domain of facial images, since we want a normal
user to act as an expert in the ABML knowledge refinement loop. ABCN2
extends the rule definition to
IF cond THEN class = class label BECAUSE {argument}
which allows for explanation of the example. For example, we may not like
people with black hair in general, but we may like that particular person with
black hair because he or she has a nice smile. In current ABML approaches,
the argument has to be entered manually (e.g., by typing “nice smile” in a
text box or by selecting one or more of the many descriptions of the image).
Note that neither of these is acceptable for an appropriate user experience,
which is essential for determining user preferences.
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In this work, we go one step further and let the example be explained by
a visual approach. The idea of our approach is that a user can bring in his
arguments by highlighting a part of the image. The user selects the area of
the image that he likes or dislikes. If we are able to predict with certainty
which attribute of the image the user wanted to highlight, we can use this
information to find out the user’s preferences.
For the purpose of interaction between the user and the machine, we
introduce the ABML knowledge refinement loop [7].
3.2 ABML knowledge refinement loop
The ABML knowledge refinement loop (Figure 3.1), or “ABML loop” for
short, is an iterative procedure used to elicit the knowledge from the user. It
consists of the following steps:
1. Generate a hypothesis based on current data, using the ABCN2 algo-
rithm. A hypothesis is a set of rules that describe patterns of current
data.
2. Find the most critical example. The main property of the critical ex-
ample is that the current hypothesis cannot explain them very well.
The example is presented to the expert for argumentation.
3. Expert provides arguments for the example, which are added to the
example. The argument is in our case given by selecting a part of the
image and must be translated into the domain description language.
4. Counter example discovery. After the expert has provided the argu-
ments for the example, the ABCN2 algorithm finds examples that are
covered by the rule induced by the arguments, but have the opposite
class.
5. If there are any counter examples, the expert is asked to improve his
arguments with the help of the counter examples (go back to step 3).
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Figure 3.1: ABML knowledge refinement loop. ABCN2 provides a critical
example (and optional counter examples) to the expert. The expert in turn
provides arguments for the critical examples. At each step, ABCN2 generates
a hypothesis—a set of rules about the data.
6. If no counter examples are found, return to step 1.
The critical examples are found using the k-fold cross-validation, which is
repeated n times (we used k = 3, n = 3). Each example is tested n times.
The examples with the highest probabilistic error are selected as the critical
examples. A similar ABML loop is used later to determine the knowledge
of the user’s dating preferences. We will treat a user as an expert, since he
knows his preferences best.
The ABML knowledge refinement loop proved to be particularly suitable
for preference elicitation for the following reasons:
1. It makes it easier for the user to articulate his preferences; the user
only has to explain a single image at the time.
2. It enables the user to convey only relevant knowledge by giving him
critical examples (i.e. images to be explained).
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3. It helps the user to identify shortcomings in his explanations by giving
him counter-examples.




In this chapter we will introduce a pipeline (Figure 4.2) that does two things:
• predicts the attributes on a given facial image
• allows the user to select a part of the facial image and recognize the
attribute on the selected part (as shown in Figure 4.1). The most likely
attribute is then added to the table of the ABCN2 algorithm, where a
new hypothesis is calculated that should explain the critical example.
The most powerful detectors currently available are fully supervised detec-
tors that have been learned from many human-annotated images [26]. Such
annotations include the original image and the bounding boxes—the posi-
tion of the attribute. The detectors are usually based on CNNs, as the most
advanced learning framework for image recognition [27]. CNNs are data in-
tensive; they require a lot of data to enable good image recognition. The
human labor costs associated with the amount of data required for CNNs
increase the cost of obtaining fully annotated training images.
In this thesis we have only image-level annotations of attributes and no
bounding box annotations. We do not have the position of a particular
attribute, but we do know whether an attribute is present on the image or
21
22 CHAPTER 4. CONVOLUTIONAL NEURAL NETWORK PIPELINE
Figure 4.1: A critical example image is presented to the user. The user
can select a part of the image, and the algorithm predicts what the user has
selected (in this case Smiling attribute was predicted). The user can also
choose to skip the selection and argumentation of the presented image.
not. We could hire someone to manually annotate all images. With crowd-
sourcing platforms like Amazon Mechanical Turk [28] it is easier than ever.
However, we want to avoid additional costs. One possible approach used
in this thesis is the use of WSOL methods. WSOL methods only require
image-level annotations to predict the location of an object. Image-level
annotations are readily available and much easier to capture. For example,
searching for “black hair” on Google will return images that contain black
hair. In this way, we can obtain a lot of data without human intervention.
However, localizing facial attributes with WSOL is a challenge [29]. It
should be noted that the present task could be solved much better with face
landmarks and fiducial points (e.g., tip of the nose, corner of the mouth).
Research in this area is much more advanced [30], [31]. CNNs were also used
in [32], where the authors used 5 different CNNs to predict the position of
hair, eyes, nose, mouth and beard. This thesis is not so much about creating a
perfect pipeline for attribute prediction, but rather about a concept for using
images with an ABML loop. Apart from the pre-processing steps required
for the selected domain (in our case face alignment), this approach can be
applied to different domains. This is what we strive for—to be as generic as
possible. Originally, we wanted to apply the method to fashion items and
living rooms, but due to the complexity and time involved, we concentrated
4.1. DATASET 23
Table 4.1: List of attributes in the CelebA dataset.
5 o Clock Shadow Male Blurry Sideburns
Arched Eyebrows Mouth Slightly Open Brown Hair Smiling
Attractive Mustache Bushy Eyebrows Straight Hair
Bags Under Eyes Narrow Eyes Chubby Wavy Hair
Bald No Beard Double Chin Wearing Earrings
Bangs Oval Face Eyeglasses Wearing Hat
Big Lips Pale Skin Goatee Wearing Lipstick
Big Nose Pointy Nose Gray Hair Wearing Necklace
Black Hair Receding Hairline Heavy Makeup Wearing Necktie
Blond Hair Rosy Cheeks High Cheekbones Young
on the domain of facial images. The entire CNN pipeline is shown in Figure
4.2. In the following sections we will go into the details of each step.
4.1 Dataset
We use the CelebA dataset [8] for our experiments. It contains 203k images
of celebrities scraped from the Internet. Some examples can be seen in Figure
4.5. Each image has a vector with 40 binary physical attributes that describe
the image. The list of attributes is shown in Table 4.1. The attribute names
are self-explanatory (e.g., if a value of the attribute Big Lips is 1, a person
in the image has big lips; if it is 0, they do not have big lips). We have used
the splits already provided in the dataset:
• training set contains 162770 images
• validation set contains 19867 images
• test set contains 19962 images
The imbalance of attributes is quite high, as shown in Figure 4.3. 84.5%
of the images contain the No Beard attribute, while the Bald attribute is
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Figure 4.2: Overview of the CNN pipeline: (a) a raw input image is pre-
sented, which (b) is aligned and cut off to reduce background noise. Then
(c) 36 binary attributes are predicted on the cropped image, (d) calculation
is performed of heat maps from the hidden CNN layers for all predicted at-
tributes, (e) bounding boxes are generated based on the maximum value in
the heat map, and (f) all of the predicted bounding boxes with the box se-
lected by the user are compared. We define the best match as the one with
the largest intersection with the bounding box selected by the user. The
attribute with the best fitting bounding box is selected as the user-selected
attribute. This figure is visible best in color.
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Figure 4.3: Attribute frequency.
represented in 2.2% of the images. A more detailed distribution is shown in
Figure A.1 in Appendix A.
This is proving to be a rather problematic feature. Due to the conditional
dependencies, some attributes are difficult to train. We will address this
problem in the following sections, using different strategies to combat the
imbalance.
4.2 Preprocessing
For our experiments we have removed the following attributes:
• Blurry (non-relevant),
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• Chubby (non-relevant),
• Heavy Makeup (hard to define),
• Mouth Slightly Open (too similar to Smiling)






which means that the model does not include them in the attribute localiza-
tion algorithm, as bounding boxes around the listed attributes are difficult
to define.
We experimented with image segmentation using the Helen dataset [31].
The Helen facial feature dataset consists of facial images with exact localiza-
tion of eyes, nose, mouth, eyebrows, and jaw line. In Figure 4.4 we see some
of the segmented examples of facial features. The idea was to train a model
capable of classifying the image pixels into one of the segments and then use
these features to improve the localization performance of the CNN pipeline.
The improvement was not substantial and was ultimately not used.
4.3 Face alignment
Face alignment provides normalized input to improve the accuracy of clas-
sification algorithms. Many state-of-the-art face verification and recognition
algorithms require at least some form of clipping to improve performance
[33]. Aligning faces in a casual setting (which can contain a lot of back-
ground noise) is still a challenge [34]. We used pre-aligned images from the
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Figure 4.4: An example of image segmentation from the Helen dataset.
The segments were already preprocessed and merged together as original
segments were too granular.
CelebA dataset, which was aligned by LNet, introduced in [8]. Some ex-
amples are shown in Figure 4.5. For images not included in the dataset, we
would use face recognition libraries such as OpenCV [35] or scikit-image [36].
4.4 Prediction of binary attributes from an
image
As already mentioned, we have annotations only at the image level. To
make it work with weakly supervised localization methods, the first subprob-
lem is reduced to creating a model that predicts binary attributes (features)
on a given image (Figure 4.6). This problem was already addressed in the
original CelebA paper [8], where the authors also tried to localize face at-
tributes. They achieved better results than the approach using the ground
truth landmark points [37]. In [38] the authors tried to classify gender and
smile attributes using deep CNNs, while in [39] authors define groups of sim-
ilar attributes and are able to perform transfer learning between the same
attribute groups, exploiting the correlation between facial attributes. [40]
introduces a method that does not require face alignment. There are many
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Figure 4.5: Examples of face alignment with LNet contained in the CelebA
dataset.
other papers ([41], [42], [43], [44]) with better accuracy. A list of state-of-
the-art methods can also be found in [45] [46]), that attempt to solve the
same problem, with slight variations in each work. The area is interesting
because of the many potential applications in social media, surveillance and
face recognition.
We are more interested in extracting the location of various attributes for
use in the ABML method. In this paper we use a transfer learning technique
[47]: we take a model that has already been trained on another data set
and perform a fine tuning on our data set. We will divide the procedure for
training the model into the following steps:
Step 1: Use a pre-trained model to create vector embeddings that can be
used as an input to our smaller network.
Step 2: Use vector embeddings to train a smaller classifier network that pre-
dicts binary attributes from the image.
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Step 3: Merge the pre-trained model with our trained classifier network.
Step 4: Freeze the layers of the pre-trained model until the last convolutional
block and fine tune the combined network.
We repeat the procedure with different strategies for dealing with the unbal-
anced data set described in Section 4.5. Once the model is trained, we are
able to predict the attributes from a given facial image.
It can be seen that some attributes are gender-specific—Receding Hairline,
No Beard etc. are male specific, while attributes like Heavy Makeup and
Wearing Lipstick are female specific—with very rare exceptions. An idea
could be to create 2 different models for different genders, each model pre-
dicting its own set of attributes related to gender. However, gender is not
given, and it must also be predicted; it is one of the attributes. If we use
a single model with shared weights between the attributes, we assume that
the model will be able to learn the dependencies between the attributes (e.g.,
gender-specific attributes).
Pre-trained model vector embeddings
We will first learn vector embeddings in a network pre-trained on a data set
VGGFace2 [9]. It was trained on the ResNet-50 architecture [48]. Since the
network is trained in a similar domain, we expected good results. The prelim-
inary results showed that it was the best choice. We also experimented with
other networks and the performance was worse; for example, the pre-trained
FaceNet network [33] was also tested as a replacement for VGGFace2. It is
used to find similar faces to the given face based on the vector embeddings—
for instance, to identify a person on the camera, we calculate the vector
embedding for the given photo and then search the image database. The
image with the minimum distance between the vectors should be the original
person. We used the pre-trained keras-facenet [49] model, which is a mixture
of a ResNet and an Inception model [50]. We had high hopes because we
knew that the model was trained on MS-Celeb-1M data set with 1 million
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Figure 4.6: Given a facial image, classify it into binary attributes.
faces of celebrities. However, we could not achieve significantly better results
than the ResNet50-based VGGFace2 network that was ultimately used.
We took the pre-learned VGGFace2 network and removed the last fully
connected layer. We used the VGGFace2 implementation and weights avail-
able in its Github repository1 and rewrote the implementation to make it
work with Tensorflow 2. We only use the penultimate Global Average Pool
2048-dimensional layer to obtain vector embeddings for each image in the
CelebA dataset. Ideally, such an embedding contains some information about
the image in question. Since VGGFace2 is trained on facial images, the vec-
tor should contain some of this information. We use it as input for training
a smaller network that will be able to predict the binary attributes from the
image.
Training a smaller model
After the previous step, we have a 2048-dimensional vector for each image
in the CelebA dataset. We can use such vectors for a different task than the
original task on which they were trained (transfer learning). We create our
own small network to replace the missing layer from the original network. It
will be able to classify an image into the binary attributes. First, we need to
select the architecture for our small network, train it with the CelebA vector
embeddings, and merge it with the original pre-trained network.
We have tested different architectures, but settled with:
1https://github.com/rcmalli/keras-vggface
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Figure 4.7: The final model for predicting binary attributes on the given
image. Since the ResNet50 used in VGGFace2 is not a sequential architec-
ture, we abstract the last layers to simplify the whole picture. The entire
network is accessible in the original work [48], or for visual representation see
[51]. Batch normalization and dropout are dotted because they are not real
layers of a neural network.
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• fully connected 2048-dimensional layer with ReLU activation function
• batch normalization
• applying dropout to the input with a probability of 0.5 to hold units
• last fully connected layer of size 36 with sigmoid activation function,
which classifies the image into 36 binary attributes
The final architecture can be seen in Figure 4.7. Batch normalization is used
to normalize the output of previous activation levels and speed up learn-
ing. Dropout in combination with data augmentation and an early stopping
mechanism on the Area under the ROC Curve (AUC) metric are in place to
prevent overfitting of the model.
We carry out data augmentation to get the most out of our training
examples. Any training image can be:
• rotated randomly up to 30 degrees clockwise or counter-clockwise.
• its brightness can be shifted in interval [0, 0.3].
The Keras library supports real-time data augmentation with ImageData-
Generator class. It generates image data in batches, therefore additional
memory is not needed. An example of data augmentation can be seen in
Figure 4.8. We experimented with the augmentation variables with no sig-
nificant difference. The variables were then chosen based on [52].
We are dealing with a multi-label classification scenario, thus the binary
cross entropy function was used (Equation 4.1):




[yn log ŷn + (1− yn) log (1− ŷn)] (4.1)
Fine tuning the concatenated model
We trained the smaller classification network independently of the larger
pre-trained network. Now we put them together and fine tune the last con-
volution block of the pre-trained network. We freeze all layers up to stage 5
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Figure 4.8: Example of data augmentation: original image, clockwise rota-
tion, counter-clockwise rotation, counter-clockwise rotation, and brightness
shift, respectively.
of the VGGFace2 network and unfreeze the stage 5 layers. We choose to fine
tune only the last convolution block to avoid overfitting, since the whole net-
work would have a very large entropic capacity and thus a strong tendency
to overfit [53]. The features that the layers learn at the beginning are much
more general and become much more specific at the end.
It is important to note that we must first train the smaller network in-
dependently. Otherwise, the randomly initialized fully connected network
gradient updates would overpower the learned weights of the convolution
base. The gradients are also much larger at the beginning of the training of
a network. The other option in our case would be to lower the learning rate
for the frozen layers and train at the full learning rate for our small network
[54].
We can now use this fine-tuned network to try to locate each predicted
attribute in the image by using WSOL methods.
4.5 Addressing the imbalance in dataset
The CelebA dataset is not balanced. We have tried a few different approaches
to address this imbalance. However, since CelebA is a multi-label problem,
this proved to be quite a challenge. Because of the conditional dependencies
between attributes (common and rare attributes can be in the same image),
resampling becomes much more difficult [55]. For example, if we add in-
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stances to the minority class (e.g., Bald), we also increase the frequency of
common attributes in the image (e.g., No Beard)–and vice versa for the ma-
jority class. A certain amount of oversampling has already been done with
the data augmentation that is shown in Figure 4.8. As mentioned above, this
increases the frequency of all attributes, not just the rare ones.
We also tried training with the focal loss function, which replaces the
cross-entropy function. This function outweighs the simple examples and
focuses the training on hard negatives [56]. We soon found out that we
would need a more extreme imbalance for it to work (at least 1:1000). The
research on multi-label balancing is still fresh, and the problem is still far
from being solved. A popular synthetic minority oversampling technique
(SMOTE) algorithm [57], which also uses oversampling, has been modified to
be applied to multi-label data [58] with some success. In [59] the authors have
developed the Mixed Objective Optimization Network (MOON), a multi-
objective network, which is then tested on the CelebA dataset and achieves
an accuracy of 85.05% on the rebalanced CelebAB dataset. The method with
CLMLE embedding [60] performs even better.
In this work we tried our luck and evaluated 2 similar approaches by
modifying the weights:
1. The global change of the sample weights before the training.
2. Selective learning [43] (changing the sample weights of each batch de-
pending on the distribution).
The second approach showed promising results on the CelebA dataset in
the original paper.
4.5.1 Change of sample weights before training
One of the common methods to correct the imbalance is to use weights to
adjust the class distribution of the data set. There are two ways to apply
weights: class weights and sample weights. With class weights, we instruct
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the model to pay more attention to samples from an underrepresented class.
With sample weights, on the other hand, we specify how much weight each
sample should have in a batch. Both methods only affect the calculation of
the total loss when training the data.
Although the definitions sound similar, there is one crucial difference. In
our case, we cannot use class weighting because we only have two classes: if
a higher class weight in keras is assigned to class 1, the weight of each sample
containing at least one attribute with class 1 would be increased indepen-
dently of the attribute. This is because we have an output with multiple
labels—each output can be 0 or 1. To use class weights, we would have to
restructure our CNN to classify an image into a single output containing 36
classes.
Therefore, the use of sample weights remains. We use the function
class weight.compute sample weight from the sklearn package to calculate the
weights. We use the balanced mode to automatically adjust the weights in
inverse proportion to the class frequencies in our train data. It also sup-
ports multi-label data. The weights for each attribute in the input data are
multiplied.
4.5.2 Selective learning
In [43] the method of selective learning was introduced, which performs a
multi-label balancing of training data on the fly. It aims to balance each
batch to the desired distribution. In each batch we have 3 possible situations
for each attribute:
1. The attribute distribution corresponds to the target. distribution
2. The attribute is overrepresented.
3. The attribute is underrepresented.
If the attribute distribution matches the target distribution, we do not need
to do anything. If, on the other hand, the attribute is overrepresented, we
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have to compensate for it. Suppose we have a batch size of 100—80 samples,
with the attribute Smiling present. Our target distribution is 50-50. We
randomly select 50 samples from the 80 samples with the Smiling attribute.
Now we have to balance the negative samples to get 50 samples. Instead
of performing any kind of equalization, we adjust the corresponding sam-
ple weights of the negative samples to fit the target distribution. We have
20 samples without the Smiling attribute, so we set their sample weight to
50
20
= 2.5. That way we can achieve the target distribution for the Smiling
attribute. Then we repeat this process for each attribute that is overrepre-
sented. For under-represented attributes, we do the opposite: we randomly
select attributes from the samples without the attribute and modify sample
weights from the samples with the Smiling attribute.
4.6 Creating heat maps for facial attributes
Once we have a fine-tuned model that allows us to predict facial attributes,
we try to extract the location of the attributes by studying neural network
activations. We use the Grad-CAM method described in Section 2.3 to gen-
erate class activation maps.
In our case, feature maps have the size 7x7, and we use scipy function
zoom to adjust the size to the original image size by means of order-3 spline
interpolation. We have extended the Grad-CAM method to create class ac-
tivation maps for CNNs with multiple outputs, since our images can have
multiple attributes. The original implementation creates a class activation
map for each attribute separately and was too slow to use. Our implemen-
tation is faster and takes the same time for any number of attributes. Some
examples of Grad-CAM maps are shown in Figure 4.9 and even more are
shown in Section 6.3.
We will now use generated class activation maps to create bounding boxes
around the attributes, which will help us predict what the user has selected.
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4.7 Extraction of bounding boxes from heat
maps
The user selects the critical part of an image as a bounding box. For ob-
ject localization tasks, bounding boxes are usually used to define the object
boundaries. The bounding boxes are then used to find the best matching
bounding box among the predicted bounding boxes. Here, too, we try that
approach. We generate bounding boxes by using filters on the class activa-
tion maps, depending on the highest value in the given class activation map
(Figure 4.9).
Let M = max L̂ci,j be the maximum activation within the scaled class
activation map L̂ and β an arbitrary threshold value (β ∈ [0, 1]). A pixel
at location (i, j) in the original image is included in the bounding box if its
activation in the corresponding class activation map is equal to or greater
than β ·M :
L̂ci,j ≥ β ·M (4.2)
If we stop here and apply this rule, we would get a jagged shape consisting of
pixels that satisfy Equation 4.2. Since we want a bounding box (a rectangle),
we relax the requirement. A pixel at the position (i, j) will be included in
the final bounding box if any pixel in the same row i satisfies the above
requirement AND if this is true, then there must be an existing pixel in the
same column j that also fulfills the above requirement. If we apply this rule,
we get a looser bounding box in the shape of a rectangle.
How to choose the right β? We experimented with different values and
found that values between 0.6 and 0.7 work best. We found that different
attributes would most likely require different thresholds. The Grad-CAM
method is not pixel accurate (since it is already an approximation) and the
Smiling attribute requires larger β than, say, Black Hair, since the latter
attribute is usually larger.
In Figure 4.9 we can see some examples for the extraction of bounding
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Figure 4.9: Examples of Grad-CAM heat maps that have been converted
to the tightest bounding box. The threshold β = 0.6 was used for all images.
We can also observe a wrong prediction of the hair color, which is most likely
due to the dark background.
boxes. It generally works well, but with attributes where the CNN is concen-
trated on several separate regions (such as Black Hair—if we had a smaller
β, the right side of the image would also be selected), a much larger box
is selected—a box that contains all regions and covers most of the image.
Ideally, we would extract multiple bounding boxes.
4.7.1 Prediction of the selected attribute
At this point we have a user-selected box and extracted bounding boxes
for all predicted attributes. We only have to decide which of the extracted
bounding boxes correspond to the user selection by measuring the overlap






where Be is an extracted bounding box and Bsel is a user-selected bounding
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Figure 4.10: Visualization of the metric Intersection over Union (IoU).
box. Such a metric (Figure 4.10) is often used for benchmarking object-
detection problems (e.g., PASCAL VOC [61]).
We calculate IoU between each extracted bounding box and each user-
selected box, and the attribute with the largest IoU with the corresponding
bounding box is selected as the predicted attribute (Figure 4.11).
4.7.2 Multiple bounding box predictions
To evaluate the localization capability of the pipeline, we manually anno-
tated 1200 images with bounding boxes around the attributes (about 7200
annotations). The annotation was performed by 2 people. Some of the at-
tributes have multiple bounding boxes, as they are several regions of interest
from which we can deduce the presence of the attribute. For example, the
attribute Arched Eyebrows is recognized by the user as two separate eye-
brows, which are then contained in two separate bounding boxes (Figure
4.12). Therefore, we need to find a way to compare multiple ground truth
bounding boxes with a single bounding box (predicted by the model).
We considered several options, the most obvious being the creation of a
union bounding box around all bounding boxes of a single attribute. How-
ever, this would result in large bounding boxes. In the case of Wavy Hair in
40 CHAPTER 4. CONVOLUTIONAL NEURAL NETWORK PIPELINE
Figure 4.11: We calculate IoU over all predicted bounding boxes and
choose the box with the largest IoU . The corresponding attribute is then
reported back as the one selected by the user.
Figure 4.12: Bounding boxes as annotated by humans for two attributes:
Arched Eyebrows andWavy Hair. The 2 images above are human annotated.
They were given an instruction: “Select a part of the picture that would
make you say that a certain attribute is on the picture.” This led to many
attributes with more than one bounding box. The 2 images below were
predicted through the pipeline.
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Figure 4.13: IoU across multiple bounding boxes. We consider union
= area of all bounding boxes (red color area), intersection = the sum of
the areas of the intersection between the human annotated boxes and the
predicted bounding box (green color area).
Figure 4.12, the union bounding box would extend across the entire image.
This would greatly reduce the predictive power, since only a fraction of the
union bounding box would actually overlap with the predicted box.
We decided to leave the bounding box group as it is and calculate the
intersection between the each human-annotated bounding box in the group
and the predicted box. The total union is a sum of the areas of the bounding
box group areas and the predicted box together. An example is shown in
Figure 4.13.
This is not ideal because we see that in the union of all the boxes there
is a lot of empty space. IoU will be lower, but still more discriminating than
the above approach. Furthermore, we only concentrate on the annotated
bounding box and do not artificially expand it. One way to remove empty
space would be to remove the bounding boxes with which the predicted box
has no intersection. However, we stuck with the original idea. To calculate
the intersection and union of several boxes, we used the Shapely library [62].
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4.8 Mask multiplication method
The Grad-CAM method returns a heatmap with a value for each pixel in
the image. To find the selected attribute, we could multiply all values within
the user selection box (a mask) element by element with the predicted heat
maps and sum them up for each attribute. We select the attribute with
the maximum sum from all predicted attributes. This is shown in Figure
4.14. The user selection box is defined as a mask, where the values inside
the selected box are 1 and all values outside 0.
Figure 4.14: Localization with a mask multiplication method. The user
provides a selection box, which we convert into a mask (1 inside the box, 0
outside the box). We predict the attributes on the given image and create
heat maps. Then we perform element by element multiplication of the mask
with the predicted heat maps for each attribute. The maximum sum among
all attributes is chosen as the selected attribute.
Chapter 5
ABML Method for Knowledge
Elicitation
We present the extension of the ABML knowledge refinement loop (Figure
5.1) for using images and image attributes as learning instances. In addition
to eliciting user preferences, we introduce a simple recommendation system
that uses the ABCN2 hypothesis and vector embedding to recommend new
images to both:
• exploit already available knowledge to provide to the user new images
according to her tastes,
• explore unknowns or ambiguous decisions to deepen the knowledge
about the user.
The exploitation of knowledge is considered the end result of this method. It
could be used to recommend similar images on a website (e.g., similar shoes,
clothing, or in our case a person who is most likely to be dating on a dating
site because of their appearance). In this way, we enrich the ABML method
to not only provide an explainable model of a user, but to put this knowledge
to practical use. The recommendation of similar items is one of the simplest
use cases of this method that could be extended to the user level—namely,
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to find users with similar tastes and then additionally filter the results by
collaborative filtering.
The first section gives an overview of the entire ABML knowledge re-
finement method, then we take a look at the image recommendation engine,
continue with an explanation of each step of the method, and conclude the
chapter with possible improvements to the method.
5.1 Overview
The ABML loop is explained in Chapter 3. We have used the available
implementation of the ABML from Možina [63], [64], written as add-ons for
Orange framework [65]. We wrote the GUI with tkinter library.
Figure 5.1 shows the overview of our ABML method. At the beginning,
the user enters a fast matching phase in which he performs quick comparisons.
Then he enters the phase of the ABML knowledge refinement loop, in which
5 images are recommended by the recommender system. He may like, dislike,
or skip the individual image. After each ABML step, a new hypothesis (a
set of rules) is generated. If a critical example exists, the user is asked to
argument the example by selecting the image area he likes or dislikes. If he
wants to argument the decision with an attribute that cannot be selected, a
list of sentences is displayed below the image. The user can like or dislike
the sentence. An example sentence would be “IS Male”; the user can choose
whether he likes or dislikes this fact. He can also skip this step altogether.
Then the argument (if given) is analyzed for possible counter examples. If
such examples are found, the user is asked to correct the argument, he can
skip the additional argumentation. Now we will take a look at each individual
step.
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Figure 5.1: Overview of the entire ABML loop using the recommendation
system to select the next image to be evaluated by the user. Critical examples
are evaluated by the CNN pipeline (Chapter 4).
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5.2 Fast matching
At the beginning our user choices table is empty. This is considered a cold
start problem if the system has no data to work with, and we cannot make
an educated guess as to what the user would prefer. ABML is similar to
active learning and the cold start problem is not a problem. By identifying
high-quality data that represents the preferences of the user [66] through
multiple iterations, the performance of the system is improved and the initial
inaccuracy disappears.
In our case, this is done by the user evaluating the elements individually.
A “fast matching” procedure, as we call it, selects two random images from
the data set and asks the user to choose the one he likes better. He can
choose the left or the right image. He can also skip the current selection if
he does not like any of the images (Figure 5.2). The idea here is that people
are generally better when they compare. If we gave the user a single image,
there would be no reference point. This way we fill the initially empty user
choices table. We repeat this step until a certain number of iterations is
reached. If the user clicks on the SKIP button, the number of iterations will
not increase. Each pair is completely randomized, making sure that the same
image is now displayed twice.
We append the user selection as an instance with class LIKE. If the
disliked image was of the same gender, we simply add it to a separate table,
as we cannot assume that DISLIKE would be justified. If the disliked image
was of a different gender than the desired image, we add this selection as
DISLIKE. This is done with the aim of getting to the correct gender as
quickly as possible. Such a solution would therefore not work for people who
prefer both genders (but they can do the experiment twice, once for each
gender if they wish). The simpler solution would be to simply ask the user
at the beginning of the experiment which gender he/she prefers.
Now we take a look at the image recommendation system that provides
the data for the ABML step.
5.3. IMAGE RECOMMENDATION 47
Figure 5.2: Fast matching step. The user receives two images. He may
choose the left or right image. If he does not like any of them, he may click
SKIP.
5.3 Image recommendation
We use an image recommendation engine to recommend the best images de-
pending on the situation, either the best images calculated from the hypoth-
esis at the end of an experiment or the best images to elicit more knowledge
from the user by providing the exploratory images at each learning step.
Therefore, instead of asking the user to evaluate the entire data set, we se-
lect images that help the program to better understand the user’s choice.
When recommending images, we have the following data at our disposal:
• user choices for all previously evaluated images,
• arguments for specific examples: when an example was considered crit-
ical, the user was asked to select the region of interest on the image.
The argument was then added to the user data,
• ABCN2 hypothesis: using the above user choices and arguments we
are able to compute hypotheses with the ABCN2 algorithm.
The first two points are easy to use, but in order to make use of the ABCN2
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hypothesis, we have to convert it to a more suitable representation that can
be used in the recommendation engine. Then we can use this representa-
tion (vector) and other user data to recommend an image depending on the
context.
5.3.1 Convert an ABCN2 rule into a vector
By default, an ABCN2 rule is a list of selectors that can be concatenated
into a single rule, such as the following rule:
IF Heavy Makeup = false AND Bangs = false
THEN class = DISLIKE
We want to convert it into a vector suitable for the search. To do this, we
create a one-hot encoded vector. If the selector is false, we set a −1 to the
index corresponding to the attribute index; otherwise, we set a 1. If class
= DISLIKE, then we multiply the whole vector by −1 because we want to
search for opposite images. Such a vector is then suitable to be used in a
searchable index.
5.3.2 Building an attribute index
If we create an index with attribute vectors for each image in our database,
we can then search this index for the k nearest neighbors using Euclidean dis-
tance and the ABCN2 rule vector above. The attribute vectors are predicted
by the CNN pipeline described in Chapter 4.
If an attribute vector contains 1 on an index where the rule vector is 1
then such vectors will be close. And vice versa, if the rule vector contains
−1 and the attribute vector contains 1 (the attribute vector can also be
either −1 or 1), then such vectors will be far away. Using −1 instead of 0
in both the attribute and the rule vector allows us to search for the most
distant vectors—as is the case when the user does not like such a combination
and we want to be as far away as possible. We have used the faiss library
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[67] to create an index with IndexFlatL2 option and 36-dimensional vectors
(the number of attributes). Using an arbitrary rule, we can then already
recommend similar/dissimilar images.
5.3.3 Improved recommendation using a vector em-
bedding index
Making recommendations using only the attribute vectors and rule vectors
can be rather bland. Users receive the same recommendation (minus the
duplicates) as long as they have the same rule vector. The CNN explained
in Chapter 4 has a side effect: it is able to represent an image in a smaller
number of dimensions (so-called vector embedding) than the input image. In
our case we get a 2048-dimensional vector from the last GAP level for the
input image. When we calculate the vector embeddings for each individual
image in our database, we assume that 2 similar images have similar vector
embeddings. Similar to the attribute index above, we use the IndexFlatL2
option with 2048-dimensional vectors. First we were using a locality-sensitive
hashing index, but found that the simple Euclidean option is fast enough. In
Figure 5.3 we can see such a query. We can see that the images are actually
similar.
We also experimented with searching for images with similar attribute
region vector embeddings; for example, we create an index of all Black Hair
bounding boxes predicted by the CNN pipeline and search the index with a
bounding box predicted by the selected image, which is covered by the rule.
However, the results were not good because the CNN pipeline is optimized
for facial images and has difficulty providing good embedding for subimage
areas that are part of the facial image. Also, the localization of attributes is
not accurate, which causes even more problems.
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Figure 5.3: We query the index of vector embeddings with the above image.
Below we can see the top 10 most similar images in the dataset. The first is
equal to the original image, which serves as a sanity check.
5.3.4 Exploitation vs. exploration
As mentioned above, we can use the current state of knowledge to recommend
an image that best matches the user data at the moment by selecting the
top rules provided by ABCN2 (highest classification accuracy), converting
them into a rule vector and finding the k nearest neighbors using Euclidean
distance index as described above. This is what we usually want at the end
of the algorithm: exploitation of knowledge.
When we are in the middle of the ABML loop, we want to deepen our
knowledge and explore new images that we would not have otherwise. We
can do this by finding the minimum entropy of attributes from all user choices




P (xi) log2 P (xi) (5.1)
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where P (xi) represents the occurrence of the i attribute in the user choice
table divided by all examples in the user choice table. We found that perfor-
mance is better if we always set the gender attribute to the value for majority
gender in the user choices table. Otherwise, the entropy often recommends
the opposite gender because the entropy for it is minimal. We then select 3
random attributes with the minimum entropy. In this way, we try to cover
the whole space and avoid repetitive attributes showing up.
5.3.5 Best overall image recommendation
If we do not know the preferences of the users and we want to exploit the
acquired knowledge, we use a recommendation engine to provide the best
fitting image according to the current set of rules. We query the attribute
index with up to 5 top rules and calculate the point of intersection between
the received images. Then we select the images with the minimum distance
and choose a random image from among them. Then we search the vector
embedding index with the selected image and get better (more personalized)
recommendation images. Then we select a few images that are covered by
the top 5 rules in the user choice table (and have class LIKE) and calculate
the vector embedding for them. We calculate the intersection between the
images obtained by the random images defined by the rules and the images
covered by the rule, which are already in the user choice table. We sort the
images by distance and consider this to be the best overall set of images,
taking into account the rules and the vector embedding of the user choices.
The vector embeddings are pre-calculated, and the query does not require a
significant amount of time, which allows for multiple queries in a row.
5.3.6 Learning image recommendation
When we learn about the preferences of the users, we want to find a selection
of 5 images that would improve our representation of the user. We define 3
types of images:
52 CHAPTER 5. ABML METHOD FOR KNOWLEDGE ELICITATION
• best images
• suboptimal images
• entropy maximization images
Best images
We obtain these with the algorithm described in the section above. However,
if there are fewer than 80 images in the user selection table, we do not perform
vector embedding search and only use the top 5 rules search. This is to avoid
any overfitting to the best images because the user choice table is still empty
and the rules are not clearly defined.
Suboptimal images
Similar to the best images, these are deducted from the current top rules, but
the images are selected from those that do not have the minimum distance
from the current rules. The idea here is that we provide the user with an
image that is similar to the top rule, but has something different about it.
In practice, it has proven to be a more useful evaluation tool. If there are
no suboptimal images (because all images have a minimum distance), we use
the best images instead.
Entropy maximization images
As explained in the above section (Exploration vs. exploitation) these images
attempt to bring additional attributes to the table by maximizing the entropy
among the attributes.
Learning schedule
With all these types of images, the question naturally arises: “How many
should we show of each? We have adopted the idea of the algorithm of
simulated annealing. We want to explore and experiment more in the early
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stages and be more conservative in the later stages. That means we want
to show more suboptimal and entropy maximization images in the beginning
and more best images in the later stages. After experimenting, we came up
with the following learning schedule:
• if there are fewer than 40 images in the user choices tables, display 1
best image, 2 suboptimal images, and 2 entropy maximization images,
• if there are more than 40 images but less than 80 images in the user
choices tables, display 2, best images, 2 suboptimal images, and 1 en-
tropy maximization image
• if there are more than 80 images but fewer than 120 images in the user
choices tables, display 3, best images, 1 suboptimal image, and 1 entropy
maximization image,
• if there are more than 120 images in the user choices tables, display 4
best images, 0 suboptimal images, and 1 entropy maximization image.
We used the number of images in the user choices because the ABML itera-
tion parameter is not sufficient. The user can skip all images in all iterations,
so we have an empty user choices table.
Since we have all these tools at our disposal and the recommendation
engine is set up, we can now take a look at other steps in the ABML program
to determine user preferences.
5.4 ABML knowledge refinement loop phase
After the fast matching phase, the user enters the ABML loop phase. An
interface is shown in Figure 5.4. The recommender engine recommends 5
images, which differ in their type depending on the learning plan discussed
above. The user can use the image corresponding LIKE/DISLIKE buttons,
which will add it to the user choice table. He can also choose the NEUTRAL
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Figure 5.4: 5 images recommended by the recommendation engine are
displayed to the user, where he is able to classify it with LIKE /DISLIKE or
choose NEUTRAL (nothing is added to the table of user choices).
option which will add it to a special user neutral table. The images in this
table are never recommended again during the learning phase.
After the user clicks the Continue button, we use the ABCN2 algorithm
to generate a hypothesis—a set of rules. This is the most time consuming
task. After the rules are generated, we use the ABCN2 algorithm to find
each potentially critical image. A critical image is defined as an image whose
criticality measure exceeds a certain threshold (we used 0.5). If the critical
image does not exist, we proceed to the next ABML step; otherwise, we are
prompted with the critical image argumentation screen.
5.4.1 Critical image argumentation
In Figure 5.5 we can see a user prompt after a critical example is found.
The left image shows the initial prompt. At the top of the user interface,
the user can see whether or not they liked the image. Then the middle
section allows the user to select areas of the image that they like or dislike.
A green rectangle indicates that he likes the image region, a red rectangle
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Figure 5.5: Critical image screen. The user can choose why he likes/dislikes
the given image, providing multiple negative/positive arguments. It can use
the image region by drawing a rectangle on the image; a green rectangle
means he likes the image, a red rectangle that he does not. He may also
like or dislike the sentence about the non-selectable attributes. The screen
on the right shows a possible example of an argumentation by the user. The
user can also skip the argumentation completely.
indicates that he does not like it. The green/red rectangle can be switched
with the buttons on the right side. In the lower section there are 8 sentences
describing the image. These 8 sentences refer to the 8 attributes that cannot
be selected on the image due to the inherent characteristics of the attribute.
Some of the attributes like Narrow Eyes are included due to poor localization
performance when using the CNN pipeline. A user can choose whether or
not to like the sentence. If he likes a sentence, he tells us that he liked the
image because the sentence is true, and vice versa. The argumentation is
completely optional.
The right image in Figure 5.5 shows a possible argumentation from the
user. He selected the hair, the eye, and the eyebrow. He also likes the fact
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that the person in the image is not male, but he dislikes the fact that she
has narrow eyes. The user can delete the rectangles with the buttons to the
right of the image and redraw them again. Up to 3 rectangles can be drawn
on the images. After the user clicks the Done button, the CNN pipeline
converts the selected image regions to attributes, and the attributes are then
converted to an argument. The argument is then analyzed for any counter
examples.
5.4.2 Counter example discovery
The user can update the arguments if the arguments specified by the user are
not sufficient (counter examples were found). This means that the algorithm
finds a set of images that have the same attributes as those specified by the
arguments, but a different class. In Figure 5.6 we can see such an exam-
ple. The user selected that he likes the image due to the Arched Eyebrows
(what the CNN pipeline predicted). The program analyzed the argument
and found 3 counter examples (all with Arched Eyebrows attribute, but with
the class DISLIKE). The user can update the arguments (for example select-
ing Blond Hair region on the image) to satisfy the algorithm. The user can
click Done regardless of whether the user has updated the arguments. In
either case, the user continues with the next ABML step.
5.4.3 End of the ABML loop
After the user has finished using the ABML method, we have collected the
following information:
• what and why user prefers any image over others—explainability of the
model
• based on the above point, we can recommend additional images that
user may like
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Figure 5.6: Counter examples were found after the critical image argumen-
tation and are displayed below the prompt. The user can choose to update
the arguments or continue without any changes.
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As such, this method can then be applied to dating sites where user feedback
can be implicit or explicit to recommend similar people. A possible user of
collaborative filtering is also possible. On a larger scale it can also be used as
tagging/labeling software—-for instance, for medical images where we need
to understand why a particular medical image contains cancer (regions of
interest).
5.5 Possible improvements
In related works [68] others introduce the ability to add new attributes using
existing attributes. Because they work with numerical data, a user is able to
add new attributes by adding, subtracting, multiplying, and dividing between
the two selected attributes. Such addition of new attributes can change the
hypothesis established by the ABCN2 algorithm and the critical examples.
In our case we are dealing with binary attributes and such an addition
of attributes is unnecessary. We could introduce Boolean operators or use
the probability of an attribute as an indicator of how much of that attribute
is present in the image. Instead, we thought about classifying an entirely
new attribute that would be selected at the critical example prompt (with
a potential bounding box). The user would select a portion of the image
containing this new attribute and click “Add New Attribute.” He could also
add an attribute at the image level and let CNN find the region of interest
(as it does now). Essentially, we would use user feedback as a way to get
more information about the image. It would also be trivial to predict this
new attribute; we already treat each existing attribute as an independent
attribute. We would have to retrain the old model using the new image.
However, we decided not to do this, because one image would not be sufficient
for a data-hungry CNN to extract meaningful information. Techniques like
selective Learning (SL) [43] could be used to balance the batch, but would
most likely still lead into overfitting. We would need a more sophisticated
mechanism to make such an addition of a new attribute useful.
Chapter 6
Evaluation of the CNN Pipeline
All methods were implemented in Python 3.7 using the keras library [69] and
Tensorflow 2.0 backend [70]. The experiments were performed locally with
GTX 970 GPU. Batch size was set to 32 by default, unless otherwise noted.
We evaluate the work in two parts, the CNN pipeline, as it is independent
of the overall ABML algorithm and the ABML loop separately. The work of
the CNN pipeline consists of two parts:
1. to predict the attributes on a particular facial image
2. to localize the attributes on a specific facial image
We evaluate the training part of the neural network used in the pipeline.
Then we report the results for attribute prediction on the test set using
the different techniques we have used to cope with the imbalance. Finally,
we evaluate the localization performance of the pipeline on our annotated
data set, using both the bounding box inference with IOU and the mask
multiplication inference.
6.1 Metrics
First, we will introduce the building blocks of the metrics we will use:
59
60 CHAPTER 6. EVALUATION OF THE CNN PIPELINE
• true positives (TP): a number of correct predictions of the positive class
• true negatives (TN): a number of correct predictions of the negative
class
• false positive (FP): a number of incorrect predictions of the positive
class
• false negatives (FN): a number of incorrect predictions of the negative
class
Now we can take a look at our metrics.
Balanced accuracy
Due to the class imbalances in the data and the bias of the majority class,
when using the traditional classification accuracy (Equation 6.1)
Accuracy =
Number of correct predictions
Total number of predictions
=
TP + TN
TP + TN + FP + FN
(6.1)
is not a sufficient and helpful metric. A model that would always predict
the majority class for each attribute would have a majority class accuracy;
for instance, predicting that Bald is always False would yield an accuracy of
97.8% because only 2.2% of the images in the data set contain a bald person.
Surprisingly, the traditional accuracy metric is found in many articles on the
prediction of facial attributes on CelebA dataset ([45], [46] there is no mention
of using any other kind of accuracy). Comparisons between our method and
their methods are therefore hardly comparable. In our experiments we use












For balanced data sets, the balanced accuracy is equal to the traditional
classificaiton accuracy. However, it avoids overestimating accuracy for un-
balanced data sets. [71] [72]. Our goal is therefore to maximize balanced
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accuracy across all attributes. We also use a number of other useful metrics
for monitoring purposes.
Precision
Precision (Equation 6.3) is the percentage of true positives among all samples





The best score for precision is 1 (all samples predicted as true are actually
true) and the worst score is 0 (all samples predicted as true are actually
false).
Recall
Recall (Equation 6.4) is the percentage of samples that are actually positive





The best score for recall is 1 (all samples that are actually positive were
predicted to be positive) and the worst score is 0 (all samples that are actually
positive were predicted to be negative).
Precision and recall are usually in inverse proportion to each other. If we
improve the precision, we usually reduce the recall rate and vice versa.
F1 score
The F1 score (Equation 6.5) is the weighted average of precision and recall:
F1 score = 2 · precision · recall
precision + recall
(6.5)
The best F1 score is 1 and the worst score is 0, we will use it whenever we
want to express recall and precision with a number.
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ROC curve and AUC
The AUC measures the entire area under the entire ROC curve (receiver op-
erating characteristic curve) [73]. A ROC curve represents two parameters—
recall and the false positive rate (Equation 6.6) of a classification model at
all classification thresholds.




This means that we would have to run our model several times with different
classification thresholds to get the ROC curve. With the AUC algorithm,
however, it is possible to obtain this information without too many cal-
culations, since it provides the aggregated measure across all classification
thresholds. One way to interpret the AUC is to consider the probability
that the model will rank a random positive example higher than a random
negative example [73].
The best score for the AUC is 1 (all predictions are correct); the worst
score is 0 (none of the predictions are correct). This is a good metric for our
case because it is not biased against the majority or minority class [74]. Using
the ROC AUC is normally not recommended if the data set is very unbal-
anced. [75]. In such condition the precision-recall (PR) curve is recommened.
This is when we care much more about the positive class than the negative
class. But in our case, we care about negative and positive classes equally
(whether the image has an attribute or not), so we stick with the ROC AUC
metric. Since we have a multi-label problem, we calculated the AUC for each
attribute and then averaged them together.
6.2 Evaluation facial attributes prediction
6.2.1 Baseline
We create a simple majority baseline classifier that predicts the majority
class for each attribute. The precision and the recall rate, which are shown
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in Table 6.1, are calculated globally. If we had calculated the precision instead
and retrieved it separately for each attribute and then averaged the results,
we would get 0.058 and 0.083 respectively. The AUC is also calculated this
way (averaging over all attributes), as this is done during the training.
6.2.2 Fine-tuned model
For the first experiment we trained the small model with the SGD optimizer:
learning rate was set to 0.01 and Nesterov momentum was set to 0.9. We
set the maximum epochs to 50 and the early stopping patience parameter to
5, monitoring the AUC metric. The early stopping mechanism stopped the
training after 19 epochs. The input size of the images was set to 224x224.
We then fused the small model with the VGGFace2 model and froze the
layers until the last convolution block. For fine tuning we used the SGD
optimizer: the learning rate was set to 0.001 and the decay to 0.0005. We
trained the model for 10 epochs, early stopping patience was set to 3; the
AUC metric was monitored. The early stopping mechanism stopped the
training after 17 epochs. In Figure 6.1 we can see the progress in fine tuning
on the train and the validation set. We can see how the model is constantly
improving. The model does not overfit, because the accuracy of the validation
set is not worse than the train set, and the two loss functions are comparable.
The accuracy of the validation set is higher because the dropout layer is not
active when the model is evaluated. The final results for the basic fine-tuned
model are shown in Table 6.1.
6.2.3 Use of sample weights
To address the problem of unbalanced data sets, we first tried to apply sample
weights to the samples. As described in section 4.5.1, we used the sample
weights defined with the class weight.compute sample weight function from
the sklearn package. Since the weights for each attribute are multiplied in
the input data, this has proven to be a problem. The weights ranged from
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Figure 6.1: Metrics for the train and validation set for each epoch, while
fine tuning the larger model. The balanced accuracy curve was calculated
after training was done using the TP, TN, FP, FN rates. The dropout layer
of the smaller model is not active when evaluating the model. This leads to
a better performance for the validation set in comparison to the training set.
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Figure 6.2: An example of a problematic image using sample weights.
It contains the least represented attributes causing the imbalance - Bald,
Mustache, Gray Hair, Sideburns and is also negative for No Beard, Young,
Attractive, which are the most frequently represented attributes. See Figure
4.3 for the distribution of the attributes.
1e−8 to 1e8. An example of a sample with extremely high assigned weight is
shown in Figure 6.2. The image contains numerous attributes that are least
represented in the data set. When fine tuning is performed, the total loss
would fluctuate uncontrollably, even at a much lower learning rate. Such a
model has learned nothing. We therefore decided to scale the sample weights,
which are derived from the sklearn package into the interval between 0.1 and
10, which was justified by the fact that the Bald attribute has a frequency of
2.2%. A tenfold increase in a sample would give a range of about 22% range
(assuming that the attributes in the samples are independent).
We used the same training procedure and the same parameters as for the
fine-tuned model, but the epochs for fine tuning were reduced to 10, as the
training took much longer. The final results for the model with modified
sample weights are shown in Table 6.1. The results are slightly worse than
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the simple fine-tuned model, possibly due to the lower number of training
epochs.
6.2.4 Selective learning
We implemented selective learning—the adaptation of sample weights on a
batch basis. In the original paper [43] they create their own neural network
architecture. Here we use exactly the same VGGFace2 model as before,
using a custom generator to modify the weights during training. The small
model was trained for 50 epochs. The fine tuning took 10 epochs because
the training took much longer. The other parameters remained the same.
The results can be viewed in Table 6.1. The results are even worse than
the global sample weighting approach. The main reason could be the batch
size. In the original paper it was set to 200; our batch size was set to 32 due
to the graphics card limitation. With such a small batch size, the sample
size is a bit small to calculate the correct distribution.
6.2.5 Summary of methods for attribute prediction
Our approaches to solving the imbalance problem were not successful (Table
6.1). The best model was the initial fine-tuned model without any additional
logic. We were somewhat aware that changing the sample weights would not
solve the problem because of the conditional dependencies between the at-
tributes. Nevertheless, we tried it anyway, especially with selective learning,
which showed great results in the original paper [43]. The main problem
was most likely the batch size and the different architecture of the neural
network. We could also train a network for each attribute individually. That
way, balancing would be easier, but we might lose some connections between
the attributes while learning.
Since the results vary from attribute to attribute, Figure 6.3 shows the
confusion matrix for each attribute and the corresponding F1 score. If the
model predicted everything perfectly, only the values on the main diagonal
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Table 6.1: Metrics for the test set with different methods.
Method Balanced accuracy Loss Precision Recall AUC
Majority baseline 0.5 / 0.70 0.25 0.5
Fine tuned model 72.7% 0.26 0.82 0.61 0.93
Sample weights 71.1% 0.33 0.77 0.61 0.88
Selective learning 69.5% 0.29 0.83 0.58 0.88
would not be zero. We can see that some of the most unbalanced attributes
like Bald and Gray Hair perform better than the majority classifier. In the
case of the majority classifier, the true negatives (bottom right) would be
97.2 and the true positives would be 0 (since 0 is always predicted for the
attribute). We can see that the model is learning a bit about the attribute,
but there is still room for improvement to learn from the most unbalanced
attributes. This difference is most likely what distinguishes the best methods
from others.
The best predicted attributes seem to be No Beard, Wearing Lipstick,
Male, and Young gets the highest F1 score. Male and Wearing Lipstick are
fairly balanced attributes, so there is no surprise, while the No Beard and
Young are somewhat unbalanced, but there are a lot of images with these
attributes. The worst predicted attributes are Pale Skin, Narrow Eyes, and
Wearing Necklace. They all seem pretty unbalanced. The model seems to
struggle to find the right pattern for a correct prediction.
The comparison with the current state of the art is shown in Table 6.2.
It should be noted that the accuracies are not 100% comparable because we
only predicted 36 attributes and the rest of the work predicted 40 attributes.
In addition, some papers report only the accuracy metric and not the bal-
anced accuracy metric. Because of [60] we also have balanced accuracies for
some of these papers. Our method is weaker than some of the best methods
available, and lags about 15% behind with balanced accuracy. The classifi-
cation accuracy is equivalent to most of them, and in some cases even better.
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Figure 6.3: Confusion matrices for the individual attribute from the test
set using the basic model. The darker shades of blue tones represent more
images in the given cell (depending on the percentage in brackets).
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Table 6.2: Comparison of our attribute prediction with the state of the
art approaches. The balanced accuracy results were taken from [60], the
classification accuracy from [46].
Approach Classification accuracy (%) Balanced accuracy (%)
Our model 88.15 72.70
Down-sampling [60] / 77.45
Over-sampling [60] / 81.48
AttCNN [43] 85.05 /
Original LNet+ANet [8] 87.00 79.58
MOON [59] 90.94 87.02
CLMLE [60] 91.13 88.78
We perform better than the AttCNN method [43], where the authors intro-
duced the selective learning method used above to correct the imbalance in
the data set.
We tried to find the implementations of the best methods and apply
them to our case, but we were unable to execute the program or reproduce
the results in their respective original works. Overall, we spent quite a lot of
time to get good results and choose a good architecture, and we are satisfied
with the results. We were not interested in surpassing the best rating for
this type of problem in this work, and we are more than satisfied to be
reasonably comparable with the most modern methods. In the end, the
localization performance of the model will be more important.
6.3 Evaluation of CNN localization capabil-
ity
We want to evaluate how well the CNN pipeline predicts the location of the
attribute location with weakly supervised localization methods (Grad-CAM).
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For this purpose, we manually annotated about 1200 images with ground-
truth bounding box labels. The total number of bounding boxes was about
7200. The annotation was performed by 2 people, one person checking the
other with respect to whether the annotation was correct. The open-source
tool ImageTagger [76] was used to create and verify the annotation.
We used the most powerful attribute prediction model from the previous
section and created the heat maps for all images in the human-annotated
data set. We then presented each annotated bounding box to the localization
module as a user selection box and asked the module to predict the selected
attribute. If the label of the annotated bounding box and the predicted
attribute matched, we considered this to be a correct prediction; otherwise,
the prediction was wrong. We report on the accuracy of the predictions.
We evaluated the localization performance for all layers of the last con-
volution block. We created heat maps with each layer and compared the
results (both in the bounding box approach and mask multiplication). We
found that the activation 48 layer gives the best results, and we have used
it for further experiments.
The initial localization results were about 15% accuracy, which is not very
good. Upon closer inspection, we found that the pipeline often predicted an
incorrect attribute of a similar type; for example, Arched Eyebrows was clas-
sified as Bushy Eyebrows, or as we can see in Figure 4.9, Blond Hair was
classified as Black Hair, resulting in an incorrect prediction for the localiza-
tion model. Especially hair attributes in general were problematic.
Furthermore, we recognize that many attributes are located in the same
region. When a user selects a region around the mouth, this could be any-
thing from Smiling, Big Lips, Mustache, Wearing Lipstick. We decided to
group the attributes that are in the similar region. The groups are listed in
Table 6.3.
The localization prediction is now correct if the predicted attribute ap-
pears in the same group as the annotated attribute. We have also modified
individual attributes where it made sense; for example, Bags Under Eyes
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Table 6.3: Attribute grouped by facial region. Some attributes appear in
more than one group because the border cannot be clearly defined during
localization.
Group Attributes
hair region Black Hair, Blond Hair, Brown Hair, Gray Hair,
Straight Hair, Wavy Hair, Wearing Hat, Bald, Bangs,
Receding Hairline
mouth region Big Lips, Smiling, Wearing Lipstick, Mustache
beard region 5 o Clock Shadow, No Beard, Sideburns, Smiling, Mus-
tache, Goatee
nose region Big Nose, Pointy Nose
eye region Bags Under Eyes, Eyeglasses, Narrow Eyes
eyebrows region Arched Eyebrows, Bushy Eyebrows
chin region Double Chin, Goatee
cheeks region High Cheekbones, Rosy Cheeks, Sideburns
neck region Wearing Necklace, Wearing Necktie
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was correctly predicted correct with all the attributes in the eye, cheek, and
nose area. We did not include them in the above groups because they do not
apply for other attributes.
6.3.1 Localization with bounding boxes
We ran the bounding box threshold optimization algorithm and tested thresh-
olds ranging from 0.2 to 0.85 in steps of 0.05 to find the best one. We found
that the values were reduced by 0.6–0.7 perform well (see Table 6.4). We
report both the exact attribute match between the predicted attribute and
the labeled attribute and the group accuracy, where the predicted attribute
and the labeled attribute must be in the same group for correct prediction.
6.3.2 Localization with mask multiplication method
We perform the same localization experiment as above, this time with mask
multiplication prediction. We get 12.6% accuracy for exact individual matches
and 35.3% accuracy for group attribute matches. If we look at the predic-
tion, we can see that many attributes are swapped with a somewhat similar
region; for example, Sideburns is usually predicted for everything that has
hair (hair, beard, mustache, eyebrows). Heat maps for Smiling are usually
concentrated around the mouth, but a smaller (and weaker) region is around
the eyes. Therefore Smiling is often replaced by an attribute that includes
the eye area.
6.3.3 Summary of the localization evaluation
In Table 6.5 we can see the final results for both methods. We add a ran-
dom baseline method to compare them with others. It takes the attribute
predictions from the model with their heat maps and selects a random one
with even distribution.
The bounding box method with β = 0.6 seems to be the best method and
is used in the ABML part of the thesis for attribute prediction. Some good
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Table 6.4: Accuracy of localization with bounding boxes at different thresh-
olds. The individual accuracy refers to the exact match between the predicted
attribute and the labeled attribute. Group accuracy loosens this restriction;
the predicted attribute and the labeled attribute must be in the same group.
Average IoU reports the average best IoUs for each annotation.
Threshold Average IoU Individual accuracy Group accuracy
0.20 0.059 0.159 0.412
0.25 0.062 0.172 0.432
0.30 0.064 0.182 0.458
0.35 0.066 0.189 0.469
0.40 0.068 0.198 0.482
0.45 0.069 0.198 0.490
0.50 0.070 0.201 0.496
0.55 0.072 0.197 0.498
0.60 0.072 0.202 0.504
0.65 0.072 0.200 0.494
0.70 0.072 0.190 0.482
0.75 0.069 0.191 0.468
0.80 0.066 0.179 0.455
0.85 0.060 0.177 0.439
localizations are shown in Figure 6.4. We can see that the heat maps are in
the right place, the IoU values in this case are large, and it is easy to predict.
On the other hand, we have examples of bad localization, which are shown
in Figure 6.5. The IoU values in this case are low. In the top image we see
a heat map covering the whole face—it could be any attribute, but just by
luck we found the right one. The second image from above shows a wrong
prediction from the CNN (again, probably because of the dark background,
hair was considered black). The third and fourth images are complete misses:
the pipeline did not predict any of the annotated attributes, so (in the case
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Table 6.5: Results overview for all localization methods.
Localization method Individual accuracy Group accuracy
Random baseline 0.101 0.295
Mask multiplication 0.126 0.354
Bounding box with β = 0.6 0.202 0.504
of the fourth) a random attribute was chosen, since IoU is 0.
After examining the prediction of the attributes, we found that some at-
tributes perform poorly: almost all predictions for this attribute are wrong.
We decided to move these attributes (Narrow Eyes, Wearing Necklace, Dou-
ble Chin) to the set of non-selectable attributes, since they only bring inac-
curacies. The overall accuracy of our annotated set is increased to 53.0%.
.
This brings us to another question. What happens if the wrong attribute
is selected during localization? We can never be absolutely sure what the user
has selected, and with the Grad-CAM method, which generates approximate
activation maps, it would be pointless to assume good accuracy. We will look
more closely at locating the wrong attribute in the ABML-evaluation part of
the thesis and the consequences thereof.
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Figure 6.4: Examples of good localizations with the bounding box algo-
rithm. The dark green color represents the human-annotated label (user
selection box) and the dark red color represents the predicted label by the
pipeline. On the right side we see the initial corresponding heat map from
which the bounding box was created.
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Figure 6.5: Examples of bad localizations with the bounding box algorithm.
The dark green color represents the human-annotated label (user selection
box) and the dark red color represents the predicted label by the pipeline.
On the right side we see the initial corresponding heat map from which the
bounding box was created.
Chapter 7
ABML Method Evaluation
To evaluate the entire ABML refinement loop, we asked 3 participants (1
female, 2 male) to go through the program while observing and recording all
interesting details. We chose a qualitative approach because the domain is
very subjective and it is difficult to establish a ground truth. We built on the
method described in Chapter 5 and added some evaluation prompts during
the learning process. In addition, we tracked users’ clicks on the buttons and
measured the time it took the user to decide between the given images.
7.1 Evaluation methods
We have implemented additional measures in the usual ABML loop GUI to
evaluate the progress in learning user preferences.
7.1.1 Scoring of the current top images
The idea behind the method is that the image recommendation improves
after several iterations. Therefore, we ask the user to rate the best images
of the latest available model. The evaluation is done immediately after the
last fast matching phase and after the last ABML iteration. The interface
is shown in Figure 7.1. It shows the 5 best images recommended based on
the current set of rules. The user rates each image on a scale of 1–10 (1 is
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Figure 7.1: User is asked to rate each picture on the scale 1–10 (1 is the
worst, 10 being the best). The images are recommended by the latest model
using the latest set of rules and user decisions.
the worst, 10 is the best). After confirming the selection, the user continues
with the next ABML iteration (or with the prompt for a critical example, if
one exists).
7.1.2 Best image evaluation after ABML iteration
After the user has decided which images he likes or dislikes, a simple interface
is presented to the user: select the image that you like best (Figure 7.2).
The images provided are the same as in the ABML iteration. The user can
only select an image that he or she thinks is best. This gives us several
visualization options:
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Figure 7.2: After the ABML iteration we ask the user to select only one
image that he/she likes the most for the purpose of evaluation.
• from which subset of images the user has selected the most (the best
images, the suboptimal images, the one that maximizes entropy),
• we can measure the time it took the user to select the best image.
7.1.3 Interaction monitoring
We monitored users’ clicks on all buttons in the user interface. We assumed
that the better the images are, the longer the user takes to:
• select the best image in the evaluation procedure described above, and
• decide whether the images in the ABML iteration are liked or not.
7.1.4 Induced rules relevancy
We evaluate the relevance of the induced rules after the ABML experiment
is completed. We ask the user to rate the top 10 algorithm-induced rules in
each iteration of the ABML method, using 3-scale r ∈ {0, 1, 2} for each rule:
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• counter-intuitive (0): an illogical rule for the user preferences,
• reasonable (1): a rule somewhat consistent with user preferences but
may contain insufficient information,
• adequate (2): a rule consistent with user preferences, a strong argument
used for defining the user hypothesis.
7.2 Experiment definition
We decided to use 10 iterations of the fast matching and 20 iterations of the
ABML loop. The critical example threshold was set to 0.5. The number
of neighbors to search for was set to 10,000. The male form of the users
is used throughout this chapter, but this applies to both male and female
participants.
7.2.1 Before the experiment
Before the experiment we asked the participant to write down his preferences
in plain English:
• “What kind of a person do you find attractive?”
• “What kind of a person would you date?”
We asked the user to focus his preferences more on the facial part and physical
features than on the character of the person. This forced the user to think
about the taste and gave us an approximate baseline against which we could
compare.
A quick test was performed (just a few iterations of the ABML loop) in
order to explain the user interface (UI).
We set up a camera that records both the user’s screen and the user’s
sound. As it turned out, some of them were quite vocal about the choices,
which gave us additional information. In addition, the program itself tracks
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the experiment using detailed logs, which were then used for the following
analysis.
7.2.2 In the middle of the experiment
We recorded the process of the user’s interaction with UI and noted down
any comments he had. We were available to answer any questions regarding
the UI, but otherwise we kept our involvement to a minimum. We once inter-
rupted the user when a child’s picture appeared as one of the recommended
pictures. The only age-related attribute is Young, which gives us a wide age
range to work with. We asked the user to choose the neutral option as this
would put the image on the ignore list and no longer show it.
7.2.3 At the end of the experiment
We asked the user to answer the following questions:
• “Does the final image selection meet your expectations?”
• “Has anything surprised you?”
• “How hard was it to make decisions?”
• “Would you say that the image selection has improved over time?”
The user was also asked to evaluate the final set of rules as discussed above.
7.3 Qualitative results
We report on the qualitative results of all 3 participants individually (final
image selection, evaluation of the top 10 of the final rules) and then sum-
marize the feedback from all of them. We do not give the top rule for all
participants, because the rule describes the opposite sex and 100% of all
examples were covered by the rule.
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7.3.1 Participant #1
The first participant described his preferences as follows:
“I prefer to date women of medium height (not taller than 180cm)—
preferably sports-like figure, not too fat, not too thin. If I had to
choose, it should be on the heavier side. She should be about my
age (27). As for the face, I would say I like girls with darker
hair (brown or black). I prefer darker skin tones. I do not care
about eye color. And of course it would be nice, if she had a
beautiful smile with beautiful teeth. Lips should be thicker. Thin
eyebrows.”
The experiment ran smoothly until there was a critical example in iteration
10 with a criticality of 0.52 (in Figure 7.3 we can see what the result was after
it was explained by the user). The following set of rules was problematic:
1. IF Wearing Lipstick = false THEN class = DISLIKE; [0, 20]
2. IF Wavy Hair = false THEN class = DISLIKE; [1, 18]
3. IF Big Lips = false AND Pointy Nose = false THEN class =
DISLIKE; [2, 19]
The critical image meets all conditions in the rules, but the class is different
(the user liked the image). The user selected 2 regions on the image that he
liked and 3 non-selectable attributes. The last argument was then translated
to:
class = LIKE BECAUSE
{Bangs = true AND Black Hair = true AND Male = false
AND Narrow Eyes = false AND Double Chin = false}
and no counter examples were found. The participant then continued with
the normal ABML steps until the end of the experiment.
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Figure 7.3: The critical example image that occured in the iteration 10 for
the participant #1. The most problematic attributes were Wearing Lipstick,
Wavy Hair, Big Lips and Pointy Nose. The algorithm deduced that the user
does not like images where such attributes are false. However, this image was
liked with all these attributes being false. Note that theWavy Hair attribute
is false, although one could argue about it. The user then selected 2 image
regions that he liked, and 3 non-selectable attributes.
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The final set of rules is listed in Table 7.1. Some of the rules are classified
as class = DISLIKE. We have negated these rules so that they are all class
= LIKE. This significantly reduces the cognitive burden on the reader.
It seems that he likes attractive brown-haired women who wear lipstick,
earrings and necklace. They have arched eyebrows, bangs, a pointed nose,
and narrow eyes. The rules #1, #4, #6, #8 have a pure distribution—
none of the rules cover the examples from the opposite class. All contain the
attribute Narrow Eyes and this seems to be a fairly defining attribute for the
user. The participant himself said that some attributes are not so important
(e.g., Wearing Lipstick and Wearing Earrings do not seal the deal), so most
rules were classified as reasonable. However, the rules #5 and #7 explicitly
state otherwise. In both cases, most examples are covered by the respective
rules ([47, 2] and [51, 3]), and this is hardly a coincidence. The participant
may not be aware of it, but he tends to prefer women who wear lipstick and
earrings subconsciously.
Figure 7.4 shows the best recommended images after the fast matching
step and at the end of the experiment. This recommendation uses both the
attribute index and the vector embedding index. We can see that the results
have improved considerably. The final recommendation also corresponds
more to the initial user preference—women with darker skin color, brown
hair, and thin eyebrows.
7.3.2 Participant #2
The second participant described her preferences as follows:
“I like an athletic build—not thin, darker hair, a nice smile. I
usually like glasses. Beards and facial hair are fine, just not goa-
tees. I have no preference for eye color. I do not like hats or
earrings on guys. I like tattoos.”
The experiment ended without critical examples. The final set of rules
can be seen in Table 7.2. She seems to prefer attractive young men with
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Table 7.1: The final set of rules for participant # 1. True and false are
identified as t and f, respectively. All rules classify into class = LIKE.
Column E is the participant’s evaluation of the rule at the end of experiment
(0 - counter-intuitive, 1 - reasonable, 2 - adequate).
# Condition + − E
1
IF Brown Hair = t AND Wearing Lipstick = t
AND Narrow Eyes = t
42 0 2
2 IF Brown Hair = t AND Wearing Lipstick = t 46 1 2
3
IF Wearing Lipstick = t AND Wearing Earrings = t
AND Wearing Necklace = t
46 1 1
4
IF Arched Eyebrows = t
AND Attractive = t AND Narrow Eyes = t
AND Wearing Necklace = t
34 0 2
5 IF Wearing Lipstick = t AND Wearing Earrings = t 47 2 1
6
IF Arched Eyebrows = t
AND Pointy Nose = t AND Narrow Eyes = t
AND Brown Hair = t AND Bangs = t
33 0 1
7 IF Wearing Lipstick = t 51 3 1
8
IF Attractive = t AND Wavy Hair = t
AND Wearing Necklace = t AND Narrow Eyes = t
30 0 1
9
IF Arched Eyebrows = t
AND Attractive = t AND Narrow Eyes = t
35 1 1
10
IF Arched Eyebrows = t
AND Pointy Nose = t AND Brown Hair = t
AND Narrow Eyes = t
35 1 1
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Figure 7.4: The comparison between the best recommended images after
the fast matching step and at the end of the experiment for participant #1.
The scores were provided by the participant during the execution of the
experiment.
facial hair, sideburns, and bushy eyebrows. They should not have a big
nose, big lips, straight hair, pale skin, and high cheekbones. They can have
glasses. The rules #1, #2, #3, #4, #6, #8, #10 all have a pure distribu-
tion. Bushy Eyebrows was a surprising attribute for the participant. She
noticed this while conducting the experiment and wondered why so many
pictures have bushy eyebrows. We were surprised that she noticed such de-
tails. As it turned out, many of the topmost rules also contained the attribute
Bushy Eyebrows.
If we compare them with the above mentioned preferences of the partici-
pant, we can see some similarities. The algorithm found a tendency for facial
hair (5 o Clock Shadow, Sideburns), but Goatee was seen as counter-intuitive
for the participant. The 3rd rule was considered reasonable, only because of
the Goatee attribute. However, the rule covered 16 positive examples and
0 negative examples, meaning that she might prefer a goatee beard if there
was additional facial hair, such as 5 o Clock Shadow.
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Figure 7.5: The comparison between the best recommended images after
the fast matching step and at the end of the experiment for participant #2.
The results were provided by the participant during the execution of the
experiment. We can see that the results have improved, and the participant
said “I could definitely find someone to date from this selection.”
In the 9th rule we can also recognize the attribute Eyeglasses mentioned
in the initial preferences. She said that it did not play a decisive role and
rated it as reasonable. This could be true, since other attributes in the rule
are 5 o Clock Shadow and Bushy Eyebrows, which are also represented in
the other rules. However, only one example has the opposite class, so the
glasses can be an important attribute without the participant knowing it. In
addition, during the experiment she discovered other physical characteristics
that she did not like, such as curly hair, people with protruding ears and “men
with a baby faces,” as she would put it. The final selection of recommended
images is shown in Figure 7.5. The participant liked the final selection. She
mentioned that she did not use the grade 10 because it refers to a perfect
person and there is no such thing as a perfect person.
Before the last experiment was carried out, we carried out 3 pilot exper-
iments with participant #2 to improve the various parameters. Most of the
attributes, such as Bushy Eyebrows and other facial hair–related attributes
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Table 7.2: The final set of rules for the participant #2. true and false
are identified as t and f respectively. All rules classify into class = LIKE.
Column E is the participant’s evaluation of the rule at the end of experiment
(0 - counter-intuitive, 1 - reasonable, 2 - adequate).
# Condition + − E
1
IF Attractive = t AND Male = t
AND Straight Hair = f AND Young = t
18 0 2
2 IF Attractive = t AND No Beard = f 13 0 2
3
IF 5 o Clock Shadow = t AND Bushy Eyebrows = t
AND Big Nose = f AND Goatee = t
16 0 1
4 IF Sideburns = t AND Young = t 12 0 1
5
IF Attractive = t AND Big Lips = f
AND Male = t AND Pale Skin = f
20 1 2
6
IF 5 o Clock Shadow = t AND Bushy Eyebrows = t
AND High Cheekbones = f AND Attractive = t
15 0 2
7
IF Attractive = t AND Male = t
AND Straight Hair = f
18 1 2
8 IF Attractive = t AND Male = t 23 3 2
9
IF 5 o Clock Shadow = t AND Bushy Eyebrows = t
AND Big Nose = f AND Eyeglasses = t
19 1 1
10
IF Big Lips = f AND Bushy Eyebrows = t
AND No Beard = f AND Bald = f
13 0 2
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were found to be significant in these pilot experiments as well. We can con-
clude that the method usually finds the most significant attributes in different
runs and converges to a local minimum.
In addition, she noticed that she had some difficulties choosing between
some images where the person in the images makes a face (a grimace). She
said that under normal circumstances she might like the person, but that
she does not find it attractive when making such faces. The problem also
existed with some images, where she knew the person (e.g., a famous actor),
because she knew more about the person than just the physical features.
7.3.3 Participant #3
The third participant had the greatest difficulty in describing his preferences.
He stated that he simply knows whether he likes the person or not. Therefore
it was difficult to put into words and define it clearly. He also stated that he
is not too picky. His description in the end became:
“Small to medium size. Nice smile, not too flashy make-up,
long/medium hair.”
which is not very descriptive. This indecisiveness resulted in 3 different crit-
ical examples in iterations 8 (criticality 0.52), 9 (criticality 0.53), 11 (criti-
cality 0.51). The 8th and 9th iteration critical example revolved around the
same critical rules:
• iteration 8: IF Big Nose = false AND Male = false AND Nar-
row Eyes= false ANDPale Skin= false ANDReceding Hairline
= false THEN class = LIKE; [1, 17]
• iteration 9: IF Big Nose = false AND Male = false AND Nar-
row Eyes = false AND Receding Hairline = false THEN class
= LIKE; [0, 18]
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in both cases the critical image contained the same attributes but had the
opposite class (DISLIKED). In the iteration 11 we see an additional variation
of these rules:
• iteration 11: IF Bags Under Eyes = false AND Male = false AND
Big Nose = false AND Pale Skin = false AND
Receding Hairline = false THEN class = LIKE; [1, 20]
On the other hand, this case contained a critical image that fulfilled the
condition of the rule but had the opposite class. The critical images can be
seen in Figure 7.6. In iteration 8 the arguments were translated to:
class = DISLIKE BECAUSE
{No Beard = true AND Pointy Nose = true
AND Pale Skin = true AND Young = false}.
The attribute Blond Hair that was selected by the user was ignored because
the localization module did not recognize the selected region. In iteration 9,
the arguments were translated to:
class = DISLIKE BECAUSE
{Big Lips = true AND Wearing Earrings = true
AND Bags Under Eyes = true}.
In iteration 11 the arguments were translated to:
class = DISLIKE BECAUSE
{Rosy Cheeks = true AND Bags Under Eyes = true}.
No counter examples were found in any of the iterations. We asked the
participant for the arguments for iteration 12 and he said that he did not like
her teeth and her Blond Hair, so the predicted attribute Bags Under Eyes
was wrong. He said that blond hair in general is not a problem, only the
blond hair in this case. We can see that the localization module has difficulty
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Figure 7.6: The critical images in different iterations for participant #3
and the respective arguments from the user.
in predicting the selected hair region with the hand in the hair. We have no
attributes that would define teeth, so this was the best guess of the algorithm.
In general, the lack of more fine-grained attributes was a problem for the user
to express his taste.
The final set of attributes for participant #3 is shown in Figure 7.3. He
prefers attractive young women with wavy hair, which can be blonde but not
brown. They do not wear earrings and have no big nose, rosy cheeks, pale
skin, and no double chin. They wear lipstick. The top 6 rules have a pure
distribution. 7 of the top rules contain the attribute Young and 5 of the top
rules contain the attribute Wavy Hair. These two attributes appear to be
the determining factor of user preferences. It is difficult to compare them
to the initial user-defined preferences because they are very vague and not
descriptive. Rosy Cheeks could mean too much makeup for the participant,
and this attribute should be false, as specified in some of the rules. However,
the rules #8 and #9 suggest that he likes women with lipstick as long as
they do not have rosy cheeks.
The recommended images for the participant #3 are shown in Figure 7.7.
We see predominantly blonde women, which was surprising for the partici-
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Figure 7.7: The comparison between the best recommended images after
the fast matching step and at the end of the experiment for participant #3.
The scores were provided by the participant during the execution of the
experiment. The participant was surprised that there were so many blondes,
because he does not know he has a preference in hair color.
pant. He said that he could go out with most of them. The improvement in
the score is a little better, but not being picky could lead to many different
scenarios that would satisfy him anyway. It is also surprising that he rated
the second picture 9/10 after the quick matching step because she has brown
hair.
7.4 Quantitative results
In the previous section the results were presented, which are subjective (as
well as the nature of the problem). In this section we present two metrics
that could show the objective view of the method:
• The number of times the user liked or disliked different types of recom-
mended images (the best, the suboptimal, the ones for entropy maxi-
mization) through the iterations
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Table 7.3: The final set of rules for participant #3. True and false are
identified as t and f, respectively. All rules classify into class = LIKE.
Column E is the participant’s evaluation of the rule at the end of experiment
(0 - counter-intuitive, 1 - reasonable, 2 - adequate).
# Condition + − E
1
IF Big Nose = f AND Wavy Hair = t
AND Rosy Cheeks = f AND Wearing Earrings = f
AND Goatee = f
18 0 2
2 IF Young = t AND Brown Hair = t 11 0 2
3
IF Big Nose = f AND Wavy Hair = t
AND Young = t AND Brown Hair = f
AND Narrow Eyes = f
17 0 1
4
IF Bangs = f AND Young = t
AND Wavy Hair = t AND Double Chin = f
AND Brown Hair = f
16 0 1
5
IF Attractive = t AND Male = f
AND Rosy Cheeks = f AND Wavy Hair = t
AND Wearing Earrings = f
16 0 2
6 IF Young = t AND Attractive = t 9 0 2
7
IF Big Nose = f AND Male = f
AND Rosy Cheeks = f AND Young = t
AND Wavy Hair = t
25 2 2
8
IF Big Nose = f AND Young = t
AND Wearing Lipstick = t AND Rosy Cheeks = f
AND Blond Hair = t
27 3 2
9
IF Big Nose = f AND Young = t
AND Wearing Lipstick = t AND Pale Skin = f
AND Rosy Cheeks = f
33 5 2
10
IF Big Nose = f AND Young = t
AND Wavy Hair = t AND Brown Hair = f
19 1 2
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• The time it took the user to decide whether or not to like images in a
given ABML iteration, and the time it took the user to decide on the
best image for evaluation purposes
First we take a look at the number of times users liked or disliked different
types of recommended images. In each iteration we have 3 different types of
images:
• best images : these are the ones deducted from the current top rules
and have the minimum distance to the current rules
• suboptimal images : similar to best images, these are from the current
top rules, but the images are chosen from the ones that do not have
the minimum distance from the current rules
• entropy maximization images : as in Chapter 5, these images try to
bring additional attributes by maximizing the entropy among the at-
tributes
In Figure 7.8 we see the number of LIKE/DISLIKE clicks on different types
of recommended images in different iterations. The bar graphs for participant
#1 and participant #2 are an expected behavior. In the beginning they did
not like images that maximize entropy. Suboptimal images are unpopular in
almost every iteration. The best images are a bit unpopular in the beginning,
but become much more liked in the later stages of the experiment (there
are more of them). Participant #3 is much more random. It seems that
through many iterations he consistently liked the best images, as well as
some suboptimal images in the middle part of the experiment. He also did
not like the 3 best images in the last iteration. We can only assume that
this could be due to his indecision about taste. In general it seems that
the recommended images seem to improve and with each iteration in which
better images are recommended.
Another thing we have traced is the timing of the participants in the
different phases of the experiment. In Figure 7.9 we see the times the par-
ticipant took to complete the ABML iteration, and also how long it took
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Figure 7.8: The number of DISLIKE (left column) and LIKE (right col-
umn) clicks per iteration on the different types of recommended images. The
values are stacked and summed up to a maximum of 5. Participant #1 and
participant #2 show the expected behavior. Suboptimal images are disliked
throughout the entire experiment. In the beginning all 5 images given in
each iteration are rather unpopular. In the middle of the experiment the
best images start to pick up the pace, and more of them are liked. Partici-
pant #3’s pattern is a little more random, which could be attributed to his
lack of decision.
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them to decide on the best image selection that follows the ABML iteration.
We see that there is no pattern. The spike in iteration for participant #1
was that we asked the participant to ignore the child image recommended
to him. For the other spikes in the graph, we looked at the footage of the
experiment again and found that many of them are just participants saying
something about the images (e.g., something funny or unusual). If at all, we
can see that the user was quicker when evaluating the image, which could
already happen in the ABML step. Therefore, this metric does not show us
anything conclusive.
7.5 Summary
In general, all participants felt that the images improved with the iterations
and that the final image selection met their expectations. For some it was a
bit surprising—they found some additional features about their taste. They
said the decision was not difficult unless there were no good images (which is
rare). The quantitative results showed that the recommended images seemed
to improve in later iterations. Best images were liked in the later phases of
the experiment. The time data are not conclusive as they do not show a
pattern.
7.5.1 Improvements
The participants initially found the critical image request somewhat confus-
ing, especially the part with the non-selectable attributes. After we explained
what it means, it made much more sense.
The rule evaluation at the end was felt to be quite hard for all partic-
ipants. One of the participants remarked that it was a cognitive burden,
especially the negative examples. For example, a rule like “No Beard is not
equal to false” is a triple negative and is difficult to interpret. Another
participant suggested that we could generate a paragraph describing such a
person, followed by the question “Would you date this person?”.
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Figure 7.9: Time data of the participants for the ABML iteration and
the best image evaluation. We tracked the user times in both phases of the
experiment to see if the users require more time to decide upon the images
in the later phases of the method. The graph shows no pattern.
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However, these improvements relate more to the evaluation procedure than
to the whole method presented here.
The participants found the quality of the pictures somewhat low. We
are aware that there is a high quality data set CelebAMask-HQ [77] with
high-resolution facial images, but there are only 30000 images in the data
set. Also, users sometimes complained about the speed of the program be-
tween iterations. Although the ABML procedure for deriving the rules is not
outrageously slow, it takes about 10–15 seconds to derive the rules in the
later stages, making it a bit cumbersome for the user.
Another good suggestion was that we could ask the user at the beginning
which gender he or she prefers. The gender is currently determined by the
gender that has the maximum number of instances in the user selection table,
but such a change would make sense.
We think that there could be a lot of improvements if we had more at-
tributes describing the person (e.g., eye color, skin color, race), since we are
currently limited to a certain subset of attributes and sometimes we cannot
express what we want with the given attributes. Additionally, the algorithm
for recommendation could be further improved by using the embedding of
already liked images in a more sophisticated way.
The interface could be ported to a web framework, which would facilitate
access to it, since it currently only runs as a desktop application with access
to the GPU.
In summary, the method seems to work, as qualitative and quantitative
evaluation approaches show, but as always there is room for improvement in
many aspects. We have shown that the visual approach for argumenting and
use of the features generated by a black box model to create and elicit an
explainable model of user preferences.
Chapter 8
Discussion and Further Work
There is still much room for improvement in attribute prediction and at-
tribute localization tasks. We could use the CLMLE [60] method with a
much higher predictive power (88.78% balanced accuracy). We assume that
attribute localization would also improve with this method. For the purposes
of the CNN pipeline, facial images are aligned and the face is facing the cam-
era most of the time. The surroundings are also usually well lit and there is
not much background noise. The localization method would probably find
it difficult to work with outdoor faces shot in a less controlled environment,
in different poses, etc. A more robust method could therefore be developed.
As mentioned earlier, we could use the Helen dataset [31] to train a model
capable of segmenting images into facial regions. These regions could be used
as input features for the CNN pipeline. In addition, the output of a method
that extracts facial landmarks from the image (e.g., some methods are avail-
able in OpenCV library [35]) could also be used to feed such a network and
improve the results.
The AttGAN paper [78] offers an interesting method for editing facial
attributes, which allows for manipulating single or multiple attributes on a
specific face while preserving other details. Suppose we have an initial ran-
dom image that was selected in the first iteration. We could use this method
to modify the original image based on the hypothesis in each iteration. In
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this way, we would converge to a male/female dream image for the user. We
could calculate the vector embedding of this modified image in each iteration
and search our vector embedding index to obtain similar images. This offers
an interesting field of research and further work.
We have already proposed a number of improvements for the evaluation
of the ABML method in Chapter 7. Most of this is related to a better user
experience, but the performance of the method could also be improved. The
image recommendation could be further developed by a more sophisticated
approach (e.g., by using a different machine learning method to derive the
best images). It might also be possible to use the recommendation based on
the user with a similar profile. In addition, the method could be improved
by having much more fine-grained attributes in the data set, as the user
sometimes cannot adequately express his preferences.
In our original problem of tackling the dating application, most users have
a textual description of them written by them. This could provide additional
information. We could use the same approach as with image embedding, this
time with word embedding. But we do not have descriptions for the data
set, and even if we did, they are short and sometimes incomprehensible.
Chapter 9
Conclusions
To discover and describe a taste or preferences in people is a difficult chal-
lenge. It is even more so because it is often very difficult to express and
even understand our own preferences. The acquisition of knowledge becomes
even more difficult if the knowledge must also be presented in a computer-
interpretable form (e.g., for use in expert systems). The preferences of each
individual are highly subjective in nature and therefore require powerful
knowledge-elicitation methods. One such method, which has proven to be
successful for the elicitation of knowledge in difficult domains, is argument-
based machine learning. However, until now, the ABML framework has only
supported numerical and categorical data, and has never been adapted for
working with image data. On the other hand, it is exactly the explanation
of images from which we can learn a lot about people’s tastes or preferences.
In this thesis we have developed a complete ABML-inspired method for
determining users’ dating preferences. We built on the existing ABML frame-
work, which includes argument-based rule learning and an interactive knowl-
edge refinement loop, and introduced a recommendation engine and pipeline
based on convolutional neural networks to obtain interpretable data from
images. The ABML knowledge refinement loop allows the user to focus on
the most critical parts of the current knowledge base and helps the user to
adequately explain selected relevant examples, in our case images. The user
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only needs to explain a single example at a time, which facilitates the artic-
ulation of arguments. It also helps the user to improve the explanations by
showing suitable counter-examples. To enable the user to argue and explain
his preferences using image data, we have introduced a novel approach in
which the user provides arguments by drawing rectangles to select a part of
the image that he likes or dislikes.
The work was divided into two phases. In the first phase, we developed
a procedure to extract meaningful information from the user’s arguments
resulting from the selection and explanation of parts of the images. In the
second phase, we developed an interactive, ABML-inspired procedure to de-
termine users’ dating preferences.
First, we developed a CNN to extract facial attributes from celebrity
images (using the CelebA data set) and to localize the attributes. The at-
tribute prediction model has a balanced accuracy of 72.7%. This leaves
some room for improvement (state-of-the-art methods achieve an accuracy
of about 85%), but this task has proven to be quite challenging when limited
by hardware limitations. At the same time, the achieved accuracy already
proved to be sufficient for our purposes.
In our graphical user interface, the user can select any rectangular im-
age area. We have created a pipeline based on the CNN mentioned above,
which is able to predict for each image, based solely on image-level annota-
tions, the feature the user has pointed out with a certain probability. We
use the Grad-CAM method to extract the class activation maps from the
inner layers of the CNN used for attribute prediction. We convert the class
activation maps to bounding boxes and use intersections over union metrics
to find the most appropriate attribute. To evaluate the localization of facial
attributes, we manually annotated 1,200 images with over 7,200 bounding
boxes around facial regions. The localization performance of the pipeline is
20% considering the strict localization where the attribute must absolutely
match the ground truth attribute. When using group accuracy, where the
predicted attribute must be in the same group as the ground truth attribute,
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the accuracy increases to 50%. By comparison, the random baseline model
achieves 10% and 29.5%, respectively.
In the second phase, we developed an ABML-inspired interaction to deter-
mine the dating preferences of the users. We use the CNN pipeline to provide
the data for the ABCN2 rule-learning algorithm and to enable meaningful
user interaction. Our approach uses features generated by a “black box”
model, which is then used in the ABML knowledge refinement loop to gen-
erate human-readable rules. In addition, a visual approach has been devel-
oped to explain the so-called critical examples by using localized attributes
from the CNN pipeline, which to our knowledge has never been done before.
Within the ABML method, a recommendation engine was created that rec-
ommends the image at each ABML step to maximize knowledge. Together,
the CNN pipeline, the ABML refinement loop, and the recommendation en-
gine form a complete method for elicitation of the user preferences.
We created an application with a simple user interface to conduct an
experiment with three participants. Both qualitative and quantitative ap-
proaches show that the method allows a successful elicitation of their prefer-
ences when it comes to dating. All users found the final selection of images
useful and the image selection gradually improved during the interaction.
The elicited preferences of each user of the application are presented as a
rule-based model that can be used to quickly find images according to the
user’s taste. We showed that this rule model is easy to interpret. All partic-
ipants found that each rule in the final model matched their preferences.
The nice thing about our approach to preference elicitation is that, at
least in principle, we can address any domain that can be represented by
images in which people can explain which parts of the image they like or
dislike, provided that it is possible to obtain meaningful attributes through
the “black box” model. Deep learning methods are increasingly successful in
various visual domains, so similar applications can be developed to determine
people’s tastes in different domains, including fashion items, living room
furniture, cars, and pets, to name a few.
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Appendix A
Attribute distribution
Figure A.1: Attribute distribution of the CelebA dataset
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