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contributions to the empirical literature on city size distributions. First, this study uses data 
from different definitions of US cities in 2010 to study the distribution of cities in space, 
finding significant patterns of dispersion depending on city size. Second, the paper 
proposes a new distance-based approach to analyse the influence of distance on the city size 
distribution parameters, considering both the Pareto and lognormal distributions. By using 
all possible combinations of cities within a 300-mile radius, results indicate that the Pareto 
distribution cannot be rejected in most of the cases regardless of city size. Placebo 
regressions validate our results, thereby confirming the significant effect of geography on 
the Pareto exponent. 
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“ʻIt’s almost hard to believe that this is in the same country as Lakeside,’ he said. 
Wednesday glared at him. Then he said, ʻIt’s not. San Francisco isn’t in the same 
country as Lakeside any more than New Orleans is in the same country as New York or 
Miami is in the same country as Minneapolis.’ 
ʻIs that so?’ Said Shadow, mildly. 
ʻIndeed it is. They may share certain cultural signifiers – money, a federal government, 
entertainment – it’s the same land, obviously – but the only things that give it the 
illusion of being one country are the greenback, The Tonight Show, and McDonald’s.’” 
American Gods by Neil Gaiman 
1. Introduction
In 1913, Auerbach found a striking empirical regularity that establishes a linear and 
stable relationship between city size and rank, which has fascinated researchers from 
many fields (economics, statistics, physics, and geography) since then. In statistical 
terms, this means that city size distribution can be fitted well by a Pareto distribution, 
also known as a power law. Some decades later, this empirical regularity became known 
as Zipf’s law (Zipf, 1949), although what Zipf’s law establishes is just a particular case 
of that linear relationship where the parameter of the Pareto distribution is equal to one, 
which means that the second-largest city in a country is exactly half the size of the 
largest one, the third-largest city is a third the size of the largest, etc. Over the years, 
there have been numerous studies testing the validity of this law for many different 
countries (see the surveys by Cheshire, 1999; Nitsch, 2005; Soo, 2005; and, more 
recently, Cottineau, 2017). 
Although there have been ups and downs of interest in city size distributions and 
Zipf’s law, in the last few decades there has been a revival of interest among urban 
economists, especially since Krugman (1996a) highlighted the “mystery of urban 
hierarchy”. In a fundamental contribution, Krugman (1996b) used data from 
metropolitan areas from the Statistical Abstract of the United States (135 cities) and 
concluded that for 1991 the Pareto’s exponent was exactly equal to 1.005, thus finding 
evidence supporting Zipf’s law for this year in the United States (US). Zipf’s law could 
give a simple but accurate representation of city size distribution and, thus, some 
theoretical models have been proposed to explain the law, with different economic 
foundations: productivity or technology shocks (Duranton, 2007; Rossi-Hansberg and 
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 Wright, 2007) or local random amenity shocks (Gabaix, 1999). These models justify 
Zipf’s law analytically, associate it directly with an equilibrium situation, and connect it 
to proportionate city growth (Gibrat's law, another well-known empirical regularity 
which postulates that the growth rates of cities tend to be independent of their initial 
sizes). In the theoretical literature, Zipf’s law was seen as a reflection of a steady-state 
situation. 
However, things changed after the paper by Eeckhout (2004). Traditionally due 
to data limitations, most of the studies considered only the largest cities, but he 
demonstrated the statistical importance of considering the whole sample. Truncated 
samples lead to biased results, and city definition (administrative cities versus metro 
areas) also plays a key role in the final results. But in a larger blow to Zipf’s law, 
Eeckhout (2004) concluded that city size distribution is actually lognormal rather than 
Pareto. Since then, most studies have considered un-truncated data (Giesen et al., 2010; 
González-Val et al., 2015; Ioannides and Skouras, 2013), but the lognormal distribution 
soon was replaced by other more convoluted distributions that provide a better fit to 
actual data: the q -exponential distribution (Malacarne et al., 2001; Soo, 2007), the 
double Pareto lognormal distribution (Giesen et al., 2010; Giesen and Suedekum, 2014; 
Reed, 2002), or the distribution function by Ioannides and Skouras (2013) that switches 
between a lognormal and a power distribution. 
Most of these new distributions combine linear and nonlinear functions, 
separating the body of the distribution from the upper-tail behaviour. The reason is that 
the largest cities represent most of the population of a country, and the behaviour of the 
upper-tail distribution can be different from that of the entire distribution. In fact, the 
largest cities follow a Pareto distribution in many cases (Levy, 2009). As Ioannides and 
Skouras (2013) pointed out, “most cities obey a lognormal; but the upper-tail and 
therefore most of the population obeys a Pareto law.” Figure 1 illustrates this point 
using data from all US cities (i.e. places) in 2010.
1
 The data, plotted as a complementary 
cumulative distribution function (CCDF), are fitted by a lognormal distribution (the 
blue dotted line) estimated by maximum likelihood. A nonlinear and clearly concave 
behaviour is observed, so the lognormal distribution provides a good fit for most of the 
distribution. However, important deviations between empirical data and the fitted 
lognormal can be found for the largest cities. Actually, the largest cities’ behaviour 
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 Information about data definitions and sources is given in Section 2. 
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 seems almost linear; thus, a power law can be fitted to the upper-tail distribution. The 
population threshold that defines the upper-tail is set at 48,529 people using Ioannides 
and Skouras’s (2013) methodology.2 
Therefore, the current state of the art (Giesen and Suedekum, 2014; Ioannides 
and Skouras, 2013) is that, although most of the distribution is nonlinear, the Pareto 
distribution (and Zipf’s law) holds for the largest cities. Apparently this claim 
reconciles the old body of empirical literature focused on the largest cities with the new 
wave of empirical studies using un-truncated city sizes and the theoretical models 
considering Zipf’s law as the benchmark for the distribution of city sizes. However, this 
solution is unsatisfactory for two main reasons. 
First, urban theoretical models should try to explain city sizes and urban systems 
without imposing any size restriction. It is true that the Pareto distribution provides a 
simple theoretical specification to include in an analytical framework,
3
 but if models are 
restricted to studying only the largest cities at the upper-tail of the distribution, where 
Zipf’s law holds, we are excluding from the analysis the majority of cities, which 
actually are of small and medium size. It is not easy to justify from a theoretical or 
empirical point of view the exclusion of most of the cities, especially when there is 
empirical evidence indicating that the lower tail of the distribution, the smallest cities, 
are also Pareto-distributed (Giesen et al., 2010; Giesen and Suedekum, 2014; Luckstead 
and Devadoss, 2017; Reed, 2001, 2002). 
Second, a Pareto distribution can be fitted to a wide range of phenomena: the 
distribution of the number of times that different words appear in a book (Zipf, 1949), 
the intensity of earthquakes (Kagan, 1997), the losses caused by floods (Pisarenko, 
1998), or forest fires (Roberts and Turcotte, 1998), but the city size distribution case is 
different because there is spatial dependence among the elements of the distribution; 
cities are connected through migratory flows. Actually, an essential assumption in urban 
models to obtain the spatial equilibrium is free migration across cities. Thus, there is a 
relationship between the population of one city and the populations of nearby cities. 
However, the upper-tail of the distribution contains large cities that are very far away 
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 Fazio and Modica (2015) compare four different methodologies to estimate the population threshold that 
switches between the body of the distribution and the Pareto upper-tail. They conclude that the Ioannides 
and Skouras (2013) approach tends to moderately underestimate the truncation point, providing the 
closest prediction. 
3
 Some models generate nonlinear city size distributions: lognormal (Eeckhout, 2004; Lee and Li, 2013) 
or double Pareto lognormal (Giesen and Suedekum, 2014; Reed, 2002).  
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 from each other. Table 1 shows the bilateral physical distances between the 10 largest 
cities in the US in 2010, using two different city definitions: places and urban areas. In 
both samples, New York is the largest city, and SNY/S (the quotient between New 
York’s population and city i’s population) reports how closely these top-10 cities align 
with Zipf’s law (the quotient represents the so-called “rank-size rule”).4 But the 
important point is that the average physical distance between these cities is 1,241.3 
miles for places and 1,070.5 in the case of urban areas. So, on average, there is a great 
distance between these largest cities.
5
 Is it possible that there could be significant 
migrations between these cities?
6
 
Rauch (2014) answers this question using the 2000 US census to obtain evidence 
for moved distances. He creates bins of size 100 kilometres (approximately 62 miles), 
concluding that the large majority of people, over 68% of observations, fall into the bin 
with a distance between 0 and 100 km, suggesting that the majority of US citizens live 
near their place of birth. For instance, only a share of 0.00017 of all people were 
included in the largest distance in his data set, the distance between California and 
Maine, with roughly 2,610 miles: those who either were born in California and live in 
Maine, or those who were born in Maine and live in California. Rauch (2014) also 
estimates the relationship between the number of people and the distance between home 
and place of birth using a standard gravity equation, finding that this relationship 
decreases with distance.  
Therefore, there could be migrations between the largest cities even if they are 
so far from each other, but these migrations are not significant because most of the 
people do not move so far. Thus, it is not clear whether we can use a spatial equilibrium 
model to explain the distant largest cities as a whole, and what means that the Pareto 
distribution (and Zipf’s law), which represents the steady city size distribution in many 
theoretical models (Duranton, 2007; Gabaix, 1999; Rossi-Hansberg and Wright, 2007), 
holds for the largest cities, because they are almost independent elements. This means 
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 The rank size rule is a deterministic rule, which is not exactly equivalent to Zipf’s law but can be a good 
approximation (Gabaix, 1999; Gabaix and Ioannides, 2004). 
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 In Section 3, we carry out an analysis of the spatial distribution of all cities, not just the 10 largest. 
6
 We focus on migrations because it is obvious that there cannot be significant commuting across such 
wide distances; commuting usually takes place within metropolitan areas from surrounding cities to the 
central place. Baum-Snow (2010) analyses commuting patterns in US metropolitan areas from 1960 to 
2000, concluding that, while transport network expansions clearly generated urban population 
decentralization, there is little evidence on how this decentralization manifested itself as changes in 
commuting patterns. 
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 that although New York, Los Angeles, and Miami are cities within the same country, 
actually they are the centres of different urban systems. There are different theories that 
can explain a hierarchical system of cities with a multiplicity of equilibria, from the 
classical theory of the central place by Christaller and Lösch and von Thünen’s model to 
the more recent models that update these theories, including modern agglomeration 
economies (for instance, Fujita et al., 1999a; Hsu, 2012), but the empirical literature on 
city size distribution usually omits this spatial issue and, thus, interpretation of results 
has been reduced to identify the Pareto upper-tail, no matter whether there is any 
meaningful relationship between the largest cities. A few exceptions are Dobkins and 
Ioannides (2001), Ioannides and Overman (2004), and Bosker et al. (2007). 
This paper makes several contributions to the empirical literature on city size 
distributions. First, we study the spatial distribution of cities by considering space as 
continuous using the Duranton and Overman (2005) methodology, obtaining evidence 
supporting a dispersion pattern of the largest cities, which would indicate the existence 
of multiple urban subsystems. Second, we introduce a new distance-based approach to 
analyse how city size distribution changes over space, considering all the possible 
combinations of cities within a 300-mile radius, obtaining support for the Pareto 
distribution for nearby cities, regardless of their sizes. Finally, we carry out several 
robustness checks, including placebo regressions, confirming the significant effect of 
geography on the Pareto exponent when we compare the results obtained by using 
geographical and random samples. 
Our paper is closely related to the study by Hsu et al. (2014). They analyse the 
size distribution of US Core Based Statistical Areas by using subsets of cities, finding 
that spatial partitions of cities based on geographical proximity are significantly more 
consistent with the Pareto distribution than are random partitions. Although the 
approach of Hsu et al. (2014) is similar to ours, there are important differences. We use 
different definitions of US cities and methodologies, and consider all the possible 
combinations of cities instead of a fixed ad hoc number of subsets. Other authors also 
argue for the need to focus on the regional level rather than on the overall city size 
distribution for the whole country (although both can be related). Gabaix (1999) shows 
that if urban growth in all regions follows Gibrat’s law we should observe the Zipfian 
upper-tail distribution both at the regional and national level. Giesen and Südekum 
5
 (2011) test this hypothesis for the German case, finding that Zipf’s law is not only 
satisfied for Germany’s national urban hierarchy, but also in single German regions.  
The paper is organized as follows. Section 2 presents the database that we use. 
Section 3 contains the analysis of the spatial distribution of cities using Duranton and 
Overman’s methodology. In Section 4, we introduce a new distance-based approach to 
study the influence of distance on the city size distribution parameters, and finally we 
check the significance of that relationship with some robustness checks in Section 5, 
including placebo regressions. Section 6 concludes. 
2. Data 
There are many definitions of cities. The US Census Bureau provides statistical 
information for several geographical levels, and the US city size distribution has been 
analysed using different spatial units: states (Soo, 2012), counties (Beeson et al., 2001; 
Desmet and Rappaport, 2017), minor civil divisions (Michaels et al., 2012), 
metropolitan areas (Black and Henderson, 2003; Dobkins and Ioannides, 2000, 2001; 
Ioannides and Overman, 2003), core based statistical areas (Hsu et al., 2014) and 
economic areas, defined by the Bureau of Economic Analysis (Berry and Okulicz-
Kozaryn, 2012) or by using the city clustering algorithm (Rozenfeld et al., 2011). 
In this paper, we use two different definitions of cities: places and urban areas. 
Table 2 shows the descriptive statistics. Our data come from the 2010 US decennial 
census. Geographical coordinates (latitude and longitude) needed to compute the 
bilateral distances between cities are obtained from the 2010 Census US Gazetteer 
files.
7
 
The generic denomination “places” includes, since the 2000 census, all 
incorporated and unincorporated places. The US Census Bureau uses the generic term 
“incorporated place” to refer to a type of governmental unit incorporated under state law 
as a city, town (except the New England states, New York, and Wisconsin), borough 
(except in Alaska and New York city), or village and having legally prescribed limits, 
powers, and functions. On the other hand, there are “unincorporated places” (which 
were renamed Census Designated Places, CDPs, in 1980), which designate a statistical 
entity, defined for each decennial census, according to Census Bureau guidelines, and 
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 As mentioned in the text, there are several definitions of cities in the US. Nevertheless, the Census US 
Gazetteer files only provide coordinates for places and urban areas. Thus, the use of any other definition 
of city would imply the use of nonofficial geographical coordinates.   
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 comprising a densely settled concentration of population that is not within an 
incorporated place but is locally identified by a name. Unincorporated places are the 
statistical counterpart of incorporated places, and the difference between them, in most 
cases, is merely political and/or administrative. These places have been used recently in 
empirical analyses of American city size distribution (Eeckhout, 2004, 2009; Giesen et 
al., 2010; González-Val, 2010; Levy, 2009), and their main advantage is that they do 
not impose any truncation point (populations range from 1 to 8,175,133 inhabitants). 
“Urban area” is the generic term for urbanized areas and urban clusters. 
Urbanized areas consist of a densely developed area that contains 50,000 or more 
people, while urban clusters consist of a densely developed area that has a least 2,500 
people but fewer than 50,000 people. Thus, a minimum population threshold of 2,500 
inhabitants is imposed (see Table 2). The US Census Bureau defines urban areas once a 
decade after the population totals for the decennial census are available, and classifies 
all territory and population located within an urbanized area or urban cluster as urban, 
and all area outside as rural. Previous empirical studies based on this definition of urban 
areas are those by Garmestani et al. (2005) and Garmestani et al. (2008). Furthermore, 
urban areas are used as the cores on which core-based statistical areas are defined. 
For research purposes, both spatial units have pros and cons. Most of the 
population of the country is included in both samples (73.3% of the total US population 
is located in places, and 81.9% is living in urban areas). Places are the administratively 
defined cities (legal cities), and their boundaries make no economic sense, although 
some factors, such as human capital spillovers, are thought to operate at a very local 
level (Eeckhout, 2004). Urban areas represent urban agglomerations, making sure that 
rural locations are excluded. They are more natural economic units, covering huge areas 
that are meant to capture labour markets. However, Eeckhout (2004) demonstrated the 
statistical importance of considering the whole sample, recommending the use of places 
(un-truncated data) rather than urban areas, because if any truncation point is imposed 
the estimates of the Pareto exponent may be biased. 
3. The spatial distribution of cities 
Previously we argued in favour of a hierarchical system of cities: if there are no 
significant migratory flows between the largest cities because they are so far from each 
other, they are actually the centres of different urban subsystems. Thus, our paper is 
7
 inherently related to the system-of-cities literature.
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 Basically, theories stemming from 
this literature generate different subsystems of cities, composed of a few large cities 
surrounded by many medium-sized and small cities. The seminal paper that analysed 
how a group of cities develop and grow in a theoretical framework is Henderson (1974). 
Henderson’s modelling used a general equilibrium analysis that provided an overview 
of the basic theoretical propositions about a system of cities.
9
 An important question 
that the Henderson model explains is how cities’ population relate to each other. A first 
step to assess the validity of these theories entails an analysis of the spatial distribution 
of cities. 
Some theoretical papers study the spatial interactions between surrounding 
cities. The literature has often considered city’s market potential as a good proxy for 
agglomeration economies, although the direction of the effect of changes in market 
potential on city growth is unclear. The New Economic Geography (NEG) theory 
literature (Fujita et al., 1999b; Krugman, 1991; Krugman, 1996b) predicts in many 
cases a hierarchy of cities, in which the availability of services increases when moving 
towards the top of the hierarchy. Although the greater market potential should foster 
growth (the rationale being that nearby cities offer a larger market and, hence, more 
possibilities for selling products), this hierarchy can also generate “agglomeration 
growth shadows”, where spatial competition near higher–tiered centres constrains the 
growth of local businesses (Partridge et al., 2009). Location theory and hierarchy 
models (Dobkins and Ioannides, 2001) suggest that increasing market potential could 
affect city growth negatively, because the forces of spatial competition separate the 
larger cities from each other, so the bigger a city grows, the smaller its neighbouring 
cities will be. 
Nevertheless, although there is a sizeable body of theoretical research, the 
empirical evidence remains limited to a few papers. Partridge et al. (2009) study 
whether proximity to same-sized and higher-tiered urban centres affected the patterns of 
1990–2006 US county population growth. Their results show that, rather than casting 
NEG agglomeration shadows on nearby growth, larger urban centres generally appear to 
have positive growth effects for more proximate places of less than 250,000 people, 
although there is some evidence that the largest urban areas cast growth shadows on 
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 Other examples of early theoretical papers on the systems of cities are Henderson (1982a, 1982b), 
Henderson and Ioannides (1981), Hochman (1981), and Upton (1981).    
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 proximate medium-sized metropolitan areas and that there is spatial competition among 
small metropolitan areas. Dobkins and Ioannides (2001) explore spatial interactions 
among US cities by using a data set of metro areas from 1900 to 1990 and spatial 
measures including distance from the nearest larger city in a higher-tier, adjacency, and 
location within US regions. They find that among cities that enter the system, larger 
cities are more likely to locate near other cities, and older cities are more likely to have 
neighbours. Hsu et al. (2014) find strong empirical support for what they call “the 
spacing-out property” in the US: larger cities tend to be widely spaced, with smaller 
cities grouped around these centres. 
In this paper, Table 1 provides some anecdotal evidence on the great bilateral 
distances between the top 10 largest cities in the US. However, to corroborate whether 
this spatial pattern is consistent with the geographical distribution of all cities, we must 
carry out a systematic analysis of the spatial distribution of cities by considering space 
as continuous.  
We define four groups of city sizes depending on population (5,000–25,000, 
25,000–50,000, 50,000–100,000, and larger than 100,000 inhabitants),10 and then study 
how the cities of similar size are distributed in space, following the methodology by 
Duranton and Overman (2005, 2008). This empirical procedure has been extensively 
used to study the spatial distribution of firms, but, to our knowledge, this is the first time 
it is applied to analyse the spatial distribution of cities. This approach considers the 
distribution of bilateral distances between all pairs of cities in each group. Then, we test 
whether the observed distribution of bilateral distances for each group of cities of 
similar sizes is significantly different from a randomly drawn set of bilateral distances. 
To be able to test this hypothesis, we build global confidence intervals around the 
expected distribution based on the simulated random draws. Cities of a particular size 
would be significantly localized or dispersed if their distribution of bilateral distances 
falls out of the global confidence intervals. 
First, we calculate the bilateral distance between all cities in a group. We define 
ijd  as the distance between cities i  and j . Given n  cities, the estimator of the density 
of bilateral distances (called K-density) at any point (distance) d  is 
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where f  is the Gaussian kernel function with bandwidth (smoothing parameter) h . To 
simplify the analysis, we consider only the range of distances between zero and 900 
miles. This threshold is the median distance between all pairs of cities (848 miles for 
places and 857 for urban areas, to be precise). One fundamental difference between the 
analysis of the spatial distribution of firms and cities is the geographical scope; while 
most of the firms within an industry usually concentrate in a cluster of short distances, 
cities’ distribution usually covers all the territory of the country and, thus, we must 
consider wider distances (up to 900 miles). 
Second, to identify whether the location pattern of cities of a considered size is 
significantly different from randomness, we need to construct counterfactuals by first 
drawing locations from the overall cohort of cities and then calculating the set of 
bilateral distances. We consider that the set of all existing “sites” ( S ), i.e., all the cities 
in the distribution, represents the set of all possible locations for any city of a particular 
size. This means that, for instance, Los Angeles could be located in any other place in 
the US where a city exists. For each group of cities, we run 2,000 simulations. For each 
simulation, the density of distances between pairs of cities is calculated if the same 
number of cities within the group was allocated across the set S  of all possible 
locations: all the cities for urban areas (3,592) and a random sample of 15,000 in the 
case of places.
11
 Sampling is done without replacement. Thus, for any of the four groups 
of cities A  with n  cities we generate our counterfactuals mA
~
 for 2000,...,2,1m  by 
sampling n  elements without replacement from S , so that each simulation is equivalent 
to a random redistribution of cities across all the possible sites.  
Finally, we compare the actual kernel density estimates to the simulated 
counterfactuals. To analyse the statistical significance of the localization pattern of 
cities compared to randomness, we construct global confidence bands using the 
simulated counterfactual distributions, following the methodology of Duranton and 
Overman (2005, 2008). Another important difference between the spatial distribution of 
firms and cities is that the set S  of all existing sites increases over distance (cities are 
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 15,000 is more than half of the total number of places in the distribution (28,738). We cannot use the 
full sample of cities because of computational limitations. 
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 distributed to cover all the country), while in the case of firms the distribution depends 
on industrial and economic factors. This implies that, as our figures show, global bands 
are always increasing in the case of cities (the greater the distance, the higher the 
density of cities if they were randomly distributed). Deviations from randomness 
involve a localization or dispersion pattern, if the estimated K-densities for a group of 
cities of a given size lie above or below the global confidence band for at least one 
distance d , respectively. 
Figures 2 and 3 show the results for the two definitions of cities considered, 
places and urban areas, respectively. Regarding places (Figure 2), the estimated K-
densities fall out of the bands in almost all cases, pointing to a clear nonrandom location 
pattern. We observe a high density for distances between zero and 100 miles for all city 
sizes. For distances beyond 100 miles, different patterns of concentration emerge 
depending on city size. For small and medium-sized cities (5,000–25,000 and 25,000–
50,000 inhabitants), densities fall within the bands (or they are very close to the lower 
band) until roughly 300 miles, indicating that the location of these cities is not 
significantly different from randomness. For longer distances (300 to 900 miles), the 
density of small and medium-sized cities continues to increase, but at a slower pace than 
random location would involve, pointing to a soft dispersion pattern. 
The geographical pattern of large cities (50,000–100,000 and greater than 
100,000 inhabitants) is different. From zero to 200 miles, the density decreases. This 
means that, when all cities are considered, large cities usually are not located close to 
each other. This drop in density, illustrated both in Figures 2(c) and 2(d) represents the 
“agglomeration shadow” of big cities, or what Hsu et al. (2014) define as the “spacing-
out property”: larger cities tend to be widely spaced. Although densities recover the 
initial levels at a distance of around 300 miles, there is a clear dispersion pattern in the 
location of these cities for all distances. 
If we consider urban areas rather than places, results are quite different. Figure 3 
shows that for most of the size groups (5,000–25,000, 25,000–50,000, and 50,000–
100,000 inhabitants), densities increase over distance, but we cannot reject a spatial 
pattern different from randomness, as K-densities fall within the global confidence 
bands for most of the distances (or they coincide with the lower band in the case of 
cities with populations between 25,000 and 50,000). Figure 3(d) shows that only for the 
largest cities (greater than 100,000 inhabitants), increasing density with distance is 
11
 below the bands from 200 miles, indicating a dispersion pattern. The lack of spatial 
pattern for urban areas is not surprising; remember that urban areas include urbanized 
areas and urban clusters, and a minimum population threshold of 50,000 and 2,500 
inhabitants, respectively, is imposed. As Sánchez-Vidal et al. (2014) indicate, if the 
definition of city requires a minimum population, most of the interactions between 
central and surrounding cities actually take place within this aggregate geographical 
units, so that information is missing. For instance, the number of cities in the size 
groups 25,000–50,000 and 50,000–100,000 clearly decreases when we move from 
places to urban areas (see Figures 2 and 3). Thus, places are more appropriate than 
urban areas to analyse the spatial distribution of cities. 
To sum up, in the case of places the estimated K-densities allow us to identify 
different spatial patterns depending on city size. Overall, for long distances we get a 
dispersion pattern regardless of city size. Moreover, for large cities densities decrease 
from zero to 200 miles, indicating that usually there are wide distances between big 
cities. These geographical patterns support a hierarchical system of US cities in which 
the central city of each subsystem would be far away from each other. Between a 
distance of 200 and 300 miles, the density of large cities recovers the initial values; 
thus, we can set the limit of urban subsystems (on average) around that threshold. In 
other words, large cities cast shadows on nearby big cities (50,000–100,000 and greater 
than 100,000 inhabitants) until a distance of 300 miles. Evidence regarding urban areas 
is less conclusive; only for cities with populations greater than 10,000 and distances 
longer than 200 miles do we obtain a significant dispersion pattern. 
4. The spatial city size distribution 
The previous section provides evidence for the significant dispersion of large cities, 
which points to a hierarchical urban system. In particular, we find that until spatial 
distances of around 200–300 miles the density of large cities is low, while there are 
many small and medium-sized cities distributed in a way not significantly different 
from randomness. Therefore, henceforth we consider that 300 miles is the spatial limit 
of urban subsystems. Now, we study how city size distribution changes over distances 
from zero to 300 miles.  
 However, this is not a spatial econometrics exercise. City size distribution can be 
estimated using spatial econometrics techniques to account for spatial dependence. Le 
12
 Gallo and Chasco (2008) consider Spanish urban areas from 1900 to 2001 to estimate 
Zipf’s law by using a spatial SUR model. Our approach is different; space is introduced 
in our methodology through the selection of geographical samples of cities based on 
distances. 
 Thus, the first step is to define the geographical samples of neighbouring cities. 
There could be several criteria to select the samples. For instance, Hsu et al. (2014) 
consider a fixed number of samples (regions) using geographical (travel distance 
between cities) and economic (trade linkages) criteria. Berry and Okulicz-Kozaryn 
(2012) use a labour market criterion, based on commuting time to jobs located in urban 
cores. Therefore, depending on the criterion, one obtains a concrete set of subsystems 
with particular groups of neighbouring cities. As there are many alternative criteria 
(based on economic, social, or geographical factors) that could give rise to different 
groups of cities, in this paper we follow an agnostic view: we consider all the possible 
combinations of cities within a 300-mile radius based on physical geographic distances. 
Bilateral distances between all cities are calculated using the haversine distance 
measure.
12
 Then, circles of radius 300,...,20,15r  are drawn around the geographic 
centroid of each city’s coordinates, starting from a minimum distance of 15 miles, 
adding 5 miles each time.
13
 This means that we obtain 58 different geographical 
samples for each city. We repeat this exercise for all cities, considering both places and 
urban areas. This provides 1,666,804 (28,738x58) and 208,336 (3,592x58) geographical 
samples in the case of places and urban areas, respectively. Note that, within these 
geographical samples, we consider all cities with no size restriction. Obviously, as 
distance increases, the number of cities included within the circles also rises; in Section 
5.2 we explicitly analyse the relationship between geographical distance and sample 
size. Finally, in some cases samples are repeated (different circles include exactly the 
same cities) or are single-city samples. We deal with these issues later. 
 Once we have defined the geographical samples, we look at the behaviour of 
city size distribution from this spatial perspective, fitting two classical statistical 
distributions: Pareto and lognormal.   
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 The haversine formula determines the great-circle distance between two points on the surface of the 
Earth given their longitudes and latitudes, taking into account the mean radius of the Earth. 
13
 We repeated the analysis adding 1 mile each time for a few cities, and results were very similar. 
13
 The first distribution we consider is the Pareto distribution. Let S  denote the 
city size (measured by the population); if this is distributed according to a power law, 
also known as a Pareto distribution, the density function is 
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where 0a  is the Pareto exponent (or the scaling parameter) and S  is the population 
of the city at the truncation point. It is easy to obtain the expression aSAR  , which 
relates the empirically observed rank R  (1 for the largest city, 2 for the second largest, 
and so on) to the city size. This expression has been used extensively in urban 
economics to study city size distribution (see the surveys of Cheshire, 1999, and Gabaix 
and Ioannides, 2004). 
First, we test whether this distribution provides an acceptable fit to our 
geographical samples of cities. For each geographical sample, we conduct the statistical 
test for goodness-of-fit proposed by Clauset et al. (2009),
14
 based on the measurement 
of the “distance” between the empirical distribution of the data and the hypothesized 
Pareto distribution. This distance is compared with the distance measurements for 
comparable synthetic data sets drawn from the hypothesized Pareto distribution, and the 
p-value is defined as the fraction of the synthetic distances that are larger than the 
empirical distance. This semi-parametric bootstrap approach is based on the iterative 
calculation of the Kolmogorov-Smirnov (KS) statistic for 100 bootstrap data set 
replications.
15
 The Pareto exponent is estimated for each geographical sample of cities 
using the maximum likelihood (ML) estimator, and then the KS statistic is computed for 
the data and the fitted model.
16
 Single-city samples are excluded. The test samples from 
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 As a robustness check, we also conduct the statistical test proposed by Gabaix (2009) and Gabaix and 
Ibragimov (2011) to study the validity of the Pareto distribution, based on a modification of the Rank-
21  OLS regression. This test is especially developed to work with small samples because it reduces the 
small-sample bias, but our results show that the number of rejections of the null of an exact power law 
significantly increases with the number of cities in the sample. Thus, the results of Gabaix’s (2009) test 
for urban areas are quite similar to those obtained with Clauset et al.’s (2009) test, but results for places 
using large sample sizes are different, because Gabaix’s test detects a greater number of rejections of the 
Pareto distribution than Clauset et al.’s test. These results are available upon request. 
15
 The procedure is highly intensive in computational time. We computed the test with 300 replications 
for a few cities, and results were similar. 
16
 Actually, the procedure by Clauset et al. (2009) is specifically designed to choose an optimal truncation 
point. To select the lower bound, the Pareto exponent is estimated for each sample size using the ML 
estimator, computing the KS statistic for each sample size. The truncation point that is finally chosen 
corresponds to the value of the threshold for which the KS statistic is the smallest. However, in this paper 
14
 the observed data and checks how often the resulting synthetic distribution fit the actual 
data as poorly as the ML-estimated power law. Thus, the null hypothesis is the power 
law behaviour of the original sample. Nevertheless, this test has an unusual 
interpretation because, regardless of the true distribution from which our data were 
drawn, we can always fit a power law. Clauset et al. (2009) recommend the 
conservative choice that the power law is ruled out if the p-value is below 0.1, that is, if 
there is a probability of 1 in 10 or less that we would obtain data merely by chance that 
agree as poorly with the model as the data that we have. Therefore, this procedure only 
allows us to conclude whether the power law achieves a plausible fit to the data.  
Figure 4 shows the result of the Pareto test by distance. For each distance, the 
graphs represent the percentage of p-values lower than 0.1
17
 over the total number of 
tests carried out at that distance.
18
 Regarding places (Figure 4(a)), the percentage of 
rejections of the Pareto distribution clearly increases with distance, but it is always 
below 40%, even for the longest distance considered. Results for urban areas are 
different (Figure 4(b)); at short distances with low sample sizes the percentage of 
rejections of the power law behaviour of the data is high but lower than 50%, and as 
distance increases the rejection rate decreases to a rather constant value lower than 10%. 
This evidence suggests that the Pareto distribution is a plausible approximation for the 
real behaviour of the data in our geographical samples in all cases, for any distance, and 
for both definitions of city. Recall that we do not impose any size restriction; thus, 
nearby cities are Pareto-distributed regardless of the size of the cities included in the 
samples. Most of the possible combinations of neighbouring cities, for which economic 
interactions and migratory flows are significant, are Pareto-distributed. 
 Once we conclude that the Pareto distribution is an acceptable description of city 
sizes, we proceed to estimate the Pareto exponent. Although previously we have 
estimated the parameter by ML to run the goodness-of-fit test, now we apply Gabaix 
and Ibragimov’s Rank- 21  estimator. The reason is that this estimator performs better in 
                                                                                                                                               
we do not truncate our data, so the value of the threshold is set to the minimum population in the sample 
in all cases, considering all the available observations in each geographical sample. 
17
 We use the 0.1 reference value for the p-value, as Clauset et al. (2009) recommend. Other significance 
levels (1% and 5%) yield similar results. 
18
 By construction, as we start to build up the geographical samples from each city, the number of tests by 
distance should coincide with the number of cities in the sample. However, in some specific cases with 
very low sample sizes the log-likelihood cannot be computed and thus the test cannot be carried out. 
Single-city samples are also excluded. Thus, the number of tests by distance is not constant, although 
differences are small. The number of tests carried out by distance ranges from 27,886 to 28,755 in the 
case of places, and from 2,088 to 3,591 for urban areas. 
15
 small samples, although when the sample size is large, differences between estimators 
are reduced (González-Val, 2012). Moreover, Gabaix and Ibragimov (2011) suggest 
that their estimator produces more robust results than the ML estimator under deviations 
from power laws. 
Taking natural logarithms from the expression aSAR  , we obtain the linear 
specification that is usually estimated: 
 SabR lnln ,    (1) 
where   is the error term and b  and a  are the parameters that characterize the 
distribution. Gabaix and Ibragimov (2011) propose specifying Equation (1) by 
subtracting 21  from the rank to obtain an unbiased estimation of a : 

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2
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ln .   (2) 
The greater the coefficient aˆ , the more homogeneous are the city sizes. Similarly, a 
small coefficient (less than 1) indicates a heavy-tailed distribution. Zipf’s law is an 
empirical regularity, which appears when Pareto’s exponent of the distribution is equal 
to the unit ( 1a ). This means that, when ordered from largest to smallest, the 
population of the second city is half that of the first, the size of the third is a third of the 
first, and so on. 
Equation (2) is estimated by OLS for all our geographical samples by distance. 
This means that, for each city, we obtain 58 different estimates of the Pareto exponent. 
Figure 5 illustrates the procedure, showing the results when the central city is the largest 
one, New York city. The graph shows how, after an initial jump in the estimated 
exponent, the value of the exponent decreases as distance increases. This indicates that a 
longer distance implies a greater inequality in city sizes. The figure also shows one 
characteristic of the geographical samples: as distance increases, the area considered 
naturally grows and so does the number of cities. 
This iterative estimation of the Pareto exponent by distance is repeated starting 
from every city. After running all the regressions with the geographical samples defined 
as explained above, we obtain 1,665,962 Pareto exponent-distance pairs for places and 
16
 204,959 in the case of urban areas. Single-city samples are excluded.
19
 Next, to 
summarise all these point-estimates, we conduct a nonparametric estimation of the 
relationship between distance and the estimated Pareto exponents using a local 
polynomial smoothing. The local polynomial smoother fits the Pareto exponent to a 
polynomial form of distance via locally weighted least squares, and a Gaussian kernel 
function is used to calculate the locally weighted polynomial regression.
20
 Figure 4 
shows the results, including the 95% confidence intervals. Results are similar for both 
places and urban areas: as distance increases, the Pareto exponent decreases. The 
decreasing Pareto exponent converges to the value estimated for the whole sample of 
cities (see Table 2), represented by the horizontal line. A possible explanation is that, as 
distance increases, so does the number of cities within the samples, and this pulls down 
the coefficient (Eeckhout, 2004). In Section 5.2, we run placebo regressions to test 
whether sample size is the only factor driving our results. Finally, for urban areas the 
estimated coefficients tend to be higher because of the different definition of cities 
(González-Val, 2012). The empirical research establishes that the data are typically well 
described by a power law with exponent between 0.8 and 1.2 (Gabaix, 2009), and, in 
the case of urban areas, the average value of the estimated exponent falls within that 
interval for all of the distances beyond 30 miles. Moreover, for short distances (50–75 
miles), the value 1 falls within the confidence bands, so we cannot reject Zipf’s law for 
those geographical samples at those distances.  
 The second distribution considered is the lognormal distribution. The density 
function of the lognormal is 
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the mean and standard deviation of iSln , which denotes the natural logarithm of city 
size. The expression of the corresponding cumulative distribution function is 
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erfSP , where erf  denotes the error function associated with the 
normal distribution. The lognormal distribution has been considered for many years to 
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 The number of regressions does not coincide exactly with the number of cities multiplied by the 58 
different distances considered because in some cases at the start of the procedure with small distances 
there is only one city in the sample, so the regression is skipped until there is more than one city in the 
geographical sample.  
20
 We used the lpolyci command in STATA with the following options: local mean smoothing, a 
Gaussian kernel function, and a bandwidth determined using Silverman’s (1986) rule-of-thumb. 
17
 study city size (Richardson, 1973). More recently, Eeckhout (2004) fits the lognormal 
distribution to un-truncated US city size data. He also develops a theoretical model of 
local externalities with a lognormal distribution of city sizes in equilibrium. Lee and Li 
(2013) modify the Roback model to generate a city size distribution that asymptotically 
follows the lognormal distribution. 
Again, first we compute a statistical test by distance to assess the validity of the 
distribution. The standard test to check the lognormal behaviour of a sample is the KS 
test, previously used with city sizes by Giesen et al. (2010) and González-Val et al. 
(2015). One well-known inconvenience of this test is its relatively low power: with very 
high sample sizes, it tends to systematically reject the null hypothesis unless the fit is 
almost perfect. Therefore, we expect that the power of the test decreases with distance 
as the sample size increases. The KS test null hypothesis is that the two samples (the 
actual data and the fitted lognormal distribution) come from the same distribution. 
Figure 6 shows the result of the KS test by distance. For each distance, the 
graphs represent the percentage of p-values lower than 0.05
21
 over the total number of 
tests carried out at that distance (again single-city samples are excluded). Support for 
the lognormal distribution clearly decreases with distance for both places and urban 
areas (Figures 6(a) and 6(b)). For distances longer than 100 miles, the percentage of 
rejections soon rises to higher than 50%, and for the longest distances the test rejects the 
lognormal distribution in most of the cases (almost 80% and 100% for places and urban 
areas, respectively). 
 Thus, lognormal distribution is only valid for short distances. Next, we estimate 
the lognormal distribution parameters. The ML estimators for the mean ( ) and 
standard deviation ( ) are, respectively, the mean and standard deviation of the 
logarithm of the data. This gives us 1,666,804 mean- and standard deviation-distance 
pairs for places and 208,336 in the case of urban areas. Again, to summarise all these 
values, we estimate the nonparametric relationship distance-mean and distance-standard 
deviation using a local polynomial smoothing. The rest of the panels in Figure 6 (c–f) 
display the results, including the 95% confidence intervals. There are no important 
differences in the behaviour of the parameters between places and urban areas. In both 
cases the mean decreases with distance, while standard deviation increases with 
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 5% is the significance level usually considered in the literature. If we use the 10% level, like in the 
Pareto test, we obtain similar results to those shown in Figure 5. 
18
 distance. It is important to note that average values soon converge to the mean for the 
whole sample (Table 2), represented by the horizontal line.  
5. Robustness checks 
In Section 4, we analyse the spatial distribution of US cities by using a new distance-
based approach. Results support the Pareto distribution in most of the cases, while the 
lognormal distribution is valid only for short distances. In this section, we carry out 
some robustness checks focusing only on the Pareto distribution, which is an acceptable 
approximation for the real behaviour of the data in our geographical samples, for any 
distance and for both definitions of city. Moreover, as we do not impose any size 
restriction, nearby cities are Pareto-distributed regardless of the size of the cities 
included in the samples. As noted in the Introduction, the Pareto distribution is the 
benchmark in both the theoretical and empirical literature on city size distribution. 
5.1 Repeated estimations 
In some cases, some of our geographical samples may be repeated. Recall that we draw 
circles of different radii from zero to 300 miles starting from each city, to consider all 
the possible combinations of cities. Thus, if the core cities of two different circles are 
close, the geographical samples may be similar or even identical. Many repeated 
observations could be driving these results, so, to check whether this is a problem, we 
repeat the analysis considering only the geographical samples with a core city greater 
than 100,000 inhabitants. The analysis of the spatial distribution of cities in Section 3 
has shown that the largest places tend to be significantly dispersed over space (Figure 
2(d)); in the case of urban areas, there is also a significant dispersion pattern starting 
from 200 miles (Figure 3(d)). Thus, if we consider only the geographical samples with a 
large core city, we should avoid replicated samples. 
Figure 7 shows the results. Regarding the Pareto goodness-of-fit test, Figures 
7(a) and 7(b) display a similar evolution of the percentage of rejections with distance to 
that shown in Figures 4(a) and 4(b) when all the geographical samples are considered.
22
 
The only difference is that now the percentage of rejections in the case of places is 
slightly higher, especially at the longest distances, when it reaches 51%. Nevertheless, 
we can still argue that the Pareto distribution is a plausible fit to city size distribution for 
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 Now the number of tests carried out by distance ranges from 276 to 280 in the case of places, and from 
143 to 298 for urban areas. 
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 places for most of the distances. For urban areas, the percentage of rejections remains 
below 10% for most of the distances. 
The sample selection of this robustness check reduces the number of point 
estimates of the Pareto exponent; now we obtain 16,237 Pareto exponent-distance pairs 
for places and 17,034 in the case of urban areas. However, the nonparametric 
relationship between the Pareto exponent and distance is still decreasing. In the case of 
urban areas, the Pareto exponent strongly decreases from zero to 50 miles and then 
starts to slowly increase, approaching the estimated value for the whole sample (the 
horizontal line) from below. 
5.2 Placebo regressions 
We consider geographical samples that represent all the possible combinations of cities 
within a 300-mile radius. Each geographical sample includes a particular number of 
cities; thus, we have 1,666,804 and 208,336 sample sizes for places and urban areas, 
respectively. As the radius (i.e. distance) increases, the number of cities included in the 
circles naturally also increases. Figure 8 shows the nonparametric relationship between 
distance and sample size using a local polynomial smoothing, confirming the increasing 
sample size with distance in both places and urban areas. 
Thus, it could be that our results were only driven by sample size, especially 
because the decreasing relationship between the Pareto exponent and sample size is 
already known (Eeckhout, 2004). To check this issue, we run placebo regressions. 
Previously we constructed 58 different geographical samples starting from each city. 
Now, we construct the same number of samples (58) starting from each city, but instead 
of including the nearby cities we draw exactly the same number of random cities 
without replacement from the whole city size distribution, regardless of the physical 
bilateral distances. Single-city samples are excluded. Then, using the Gabaix and 
Ibragimov (2011) specification (Equation (2)), we estimate the Pareto exponent for all 
these random samples of cities. Note that sample size is the same in random and 
geographical samples, but they only share one common element: the initial core city. 
Finally, we compute the difference between the previously estimated Pareto exponent 
from the geographical samples and the placebo Pareto exponent obtained from random 
samples. Therefore, for each city we obtain 58 values of the difference between the 
Pareto exponents estimated using geographical and random samples. Alternatively, 
20
 from the sample size view, for each number of cities we carry out an average number of 
267 and 291 replications in the case of places and urban areas, respectively.  
This gives us 1,665,962 values for places and 204,959 in the case of urban areas, 
which we summarise conducting a nonparametric estimation by using a local 
polynomial smoothing of the relationship between distance and the difference between 
the Pareto exponents estimated using geographical and random samples. Figure 9 shows 
the results, including the 95% confidence bands. Note that this time the x-axis 
represents sample size, instead of distance. For small sample sizes, the difference 
between Pareto exponents estimated by using geographical and random samples is 
positive, but decreasing with sample size. In the case of urban areas, the difference is 
not significant for sample sizes smaller than 50 cities. Nevertheless, as sample size 
increases, the difference stabilises around a positive value, significantly different from 
zero. 
The interpretation of the significant positive difference between the Pareto 
exponents estimated using geographical and random samples is that geography has a 
significant effect on the value of the Pareto exponent, and this effect is not just the 
consequence of a larger or smaller sample size: Pareto exponents estimated using 
geographical samples of nearby cities are (on average) higher than those obtained with 
random samples of cities, indicating that neighbouring cities are more homogeneous in 
city sizes than random samples of cities. Using data from the US, Hsu et al. (2014) also 
find significant differences in the results obtained from spatial partitions of cities and 
random partitions. 
6. Conclusions 
The distribution of population over space has deep economic and social implications. 
Over many years, economists, statisticians, physicists, and geographers have pointed to 
the Pareto distribution as the benchmark distribution. In recent years, after an enriching 
debate, studies from the mainstream literature have been updated to a new paradigm 
which states that, although most of the city size distribution is nonlinear, the Pareto 
distribution (and Zipf’s law) holds for the largest cities. This paper questions this 
statement. 
Large cities are usually far away from each other, so it is not clear whether we 
can use the theoretical spatial equilibrium models to explain the largest cities as part of 
21
 a whole city size distribution, and what means that the Pareto distribution (and Zipf’s 
law) holds for these largest cities, because they are almost independent elements. By 
using data from different definitions of US cities in 2010, we study the distribution of 
cities in space, finding significant patterns of dispersion depending on city size. K-
densities estimated using the methodology by Duranton and Overman (2005) allow us 
to identify different spatial patterns depending on city size. Overall, for long distances 
we get a dispersion pattern regardless of city size. Furthermore, for large cities densities 
decrease from zero to 200 miles, indicating that usually there are long distances between 
big cities, providing support for what the NEG theoretical models call “agglomeration 
shadows”. These geographical patterns also support a hierarchical system of cities in the 
US, in which the central city of each subsystem would be far away from each other.  
We propose a new distance-based approach to analyse the influence of distance 
on the city size distribution parameters, considering the two traditional distributions 
used to fit population data: Pareto and lognormal. By using all the possible 
combinations of cities within a 300-mile radius, results indicate that the Pareto 
distribution cannot be rejected in most of the cases regardless of city size. This means 
that the Pareto distribution fits well city size distribution for cities of all sizes as long as 
they are located nearby. Thus, we emphasize that the proper statistical function of city 
size distribution (and the fulfilment of Zipf’s law) is a matter of distance, rather than 
size. On the contrary, the lognormal distribution is only valid for short distances.  
To check the robustness of the results, we run placebo regressions, confirming 
the significant effect of geography on the Pareto exponent: Pareto exponents estimated 
using geographical samples of nearby cities are (on average) higher than those obtained 
with random samples of cities, indicating that neighbouring cities, sharing economic 
and trade interactions, commuting, and migratory flows, are more homogeneous in city 
sizes than random samples of cities. 
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 Table 1. Bilateral physical distances between the 10 largest cities in the US in 2010 
A. Places                         
Rank City Population SNY/S Bilateral distances (miles) 
1 New York, NY 8,175,133 1.0 . 
         2 Los Angeles, CA 3,792,621 2.2 2,459.0 . 
        3 Chicago, IL 2,695,598 3.0 717.7 1,748.8 . 
       4 Houston, TX 2,099,451 3.9 1,419.3 1,378.8 937.3 . 
      5 Philadelphia, PA 1,526,006 5.4 77.5 2,399.3 666.5 1,343.0 . 
     6 Phoenix, AZ 1,445,632 5.7 2,140.5 364.3 1,444.8 1,015.1 2,077.0 . 
    7 San Antonio, TX 1,327,407 6.2 1,583.0 1,207.7 1,047.1 189.7 1,507.9 846.7 . 
   8 San Diego, CA 1,307,402 6.3 2,427.1 111.1 1,723.6 1,298.6 2,365.1 296.4 1,122.9 . 
  9 Dallas, TX 1,197,816 6.8 1,370.9 1,249.0 798.7 223.6 1,297.9 886.9 252.0 1,181.1 . 
 10 San Jose, CA 945,942 8.6 2,550.4 296.4 1,832.7 1,602.1 2,497.2 604.8 1,443.7 407.4 1,446.4 . 
B. Urban Areas 
            
Rank City Population SNY/S Bilateral distances (miles) 
1 New York-Newark, NY-NJ-CT 18,351,295 1.0 . 
         2 Los Angeles-Long Beach-Anaheim, CA 12,150,996 1.5 2,442.1 . 
        3 Chicago, IL-IN 8,608,208 2.1 726.4 1,723.4 . 
       4 Miami, FL 5,502,379 3.3 1,066.9 2,313.9 1,165.9 . 
      5 Philadelphia, PA-NJ-DE-MD 5,441,567 3.4 86.8 2,375.6 669.6 994.7 . 
     6 Dallas-Fort Worth-Arlington, TX 5,121,892 3.6 1,380.0 1,219.5 796.9 1,104.5 1,298.8 . 
    7 Houston, TX 4,944,332 3.7 1,419.5 1,360.6 931.2 957.3 1,334.2 229.0 . 
   8 Washington, DC-VA-MD 4,586,770 4.0 212.2 2,280.2 598.4 896.5 125.4 1,181.9 1,211.0 . 
  9 Atlanta, GA 4,515,419 4.1 741.7 1,927.8 586.0 582.5 654.9 732.7 706.4 529.6 . 
 10 Boston, MA-NH-RI 4,181,019 4.4 185.7 2,581.7 858.4 1,231.8 272.4 1,552.6 1,600.6 397.7 927.2 . 
Notes: Source: US Census 2010. SNY/S is the quotient between New York’s population and city i’s population. Bilateral distances calculated 
using the haversine distance measure based on Gazetteer coordinates.
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 Table 2. Descriptive statistics 
 
A. Descriptive statistics           
City definition Cities Mean size 
Standard 
deviation 
Minimum Maximum 
% of US 
population 
Places 28,738 7,880.2 66,192.97 1 8,175,133 73.3% 
Urban areas 3,592 70,363.7 495,447.50 2,500 18,351,295 81.9% 
B. Statistical Distributions Pareto distribution   Lognormal distribution 
City definition 
 
Pareto 
exponent 
Standard error 
 
Mean 
Standard 
deviation 
Places 
 
0.51 0.004 
 
7.11 1.82 
Urban areas   0.72 0.017   9.29 1.38 
 
Notes: The Pareto exponent is estimated using Gabaix and Ibragimov’s Rank- 21  
estimator. Standard errors calculated applying Gabaix and Ioannides’s (2004) corrected 
standard errors:   212ˆ s.e. GI Na  , where N  is the sample size. The lognormal 
parameters are estimated by maximum likelihood. 
Source: US Census 2010. 
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 Figure 1. US city size distribution in 2010 
 
Notes: Pareto upper-tail threshold is set at 48,529, using the methodology of Ioannides 
and Skouras (2013). 
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 Figure 2. Spatial distribution of cities by size, US places in 2010  
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(c) 50,000-100,000 (488 cities)         (d) >100,000 (280 cities) 
 
Notes: K-densities estimated using the methodology of Duranton and Overman (2005). 
Dashed lines represent the 95% global confidence bands, based on 2,000 simulations. 
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 Figure 3. Spatial distribution of cities by size, US urban areas in 2010  
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Notes: K-densities estimated using the methodology of Duranton and Overman (2005). 
Dashed lines represent the 95% global confidence bands, based on 2,000 simulations. 
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 Figure 4. Pareto distribution over space: Distribution test and Pareto exponent by 
distance  
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(a) Pareto test (Places)         (b) Pareto test (Urban areas) 
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(c) Pareto exponent (Places)       (d) Pareto exponent (Urban areas) 
 
Notes:  
Figures (a) and (b): Percentage of rejections of the goodness-of-fit test proposed by 
Clauset et al. (2009) at the 10% level.  
Figures (c) and (d) show the nonparametric relationship between distance and the 
estimated Pareto exponents including the 95% confidence intervals, based on 1,665,962 
(Figure (c)) and 204,959 (Figure (c)) Pareto exponent-distance pairs. The horizontal line 
represents the estimated Pareto exponent for the whole sample of cities (see Table 2). 
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 Figure 5. Pareto exponent by distance to New York city 
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Notes: Pareto exponent estimated using Gabaix and Ibragimov’s (2011) Rank- 21  
estimator. The horizontal line represents the estimated Pareto exponent for the whole 
sample of places (see Table 2). 
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 Figure 6. Lognormal distribution over space: Distribution test, mean and standard 
deviation by distance  
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(a) KS test (Places)         (b) KS test (Urban areas) 
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(c) Mean (Places)         (d) Mean (Urban areas) 
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(e) Standard deviation (Places)   (f) Standard deviation (Urban areas) 
Notes:  
Figures (a) and (b): Percentage of rejections of the Kolmogorov-Smirnov test of the 
lognormal distribution at the 5% level.  
Figures (c)-(d) and (e)-(f) show the nonparametric relationship distance-mean and 
standard deviation-mean, respectively, including the 95% confidence intervals, based on 
1,666,804 (Figures (c) and (e)) and 208,336 (Figures (c) and (f)) observations. The 
horizontal lines represent the values for the whole sample of cities (see Table 2). 
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Figure 7. Pareto distribution over space for geographical samples with a large core 
city (>100,000 inhabitants): Distribution test and Pareto exponent by distance   
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(a) Pareto test (Places) (b) Pareto test (Urban areas)
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Notes: 
Figures (a) and (b): Percentage of rejections of the goodness-of-fit test proposed by 
Clauset et al. (2009) at the 10% level.  
Figures (c) and (d) show the nonparametric relationship between distance and the 
estimated Pareto exponents including the 95% confidence intervals, based on 16,237 
(Figure (c)) and 17,034 (Figure (c)) Pareto exponent-distance pairs. The horizontal line 
represents the estimated Pareto exponent for the whole sample of cities (see Table 2). 
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Figure 8. Sample size by distance 
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Notes: 
Figures (a) and (b) show the nonparametric relationship between distance and sample 
size, including the 95% confidence intervals, based on 1,666,804 (Figure (a)) and 
208,336 (Figure (b)) geographical samples. 
Figure 9. Placebo regressions: Differences between geographical samples and 
random samples by sample size   
-.
0
2
0
.0
2
.0
4
.0
6
.0
8
.1
.1
2
.1
4
D
if
fe
re
n
c
e
s
 i
n
 P
a
re
to
e
x
p
o
n
e
n
ts
0 2000 4000 6000
Cities
US Places 2010
-.
0
5
0
.0
5
.1
.1
5
.2
D
if
fe
re
n
c
e
s
 i
n
 P
a
re
to
 e
x
p
o
n
e
n
ts
0 200 400 600 800
Cities
US Urban Areas 2010
(a) Differences in Pareto exponents (Places)           (b) Differences in Pareto exponents (Urban areas)
Notes: 
Figures (a) and (b) show the nonparametric relationship between distance and the 
difference between Pareto exponents estimated using geographical and random samples, 
including the 95% confidence intervals, based on 1,665,962 (Figure (a)) and 204,959 
(Figure (b)) observations. 
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