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Abstract
The method of quasilinearization generates a monotone iteration scheme whose iterates converge quadratically to a
unique solution of the problem at hand. In this paper, we show the method applies to a family of two-point boundary
value problems for a dynamic equation on a compact measure chain. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The theory of dynamic systems on measure chains is undergoing rapid development as it provides
a unifying structure for the study of di8erential equations in the continuous case and the study of
9nite di8erence equations in the discrete case. The study of dynamic systems on measure chains
was initiated by Hilger [13]. Currently, an authoritative account on the study of dynamic systems
on measure chains is being written [6], and we cite this yet unpublished volume and the extensive
bibliography given there. We also refer the reader to [1,14] for currently published accounts with
extensive bibliographies. In this paper, we shall continue this development by applying the method
quasilinearization to a family of two-point boundary value problems for a dynamic equation on a
compact measure chain.
The method of quasilinearization is generating a rich history beginning with the works by Bellman
[4,5]. Lakshmikantham, Leela, Vatsala, and many co-authors have extensively developed the method
and have applied the method to a wide range of problems. We refer the reader to the recent work
by Lakshmikantham and Vatsala [15] and the extensive bibliography found there. The method has
been applied to two-point boundary value problems for ordinary di8erential equations and we refer
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the reader to the papers [17–19,7–9]. The method has also been applied to dynamic systems on
measure chains. See [15,16]. We believe that the method of quasilinearization has not been applied
to two-point boundary value problems for di8erence equations; hence, for discrete measure chains,
the results in this paper are new.
We point out that the method of quasilinearization couples the method of upper and lower solutions
with a clever method of forced monotonicity. Recently, Akin [2] has initiated the study of upper
solution, lower solution methods to boundary value problems on measure chains and we shall rely
heavily on her work.
The paper is organized in the following way. In Section 2, so that the paper is self-contained, we
will provide preliminary material with respect to the calculus on measure chains. The development is
not exhaustive; we refer the reader to [1,6,14] for more extensive developments and bibliographies.
In Section 3, we shall de9ne the family of boundary value problems we consider. We shall de9ne
upper solutions and lower solutions and present the fundamental properties we require in the method
of quasilinearization. Most of the results in Section 3 have been obtained by Akin [2]. Finally, in
Section 4, we develop the method of quasilinearization. As the method is now well-known, [15],
and the application will be straight forward following the preliminary work in Section 3, we do
not provide all the technical details in Section 4. However, we shall provide suDcient details to
argue that convergence methods, standard for ordinary di8erential equations or ordinary di8erence
equations, are valid for dynamic equations on compact measure chains.
2. Calculus on measure chains
A measure chain T is any closed subset of R. For our purposes, we shall also assume that T is
bounded, and thus put
a=min{t: t ∈T} and b=max{t: t ∈T}:
De9ne ;  : T→ T by
(t)= inf{s∈T: s¿ t} and (t)= sup{s∈T: s¡ t};
where inf ∅:=b and sup ∅:=a: t ∈T is called left-dense, left-scattered, right-dense, right-scattered if
(t)= t, (t)¡t, (t)= t, (t)¿t, respectively. De9ne  :T → R+0 by (t)= (t) − t. Next, put
T=T if b is left-dense and T=T\{b} if b is left-scattered. If I denotes an interval, we mean
throughout, I ∩ T. We will write T=T\((b); b]. A function f :T→ R is di8erentiable at t ∈T
if
fH(t):=lim
s→t (f((t))− f(s))=((t)− s)
exists, where s → t, s∈T\{(t)}. See [3] for a discussion as to the requirement t ∈T in the case
that b is left-scattered.
Remark 2.1. Note that, if T=R, we have for t ∈R,
(t)= (t)= t; (t)= 0; and fH(t)=f′(t)
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if f :R→ R is a di8erentiable function, and hence, dynamic equations on this time scale are ordinary
di8erential equations. If, on the other hand, T=Z, then for t ∈Z,
(t)= t + 1; (t)= t − 1; (t)= 1; and fH(t)=Hf(t)
if f :Z→ R is a sequence where Hf(t)=f(t + 1)−f(t) is the usual forward di8erence operator,
and hence, dynamic equations on this time scale are ordinary di8erence equations.
In order to study second-order dynamic equations, de9ne fH
2
= (fH)H, 2(t)= ((t)), and
2(t)= ((t)). For the sake of notation, let fH
0
=f and 0(t)= 0(t)= t. Let T2 =T \ (2(b); b].
Note that T0 =T and that T1 =T. Finally, we also put f=f ◦ .
Lemma 2.1. Let f; g :T→ R and let t ∈T. Then
(i) if f is di4erentiable at t; then f is continuous at t;
(ii) if t is right-scattered and f is continuous at t; then
fH(t)= (f((t))− f(t))=(t);
(iii) if fH(t) exists; then f((t))=f(t) + (t)fH(t);
(iv) if fH((t)) exists and if t is left-scattered; then
f((t))=f(t)− ((t))fH((t));
(v) if fH(t) exists on T and f is invertible on T; then
(f−1)H(t)=− (f((t))−1fH(t)f−1(t) on T:
Lemma 2.2. If f; g :T→ R are di4erentiable at t ∈T; then
(fg)H(t)= g((t))fH(t) + gH(t)f(t); (2.1)
(f=g)H(t)= (g(t)fH(t)− gH(t)f(t))=g((t))g(t); (2.2)
where (2:2) is valid provided g(t)g((t)) 
=0.
An integral is de9ned as follows. A function F :T→ R is called an antiderivative of f :T→ R
provided FH(t)=f(t) holds for t ∈T: De9ne the integral of f by∫ t
a
f(s)Hs=F(t)− F(a); t ∈T:
We shall need one integral coupled with a mean value theorem to verify that the convergence
methods in Section 4 are valid. It is the case that tH =1 on any measure chain, so∫ t
a
Hs= t − a t ∈T:
We now state a mean value theorem that has been obtained by Erbe and Hilger [10].
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Theorem 2.1. If f :T→ R and g :T→ R+ are di4erentiable and
|fH(t)|6 gH(t); t ∈ [r; u];
then
|f(u)− f(r)|6 g(u)− g(r):
Corollary 2.1. Suppose f is integrable on T and |f|(t)6K for all t ∈T; for some nonnegative
constant K . Then∫ u
r
|f|(s)Hs6K(u− r); r6 u∈T:
We refer the reader to [6] for further discussion.
We also have need for the following fundamental result from the calculus on measure chains.
This has been proved in the recent article by Akin [2].
Theorem 2.2. Assume h :T → R is di4erentiable for each t ∈T and assume h is twice dif-
ferentiable for each t ∈T2 . Suppose h has a maximum value in (a; b). Choose (t0)∈ (a; b)
such that h((t0))=max{h(t): t ∈T} and h(t)¡h((t0)) for t ∈ ((t0); b]. Then hH((t0))6 0 and
hH
2
(t0)6 0.
3. The method of upper and lower solutions
We shall study the boundary value problem (BVP),
xH
2
(t)=f(t; x(t)); t ∈T2 ; (3.1)
x(a)=A; x(b)=B: (3.2)
For the sake of self-containment, we present a method of upper and lower solutions which is
well-known for ordinary di8erential equations [12], and recently developed by Akin [2] for dynamic
equations on measure chains.
De nition 3.1. Let ;  be such that H
2
; H
2
are continuous on T2 . We say  is a lower solution
of the BVP, (3.1), (3.2), if
H
2
(t)¿f(t; (t)); t ∈T2 ;
(a)6A; (b)6B:
We say  is an upper solution of the BVP, (3.1), (3.2), if
H
2
(t)6f(t; (t)); t ∈T2 ;
(a)¿A; (b)¿B:
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Remark 3.1. The smoothness requirements on ;  can be weakened [2].
Theorem 3.1. Assume f is continuous and assume that there exist an upper solution ; and a
lower solution ; of the BVP; (3:1); (3:2). Moreover; assume that
(t)6 (t); t ∈T:
Then; there exists a solution; x, of the BVP; (3:1); (3:2); satisfying
(t)6 x(t)6 (t); t ∈T:
Theorem 3.2. Assume f is continuous and assume that if x1¡x2 then
f(t; x1)¡f(t; x2); t ∈T2 : (3.3)
Then solutions of BVP; (3:1); (3:2); are unique.
We have need of one 9nal fundamental result concerning the method of upper and lower solutions.
We shall require that upper solutions be larger than lower solutions and condition (3.3) is a condition
that implies this result for the BVP, (3.1), (3.2).
Theorem 3.3. Assume f is continuous and assume that f satis<es the monotonicity condition;
(3:3). Assume  is a lower solution of the BVP; (3:1); (3:2); and assume that  is an upper
solution of the BVP; (3:1); (3:2). Then
(t)6 (t); t ∈T:
Proof. De9ne h= − . Assume for the sake of contradiction that the statement is false. Let t0 be
such that h((t0))=max{h(t): t ∈T} and h(t)¡h((t0)) for t ∈ ((t0); b]. Then by Theorem 2.2,
0¿ hH
2
(t0): But, it follows from the de9nition of upper and lower solution and the monotonicity
condition, (3.3), that
hH
2
(t0)¿f(t0; ((t0)))− f(t0; ((t0)))¿ 0:
4. The quasilinearization method
Now that Theorems 3.1 and 3.3 are obtained, the development of the quasilinearization method
follows as in the many developments cited in [15]. We illustrate the development here. To do so,
we shall let fx and fxx denote the 9rst and second partial derivatives of f with respect to x for
each t ∈T2 . For the sake of clarity, note that these are the “usual” partial derivatives over the time
scale R.
Theorem 4.1. Assume f;fx; fxx are continuous on T
2 × R. Assume f satis<es the monotonicity
condition; (3:3); and assume
fxx(t; x)¿ 0; (t; x)∈T2 × R: (4.1)
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Assume 0 is a lower solution of the BVP; (3:1); (3:2); and assume that 0 is an upper solution
of the BVP; (3:1); (3:2). Then there exist monotone sequences; {n}, {n}; that converge in the
space of continuous functions on T to the unique solution; x; of the BVP; (3:1); (3:2).
Proof. First note that for any t ∈T2 and x; y∈R,
f(t; x)¿f(t; y) + fx(t; y)(x − y) (4.2)
follows from (4.1).
De9ne two linearizations, g and G, of f.
g(t; x; 0; 0)=f(t; 0) + fx(t; 

0)(x
 − 0);
G(t; x; 0)=f(t; 0) + fx(t; 

0)(x
 − 0):
We shall consider two BVPs in addition to BVP, (3.1), (3.2). Consider the BVP,
xH
2
(t)= g(t; x; 0; 0); t ∈T2 (4.3)
with boundary conditions, (3.2), and consider the BVP,
xH
2
(t)=G(t; x(t); 0); t ∈T2 (4.4)
with boundary conditions, (3.2).
The outline of the proof is as follows: First, show 0 is a lower solution of the BVP, (4.3), (3.2),
and show 0 is an upper solution of the BVP, (4.3), (3.2). Apply Theorem 3.1 and obtain a solution
1, of the BVP, (4.3), (3.2) satisfying
0(t)6 1(t)6 0(t); t ∈T: (4.5)
Second, show 0 is a lower solution of the BVP, (4.4), (3.2), and show 0 is an upper solution
of the BVP, (4.4), (3.2). Apply Theorem 3.1 and obtain a solution, 1, of the BVP, (4.4), (3.2)
satisfying
0(t)6 1(t)6 0(t); t ∈T: (4.6)
Finally, show 1 is a lower solution of the BVP, (3.1), (3.2), and show 1 is an upper solution of
the BVP, (3.1), (3.2). Apply Theorem 3.3 and obtain the inequality,
1(t)6 1(t); t ∈T: (4.7)
In particular,
0(t)6 1(t)6 1(t)6 0(t); t ∈T:
One continues this process by induction to obtain
n(t)6 n+1(t)6 n+1(t)6 n(t); t ∈T; n=0; 1; : : : ;
where n+1 satis9es the BVP,
xH
2
(t)= g(t; x; n; n); t ∈T2
and the boundary conditions, (3.2), and n+1 satis9es the BVP,
xH
2
(t)=G(t; x; n); t ∈T2
and the boundary conditions, (3.2).
P.W. Eloe / Journal of Computational and Applied Mathematics 141 (2002) 159–167 165
T is compact, and the convergence is monotone and bounded; it follows that that convergence
of each sequence, {n} or {n}, is uniform. We shall 9rst obtain each of (4.5)–(4.7), but then we
shall show that each sequence, {n} or {n}, converges uniformly to a solution of the BVP, (3.1),
(3.2). The conclusion of the theorem follows by the uniqueness of solutions of BVP, (3.1), (3.2).
Here, we obtain each of (4.5)–(4.7). Since g(t; 0 ; 0; 0)=f(t; 

0), 0 is trivially a lower solution
of the BVP, (4.3), (3.2). Apply (4.2) with x= 0 and y= 

0 to obtain
f(t; 0)6f(t; 

0)− fx(t; 0)(0 − 0)= g(t; 0; 0; 0):
Thus, 0 is an upper solution of the BVP, (4.3), (3.2); by Theorem 3.1 there is a solution, 1
of the BVP, (4.3), (3.2) satisfying (4.5). Similarly, 0 is an upper solution of (4.4), (3.2) since
G(t; 0 ; 0)=f(t; 

0): 0 is a lower solution of (4.4), (3.2) since
f(t; 0)¿f(t; 

0) + fx(t; 

0)(

0 − 0)
follows from (4.2). Apply Theorem 3.1 and there exists a solution 1, of the BVP, (4.4), (3.2),
satisfying (4.6). To obtain (4.7), apply (4.2), with x= 0 and y= 

1 , and then (4.1) to obtain
H
2
1 (t) = f(t; 

0) + fx(t; 

0)(

1 − 0)
¿f(t; 1) + fx(t; 

1)(

0 − 1) + fx(t; 0)(1 − 0)
= f(t; 1) + (fx(t; 

0)− fx(t; 1))(1 − 0)
¿f(t; 1):
Hence, 1 is a lower solution of the BVP, (3.1), (3.2). Similarly, 1 is an upper solution of the
BVP, (3.1), (3.2). Apply Theorem 3.3 and we have obtained (4.7).
We now argue that each sequence, {n}; {n}, converges to the solution of the BVP, (3.1), (3.2).
We have already argued that the convergence is uniform. Erbe and Peterson [11] have constructed
the Green’s function, G(t; s), associated with the BVP, (3.1), (3.2), and have shown
G(t; s)=
{
(a− t)(b− (s))=(b− a); t6 s;
(a− (s))(b− t)=(b− a); (s)6 t: (4.8)
G(t; s) can be employed to solve nonlinear dynamic equations through the following observation. x
is a solution of the BVP, (3.1), (3.2), if, and only if, x is continuous on T and
x(t)=
∫ (b)
a
G(t; s)f(s; x(s))Hs; t ∈T:
Now, {n} converges monotonically and uniformly to some function x, and
n+1(t)=
∫ (b)
a
G(t; s)g(s; n+1; n; n)Hs; t ∈T:
Note that
g(s; n+1; n; n) → f(s; x(s))
and note that the convergence is uniform on T since T is compact. It is also clear to observe that
|G(t; s)|6 (b− a) and so by Corollary 2.1,
max
t∈T
∫ (b)
a
|G(t; s)|Hs6 (b− a)((b)− a):
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It is now straightforward to show that
x(t)=
∫ (b)
a
G(t; s)f(s; x(s))Hs; t ∈T
and the proof is complete.
Corollary 4.1. The convergence of each of the sequences; {n} and {n}; is quadratic.
Proof. Set qn= n − x, pn= x − n, where x denotes the unique solution of the BVP, (3.1), (3.2).
Set
en=max{‖qn‖; ‖pn‖};
where ‖ · ‖ denotes the supremum norm on C(T).
We show the quadratic convergence with qn. Details for the quadratic convergence with pn are
similar. Note, qn¿ 0 follows from the monotone convergence. Applying the mean value theorem,
there exist,
x6 c16 c26 n
such that
qH
2
n+1 = f(t; 

n) + fx(t; 

n)(

n+1 − n)− f(t; x)
= fx(t; c1)(n − x) + fx(t; n)(n+1 − n)
= (fx(t; c1)− fx(t; n))qn + fx(t; n)qn+1
= fxx(t; c2)(c1 − n)qn + fx(t; n)qn+1
¿−fxx(t; c2)(qn)2 + fx(t; n)qn+1
¿−M‖qn‖2;
where M is a bound on fxx for t ∈T2 , x(t)6 c26 n(t). Since [11]
qn+1(t)=
∫ (b)
a
G(t; s)qH
2
n+1(s)Hs; t ∈T
and G(t; s)6 0, it follows that
06 qn+1(t)6M (b− a)((b)− a)‖qn‖2; t ∈T:
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