Abstract-This paper addresses the automatic recognition of the gender and identity of speakers in spontaneous dyadic conversations using information about the multimodal communicative behavior of the participants. Identifying gender or individual specific behaviors in face to face communication is relevant for constructing advanced and robust interactive systems. This information also contributes to understanding how humans communicate face-to-face. In the present work, classifiers have been trained on features extracted from an annotated multimodal corpus of twelve first encounters in order to distinguish the gender and the identity of the participants. The training features comprise speech duration and shape annotations of co-speech communicative head movements, facial expressions, body postures and hand gestures of six female and six male participants. Information about the emotions shown by the participants' facial expressions was also added to the training set. Differing from other studies addressing recognition of individuals for security systems using databases built for the purpose, the multimodal training features in this study are exclusively related to communication and the data are spontaneous occurring conversations since we study multimodal communication. A number of classifiers were trained on the data and the best results were obtained by a multilayer perceptron for gender recognition with a weighed F-score of 0.65 (accuracy 64%) and by multinomial logistic regression for the classification of 12 participants with an F-score of 0.31 (accuracy 30%). The most useful features for gender recognition were information about the emotions shown by the participants, the type of head movements and handedness, while the features which were most useful for the identification of individuals are emotions, head movements, handedness and body direction. The results on both tasks are significantly better than by chance accuracy and the results obtained by a majority classifier. This is promising since this is a first pilot study on a corpus of limited size. The features addressed in this study could in the future be combined to other biometric patterns such as those used in multimedia security systems.
I. INTRODUCTION
Face-to-face communication involves both speech and gestures, and therefore advanced and cognitively aware interaction systems such as conversational software agents and social robots must take the multimodal behavior of humans into account. In such systems, it is also important to individuate each participants in multiuser settings and to be aware of their specific characteristics. This paper addresses the automatic recognition of individuals and their gender 1 .
The automatic recognition of people from speech features [3] , their face traits and/or body movements in videos has been investigated for both video indexing and content analysis, in some cases also using various types of sensors [4] . All these studies use databases constructed for that purpose and consisting of video segments in which the participants repeated the same words. Researchers have also focused on person identification based on physical characteristics in order to improve the quality of security systems e.g. [5] , [6] . Various parameters for generating communicative software agents with individual characteristics, comprising their personality, have been proposed in [7] while the automatic identification of the producers of communicative gestures from the shape annotations of the gestures has been explored in [8] , who trained machine learning algorithms on the annotations of communicative hand gestures, head movements and facial expressions of five participants in dyadic and triadic spontaneous conversations. The participants were all 50+ female and they were friends or family members. The best results were obtained training classifiers on hand gesture information, with a weighted Fscore of 0.4 on the classification of five women.
Following the latter line of research [8] investigating individual characteristics of non-verbal communicative behaviors in spontaneous conversations, the present study addresses the automatic recognition of not only the participants, but also their gender in another type of corpus. In this case, we use twelve face-to-face dyadic first encounters involving six male and six female participants 19-34 year old. As in [8] , the features we use in this study are shape annotations of the participants' non-verbal communicative behavior, but we also include information about the participants' body postures, the duration of their spoken contributions and information about the emotions shown by the participants. The duration of the participants' spoken contributions and the affective states showed by the participants' facial expressions are added as features, since research on automatic author and gender identification from texts has included affective words and the duration of sentences as discriminative features [9] , [10] .
In the present study, classifiers were trained on information about the duration of the participants' spoken segments and the gestures which they produced while speaking. The co-speech gestures considered are head movements, facial expressions, body postures and hand gestures. The research is especially relevant for designing adaptive and multiparty systems in which the automatic identification of the participants is one of 978-1-5386-7094-1/18/$31.00 ©2018 IEEEthe tasks to be performed. Since the identification of users from one modality can fail because of e.g. bad signals or noisy environments, systems should rely on more information sources. Furthermore, intelligent communicative interfaces should, at least to some extent, be able to predict the behavior of users on the basis of models built on data produced by users of the same gender, culture and background. This is even more important in the context of coginfocom systems, in which cognitive and communicative abilities of humans and machine are intertwined [11] .
The paper is organized as follows. First in section II, we discuss background work, successively in section III we describe our data. Then, the classification experiments are presented and evaluated in section IV. The results of the experiments are discussed in section V while conclusions and future work are presented in section VI.
II. BACKGROUND LITERATURE
Several researchers have described general characteristics of the way in which people use their body while speaking [12] , [13] , but researchers have also found numerous cultural and individual differences in humans co.speech gestures e.g. [14] - [17] . For example, [14] finds that the duration and intensity of gestures are related to the personality of their producer, while [16] discover a great variation in the place in which subjects produce feedback head movements in face to face conversations. Finally, the identification of individuals in advanced multimodal contexts combining videos and sensors [4] and the generation of software agents with individual characteristics and personality have also been investigated [7] , [18] . In parallel to work in multimodal contexts, the automatic author and gender recognition from texts and social media has been exploited in many studies the past decades [10] , [19] - [21] . Automatic author identification from texts in the field of natural language processing, is based on the assumption in psychology that the words people use reflect their state of mind, which comprises physical/mental health and emotion. In particular stylistic differences between writers have been addressed using a large number of stylometric features. Similarly in automatic identification of the gender of the writers of various types of text, research has focused on language specific differences in the texts written by the two genders [22] . Many of these differences reflect the common areas of interest of the two genders. Some of the textual features comprise the number of characters, the number of upper characters, the number of digits, the number and average length of words, the richness of the vocabulary, the length and type of sentences, function words, affective words [9] , [10] , [21] .
Most systems for recognizing speakers or persons in multimodal settings focus on speech features [3] or facial expression features comprising general face, lips and gaze i.a. [23] , [24] . The databases used in this type of research consist of audio-and/or video segments in which participants repeat predetermined words.
In the present study, we want to determine to what extent classifiers can identify both the gender and the identity of 12 subjects involved in 12 five-minutes long spontaneous dyadic first encounters using information about the duration of the participants' spoken contributions and information about the shape of their communicative co-speech gestures. Also the annotated emotions expressed by the faces of the participants are included in the training data. Information about the duration of spoken contributions and emotion and attitudes states is used because we find that it is related to information about the length of sentences and the use of affective words in texts, respectively.
III. THE DATA
The data which we use are the multimodal annotations of the Danish NOMCO corpus of first encounters 2 . The corpus consists of twelve dyadic face-to-face conversations which were video-and audio-recorded in a university studio. The conversations are approx. five minutes long. Six female and six male subjects between 21 and 36 years old participated in two encounters each, one with a female and one with a male interlocutor. The participants were recorded by three cameras as shown in Figure 1 . The participants were told to introduce Only after having collected the data, the participants were told that the project dealt with multimodal communication and they were asked to give their consent so that the recorded data can be used for research.
The conversations were transcribed and multimodally annotated according to the MUMIN framework [25] by coders at the University of Copenhagen. The framework consists of predefined attributes and values which describe the shape and functions of communicative gestures, their semiotic type and their semantic relation to speech. The granularity of the descriptions can vary according to the purpose of the annotations. A detailed description of the corpus, its annotations and coder agreement scores is in [26] .
For the present work, we added to the corpus basic shape features of hand gestures. The subset of shape features describing head movements, facial expressions, hand gestures and body postures which are relevant for the present study are in Table I . In the table, we also show the emotion labels which, according to the annotators, were shown by the facial expressions of the participants. The emotion list is open-ended, and emotion labels have been added to the original MUMIN emotion list [25] when at least three annotators agreed on this [27] . Information about the annotation of emotions in the Danish NOMCO corpus and their validation is in [28] . showed an emotion. In this work, we also use the annotations of spoken segments. Spoken segments are more speech tokens uttered sequentially by the same speaker and delimited by longer speech pauses. Spoken segments were automatically extracted from the transcriptions using the length of speech pauses. The annotations were manually corrected by an annotator who also took the multimodal context into consideration. Spoken segments correspond mainly to the entities called turns in [29] . There are 1,472 spoken segments and 18,556 speech tokens in the annotations.
The analysis of the data shows that the male participants speak more often and for a longer time than the female participants. More specifically, males uttered 772 spoken segments with a mean duration of 0.33 seconds while females only uttered 680 spoken segments with a mean duration of 0.32 seconds. On the other side, the female participants produced significantly more hand gestures and slightly more facial expressions and head movements than the male participants. Individual differences in gesturing were also found [26] . Therefore, we hypothesize that information about the duration of spoken segments and information about the gestures which co-occur with them can be useful in classifying the gender and the identity of the speakers in these data.
IV. GENDER AND INDIVIDUAL IDENTIFICATION
In our experiments, we wanted to determine whether it is possible to train classifiers on information about the duration of spoken segments uttered by each participant and the shape of their co-speech gestures in order to identify the gender and the identity of the participants. The emotion labels connected to facial expressions were also used as a training feature.
We extracted all spoken segments from the corpus and their duration adding to them information about the gender and the identity of the speaker. The identity of the participants in the annotations is coded with the letter F for female participants and M for male participants followed by a digit between 1 and 6 which identify each subject. We also exported information about all the gestures in the data. Finally, we concatenated the duration of the spoken segments and the shape and emotion descriptions of the gestures co-occurring with them via a script. No restrictions on co-occurrence of annotations were posed. We performed a partial dependency analysis of the many shape, function and temporal features connected to the gestures and chose accordingly to the obtained results to use basic shape features of the gestures as well as the emotion labels assigned to the facial expressions. The shape features for each type of gesture which were used are those shown in Table. I. A simplified example of the dataset obtained combining the information of spoken segments duration and the co-occurring gestures is the following: Duration spoken segment, co-occurring facial expression and emotion features, head movement features, hand shape features, body posture features. If a type of gesture does not co-occur with a given spoken segment, the values describing that gesture have a null value (NONE) in the training data. Some of the algorithms convert nominal features to binary features so that for example the three eyebrows values, Frown, Raise and EyebrowsOther, will become three binary features having a 1 value if the nominal is annotated and a 0 if not.
Information about the gender and the identity of the participants was only used for training algorithms to recognize them and to evaluate the results. Classification algorithms from WEKA [30] were applied to the data. We tested various classification algorithms and the best results were obtained by a neural network algorithm MLP (a multi-layer perceptron which uses back-propagation in training), Naive Bayes, a linear support vector machine (SMO) and logistic regression.
Two thirds of the data were used for training and the remaining third was divided in two parts one for validating and one for testing. A voting classifier, which always chooses the must frequent class, was used as baseline. We report the results of the classifiers as accuracy (A), Precision (P), Recall 
The results of a majority classifier are the baseline, but by chance level accuracy is also compared with the obtained results when presenting the results. The results of the classification of the gender of the participants are shown in Table II ) and F-score 0.64. All the tested classifiers perform significantly better than the baseline and the improvement is always statistically significant. The results are also significantly better than by chance level (0.5). Significance is measured with paired corrected t-test and the significance level is p < 0.001. The difference in performance between the best performing classifier and the second best ones (Logistic Regression and SMO) is however not statistically significant. The analysis of the attributes contribution to classification showed that information about emotions, head movement shape, handedness and shoulders are the best attributes to identify the gender of the participants.
The results of the classification experiments act to recognize the participants are shown in Table III participant classification, all algorithms performed significantly better than the baseline and by chance level (8%). For this task the best results were obtained with Logistic Regression (accuracy 30%, F-score 0.29). However, the improvement with respect to all the other algorithms, is, in this case, significant. The automatic analysis of features showed that the attributes contributing mostly to the recognition of the participants are the duration of their spoken segments and the direction of the body.
V. DISCUSSION
The results of our classification experiments act to recognize the gender and the identity of participants in twelve dyadic first encounters show that all the tested classifiers perform well on the data and they give significantly better results than a majority classifier.
These results do not only confirm preceding studies that have found individual differences in the non-verbal behavior of speakers ( [8] , but they also show that information about the duration of spoken segments and simple shape information of co-speech gestures can contribute to the detection of the gender and identity of subjects and can therefore be combined with algorithms which predict the gender and/or identity of speakers from acoustic features and physical traits. Information about specific characteristics of individuals can also be useful to model adaptive interactive systems such as social conversational agents and robots.
Differing from the work in [8] , who addressed the identification of five women in longer dyadic and triadic spontaneous conversations by using the shape features of one type of gesture produced by the participants while speaking or listening, in the present work we trained classifiers on information about the duration of spoken segments uttered by subjects in dyadic first encounters and four types of non-verbal behaviors co-occurring with the spoken segments. Since the classification algorithms distinguish between 12 different subjects, each involved in only two short meetings, the present results are promising.
The results of our experiments also confirm our assumption based inter alia om studies on author and gender identification from texts that information about the emotions and affective states expressed by the participants are important discriminative features when looking at gender and individual differences also in face-to-face communication. The duration of spoken contributions is less important, but these might be due to the fact that the duration of spoken contributions does not correspond exactly to sentence length in texts.
It is interesting that classifiers are to some extent able to predict the gender of the subjects, and we are performing a qualitative analysis of the differences in body behaviors of male and female subjects. Since other studies have shown that factors such as the gesturing of the interlocutor [31] , the communicative situation [32] , the language and culture [17] , future research should also investigate the relation between all these aspects.
The present research has only addressed a type of conversation in a language, therefore the classification experiments must be tested on more data of different type.
VI. CONCLUSIONS
The aims of the presented work was to test whether information about the communicative multimodal behavior of speakers in spontaneous face-to-face conversations can be used to identify the speakers' gender and their identity. Most of the research on the identification of people from their speech and moving patterns has different aims than studying human behavior in communication that is improving security systems or being able to identify actions performed by various individuals in e.g. stations and airports. The databases used in these studies consist of audio and/or video segments recording people who repeat pre-determined words or word sequences. Differing from this research, our data are audio-and video-recordings of face-to-face spontaneous communication between young people who meet each other for the first time since our research domain is multimodal communication. More specifically, we wanted to investigate to what extent coarse-grained information about the participants' multimodal behavior is useful to recognize their individual and genderspecific characteristics. We extend our previous work on recognition of family members and friends talking while sitting in their homes [8] , applying machine learning on another conversational corpus, consisting of twelve first encounters with 6 female and 6 male participants, not only to identify the various individuals, but also their gender. We also extended the training features to include information about the duration of the participants' spoken contributions, their body posture and the emotions which they show via their facial expressions. The choice of of these additional features was motivated by the physical setting (the body postures) or inspired by natural language processing research on the automatic identification of the gender and identity of writers [9] , [10] , [21] .
The results of our machine learning experiments show that the weighted F-score for the binary gender classification is 0.64 (accuracy 64%) while it is 0.29 for the classification of 12 participants (30%). These results are significantly better than the results of a majority classifier and by chance results. It would be interesting in the future to combine this information with e.g. the biometric features used for the automatic identification of people in security systems. The results of our experiments also confirm studies that have pointed out that there are individual differences in the non-verbal behavior of people during conversations even when the participants belong to the same cultural environment [8] , [16] . We also found that a multilayer perceptron performed best on gender identification while logistic regression performed best on the participant identification task. Feature analysis confirm that emotion and affective states shown by the participant are useful information for the classification tasks, while the duration of spoken contributions is less important.
The results of this pilot study are promising and indicate that there are gender specific characteristics in communicative behavior at least in first encounters. However, gender and identity identification should be tested on other corpora of different communication types, in different languages and with other individuals. Moreover, the communicative features should be combined with biometric and speech features used in other research fields such as security systems.
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