I. INTRODUCTION
A century ago, Marconi pioneered transmission of information across the Atlantic Ocean using electromagnetic (EM) wave radiation instead of electric current over conducting wires. Marconi's transmission took the form of Morse code, which is obviously a discrete expression of information, and thus could be considered the first digital wireless electronic communication in existence. The use of EM waves for broadcasting, however, did not come about until two decades later. In 1919, Frank Conrad founded a broadcasting venture in a small red brick garage behind his home in Pittsburgh, PA, spawning the term "radio," as he used EM radiation as Marconi did. Public broadcast of radio was finally realized in 1922, leading to a new era of mass communication based on electronic medium. Since then, broadcast radio has been an important source of information, powerful politically both in peace time and in wartime and informative and influential culturally both at work and in the household. Today, the average household in the United States has 5.6 radio receivers, totaling 580 million units in use nationwide. Every week, radio programs reach 96% of people over 12 years old who on the average listen over 3.2 h daily. These programs are being transmitted from over 11 700 radio stations in the U.S. alone.
The 20th century has been a century of communications with the advent of telephone, radio, and television technologies at the juncture of the 19th and 20th centuries to facilitate information sharing between people hundreds of miles apart or across the continents. For over 60 years, however, the transmission technology was mostly based on analog techniques, such as amplitude modulation (AM), frequency modulation (FM), phase modulation (PM), or their derivatives. Even in wired telephony, AM was used to achieve multiplexing in military carrier systems as early as World War I. The majority of public radios today operate in three modes, AM, FM, and stereo FM (some with stereo AM) over a spectrum suitable for terrestrial propagation, including via ionospheric or sky waves.
Broadcast transmission via EM waves is subject to degradation which defines a station's coverage area. A coverage or service area is defined by two contours: the interference-limited contour and the noise-limited contour. The noise-limited contour is largely defined by the transmission power of the 0018-9219/02$17.00 © 2002 IEEE station, and reception of the signal becomes negligible beyond this contour. The interference-limited contour is largely defined by the interference from colocated stations, i.e., stations having the same carrier frequency but geographically separated by a certain minimum distance. Outside this contour, the level of the interference signal supersedes the broadcast signal, resulting in either no or very poor reception of the original station. A radio station requires a license from the Federal Communications Commission (FCC) [1] of the U.S. Government to operate its broadcasting. Regulatory procedures set up by the FCC ensure proper selection of the antenna location and power management to define a service area map for each broadcasting licensee [1] , [2] .
Within the contour defined coverage area, there are still several causes of signal degradation, such as fading and shadowing. Fading is due to multiple reflections of the signal from the terrain (e.g., hills and mountains) or large buildings. Shadowing refers to blockage of the signal by terrain or buildings. These various causes of degradation result in poor sound quality, which is difficult to mitigate with typical analog transmission schemes.
Note that, in AM and FM systems, the transmitter power can be increased to improve the SNR of the received signal. Thus, the noise-limited contour is increased. However, the interference-limited contour is decreased at the same time. Also, in FM systems, the frequency deviation ratio can be increased to improve the fidelity of the received signal. However, this uses bandwidth, which in turn makes less spectrum available for other users or for digital transmission, ultimately decreasing the interference-limited contour.
The problems with analog transmission are quite well understood among communications engineers. During and after World War II, substantial research effort was spent on developing the basis of digital communication technologies, ranging from Shannon's information theory and pulse-coded modulation (PCM) to the theory of digital filtering and signal processing. A comprehensive comparison of the pros and cons between analog and digital transmission can be found in [3] . In essence, digital communication allows incorporation of safeguarding measures (i.e., channel coding) to insure the fidelity of the received digital representation of the source signal (i.e., the result of source coding) and regeneration of the signal without accumulative degradation. Coupled with the progress in digital computing and microprocessor technologies, digital communication has been a part of the digital revolution since the 1960s. As a matter of fact, the telephone network backbone, which forms the so-called trunk lines, have become virtually all digital since the 1980s in the U.S. and possibly worldwide. Today, most media signals are also represented, stored, or transmitted in digital forms (for example, the compact disc (CD) for music, high-definition television (HDTV), etc.). These formats also provide improved quality, in terms of audio bandwidth and picture resolution, over the analog formats. The traditional terrestrial radio is the last communication and broadcasting service to become digital, at least in the North America region. The drive to all-digital radio broadcasting thus gained momentum in the late 1980s as CD music became ubiquitous and audio compression techniques demonstrated ever-increasing efficiency due to the introduction of perceptual audio coding [4] , [5] .
In the early 1990s, progress toward the digital broadcast of audio programs took place along several directions. In Europe, the European Union (EU) attempted to unify broadcasting across the national boundaries by supporting a development effort called Eureka-147 [64] , [6] . This plan realized a new business model similar to that of the cable TV industry in the U.S. In the new model, a station is responsible for the transmission of program ensembles, each of which consists of six channels, over an authorized frequency spectrum. A channel refers to a programming entity and is likely to be associated with a media production company. The notion of a station and that of a channel are thus separated, unlike the traditional model in which the two are synonymous. (For example, a station presently may have a designation such as WOR710-AM, where WOR is the station name and the numeric 710 refers to the carrier frequency in AM mode.) A standard carrying the name Eureka-147 was adopted by the European Community in 1995 [64] . A number of countries have since announced plans to test and adopt the system for future digital audio broadcasting. At the time when this paper is written, live broadcasting using Eureka-147 is taking place in several countries on a daily basis.
The Eureka-147 system was designed to operate in several frequency bands, most commonly in the L-band (1500 MHz). Sometimes it is also referred to as "new-band" radio. These spectral bands were allocated by the EU and approved in 1992 by the World Administrative Radio Conference (WARC) for the new digital audio radio service. However, these spectral bands are not immediately available in the U.S. due to prior usage authorization. Adoption of Eureka-147 in the U.S., although strongly supported by the Consumer Electronics Manufacturers Association (CEMA), was met with difficulty in spectrum allocation. Another hurdle to the adoption of the European system is that it entails a new broadcast licensing campaign, which can unpredictably change the landscape of the entire broadcast industry in the U.S. The National Association of Broadcasters (NAB) in the U.S. thus favored a technology called in-band, on-channel (IBOC). This technology allows a station to smoothly migrate into digital broadcasting without having to seek a new operating license from the FCC or abruptly discontinuing its analog transmission. This is the case for both AM (510-1710 kHz) and FM bands. Since 1994, NAB has worked with several key technology teams to promote IBOC (see Section IV for details). The terrestrial U.S. digital audio radio systems will first be introduced as hybrid IBOC systems where digital transmission is added to existing analog FM and analog AM. These systems will then evolve to all-digital IBOC systems where the analog signals are replaced by additional digital transmission. A draft recommendation for a world standard for digital audio radio below 30 MHz has been recognized by the International Telecommunication Union (ITU) [7] . Part of this standard is being developed by Digital Radio Mondiale (DRM) [8] , [9] . For the medium-wave AM band, the U.S. hybrid IBOC and all-digital IBOC are also part of this world standard.
Another push to digital audio broadcast in North America came from proponents of direct satellite transmission. Direct satellite broadcast (DSB) for television has been in service since early 1990s. It has, however, not been extended to audio services, which, according to market studies, are quite attractive in mobile applications. Drivers of automobiles and trucks had expressed desire to subscribe to high quality audio broadcast throughout the North America region. Proponents of the plan convinced the FCC to release two bands of spectrum, 12.5 MHz each, around 2.3 GHz (S-band) for such a satellite-based digital audio broadcast service. Subsequently, the allotted spectra were auctioned in 1997 and two spectrum licensees (Sirius [10] and XM [11] ) thus set out to develop the systems, with target broadcast launch date sometime in the later part of the year 2001. This is often referred to as satellite digital audio radio services (SDARS).
Service in SDARS is subscription based; a subscriber pays a monthly fee to receive the digitally protected broadcast signal. With the allotted spectrum, each broadcast company is able to provide about 100 channels of audio programs, some mostly music while others mostly voice-oriented talk shows. The two broadcasters, however, employ different satellite technologies; one uses a geosynchronous system and the other uses a geostationary system. These two systems require different signal relay plans (the so-called gap-fillers) in order to provide proper coverage for areas that may be blocked by terrain or buildings. A distinct feature of SDARS compared to terrestrial systems is that a listener can stay with a particular program throughout the entire North America region without having to switch channels due to the nature of the satellite coverage.
Global radio [12] is a potential future provider of satellite digital radio in Europe. It is set for an early 2005 launch and aims at providing 200 channels of audio. Three satellites in a 24-h highly elliptic orbit will be used. One main beam and seven spot beams over Europe are planned. Thus, local programming in separate languages is possible.
Finally, it is worth mentioning that the ubiquity of Internet and multimedia capabilities of personal computers (PCs), both in software and hardware, have given rise to an entirely new paradigm in radio broadcast, i.e., the so-called "webcast" or "Internet radio." Using media streaming technologies, instead of an EM wave receiver, a PC can download a "radio" or TV program from a server, i.e., the "webcaster," and allow the user to listen and watch without being limited by typical wireless constraints, e.g., contour limits and spectrum availability. Proper streaming technologies coupled with efficient audio coding techniques, plus the virtually unlimited reach of the Internet, make webcast a new favorite of many listeners who "tune" to stations that are continental apart and are otherwise unreachable via traditional radio waves. According to BRS Media, over 3000 radio stations worldwide are webcasting as of April 2000, among which nearly 300 are broadcasting over the Internet only [13] . The statistics include 58 radio networks. Several stand-alone receivers, the so-called "Internet radios," which have IP access without requiring a PC, are being offered on the market. With ever increasing Internet access and active user population, webcasting and Internet radio undoubtedly are reshaping the traditional radio industry.
In short, digital audio radio services, whether it is over terrestrial transmission, relayed by satellite, or in the form of media streaming via Internet, is taking place at this turn of century, after nearly eighty years of operation in analog modes [14] . The advance is primarily due to the progress in digital audio coding and several key innovations in transmission technologies. The purpose of this paper is to present, according to our involvement and insights, the technology and system components that are behind this important evolution. Our presentation will focus on the terrestrial and the satellite systems as they represent the most profound depth of complexity and technical challenges. Also, we believe that the advance in audio coding played a critical role in making digital audio broadcasting possible given the current spectral and regulatory constraints. Hence, a large section of this paper is a discussion on recent progress in audio coding. Specific coding schemes designed for various broadcast services will be covered when details on individual systems are presented.
II. AUDIO CODING ALGORITHMS
As mentioned in the Introduction, there are many advantages of using digital transmission and digital representations of audio including an increased robustness to channel conditions and the ability to regenerate signals without accumulative degradation.
The digital nature of the links also increases the flexibility of the underlying audio format of the signals being broadcast. For example, the audio signals transmitted can have different sampling rates and different multichannel formats and can even include differentiated levels of quality targeting different receivers. Digital representation also allows the systems to transmit data, e.g., stock quotes and messages, to use encryption algorithms and to manage access to subscription-based services at receivers.
A. General Requirements for the Source Coders
The advantages of digital systems just mentioned do have corresponding requirements on the source coding algorithms used to encode the digital audio source signals. These considerations include:
• the compression rate of the raw information;
• the format represented in the compressed bitstream;
• the algorithm's robustness to channel errors;
• the audio quality, possibly as a function of the signal type (e.g., music or speech) and/or station; • the delay introduced by source coding; • the complexity of the source encoder and decoder. Many of these considerations are specific to the broadcast environment and differ greatly from those of speech communication and storage/retrieval (e.g., MP3 player or audio CD) type applications.
The first requirement (the compression of the raw digital information) is probably the most obvious of the considerations. Within the design constraints, the systems presented have effective average (source) transmission rates of no greater than 64-128 kb/s for each audio program. In fact, some systems, such as the AM systems discussed in Section VI, may have even lower average rates, e.g., 24-32 kb/s. Other systems, such as the FM system, may have a variety of limits operating simultaneously depending on a receiver's location in the coverage area. In fact, satellite systems can have a single aggregate bound sharing a cluster of programs with each program potentially having a different target bit rate, e.g., 20-96 kb/s.
In contrast, the raw digital information rate of a single stereophonic source at 16 b/sample and a sampling rate of 44.1 k-samples/s per channel is a fixed bit rate of 1.411 Mb/s. To meet the bit-rate requirement range of 20-128 kb/s, compression ratios of up to 70 are required. At bit rates below 64 kb/s, compression will inevitably involve compromises on the audio quality, acoustic bandwidth, and the source format, e.g., monophonic rather than stereophonic formats.
Related in part to compression is the second requirement of having formats within the compressed source bitstream. A rudimentary example is the simple separation of stereophonic and monophonic information, as happens in current analog FM systems. Digital systems, however, have the potential to take advantage of more elaborate multistream, multidescription, and layered-description schemes. Such schemes can be matched to the specific properties of the channels in a given broadcast application. For example, the IBOC systems described in Sections V and VI have possibly unequal and dynamic error characteristics on either side of the transmission band. This can create diversity in the channel conditions seen by different areas of the source bitstream. Similarly, satellite systems have diversity provided by the use of multiple satellites. The source coding algorithm, as well as the channel coding algorithm, can be used to produce bitstream formats well suited to these applications.
The use of diversity does improve the performance of the systems. Despite this, bit errors do occur during transmission and create the third set of error robustness requirements that must be taken into account by the source coder designs. The systems presented use an error-detecting channel code to detect bit errors in blocks (frames) of the received bitstreams. The designs target low undetected (residual) bit error rates (BERs) on the order of 10 . This is in contrast to the higher rates tolerated by cellular systems which are on the order of 10 . When an error is detected by the error-detecting code, the corresponding frame of bits is discarded entirely, creating another error situation termed a frame erasure. The probability of such an erasure, the frame-erasure rate, can be several percent in these systems. The source decoders used in these systems therefore include frame erasure mitigation strategies that fill in the missing audio information when a frame erasure occurs (see Section III-D). The source decoders deployed are designed to be robust to the target residual BERs and frame-erasure rates of these systems.
The fourth set of requirements focuses on the decoded audio quality. Under this set of considerations, the robustness to source material is probably the most challenging aspect of the source coder designs. This is due mainly to two factors: 1) the wide variation in audio content in broadcast applications and 2) the fact that the ultimate judge of quality is the human listener. The material of most audio programs includes a broad range of speech, music genre, recording conditions, and mixes of different source inputs. Acoustic bandwidths and noise conditions can vary within a program, e.g., in situations where listeners or reporters call in via the telephone network, and gross characteristics of the music material can vary from station to station, e.g., a popular music station versus a classical music station. In addition, the material found in many broadcast environments can be heavily preprocessed, e.g., gain equalized or compressed/decompressed with another source coder. The variability in the audio material, and the low source bit rates used in many of the digital audio systems, present a significant challenge to the source coding technology. This will be discussed further in Section II-B.
Finally, all these requirements have to be achieved under the practical constraints of the application, system, and hardware. There are two main such considerations which impact source coders: complexity and delay. The first constraint is mainly due to limitations placed on the receiver hardware. These limitations are defined in terms of measures such as the rate of algorithmic operations, the memory (RAM and ROM) requirements, and the size and number of chips. These quantities directly impact consumer-sensitive concerns such as the size, price, and power consumption (battery life) of receivers. The exact numbers in terms of MIPS, ROM, and RAM depend on the coder used, its sampling rate, and the target hardware, but are well within reach of low-cost consumer applications. Encoder complexity also has to be managed but is less of a concern since encoders are only deployed at the (limited number of) broadcasting installations. The increased costs and complexity associated with more advanced (better performing) source-encoding algorithms can therefore often be absorbed by the broadcasting companies.
The second major system constraint of that of latency or delay. In simple terms, this is defined as the interval in time between which the encoder system first receives input audio samples and the time the receiver produces the corresponding output audio. Although the delay constraints do not need to be as stringent as in two-way communications, they are bounded for several reasons. The first reason is a cost issue since some of the sources of delay translate proportionally into the need for memory (RAM/ROM) and processor resources at the receiver. A second reason focuses on impacts of delays at the receiver which affect the user interface. Here, the main concern is referred to as the tuning problem. This problem can occur if receiver-specific components of the end-to-end delay adversely affect the time required to tune into a station, i.e., the time from when the user selects or changes a station to the time the required audio output is played. Users need to be able to scan the material of different stations in a timely and convenient fashion.
The sources of delay introduced by the source coder are mainly due to the block-wise (or frame-wise) processing of input samples and the use of signal lookahead. Block-wise processing allows coders to take advantages of correlations in the signal, thereby improving coding efficiency [15] - [17] . Signal lookahead involves the use of future signal information to influence and improve the encoding of the present block of signal. Signal lookahead is also used in lapped-transforms such as the modified discrete cosine transform (MDCT) [18] , [19] . The combined effect of the coder's frame size and signal lookahead is often termed the algorithmic delay [20] .
Another less obvious way source coders introduce delay is through the use of variable-bit-rate schemes, i.e., using varying numbers of bits for different encoded frames. In systems with a fixed source transmission bit rate, buffers for bits awaiting transmission and bits awaiting decoding are used to absorb the bit-rate variability, thereby minimizing underflow and overflow problems in the system. Finally, it is worth mentioning that the channel coding algorithm can also be a source of delay. One main factor is due to bit-interleaving. This interleaving delay is the period over which transmitted bits are randomly ordered before transmission to reduce correlations between bit errors. If block channel encoders are used such as in cyclic redundancy check (CRC) or Reed-Solomon (RS) codes, they can, depending on their block-length, also introduce delay. This again creates tradeoffs in the bit-error characteristics and, therefore, the resulting requirements and tradeoffs in source coder designs.
From the above discussion, it should be clear that a source coding design represents a tradeoff in multiple source related factors and potentially a tradeoff with a channel coding algorithm. For example, one can minimize source coder delay but this may come at the expense of compression efficiency for a fixed quality level. Similarly, minimizing the delay introduced by channel coding can be at the expense of error correction performance and the bit-error characteristics seen by source coders. The choice of source coder is therefore a compromise between the issues specific to the application, system, and even audio program.
B. Source Coding Paradigms and Quality Tradeoffs
One of the major factors enabling the deployment of digital audio broadcast systems is the advances in audio compression technology. With these advances, source bit rates for transparent stereophonic CD quality (perceptually indistinguishable from uncompressed CD quality) are now below the 128-kb/s bound required by these broadcast systems. There is even evidence for transparent quality at rates as low as 96 kb/s and "CD-like" quality, the quality at which most untrained listeners cannot tell the difference between compressed and uncompressed quality, at rates as low as 64 kb/s, depending on the music material.
The audio broadcast application differs from many other applications in that there are stringent requirements and expectations on both speech quality and music quality. This importance not only reflects requirements from the broadcasters and listeners themselves, but also the expectations of artists, talk radio hosts, and advertisers who create the broadcast content.
The joint speech and audio requirement is not of great concern at higher bit rates (above 96 kb/s), where transparent stereophonic CD quality is possible on most signal types. However, as mentioned in the introduction to this section, at lower bit rates, compromises in quality have to be made. Complicating the matter further is the fact that at low bit rates there are significant differences in the attributes of the compression technologies available. Selecting an appropriate coding technology often involves a balance between performance attributes as a function of signal type as well as on the hardware requirements different technologies impose. There is no ideal technology satisfying all concerns at low bit rates.
To understand why this is so, and the choices that are reflected in later sections, it is good to briefly review the attributes of the two main categories of coding technologies that are available to various digital audio broadcast applications, i.e., speech and audio coding technologies. To begin, speech coding technologies in general use model-based or waveform-based techniques that take advantage of the redundancies in the production and perception mechanism of speech [20] . Sources considered are generally single-channel signals with a primary sample rate of 8 k-samples/s [20] . More recently, the compression of wide-band speech sampled at 16 k-samples/s has also seen significant advances. [20, ch. 8] , [21] . Interest in stereophonic speech is also emerging [22] - [24] , but for different reasons and with different technical challenges than those of broadcasts in music recording industries [23] , [25] . Speech coders are also designed under constraints of low algorithmic delay (e.g., less than 50 ms) and with bounds on both encoder and decoder complexity, making them useful for two-way communication applications. By default, they are also useful for broadcast applications.
Speech coding designs often achieve high speech quality at rates less than 1 b per input sample, which is quite notable especially at lower sample rates of 8 and 16 k-samples/s, where up to 21 of the 25 critical bands of hearing are covered in the acoustic bandwidth [26] - [29] . However, for robust performance across all signal classes, in particular music, bit rates closer to 2 b per input sample are generally required. State-of-the-art technology for high-quality speech coding at bit rates of 16 kb/s for narrow-band sources and 32 kb/s for wide-band sources have been standardized by bodies such as the ITU-T and ETSI [21] , [30] - [32] .
Audio coders in contrast rely less on speech-specific attributes and more on the statistical redundancy common in many audio signals and general principles on the human auditory perception [5] , [26] , [29] , [33] - [38] . Common audio coder designs include transform or filter-bank signal decompositions combined with perception models and/or lossless coding techniques such as Huffman coding [33] , [27] , [28] , [38] (see Section II-C).
At higher sample rates, from 32 to 48 k-samples/s, CD-like quality and transparent quality can be achieved with many popular coding technologies between 1.0 and 1.5 b per input sample per channel [39] . The MPEG-2 AAC [35] , [36] and perceptual audio coding (PAC) [38] , [40] coders claim to have transparent CD quality below 128 kb/s and nearly CD-like quality at 64 kb/s for stereophonic signals.
At lower sample rates and acoustic bandwidths, e.g., 8 and 16 k-samples/s and acoustic bandwidths of less than 4 or 8 kHz, robust performance of audio coding designs usually requires bit rates closer to 2 b/input sample, similar to the results obtained with speech coding technology. The increase in the required number of bits per sample per channel for both technologies at the lower sample rates is due to a number of factors, including: 1) the general statistical structure of many audio signals which have higher energy in the lower frequencies; 2) the move to monophonic signals; and 3) the human hearing mechanism which has a greater frequency selectivity at lower frequencies [26] - [29] .
Even at 2 b/sample, it is important to stress that the difference between speech and audio technologies are still apparent. The classic (and expected) tradeoffs in performance is speech coders outperforming audio coders on speech and audio coders outperforming speech coders on music and general audio. Therefore, even in the situation where coders are considered to be robust to source material, the choice of coder can be heavily influenced by the program material of the broadcast application.
To summarize, a general picture of the audio quality as a function of acoustic bandwidth is shown in Fig. 1 . A general summary of the application areas, bit rates, coding paradigms, and the nominal audio quality is shown in Fig. 2 . The overlap in speech and audio coding technologies is clearly visible. More will be said on the potential quality, bit rates, and technology tradeoffs in Sections III-A and III-G.
Matching the tradeoffs of the different paradigms to the source material, transmission channels, and hardware requirements is the challenge faced by source coding technology in digital audio broadcasting systems. Some of these challenges have resulted in new advances in the area of speech and audio coding, including ideas on statistical multiplexing of multiple programs in a perceptually meaningful way [41] , using diversity in the source stream in both embedded and multidescriptive fashions, improving quality of audio coders on speech signals and using multiple paradigms within a single coding structure. These will be discussed in Sections II-C and III. Section II-C discusses the primary coding technology used in satellite and terrestrial systems. Fig. 3 shows the general scheme for audio coding. General source coding algorithms maximize objective measures such as the SNR for a given bit rate. Perceptual audio coders explore factors of human perception with the aim of minimizing the perceived distortion for a given bit rate. Compression in a perceptual audio coder involves two processes: redundancy reduction and irrelevancy reduction. The filter bank of a perceptual audio coder yields a high degree of redundancy reduction due to the statistical nature of audio sources, e.g., the energy of many audio sources is often concentrated in a few subbands of the entire signal bandwidth. The efficiency of the coder is further improved without impairing the audio quality by shaping the quantization noise according to perceptual considerations. This is the basis for irrelevancy reduction.
C. Perceptual Audio Coding
One way irrelevancy reduction is achieved is by taking masking effects of the human auditory system into account. Masking describes the phenomenon in which one signal (in this case, quantization noise) becomes inaudible in the presence of another signal (in this case, the coded version of the input signal). Such masking happens in both the time and frequency domains. In the frequency domain, the level below which the masked signal becomes inaudible is termed the masked threshold. This threshold is a function of the masking signal and is often computed by considering the masking effect of each component of the audio signal [42] , [4] . Fig. 4 shows how, for each component of the audio signal, the masking spreading function is considered separately for obtaining the net masked threshold for the audio signal. During the encoding process, the spectral coefficients of the filter bank of a perceptual audio coder are grouped into coding bands. Each of these coding bands is quantized separately such that the resulting quantization error is just below the masked threshold, as shown in Fig. 5 .
The structure of a generic perceptual audio encoder [43] , [44] is shown in Fig. 6 . The four main functions are as follows.
• The input samples are converted into a subsampled spectral representation using a filter bank [18] . • A perceptual model estimates the signal's masked threshold [42] . For each spectral coefficient, this gives the maximum coding error that can be allowed in the audio signal while still maintaining perceptually transparent signal quality.
• The spectral values are quantized such that the error will be just below the masked threshold. Thus, the quantization noise is hidden by the respective trans- mitted signal. The resulting quantizer indices are coded with a lossless coder.
• The coded spectral values and additional side information are packed into a bitstream and transmitted to the decoder or stored for future decoding. The decoder reverses this process (Fig. 7) . The three main functions are the following.
• The bitstream is parsed, yielding the coded spectral values and the side information.
• The lossless decoding of the spectral indices is performed, resulting in the quantized spectral values.
• The spectral values are transformed back into the time domain. The filter banks used in perceptual coders such as PAC and MPEG-2 AAC are lapped transforms with adaptive window sizes [45] . These coders use a 1024-band modified discrete cosine transform (MDCT) [18] filter bank with a 2048-sample transform window. The size of the transform is chosen such that a high-frequency resolution is obtained. However, the corresponding time resolution will be low. Hence, during transient areas, e.g., when there is a signal onset within the frame (1024 samples), the coder switches to a shorter transform window of 256 samples for a 128-band MDCT to better track the signal changes. Thus, a frame is either encoded with a 1024-band MDCT or eight 128-band MDCTs. An adaptive window switching sequence is shown in Fig. 8 . The long transform windows before and after switching to short windows have a different shape ( Fig. 8) and are called transition windows. Some versions of perceptual coders use wavelet transforms instead of short MDCT transforms for increased coding efficiency [38] .
III. DESIGN ADVANCES MATCHED TO APPLICATION-SPECIFIC REQUIREMENTS

A. Matching Coding Technology to Broadcast Material
Given the wide variety of program material in radio broadcasting, the choice of source coding technology is an important consideration. The broadcast environment includes virtually all types of acoustic material one can imagine, from music to synthetic sound effects to speech to noise. The environments of these sources may include carefully controlled studio productions as well as live productions such as sports and outdoor concert events.
As an illustration, even those categorized in the limited class of "speech-only" signals in broadcasting do not necessarily behave as speech signals considered in communication applications. In communications applications, signals are usually carefully acquired, bandwidth-limited, level equalized, and filtered in known fashions. In the broadcast environment, audio bandwidth, signal levels, and equalization can vary unpredictably. In addition, many digital radio stations use classic nonlinear preprocessing techniques from the legacy analog systems [46] . These nonlinear techniques are used to give stations a perceptual distinction, i.e., the so-called signature sound.
It therefore follows that traditional audio coders that do not make assumptions on the production (source model) mechanism are a better match for audio broadcasting applications. However, as mentioned, at lower bit rates, weaknesses become apparent in audio coders, in particular for speech. Common problems with applying audio codecs to speech include distortions such as pre-echos and post-echoes. In addition, there is a reverberant distortion (ghost image) produced when speech is compressed at very low rates by transform type coders. Some expert listeners can also perceive a loss in the "fullness" of the decoded compressed speech.
The audio coders can be modified to improve quality on speech at low rates. For example, several new technologies have been incorporated into the PAC audio coder. A new enhanced algorithm for pre-echo control reduces the spread of quantization effects in time, thereby decreasing the pre-echos or reverberation effects with speech. Additionally, the short block mode in an audio coder can be enhanced for stationary signals by new Huffman coding schemes and more accurate parameterization of the masked threshold. In this case, the coders use the short-block mode more frequently without harming the quality for stationary signals while improving quality for quasi-stationary signals such as speech.
Stereo coding is also a problem at the lower bit rates. In the current perceptual audio coders, the stereo coding scheme is largely designed for encoding audio signals at transparent audio quality, i.e., when the quantization noise is below both the left and right channel masked thresholds. The left and right masked thresholds are computed by a binaural Table 1 Coding Paradigms and Audio Formats perceptual model which takes into account reductions in masking level when left and right signals are correlated; this is known as binaural masking level difference (BMLD). However, when operating at nontransparent quality, the effects of quantization noise on the stereo image are less well understood. Often heuristic techniques that balance multiple considerations are used.
Given the tradeoffs in the technologies, it is important to carefully match coding paradigms to the general formats that will be seen in the audio broadcasting applications. Table 1 outlines a general summary of the formats, bit rates, and the potential source coding technologies.
Within each bit-rate range, further optimization of the bitrate/bandwidth/distortion tradeoff can be made. Fig. 9 shows a contour plot of the long-term average bit rate as a function of the distortion and the audio bandwidth for a stereo PAC implementation. The estimates are made over a representative mix of audio signals (both music and speech) used in audio broadcasting. The conclusions are therefore general and may differ for a specific piece of audio. For high-quality stereo music radio channels, typically, bit rates within the range of 56-96 kb/s are used. For each bit rate, different tradeoffs between the audio bandwidth and the amount of perceived distortion can be chosen using Fig. 9 . For example, for a bit rate of 56 kb/s, a stereo signal could be encoded with bandwidth and distortion (derived from Fig. 9 ): kHz, ; kHz, ; and kHz, . The tradeoff is chosen such that the impairments of the coded audio signal resulting from reduced bandwidth and added coding distortion are about the same. It has to be noted that the perception of tradeoff between bandwidth and coding distortion is a highly subjective matter. It also depends on the listening environment. For example, in a noisy car, more distortion can be tolerated than in a quiet listening environment.
B. Variable Bit-Rate Coding Versus Constant Bit-Rate Transmission
Typical nonstationary signals such as audio signals have a varying amount of inherent perceptual entropy as a function of time [47] . Variable bit-rate compression techniques are therefore natural means of approaching the compression limit of audio signals (i.e., perceptual entropy for transparent audio coding). However, most broadcasting applications require a constant bit-rate transmission. When a variable bit-rate source coder is used together with a constant bit-rate transmission channel, the output of the source coder needs to be buffered to absorb the variations in the bit rate. Fig. 10 shows an audio encoder and decoder with a buffered bitstream to enable a constant bit-rate transmission. In this scenario, at each frame, bits from the audio encoder are put into a first-in-first-out (FIFO) buffer at a variable bit rate of b per frame from the source coder, and bits are removed from the FIFO buffer at a constant bit rate of b per frame where is equal to the rate of the transmission channel. The number of data bits in the buffer after the processing of frame , , can be expressed iteratively as (1) assuming some initial buffer level of bits.
The buffer itself represents an interesting tradeoff influencing the source coder design. The larger the buffer size, the more variations in bit rate can be absorbed and the less the impact is to the audio quality due to constant bit-rate transmission. However, as mentioned in Section II-A, the size of the buffer is restricted by constraints on tuning delay and cost. In such a system, buffer control logic is necessary. This mechanism monitors the buffer level and influences the encoding process to make sure the buffer does not overflow. Buffer underflow is less severe and can be always prevented by injecting additional bits into the frame.
The ultimate goal of the buffer control is to provide the best possible perceptual quality for a given buffer size restriction. To influence the encoding process and in a perceptually meaningful way, the buffer control logic determines a level of quantization distortion in frame through a perceptual criterion . The distortion criterion determines how much noise is added above the masked threshold. If , then frame is encoded with coding distortion just below the masked threshold. If , the coding distortion is allowed to exceed the masked threshold. In general, the larger the value of , the smaller the number of bits that will be required to encode frame . The criterion therefore regulates the bit rate coming out of the source encoder.
To select the required value of d[k], many buffer control schemes for audio coders typically use two processing loops [5] , [48] , [35] . The outer loop determines for each frame a bit rate at which the frame should be encoded. The bit rate is computed as a function of the buffer level and the perceptual entropy or a related measure [47] of the frame. The inner loop then iteratively reencodes the frame at different levels of distortion until the bit rate of the encoded frame is sufficiently close to , keeping to a minimum. Typically, the outer loop determines the bit rate of each frame using a strategy that keeps a fairly low buffer level (a low buffer level means that many bits are available). This is a done in anticipation of critical frames such as transients which may have locally high bit demands. This approach is largely heuristic and may not explicitly reduce the local variation in distortion. A more efficient approach is to reduce the variations in distortions due to buffer control by using statistical bit-rate estimations. This approach is described in detail in [49] . In addition to reducing the variation of distortions over time, this approach is also significantly less complex than iterative schemes.
C. Joint Bitstream Transmission
Satellite digital radio services (see Section VII) broadcast a large number of radio programs (up to 100) simultaneously. In these situations, better performance (i.e., a larger number of programs and/or better audio quality of the programs) can be achieved if radio programs are encoded jointly with a shared bitstream. That is, it is better if channels share a common stream at kb/s than if each program is encoded individually, each with a single bitstream at kb/s. To achieve this, a buffer-control scheme for joint coding is used which dynamically allocates the channel capacity between the audio coders sharing the common bitstream. Fig. 11 shows how audio encoders are connected to form a joint encoder with a joint bitstream. The bit rate of each joint frame is the sum of the bit rates of the frames of the individual encoders (2) A distortion criterion common to all encoders is used since it is simpler than dealing with a separate distortion criterion for each encoder. In addition, by having the same perceptual distortion criterion, the buffer control has the same average quality/bit-rate impact on each audio encoder. Note that it is also possible to consider different criteria for each encoder.
Except for the use of multiple audio inputs, the operation of the joint encoder of Fig. 11 is similar to a single audio encoder. A buffered joint encoding scheme with a receiver is shown in Fig. 12 . The joint frames of the joint encoder are put into the FIFO joint buffer. A buffer-control scheme determines such that the buffer level does not overflow. The bits in the joint buffer are transmitted to the receiver with a constant bit rate . Once a joint frame arrives at the receiver, the bits of the desired radio program are extracted and placed into the decoder buffer by the program parser.
One reason the joint scheme is preferred is that the statistics of the joint bit rates are much more favorable than those of the average individual channel. For example, assume that the bit rates of the single audio coders are independent random variables with means and variances . It then follows that the mean and variance of the joint bit rate , as in (2), is and , respectively. Assume also that the average bit rate available for one audio coder is and, therefore, that the average bit rate available for the audio coders is . The standard deviation of the bit rate normalized by the desired bit rate for one audio coder is , whereas the standard deviation of the joint encoder bit rate normalized by the total available bit rate is only . Similarly, in cases where the bit rates of the audio coders have different statistics, one can still expect a reduction in the normalized standard deviation of the bit rate for the joint encoder. As a result, for the same performance, the joint buffer can be either smaller than times the buffer size of a single audio coder or, for the same relative buffer size, better performance can be achieved by allowing for more variation in the instantaneous source bit rate.
A second important advantage of joint coding is that the different audio coders can operate at different average bit rates according to the individual demands of their audio inputs. The dependence of the perceived quality of the decoded audio on each channel's program material is greatly reduced [50] . 
D. Error Mitigation
Some channel conditions (such as Rayleigh fading) will introduce bursts of residual errors which cannot be corrected by the channel codes. In those cases where these errors affect critically sensitive bits, the best course of action is to declare all the information for a given frame to be lost or erased and to mitigate the error by a frame-erasure concealment strategy. These concealment algorithms estimate of the missing portions of the waveform and in general can be quite effective once erasures occur at relatively low rates (a few percent) and do not span large intervals of time ( 60 ms).
In some coders, e.g., speech coders, information about the waveform is represented by parameters representing the time and spectral structure of the signal. Such structures usually change in predictable ways from frame to frame. Concealment in such coders is often therefore done by making estimates of the missing parameters and using these estimates in the source decoder, possibly with minor modifications such as attenuation, to generate the output waveform [30] , [31] , [51] .
Other coders, such as perceptual audio coders, do not explicitly represent structure through parameters. Due to the nonparametric interpretation of the decoded information, it is much more difficult to come up with a good mitigation strategy for these coders. On the other hand, because of the potential flexibility in delay constraints in a broadcast application, it is possible to recover lost information based on past and future information, i.e., by interpolation. Fig. 13 shows four examples of five successive frames of an audio coder such as PAC or MPEG-2 AAC. Either one long transform window is used or eight short transform windows for encoding one frame. Long MDCT windows are used for encoding stationary parts of an audio signal and short MDCT windows are used to encode transients. In case A of Fig. 13 , a frame with a long window is lost. In this case, the lost frame and its adjacent frames represent a stationary signal, and good results can still be achieved by substituting the lost frame with a frame obtained by interpolating the spectral content of the adjacent frames. In case B of Fig. 13 , a frame with short windows is lost. The lost frame contained a transient but its adjacent frames are stationary. Therefore, good results can be achieved by substituting the lost frame with a long window frame obtained by interpolating the spectral content of the adjacent frames. In case C of Fig. 13 , a frame with a long window is lost. The lost frame is preceded by a transient. Repeating the transient of the preceding frame would likely be perceived as an artifact. Therefore, the future frame is used to predict the present frame. In case D of Fig. 13 , a frame with a long window is lost. The lost frame is followed by a transient. Repeating the transient of the following frame would introduce an echo and likely be perceived as an artifact. Therefore, the previous frame is repeated instead.
Finally, it is worth noting that, since frames are coded with a variable number of source bits, the fixed block length of the error-detecting codes may flag errors in subsets of a single source coding frame or may flag a group of source coding frames simultaneously. This opens the possibility of having partially decodable frames and/or bursts of frame erasures. Some of the aforementioned techniques can be applied to these cases with minor modifications.
E. Embedded and Multistream Audio Coding Schemes
In embedded and multidescriptive (stream) audio coding, the bitstream of the source coder is divided into a number of subsets that can be transmitted over independent channels. The subsets can be combined into various subbitstreams, each of which can be independently decoded.
In multidescriptive coding, each subset is a subbitstream that can be decoded independently. Multiple subsets can also be combined and decoded together to get higher quality. In the case of embedded coding, these subsets, or layers, have a hierarchy. The first layer, the "core" layer, is essential to all descriptions (i.e., subsequent layers of the bitstream) and can be used on its own to produce a decoded output. All other "enhancement" layers can be combined with the core and then decoded to produce output with increased quality. The enhancement layers may be themselves ordered though, like multidescriptive coding, the layers may be combined in various ways.
In the example of Fig. 14 , the bitstream is divided into the following.
• CORE: This is the core part of the bitstream. It is self-sufficient and can be decoded independently of the other substreams.
• Enhancement Layer 1: This consists of encoded highfrequency spectral coefficients. This subbitstream enhances the audio bandwidth of the core.
• Enhancement Layer 2: This consists of encoded left-right difference spectral coefficients. Given these, the core can be enhanced from mono to stereo. • Enhancement Layer 3: This consists of encoded high-frequency left-right difference spectral coefficients. Given 1 and 2 and this subbitstream, the core is enhanced to high audio bandwidth stereo. For embedded audio coding, the subbitstreams of Fig. 14 can be used as shown in Fig. 15 . The core can be combined with the different subbitstreams to enhance the audio quality. For multistream audio coding, several independent bitstreams are formed, given the building blocks of Fig. 14. For example, Fig. 16 shows two independent bitstreams ( , ) which, when combined, yield enhanced audio quality ( ). Another possibility for multistream audio coding is encoding the audio signal using complementary quantizers [52] and sending the information from each quantizer in different streams.
If information from both quantizers are received, then the quantizers are combined and the audio signal is decoded with less distortion.
F. Unequal Error Protection
The embedded bitstream formats just mentioned imply a hierarchy in bits in terms of each bit's influence on the decoded quality. For example, some bits add high-frequency information, while others add stereo information, etc. It is also well known that, in most source bitstreams, both nonembedded and embedded, individual bits also have an unequal profile in terms of bit-error sensitivity, i.e., the degree of quality loss when a particular bit is decoded with an error. This unequal sensitivity among bits can be exploited by the channel coding by using unequal error protection (UEP).
To implement a UEP channel coding scheme, the source bits are divided into different classes. The source coder can implicitly specify these classes by simply ordering the positions of the bits in a stream accordingly [53] , [54] . Each class is protected by a different error-correcting code with the more sensitive bit classes protected by the stronger (e.g., higher rate) channel codes. This is in contrast to an equal error protection (EEP) scheme which uses a single channel code to protect all bits equally.
In general, a true EEP is rarely used since there is often a subset of critical bits (for example, the coding mode, the transform length, and the framing information) that need to have a higher level of protection. This subset is often further protected by an error-detecting code. If an error is detected, a frame erasure is invoked. However, even considering these enhanced "EEP" schemes, it has been shown that PAC and other coders perform better using true multiclass UEP schemes that take into account more information on differences in bit-error sensitivity [54] , [55] . A further discussion of UEP is given in Section V.
G. Further Developments in Coding Algorithms
It is worth noting that there are continued, less traditional, developments in audio compression technology that are receiving more attention in the broadcast environment, in particular because of the high compression ratios which are required in some applications. Traditional audio coding designs have often focused on minimizing the bit rate while maintaining perceptual considerations focused on transparent audio quality. The tradeoff, as outlined in Section III-A, is often made between the bit rate, the acoustic bandwidth, and/or the number of channels (e.g., stereophonic vs monophonic) coded. The newer tradeoffs considered allow a greater degree of flexibility, allowing designers to further reduce bit rate while at the same time maintaining good "nontransparent" audio quality.
One such technique is the use of bandwidth extension techniques [56] , [9] . These techniques try to synthesize or "fill in" the higher frequency acoustic information (not transmitted) based on received information in lower frequency acoustic bands. While such techniques can never ensure that the higher frequency information is similar to that in the original uncompressed source material, the technique does create a "natural" impression of higher acoustic bandwidth. This allows designers to maintain targets of perceived acoustic bandwidth while saving bits to improve quality in the lower, more important acoustic bands.
Another interesting technique is that of binaural cue coding (BCC), [57] - [60] . This technique makes compromises in the multichannel format by explicitly coding spatial cues between pairs of audio channels. In this way the signal transmitted consists of a single audio signal (sum of all input channels) and very low-rate BCC side information. As a result, the decoded signal will not be transparent in terms of spatial image. However, it does produce a very natural spatial impression while allowing the majority of bits to be spent to improve the quality of the single audio channel transmitted. Such a technique is promising for achieving high-quality CD-like acoustic bandwidths at bit rates of approximately 40-50 kb/s while maintaining some, though not all, stereophonic properties.
The last set of techniques to mention comes from the area of speech coding technology. Here, wide-band coders such as the Multimode Transform Predictive Coder [61] and ITU-T Rec. G.722.1 [21] allow systems to make explicit compromises that improve speech quality while maintaining acceptable audio quality at bit rates of 16-32 kb/s. Such coders can be considered for programs in which the primary source material is speech.
IV. TERRESTRIAL SYSTEMS
A. Introduction
In North America, terrestrial radio commonly refers to broadcast in the FM band (88-108 MHz) and the AM band (510-1710 kHz). To circumvent the difficulty in allocating a new spectrum for digital audio broadcasting over terrestrial channels and to allow current analog radio stations to migrate into digital transmission without causing disruption in consumer adaptation, the NAB has been supporting the development of IBOC technology. The argument for supporting the technology is mostly based on a migration plan that the NAB deems sensible and acceptable. In the plan, the migration to all-digital audio broadcasting will take two steps. The first step is to move from today's analog transmission to a hybrid system, which inserts digital signals along the two sidebands of the host analog signal. The second and final step is to totally replace the analog host signal with digital signals, which may carry additional services, as the market adapts gradually to the new system. Fig. 17 depicts such a strategy. In the following sections, we summarize the requirements and the progress in the past decade in the area of terrestrial digital audio broadcast.
B. Requirements
In promoting a digital radio system, one needs to set up the requirement of the system with clear enunciation of the potential benefit (and possible sacrifice) that the new technology shall bring about. The requirements for the IBOC system can be addressed along several dimensions.
Coverage: The coverage of existing AM and FM stations, in reference to the contours limited by interference and by noise, shall not be compromised due to the digital signal in both hybrid and all-digital modes. In other words, the digital system must provide a service area that is at least equivalent to the host station's analog service area while simultaneously providing suitable protection in cochannel and adjacent channel situations. Such a requirement ensures market stability in the service areas.
Service Quality: Audio quality in both hybrid and all-digital modes shall be significantly better than that of existing analog AM and FM modes. In fact, an original appeal in moving to digital systems was the improvement in audio quality, potentially to the level of CD quality in FM systems and to the level of analog FM quality in AM systems.
Spectral Efficiency: Spectral efficiency provided by IBOC shall be better than existing AM and FM bands in both hybrid and all-digital modes. Spectral efficiency refers to the ratio between the source signal bandwidth and the transmission signal bandwidth at given audio quality.
Feature Set
Compatibility: Deployment of IBOC in either hybrid or all-digital mode shall not impact existing analog stations or analog receivers. Insertion of digital signals shall not create additional interference to the existing analog signal. The hybrid transmission mode shall be backward compatible with current analog receivers already in use (i.e., without mandatory upgrade on listeners' equipment if they are not prepared to receive digital programs), and the all-digital mode shall be backward compatible with hybrid IBOC receivers. In short, the system shall afford a smooth transition from analog to digital services. The IBOC migration plan discussed above is a commonly accepted plan.
These requirements provide a design guideline in the development of the hybrid system and the eventual goal of an all-digital system.
C. Evolution of IBOC in the USA
In the early 1990s, in light of the development of the Eureka-147 system in Europe, the Consumer Electronics Manufacturer's Association (CEMA) and proponents of Eureka-147 urged the National Radio Systems Committee (NRSC), jointly formed by the Consumer Electronics Association (CEA) sector of the Electronics Industry Association (EIA) and the National Association of Broadcasters (NAB), to consider a plan for digital audio services. A call for proposals was issued in 1991 to lay out possible technical approaches and a plan to test the proposed systems. Several systems were proposed, including the L-band Eureka-147 system at two different bit rates, an S-band satellite system, an in-band, adjacent-channel (IBAC) system, and various IBOC systems. The key idea of an IBAC system is to find vacant channels in the current AM and FM bands for digital broadcasting. Table 2 lists all the systems that participated in the test, some in the laboratory only and some in the field. The field test was conducted in 1994 in the city of San Francisco. It was determined that the current AM and FM bands are too "crowded" to accommodate a new digital channel for each station license holder as was done in the transition to digital in the TV band. The IBAC system was thus deemed unsuitable. The NRSC also concluded in 1995 that the technology had not yet progressed to a viable point and, in 1996, subsequently suspended its activity until sufficient progress could be shown to warrant renewal of activities.
We must note that the unsatisfactory performance of early digital audio radio systems is mostly due to the relatively high bit rates needed for audio coding. The lowest audiocoding rate attempted in these systems was 128 kb/s, which could not be supported by the digital transmission scheme. Clearly, given the power and interference requirements dictated by the coverage map authorized by the FCC, a much more efficient audio coding algorithm would have to be de- Table 2 Submitted Systems for the 1994 IBOC Test veloped before IBOC digital radio services could become viable.
As the spectral allocation issue became more prominent, the NAB in the mid-1990s started to focus on IBOC systems. In the mean time, advances in perceptual audio coding and orthogonal frequency division multiplexing (OFDM) or digital multitone technology for digital transmission (such as used in Eureka-147) had inspired new hope for the IBOC system. In 1996, audio coders like PAC [38] and MPEG-2 AAC [35] were shown to be able to code stereo music at 96 kb/s without causing audible degradation from original CD materials [39] . These advances inspired a collaboration between two of the original proponents of the IBOC system, USA Digital Radio (USADR) and Lucent Technologies, to join forces to develop a working IBOC system in 1997. In late 1997, a new company, Digital Radio Express (DRE), contacted the NRSC with the claim of possessing viable designs of FM and AM IBOC systems, and the NRSC on IBOC was thus reactivated in February of 1998.
USADR and Lucent subsequently separated in 1999, although development efforts continued in each individual company. In 1999, Lucent Technologies, taking advantage of its research program in audio coding and digital transmission, formed Lucent Digital Radio (LDR) to signify its commitment to this particular technology area. LDR moved rapidly into a new system, with key advances such as multistream audio coding, which can be considered a new generation system. Key components of these systems will be addressed in the following sections.
During 1998 and 1999, the NRSC established Test and Evaluation Guideline documents to assist the technology proponents in self-testing programs so as to identify information that would be needed by the NRSC to validate the viability of the new system. In August 2000, a formal Request for Proposal (RFP) on IBOC was issued to solicit submission of system designs for consideration as a standard for the U.S. During this time, while technology development continued, a number of business mergers took place; DRE was merged into USADR in 1999, and, in 2000, the two remaining proponents, USADR and LDR, with somewhat different system designs, joined together to become a sole company called iBiquity Digital Corp. [62] . Attributes of both systems have been combined, and, in August 2001, test results were presented to the NRSC. Based on the evaluation
Several radio equipment transmitters have IBOC-compliant offers, and several receiver manufacturers have announced IBOC-ready radios.
D. Other Terrestrial Systems
The largest deployed terrestrial digital audio radio services system is Eureka-147 [6] , [64] - [66] . This system was the outcome of a large European consortium activity in the early 1980s. The project was done in the context of the Eureka series of research projects, and project 147 began in 1986 to develop a digital audio broadcasting system. The system specification was finalized in 1994 and was adopted as a worldwide ITU-R standard in 1994 and as an ETSI standard in 1997. The system is operational is many Western European countries and Canada, and deployment is scheduled in several Asian countries and Australia. Receivers are widely available and prices are on the order of $200-$300. Eureka-147 is different from IBOC in many ways. Rather than using existing AM and FM bands, it assumes newly allocated bands. To obtain efficient frequency use, several programs are multiplexed and transmitted on a single carrier. Such an ensemble has a transmission bandwidth of 1.536 MHz. Using OFDM modulation (using differential quadrature phase-shift keying (QPSK) for each carrier), the gross capacity of this ensemble is about 2.3 Mb/s. Varying levels of error protection can be selected resulting in net bit rates of 0.6-1.8 Mb/s. Error protection levels can be set for individual programs within an ensemble. Its audio compression scheme relies on MPEG 1, 2 Layer II, which requires 128-192 kb/s for stereo audio broadcasts. It supports both 48-and 24-kHz sampling frequencies and bit rates from 8 to 384 kb/s in mono, stereo, and dual-channel mode. Its basic frame size is 24 ms. Besides audio, Eureka-147 supports program associated data and generic data. The latter is organized in 24-ms logical frames with a data rate of times 8 kb/s. The system has been designed for mobile reception over a wide range of frequencies (30 MHz and 3 GHz). This has been accomplished by providing four transmission modes, each using a different number of carriers, frame duration, and symbol duration. Transmission modes I and II are the most suitable for terrestrial broadcasting, while mode III can be used for cable and satellite broadcasts. Various frequencies have been allocated at WARC-92, and most countries either transmit in the VHF band or the L-band. Due to its robust design against multifading, it is possible to operate in a so-called single frequency network (SFN) mode, where several (geographically separated) transmitters all broadcast the same ensemble at the same frequency. This allows robust coverage of a large area. Another advantage of an SFN is that it provides a very power-efficient network compared to (analog) FM for the same coverage efficiency. The need for multiplexing requires careful coordination between content providers and collective responsibility for the transmitter infrastructure. This approach has been found quite feasible in Europe, where broadcasting in general has been organized at a national level and is intended for national coverage. This in contrast to the U.S. where local programming is preferred. Despite a tremendous effort from various governments and its wide availability, its success has so far been limited. Although established for sound delivery, its most successful applications rely on it as a robust high-speed wireless data delivery service. Recent proposals of combining Eureka-147 with GPRS have indicated that this is a viable commercial option.
The Digital Radio Mondiale consortium [8] has developed a system for digital broadcasting at frequencies below 30 MHz. This system [9] has already been recognized by the ITU in a draft recommendation [7] . The U.S. hybrid and all-digital IBOC AM systems are also part of this recommendation. The DRM system has been developed based on the following key requirements.
1) The audio quality must be improved over that achieved by analog AM. 2) The DRM signal must fit within the present channel arrangements in the AM bands.
3) The DRM signal should support operation of an SFN.
4) The DRM signal should support operation of an SFN. The capacity available for audio within a single 9-or 10-kHz (U.S.) AM channel is limited. Audio coding rates from as low as 10 kb/s up to mid-20 kb/s have been proposed. For the lower rates speech coders can be used, while for the higher rates MPEG-2 AAC with spectral band replication (SBR) is used [9] . Data and audio bitstreams are multiplexed. The transmission system is based on OFDM, which avoids the need for adaptive equalization. Constellation sizes varying from 16 QAM (4 b/s/Hz) to 64 QAM (6 b/s/Hz) have been proposed. The channel coding used in the system is multilevel coding. A variety of OFDM configurations system bandwidths and data rates have been included in the standard. For further details on the DRM system, see [8] . Deployment of DRM services is scheduled for 2003.
V. IBOC FM SYSTEMS
Digital broadcasting in the FM band inside the FCC emission mask can take place in a so-called hybrid IBOC system where the digital information is transmitted at a lower power level (typically 25 dB lower) than the analog host FM signal. This digital transmission is achieved in subbands on both sides of the analog host signal. The composite signal is typically 400 kHz wide with the FM carrier in the middle. The digital sidebands are typically about 70 kHz wide at the upper and lower edges of the composite signal (see Fig. 18 ).
One current design proposal for hybrid IBOC FM systems uses a single 96-kb/s PAC [38] , [40] , [67] source stream duplicated for transmission over two sidebands using OFDM modulation. A uniform OFDM power profile is used. The channel coding on each sideband is rate 4/5 with memory 6. The total combined rate is 2/5, in a complementary punctured pair convolutional (CPPC) channel coding configuration [68] - [70] . Details of these convolutional codes will be provided below.
To ensure graceful degradation in the presence of severe one-sided first adjacent channel interference, an alternative system uses multistream transmission [71] , [72] on the two sidebands combined with multidescriptive audio coding [72] . Further robustness to this type of interference is obtained by introducing a bit error sensitivity classifier in the audio coding algorithm and by transmitting bits in separate classes with different channel codes and different frequency bands [55] . More powerful channel codes [73] - [75] , [53] , [76] , [77] and sideband time diversity give further improvements, especially for slow fading [78] .
In Sections V-A and -B, we will give a detailed description of both single-stream and multistream hybrid IBOC-FM digital audio broadcasting systems.
A. Single Source Stream Systems
Hybrid IBOC broadcasting systems for digital audio radio have the capability of simultaneously transmitting analog FM and digital audio of CD-like quality. Due to fading and interference in the already crowded FM band, the signal design for the hybrid IBOC system is very challenging. It has been proposed to use a method of double sideband transmission where the digital information is transmitted by means of OFDM on both sides of the analog host FM and where the digital information can be recovered even when one sideband is partially or totally lost. This leads to an interesting channel coding problem of searching for optimal pairs of high-rate codes that form good combined low-rate codes which are better than classic code-combining techniques. Optimum in this context means channel codes with the best (longest) distance between codewords.
Hybrid IBOC systems have been under consideration for some time, and a number of prototypes have been designed [67] , built, and evaluated [79] - [82] , [70] . (These systems were earlier referred to as IBOC systems. The term IBOC now refers to all-digital systems, which have no analog host signals in the FM or AM bands.)
Traditional channel coding methods that have been developed for either white noise channels or channels with a known, fixed interference power spectrum are not well suited for the interference environment in the normally crowded FM band. Fig. 19 shows a configuration where the digital audio information is transmitted on two sidebands, one on each side of the analog host. In the interference environment of the FM band, the so-called first adjacent channel analog interference facing some receivers may be so severe that the signal-to-interference ratio in one sideband falls well below the operating range (i.e., erasing one sideband) while other receivers may lose the other sideband (depending on geographic location). (A first adjacent interferer in FM is 200 kHz from the carrier and a second adjacent interferer is 400 kHz from the carrier.) Thus, one would like to be able to recover all the digital audio information even when either sideband is erased. On the other hand, if neither sideband is erased, one would like to exploit this advantage, for example, to receive the digital audio signal farther away from the transmitter, thus extending the coverage area. In other words, the interference environment is typically location-dependent, and the hybrid IBOC system should be able to adapt to the different scenarios.
Furthermore, even when the sidebands are not completely lost, the carriers within a sideband are exposed to differing levels of interference. For example, the carriers in bands B of the hybrid IBOC OFDM power spectrum in Fig. 19 are deemed to be more robust to interference. Bands A are always used but are deemed to be subject to more adjacent channel interference. Bands C are optionally used in the so-called extended bandwidth mode, yielding a potential increase in channel coding capability. Potentially, transmission in bands C can take place with precancellation techniques [83] , [84] by which the self-interference from the analog host FM signal is canceled. The problem is to find the "best" pair of codes, called complementary codes, which together form another "good" code [68] . One code is transmitted on one sideband, and its complementary code is transmitted on the other sideband.
A well-known technique for generating good high-rate convolutional codes from low-rate codes is puncturing [73] , [74] , [85] . Fig. 20 shows an example of puncturing. Normally only one best high-rate code is sought. A low-rate mother code is first punctured to the full rate (full bandwidth) code used for both sidebands. This code is then in turn punctured to twice its original rate, forming the first code of the complementary pair. The punctured bits form the second code of the pair. The CPPC codes in this section are from [68] . These represent better schemes than classic code combining [73] and do not need to meet the conditions for the so-called equivalent code [86] , which is a special subclass of complementary codes [70] , [74] , [75] , [53] . The use of UEP codes [55] further improves the capability of the channel codes, yielding extended coverage areas. This leads to further code optimizations. Throughout this section ideal coherent QPSK and binary-PSK modulation and an additive white Gaussian noise (AWGN) channel have been assumed. This optimization then leads to "good" codes for realistic digital audio broadcasting fading channels using, e.g., differentially coherent four-phase modulation (DQPSK) and channel interleaving.
Puncturing a mother code is a well-known technique for obtaining good high-rate convolutional codes with easy decoding by means of the same basic Viterbi algorithm that is used for the mother code. Increased puncturing leads to higher code rates. Puncturing is often performed in a periodic manner with a pattern that is repeated with a period of bits.
Complementary Punctured Pair Convolutional (CPPC) codes are defined as a pair of punctured codes of rate that are obtained by puncturing the same mother code with the same puncturing period such that the two codes have no unpunctured bits in common. Hence, the two codes combine to a rate code. A special subclass of these codes are so-called equivalent codes described by Kallel [86] , which have the property that the puncturing pattern for one code is a cyclically shifted version of the puncturing pattern for the complementary code. It is not, however, necessary to add this constraint when searching for optimal CPPC codes. An "optimal" code is one having the best free (Hamming) distance [73] among those obtained by puncturing its particular mother code. If two codes have the same free distance, then the best code has the smallest information error weight [73] , i.e., the smallest average number of bit errors corresponding to free distance error events. These codes are then optimal for transmission over the additive white Gaussian channel with soft decision decoding and BPSK or QPSK modulation at high channel SNRS. They are also optimal for the fully interleaved Rayleigh fading channel with ideal BPSK or QPSK modulation at high average channel SNRs.
The proposed hybrid IBOC system requires rate-4/5 forward error correction (FEC) codes for both the upper and lower sideband channels (half-bandwidth codes). These codes combine to form a rate-2/5 error-correction code (full-bandwidth code) [70] . The rate 1/3 is the most natural starting rate for puncturing to rate 2/5. Several suitable rate-1/3 mother codes can be found in the literature [74] , [85] , [76] , [77] . In this paper, we only report results obtained with the Hagenauer code. Results for the other codes can be found in [68] . The memory, generators, free distances, and information error weights for the mother code are given in Table 3 . The free Hamming distance is the smallest number of code bits that separate two different coded sequences (see [73] ). The average information error weight is the average number of information bit errors corresponding to free distance error events. The averaging takes place over all error events starting in any of positions, where is the puncturing period.
The full-bandwidth codes constructed are shown in Table 4 , along with their free distances and information error weights. The two codes in Table 4 , the Hagenauer rate compatible punctured convolutional (RCPC) rate-2/5 code [74] and the Kroeger rate-2/5 code [70] , are taken from the literature. (The Hagenauer code is optimal in an RCPC sense, and the Kroeger rate-2/5 code gives good noncatastrophic rate-4/5 codes which we are reporting in this section.) These codes are punctured in a complementary fashion to form rate-4/5 CPPC codes. The optimal puncturing patterns are reported below. Other codes can be constructed using the search method from [68] . Table 5 lists all noncatastrophic memory-6 complementary codes of puncturing period 4 that have the maximum worst case free distance and combine to the Kroeger rate-2/5 code, respectively. Note that the optimum pair (top line) in Table 5 has puncturing patterns that are cyclically shifted versions of each other and, thus, are "equivalent" in Kallel's sense [86] . These codes have equivalent distance properties. However, in general, optimal complementary codes need not to be equivalent [68] .
An alternative approach to CPPC is code combining of two identical codes on the two sidebands. In this case, the high-rate code on one sideband can be optimized without the CPPC constraints. It turns out that, for the cases studied, the CPPC strategy is much better for the case of combining the two sidebands. A slightly lower error coefficient might be obtained for the best one sideband code, but the loss in free distance for the combined two sidebands is significant. Code combining doubles the effective free distance [85] , while combining CPPC codes yields a better result. In Table 6 , CPPC codes are compared to code combining for the rate-4/5 and 2/5 codes with and . The asymptotic gain for a Gaussian channel for CPPC over code combining for the rate-2/5 codes is dB for the case and 1.46 dB for the case [68] . The proposed single-stream hybrid IBOC system involves a multicarrier modem with varying interference susceptibility on the subcarriers. In particular, subcarriers farthest away from the analog host signal are most susceptible to interference. Fig. 21 shows a crude model of increasing first adjacent interference. Thus, the mapping of code bits to subcarrier frequencies can affect performance. This mapping of code bits is referred to as bit placement or bit assignment and is given in [68] . Reference [68] also describes some optimal CPPC codes for UEP.
B. Multistream Systems
Different approaches to hybrid IBOC-FM systems for digital audio broadcasting based on multistream transmission methodology and multidescriptive audio coding techniques are introduced in this section (see [71] ). These ideas involve a lower per sideband audio coding rate than for single-stream systems and thus allow more powerful channel codes, resulting in robust transmission and graceful degradation in variable interference channels. By also using PFDM techniques combined with UEP and sideband time diversity, new hybrid IBOC-FM schemes are obtained with extended coverage and better peak audio quality than previously proposed.
The FM channel suffers from dispersion in both the time and frequency domains. In the time domain, very severe multipath with delay spread ranging between 3-30 s has been measured in urban and suburban environments. This broad range of delay spread corresponds to 30-300-kHz channel coherence bandwidth, which is, at the upper limit, comparable to the signal spectrum, thereby introducing flat fades for low delay spread channels such as dense urban environments. In a worst case scenario, no frequency diversity scheme can mitigate the severe flat fading which may extend across the whole spectrum of the radio signal. In the frequency domain, frequency dispersion ranges between 0.2-15 Hz for very low to very high speed vehicles. For static channels, such as the link to a slowly moving vehicle, the channel varies very slowly in time and, therefore, time diversity schemes cannot combat various channel impairments such as selective and flat fading conditions. Fig. 22 proposes a novel time-frequency distribution of the PAC substreams which is highly robust against various channel impairments and fading conditions. The system tries to achieve maximum diversity across both time and frequency dimensions within the allowable bandwidth and time delay using the multistream PAC format (see Section III-E, [72] , and [55] ). The elements in the improved systems are the following: multidescriptive (MD) audio coding with 64 kb/s per sideband, allowing for more powerful rate-1/2 channel coding combined with multistream (MS) transmission with two-level UEP and sideband time diversity.
Each of the four substreams corresponds to a nominal average source rate of 32 kb/s with an overall rate of 128 kb/s. To produce these four streams, the audio signal is first encoded using a multidescriptive scheme to produce two streams at 64 kb/s each. Each of the streams is then further subdivided into two substreams of equal sizes using a bitstream classifier, i.e., , and . The resulting four streams are then transmitted over parts of the FM spectrum by means of OFDM. The most significant bits (streams and ) are transmitted in the inner bands. At the transmitter side, the substreams and are mapped across the upper band, and the complementary substreams and are assigned to the lower band of the IBOC signal with a 3-s delay. In the four-stream system, there are several built-in digital blending modes which allow for graceful degradation. These modes are summarized in Table 7 .
The SNR gains on a Gaussian channel with the rate-1/2 codes are shown in Table 8 . Note that an , rate-2/5 (double-sided) code has been added in Table 8 for reference. It can be seen that the one-sided 64-kb/s rate-1/2 system with is comparable to the 96 kb/s, double-sided, rate-2/5, system. It can also be concluded from Table 8 that the rate-1/2 systems are superior to the , rate-2/5 scheme. It is also interesting to conclude that the rate-1/2, , double-sided system with 128-kb/s audio is identical to the one-sided version in Table 8 and Fig. 21 . Impact of a first adjacent FM interference signal at f +200 kHz at two different levels.
Alternatively, the first adjacent interference may appear at f 0200 kHz. (There may not be "room" for a rate-1/2 code but rather a rate-8/15 code. Then, the gains in SNR will be somewhat smaller.) These gain numbers will be higher for interleaved fading channels.
End-to-end simulations were performed for the proposed multistream system under urban fast and urban slow fading channel models [71] . In these simulations, 1024 tones over 400 kHz were used with 500-ms interleaving, rate-1/2, coding, and DQPSK differential modulation in frequency. PAC audio frames of 2000 encoded bits were considered, and the system performance was analyzed in terms of frame error rate versus SNR. A frame error (erasure) is defined when the error-detecting coder [cyclic redundancy check (CRC) in Fig. 22 ] detects an error. We used in our analysis the 9-ray EIA model with a 5.2314-Hz Doppler for urban fast and a 0.1744-Hz Doppler rate for urban slow [78] . The final results are listed in Tables 9 and 10 . Note the robustness and graceful degradation.
A variety of power profiles are presented and discussed in [71] along with BER simulations for some of the coded multistream systems for a number of multipath fading IBOC channels.
C. Advanced Topics and Discussion
There are a number of techniques that may be employed to further improve both the single-stream and multistream systems. Two such ideas that have been mentioned above are the use of UEP [71] , [72] , [68] channel coding and/or nonuniform power profiles for OFDM. The latter technique may require regulatory approval.
Further improvements are obtainable by introducing the list Viterbi algorithm (LVA) for continuous transmission [87] , [88] in the receiver. The LVA has the capability of reducing the frame error mitigation probability, resulting in improved audio quality. This LVA is backward compatible with a system using a standard Viterbi algorithm. In all the systems just mentioned, we assume that the host analog FM signal and the digital OFDM signals are nonoverlapping in frequency. In [83] and [84] , principles for simultaneous transmission of digital data and analog FM are described and evaluated. The basic idea is that, since the transmitter knows the analog interference on the much lower (in power) digital signal, an adaptive precancellation algorithm can be employed to modify the digital signal so that the analog FM has no impact on the received digital signal. Near-optimum algorithms are presented in [83] and simpler suboptimum realizable algorithms are given in [84] . Thus, digital streams overlaying the analog FM can in principle be added. These can, for example, be used for further enhancement of the audio or to increase the available rate for the data channel.
There are a number of additional techniques that in principle can be employed to further upgrade IBOC digital audio broadcasting systems in the FM band. Here we will briefly point to a few of these ideas.
Turbo codes [89] , [90] are in a class of more advanced channel codes which will give more robust systems at the expense of increased complexity and delay.
Soft combining methods [91] , [72] can be used to increase the efficiency of channel decoding, in particular for CPPC codes for single-stream systems. Complexity and robustness versus performance is an issue here.
Screening method for undetected errors is another improvement possible by utilizing the inherent properties of the Huffman code to screen undetected errors (see [92] ).
Cancellation or suppression of first adjacent interference from analog FM can in principle be achieved [72] , [93] under certain circumstances. Both single-stream and multistream hybrid IBOC systems can be operated without this feature. With a well-functioning canceler, the operating range of the hybrid IBOC system may be extended. Again, there is also here a tradeoff between performance and complexity. An advantage is that a canceler may be optional at the receiver and backward compatible with a system without cancelers.
In summary, we have described the building blocks of both single-stream and multistream hybrid IBOC systems for digital audio broadcasting in the FM band. Both systems have their respective relative advantages and disadvantages. The final choice depends on a complex set of tradeoffs. Which of the advanced features to introduce also depends on tradeoffs between the level of improvement and the required complexity. Some of the techniques can be offered as backward compatible receiver options.
The system chosen to be offered to the U.S. market [62] is based on a single-stream system with CPPC type of channel codes and 96-kb/s PAC audio coding. A separate channel for data services is also provided. The NRSC endorses iBiquity's FM IBOC system and recommends FCC approval.
VI. IBOC AM SYSTEMS
This section describes proposed IBOC systems for digital broadcasting in the AM bands (535-1705 kHz). The AM systems differ from the FM systems in many aspects, particularly in terms of the nature of interference due to the modulation scheme. For the FM systems, the digital and analog signals are transmitted without overlapping in frequencies, whereas in the AM systems [72] , [94] simultaneous transmission of analog and digital in the same frequency is not only possible but, because of linear analog modulation, it is also necessary because of the severe bandwidth limitations in the AM bands.
The radio channel for broadcasting to mobile receivers in the FM bands (and for cellular mobile radio) is well understood [71] . However, the AM channels are very different and less well understood for digital transmission to mobiles. First of all, daytime and nighttime conditions are very different. During daytime conditions, fairly good stable channels with interference slowly increasing and decreasing in certain bands are obtained when driving in the coverage area. The stable interference is caused by cochannel and adjacent channel interference from other AM or IBOC-AM stations. Impulsive noise should also be taken into account in the signal design. Doppler plays a small role in AM transmission in contrast to the FM case. Changes in the conditions of vehicular reception are caused, for example, by underpasses and power lines, etc. During nighttime, the AM channels can change rapidly due to skywave interference.
The carrier separation in the AM band in the United States is 10 kHz, with stations in the same geographical location separated by at least 20 kHz. That is, only every second adjacent band is assigned in the same city. In AM, the carrier of a first adjacent interfering station is 10 kHz apart and a second adjacent station is 20 kHz apart from the carrier frequency. Digital signals are to be transmitted along with the analog signal in a hybrid IBOC-AM system. To achieve FM like audio quality, an audio coder rate of 32-64 kb/s is required (see Section II). Therefore, bandwidth is extremely limited for the digital audio signal in a hybrid IBOC-AM system.
One proposal to transmit the digital audio signal on top of the analog AM signal consists of using a 30-kHz transmission bandwidth, as shown in Fig. 23 , where the digital data are transmitted through bands A-C. In this case, severe second adjacent interference may occur in certain coverage areas and data transmitted in bands A or C can be lost com- pletely. For the FM case, as described in the previous section, the digital audio bitstream may be duplicated and transmitted on both sides of the analog host to provide a robust solution to this problem. However, in the AM case, there is not enough bandwidth to transmit a duplicated bitstream. Instead, [95] proposes a more robust strategy built on embedded/multidescriptive audio coding and separate channel coding/modulation in several frequency bands to provide a remedy to this problem. In this proposed scheme, the audio decoder has the capability of blending down to a lower bit rate, when a certain subband in the hybrid IBOC-AM signal is subjected to severe interference. The design is such that the audio quality of this lower bit rate audio signal is better than that of analog AM. Thus, a graceful degradation is achieved along with a higher degree of robustness to certain channel conditions. The proposed scheme, called the multistream transmission scheme, is described in more detail in Section VI-A.
To avoid the second adjacent hybrid IBOC-AM interferer that has the same transmission power in the same geographical area, 20-kHz hybrid IBOC-AM systems are also proposed, and they are described in more detail in Section VI-B.
Similar to FM systems, the modem proposed for a hybrid IBOC-AM system is typically an OFDM modem. The modulation scheme proposed for daytime transmission is quadrature amplitude modulation (QAM) using 16-QAM, 32-QAM, or 64-QAM. For nighttime transmission, since the channel can change very rapidly due to skywave interference, 8-PSK modulation is proposed. The bandwidth and the transmission power are extremely limited in hybrid IBOC-AM systems. To protect the digital audio bitstream, bandwidth-efficient forward error-correction (FEC) schemes and coded modulation schemes have to be designed, and this is addressed in Section VI-C. Fig. 23 shows the conceptual power spectrum for a 30-kHz hybrid IBOC-AM system. Depending on the OFDM modem tone allocation, signal set choices and FEC rates, the three frequency bands can carry different fractions of the total data rate. Assuming the same modem constellation (e.g., 32-QAM or 16-QAM) and the same coded modulation scheme and FEC rate used for all tones, bands A and C will carry 40% of the total data while B carries 20%, due to multiplexing with the analog host for the B band [95] . While bands A and C are normally expected to carry the same data rate (due to symmetry), the relative data rate in band B (relative to that of bands A and C) is a design parameter [72] , [94] .
A. 30-kHz Hybrid IBOC-AM System
One possible interference scenario is second adjacent hybrid IBOC-AM to hybrid IBOC-AM interference where either band A or C has a sufficiently low signal-to-interference ratio that the symbols are effectively "erased" (jammed). When this happens, 40% of the symbols are lost. To require the channel code to recover the audio bitstream in this case is difficult and, at some point, the IBOC-AM is forced to blend to the analog AM signal.
One way to combat this type of interference is to employ embedded or multidescriptive audio coding and match layers of the bitstream to the multistream transmission. A system with such a scheme and multitone modulation is shown conceptually in Figs. 24 and 25. In this system, three parallel coding and modulation schemes are matched to the three bands A-C and the three layers in the bitstream, , of the audio coder. In this case, is considered to be the underlying essential (nonredundant) core of the description (see Section III-E). Table 11 illustrates an example of the ideal bit-rate parameters for each layer of the audio coder's description. For example, in one system explored, the FEC units in Fig. 24 are concatenated outer RS codes and inner trellis-coded modulation (TCM) based on 16-, 32-, or even 64-QAM constellations [72] , [96] . Due to the limited bandwidth available for hybrid IBOC-AM systems, alternate FEC schemes have also been explored [97] , and the results are summarized in Section VI-C.
In such a scheme, the core could ideally be transmitted in band B since this provides the most reliable channel. In reality, the division of bit rate among the bands may not match exactly the , , and bit rate divisions in the source description. If the core rate is larger than the capacity of the B band (e.g., in the case of an 8-kb/s core at a total rate of 32 kb/s), then some of the core stream is transmitted in the A and C bands. If the core rate is smaller than the capacity of the B band, then some of the and layers can also be transmitted in the B band. Furthermore, in nonideal systems, there are compatibility problems with leakage from the digital signal to the analog AM host in the 5-kHz band. This then leads to other configurations, where the relative power levels of the OFDM tones in the 5-kHz band are reduced, and the core audio bits are transmitted in the and streams and the enhancement bits are transmitted in the stream. The core bits can be identical in the two streams or a multidescriptive coder could be used. 
Table 11
Rate Allocation (in kb/s) for the Three Frequency Bands A-C. R is the Total Data Rate
The receiver for the multistream channel coding case produces three parallel error flags for the error mitigation in the embedded audio decoder, as indicated in Fig. 25 . This could be done by means of a CRC or an outer RS code, as denoted in Fig. 25 . When a high level of interference is detected in any of the three frequency bands, the system stops utilizing the corresponding source bitstream by blending to analog or using a lower decoding bit rate in the embedded audio coder. Note that, in the case where parts of and are transmitted in band B or parts of are transmitted in bands A and C, the flagging of a single band may impact more than one layer of the description. It is therefore important to minimize such overlaps between the bands and layers and to have contingencies in cases where part of a layer is lost, e.g., possibly blending in only part of the analog signal or decoding part of a layer. More detailed description of the multistream transmission scheme can be found in [72] .
B. 20-kHz Hybrid IBOC-AM System
As an alternative approach to the 30-kHz hybrid IBOC-AM schemes described above, one can make a case for narrowing the bandwidth to 20 kHz, as is sketched in Fig. 26 .
There are two main advantages with the 20-kHz system over the 30-kHz system. First, there is no second adjacent hybrid IBOC to hybrid IBOC interference that can potentially be severe, as discussed in the previous section. Furthermore, there is a much greater compatibility with the all-digital IBOC-AM systems [98] - [100] . The potential drawback is a lower data rate due to lower bandwidth available to transmit the digital bitstream. Furthermore, the single-stream 20-kHz schemes lack graceful degradation capability. The blending can only be done directly from digital audio to the analog AM signal. In addition, the single-stream schemes cannot handle severe one-sided first adjacent interference. To combat this problem, the multistream transmission scheme described in the previous section for the 30-kHz system may also be applied [72] . However, since the bandwidth available is very limited for a 20-kHz system, the audio bit-rate allocation for different bands can become very challenging. A dual-stream transmission format for the 20-kHz system is described in [72] .
C. FEC and Modulation Schemes
As discussed in the previous section, the power and bandwidth allocated for the transmission of a digital audio bitstream in a hybrid IBOC-AM system is very limited and is not enough to support conventional concatenated coding schemes such as using RS codes as outer codes and TCM [101] , [102] , [96] as inner codes. Thus, RS codes were first proposed to be used in these systems, and several modulation schemes based on RS codes are constructed in [103] to optimize the performance. The paper showed that, for a code rate of 4/5 and using 32-QAM constellations, an additional coding gain of about 2.5 dB can be achieved at a BER of 10 ( 4 dB at BER ) by using a multilevel RS coded QAM scheme instead of using the straightforward RS to QAM mapping scheme [103] .
To further improve the performance, [103] also proposed using a concatenated coding scheme using an RS code as an outer code and a convolutional code (CC) as an inner code to the lowest levels of the multilevel RS coded QAM scheme, where errors are most likely to occur. The paper showed that, by applying concatenated codes to only the lowest level of the multilevel scheme, an additional 0.8 dB of coding gain can be obtained, compared to the multilevel RS coded QAM scheme [103] .
The work in [104] explored the use of TCM instead of using the multilevel RS coded QAM schemes and showed that TCM outperforms the multilevel concatenated RS/CC by 0.8 dB at a BER of 10 -10 , but that the probability of error does not decrease as rapidly as that of the multilevel codes. For example, at a BER of less than 10 , the multilevel code performs better.
One of the advantages of using TCM instead of an RS code is that the underlying code of a TCM is a convolutional code. Since the convolutional code is proposed for the IBOC-FM systems, the IBOC-AM and IBOC-FM systems can potentially share the same hardware to implement the two FEC schemes. However, the underlying convolutional code for a TCM should be carefully chosen so that the TCM performance is optimized [104] .
The potential drawback of using a TCM scheme is that a reliable error flag is not readily available, as is the case for RS codes. However, since symbol-by-symbol estimation is possible in TCM decoders by using the forward-backward decoding algorithm [105] , a scheme using the resulting symbol-by-symbol soft decision to derive an error flag for error mitigation in audio decoders is proposed for digital audio radio services in [104] . Even though the error flag derived from TCM may not be as reliable as that of RS codes, it has the advantage of being able to match the flags with that of the audio frames as current state-of-the-art error mitigation algorithms perform error mitigation on an audio frame-byframe basis. Since the audio coded frames are of variable lengths (e.g., approximately 500 to 3000 b), the error flags derived from the RS decoders are based on the RS frames and are often mismatched to the audio frame sizes. Thus, one RS frame error can result in flagging errors for multiple audio frames. On the other hand, flags derived from the TCM decoder described in [104] can be matched exactly to each audio frame since symbol-by-symbol soft decision can be derived at the TCM decoder. Thus, this enables more sophisticated error mitigation algorithms to be designed for audio decoders in order to jointly optimize the overall decoded audio quality.
Finally, to explore the power of using a turbo TCM scheme, the work in [104] also implemented a serially concatenated TCM scheme (SCTCM) and showed that one can approach the Shannon limit within 1-2 dB by using SCTCM schemes. However, the block length of the code needs to be large to achieve the goal. This is not critical for hybrid IBOC-AM applications since decoding delay can be on the order of a second. Therefore, turbo codes such as SCTCM can be a viable choice for these systems as they outperform both TCM and the multilevel schemes. Another possibility is using so-called pragmatic coded modulation schemes [106] , which belong to a relatively simple family of bandwidth-efficient coded modulation schemes based on standard binary convolutional codes and,for example, multilevel QAM constellations. Finally, so-called bit-interleaved coded modulation [107] , [108] is also possible where the rate of binary convolution code has been decoupled from the size of the QAM signal set, giving additional freedom to the system designer.
D. Discussion
We have discussed a number of options for the design of hybrid IBOC-AM systems. The final selection is going to be based on a complex set of tradeoffs including complexity versus performance. The hybrid IBOC-AM system selected for the U.S. market [62] is a multistream system with a bandwidth of 30 kHz and with two core audio streams in the outer frequency bands 15 to 10 kHz and 10 to 15 kHz, respectively. The enhancement stream is transmitted in the remaining tones at a lower power level. The audio coder is an embedded PAC coder with a 20-kb/s core and a 16-kb/s enhancement, i.e., a total rate of 36 kb/s. The all-digital IBOC-AM system will support PAC rates up to 60 kb/s [62] .
It is also important to note that there are in-band, adjacent channel (IBAC) AM nonhybrid solutions proposed for frequencies below 30 MHz. One such system is developed by DRM. This system has its own set of requirements and objectives [8] , [9] . The hybrid IBOC-AM and the all-digital IBOC-AM systems proposed for use in the U.S. are also part of the ITU world standard for digital broadcasting below 30 MHz.
VII. SDARS SERVICES
The use of satellite systems for audio broadcasting seems to be a natural match. A satellite provides a large coverage to many receivers, and transmission delay (which is often a problem for communication applications) is not an issue in broadcasting. Nevertheless, most broadcast use of satellites has been limited to television services. In addition, these services mainly provide signals to stationary rather than mobile receivers [109] .
The basic satellite broadcasting configuration (see Fig. 27 ) consists of a central programming and production facility, which transmits (uplinks) the broadcast signals to a satellite. The satellite takes this signal and shifts the up-link frequency to the proper downlink frequency, applies power amplification, and directs the signal to its designed footprint/service area. The signals are received by both stationary and mobile receivers within this area and are processed to retrieve the audio baseband signals (see [110] ). To make uninterrupted broadcast reception possible, it is necessary to maintain a line of sight (LOS) with the satellite. Depending on the elevation angle between the service area and the satellite, this might be difficult to guarantee, especially for mobile receivers. To make these systems more reliable for mobile users, one option is to provide additional transmission diversity using terrestrial repeaters (or gap-fillers). Fortunately, the situation where this is needed the most (such as high-density urban areas with many high-rise buildings) coincides with important market areas and is therefore economically feasible. If the use of terrestrial repeaters is not an option or only can be used sparsely, another solution for countries or regions at high latitudes would be the use of elliptical (or geosynchronous) orbits. This option requires more satellites and a switching scheme between the satellites to make sure that active transmissions are coming from the satellite having the highest elevation angle with respect to the service area.
To make these systems more robust, it is common to introduce time diversity. To do this, the same program is broadcast from different sources (e.g., two different satellites or one satellite and one terrestrial). One of the channels is delayed with respect to the other, for example by 4 s. Referring to the nondelayed channel as the early channel and the delayed channel as the late channel, at the receiver the early channel is delayed by the same amount to time align the two programs. Listening is done on the late channel and, if the transmission is interrupted by blockage, the listener is switched to the stored early channel. This is illustrated in Fig. 28 .
The first SDARS system was Digital Satellite Radio (DSR) [111] and was operational from 1989 to 1999. A more recent system is the Astra Digital Radio (ADR) system [112] , which provides digital radio services on its geostationary TV broadcasting satellites. The system covers central Europe and uses stationary receivers. It uses MPEG Layer 11 at 192 kb/s for stereo signals. FEC is based on a punctured convolution code with code rate-3/4 resulting in a 256-kb/s gross bit rate per channel. Transmissions are done in the 11-GHz range. Due to path losses at these frequencies, the antennas need dishes with diameters between 0.5 and 1.2 m.
Another more recent SDARS system is Worldspace [113] , which provides digital radio services to developing countries using three geostationary satellites. This is a proprietary standard and limited information is available [114] . The system operates in the L-band (1452-1492 MHz) and consists of three geostationary satellites: 1) AfriStar (21 ) covering Africa and the near and middle east; 2) AsiaStar (105 ) covering China, India, Japan; and 3) AmeriStar (95 ) covering central and South America. Each satellite has three spot beams. For each spot, two time division multiplex (TDM) streams are delivered. Each TDM stream contains 96 so-called prime rate channels (PRC), where each PRC transmits at 16 kb/s. For a typical high-quality stereo signal, the signal is transmitted at 128 kb/s using MPEG Layer III, thereby occupying 8 PRCs. At these rates, each spot can deliver 2 12 24 audio channels. The lower path losses for the L-band allow reception to be accomplished using low-gain helical antennas that maintain the LOS. Both AfriStar and AsiaStar are operational, and several manufacturers supply receivers [113] . AmeriStar is scheduled for launch beyond 2002. Services can be multimedia (audio, image, and moving image and data) and can be individually encrypted for pay-per-use. Most receivers are used in the stationary mode (home and portables). By using two broadcast channels per program and introducing time diversity, it is possible to make the reception more robust for mobile receivers, although most likely additional terrestrial repeaters are needed. At the writing of this paper, about 150 000 receivers have been deployed.
In the United States, no frequency allocation exists for SDARS in the L-Bband. In 1994, the FCC allocated the 2310-2360 MHz (S-band) for SDARS, consistent with the 1992 WARC allocation. In 1996, Congress mandated that the 2310-2320-MHz and 2345-2360-MHz portions of this band should be auctioned for wireless terrestrial communications services (WCS). The remaining bands where auctioned for SDARS services to CD Radio (now Sirius Satellite Radio, Inc.) based in New York, and American Mobile Radio Corporation (now XM Satellite Radio, Inc.) based in Washington, DC. The prices paid for the licenses were $89 million and $93 million, respectively. The frequency allocations are illustrated in Fig. 29 .
Both services are similar. For a monthly fee of about $10/month, they provide approximately 50 music channels and 50 talk radio channels. The quality and audio bandwidth of the music channels is somewhere between analog FM and CD quality (stereo), while the talk radio programs approach the quality of mono FM. Most of the programming is commercial-free and can be received anywhere in the continental U.S.. This wide coverage allows for the broadcast of programs that in local markets only have a small target audience but nationwide would reach a much larger audience. This diversity could be one of the attractions of SDARS. The nationwide coverage and commercial-free nature are other appealing factors. Both companies target the automotive market because of the "captive" audience and increasing commuting times for many people. Moreover, in the area between large metropolitan areas the availability of traditional analog broadcasting channels is usually limited and for long-distance commuters, SDARS is an attractive proposal.
Although the service models of both companies are similar, their system design is quite different. Each of them has a license for a 12.5-MHz band, which is roughly divided into three equal-sized bands. The middle band is used for the OFDM repeater signal while the two outer bands are allocated to the satellite signals. The main difference is that XM uses two geostationary satellites, where the average elevation angle will be 45 or less. Due to this low elevation angle, blockage by buildings and other tall obstacles is more likely and the availability of terrestrial repeaters is critical. The current design is based on the use of about 1000 repeaters, which significantly adds to its operation costs. The Sirius Satellite Radio system [10] is designed to limit the number of terrestrial repeaters by using three satellites in elliptical orbit. This geosynchronous orbit effectively makes the satellite follow a "figure-eight" pattern above and below the equator. Each satellite is located north of the equator for about 16 h per day, and at any given point in time two satellites are north of the equator. Since only two satellites can be active at the same time, this requires a hand-over procedure, which makes the overall system more complex. As a result, at any given point in time and at most locations, the minimum elevation angle is about 60 . Note that this angle is time-varying because the satellites are moving relative to the receiver. As a result, for a given stationary reception point, coverage and reception quality can vary as a function of time. The relative high (average) elevation angle makes the need for repeaters less critical, and the current design is based on the deployment of about 150 repeaters. For both systems, the power or equivalent isotropic radiated power (EIRP) of these repeaters can be relatively high (up to 40 kW), and companies using adjacent bands for WCS (see Fig. 29 ) have filed complaints with the FCC about limiting potential interference.
This different design philosophy about the systems has lead to descriptions of the Sirius system as a true SDARS system with terrestrial gap fillers while the XM system is a terrestrial system with satellite gap fillers. Although the license specifically prevents both operators from providing local programming using their gap fillers, the technical design of the system does not prevent such a service.
The terrestrial repeaters can be fed from the broadcast satellites. However, the interaction between the receiver antenna and the retransmitted signal requires very directive antennas on the base station that are aimed at the satellite. For the XM system, this is the solution of choice. For the Sirius system, this is a more difficult task to accomplish due to the time-varying positions, and their system uses commercial very small aperture terminal (VSAT) satellite services (geostationary) instead.
Reliable signal delivery to a mobile user poses many problems, and the systems have to be designed with a great deal of transmission diversity. Spatial diversity is obtained by transmitting the same information from the two visible satellites. Frequency diversity is provided by having the satellites transmit at frequencies as far as possible within the constraints of the license. By time-delaying the signal between each satellite, additional diversity is provided. The terrestrial signal is also time-delayed by the same amount. Since each stream contains all audio and control signals, only one of the streams needs to be properly received at the receiver. The decoded streams are combined using a maximal ratio combining technique that takes into account level and quality such that the best possible signal is recovered. Additional diversity could be obtained by applying embedded and multidescriptive source coding schemes (see Section III-E) [115] .
The antenna built in the car must not only be small but should provide a form factor that can accommodate current car designs. Since its main beam has to see the satellite as the mobile platform turns and moves, the most economic solution is the use of a low-gain antenna with toroidal beam shapes. This shape allows constant gain in the azimuthal plane and directive gain in the elevation plane [110] .
The satellite links use TDM transmitted using QPSK. This modulation technique is spectrum-efficient and allows the satellites to be driven at or near saturation. This is in contrast to OFDM, which requires the satellite power amplifier to be operated below saturation, thereby losing power efficiency. OFDM is used for the repeater modulation scheme due to its resistance to multipath fading. This is also the transmission scheme used in Eureka-147, and there is a wealth of experience and data available on its performance and efficient hardware implementations of transmitters and receivers. For both systems, the delivery of a large number of channels with the highest possible quality is a must. The net payload is 4.4 Mb/s in the Sirius system and 4.0 Mb/s in the XM system. Hence, the use of source compression is essential, as mentioned in earlier sections. To accommodate various levels of programming material, both systems allow different allocations of source bit rates for different program materials. A course division is made between music channels, which are typically stereo and of high audio bandwidth (around 15 kHz), and talk radio, which is usually mono and has audio bandwidths as low as 6 kHz. Typical bit rates are between 48-64 kb/s for music services and 24-32 kb/s for talk radio services. Both systems allow adaptation of these allocations in a flexible manner. The XM system follows the approach used in Worldspace (both XM and Worldspace are associated with the same parent company, American Mobile Satellite), maintaining some of the features of the Worldspace system. This approach allocates bit rates in chunks to various programs. The chunk rate is either 8 or 16 kb/s. This requires the source coder to work at a fixed data rate. Since perceptual audio coders are inherently variable bit rate (see Section II-C), this requires special measures such as buffering to make the bit rate constant. If the buffers are large enough, this will have no impact on quality. However, in practical systems, the size of the buffers can negatively impact the quality of the audio. Moreover, a fixed allocation for a certain audio program can lead to either insufficient allocation and poor quality or overallocation leading to a waste of bits. The Sirius system allows for more flexibility by only assuming that the total aggregate rate has to be fixed, but that individual channels can have time-varying bit rates that have individually set averages or averages determined by the source material. This is accomplished by arranging programs in clusters of programs and jointly encoding the various program channels (see Section II-C).
Similar to the IBOC application, the source information has to be protected against channel impairments. Based on the link budgets and the need for error flags to allow error mitigation by the audio coder, a concatenated scheme consisting of RS combined with a convolutional code is used. The Sirius system uses a RS(255, 233, 8) code combined with a rate-2/3 convolutional code, resulting in a 39% coding overhead. A limited amount of interleaving is done but, although delay is in principle not an issue, in practice there is a constraint related to the so-called "tuning" delay (as mentioned in Section II-A), 
Table 12
Comparison Between XM and Sirius SDARS Systems which has to be less than 1 s. The signal gets modulated and delivered to the satellite and repeaters.
The receiver takes the signal from either source and demodulates it to the baseband. Fig. 30 shows the stages applied in the chipset developed by Agere Systems for Sirius. Note that a second generation of this set will only require two chips. XM has simplified their receiver architecture by splitting the receive bands into two parts. The diversity is accomplished by putting the TDM signals in two parts as well by means of two spot beams from each satellite. This is illustrated in Fig. 31 . This requires an RF stage that only has to deal with half the 12.5 MHz, but tuning to program channels not covered in this band require band switching and will increase tuning delay. Table 12 summarizes the key differences between the XM and Sirius systems.
A. Control and Data Channels and Encryption
To allow for flexible program allocation, it is necessary to have a control channel. This control channel is also used for controlling access. Since the service is a subscription-based service, all information has been encrypted, and mechanisms are in place to control access.
Although the main purpose of SDARS is the delivery of audio content, the systems provide, in essence, a bit pipe to the mobile user. This allows for delivery of data services. Both XM and Sirius are looking into reselling some of their capacity for such services.
B. Current Status and Future Evolution
XM started their (limited-area) services in October 2001, while Sirius started (limited-area) commercial services in February 2002. At this time, both services cover the continental U.S.. The main market is mobile receivers in cars, and many car manufacturers have committed to 2003 models with built-in receivers (and antennas). Earlier models can be equipped with so-called after-market equipment, which can interface with existing radio by rebroadcasting a local FM signal or through an interface that fits in either the CD player or cassette player. It is expected that there will be a strong interest for these services. It is not clear, however, if the subscription-based model will be acceptable. XM has a business model based on a combination of channels with and without commercials, while Sirius has committed to only commercial-free content. Moreover, it remains to be seen how well the coverage is for each of these services. Interrupted services for music distribution are not well received by end users and could quickly reduce the excitement for SDARS. On the other end, the ability to receive a large selection of programs continuously throughout the United States has a very strong value proposition that will change the radio landscape forever.
The expectation is that it will help to accelerate the deployment of IBOC, and, obviously at some point in time, we will have car radios that will be able to receive analog, digital IBOC, and SDARS services.
VIII. RECEIVER TECHNOLOGY
The success of broadcasting depends on the availability of affordable receivers that can be used in many scenarios. Most digital radios require a significant amount of digital processing and typically require special-purpose VLSI. Economies of scale will push down prices to make radios affordable to anyone. Eureka-147 receivers have been widely available and have come down in price significantly. Satellite receivers have been available in the U.S. for about $300 and are expected to come down in price to about $150 for the low-end models. One potential hurdle for after-market satellite receivers is the need for an external antenna, which requires additional wiring and installation. New cars that are standard equipped with satellite radio most likely will become one of the driving forces for acceptance of this format.
The main distinction of digital radio services compared to analog services is the availability of data transmission capabilities. Although radio data services (RDS) has filled that gap, its bit rates are significantly lower than those possible with the digital services. Besides display of titles and other program information, traffic, weather, and financial information can be easily provided. In the U.S., where most radio services are commercially based, many additional services are to be expected. It should not be ruled out that certain IBOC or satellite channels will be subleased to third parties to provide value-added data services.
Further cost reduction is expected by providing radios that integrate the various broadcasting formats. However, since the standards are quite different in terms of frequency band, modulation schemes, and compression formats, it could be that the only way to provide multiple standards is by use of a programmable platform. From a service perspective, a consumer would likely subscribe to only one of the available satellite services. From a service point of view, integration with IBOC is more likely, since this will eventually replace the current freely available analog FM and AM services.
It is our belief that automotive will be the main application of the digital audio radio services described in this paper. It is expected, however, that a variety of stand-alone receivers will be available for either home use or portable (Walkman-type applications). For the portable applications, power management and antenna issues are the main challenges. For delivery to the home, many other services are already available such as cable TV audio distribution and Internet streaming, and penetration of the new receivers might only happen if they are bundled with other services.
IX. DISCUSSION AND CONCLUSION
The paper has presented some of the technical developments of digital audio broadcasting services within the world. An emphasis has been given to the deployment of digital audio radio services within the United States. These developments include advances in digital audio compression techniques, channel coding techniques, modulation techniques, and receiver technology. Even more importantly, the developments have relied on novel approaches that jointly consider the interactions between multiple elements in the communication chain, i.e., between the source signals, the channels, the receivers, and the human listener.
It is important to note that many of the techniques described may not be deployed in the final systems. Some techniques may see initial deployment only to be phased out later, and new techniques may be introduced as the services develop. The reasons for such dynamics in the design are both technical, e.g., as a result of hardware and performance considerations, as well as nontechnical, e.g., due to mergers and market pressures. The dynamics also reflect the flexibility inherent in the digital nature of the design, one of the many advantages that are driving the deployment of the digital systems. In fact, it is not unreasonable to expect newer nonaudio services to be deployed within the framework of these (primarily) audio systems in the near future.
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