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Abstract
We describe a method to construct directed networks from multivariate
time series which has several advantages over the widely accepted methods.
This method is based on an information theoretic reduction of linear (auto-
regressive) models. The models are called reduced auto-regressive (RAR)
models. The procedure of the proposed method is composed of three steps:
(i) each time series is treated as a basic node of a network, (ii) multivari-
ate RAR models are built and the constituent information in the models
is summarized, and (iii) nodes are connected with a directed link based on
that summary information. The proposed method is demonstrated for nu-
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merical data generated by known systems, and applied to several actual time
series of special interest. Although the proposed method can identify con-
nectivity, there are three points to keep in mind: (1) the proposed method
cannot always identify nonlinear relationships among components, (2) as con-
structing RAR models is NP-hard, the network constructed by the proposed
method might be near-optimal network when we cannot perform an exhaus-
tive search, and (3) it is difficult to construct appropriate networks when the
observational noise is large.
Keywords: time series modelling; complex networks; directed networks
PACS: 05.45.Tp, 89.20.Ff, 89.75.Fb, 89.75.Hc
1. Introduction
Time series of natural phenomena usually show irregular fluctuations, and
it is often found that such behaviours can be attributed to time delays (pe-
riodicities) in systems [1]. We consider periodicities as an important clue to
understand dynamical phenomena in nature, irrespective of whether the data
are linear or nonlinear. When data is linear the information of periodicities is
directly linked to essential understanding of the linear system generating the
data. Nonlinear data might also have periodicities. In this case the periodic-
ities is one of the important clues to understand the underlying characteristic
in the data and the system. In this paper, we propose a method to construct
directed networks from multivariate time series from the perspective of linear
periodic structures (relationships).
There has been various works for constructing networks from multivariate
time series and many applications [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
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Among them, there are two previously proposed and widely accepted ap-
proaches for constructing networks from multivariate time series. One uses
information from the frequency domain in which phase differences (shifts or
delays) at a frequency between two signals are examined [7], and the other
uses information from the time domain in which similarities between two
signals are examined in terms of time differences [12].
Although both approaches have proven to be effective in various cases [7,
12], we feel that their effectiveness is constrained by the following two possible
concerns. The first one is that, as the perspective to construct the networks
by these approaches has never been clearly specified, what the constructed
networks actually represent is not clear. In these approaches, multivariate
auto-regressive (MVAR) model, the cross correlation (CC) function, and a
fixed threshold value are applied to investigate the existence of relationship
between a pair of time series [7, 12]. The second concern is that these sta-
tistical approaches often cannot adequately capture more local, nonlinear, or
non-stationary peculiarities of time series. As a result, it is not clear what
the constructed networks by the methods indicate for the data. Although
the perspective of these approaches has never been clearly specified, we con-
sider that the perspective of these approaches corresponds to linear periodic
structures, because the MVAR model and the CC function are used. As men-
tioned above, both approaches are indirect methods to identify underlying
linear periodic structures among multivariate time series. We consider that
more straightforward approach is preferable to identify subtle features of the
structures.
In this paper we propose a method which can construct networks from
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multivariate time series reflecting their dynamical nature as faithfully as pos-
sible based on a firm perspective. The proposed method utilizes a previously
proposed linear model, the reduced auto-regressive (RAR) model [15, 16, 17].
The RAR model can precisely identify periodicities that are present in a time
series, irrespective of whether the data is linear or nonlinear, provided the
time series is sufficiently long [17]. Of course, there are restrictions when
applying the proposed method. The RAR model cannot always identify
nonlinear periodic structure in the data. To build a RAR model we need to
find the optimal subset of possible terms for the model, which is expected to
be an NP-hard problem. In this case, we usually use a selection algorithm,
and the obtained RAR model might be only nearly optimal. It is also difficult
to build appropriate RAR models (and to construct appropriate networks)
when the observational noise is large.
The paper is organized as follows. We briefly review two widely accepted
approaches as the current approaches in Section 2. In Section 3 we identify
the network we like to construct from a given set of time series. In Section 4
we describe the problems with the current approaches, and show that the
current approaches cannot construct the desired networks. In Sections 5
and 6 we introduce our method and apply the proposed method to several
cases using simulated multivariate time series of known linear systems where
there are correct linear model systems and the Ro¨ssler systems where there
is no correct linear system. We discuss difficulties with building RAR models
in Section 7. In Section 8 we apply our method to real-world multivariate
time series data, which are meteorological data and electroencephalography
data.
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2. Current approaches
There are two major approaches to construct networks from multivari-
ate time series, which are classified into the frequency-based approach and
the time-based approach. In these approaches each individual time series
is treated as a basic node of a network and a threshold is used to test the
existence of relationship between data.
2.1. Frequency-based approach to network construction
There are also two widely accepted frequency-based methods [7, 18, 19].
One is Directed Transfer Function (DTF) [2, 3], and the other is Partial
Directed Coherence (PDC) [4]. DTF was proposed as a multivariate spec-
tral measure to determine the directional influences between any given pair
of time series in a multivariate dataset [2, 3]. DTF is an estimator that
simultaneously characterizes the direction and spectral properties of the in-
teraction between signals. PDC was proposed as a factorization of the Partial
Coherence after DTF, and PDC is based on MVAR coefficients transformed
into the frequency domain [4]. Both methods are based on the MVAR model,
and the MVAR model is transformed to the frequency domain by the Fourier
transform (or z transformation) to investigate the spectral properties. The
pair of nodes corresponding to the chosen two time series is connected with
a directed link when a value calculated by both the methods is larger than
an appropriately chosen threshold. A threshold value is used to determine
whether the values are large enough. See more details on DTF and PDC
elsewhere [2, 3, 4, 7].
Both DTF and PDC are based on the detection of phase differences be-
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tween two signals. Hence, we consider that both DTF and PDC make effec-
tive use of linear periodic structure between the data.
2.2. Time-based approach to network construction
The most extensively used method of time-based approach utilizes the
cross correlation (CC) function, and a fixed threshold value is used to de-
termine the existence of relationship between data. Generally, the basic
procedure can be reduced to the following three steps.
(1) Each individual time series is considered as a basic node of a network.
(2) To investigate the relationship among multivariate time series, all val-
ues of the CC function between the whole pairs of these time series are
calculated.
(3) The node pairs whose values of the CC function are larger than an
appropriately chosen threshold are connected with undirected links.
We refer to this method as the “naive method.” As the naive method utilizes
the CC function, we consider that the networks obtained by the naive method
reflects pairwise linear periodic structure among the data.
2.3. How to determine the existence of relationships
We need to examine the existence of relationships between two time se-
ries (nodes) when applying the current approaches for constructing a net-
work. A simple way is to use a fixed threshold value. When the value of the
CC function is larger than the threshold value we expect that there may be
some sort of relationship between the two variables, and hence the pair are
considered to be connected. A commonly used threshold value is 0.5 [9, 10],
and we also use the value in this paper for examining the current approaches.
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Though it is possible to use a fixed threshold value for DTF and PDC, an-
other approach using the surrogate data method has also been proposed [20,
21]. In this method, the surrogate data are treated as a null case, in which
the data corresponding to a given pair of time series explicitly lack relation-
ship, and compared to those of DTF and PDC at a certain probability p. In a
sense, the value related to the surrogate data is treated as a threshold. The
surrogate data are generated as follows: (i) the Fourier transform (FT) is
applied to the original data, (ii) randomizes the phases, and (iii) then inverts
the transform using the randomized phases [22]. The data generated by this
algorithm is often referred to as the FT surrogate data. Further details of the
surrogate data method and the algorithms are provided in Refs [22, 23, 24].
When the value of DTF and PDC of the original data is decided to be
larger than that of the FT surrogate data sets with a predefined significance
level, the pair is connected. In this paper we use the integrated value of
DTF and PDC of the original data and the FT surrogate data sets, generate
1000 FT surrogate data sets for each pair of signals, and the significance level
is 5% (that is, p < 0.05).
3. Identifying networks to be constructed
It is important that the network constructed from multivariate time series
is a faithful representation of the system generating the data. In this section
we describe how a network can be such a faithful representation when the
system generating the data is specified. In the next section we will show that
the current approaches cannot construct such a network, although there are
linear periodic structures among multivariate time series.
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When we observe time series data, the information for the true sys-
tem (model) that generates the data is not usually available. In this case, we
take a phenomenological approach for describing the phenomenon by build-
ing “a model” that reproduces the data as much as possible. The network
to be constructed should therefore represent connectivities between the el-
ements of such a model. As mentioned above, we consider that the actual
perspective of the current approaches corresponds to linear periodic struc-
tures (relationships). In this section we identify desired network structures
reflecting this perspective based on two artificial but possible systems.
The first system (system 1) is described by the following expressions [25]:
x1(t) = 1.3 + 0.4 x1(t− 1)− 0.2 x1(t− 3) + 0.3 x2(t− 4) + 0.2 x4(t− 7) + ε1(t),
(1)
x2(t) = 2.0 + 0.6 x2(t− 1)− 0.2 x2(t− 6) + ε2(t), (2)
x3(t) = 2.2 + 0.2 x1(t− 2) + 0.3 x4(t− 9) + ε3(t), (3)
x4(t) = 1.3 + 0.2 x1(t− 2) + 0.5 x4(t− 1)− 0.3 x4(t− 3) + ε4(t), (4)
and the second system (system 2) is given by
x1(t) = 12.0 + 1.2936 x1(t− 1)− 0.3022 x1(t− 4) + 0.2019 x2(t− 3) + ε1(t),
(5)
x2(t) = 0.3007 x2(t− 1) + 0.2021 x2(t− 6) + ε2(t), (6)
x3(t) = 1.2099 x2(t− 4)− 0.6023 x2(t− 10) + 0.9392 x3(t− 1) + ε3(t), (7)
x4(t) = 5.5902 x2(t− 3) + 0.9201 x4(t− 1) + ε4(t), (8)
where εi(t) (i = 1, 2, 3, 4) are dynamic noise, independent and identically
distributed (IID) Gaussian random variables with mean zero and standard
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Figure 1: Time series data generated by Eqs. (1)–(4). Irregular fluctuations are observed
in all variables with similar time scales.
deviation 1.0 for both the systems. That is, these systems are perturbed
by dynamic noise. The coefficients in both systems are chosen arbitrarily so
that the generated multivariate time series do not diverge.
The behaviours of the four time series generated by these models are
shown in Fig. 1 and Fig 2. The generated data are contaminated by Gaussian
observational noise with the mean zero and the standard deviation 0.01.
Figure 1 shows that the behaviours of System 1 show irregular fluctuations
with similar time scales. Figure 2 shows that the behaviours of System 2
show irregular fluctuations with different time scales. The behaviour of x1 is
slow, while x2 is fast, and both x3 and x4 are moderate.
To construct directed networks from the perspective of the underlying
linear periodic structures we construct the network using summarized infor-
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Figure 2: Time series data generated by Eqs. (5)–(8). Irregular fluctuations are observed
in all variables with different time scales. The behaviour of x1 is slow, that of x2 is fast,
and that of x3 and x4 is moderate.
mation of the models. The basic idea of the summarized information is as
follows. We distinguish the species of the time series, xi, from a value of
the species at a specific time, xi(t − l), by the term, “component” xi. For
xi(t− l), in contrast, we use the term, “variable”. We treat the components
as the nodes of the network.
We first consider System 1, Eqs. (1)–(4). Eq. (1) shows that the compo-
nent x1 is influenced by three components, x1, x2 and x4. That is, x1 should
be connected to x2 and x4. Similarly, since Eq. (2) shows that x2 is driven
only by itself, x2 has no connection. Since Eq. (3) shows that x3 is driven by
x1 and x4, x3 should be connected to x1 and x4. Finally, since Eq. (4) shows
that x4 is driven by x1 and x4, x4 should be connected to x1. The whole
relationship in terms of connectivity is represented by the following set of
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reduced expressions:
x1 = f1(x2, x4), (9)
x2 = 0, (10)
x3 = f3(x1, x4), (11)
x4 = f4(x1), (12)
where fi stands for the function representing connectivity of the i-th com-
ponent xi and zero means that there is no connection. These expressions
indicate the essential linear periodic structures and can be treated as sum-
mary information.
The summarized information of System 2 using this idea, Eqs. (5)–(8), is
x1 = f1(x2), (13)
x2 = 0, (14)
x3 = f3(x2), (15)
x4 = f4(x2). (16)
The directed networks constructed based on these summary information
are shown in Fig. 3. As the summarized information reflects the underlying
linear periodic structures of the system, we consider that the networks are
not peculiar but reasonable and natural. Hence, when we obtain multivariate
time series we like to construct networks provided with these properties.
There is one point to be mentioned. One may think that the time delay
information is lost in the network, as the delays themselves are not encoded
in the links. However, this is not necessarily true in our opinion. The connec-
tions reflect some (possibly unknown) time delays, and the time delay con-
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(a) (b)
Figure 3: (Colour online) The network and the directed connectivity: (a) the first system,
Eqs. (9)–(12), and (b) the second system, Eqs. (13)–(16).
nectivity structure is still indirectly encoded in the network, but the strength
and particular value of time delays are not retained indeed.
As shown in Fig. 1, the behaviours of System 1 generated by Eqs. (1)–(4)
show irregular fluctuations and it is difficult to know the relationship among
the data by visual inspection. On the other hand, as shown in Fig. 2, the
behaviours of x3 and x4 in System 2 seem to be very similar. However, this
similarity is deceptive. As Eqs. (15) and (16) indicate, although both of x3
and x4 are influenced by x2, x4 is not included in the function of x3, and x3
is not included in the function of x4. That is, there is no direct connection
to between x3 and x4.
In the next section we describe fundamental problems with the current
approaches and show that the current approaches fail to construct the net-
works shown Fig. 3.
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4. Fundamental problems with the current approaches
The directed transfer function (DTF) and the partial directed coher-
ence (PDC) are widely accepted methods as the frequency-based approach,
and the naive method utilizing the cross correlation (CC) function is exten-
sively used method of time-based approach.
In the first place, we discuss about using the multivariate auto-regressive
(MVAR) model. Both DTF and PDC are based on the detection of phase
differences between two signals. The reliability of the detection obviously
depends on the quality of the MVAR model. However, MVAR model can-
not meet the expectation. When building a MVAR model the conventional
strategy is to increase the time delay of all variables progressively [15]. The
optimal model is the one that has the smallest value of a chosen information
criterion among many models [26]. In this strategy, a new term is always
added to the previous model at each step, irrespective of whether the new
term is indeed necessary or not. Furthermore, a set of multivariate time se-
ries might simultaneously include both short term (high frequency) and long
term (low frequency) effects. To treat such multivariate time series appro-
priately, the model must include terms with delays of separated time scales
corresponding to each effect. This is the so-called embedding problem [16].
This means that MVAR model often does not contain necessary terms which
reflect peculiarities of time series.
The fact that all variables with the same time delays are included in
MVAR models, irrespective of whether some of them are necessary or not,
can cause a problem in parameter estimation, especially when there is strong
collinearity among terms. In this case, some parameters have very large or
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small values [27]. The value of DTF and PDC is obtained using the coefficient
of MVAR models [2, 3, 4, 7]. Using unreliable coefficients might cause a
serious problem. One of the main purposes to adopt statistical modeling
technique is to extract the underlying nature of the data. However, the
MVAR model is obviously inappropriate in this respect. Since DTF and
PDC are based on MVAR modeling, the results obtained by these methods
might be unreliable in some cases.
Next, we discuss about using cross correlation (CC). To determine whether
two nodes should be connected, the CC function is used in the naive method.
In this approach it is basically expected that there are some sort of direct
influence between two signals when these are similar. Then, it is considered
that “similarity” is equivalent to “relationship” and “no similarity” is equiv-
alent to “no relationship.” This idea does not always work well [25]. The CC
function is only a useful measure of linear similarity. More precisely, the CC
function is inherently a useful statistic to examine a rectilinear proportional
relationship between two signals. However, even if the superposition prin-
ciple is assumed, a rectilinear proportional relationship among some data is
not always retained. As experimental time series will typically show some
irregular fluctuations, the CC function will often be insufficient.
Finally, the frequency-based and the time-based approaches both need
a threshold value to determine the existence of relationship. It is difficult
to select an appropriate threshold and to determine the precise relationship
among the various variables by a threshold value.
We explicitly show that all of DTF, PDC and the naive method fail for
two systems with linear periodic structures, Eqs. (1)–(4) and Eqs. (5)–(8),
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which we introduced in Section 3.
4.1. Failure of the current approaches
Eqs. (1)–(4) of System 1 generate time series with similar time scales and
Eqs. (5)–(8) of System 2 generate time series with different time scales. We
use 1000 data points and the data are contaminated by Gaussian observa-
tional noise with the mean zero and the standard deviation 0.01. We apply
DTF, PDC and the naive method to the data generated by both systems1
and examine the existence of relationships according to usual procedures
described in Section 2.3.
To apply DTF and PDC an appropriate MVAR model is necessary. Such
a MVAR model is usually determined by Akaike Information Criterion (AIC)
or Schwarz Information Criterion (SIC) [21]. The SIC formula is defined by
SIC(k) = n ln
eTe
n
+ k lnn, (17)
where n is the number of data points, k is the model size, and e is the fitting
errors2 [29]. The best model selected by such an information criterion is
treated as the appropriate MVAR model. In this paper we use SIC to find
appropriate MVAR models.
4.1.1. System 1: the case of similar time scales
We first use data generated by Eqs. (1)–(4). When DTF and PDC are
applied to the data, the size of the best MVAR model is three. As Eqs. (1)–
1We generated another four sets of time series and applied the naive method to the
data. We show typical result in each case.
2The SIC is also known as the Bayesian Information Criterion (BIC) and description
length proposed by Rissanen has essentially the same formula [28].
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Table 1: The largest absolute values of the CC function of all possible pairs between the
time lag −10 and 10, where the number in the parentheses is the time lag when the CC
function has the largest absolute value. The data are generated by Eqs. (1)–(4), and the
values are estimated using 1000 data points.
x1 x2 x3 x4
x1 1.0000 — — —
x2 0.4109 (-4) 1.0000 — —
x3 0.3293 (2) 0.0782 (5) 1.0000 —
x4 0.3221 (2) 0.1240 (6) 0.3919 (-9) 1.0000
(4) show, the largest time delays for x1, x2, x3 and x4 are 3, 6, 0 and 9,
respectively. Hence, this indicates that the best MVAR model does not
cover the time delays of x2 and x4. The summarized information obtained
by DTF and PDC is x1 = f1(x2, x4), x2 = 0, x3 = f3(x1) and x4 = f4(x1).
Table 1 shows all the values of the CC function and all the values are smaller
than the threshold value 0.5. Based on the results we construct the networks.
Figure 4 shows that the networks constructed by DTF, PDC and the naive
method are different from network shown in Fig. 3(a). Fig. 4(a) shows the
network constructed by DTF and PDC. Although there is no link between
x3 and x4, other directed links are the same as that shown in Fig. 3(a).
However, Fig. 4(b) shows that there is no link among the nodes in the network
constructed by the naive method.
4.1.2. System 2: the case of distinct time scales
We next use data generated by Eqs. (5)–(8). When DTF and PDC are
applied to the data, the size of the best MVAR model is four. As Eqs. (5)–
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(a) (b)
Figure 4: (Colour online) The linkage of constructed network using 1000 data points
generated by generated by Eqs. (1)–(4). (a) the network when DTF and PDC are applied
to the data, and (b) the network constructed by the naive method using the CC with the
threshold 0.5, The values of the CC are shown in Table 1. The network constructed by
DTF and PDC are the same.
(8) show, the largest time delays for x1, x2, x3 and x4 are 4, 10, 1 and
1, respectively. Hence, this indicates that the best MVAR model does not
cover the time delay of x2. The summarized information obtained by DTF
is x1 = f1(x3), x2 = f2(x4), x3 = f3(x1, x2, x4) and x4 = f4(x2), and that
obtained by PDC is x1 = f1(x2), x2 = f2(x4), x3 = f3(x2) and x4 = f4(x2).
Table 2 shows all the values of the CC function. Based on the results
we construct the networks. Figure 5 shows that the networks constructed
by DTF, PDC and the naive method are different from the network shown
in Fig. 3(b). Figure 5(a) shows that DTF fails to detect the relationship
between x1 and x2 and creates non-existent links between x1 and x3 and
between x3 and x4. Figure 5(b) shows that connectivity in the network
constructed by PDC is the same as that in Fig. 3(b). However, there is one
non-existent directed link from x4 and x2. Figure 5(c) shows that the naive
17
Table 2: The largest absolute values of the CC function of all possible pairs between the
time lag −10 and 10, where the number in the parentheses is the time lag when the CC
function has the largest absolute value. The data are generated by Eqs. (5)–(8), and the
values are estimated using 1000 data points.
x1 x2 x3 x4
x1 1.0000 — — —
x2 0.0903 (-10) 1.0000 — —
x3 0.1497 (10) 0.4693 (5) 1.0000 —
x4 0.2322 (-10) 0.4969 (4) 0.7729 (-1) 1.0000
method fails to detect most of links and creates one non-existent link between
x3 and x4. The value between x3 and x4 is larger than the commonly used
threshold value 0.5 [9, 10]. The behaviour of x3 is visually similar to that of
x4 as shown in Fig. 2. Hence, it seems likely that there is direct relationship
between them. However, it is clearly untrue.
4.1.3. Results of the current approaches
As mentioned in Section 4 MVAR model cannot always include terms
with delays of separated time scales. In Sections 4.1.1 and 4.1.2 we found
that the best MVAR models for both cases do not cover the largest time
delay of some components. We are afraid of that this problem may happen
at any moment. Even if the MVAR models do not contain necessary terms, it
is acceptable if the constructed networks based on the MVAR models are the
same as desired networks. However, the current approaches unfortunately
18
(a) (b)
(c)
Figure 5: (Colour online) The linkage of constructed network using 1000 data points
generated by generated by Eqs. (5)–(8). (a) the network when DTF is applied to the data,
(b) the network when PDC is applied to the data, and (b) the network constructed by
the naive method using the CC with the threshold 0.5, The values of the CC are shown
in Table 2.
cannot construct desired networks for the two examples.3
3We use p-value to determine the existence of relationships when applying DTF and
PDC. Although we apply the false discovery rate (FDR) correction and Monte Carlo
hypothesis testing to the results [21, 30], the networks are different from that shown
Fig. 3.
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We consider that there are at least four types of relationships for the
elements of the assumed system: (i) unilateral influence from an element A
to an element B, (ii) unilateral influence from B to A, (iii) mutual influence
between A and B, and (iv) influence to A and B from an independent (third-
party) element C. It is preferable to be able to distinguish these relationships.
In this respect, Zalesky et al. have pointed out that the CC function should
be used cautiously in network construction [31]. In our opinion, this point
has been overlooked by the user of the naive method.
Hence, the following four points are particularly important in constructing
networks for multivariate time series: (1) multivariate time series may include
both short time and long time effects, whose time scales are well separated,
(2) we should be able to identify linear periodic structures included in multi-
variate data, (3) we should not be deceived by apparent behaviours of data,
and (4) relationships among data should not be determined by an externally
selected value of the threshold. Although these points are mentioned sep-
arately, these are strongly interconnected when constructing networks from
multivariate time series. Furthermore, it will be preferable to construct di-
rected networks. To fulfil these requirements and overcome the drawbacks
with the current approaches we propose a method based on an information
theoretic reduction of a linear (auto-regressive) model for multivariate time
series.
5. An approach based on the reduced auto-regressive model
As indicated in Section 3, if we have enough information about the exact
dynamical equations of the system, the faithful network representation can
20
be obtained from the summarized information. Unfortunately, it is usually
difficult to obtain the information in practice. In most cases, we have to start
only from observed data without the knowledge of the underlying dynamical
system. Hence, the main issue is to obtain the dynamical relationship among
components as faithful as possible only from the observed multivariate time
series data. We first consider this problem in cases where a perfect linear
model of a system exists. We use Systems 1 and 2 introduced in Section 3,
where the current approaches do not work well. In Section 6 we will consider
this problem in uncertain situations, when no correct linear system of a
system exists.
5.1. Reduced auto-regressive (RAR) model
To precisely identify the underlying linear periodic structures for mul-
tivariate time series we apply an information theoretic reduction of linear
models, the reduced auto-regressive (RAR) model [15, 16]. There are strong
information theoretic arguments to support that RAR model can detect any
periodicities built into a given time series [17]. The RAR model includes
terms only when their combination contributes significantly to the model as
an entire system in terms of a suitably chosen information criterion [16] and
allows to contain terms with short and large time delays concurrently un-
like the AR model, even when the time scales of the delays are completely
different.4 The RAR model is basically composed of the terms with time
4When unit time delay in AR model is necessary, terms with unit time delay are
included in RAR model. Also, when building RAR model the meaning or role or weight
in the RAR model is not checked.
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intervals (periodicities) at which underlying or characteristic situations (be-
haviours) are sharply or clearly repeated in the data, irrespective of whether
the patterns or data are linear or nonlinear 5. The RAR model is thus effec-
tive in modelling both linear and nonlinear data [15, 16, 17]. We explicitly
show in Appendix A that the RAR model can identify periodicities in both
linear and nonlinear data.
An RAR model from given a univariate (scalar) time series is constructed
as follows. Given a univariate time series {x(t)}nt=1 of n observations, an
RAR model with the largest time delay lw is expressed as
x(t) = a0 + a1x(t− l1) + a2x(t− l2) + · · ·+ awx(t− lw) + ε(t)
= a0 +
w∑
i=1
aix(t− li) + ε(t), (18)
where 1 ≤ l1 < l2 · · · < lw, ai (i = 0, 1, 2 . . . , w) are parameters to be de-
termined, and ε(t) is assumed to be independent and identically distributed
Gaussian random variables, which are interpreted as fitting errors. The pa-
rameters ai are chosen to minimize the sum of the squares of fitting errors.
To build an RAR model we prepare candidate basis functions used in the
modelling, in the form of a dictionary, and select the most appropriate basis
functions that can extract the temporal structure of the time series. The
number of candidate basis functions included in a dictionary is not restricted
a priori. When we assume a linear model the basis functions are a constant
and linear terms. For selecting basis functions, various algorithms have been
proposed, which are proven to be effective in modelling both linear and non-
5The cross correlation function can examine a rectilinear proportional relationship be-
tween two signals, irrespective of whether the two signals are linear or nonlinear.
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linear dynamics. The models obtained by these algorithms are considered
to be nearly optimal [15, 16, 17, 32, 33]. In this paper, we adopt a selec-
tion algorithm using the total error [32], which will be described later in this
subsection.
It is straightforward to apply this methodology to multivariate time series.
A set of multivariate RAR models is expressed by
xi(t) = ai,0 +
N∑
j=1
(
wj∑
k=1
ai,j,k xj(t− lk)
)
+ εi(t) (i = 1, 2, . . . , N), (19)
where N is the number of components and lwi(≥ 0) is the largest time delay
of the i-th component.
5.2. How to find an optimal RAR model
In what follows, an information criterion approach is used to evaluate and
obtain the best (optimal) model among many. The model that gives the min-
imum of the information criterion is considered to be the best model [34, 35].
Various information criteria have been proposed for their own purposes [15,
29, 34, 36, 37]. For determining the best model we adopt the Description
Length (DL) suitably modified by Judd and Mees [15], because the DL mod-
ified by Judd and Mees has proven to be effective in modelling nonlinear
dynamics [16, 17], and it has fewer approximations than other information
criteria, though slightly more calculations are needed [15]. Hence, the DL is
more reliable for the present purpose [28].
When the ε(t) and εi(t) in Eqs. (18) and (19) are assumed to be Gaussian
and the ai and ai,j,k in Eqs. (18) and (19) have been chosen to minimise the
sum of squares of the prediction errors e = y− yˆ where y is the observational
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data and yˆ is the predicted data, Judd and Mees show that the description
length is bounded by
DL(k) =
(n
2
− 1
)
ln
eTe
n
+ (k + 1)
(
1
2
+ ln γ
)
−
k∑
i=1
ln δi, (20)
where n is the length of the time series to be fitted, k is the number of param-
eters (or model size), γ is related to the scale of the data, and the variables δ
can be interpreted as the relative precision to which the parameters are spec-
ified. The factor γ is a constant and typically fixed to be γ = 32 [15]. The
first term in the description length equation,
(
n
2
− 1) ln eT e
n
, is the penalty
for the model prediction errors and is derived from the conventional log-
likelihood expression. In the case of DL that derivation is a little circuitous
as the DL penalty is measuring the cost of encoding those errors. More thor-
ough arguments for the details of the RAR model and the DL can be found
in [15, 16].
To build an RAR model we need to select the optimal subset from a
dictionary of basis functions. In this paper, we use a selection algorithm
using the total error, because this algorithm is able to obtain better models
in most cases than others with reasonable computation time [32]. As the
bottom-up approach has proven to be effective [15, 16, 17], we first apply
the bottom-up method using the total error [32]. In searching for the best
model, we might be trapped in one of the local minima of the Description
Length. To avoid this situation and to reduce the problem to a manageable
size, a model is also built from the complete dictionary using the top-down
method, but starting from the model whose size is 10 larger than that of the
best model obtained by the bottom-up method. This method do no worse
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than the bottom-up method. For more details on this procedure and the
relevant approaches see [15, 16, 17, 32, 38]. We select the model as the best
model whose description length is the smallest with this procedure. However,
it should be noted that selecting the optimal subset from a dictionary is an
NP-hard problem that usually has to be solved heuristically [15]. We will
discuss more on the problems or difficulties with building RAR models in
Section 7.
5.3. Confirmation of reproducibility
We apply the RAR modelling technique to the data represented in Figs. 1
and 2 to investigate whether we can reconstruct System 1, Eqs. (1)–(4), and
System 2, Eqs. (5)–(8), only from the generated data sets. In this case,
we have four time series (that is, x1(t), x2(t), x3(t) and x4(t)) of 1000 data
points with Gaussian observational noise for each data set. For Gaussian
observational noise, we use four different noise level with the standard devi-
ation 0.01, 0.02, 0.05 and 0.1. All of the mean values are fixed to zero. For
each observational noise level, we prepare five sets of time series with differ-
ent noise realizations.6 Choosing time delays up to 10 for time series of each
component and the constant function give 41 candidate basis functions in the
6Problems associated with the observational noise are of great significance. On the
other hand, it is obvious that less observational noise is better for not only the proposed
method but generically. Moreover, the robustness of any method strongly depend on
nature of target time series and systems. The proposed method works well when the
observational noise level is not significant relative to the target system.
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dictionary.7 Using the dictionary we build the multivariate RAR model for
four components, x1, x2, x3, and x4. We show some of the results when the
observational noise level is 0.01. The best models for System 1, Eqs. (1)–(4),
are
x1(t) = 1.1547 + 0.4123 x1(t− 1)− 0.2185 x1(t− 3)
+ 0.3148 x2(t− 4) + 0.2359 x4(t− 7), (21)
x2(t) = 1.8172 + 0.6541 x2(t− 1)− 0.1952 x2(t− 6), (22)
x3(t) = 2.1602 + 0.2030 x1(t− 2) + 0.3102 x4(t− 9), (23)
x4(t) = 1.2227 + 0.2390 x1(t− 2) + 0.4879 x4(t− 1)
− 0.3013 x4(t− 3), (24)
and the best models for System 2, Eqs. (5)–(8), are
x1(t) = 12.1800 + 1.2967 x1(t− 1)− 0.3054 x1(t− 4) + 0.2217 x2(t− 3),
(25)
x2(t) = 0.3227 x2(t− 1) + 0.1969 x2(t− 6), (26)
x3(t) = 1.1935 x2(t− 4)− 0.6524 x2(t− 10) + 0.9441 x3(t− 1), (27)
x4(t) = 5.6114 x2(t− 3) + 0.9193 x4(t− 1). (28)
Eqs. (21)–(24) and Eqs. (25)–(28) show that all terms included in Eqs. (1)–
(4) and Eqs. (5)–(8) and only these terms are selected, which means that
the same networks as those shown in Fig. 3 is constructed. When the RAR
modelling technique is applied to the data in all of the other cases, the
7These are the constant function, x1(t − 1), x1(t − 2), . . . , x1(t − 10), x2(t − 1), . . . ,
x2(t− 10), x3(t− 1), . . . , x3(t− 10), and x4(t− 1), . . . , x4(t− 10).
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situations are the same: only all the terms included in Eqs. (1)–(4) and
Eqs. (5)–(8) are selected. This reproducibility manifests the strong power of
the proposed method for identifying necessary terms.
6. Imperfect model scenario: when no correct linear system of a
system exists
Thus far we have restricted attention to the perfect model scenario. The
cases we considered were that correct linear models exist and time series are
generated by the linear systems including the time delay terms correspond-
ing to the periodicities. That is, there are explicit linear periodic structures
among multivariate time series. We confirmed that the RAR model proce-
dure precisely identifies the linear periodic structures and then the correct
networks are constructed. However, there may not always be the case, be-
cause even if time series exhibit periodicities (either exactly periodic and
nearly periodic behaviour), the system may not contain terms corresponding
to the periodicities. In such a case correct linear systems exist no more or
steadfast linear models might not be possible to assume. Hence, it is impor-
tant to not build the correct models but construct the correct network in this
case. To investigate how the proposed method works in uncertain situations,
we use the Ro¨ssler systems presented in the form of a differential equation
as an example. The equations are given by
dx/dt = −y − z, (29)
dy/dt = x+ ay, (30)
dz/dt = b+ z(x− c), (31)
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where a = 0.398, b = 2.0, c = 4.0 [39]. There is a nonlinear term z x in
Eq. (31) and the equations can exhibit chaotic behaviours when using these
parameters [40]. We calculate the equations using the fourth order Runge-
Kutta method with sampling interval 0.01. As Figs. 6(a)–(c) show, although
time series of each variable is oscillating, Fig. 6(d) shows that the attractor
is chaotic.
Broadly speaking, the meaning of a differential equation is that a change
(or difference) of a variable in a minute time is expressed by a certain function.
For example, Eq. (29) indicates that the next value (or state) of x is calculated
as the summation of the current value of x and the minute current value
of −y − z. That is, although the right side of Eq. (29) does not contain x,
x is a function composed of x, y and z in a practical sense. Hence, y is a
function of x and y, and z is a function of x and z in a similar way.
We first investigate the influence of the number of data points. We use
four different data points, 1000, 2000, 5000 and 10 000 and prepare five sets
of time series. These data are contaminated by Gaussian observational noise
with the mean zero and the standard deviation 0.01. As there are three time
series, choosing a time delay up to 20 for time series of each data and the
constant function give 61 candidate basis functions in the dictionary. Using
the dictionary we build the multivariate RAR model for each data, x, y and z.
The summarized information of the obtained three multivariate RAR
models are shown in Table 3. In all cases the information for x and y are
correct. However, the information for z is different. When the number of
data points is 1000, the correct information for z cannot be obtained at all.
When the number of data points is 2000, although the correct information
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(b)
(c)
(d)
Figure 6: Time series and attractor generated by the Ro¨ssler systems, Eqs. (29)–(31),
where the number of data points is 10 000. (a) x component, (b) y component, (c) z
component, and (d) attractor composed of x, y and z. Although these time series look
periodical behavious as shown in Figs. 6(a)–(c), Fig. 6(d) shows that these are chaotic
behaviours in reality.
for z is obtained, the wrong information is also obtained. When the numbers
of data points is 5000 and 10 000, the correct information for z is always
obtained. We consider that as there is a nonlinear term z x as shown in
Eq. (31), the more data points are necessary for z to extract the correct
relationship among x, y and z.
We could confirm in the previous investigation that the correct relation-
ships are obtained as the number of data points increases. We next investi-
gate the influence of observational noise using four different noise levels. We
use 10 000 data points and the data are contaminated by Gaussian observa-
tional noise with the mean zero and the standard deviation 0.01, 0.02, 0.05
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Table 3: Investigation of the influence of the number of data points. The components
contained in the multivariate RAR models using data generated by the Ro¨ssler systems
shown in Fig. 6. The numbers of data points are 1000, 2000, 5000 and 10 000, five sets of
time series are used, and the data are contaminated by Gaussian observational noise with
the mean zero and the standard deviation 0.01. The value in parentheses is the number
of times the result occurred. As we use five sets for each data point, if the same result is
always obtained, the value in parentheses is 5.
1000 2000 5000 10 000
x x y z (5) x y z (5) x y z (5) x y z (5)
y x y (5) x y (5) x y (5) x y (5)
z z (4), y z (1) z (2), x z (3) x z (5) x z (5)
and 0.1. We prepare five sets of time series for each noise level. Choosing a
time delay up to 20 for time series of each data and the constant function
give 61 candidate basis functions in the dictionary. Using the dictionary we
build the multivariate RAR models. The summarized information are shown
in Table 4. The information for x are correct in all cases, and the correct
information for y and z is obtained when the observational noise level is 0.01,
0.02 and 0.05. However, when the observational noise level is 0.1, although
the correct information is obtained, the wrong information is also obtained.
This indicates that there are cases that the correct information cannot be
obtained when the observational noise level is large.
7. Reexamination of the proposed method
In building an RAR model, it is necessary to select terms with important
time delays with an appropriate information criterion to find the optimal
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Table 4: Investigation of the influence of the observational noise. The components con-
tained in the multivariate RAR models using data generated by the Ro¨ssler systems shown
in Fig. 6. The number of data points is 10 000, five sets of time series are used, and the
data are contaminated by Gaussian observational noise with the mean zero and the stan-
dard deviation 0.01, 0.02, 0.05 and 0.1. The value in parentheses is the number of times
the result occurred.
0.01 0.02 0.05 0.1
x x y z (5) x y z (5) x y z (5) x y z (5)
y x y (5) x y (5) x y (5) x y (2), x y z (3)
z x z (5) x z (5) x z (5) x z (1), y z (3), x y z (1)
model. The obtained optimal model is thus influenced by the employed
combination of the selection method and the information criterion.
A variety of information criteria, such as Akaike Information Criterion,
Schwarz Information Criterion, Description Length, and so on, have already
been proposed with their own different backgrounds [28]. It means that
the optimal models corresponding to different information criteria are not
necessarily identical, even if we compare all possible values of the criteria
calculating all possible combinations of terms. As each best model reflects
each background of the employed information criterion, we should be careful
in comparing the results by taking these backgrounds into consideration.
Apart from the selection of information criterion, the calculation of pos-
sible combinations of terms causes another concern. The number of all com-
binations explodes as the number of components in the time series increases.
Selecting the optimal subset from a dictionary of basis functions thus becomes
an NP-hard problem and has to be solved heuristically [15]. Various heuristic
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algorithms have been proposed for selecting basis functions [15, 32, 41] and
some optimization approaches can be applied for the modelling, for example,
simulated annealing, genetic algorithm, deep learning and so on [42, 43, 44].
Also, another idea has been introduced to impose a sparseness constraint
onto MVAR model [45]. An important point when we employ non-exhaustive
search is that the selected model might be not optimal but nearly optimal
corresponding to a local minimum of an employed information criterion [16].
Hence, we should take care in choosing a selection algorithm and should check
the plausibility of the selected model. In this paper, we choose the Descrip-
tion Length modified by Judd and Mees for the information criterion [15, 16]
and the selection method using total error for the heuristic algorithm [32].
The reason for this choice is simply because this combination of information
criterion and selection method has been proven to be effective in modelling
both linear and nonlinear dynamics and to obtain better models in many
cases [32]. Although we understand that there are many other alternatives,
exhaustive comparison between them would be far beyond the scope of this
work. However, we note that an idea of using summarized information of the
RAR model to construct the directed network is central to this approach.
The proposed method (and the current approaches alike) does not work
well when there is no linear periodic structure in the data. One typical
example is the Logistic map [46]. It is well known that the Logistic map is a
nonlinear system that lacks clear periodicity, as the randomness is equivalent
to that of IID random variables. The proposed method and the current
approaches as well cannot treat such a data appropriately. We need an
alternative approach to tackle it theoretically.
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7.1. Connection to Granger causality
The proposed method constructs a directed network using components
composed of multivariate RAR models. We consider that the Granger causal-
ity using MVAR models provides a similar statistical approach [47].
We consider that the Granger causality is useful, but also very restric-
tive because of the following two problems. Although these problems will
be mentioned separately, they are strongly interconnected. One is to use
MVAR models, and the other is to use prediction accuracy. As mentioned
in Section 4, MVAR models have difficulties in treating peculiarities of data
appropriately. Such a model often becomes unstable and also has difficulty
in prediction. We need to treat the prediction accuracy carefully [15]. One
of the strong reasons is that data available to us are usually contaminated
by observational noise to a varying degree and the true dynamics in a phe-
nomenon is intertwined with observational noise in time series. Hence, the
high prediction accuracy means that the model provides similar behaviour
to not that of the true phenomenon but that of the noisy data. That is, the
model should not be fitted to the data too closely [15].
We consider that the true concept (or true intent) of the Granger causal-
ity principle is that the components are recognized to have causality, if the
role and importance of the components for a model cannot be ignored. RAR
models include only terms that contribute significantly to the model, as as-
sessed by an information criterion. Although RAR models does not refer
to the causal relationship, we consider that the proposed method adheres
faithfully to the concept of the Granger causality in this sense.8
8As MVAR models contain all components, it is difficult to know relationships among
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8. Applications
Based on the thorough arguments and the results of these computa-
tional studies, we apply the proposed method to two experimental systems:
(i) hourly meteorological time series in Kobe, Japan and (ii) multichannel
electroencephalography time series with 10 channels (measured during rest-
ing state with eyes closed). As shown in Figs. 7 and 9, each of them exhibits
irregular fluctuations.
The naive method remains the most commonly used approach, because of
its conceptual and computational simplicity [5, 8, 12]. Hence, we also show
the networks constructed by the naive method from the same data sets for
comparison.9
8.1. Meteorological data in Kobe, Japan
The meteorological data set consists of five time series: the atmospheric
pressure, the atmospheric temperature, the dew-point temperature, the vapour
pressure and the humidity, taken hourly in Kobe, Japan from 1 January to
12 February in 2013.10 The measurement location is 34◦–41.8
′′
north latitude
the components from the formulae. However, if only necessary terms are contained in
models, we can directly know the relationships among the components. Hence, if we can
obtain such a model, elaborate approaches such as the Granger causality, DTF and PDC
would not be necessary. We consider that the proposed method is a simple approach which
can meet this requirement.
9Although the comparison with PDC and DTF for all real world data might be useful,
as it is beyond our purpose, we apply the naive method only.
10The data can be obtained from Japan Meteorological Agency,
http://www.jma.go.jp/jma/indexe.html
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(a) (b)
(c) (d)
(e)
Figure 7: Hourly meteorological time series in Kobe, Japan from 1 January to 12 February
in 2013: (a) atmospheric pressure, (b) temperature, (c) dew-point temperature, (d) vapour
pressure, and (e) humidity. These data are used for building multivariate RAR models.
and 135◦–12.7
′′
east longitude. From the profiles of the time series shown in
Fig. 7, the relationship among these five time series is complicated and hard
to be extracted.
We use 1000 data points (about 42 days) for building multivariate RAR
models. As there are five time series, choosing a time delay up to 15 for
time series of each data and the constant function give 76 candidate basis
functions in the dictionary. Using the dictionary we build the multivariate
RAR model for each data. The summarized information of the obtained five
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multivariate RAR models are
x1 = f1(x2), (32)
x2 = f2(x4), (33)
x3 = 0, (34)
x4 = f4(x3), (35)
x5 = f5(x2, x3), (36)
where x1 corresponds to the atmospheric pressure, x2 the atmospheric tem-
perature, x3 the dew-point temperature, x4 the vapour pressure, x5 the hu-
midity, and zero means that there is no connection.
Figure 8(a) shows the directed network constructed by the proposed
method. The numbers of in-degree and out-degree for each node in Fig. 8(a)
are shown in Table 5. From these results we find that the atmospheric pres-
sure and the humidity are influenced by others but do not have influence on
any other components. On the contrary, the dew-point temperature is not
influenced by others but has influence on the other two components. The
atmospheric temperature and the vapour pressure are influenced by others
and have influence on others at the same time. We also found that there is
no mutual (bi-directional) connections among any component.
For comparison we show the network obtained by the naive method in
Fig. 8(b), where the cross correlation (CC) function is evaluated between the
time lag −15 and 15 with the threshold 0.5. Table 6 shows all the values.
There are similarities and differences between Figs. 8(a) and 8(b). The link
between x1 and x2 in Fig. 8(a) is absent in Fig. 8(b). The time dependencies
of x1 and x2 in Figs. 7(a) and 7(b), are clearly dissimilar and the largest
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absolute value of the CC function is no more than 0.1779. We consider that
the RAR modelling technique uncovered a hidden relationship between these
components. On the other hand, there are two links between x2 and x3 and
between x4 and x5 in Fig. 8(b), which are absent in Fig. 8(a). We consider
that these “redundant” links can be understood as “indirect” relationships
deducible from the directed network in Fig. 8(a). For example, the link
between x2 and x3 in Fig. 8(b) can be deduced from two consecutive directed
links from x3 to x4 and from x4 to x2 in Fig. 8(a). The link between x4 and
x5 in Fig. 8(b) can also be deduced from two consecutive directed links from
x4 to x2 and from x2 to x5.
We consider the interactions between these five physical quantities. As the
air becomes lighter (heavier) when the temperature becomes higher (lower),
it is generally considered that the change of the temperature brings about
the change of the atmospheric pressure. As there is a directed link from
x2 to x1 on the network as shown in Fig. 8(a), where x1 is atmospheric
pressure and x2 is temperature, we consider that the proposed method can
correctly identify the relationship. However, Fig. 8(b) shows that there is no
link between x1 and x2. Hence, this indicates that the naive method fails to
detect this relationship. It is also known that there is no relationship between
the temperature and the dew-point temperature. Although the proposed
method shows that there is no relationship between the temperature and the
dew-point temperature (x2 and x3), the naive method shows that there is
relationship between them.
We can explore the obtained network using the summarized information,
Eqs. (32)–(36). We expect that this approach is effective for more compli-
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(a) (b)
Figure 8: (Colour online) Networks of meteorological time series taken hourly in Kobe,
Japan from 1 January to 12 February in 2013: (a) the directed network constructed by
the proposed method, and (b) the network constructed by the naive method using the CC
with the threshold 0.5, where x1 corresponds to atmospheric pressure, x2 temperature, x3
dew-point temperature, x4 vapour pressure, and x5 humidity.
Table 5: The number of in-degree and out-degree of the directed network of meteorological
data shown in Fig. 8(a).
atmospheric temperature dew-point vapour humidity
pressure temperature pressure
in-degree 1 1 0 1 2
out-degree 0 2 2 1 0
cated cases. We consider the case between x2 and x3 again. Eq. (33) is
x2 = f2(x4) and Eq. (35) is x4 = f4(x3). As Eq. (33) shows that x4 is in-
cluded in f2, we can rearrange Eq. (33) using Eq. (35). The rearrangement
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Table 6: The largest absolute values of the CC function of all possible pairs between the
time lag −15 and 15, where the number in the parentheses is the time lag when the CC
function has the largest absolute value. The data are hourly meteorological time series
shown in Fig. 7. The values of the CC function are estimated using 1000 data points.
x1 x2 x3 x4 x5
x1 1.0000 — — — —
x2 0.1779 (-3) 1.0000 — — —
x3 0.2622 (-6) 0.6977 (-3) 1.0000 — —
x4 0.2996 (-4) 0.6951 (-2) 0.9778 (0) 1.0000 —
x5 0.2667 (-8) 0.5634 (-11) 0.7341 (0) 0.7183 (0) 1.0000
gives
x2 = f2(x4), (37)
= f2(f4(x3)), (38)
= f ′2(x3), (39)
where f ′2 is a new function for x2. Eq. (39) explicitly shows the “indirect”
relationship between x2 and x3.
8.2. Electroencephalogram (EEG) data
The second application is to EEG data. The EEG signal we use here was
recorded from a healthy human adult during resting state with eyes closed
in an electrically shielded room. The EEG data were simultaneously ob-
tained from 10 channels of Fz, Cz, Pz, Oz, F3, F4, C3, C4, P3 and P4 of
the unipolar 10-20 Jasper registration scheme [48]. Mono-polar recordings,
referenced to linked earlobes, were obtained from these channels using an
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Figure 9: Multichannel electroencephalography (EEG) time series of Fz, Cz, Pz, Oz, F3,
F4, C3, C4, P3 and P4 used for building multivariate RAR models.
Electrocap. Vertical and horizontal eye movements were recorded, respec-
tively, from electrode sites above and below the right eye and from near the
outer canthi of each eye. Artefact corrupted records were removed from the
analyses. The data were digitized at 1024 Hz using a twelve-bit digitizer. The
EEG impedances were less than 5[KΩ]. The data were amplified by gain =
18 000, and amplifier frequency cut-off settings of 0.03 Hz and 200 Hz were
used [49]. We use 1000 data points (around 1 second) to build multivariate
RAR models. Figure 9 shows time series of each channel.
As there are 10 channels, choosing a time delay up to 25 for time series of
each channel and the constant function give 251 candidate basis functions in
the dictionary. Using the dictionary we build the multivariate RAR model for
each channel. The summarized information of the obtained 10 multivariate
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RAR models are
Fz = fFz(Cz), (40)
Cz = fCz(Pz,Oz, F3), (41)
Pz = fPz(Fz,Cz,Oz, C3, P3, P4), (42)
Oz = fOz(Fz,Cz), (43)
F3 = 0, (44)
F4 = fF4(Fz), (45)
C3 = fC3(F3, P3), (46)
C4 = fC4(Fz, P4), (47)
P3 = fP3(Pz,Oz), (48)
P4 = fP4(Fz,Cz, Pz), (49)
where zero means that there is no connection.
Figure 10 shows the network obtained by the proposed method and the
one obtained by the naive method. In Fig. 10(a) obtained by the proposed
method, the channels, Cz, Pz, P3, P4, and Oz, are mutually connected by
bi-directional arrows. Figure 10(b) shows that the network obtained by the
naive method has clearly more links than that by the proposed method. This
result might indicate that the constructed network by the naive method has
redundant links. The numbers of in-degree and out-degree for each node
in Fig. 10(a) are shown in Table 7. Table 7 shows that the node Pz has the
largest in-degree and the node Fz has the largest out-degree. The largest in-
degree of node Pz implies that the dynamics of the parietal areas captured
by node Pz is under the influences of many other brain areas distributed
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(a) (b)
Figure 10: (Colour online) Network of EEG data shown in Fig. 9: (a) the directed network
constructed by the proposed method, and (b) the network constructed by the naive method
using the CC with the threshold 0.5.
Table 7: The numbers of in-degree and out-degree for each node of the directed network
of EEG data shown in Fig. 10(a).
Fz Cz Pz Oz F3 F4 C3 C4 P3 P4
in-degree 1 3 6 2 0 1 2 2 2 3
out-degree 5 4 3 3 2 0 1 0 2 2
over parietal and occipital parts of the brain. Since the parietal association
areas are considered to be the parts that integrates sensory information from
widely distributed parts of the brain, this result seems plausible. On the
other hand, the largest out-degree of node Fz implies that the frontal areas
recorded with node Fz has the influence over a wide-range of the brain. This
is natural as the frontal brain areas are regarded to be involved in cognitive
control and project top-down connections to lower brain areas.
We finally consider effects of the surface Laplacian briefly. Functional
42
connectivity estimation with the proposed method may be contaminated by
volume conduction effects [50]. Such effect would be relatively small for the
current result as the RAR models utilizes terms with time delays, not just
zero-lag correlations, to estimates the connections between nodes, although
the RAR based on scalp EEG may not be free of the volume conduction as
pointed out for DTF [51, 52, 53]. Also, the number of electrodes used in
this study is just 10, implying that the volume conduction effect was small.
For high density EEG where the volume conduction effect is more serious,
the methods such as surface Laplacian [50] or source localization techniques
would be useful [54]. Further studies would be necessary to investigate the
effects of the volume conduction on the RAR based methods for functional
connectivity estimation in a sensor space.
9. Summary
We have described an algorithm from constructing directed networks from
multivariate time series based on the RAR model from the perspective of
linear periodic structures (relationships). We also described the theoretical
problems with the current approaches. We showed that the proposed method
can extract reliable linear periodic structures among time series and that
the constructed networks are considered to be faithful representation of the
dynamical relationships. Our arguments and computational results show
that the proposed method rectifies the drawbacks contained in the current
approaches and constructs networks from multivariate time series faithfully.
We note that there are restrictions when applying the proposed method.
RAR model cannot always identify nonlinear periodic structure in the data,
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and RAR model built using selection algorithms might not be the optimal.
Hence, the network constructed by the proposed method might be near-
optimal network in some cases. Moreover, it is difficult to build appropriate
RAR models when the observational noise is large. Despite of these concerns,
we believe that our method and the constructed networks has a wide range of
applicability to real-world phenomena and provide us with useful information
by using with care.
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Appendix A. Detecting periodicities from linear and nonlinear
data using RAR model
We show that RAR model can identify periodicities in data, irrespective
of whether the data is linear or nonlinear. We use the following system to
generate linear data:
x(t) = a0 + a1 x(t− 1) + a6 x(t− 6) + η(t), (A.1)
where a0 = 2.945 206, a1 = 0.300 739, a6 = 0.202 056, and η(t) is dynamic
noise, IID Gaussian random variables with mean zero and standard devi-
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(a) (b)
(c) (d)
Figure A.11: The behaviours of linear and nonlinear data and plots of description
length DL against size of model using the bottom-up method using the total error. We
use these data to build RAR models to identify periodicities in the data. (a) linear data
from Eq. (A.1), (b) nonlinear data transformed by a nonlinear function, Eq. (A.2), (c) de-
scription length and model size of linear data shown in Fig. A.11(a), and (d) description
length and model size of linear data shown in Fig. A.11(b),
ation 1.0 [17]. The behaviour of the time series is shown in Fig. A.11(a).
For periodicity detection in nonlinear data, we distort the data generated
by Eq. (A.1) by a static monotonic nonlinear function h(x),
h(x) =
[
x−xmin−0.0001
xmax−x+0.0001
]ρ
1 +
[
x−xmin−0.0001
xmax−x+0.0001
]ρ , (A.2)
where xmin and xmax are the minimum and maximum value of x(t) in the
original time series, and ρ = 3 [55]. The behaviour of the time series is shown
in Fig. A.11(b). It should be noticed that the nonlinear data have the same
periodicities as those of the linear data, even though the nonlinear data are
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heavily distorted by a nonlinear function.
As the observational data, we use the 1000 data points with Gaussian
observational noise with the mean zero and the standard deviation 0.01 for
linear data and 0.003 for nonlinear data, respectively. These noise levels
are equivalent to 1% to both the data. Choosing a time delay=10 gives 11
candidate basis functions in the dictionary. These are the constant function
and the linear terms, x(1−1), x(t−2), . . . , x(t−10). We apply the bottom-up
method using the total error and the exhaustive search both to the dictionary
of the linear data and that of the nonlinear data. As shown in Figs. A.11(c)
and A.11(d), the description length is the smallest when the model size is
3 in both the linear and the nonlinear cases. In both cases, only the terms
included in Eq. (A.1) (a constant, x(t−1), and x(t−6)) are selected. That is,
the correct model is selected as the best model. The exhaustive search also
selects the correct model as the best model. This result indicates that the
RAR model is effective in identifying periodicities for linear and nonlinear
data.
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