We consider sensor transmission power control for state estimation, using a Bayesian inference approach. A sensor node sends its local state estimate to a remote estimator over an unreliable wireless communication channel with random data packet drops. As related to packet dropout rate, transmission power is chosen by the sensor based on the relative importance of the local state estimate. The proposed power controller is proved to preserve Gaussianity of local estimate innovation, which enables us to obtain a closed-form solution of the expected state estimation error covariance. Comparisons with alternative non-data-driven controllers demonstrate performance improvement using our approach.
Introduction
Wireless networked systems have a wide spectrum of applications in smart grid, environment monitoring, intelligent transportation, etc. State estimation is a key enabling technology where the sensor(s) and the estimator communicate over a wireless network. Energy conservation is a crucial issue as most wireless sensors use onboard batteries which are difficult to replace and typically are expected to work for years without replacement. Thus power control becomes crucial. In this work, we consider sensor transmission power control for remote state estimation over a packet-dropping network. Transmission power control in state estimation scenario has been considered from different perspectives. Some works took transmission costs as constant. Shi et al. [1] assumed sensors to have two energy modes, allowing it to send data to a remote estimator over an unreliable channel either using a high or low transmission power level. The optimal power controller is to minimize the The work of J. Wu, Y. Li and L. Shi is supported by a HK RGC GRF grant 618612.
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expected terminal estimation error at the remote estimator subject to an energy constraint. Similar works can also be found in [2, 3] . Meanwhile, some literature has taken channel conditions into account. Quevedo et al. [4] studied state estimation over fading channels. They proposed a predictive control algorithm, where power and cookbooks are determined in an online fashion based on the undergoing estimation error covariance and the channel gain predictions. More related works can been seen in [5] [6] [7] .
An important issue which has not been taken seriously in most works is that the transmission power assignment, as a tool to control the accessibility of information to the receiver, should be determined not only by the underlying channel condition and the desired estimation performance, but also by the transmitted information itself. In [4] and [5] , the authors failed to associate transmission power with data to be sent. The plant states are used to determine the transmission power in [8] . In this case, lost packets signal the receiver of the state information. To avoid computation difficulty, the signaling information is discarded.
In this paper, we focus on how to adapt the transmission power to the measurements of plant state and how to exploit information contained in the lost packets. We propose a data-driven power controller, which utilizes different transmission power levels to send the local estimate according to a quadratic function of a key parameter called "incremental innovation" which is evaluated by the sensor at each time slot. By doing this, even when data dropouts occur, the remote estimator can utilize the additional signaling information to refine the posterior probability density of the estimation error by a Bayesian inference technique (see [9] ), therefore deriving the MMSE estimate. It compensates the deteriorated estimation performance caused by packet losses. To facilitate analysis, we assume that a baseline power controller has already been established based on different factors with regard to different settings, such as the requirement of estimation performance as in [1] or the channel conditions as in [4, 5, 7] . We are devoted to developing a power controller that embellishes this baseline controller by adapting the transmission power to the measurements such that the averaged power with respect to all possible values taken by the measurements does not exceed that of the baseline power controller. The proposed power controller, driven by online measurements, can run on top of non-data-driven power controllers, which results in hierarchical power control mechanisms. Then extension to a time-varying power baseline is established in Section 4.4. Note that a related controller was first proposed in [10] , but as a special case of the controller in this work. The main contributions of the present work are summarized as follows.
(1) We propose a data-driven power control strategy for state estimation with packet losses, which adapts the transmission power to the measured plant states. (2) We prove that the proposed power controller preserves Gaussianity of the local innovation. It simplifies derivation of the MMSE estimate and leads to a closed-form expression of the expected state estimation error covariance. (3) We present a tuning method for parameter design.
Despite of its sub-optimality, the controller is shown to perform not worse than an alternative non-datadriven one.
The remainder of this paper is organized as follows. In Sections 2 and 3, we give mathematical models of the considered system and introduce the data-driven transmission power controller. In Section 4, we present the MMSE estimate at the remote estimator and a sub-optimal power controller that minimizes an upper bound of the remote estimation error. In Section 5, comparisons with alternative non-data-driven controllers demonstrate performance improvement using our approach. Section 6 presents concluding remarks.
Notation: N (and N + ) is the set of nonnegative (and positive) integers. S n + is the cone of n by n positive semi-definite matrices. For a matrix X, λ i (X) is the ith smallest nonzero eigenvalue. We abuse notations det(X) and X −1 , which are used, in case of a singular matrix X, to denote the pseudo-determinant and the MoorePenrose pseudoinverse. δ ij is the Dirac delta function, i.e., δ ij equals to 1 when i = j and 0 otherwise. The notation pdf(x, x) represents the probability density function (pdf) of a random variable x taking value at x.
State Estimation using a Smart Sensor
Consider a linear time-invariant (LTI) system:
where k ∈ N, x k ∈ R n is the system state vector at time k, y k ∈ R m is the measurement obtained by the sensor, the state noise w k ∈ R n and observation noise
The initial state x 0 is a zero-mean Gaussian random vector with covariance Π 0 0 and is uncorrelated with w k and v k . (A, C) is assumed to be detectable and (A, Q 1/2 ) is assumed to be stabilizable. Furthermore, we assume A is Hurtwitz. 
Sensor Local Estimate
Hovareshti et al. [11] illustrated that utilization of the computation capabilities of wireless sensors may improve the system performance significantly. Equipped with such "smart sensors", the sensor locally runs a Kalman filter to produce the MMSE estimatex 
Standard Kalman filtering analysis suggests that these quantities can be calculated recursively (cf., [12] ), where the recursion starts fromx s 0 = 0 and P s 0 = Π 0 0. Since P s k converges to a steady-state value exponentially fast (cf., [12] ), we assume that the sensor's local Kalman filter has entered the steady state, that is, P s k = P 0 ∀k ∈ N, This assumption simplifies our subsequent analysis and results, such as Theorem 4.8 and Proposition 4.17.
Wireless Communication Model
The data are sent to the remote estimator over an Additive White Gaussian Noise (AWGN) channel using the Quadrature Amplitude Modulation (QAM) wherebyx s k is quantized into K bits and mapped to one of 2 K available QAM symbols.
2 For simplicity, the following assumptions are made: A.1: The channel noise is independent of w k and v k . A.2: K is large enough so that quantization effect is negligible when analyzing the performance of the remote estimator. A.3: The remote estimator can detect symbol errors 3 . Only the data arriving error-free are regarded as being successfully received; otherwise they are regarded as dropout. These assumptions are commonly used in communication and control theories (cf., [4, 5, 8, 13, 14] ). For example, Fu and Souza [14] demonstrated that the estimation quality improvement (in terms of reduction of the remote estimation error) achieved by increasing the number K of the quantization bits is marginal when K is sufficiently large (in their example K only needs to be greater or equal to 4. Based on A.3, the communication channel can be characterized by a random process {γ k } k∈N+ , where
+∞) be the transmission power for the QAM symbol at time k. We adopt the wireless communication channel model used in [10] , and have Pr (γ k = 0|ω k ) = q ω k , where q is given by q exp(−α/(N 0 W )) ∈ (0, 1), N 0 is the AWGN noise power spectral density, W is the channel bandwidth, and α ∈ (0, 1] is a constant that depends on the specific modulation being used. To send local estimates to the remote estimator, the sensor chooses from a continuum of available power levels ω k 0, see Fig. 1 . Note that different power levels lead to different dropout rates, thereby affecting estimation performance.
Remote State Estimation
Define I k as the information available to the remote estimator up to time k, i.e.,
Denotex k and P k as the remote estimator's own MMSE state estimate and the corresponding estimation error covariance, i.e.,
, where expectations are taken with respect to a fixed power controller. We assume that the remote estimator feedbacks acknowledgements γ k before time k +1. Such setups are common especially when the remote estimator (gateway) is an energy-abundant device. This energy asymmetry allows the estimator to trade energy cost for estimation accuracy.
Data-driven Transmission Power Control
Our strategy uses the measurements to assign transmission power level efficiently. As focusing on how the power controller utilize the sensor's real-time data, to simplify discussion, we assume a constant power baselineω in this section. We define θ {θ k } k∈N+ as a transmission power controller over the entire time horizon, where θ k is a mapping from y 1:k and γ 1:k to ω k . Before proceeding to study θ, let us first briefly explain the idea of datadriven power control mechanism. Define τ (k) ∈ N + as the holding time since the most recent time when the remote estimator received the data from the sensor, i.e.,
Note that, if ε k = 0, then the sensor generates a local estimate,x s k identical to the prediction A τxs k−τ . We would say that, for the remote estimator, the "value" of information contained inx s k is null. As ε k becomes larger,x s k has an increasing drift from the prediction A τxs k−τ and the importance of the sensor sendingx s k thereby raises. Motivated by these observations, we define a stationary power controller, θ ef : ε k → ω k , as an increasing function of ε k . To fit the above observations, we introduce a quadratic function of ε k given by C(ε k , Q) ε k Qε k , where Q ∈ S n + is a weight matrix. According to Lemma 3.1, the covariance of ε k is a function of τ (k). Therefore we specify τ (k) for the index of Q and construct the following controller:
In contrast to (6) , most non-data-driven transmission power controllers (i.e., [4, 5] ) use a given powerω regardless of what value ε k takes. Note that in (6) a constant term ω is added after C(ε k , Q τ ). If one sets Q τ = 0, then the transmission with the baseline power controller ω =ω is a special case of the proposed transmission power controller. As for Q τ = 0, the transmission power is a constant ω if C(ε k Q τ ) = 0; otherwise it is adapted according to C(ε k , Q τ ). Compared with a related controller proposed earlier in [10] , θ ef in (6) is more general at least from two aspects: 1) we introduce a weight matrix Q τ to highlight the roles of different entries of ε k ; 2) it allows the sensor to transmit using a standard power ω even if C(ε k , Q τ ) = 0, which includes a non-data-driven power transmission as a special case. As shown later in Lemma 4.4, given I k−1 , ε k is zeromean Gaussian with a covariance Σ τ depending on τ (k), i.e., (ε k |I k−1 ) ∼ N (0, Σ τ ). For convenience of our subsequent analysis, we define a new parameter Ψ τ satisfying
where Σ τ Ψ τ 0. We now list the main problems considered in the remainder of this work,
(1) Under θ ef defined in (6) , what is the MMSE estimate and its associated estimation error covariance? (2) What value should Q τ (or Ψ τ ) take in order to minimize, E[P k ], the expected estimation error at the remote estimator?
The solution to the first problem is presented in Section 4.2. A sub-optimal solution to the second one is given in Section 4.3 in view of the difficulty of the optimization problem.
Before proceeding, we note that in previous works such as [8] the difficulty of using the information contained in lost packets, i.e., γ k = 0, when computing the MMSE estimate of the plant state has been acknowledged. One typically discards such information as was done in [8] or resorts to approximations, e.g., treating a truncated Gaussian distribution as a Gaussian distribution as was done in [15] . These approaches either lead to conservative results (due to the unutilized information) or inaccurate results (due to approximations). Our method, on other hand, makes use of the information contained in the event γ k = 0 to improve the estimation performance. The associated MMSE estimate, relying on no approximation techniques, is derived in a closed-form.
Main Results

Preliminaries
For any Σ 0 that is singular, there exist matrices U, D ∈ R n×n such that Σ = U DU , where U is unitary, whose columns are right eigenvectors of Σ, and
, where ∆ is a diagonal matrix generated by the corresponding nonzero eigenvalues of Σ. Let Σ
Generally speaking, an n-dimensioned random vector x ∼ N (µ, Σ), does not have a pdf with respect to the Lebesgue measure on R n if some entries in x degenerate to almost surely constant random variables. To work with such vectors, one can instead consider Lebesgue measure in the rank(Σ)-dimension affine subspace: Ω {µ + Σ 1/2 z : z ∈ R n }, with respect to which x has a pdf pdf(x, x) =
Without loss of generality, in the remainder of this paper, for a random variable x ∼ N (0, Σ) with a singular Σ, the pdf of x means the probability density on Ω. Note that the Moore-Penrose pseudoinverse of Σ is unique and given by
and that the pseudo-determinant of Σ equals to the product of all nonzero eigenvalues of Σ.
Consider the power control law θ ef defined in (6) . In order to guarantee that ω k is always nonnegative for any value ε k , the difference of Ψ needs to be at least positive semi-definite, i.e., two conditions must be simultaneously satisfied, which are Σ τ Ψ τ and Ψ
τ . The following lemma provides a necessary condition that Ψ τ needs to satisfy. 
where Im(X) is the image of X.
Proof: Since Σ Ψ, it is true that rank(Σ) ≥ rank(Ψ).
To verify (8) , suppose that rank(Σ) > rank(Ψ). Then from (7), rank(Σ −1 ) > rank(Ψ −1 ), which contradicts with Ψ −1 Σ −1 . To prove (9), let us denote rank(Ψ) r and assume there is a set of vectors W {w 1 , . . . , w r } such that Im(Ψ 1/2 ) = span ({w 1 , . . . , w r }) . Suppose Im(Σ 1/2 ) = Im(Ψ 1/2 ). Then there exists a vector in W (without loss of generality, let it be w 1 ), and a vector w 0 ∈ Ker (Σ 1/2 ) where the operator Ker(X) is the kernel of a matrix X, such that w 0 w 1 = 0. It leads to the fact that w 0 ∈ Ker (Ψ 1/2 ) . We in turn have
which contradicts with Σ Ψ.
For convenience, denote n τ rank(Σ τ ) = rank(Ψ τ ),
τ . One has next lemma, the proof provided in the Appendix.
Lemma 4.2
The rank of Φ τ equals that of Σ τ (or Ψ τ ), i.e., rank(Φ τ ) = n τ . 
We can verify that
τ , (8), and Lemma 4.1 holds.
MMSE State Estimate
In general, the posterior distribution of ε k fails to maintain Gaussianity without analog-amplitude observations. The defect is especially common for quantized Kalman filtering and Gaussian filters, where it is tackled by Gaussian approximation [12, 16, 17] . By contrast, the following lemma shows that, using θ ef in (6), the distribution of ε k conditioned on I k−1 , γ k = 0 is Gaussian. The proof, similar to that of Lemma 3.5 in [10] , is omitted.
where Σ τ is given by the following recursion:
with Ψ 0 = 0. It is also true that, given γ k = 0 and
Proposition 4.5 Under θ ef defined in (6), given I k−1 , the packet drop rate at time k is given by
We denote the packet arrival rate as p τ 1 − Pr(γ k = 0|I k−1 ), where the subscript τ is to emphasize that it depends on Σ τ and Ψ τ . To ensure that the averaged transmission power with respect to different values taken by the measurement in θ does not exceedω, i.e., E[ω k |I k−1 ] ≤ω, we require the following result. Lemma 4.6 Under θ ef (6), given I k−1 , the relation between E[ω k |I k−1 ] and Ψ τ , and ω is given by
Proof: From Lemma 4.4, we know that
Under θ ef , we have:
With θ ef defined in (6), the remote estimator computes x k and P k according to the following two theorems.
Theorem 4.7
Under θ ef (6), the remote estimator com-
Proof: When γ k = 1, the result is straightforward sincê x s k is the MMSE estimate of x k given y 1:k . Now consider γ k = 0. The tower rule gives (6) , P k at the remote estimator is updated as
Proof: When γ k = 1 the result is straightforward. We only prove the case when γ k = 0.
where the third equality is due to Lemma 3.1 and the last one is from Lemma 4.4.
Remark 4.9 Under a baseline power controller with a constant power controlω, the remote estimator's estimate still obeys the recursion (12); however, the estimation error covariance is updated differently: P k = P when γ k = 1, and P k = h(P k−1 ) = Σ τ when γ k = 0). Note that although the obtained estimates under the two power controllers are the same, their different estimation error covariance matrices suggest different confident levels with which the remote estimator trusts the obtained estimate: with the data-driven power controller, it is more convinced that the obtained estimate is close to the real state while less convinced with a non-data-driven power controller.
Selection of Design Parameters
The performances of θ ef for different Ψ τ 's are difficult to compare in general. However, for Σ τ and Ψ τ , there must exist a real number τ ∈ (0, 1] such that Ψ τ τ Σ τ and Ψ τ Σ τ , ∀ < τ . Observe that
In light of (10), we further have Ψ τ τ Σ τ = τ (AΨ τ −1 A + Σ 1 ) . According to Proposition 4.5, it can be seen given τ (k) = τ that E[P k |τ (k) = τ ] has an upper bound:
, we minimize its upper bound which is equivalent to minimize (1 − p τ ) τ . Iterating over time, one eventually needs to minimize (1 − p τ ) τ for any τ (k) ∈ N + at any k ∈ N + . To this end, we propose to assign parameters of θ ef in (6) as the solution to the following optimization problem:
The constraint is imposed by (11) . To solve Problem 4.10, we first note that Tr(Σ τ Ψ −1
τ ) = Tr(Φ τ ). However, for any matrix X, Y ∈ R n×n , det(XY ) = det(X)det(Y ) does not hold in general since det(X) means X's pseudo-determinant (in case X is singular). Fortunately, this property still holds for Σ τ and Ψ −1 τ . The proof is given in the Appendix.
Lemma 4.11 Suppose Σ τ and Ψ τ satisfy Σ τ Ψ τ 0 and Ψ
We simply write λ i (Φ τ ) as λ i (τ ), and denote the nonzero eigenvalues of Φ τ by Λ τ
[ λ 1 (τ ), . . . , λ nτ (τ ) ]. Then Problem 4.10 can be recast as
s.t.
Lemma 4.13 Let Λ * τ be the optimal solution to Problem 4.12. Then Λ * τ satisfies
Proof: Suppose that Λ is the optimal solution to Problem 4.12 but does not satisfy (15) . We will show that there must exist another vector, which is different from Λ and has a smaller cost function (14) . Let (14), which contradicts with the assumption and completes the proof.
The following lemma is a result of Lemma 4.13. Its proof is presented in the Appendix. 
Otherwise, ifω ≤ N0W α , the optimizer is ω = 0 and
Denote by θ * ef the transmission power associated with the solution to Problem 4.12. Then we have the following theorem. It can be readily verified from Lemma 4.14.
where
Remark 4.16 A non-data-driven baseline power controller with a constant power levelω is feasible to Problem 4.10. Since θ * ef is the optimal solution, it has not worse state estimation performance compared with the alternative non-data-driven power controller. Numerical examples in Section 5 demonstrate performance improvements using θ * ef compared with the non-data-driven power controller.
The following proposition shows that the rank of Σ τ can be calculated offline. The proof is given in the Appendix. Proposition 4.17 Consider the θ * ef given in Theorem 4.15, for any τ ∈ N + , n τ can be calculated as: n τ = rank(h τ (P ) − P ). In particular, when τ ≥ n, the dimension of x, n τ becomes a constant which is given by: n τ = rank(h n (P ) − P ), ∀ τ ≥ n.
Extension
In many cases, the base-line power controller changes over time with respect to different settings. For example, in [4] , block fading channels were taken into account. To deal with a time-varying channel power gain h k 4 , a predictive power control algorithm was established, which determines the transmission power level, bit rates and codebooks used by the sensors. The algorithm in [4] requires that the receiver (i.e, the remote estimator) runs a channel gain predictor, see e.g., [18] . A key observation is that the data-driven controller proposed in the present work can be readily adapted to situations where the baseline controller provides time-varying power levelsw k . 5 In fact, by solving Problem 4.12 for a timevarying power baselineω k , we obtain the optimal solution θ * ef as follows: Ifω k > N0W α , then θ * ef is given by 
Comparison with Different Energy Constraints
We compare our proposed schedule θ * ef (denoted as θ 1 ) with a constant baseline power controller within the en-tire time horizon (denoted as θ 2 : {ω k =ω}). Define
as the empirical approximation (via 100000 Monte Carlo simulations) of the average expected state error covariance (denoted as J(θ)). We choose J 30 (θ) as an approximation of J(θ). Fig. 2 shows that θ * ef leads to a better system performance when compared to θ 2 under the same energy constraint.
Comparison under Fading Channels
In practice, wireless communication channels typically comprise fading often assumed to be Rayleigh [19] , i.e., the channel power gain h k is exponentially distributed with pdf(
), where h k 0 and h is the mean of h k . Truncated channel inversion transmit power controllers have been studied in several works [5, 7, 20] , where the transmission power is the inversion of h k , with a truncated boundary. In this subsection, we use the baseline power determined by truncated channel gain inversion Denote the truncated channel inversion transmission power controller as θ 3 :
where v and h are design parameters. Consider the case of h = 1 and set h = 5. Based on the results in [5] , we can choose v to meet the energy constraint. Fig. 3 suggests that θ * ef leads to better system performance when compared with θ 3 . Fig. 4 shows the comparison given a specific realization of channel power gains. 
Conclusion
We proposed a data-driven transmission power controller for remote state estimation, which adjusts the sensor's transmission power according to its real-time measurements. Then we proved that the proposed power controller preserves Gaussianity of the incremental innovation and provided a closed-form expression of the expected state estimation error covariance. a tuning method for parameter design was presented to guarantee that the data-driven power controller not worse performance than the alternative non-data-driven ones. Comparisons were conducted to illustrate estimation performance improvement.
Appendix
Proof of Lemma 4.2: To verify the clain, it suffices to show that rank(Φ τ ) ≥ n τ . Suppose that rank(Φ τ ) = r < n τ . Since Φ τ 0, there must exist exactly n − r mutually orthogonal vectors e 1 , . . . , e n−r such that e i Φ τ e i = 0, for i = 1, . . . , n − r. Denote the unit vector with only the (n τ + j)th entry being 1 by i j , that is, i j = [ 0, . . . , 0, 1 nτ +j , 0, . . . , 0 ] . Since i j Φ τ i j = 0, j = 1, . . . , n−n τ , without loss of generality, let e j = i j . As we assume that e n−r is orthogonal to e j , j = 1, . . . , n − n τ , it is true that D 1/2 τ e n−r = 0. Since U τ is nonsingular and Ker(U τ ) = {0}, we have e Σ 1/2 τ e n−r = 0. We then observe that e Ψ = det ∆ τ Θ τ −1 , which completes the proof.
Proof of Lemma 4.14: According to Lemma 4.13, we set λ 1 (τ ) = · · · = λ nτ (τ ) = λ τ . Logarithm does not change the monotonicity of (14) . Problem 4.12 is consequently transformed to min λτ ,ω
s.t. n τ N 0 W 2α (λ τ − 1) + ω =ω, ω ≥ 0.
Substituting ω = − (19) and taking derivative, it yields that the minimum of (19) is attained at λ τ = 1 + 2 nτ . Meanwhile ω needs to be nonnegative, so the optimal solution to Problem 4.10 is (16) ifω >
