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DISCREPANCY MINIMIZATION VIA A SELF-BALANCING WALK
RYAN ALWEISS, YANG P. LIU, AND MEHTAAB SAWHNEY
Abstract. We study discrepancy minimization for vectors in Rn under various settings. The main
result is the analysis of a new simple random process in multiple dimensions through a comparison
argument. As corollaries, we obtain bounds which are tight up to logarithmic factors for several
problems in online vector balancing posed by Bansal, Jiang, Singla, and Sinha (STOC 2020), as
well as linear time algorithms for logarithmic bounds for the Komlós conjecture.
1. Introduction
We start with discussing the vector balancing problem – given vectors v1, v2, · · · , vt ∈ Rn, pick
signs ε1, ε2, · · · , εt ∈ {−1, 1} so that the discrepancy ‖
∑t
i=1 εivi‖∞ is as small as possible. This
problem encompasses many known problems in discrepancy theory, including the Komlós con-
jecture and minimizing set discrepancy. Concretely, the Komlós conjecture asks for the best
bound B(n, t) such that for any matrix A ∈ Rn×t with columns with ℓ2-norm norm at most 1,
there is a signing ε ∈ {−1, 1}t with ‖Aε‖∞ ≤ B(n, t). The Komlós conjecture states that one
may take B(n, t) = O(1). The best known bound is B(n, t) = O(
√
logmin(n, t)) due to Ba-
naszczyk [1, 2]. Similarly, the problem of minimizing set discrepancy considers the case where
v1, v2, · · · , vt ∈ {0, 1}n. Here, Spencer’s famous “six standard deviations suffice” [22] shows that
there exists a signing ε1, ε2, · · · , εt ∈ {−1, 1} so that ‖
∑t
i=1 εivi‖∞ = O(
√
tmax(1, log(t/n))). In
particular, if t = n, then discrepancy 6
√
n is achievable, and this is tight up to the constant 6.
While the original proofs of Banaszczyk and Spencer [1, 2, 22] were nonconstructive, there has
been significant interest in finding algorithmic versions. The first major results in this direction,
which gave polynomial time algorithms for Spencer’s result [22], were achieved by Bansal [3] and
Lovett-Meka [16]. Since then, there have been several other constructive discrepancy minimization
algorithms [4–6,11,13,20], including those matching Banaszczyk’s bound for the Komlós conjecture
[1, 2] due to Bansal, Dadush, Garg [4] and Bansal, Dadush, Garg, Lovett [5]. However, these
algorithms do not currently seem to extend to an online setting.
1.1. Online algorithms. The problem of online discrepancy minimization, proposed by Spencer
[21], is to assign weights εi ∈ {−1, 1} to vectors v1, v2, . . . , vt ∈ [−1, 1]n which arrive one at a time,
while trying to maintain a low ℓ∞ norm of all the partial sums wi =
∑i
j=1 εjvj. Against adaptive
adversaries, the best possible bound is Ω(
√
t) as the adversary may choose the next vector vi+1 to
be orthogonal to wi. Furthermore, a random signing achieves a bound of O(
√
t log n).
However, it was open whether one could get any improvement over the trivial O(
√
t log n) bound in
the oblivious version of this vector balancing problem. Here, an adversary fixes vectors v1, . . . , vt ∈
[−1, 1]n ahead of time, and the player may use randomness. No deterministic algorithm can do
better than Ω(
√
t) as this is essentially equivalent to the case of an adaptive adversary. Our main
result provides a probabilistic algorithm that achieves an ℓ∞ bound of O(maxi∈[t] ‖vi‖2 log(nt/δ))
with probability at least 1 − δ for any δ > 0. For vi in [−1, 1]n, our result, assuming no further
structure on the vi, gives a bound of O(
√
n log(nt/δ)).
The best previous results in this direction instead required that vi were sampled in an iid manner
from a distribution p which is known beforehand. In this direction Bansal and Spencer [9] showed
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an ℓ∞ guarantee of O(
√
n log t) when the vectors vi were sampled uniformly from [−1, 1]n and
Bansal, Jiang, Singla, and Sinha [8] achieved a ℓ∞ guarantee of O(n
2 log(nt)) when the vectors vi
were sampled from a known distribution p supported on [−1, 1]n.
1.2. Algorithm motivation and description. We now motivate and describe the self-balancing
walk which is at the heart of the paper. Let the input vectors be v1, · · · , vt, where ‖vi‖2 ≤ 1 for
all i ∈ [t], and let ε1, · · · , εt ∈ {−1, 1} be chosen later. The algorithm maintains the current partial
sum wi−1 = ε1v1 + · · ·+ εi−1vi−1, and will decide the sign of vi probabilistically depending on wi−1
and vi. First, it is natural that the algorithm should pick εi = −1, 1 with probability 1/2 each if
wi−1 and vi are orthogonal vectors. Additionally, the more correlated vi and wi−1 are, the higher
probability that the algorithm picks εi = −1.
A natural choice is for the algorithm to pick εi = 1 with probability
1
2 − 〈wi−1,vi〉2c , where c =
30 log(nt/δ) is a constant upper bound on |〈wi−1, vi〉| with high probability. This way, if wi−1 and
vi are orthogonal, the algorithm picks εi = −1, 1 equiprobably. Additionally, the bias is stronger
further from the origin, and it is stronger if one of the signings reduces the norm by a larger amount.
The fact that the probability 12 − 〈wi−1,vi〉2c is linear in wi−1 is important for our analysis, hence why
we must choose this parameter c in the algorithm.
Algorithm 1: Balance(v1, · · · , vt, δ) – takes a sequence of input vectors v1, · · · , vt and assigns
them ±1 signs online to maintain low discrepancy with probability 1− δ.
1 w0 ← 0.
2 c← 30 log(nt/δ).
3 for 1 ≤ i ≤ t do
4 if |〈wi−1, vi〉| > c or ‖wi−1‖∞ > c then
5 Fail. ⊲ Algorithm terminates with failure.
6 pi ← 12 − 〈wi−1,vi〉2c .
7 εi ← 1 with probability pi, and εi ← −1 with probability 1− pi.
8 wi ← wi−1 + εivi.
Our main result is that Algorithm 1 maintains low discrepancy with high probability.
Theorem 1.1. For any vectors v1, v2, · · · , vt ∈ Rn with ‖vi‖2 ≤ 1 for all i ∈ [t], algorithm
Balance(v1, · · · , vt, δ) maintains ‖wi‖∞ = O (log(nt/δ)) for all i ∈ [t] with probability 1− δ.
We also note that this theorem is sharp up to logarithmic factors in n and t due to a lower bound
of Ω(
√
log t/ log log t) given in [8]. It seems possible to the authors that a variant of Algorithm 1
can maintain an ℓ∞ bound of O(
√
log nt) instead of O(log nt). This is an interesting open problem.
1.3. Consequences of Theorem 1.1. Algorithm 1 works against oblivious adversaries. There-
fore, Theorem 1.1 implies tight bounds up to logarithmic factors in n and t for all of Questions 1-5
in [8]. We state Questions 4 and 5, which are about oblivious adversaries, as these generalize the
stochastic and prophet models discussed in the other questions raised in [8].
• [8, §8, Question 4] Is there an online algorithm which maintains discrepancy poly(n, log t)
on any sequence of vectors in [−1, 1]n chosen by an oblivious adversary?
• [8, §8, Question 5] Is there an online algorithm which maintains discrepancy poly(s, log n,
log t) on any sequence of s-sparse vectors in [−1, 1]n chosen by an oblivious adversary?
In fact, Theorem 1.1 directly implies a nearly tight bound of O(
√
n log(nt)) for Question 4, and
O(
√
s log(nt)) for Question 5.
2
We also get improved bounds to the online geometric discrepancy problems of online interval
discrepancy and online Tusnády’s problem by using a simplified version of the reduction to vector
balancing given in [8]. This is discussed in Section 3.
Finally we also obtain linear time algorithms for logarithmic bounds for the Komlós conjecture.
In what follows, nnz(A) denotes the number of nonzero entries in the matrix A.
Theorem 1.2. Given a matrix A ∈ Rn×t with columns with ℓ2-norm at most 1, we can find with
high probability in O(nnz(A)) time a vector x ∈ {−1, 1}t such that ‖Ax‖∞ = O(
√
log t · log n).
This requires a minor modification of Algorithm 1 which we sketch at the end of Section 2.
Previous constructive discrepancy minimization algorithms [3–5, 13, 16] involved expensive lin-
ear algebra or solving linear or semidefinite programs, although [4, 5] achieve stronger bounds of
‖Ax‖∞ = O(
√
log t), O(
√
log n) respectively. This result therefore can be seen as a stepping stone
towards giving input-sparsity time algorithms for discrepancy problems, a direction mentioned by
Dadush [10].
1.4. Previous approaches for algorithmic discrepancy minimization. Here we describe pre-
vious approaches to algorithm discrepancy minimization and the difficulties in extending previous
methods to the online setting against oblivious adversaries. Previous approaches [3–5,13,16] either
solve linear or semidefinite programs or perform random walks on the sign vector (ε1, · · · , εt), all
which require knowing all input vectors v1, · · · , vt at the beginning.
The results of [9] and [8] work for the restricted online setting where all vectors come from a fixed
distribution p and work by choosing the sign εi = −1, 1 to minimize a potential function of the
current point such as Φ(w) =
∑n
i=1 cosh(λwi). This approach has significant difficulties working
in the setting of oblivious adversaries as algorithms minimizing potentials are deterministic, and a
lower bound of Ω(t1/2) holds against any deterministic algorithm against oblivious adversaries.
1.5. Overview of analysis of Algorithm 1. A natural approach to analyzing Algorithm 1 would
be to show that some potential function or exponential moment is increasing slowly in expectation,
as is done with several analyses of (sub)martingales. However, this mode of analysis encounters
significant difficulties due to the fact that the partial sum wi−1 and vi might be orthogonal. This
prevents us from arguing that some potential function is pointwise a (sub)martingale.
We instead maintain a distributional guarantee that the distribution of wi over executions of
Algorithm 1 is less “spread" out than an associated normal distribution. This allows us to transfer
the tail bounds on normal distributions to the distribution of wi.
1.6. Preliminaries and conventions. For a vector v, we let v(i) denote the i-th coordinate of
v. For positive semidefinite matrices A,B we write A  B if B − A is positive semidefinite. For
a positive semidefinite matrix M ∈ Rm×m we define N (0,M) as the normal distribution with
covariance M , i.e. Ex∼N (0,M)[xixj] = Mij . For a subset S ⊆ Rk, we write 1S for the indicator
function of the set S.
1.7. Concurrent and Independent Work. In independent and concurrent work, Bansal, Jiang,
Meka, Singla, and Sinha [7] (building on the techniques of [8]) achieve similar guarantees to the
present work (with worse poly-log factors) for the online Komlós problem restricted to the setting
where vectors are sampled randomly from a fixed distribution p inside the unit sphere. They
in fact prove a more general result and show that one can balance vectors chosen from a known
distribution p inside the unit sphere against an arbitrary norm induced by a convex body K with
Gaussian measure at least 1/2, a setting that is not considered in our paper. However [7] uses
potential based techniques as in [8] and thus their results due not extend to minimizing discrepancy
in the (more general) oblivious adversary model which is the primary focus of this paper.
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2. Analysis
2.1. Properties of Spreading. We now define the key notion for the analysis – the notion of one
random variable being a spread of another.
Definition 2.1. We say that random variables Y on Rn is a spread of random variable X on Rn if
there exists a coupling of X and Y such that E[Y |X] = X.
The univariate notion of the definition above appears in mathematical economics literature under
the name “mean-preserving spread” [19] and is closely related to “second-order stochastic dominace”
[14, 15, 19]. As defined, the name spread may seem unintuitive, but consider the coupling between
X and Y such that E[Y |X] = X. Then the random variable Y − X conditional on X has mean
0. Thus, if Y is a spread of X, one can obtain Y by first sampling X, and then adding a mean 0
random variable Z whose distribution may depend on the specific value of X sampled. Furthermore,
since whether Y is a spread of the random variable X only depends on the respective distributions
of Y and X, we will often refer to distributions as spreads of one another. Equivalently, X and
Y can be coupled so that X,Y form a two-step martingale; the former perspective, however, is far
more useful here.
Lemma 2.2. Let distribution Y be a spread of X. For any convex function Φ : Rn → R, we have
that Ex∼XΦ(x) ≤ Ey∼YΦ(y).
Proof. Couple X and Y in the manner which demonstrates that Y is a spread of X. Then
Ey∼Y Φ(y) = E[Φ(Y )|X] ≥ EΦ(E[Y |X]) = EΦ(X)
where we have used Jensen’s inequality and that E[Y |X] = X. 
Spreading is transitive and preserved by linear transformations.
Lemma 2.3 (Spreading is transitive). If Z is a spread of Y and Y is a spread of X, then Z is a
spread of X.
Lemma 2.4 (Linear transformations maintain spreading). If Y is a spread of X, then for any
linear transformation M on Rn we have that MY is a spread of MX.
The following is a slightly more abstract property of spreading that we need for Theorem 1.1.
Lemma 2.5. Consider random variables X, Y , W , and Z. Suppose that W is a spread of X and
Z is a fixed random variable such that Z is a spread of the conditional distribution of Y −X given
X = x for any value x. Then W +Z, where W and Z are sampled independently, is a spread of Y .
Remark. It is implicit in the above definition that X and Y live on the same probability space.
Proof. The proof produces the desired coupling between Y and W + Z as follows.
• Sample W and X using the coupling between W and X which demonstrates that W is a
spread of X.
• Then sample Y from the conditional distribution of Y given X so that W and Y are
conditionally independent given X.
• Finally sample Z from the coupling of Y − X and Z (given the value of X = x) so that
(Y,Z) and W are conditionally independent given X.
We claim that the marginal distribution of W + Z is as if W and Z were sampled independently.
This follows by noting that W and Z are conditionally independent given X in this coupling and
that the distribution of Z conditional on X is independent of the value of X by hypothesis. Finally
we prove that W + Z is a spread of Y . Note that we have
E[W + Z|X,Y ] = E[W |X,Y ] + E[Z|X,Y ] = E[W |X] + E[Z|X,Y −X] = X + (Y −X) = Y
where each equality follows by construction. Therefore, E[W + Z|Y ] = Y. The result follows. 
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Finally, any bounded variable with mean 0 can be spread by the appropriate normal distribution.
Lemma 2.6 (Spreading real variables by Gaussians). Let X be a real-valued random variable with
E[X] = 0 and |X| ≤ C. Then G = N (0, πC2/2) is a spread of X.
Proof. We first prove that the Bernoulli distribution with equal weight on ±C is a spread of any
such variable X. To see this, define Y conditional on X to be C with probability (X + C)/(2C)
and −C with probability (−X + C)/(2C). Then Y is clearly supported on only ±C and
E[Y |X] = C(X + C)
2C
+
−C(−X + C)
2C
= X,
so the Bernoulli distribution with equal weight on ±C is a spread of X. To see that G is a spread
of the Bernoulli distribution with equal weight on ±C, let Z be distributed as |G| if X = C and
−|G| otherwise. The result follows by noting that
E[|G|] =
√
π
2
CEZ∼N (0,1)[|Z|] = C
and Z is distributed as G. 
2.2. Proof of Theorem 1.1. We now formalize the notion of the distribution at time i induced
by Algorithm 1. For i ∈ [t], this is defined to be the distribution of wi, except with all mass where
the algorithm failed (line 5) moved to 0.
Definition 2.7 (Distribution induced by Balance). We define the distribution induced by
Balance(v1, . . . , vt, δ) recursively.
• At i = 0 we have all mass of the distribution at 0.
• Move all mass with |〈wi, vi+1〉| > c or ‖wi‖∞ > c to 0 – this mass will stay at 0 for the
remainder of the process. We refer to such wi as being corrupted.
• For the remaining mass i ∈ [t], evolve the distribution according to lines 7, 8.
Di(Balance(v1, . . . , vt, δ)) will denote the distribution of the vector wi after i time steps of the
above procedure.
One key observation is that at each stage we have that Di(Balance(v1, . . . , vt, δ)) is symmet-
ric about the origin. We will ultimately compare Di(Balance(v1, . . . , vt, δ)) to N (0,Mi) for an
appropriate set of covariance matrices Mi.
Definition 2.8. Fix L = 2π and c ≥ 1. Define M0 = 0. For i ≥ 1 define Mi inductively as
Mi = (I − c−1vivTi )Mi−1(I − c−1vivTi ) + LvivTi .
We now note that these covariance matrices are pointwise upper bounded independent of time.
Lemma 2.9. Let M  0, c ≥ 1, L ≥ 0. If M  LcI then for any vector v ∈ Rn with ‖v‖2 ≤ 1
M ′ = (I − c−1vvT )M(I − c−1vvT ) + LvvT
satisfies 0 M ′  LcI.
Proof. It is direct that 0 M ′. Note that
M ′  (I − c−1vvT )LcI(I − c−1vvT ) + LvvT
= LcI − L(2− c−1‖v‖22)vvT + LvvT  LcI
as 2− c−1‖v‖22 ≥ 2− c−1 ≥ 1. 
Applying Lemma 2.9 inductively gives us the following immediate corollary.
Corollary 2.10. For all i ∈ [t] we have that 0 Mi  LcI.
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The following lemma is the key step in our analysis, where we show that the distribution
Di(Balance(v1, · · · , vt)) is spread by normal distributions with covariance matrices defined in
Definition 2.8.
Lemma 2.11. N (0,Mi) is a spread of Di(Balance(v1, . . . , vt, δ)) for all times i ∈ [t].
Proof. For simplicity, we write Di := Di(Balance(v1, . . . , vt, δ)) throughout the proof. We can
compute that if the algorithm does not fail (line 5) then
E[wi|wi−1] = wi−1 + (2pi − 1)vi = wi−1 − c−1vivTi wi−1 = (I − c−1vivTi )wi−1.
Define w′i−1 to be wi−1 except when wi−1 became corrupted – in this case set w
′
i−1 to 0. Let D′i−1 be
the distribution of w′i−1. As Di−1 is symmetric, Di−1 is a spread of D′i−1. Define random variables
R(wi−1, vi) =


0 if wi−1 is corrupted,
1 + c−1〈wi−1, vi〉 with probability pi if wi−1 is not corrupted,
−1 + c−1〈wi−1, vi〉 with probability 1− pi if wi−1 is not corrupted,
where pi is defined in line 6. By definition, wi is distributed as
(I − c−1vivTi )w′i−1 +R(w′i−1, vi)vi.
By induction and Lemma 2.4 we have that
N (0, (I − c−1vivTi )Mi−1(I − c−1vivTi ))
is a spread of (I − c−1vivTi )Di−1, which is a spread of (I − c−1vivTi )D′i−1 by Lemma 2.3.
Note that by definition, R(wi−1, vi) is mean 0 and supported on [−2, 2] as |〈wi−1, vi〉| ≤ c if wi−1
is not corrupted. By Lemma 2.6, we have that N (0, 2π) is a spread of R(w′i−1, vi) for each w′i−1.
Thus by Lemma 2.5, we have that
N (0, (I − c−1vivTi )Mi−1(I − c−1vivTi )) +N (0, 2πvivTi )
= N (0, (I − c−1vivTi )Mi−1(I − c−1vivTi ) + 2πvivTi ) = N (0,Mi)
is a spread of Di, as desired. 
We can get tail bounds on Mi because they are always bounded (Corollary 2.10).
Lemma 2.12. For any vector u ∈ Rn with ‖u‖2 ≤ 1 we have that
Ex∼N (0,Mi)
[
e〈x,u〉
2/(4Lc)
] ≤ √2.
Proof. Note that 〈x, u〉 is distributed as N (0, uTMiu) and uTMiu ≤ Lc by Corollary 2.10. This
implies that N (0, Lc) is a spread of N (0, uTMiu). The result then follows by noting that
Ex∼N (0,uTMiu)
[
ex
2/(4Lc)] ≤ Ex∼N (0,Lc)
[
ex
2/(4Lc)] =
√
2,
where we have used Lemma 2.2 on the convex function ex
2/(4LC). 
We are now ready to complete the proof of Theorem 1.1 by combining the fact that Di is spread
by N (0,Mi) with the tail bounds in Lemma 2.12.
Proof of Theorem 1.1. It suffices to bound the total amount of additional corrupted mass in Di
compared to Di−1. To bound this note for any vector u ∈ Rn with ‖u‖2 ≤ 1 that
Prw∼Di [|〈w, u〉| > c] ≤ e−c
2/(4Lc)
Ew∼Di
[
e〈w,u〉
2/(4Lc)
]
(2.1)
≤ e−c/4LEw∼N (0,Mi)
[
e〈w,u〉
2/(4Lc)
]
≤
√
2e−c/4L ≤ (2nt)−1δ (2.2)
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by the choice of c. Here, we have used that N (0,Mi) is a spread of Di through Lemma 2.11,
Lemma 2.2 on the convex function e〈x,u〉
2/(4LC), and Lemma 2.12. Now, at step i ∈ [t] union bound
over the choices u = vi, e1, e2, . . . , en where ej denotes the unit basis vector for coordinate j. 
Proof of Theorem 1.2. Modify Algorithm 1 to use c = 30 log(t/δ) for δ = 1poly(t) and note that we
no longer need to maintain that ‖wi‖∞ ≤ c at every step and instead only at the end. As in (2.1)
and (2.2) we have that
Pr
wi−1∼Di−1
[|wi−1, vi| > c] ≤
√
2e−c/4L ≤ δ/t.
Therefore, a union bound over i ∈ [t] shows that the algorithm does not fail for steps i ∈ [t] with
probability 1− δ. Again, as in (2.1) and (2.2) for any basis vector ej we have that
Pr
wt∼Dt
[|wt, ej | >
√
8cL log n] ≤
√
2e−8cL logn/4cL ≤ 2
n2
.
Now union bounding over all j ∈ [n] using that √8cL log n = O(√log t · log n) gives the bound. 
3. Applications
We can obtain improved bounds for several geometric discrepancy problems given in [8]. Addi-
tionally, given Theorem 1.1 our algorithms are simpler, and do not require the Haar basis / wavelets
used in [8].
3.1. Interval discrepancy. The d-dimensional interval discrepancy problem is to assign weights
εi ∈ {−1, 1} to vectors x1, · · · , xt ∈ [0, 1]d to minimize the discrepancy
disciI(k) := |ε11I(x1(k)) + ε21I(x2(k)) + · · ·+ εi1I(xi(k))|
over all intervals I ⊆ [0, 1] and i ∈ [t], k ∈ [d].
Applying Theorem 1.1 gives bounds for the d-dimensional interval discrepancy problem matching
the known lower bounds up to poly(log dt) factors shown in [8] Theorem 1.2. Additionally, our result
works when x is sampled from an arbitrary known distribution on [0, 1]d, instead of only in the case
where the distribution is uniform.
Theorem 3.1. There is an online algorithm which for vectors x1, x2, . . . , xt chosen from a known
distribution p on [0, 1]d maintains discti(k) = O(
√
d log5/2(dt/δ)) for all intervals I ⊆ [0, 1] and
i ∈ [t], k ∈ [d] with probability 1− δ.
Sketch. For simplicity we consider the case when the distribution p is absolutely continuous with
respect to the Lebesgue measure; this assumption can be removed with some care. Define the
quantiles
qjk := inf{y : Prx∼p[x(k) ≤ y] ≥ j/(dt)}
for k ∈ [d], 1 ≤ j ≤ dt. Let 0 = r0 ≤ r1 ≤ · · · ≤ rd2t = 1 be a sorting of all the quantiles qjk for
k ∈ [d], 1 ≤ j ≤ dt. By increasing d, t by constants we can assume that d2t = 2K for some integer
K. Now, consider the set of intervals
J := {[ra·2b , r(a+1)·2b ] : 0 ≤ a < 2K−b, 0 ≤ b ≤ K}.
Now, every interval can be written as a union of O(log dt) intervals in J , plus small error terms on
the ends. Additionally, each point x ∈ [0, 1] is in O(log dt) such intervals. Applying Theorem 1.1
thus gives a bound of
O(
√
d log dt log dt/δ) · log dt = O
(√
d log5/2(dt/δ)
)
as desired, where the factor of d comes from the fact that there are d intervals. The error terms can
be controlled easily with a Chernoff bound. 
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3.2. Online Tusnády’s problem. Tusnády’s problem is the following – given points
x1, · · · , xt ∈ Rd to minimize the maximum discrepancy over boxes B ⊆ Rn :
disc(B) := |ε11B(x1) + ε21B(x2) + · · · + εt1B(xt)| .
The best known upper bound is Od(log
d−1/2 t) [18] and the best known lower bound is Ωd(log
d−1 t)
[17]. One can ask an analogous online version, which is to minimize the maximum over boxes B
and k ∈ [t] of
disci(B) := |ε11B(x1) + ε21B(x2) + · · ·+ εi1B(xi)| .
We can apply Theorem 1.1 to the online Tusnády problem in the case where the vectors x1, . . . , xt
are sampled from a known distribution p on [0, 1]n. Our bounds are more general and improve over
the Od(log
2d+1 t) bounds of [8, 12], which only worked in the case of product distributions.
Theorem 3.2. There is an online algorithm which for vectors x1, x2, . . . , xt chosen from a known
distribution p on [0, 1]d maintains disci(B) = Od(log
3d/2+1(dt/δ)) for all boxes B ⊆ [0, 1]d and
i ∈ [t] with probability 1− δ.
Sketch. As before, for simplicity, we only consider the case where p is absolutely continuous with
respect to the Lebesgue measure. Compute the quantiles as done in the proof of Theorem 3.1.
Now, build the dyadic decomposition as in Theorem 3.1 one dimension at a time recursively to
build dyadic boxes. One can check that each box can be written as the union of Od(log
d(dt)) such
dyadic boxes, and each point x ∈ [0, 1]d is in Od(logd(dt)) dyadic boxes. Thus, applying Theorem 1.1
gives a bound of
Od
(√
logd(dt) · log(dt/δ)
)
· Od(logd(dt)) = Od
(
log3d/2+1(dt/δ)
)
as desired. The rounding error can be handled with a Chernoff bound. 
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