Objective: Develop an approach, One-class-at-a-time, for triaging psychiatric patients using machine learning on textual patient records. Our approach aims to automate the triaging process and reduce expert effort while providing high classification reliability. Materials and Methods: The One-class-at-a-time approach is a multistage cascading classification technique that achieves higher triage classification accuracy compared to traditional multiclass classifiers through 1) classifying one class at a time (or stage), and 2) identification and application of the highest accuracy classifier at each stage. The approach was evaluated using a unique dataset of 433 psychiatric patient records with a triage class label provided by "I2B2 challenge," a recent competition in the medical informatics community. Results: The One-class-at-a-time cascading classifier outperformed state-of-the-art classification techniques with overall classification accuracy of 77% among 4 classes, exceeding accuracies of existing multiclass classifiers. The approach also enabled highly accurate classification of individual classes-the severe and mild with 85% accuracy, moderate with 64% accuracy, and absent with 60% accuracy. Discussion: The triaging of psychiatric cases is a challenging problem due to the lack of clear guidelines and protocols. Our work presents a machine learning approach using psychiatric records for triaging patients based on their severity condition. Conclusion: The One-class-at-a-time cascading classifier can be used as a decision aid to reduce triaging effort of physicians and nurses, while providing a unique opportunity to involve experts at each stage to reduce false positive and further improve the system's accuracy.
BACKGROUND AND SIGNIFICANCE
Triaging, a process of classifying patients based on the severity of their condition, is an important part of patient treatment workflow. Medical personnel including physicians, nurses, and paramedics must frequently make triaging decisions. In high-risk and costly settings, patient triaging is commonly used to prioritize patients and optimize the utilization of limited healthcare resources and staff. 1 The triaging staffs evaluate incoming patients before routing them to the most appropriate treatment pathway.
There are 2 key challenges in triaging incoming patients: undertriage and over-triage. Under-triage represents misclassification of a patient with a severe medical condition to a non-severe category. Healthcare experts agree on the importance of keeping under-triage as low as possible-to about less than 5%. 2 Over-triage, on the other hand, represents misclassification of a patient with a nonsevere medical condition to a severe category. While over-triage is still a concern among healthcare experts, with an acceptable range of 25% to 30%, 2 it is less likely to impact patient health outcomes. 3 Because of the nature of psychiatric assessment and variability in triage standards across providers, prioritizing care for patients with mental illness through an efficient triage mechanism is a complex task. Patients' psychiatric assessments are based on both the level of danger posed to themselves and others, as well as the extent of impairment in social functioning. Triaging of medical emergencies, on the other hand, solely focuses on identification of patients with lifethreatening physiological conditions or diseases. In some patient cases, medical and psychiatric illnesses may coexist, and one may be the cause or contributing factor of the other.
The preliminary psychiatric screening information on the patient is organized as an initial psychiatric evaluation (IPE) record by the attending nurse or psychiatrist. The IPE records include a variety of psychiatric assessments on different dimensions such as lifestyle, social behavior, addictions, and relationships of the patient. These records also include healthcare providers' or clinicians' interpretations of the patient's condition derived from clinical observations and conversations with the patient, which also include information such as financial stress or frequent alcohol intake.
While the reliability of triage decisions based on information in the IPE records has generally improved by the introduction of standardized scales, a recent study found that there is insufficient scientific evidence on the inter-rater reliability among these scales. 4 Moreover, the experience and confidence of triaging physicians in evaluating initial psychiatric interview information contribute to the variation in assessment of mental health severity. 5 The digitalization of patient records has provided new avenues for improving the accuracy and efficiency of the initial patient categorization procedures. Some recent studies have found that automating the patient triaging procedure through machine learning algorithms using the information extracted from electronic medical records (EMRs) can be effective in improving predictability of medical interventions. 6 However, unlike standardized EMRs, the psychiatric evaluation records are highly unstructured containing textual elaboration of patients' experiences and psychiatrists' interpretation of the patient's response. The unavailability of IPE records due to privacy concerns implies that very few studies in the past have investigated challenges in extracting information from psychiatry records for addressing patient triaging challenges. To address this knowledge gap, our paper focuses on a patient-diagnosis scenario in which IPE records are classified into severity categories that will determine how those psychiatric cases will be handled.
Building classification models from IPE records is complex because of 1) the difficulty of the underlying information extraction and feature selection tasks, and 2) the cost of severity misclassification in terms of health outcomes, which in certain cases, may exceed the benefits from automation. These complexities lead us to build a hybrid system that is capable of addressing the challenges of information extraction from psychiatric records, over-triage, and undertriage, but is flexible enough to include domain experts in critical scenarios. For example, an expert may review the outcome of our proposed model at each stage and may reject the outcome if he or she believes the patient has been misclassified. In this case, the record will be considered for triage in subsequent stages or severity levels.
Classification models that mirror the triaging mechanism fit well within this framework. Examples of this in the machine learning literature are cascading classifiers, 7-9 a special type of ensemble method in which sequential or multi-stage classifiers are used. The output of a prior classification model informs the next classifier applied in sequence. A popular technique is AdaBoost 7,10 , which sequentially builds classifiers based on instance weighting adjustments to increase the likelihood that the next classifier will minimize error made by the previous classifiers. However, this is a method that goes after "one classifier at a time" as opposed to one "class" at a time, as each application of the classifier still predicts all classes. Motivated by the need to support triaging scenarios, in this work, we explore cascading classifiers that target "one class at a time" in multi-class classification problems. 8 Specifically, we work with 4 severity categories, namely severe, moderate, mild, and absent. The classifier in each stage is a binary classifier built to distinguish between the target class and the rest of the classes. In this domain, because of the urgency treatment required for a severe patient, focusing on accurately classifying severe cases (or a particular class) may typically be more important than overall classifier accuracy. Cascading classifiers are a natural fit for these circumstances, as each classifier in the sequence can predict a specific class in importance or severity. If the goal of classification is primarily overall cost minimization, a wide range of cost-sensitive modeling approaches is available. 11 However, if we also consider the need to support an existing triaging process, cascading classifiers that focus on one class at a time provide a natural framework. In this paper, we propose and develop a novel One-class-at-a-time cascading classifier with overall classification accuracy of 77%.
MATERIALS AND METHODS

Data
A set of 433 fully de-identified IPE records describing patients' mental state as recorded by psychiatrists was sourced from Partners Healthcare and the Neuropsychiatric Genome-Scale and Research Domain Criteria (RDoC) Individualized Domains (N-GRID) project of Harvard Medical School. 12 There are many dimensions of human behavior that can be extracted from these records, but we focused on the specific domain of "positive valence" as specified by the I2B2 challenge. Positive valence is one of the 5 dimensions of the RDoC framework. It is defined as "events, objects, or situations that signal mental disorders but are attractive to the patients, to the point that they actively engage in them" and includes behavioral issues such as alcohol and drug abuse, gambling, repetitive and/or compulsive behavior, craving, and counting. 12 This focus on positive valence is due to its relationship to harmful outcomes and direct relation to a higher need for care. While positive valence symptoms do tend to aggregate within some diagnoses such as substance use, this relates to the more prominent role of these conditions in the safe triage of patients and explains their selection for this study. These records, representing our "gold standard", were annotated by 3 expert psychiatrics from Massachusetts General Hospital (MGH) and the Harvard Medical School, with several years of experience and were first shared with the research community through the 2016 CEGS N-GRID challenge. In the dataset, 325 records were annotated by 2 annotators, while a third annotator was asked for a majority opinion for 108 records. The ratings ranged from absent, mild, moderate, and severe in reference to having positive valence symptoms that required hospitalization or emergency room visit or otherwise implicated a potentially major safety concern. Four labels were used for annotations: absent-describing patients with no positive valence symptoms, mild-have some symptoms but not the focus of treatment, moderate-having symptoms that are a focus of treatment but do not require hospitalization, and severe-having symptoms that require hospitalization, ED visit, or otherwise having a major consequence. It should be noted that identifying the severity of symptoms is key to an effective treatment path. In the dataset provided, 22.17% of cases were severe, 25.4% moderate, 38.3% mild, and 14.08% absent.
The IPE records include a range of information related to the patient's actions (eg, suicidal behavior), experiences (eg, military services), and medication history. There are some standard yes/no questions (eg, psychiatric history of inpatient treatment), as well as open-ended questions (eg, detailed description of how patient tried to commit suicide). This patient information was first extracted from IPE records, and then used as features in our severity classification model.
The data used in this paper were fully de-identified and acquired through the I2B2 challenge upon signature of a data use agreements by all of the team members. For additional diligence, approval was sought from IRB at our institution and approval was received.
Feature extraction and selection
To classify IPE records based on symptom severity, we developed a feature extraction framework to recognize the factors of interest for the classification problem as shown in Figure 1 . Consulting with domain experts, our feature set was divided into different categories:
• General Information: included features such as appearance, clothing, gender, and age.
• Disorders: included positive valence-related disorders such as substance disorders.
• Symptoms: included use of substances such as cocaine, alcohol, marijuana, and hallucinogens.
• History: included historical inpatient and outpatient treatments, as well as past suicide attempts, violence, and drinking behaviors.
• Treatments: included common medications and therapies used for treating positive valence disorders.
• Severe consequences: included hospitalizations and other serious events such as arrest or use of firearms.
• Other: included all other patient attributes such as employment and marital status.
• The Brief Psychiatric Rating Scale (BPRS) 13 , which is one of the widely used methods for measuring mental illness severity, was used for coding as per the scale.
One-class-at-a-time cascading model
Cascading classifiers have been used in image pattern recognition literature. 8 In pattern recognition and image classification, cascading is used as multi-stage classification wherein images are classified in different stages. In the initial stage (s), using a small subset of image features, the majority of images that do not contain a required pattern, such as a human face in a face detection problem, are removed. In a later stage (s), the majority of features are used with more complex classification algorithms to detect and identify the content in the image, such as identifying the person in the image. Prior research has shown that multi-stage classifiers are more powerful than ensemble methods, such as voting-based selection of best-performing classifiers.
2 AdaBoost or adaptive boosting algorithms have been used in conjunction with cascading classifiers to choose the appropriate feature set from the large set of potential features, and has shown to be an effective algorithm for machine learning with strong bounds on the generalization performance. 3 We therefore elected to build a cascading classification model to classify psychiatric cases based on severity. This approach has potential to include human decision making at every step of the classification process, as shown in Figure 2 .
The performance of our One-class-at-a-time classifier depends on the order in which the classes are considered. As suggested by our domain application, one option to consider is classification order based on class importance (ie, severe cases first, followed by moderate second, etc.). In this domain, the order of class importance maps well with ease of predictability. Severe cases are often easier to predict, as the symptoms are more pronounced in the data. This process of classifying easy classes first is also consistent in principle with AdaBoost algorithms. However, if the goal is to improve the overall classification accuracy, we might also want to focus on frequent classes first, particularly if the frequent classes are also easier to predict. This provides 2 dimensions to consider-frequency and predictability. In this paper, we use an exhaustive search to determine the order of prediction and selection of classifier at each stage, which provides maximum overall classification accuracy across the 4 categories for our evaluation.
The One-class-at-a-time cascading algorithm is outlined in Figure 3 . In our One-class-at-a-time cascading algorithm, T represents the set of patient records to be used for training the cascade of classifiers, and T' represents the set of records in the holdout sample for testing the classification accuracy. In the first step, the set of classes/categories C ¼ {severe, mild, moderate, absent} is ordered based on the preference of classification guided by a heuristic, such as frequency or predictability. C' denotes the ordered classes (ie, severe, moderate, mild, and absent based on severity). In this study, we explore the possibilities of determining a cascading sequence based on frequency distribution (high/ low) of the classes in the training set or the severity of classes (high/low).
Next, we select the best classifier or algorithm from set A (total of 9 in this study) of the possible algorithms to classify C' in sequence at each stage of the cascade. The idea is to use the best estimator for a class c 0 i at the level/stage "I" of the cascade. This step is critical since the classification accuracy at each level depends on the feature set of the training set. As an example, the features used to differentiate between severe and absent cases may be different from the set of features needed to differentiate between severe and moderate cases. At each stage, "s" of the cascade, we train a binary classifier for classifying the class c Cascading algorithms are usually shown in sequence in the order in which classification models are applied. 4 In Figure 4 , we use this representation to describe the algorithm presented above. For the final predictions, the records in the holdout test dataset Test 
Evaluation
To evaluate the performance of the One-class-at-a-time cascading models, we used de-identified psychiatry notes provided in the I2B2 challenge to predict symptom severity. We evaluated our proposed model with multi-class classification models such as Nearest Neighbor, RBF SVM, Decision Tree, Random Forest, Naïve Bayes, Quadratic Discriminant Analysis, Linear SVM, Linear Discriminant Analysis, and AdaBoost.
RESULTS
Cascading vs non-cascading classification results
Results in Table 1 indicate that for most models, the performance of the cascading models is better than non-cascading models, as the cascading models provide higher overall accuracies compared to non-cascading classifiers. Overall, this seems to suggest the potential for cascading models in this domain.
These results focused on the overall classification performance of One-class-at-a-time and hence pertain to models in which a different algorithm is used at each classification. However, the cascading literature also notes that subsequent classification models can be different (and in fact are often more complex). Hence, in our Oneclass-at-time cascading model illustrated in Figure 4 , several algorithms are tested at each stage, and the best algorithms are then combined to build the final model. Figure 5 presents the results of applying our approach based on using severity levels. As noted above, each stage used multiple algorithms before picking the best one. For example, stage 1 may use a Decision Tree to predict "Severe/Non-Severe," stage 2 may then use SVM to predict "Moderate/Non-Moderate," and stage 3 may then use Decision Tree (again) to predict "Mild/Absent." What is important here is that the algorithm picked in each stage is determined based on performance of each classifier in the validation dataset at each stage.
Cascading classification results -varying severity order
The main results here suggest that the order of cascading can impact overall accuracy, as well as the performance within each class. In this case, the "decreasing severity" models appeared to be doing better than the "increasing severity models." This finding was as per our initial intuition, as we expected the severe cases to be more easily classifiable. Moreover, what we see here is that "absent" cases are less predictable than severe, and thus, removing the "severe" cases first appears to be a good strategy. As both "increasing severity" and "decreasing severity" are meta-algorithms that still eventually classify a patient as absent, mild, moderate, or severe, both approaches can still be used to identify severe cases first for triaging purposes based on overall classification accuracy.
Using the increasing severity cascading model as a basis, we compare model performance with feature selection using domain knowledge based on classes being predicted at each level. These are consistent with the general ideas in the cascading literature that using different feature sets in different cascading stages is likely to be useful. Overall, our results indicated the importance of One-class-attime cascading models in psychiatric symptoms classification. Incorporating classification order and domain knowledge in feature selection, One-class-at-a-time cascading models appeared to have promising results in this domain. To improve the overall performance of the proposed method, we searched over different groups of features in each stage in the model used for evaluation. Our proposed technique outperformed the existing state-of-the-art multiclass classification techniques, including ensemble techniques such as AdaBoost.
Using an iterative process, we were able to determine 1) the order of the severity classification that provides the highest accuracy and 2) the classifiers that provide maximum accuracy at each stage. Results indicated that the best classification sequence is mild, followed by absent, moderate, and severe. The highest performance was achieved by classifying the mild category from the rest using the AdaBoost classifier, the absent category using the Decision Tree classifier, and moderate category from severe using the Linear SVM classifier.
Error analysis indicated a high rate of false positive cases in the mild category. One plausible explanation is that the number of mild samples in the dataset dominates the other categories. This can also be due to misclassification of the absent category to the mild category, which is a typical case of over-triage.
Overall, evaluation of the One-class-at-a-time classifier showed high classification accuracy, especially for the severe and mild cases (85%). These results have important implications for the practice of how classifiers can be integrated with clinical decision support systems to reduce the rates of 1) under-triage (along with associated poor health outcomes indicated 2 ) and 2) over triage (which in turn can help improve the utilization of limited resources and staff 1, 2 ).
Statistical test for robustness check
To test for the significance of our results, we conducted McNemar's test for a pair of classifiers. [14] [15] [16] For each of the samples, we determined the prediction from each of the classifiers. We evaluated the classification as correct if the predicted label is the actual label; otherwise, we considered it to be an incorrect classification. Following this process, we obtained the contingency table shown in Table 2 .
McNemar's test is defined as follows:
The P-value for the McNemar test is significant, which means that the performance of the One-class-at-a-time classifier is significantly better than random classification, as shown in Table 3 . We also tested the performance of our classifier using the Kappa test. 17, 18 Kappa is a measure of agreement between the outcomes from 2 models after accounting for the fact that models may agree or disagree on an outcome simply by chance. A kappa of 1 indicates perfect agreement, while that of 0 indicates agreement due to chance. The Kappa value of the One-class-at-a-time classifier is 0.67, which is higher compared to other multiclass classifiers.
We also compared our results with the performance of other approaches published recently using same dataset in Table 4 . The inverse normalized macro-averaged mean absolute errors score (INMAE M ) 12 was used to evaluate the overall model classification accuracy across the 4 classes (severe, moderate, mild, and absent). Although our overall accuracy is lower compared to other competing approaches, our unique approach to classify one class at a time is appropriate with respect to domain requirement of medical triage.
DISCUSSION
Given the increased interest in machine learning approaches today, there are many approaches based on combining models. One specific method of doing so, cascading, appears to be relatively rarely used, although in earlier applications of pattern/image recognition, this showed significant potential. Motivated by an important healthcare application, in this work, we show the potential of using cascading models for predicting the severity of patient cases. Our results were consistent with results in the cascading literature that 1) overall cascading models can increase performance compared to non-cascaded ones, 2) feature selection integrated into the cascading stages can be valuable, and 3) using different classifiers at each stage is likely better than using the same classifier throughout. We achieved an overall accuracy of 77%, as shown in Table 1 . The accuracy of the prediction also varies with the stage. The algorithm performs highest in mild and severe categories, followed by moderate and absent categories, respectively.
In a novel approach compared to what has been done in the machine learning literature, we manipulated the order of cascading based on the severity of patient cases to study its impact on overall performance. We found that the order mattered, although not in the exact manner hypothesized. The importance of the order mapped more with predictability than severity. In our study, the "severe" cases were most predictable and were therefore the ones that were most valuable to seek out first. We applied these ideas to a real dataset provided by the I2B2 challenge, in which the cases involved real psychiatric patient records to be classified based on their severity. This is an application in which significant human effort is required, and an accurate classification is very important. Severity misclassification leading to under-or over-triage can have important implications, both in terms of economic costs of treatment, as well as for patient health outcomes.
While the One-class-at-a-time cascading method used in this research focused on positive valence disorders, our classification system was based on severity of disorder. As all mental health disorders can range in severity, this triage system could theoretically be applied to any disorder. However, in order to be replicated for other disorders, appropriate datasets would be required and new feature sets extracted. Specifically, the features included in general information, history, severe consequences, and other would be applied to all disorders, while disorders, symptoms, and treatments would require updating the feature sets.
Incorporating effective machine classification, as illustrated in this paper, can lead to significant process improvements. This approach can be integrated into current healthcare processes where triaging is common, potentially improving the quality of care and reducing costs. Nevertheless, constraints in learning algorithms are needed to further optimize classification accuracy depending on the clinical setting. In settings where under-triage is common, for example, high under-classification costs could be assigned in the model to ensure the under-triage rate is kept to a minimum.
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