Deep networks have enabled reinforcement learning to scale to more complex and challenging domains, but these methods typically require large quantities of training data. An alternative is to use sample-efficient episodic control methods: neuro-inspired algorithms which use non-/semi-parametric models that predict values based on storing and retrieving previously experienced transitions. One way to further improve the sample efficiency of these approaches is to use more principled exploration strategies. In this work, we therefore propose maximum entropy mellowmax episodic control (MEMEC), which samples actions according to a Boltzmann policy with a state-dependent temperature. We demonstrate that MEMEC outperforms other uncertainty-and softmax-based exploration methods on classic reinforcement learning environments and Atari games, achieving both more rapid learning and higher final rewards.
Boltzmann weights of their state-action values. Yet another solution is to use an alternative objective, yielding a policy that balances between maximising both the expected return and its entropy over states [2, 13] . Similarly to supervised learning settings, the latter approach corresponds to an entropic regularisation over the solution [10, 22, 23, 28] .
In this work, we hence propose maximum entropy mellowmax episodic control (MEMEC), which combines EC models with the maximum entropy mellowmax policy [2] for principled exploration. Without resorting to maximum entropy RL, hence decoupling exploration benefits from the objective, we show that this softmax-based exploration strategy can still improve both the sample-efficiency and final returns of EC methods, while retaining their simple, low-bias Monte Carlo returns. We test MEMEC on a wide variety of domains, where it shows improvements over the original EC methods, as well as the same EC methods with alternative exploration policies.
Background
Reinforcement Learning: The RL setting is formalised by Markov decision processes (MDPs). MDPs are characterised by a tuple S, A, R, T, γ , where S is the set of states, A is the set of actions, R is a reward function which is the immediate, intrinsic desirability of a certain state, T is the transition dynamics, and γ ∈ [0, 1) is a discount factor that trades off the value of current and future rewards. The goal of RL is to find the optimal policy, π * , that maximizes the expected cumulative discounted return when followed from any state s ∈ S. Q-learning [32] , a widely used temporal difference (TD) method, can learn value functions by bootstrapping. The DQN uses Q-learning, updating a neural-network-based state-action value function, Q π (s, a; θ), parameterised by θ. As a baseline across all environments we used a strong DRL method-the dueling double DQN (D3QN) [21, 30, 31] (further detailed in Section 7).
Figure 1:
Architecture of NEC (for Atari games): a convolutional neural network receives a state (4 frames of the game) as input and outputs a key h, an embedding of that state. Lookup: Key h is compared to the stored keys in the differentiable neural dictionary (DND) and the k most similar ones (k = 3 in this case) are retrieved. Q h is computed as a weighted sum of the Q-values associated with the retrieved keys.
Episodic Control: EC models use a memory buffer that stores state-action pairs and their associated episodic returns, (s, a, R), with control performed by replaying the most rewarding actions based on the similarity between the current and stored states. Implementations of these EC methods include the non-parametric model-free EC (MFEC) [5] , and the semi-parametric neural EC (NEC) [27] . Further details on MFEC and NEC can be found in Figure 1 and Section 7.
Exploration Strategies
For both MFEC and NEC, in order to trade off exploration and exploitation in the environment, the agent follows an -greedy policy. This consists of a sampling strategy where the agent either uniformly picks over all actions with probability , or instead chooses the action that maximises the predicted return.
Uncertainty-based: UCB and TS are two exploration strategies that sample actions based on predicted uncertainties over the value of the return, and hence require learning a distribution over each Q-value. Common practice is to assume a (sub-)Gaussian distribution over Q-values, which is both convenient and yields tight regret lower bounds [14] .
In UCB, the action that is chosen at each timestep is the one that is the maximum over the sum of the value (estimated mean of the distribution) and its uncertainty U (s, a) (a function of the estimated standard deviation of the distribution): argmax a∈A Q(s, a) + U (s, a). TS can be implemented by sampling from a posterior over Q-functions:Q(s, a) ∼ N (Q(s, a),σ(Q(s, a)) ∀a ∈ A, wherẽ σ(Q(s, a)) is the estimated standard deviation of the Q-value, and we are assuming independence of state-action value functions. Then, the argmax action is chosen greedily from the sampled Qfunction: argmax a∈AQ (s, a). The difficulty with these methods is that they require learning a probabilistic Q-function, and learning well-calibrated uncertainties using neural networks is still a challenging problem [24] . Furthermore, the actions are sampled independently per timestep, and so the resulting policy can be inconsistent over time [26] .
Softmax-based: An alternative which does not have these disadvantages is to use a softmax-based policy, which only requires learning the expected Q-values. By applying the Boltzmann operator
Qie βQ i n i=1 e βQ i , one can sample actions from the resulting Boltzmann distribution over actions, where more promising actions will be sampled more frequently. However, the Boltzmann operator is not a non-expansion (it is not Lipschitz with constant < 1) for all values of the temperature parameter [19] ; critical to the proof of convergence in TD learning, the non-expansion property is a sufficient condition to guarantee convergence to a unique fixed point. As a solution, Asade & Littman [2] introduced the mellowmax operator (with
, as an alternative softmax function for value function optimisation, which is a non-expansion in the infinity norm for all temperatures.
As the mellowmax operator can return the maximum (as ω → ∞) or minimum (as ω → −∞) of a set of values, Asadi & Littman [2] also proposed optimising ω under a maximum entropy constraint. This results in the maximum entropy mellowmax policy: π mm (a|s) = e βQ(s,a) a∈A e βQ(s,a) , which is of the same functional form as the Boltzmann policy, but where the optimal β can be solved for using a root-finding algorithm, such as Brent's method [6] . The equation which is solved for is a∈A e β(Q(s,a)−mmω(Q(s,·))) (Q(s, a) − mm ω (Q(s, ·))) = 0. MEMEC, which uses the maximum entropy mellowmax policy for exploration, hence benefits from softmax-based exploration, where actions are chosen as a function of their estimated value, with a state-dependent temperature on the Boltzmann distribution over actions. As we show in our experiments, this approach outperforms both the original EC methods with -greedy exploration, as well as the alternative exploration methods outlined here. We do not train on a maximum entropy objective, thereby purely using the maximum entropy mellowmax policy for exploration.
Experiments
Environments: We evaluated EC methods with different exploration strategies, as well as a D3QN baseline, in three sets of domains. Firstly, CartPole and Acrobot, two classic RL problems, implemented in OpenAI Gym [7] . Secondly, OpenRoom, and FourRoom, gridworld domains reimplemented from Machado et al. [20] . For these domains we trained the agents for 100,000 steps, and evaluated them every 500 steps. Thirdly, Pong, Space Invaders, Q*bert, Bowling, and Ms. Pac-Man, video games with high-dimensional visual observations from the Atari Learning Environment [4] . Due to computational resource limitations, Atari training was performed for 5,000,000 steps (20,000,000 frames) for MFEC and 3,500,000 steps (12,000,000 frames) for NEC; evaluation was performed every 100,000 steps. For Atari games, we use standard preprocessing for the state [21] , and similarly repeat actions for 4 game frames (= 1 agent step). We used Gaussian random projections for MFEC, as this obtained better results than the variational autoencoder embeddings in the original work [5] . For all experiments we report the mean and standard deviation of each method, calculated over three random seeds.
Hyperparameters: For all EC methods, we primarily used the original hyperparameters [5, 27] , but chose to keep some consistent across MFEC and NEC for consistency. These were to use the more robust inverse distance weighted kernel (Equation 5) for MFEC and NEC, k = 11 nearest neighbours, and a discount factor γ = 0.99 across all domains. For the episodic memories, the buffer size was set to 150 for the room domains, 10,000 for the classic control domains and 100,000 (due to computational resource limitations) for the Atari games. We used the original hyperparameters for D3QN on Atari games [31] , and tuned them manually for the other domains. The full details are present in Section 11.
ω Hyperparameter: The ω hyperparameter in the mellowmax operator requires tuning per domain [2, 13] . With high ω, mm ω acts as a max operator and with ω approaching zero mm ω acts as a mean operator. Thus, ω should not be too large, as the agent will act greedily, nor too small, as the agent will behave randomly. To tune this hyperparameter we implemented a grid search with the following ω values: for the Gridworld and classic Control environments, ω ∈ {5, 7, 9, 12}; for Atari domain, ω ∈ {10, 20, 25, 30, 40, 50, 60}, depending on the game. As in prior work [2, 13] , we show results for MEMEC with the best ω. We set ω to 7.5 for all non-Atari domains, 25 for Pong, 40 for Q*Bert and Space Invaders, 50 for Bowling and 60 for Ms. Pac-Man.
Uncertainty-based Exploration: For the five simpler domains, we tested -greedy, UCB, TS, Boltzmann and maximum entropy mellowmax exploration strategies. While UCB sometimes performed well, TS performed extremely badly. Upon closer examination, the uncertainty estimates over the Q-values as calculated via the covariance matrix defined over the inverse distance kernel [27] embeddings over the nearest neighbour keys were both relatively constant, meaning that UCB was close to -greedy with small , and relatively large, causing TS' poor performance (high variance samples for the Q-values). We were unable to improve the uncertainty estimates by fitting a Gaussian process to the nearest neighbours and optimising over δ in the inverse distance weighted kernel. Theoretically, UCB and TS often have similar frequentist regret bounds [16] , but our experiments demonstrate how dependent these are on well-calibrated uncertainties. 1 Due to computational limitations, and as a result of these experiments on the simpler domains, we only evaluated -greedy and mellowmax, as well as the D3QN baseline, on the Atari games. Classic Control: All five methods solved Cartpole (see Section 8), as it is a relatively simple environment where even purely random exploration can reach highly rewarding states. In Figure 2 we show the methods' performance in Acrobot, using both MFEC and NEC. In both cases, MEMEC outperformed the other exploration strategies, not only getting to higher final rewards, but starting to learn faster. The next best strategy-the Boltzmann policy-had high variance over random seeds. As discussed previously in Section 4, UCB performed poorly, which we believe is due to poorly calibrated uncertainties. The D3QN baseline learned more slowly, and converged to a suboptimal policy.
Results
Gridworld: MFEC performed best with softmax-based exploration strategies, whilst nearly all methods tended to perform poorly with NEC (see Section 9). Whilst MFEC with -greedy was able to solve OpenRoom, it had high variance for FourRoom. In contrast to most of our other results, NEC performed best with -greedy, but still had poor performance on FourRoom. D3QN was not able to consistently solve OpenRoom, and failed to solve FourRoom. Atari: Figure 3 and Table 1 show the performance of our method compared to the D3QN baseline and to the -greedy policy with EC for five different Atari games. Overall, MEMEC outperformed the other methods in these games most of the time, not only in terms of the maximum achieved reward, but also in terms of the learning speed (see Section 10 for additional learning curves). For Space Invaders, Q*Bert and Ms. Pac-Man, our MEMEC agents, for both EC methods, outperformed the other algorithms, showing more rapid learning and higher final scores. For Bowling, MFEC-based MEMEC performed similarly to -greedy, and somewhat worse in Pong. NEC-based agents-either with -greedy or mellowmax policies-failed to solve Bowling and Pong. We note that due to computational limitations we were unable to use the very large buffer sizes from the original works, which can also explain the inability to reproduce the performance of -greedy EC; it remains to be seen if using larger buffer sizes would similarly improve the performance of MEMEC.
Discussion
In this work we have investigated the use of more principled exploration methods in combination with EC, and proposed MEMEC, a method that addresses one of the main limitations of state-of-the-art RL models, namely, sample efficiency. We show over a range of domains, including Atari games, that MEMEC can reliably achieve higher rewards faster, with stable performance across seeds.
One limitation of mellowmax-based policies is its sensitivity to the value of ω across different domains [2, 13] , and the subsequent searches used to find optimal values, which are prohibitive in domains such as Atari. Implementing methods to automatically determine and tune ω will be an important area for future work.
Additional Background
Deep Q-network: The DQN uses Q-learning, updating a neural-network based state-action value function, Q(s, a; θ), parameterised by θ.
The deep Q-network receives the state s as input and outputs a vector with the state-action values Q(s, a, θ) ∀a ∈ A. In order to improve the stability of RL with function approximators, the original authors proposed using experience replay [18] and a target network [21] . The target network, parameterised by θ − , is equal to an older version of the online network and it is updated every τ steps. The TD target for the DQN is defined by:
The experience replay is a cyclic buffer that stores the (s t , a t , r t+1 , s t+1 ) transitions that the agent observes. Samples are retrieved from it uniformly at regular intervals to train the network.
There have been several proposed extensions that improve this algorithm. Firstly, the max operator present in Q-learning is responsible for both the selection and evaluation of state-action values, and hence can result in overoptimistic estimated Q-values. In double Q-learning [12] , an alternative update rule for Q-learning, the selection of actions and the evaluation of their values are performed by separate estimators. To do so, two value functions are implemented, parameterised by θ and θ : One is used for the greedy selection of actions whereas the other is used to determine the corresponding value. For the double DQN algorithm, the online and target networks are used as the two estimators [30] . In this case, the TD target can be written as:
Another extension based on the DQN is the dueling double DQN (D3QN) algorithm [31] . The dueling architecture extends the standard DQN by calculating separate advantage A θ and value V θ streams, sharing the same convolutional neural network as a base. This imposes the form that state-action values can be calculated as offsets ("advantages") from the state value. The Q-function is then computed as:
Model-free episodic control: In MFEC, the episodic controller Q EC (s, a) is represented by a fixedsize table for each action. Each entry corresponds to the state-action pair and the highest return ever obtained from taking action a from state s. Whenever a new state is encountered, the return is estimated based on the average of the observed returns from the k-nearest states s (i) :
otherwise .
The state-action value function Q EC (s, a) is updated at the end of each episode, replacing the leastrecently-used transitions with new state-action pairs and their corresponding episodic returns. If the pair (s, a) already exists in the table, the stored value will be updated to the maximum of the stored return and the newly observed return.
For high-dimensional state spaces, the original authors used Gaussian random projections in order to reduce the dimensionality of the states before using them in the episodic controller.
Neural Episodic Control: NEC consists of two components: a neural network for learning a feature mapping, and a differentiable neural dictionary (DND) per action (see Figure 1 ). The neural network receives as input the state s and outputs a key/embedding h. Each DND memory performs a lookup based on the current key h, by comparing it with the keys h i already stored in the DND, and retrieving the k most similar keys with their corresponding Q i values. The predicted Q(s, a) value, based on h, is the weighted sum of the retrieved Q i values: i w i Q i . Each weight w i is calculated by using the inverse distance weighted kernel:
Updating the DND involves appending new key-value pairs to the dictionary or, for cases where the same state already exists in that dictionary, updating the value of Q(s, a) as in Q-learning:
where α is the learning rate, and R (n) is the n-step return [29] bootstrapped from the predicted Q-values from NEC during each episode.
The parameters of the neural network are trained by minimising the mean squared error loss between the predicted Q-values and the stored returns, using a random sample of s t , a t , R (n) t tuples stored in experience replay [18] , in a similar fashion to the DQN algorithm. 
Hyperparameters

