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Introduction
There are several notions of strong primeness in the literature. The oldest of these has its origin in two independent works: the MSc thesis of Lawrence [1] and the PhD thesis of Viola-Prioli [2] . The former is an investigation of primitivity in group rings; one of its striking results shows that a condition, somewhat stronger than primeness (but not as strong as being a domain), is required of a ring R in order that the group ring R [G] over a suitable free product G of groups be right primitive. This condition, later christened "right strongly prime", was seen as interesting in its own right and there followed the development of a theory for strongly prime rings in [3, 4] (see also [2] ).
A ring R is said to be right strongly prime if for each nonzero a ∈ R, there exists a nonempty finite subset S (dependent on a) of R such that the set aS has trivial right annihilator. In this situation the subset S is called a right insulator for a. More specifically, the ring R is said to be right strongly prime of bound n if there exists a positive integer n with the property that every nonzero element in R possesses a right insulator of size n and no smaller such n exists. Left strongly prime rings and left insulators are defined in the obvious dual fashion.
Handelman and Lawrence also introduce in [4] a stronger, and left-right symmetric, variant of strong primeness that is the notion of primary interest in this paper: they call a ring R uniformly strongly prime if R contains a finite subset S that is a right insulator for every nonzero a ∈ R (such a set is called a uniform insulator for R); that is, aSb =0 only if a =0 or b =0. The ring R is called uniformly strongly prime of bound n if n is the smallest positive integer for which R possesses a uniform insulator of size n.
It is shown in [4] that if D is any division ring, then M n (D)is right (and left) strongly prime of bound n, and uniformly strongly prime of bound at most n 2 since the set of matrix units is easily shown to constitute a uniform insulator. Van den Berg [5] sharpened this result, showing that the bound of uniform strong primeness of M n (D)always lies from n to 2n − 1inclusive. Curiously, its exact value is not determined solely by n, but also depends on subtle algebraic features of the ground division ring D. Indeed, it has been shown that the bound of uniform strong primeness of M n (F)is 2n − 1if F is an algebraically closed field [5, Proposition 8] , and n if and only if there exists a (possibly nonassociative) division algebra over F of dimension n ([6, Theorem 1.2], [7, Theorem 11] ); this means, for example, that the bound of M n (Q), with Q the field of rationals, is always n, for there exists, for every n, an irreducible polynomial of degree n over Q and thus an n-dimensional field extension of Q. The bound of uniform strong primeness of M n (F)can, however, lie strictly between n and 2n − 1as examples in this paper and earlier papers show; the ring of 3by 3 matrices over the reals, for example, is uniformly strongly prime of bound 4. This paper continues the work of Beidar, Wisbauer and the second author [5] [6] [7] on bounds of uniform strong primeness in matrix rings.
It is important to note that the sole focus on matrix rings, and in particular on matrix rings over division rings, is not as restrictive as it might appear. Indeed, as shown in [3, Theorem 4.7] , every ring R which is right strongly prime of bound greater than 1is prime right Goldie and therefore a right order in M n (D)for some division ring D. Moreover, in this situation, R inherits uniform strong primeness from the overring M n (D)and its bound is at most that of the overring. If R is also a left order in M n (D)(this is the case, for example, whenever D = F is a field, for left and right orders coincide in M n (F)by the Faith-Utumi Theorem), the bound of R is identical to that of M n (D) [5, Corollary 7] . Thus the calculation of bounds of uniform strong primeness of a significant class of strongly prime rings reduces to a consideration of matrix rings over division rings. However, as earlier work on this project has shown, the determination of this index in such apparently "simple" rings turns out to be surprisingly difficult.
In this paper, a method is developed for the calculation of the bound of uniform strong primeness of the matrix ring M n (R) that involves reduction to a system of bilinear equations over R. This method shall provide a tool for proving results that are new, as well as a simplifying perspective on some that are old.
Preliminaries
N, Z, Q, R and C will denote the sets of positive integers (0 is excluded), integers, rationals, reals and complex numbers respectively.
For
For a ∈ R, a and a are the floor and ceiling respectively of a. Throughout R will denote a unitary ring (ring with identity), D a division ring and F a field.
For n, m ∈ N, M n×m (R) is the ring of n by m matrices over R and M n (R) means M n×n (R).
For n ∈ N, i ∈ N n and x ∈ R n , x i is the ith component of x, 0 is the zero vector in R n and e (i) is the ith unit vector in R n . (The brackets emphasise that e (i) does not mean the ith component of a vector e.) For n, m ∈ N, i ∈ N n , j ∈ N m and A ∈ M n×m (R), A ij is A's ith-row, jth-column entry and A i· and A ·j are A's ith row vector and jth column vector respectively. Following [8] , vec A is the vector in R nm obtained from A ∈ M n×m (R)by putting A's columns on top of one another in order, that is,
For n, m ∈ N and p, q ∈ N n , O is the zero matrix in M n×m (R), I the identity matrix in M n (R) and, adapting notation from [8] , E (pq) is the matrix in M n×m (R) where for i ∈ N n , j ∈ N m , (E (pq) ) ij = 1 if p = i and q = j 0 otherwise.
(As with vectors, the brackets emphasise that E (pq) does not mean the entry in the pth row and qth column of a matrix E.) Using and adapting notation in [6] , if R is a ring for which the indicated index exists, the bound of uniform (respectively right, left) strong primeness of R will be denoted by m(R) (respectively m r (R), m l (R)) and if n ∈ N, the bound of uniform strong primeness of the matrix ring M n (R) will be denoted by m n (R). If R is right (respectively left) strongly prime but not right (respectively left) strongly prime of any bound m ∈ N, take m r (R) = ∞ (respectively m l (R) = ∞).
Bilinear equations
The first re-interpretation of types of strong primeness for matrix rings in this paper involves homogeneous linear and bilinear equations. "(Bi)linear equation" will always mean "homogeneous (bi)linear equation". The notation used here is adapted from [8] . Proposition 1. Suppose n, m ∈ N, X ∈ M n (R)\{O} and S = {A (p) : p ∈ N m } is a nonempty finite subset of M n (R) with R a unitary ring. Consider the following conditions:
Proof. The argument is an application of the definitions of uniform, right and left insulators and the fact that for A, B, C ∈ M n (R),
A matrix A corresponds to the bilinear equation y T Ax = 0. A set of matrices is a uniform insulator precisely when the corresponding system of bilinear equations has no nontrivial solutions, and it is a right or left insulator when a system of linear equations that comes from restricting the bilinear equations to specific y or x has no nontrivial solutions. The question "What is m n (R)?" is thus equivalent to the question "What is the smallest number of bilinear equations y T A (p) x = 0 that one needs to force y = 0 or x = 0?". In the following result, parts (i) and (ii) without the conditions on the bounds come from [4, Proposition II.1] and [9, Lemma 9] respectively; the conditions on the bounds are obtained by adapting proofs from and using ideas in those articles and [7] . Theorem 2. Let n ∈ N and let R be a unitary ring. 
Thus by Proposition 1, T is a right insulator for A of size at most nm r (R). Suppose M n (R) is right strongly prime and choose a ∈ R\{0}. The matrix E (11) a has a right insulator
Thus S is a right insulator for a of size at most m r (M n (R)).
The proof for left strong primeness is dual to this one.
(ii) Suppose R is uniformly strongly prime; then there is a nonempty finite set S with
Thus by Proposition 1, T is a uniform insulator for M n (R)of size n 2 m(R). Suppose M n (R) is uniformly strongly prime; then there is a nonempty finite set
. This is a right insulator for each nonzero matrix in M n (R), so it is a right insulator for each E (11) a where a ∈ R\{0}. Applying the argument from the proof of (i), 
Proof. Take a uniform insulator
, where each A (p,q) ∈ S is the nn by nn matrix obtained from B (p) by replacing each entry 0 with the zero n by n matrix and replacing each entry 1 with A (q) .
For x, y ∈ R n n , write y = ( y
, take the sum expressing B (p) in terms of E (k,l) and replace each E (k,l) with y
One uses Proposition 1 repeatedly in the rest of the proof. Assume the equations y T A (p,q) x = 0 hold for some y ∈ R nn \{0}, x ∈ R nn . Let p ∈ N n be minimal with y (p) = 0. By the equations of the matrices A (p,q) , y (2) , . . . , x (j) = 0 for some j ∈ N n−1 then by the equations of the matrices A (p+j,q) , y
Example 4. The set {A, B} with
is easily shown to be a uniform insulator for
The proof of Theorem 3 above yields a uniform insulator for M 6 (R) consisting of the following ten matrices, where each O is the 2by 2 zero matrix:
(Later in this article, it is shown that m 6 (R) = 8.)
Corollary 5. Suppose R is a unitary domain and n ∈ N. Then m n (R) ≤ 2n − 1.
Proof. Take n =1in Theorem 3, noting that m 1 (R) =1since {1} is a uniform insulator for R. 2
Division rings
Little is known about the value of m n (D) in the case where D is a noncommutative division ring. This section sheds some light on the case n = 2.
The ideas of Proposition 1 are used in the proof of [7, Theorem 3] . The result and argument are adapted here, using ideas from [8] .
Then the following statements are equivalent:
. . .
has left row rank n.
If D is a field, "right column rank" and "left row rank" may each be replaced with "rank".
Proof.
be nonzero and consider the corresponding bilinear equations
One may assume (A (1) ) 11 = 0 without loss of generality: to achieve this, taking
respectively, where r, s ∈ N 2 . (The choice r = s = 2 leaves everything unchanged; r = 1 swaps the rows in each A (p) and swaps the elements of y; s = 1 swaps the columns in each A (p) and swaps the elements of x.) Also, one may assume A (1) ∈ {E (11) , I} without loss of generality:
respectively, so that the original A (1) is replaced with E (11) if q = 0 and I otherwise. 
There is a nontrivial solution y = e (2) , x=
and so {A (1) , A (2) } is not a uniform insulator for M 2 (D). 
Commutative rings
If R is a commutative ring and A ∈ M n (R), then
so the equation y T Ax =0 is equivalent to (vec A) · z =0, which can be seen as a linear equation in the components z n(l−1)+k = y k x l of z =vecyx T (see [8] ). By interpreting bilinear equations as linear ones in this way, one finds an alternative characterisation of m n (F ), F a field.
The following lemma and theorem and the proof of the theorem are adapted from the results and proofs of [6, Theorem 1.3, Lemma 2.2]. Some ideas are rephrased in light of Proposition 1 and the previous paragraph to illustrate a new perspective on the argument.
Lemma 9. Suppose n ∈ N, F is a field and S
= {A (k) : k ∈ N m n (F ) } is a uniform insulator for M n (F ) of
smallest possible size. Then S is a linearly independent set.
Proof. If n = 1 the result is trivial (m 1 (F ) = 1 and for y, x ∈ F \{0}, y0x = 0), so let n > 1. Take 
Proof. Take an arbitrary subspace S of M n (F ). M n (F ) is isomorphic to F
Thus there is a correspondence between subspaces S of M n (F)with no matrices of rank 1 and sets of linearly independent uniform insulators for M n (F ), where each uniform insulator corresponding to a subspace S of dimension d has size
. By Lemma 9, any uniform insulator of size m n (F )is linearly independent, so it corresponds to a subspace of M n (F)of dimension n 2 − m n (F)with no matrices of rank 1. 2
Involutive fields and formally real fields
It will be proved that the upper bound of 2n − 1 for m n (F ) can be lowered if F is a formally real field.
Recall that an involution on a field F is a field automorphism * : F → F : a → a * which is its own inverse. Such a function * has an associated norm · : F → F : a → aa * , which will be called definite if for any family {a (k) : k ∈ N n } ⊆ F , n k=1 a (k) = 0 iff for k ∈ N n , a (k) = 0. The classical prototype of involution with definite associated norm is the conjugate map on C. 
Proof. One inducts on n ∈ N. For n = 1, if ∼ satisfies (i) then 1 ∼ 1 and so i ∼ j for i, j ∈ N 1 (whatever Z is).
Assume the result for a particular n = n 1 ∈ N; the result is shown for n = n 1 + 1. Suppose Z ⊆ N n 1 +1 and a relation ∼ on N n 1 +1 satisfy (i) to (v). Three cases are considered.
Case 1: 1 / ∈ Z: By (i), 1 ∼ 1. Suppose that for some n 2 ∈ N n 1 and all i, j ∈ N n 2 , i ∼ j (this was established for n 2 = 1; one inducts on n 2 ). Then 1 ∼ n 2 + 1 by (v) with p = n 2 + 1 and by (i), n 2 + 1 ∼ 1. Also, 1 ∼ i for i ∈ N n 2 . By (ii), n 2 + 1 ∼ i (and
Case 2: 1 ∈ Z and for j / ∈ Z, 1 j: Suppose that for some n 2 ∈ N n 1 , N n 2 ⊆ Z (this is true for n 2 = 1 by assumption; one inducts on n 2 ). By (iv), i ∼ j for i, j ∈ N n2 . Again by (v) with p = n 2 + 1, 1 ∼ n 2 + 1.
Case 3: 1 ∈ Z and for some j / ∈ Z, 1 ∼ j:
for i, j ∈ N n 1 . Then Z and ∼ satisfy (i) to (v) with "Z", "∼" replaced with "Z ", "∼ " respectively. By the inductive hypothesis,
Thus in all cases, the result holds for n = n 1 + 1. By induction, the result holds for n ∈ N. 2 Lemma 12. Let n ∈ N, n > 1 and let F be a field with involution * whose associated norm · is definite. For x ∈ F n , let x * ∈ F n be the vector with each (x * ) k = (x k ) * . Take ,1) , . . . , B (2n−2) = E (n−1,n) − E (n,n−1) . (These are close variants of matrices used in the proof of [7, Theorem 4] 
Suppose y, x ∈ F n satisfy y T M (x) = 0 T . This matrix equation corresponds to 
Z and ∼ satisfy conditions (i) to (v) of Lemma 11, so i ∼ j for i, j ∈ N n and (y | x)has rank at most 1, i.e., there are a, b ∈ F and w ∈ F n with y = aw, x = bw. Substituting
This gives three possibilities:
• a = 0, in which case y = 0.
• b = 0, in which case x = 0.
• n k=1 w k = 0, in which case w = 0 (since · is definite) and so y = x = 0. 2 Theorem 13. Let F be a field with involution * whose associated norm is definite. Let K be a subfield of F such that K is fixed by * and
Proof. One may assume without loss of generality that the K-vector space F ⊆ M n (K) (identify each element of F with its image under some representation
with each x i = X (i) ; then x = 0, so rank M(x) = n by Lemma 12.
From now on, interpret M (x) as a block matrix in M nn ×(2n−2)n (K). Since [F : K] = n , the rank of the block matrix M (x) is nn .
Since each entry of M(x)is a K-linear combination of the components of w, it follows that each column of M(x)can be expressed in the form Aw for a suitable nn by nn matrix A. One can therefore choose a set of matrices
Since rank M(x) = nn whenever w = 0, one concludes from Proposition 6 that S is a uniform insulator for M nn (K)and m nn (K) ≤ (2n − 2)n as required. 2
Recall that a field F is called formally real if for every family {a
Observe that a field F is formally real precisely if the norm associated with the identity involution on F is definite.
Corollary 14. Suppose F is a formally real field and n ∈ N, n > 1. Then:
Proof. (i) Take K = F with the identity involution and n =1 in Theorem 13.
(ii) Apply the Cayley-Dickson construction to the formally real F to obtain a field E = {a + bi : a, b ∈ F } of dimension 2over F with i 2 = −1, an involution * : E → E : a + bi → a − bi that fixes F , and an associated norm · :
Since F is formally real, the norm · on E is easily seen to be definite. Now in Theorem 13, take F , E for K, F respectively and take n =2. 
Multiplication of vectors
There is another interpretation of the types of strong primeness for matrix rings that involves a multiplication operation of vectors. (ii) For y, x ∈ R n , y x = 0 ⇒ (y = 0 or x = 0).
that (i) and (ii) hold (respectively (i) and (iii) hold, (i) and (iv) hold).
Proof. The proof is an application of Proposition 1 and the fact that the functions :
The result [6, Theorem 1.2(ii)] that there is an n-dimensional (not necessarily associative) division algebra over a field F precisely when m n (F ) = n is generalised to division rings. Define a division pseudoalgebra over a division ring D to be a D-bimodule D M D with a multiplication : M 2 → M which is left linear in its first argument, right linear in its second and such that for y ∈ M \{0}, x ∈ M , each of the equations y w = x, w y = x has exactly one solution w ∈ M . For D = F a field, this idea coincides with the usual concept of a (not necessarily associative) division algebra over F [7] . For D = F a field, every n-dimensional vector space over F is isomorphic to F n , so every n-dimensional division algebra over F is isomorphic to F n with an appropriate vector multiplication; this proves [6, Theorem 1.2(ii)]. Proposition 16 can be used to obtain an alternative proof of Theorem 13 which is presented below.
Proof. One may assume without loss of generality that the K-vector space F = K n (identify each element of F with its co-ordinate vector with respect to some K-basis for F ). The multiplication of the field F is then a commutative operation : (1) , B (1) be the identity matrices in M n (K), M n (F ) respectively. For p ∈ N 2n−2 \{1}, take the matrix B (p) ∈ M n (F)from the proof of Lemma 12 and obtain B (p) ∈ M n (K) by replacing the entries 0, 1, −1 ∈ F with 0, 1,
, using the Kronecker tensor product ⊗ where for matrices X, Y , the matrix X ⊗ Y is obtained from X by replacing each entry X ij with X ij Y .
Take y, x ∈ K n n and write y = ( y A full introduction of all the algebraic-topological terms used in the proof of Theorem 19 below, such as projective space RP n , the unit sphere S n and the cohomology ring H * (X; R), would lead this article too far astray. The reader is referred instead to a text such as [12] for the necessary background. There is a bilinear multiplication : (R n ) 2 → R m such that for y, x ∈ R n one has the implication y x = 0 ⇒ 0 ∈ {y, x}. Take g : (S n−1 ) 2 → S m−1 so that for y, x ∈ S n−1 , g(y, x) = u(y x) (which exists because y x = 0). Since is bilinear, it is continuous; u is also continuous, so g is continuous too.
Projecting the spheres onto their projective spaces, one has the continuous map h : ( Let α ∈ H 1 ((RP n−1 ) 2 ; Z/2Z) (respectively β ∈ H 1 ((RP n−1 ) 2 ; Z/2Z)) be the equivalence class of cocycles from C 1 ((RP n−1 ) 2 ) to Z/2Z which take cycles whose projections on the first (respectively second) RP n−1 factor are not boundaries to [1] Consider the paths in S n with opposite endpoints. Images of such paths under the standard quotient map from S n to RP n will be called nontrivial loops; other loops in RP n will be called trivial loops.
