We prove that the unique decomposition of connected graphs defined by Tutte is definable by formulas of Monadic Second-Order Logic. This decomposition has two levels: every connected graph is a tree of "2-connected components" called blocks ; every 2-connected graph is a tree of so-called 3-blocks. Our proof uses 2-dags which are certain acyclic orientations of the considered graphs. We obtain also a unique decomposition theorem for 2-dags and a definability of this decomposition in Monadic Second-Order Logic.
Introduction
A graph can be defined as a logical structure having the set of vertices and edges as domain, and a ternary relation representing the incidence relation.
Logical formulas written with the corresponding ternary relation symbol express graph properties.
Monadic second-order logic (MS logic for short) is in this respect an interesting logical language because the graph properties it can express are decidable in linear time on many families of graphs, whereas they form a significantly large class, containing many basic graph properties [2, 9] . It is also possible to use monadic second-order logic to express graph transformations [8] and functions on graphs [10] .
Certain graphs have a unique hierarchical decomposition : for an example the so-called cographs [1] have a unique algebraic expression in terms of two binary operations. In such cases it is natural to ask whether this unique decomposition can be defined by means of MS formulas. The unique decomposition of a cograph is definable in this way by MS formulas, provided the graph is given with an auxiliary linear ordering [6] .
In the present paper, we investigate in this perspective the unique decomposition of connected graphs defined by Tutte [17] and we prove that it is definable by MS-formulas. This decomposition has two levels : every connected graph is a tree of "2-connected components" called blocks ; every 2-connected graph is a tree of so-called 3-blocks, which are some kinds of subgraphs of the given graph.
Our proof uses 2-dags which are certain acyclic orientations of the considered graphs. We obtain a unique decomposition theorem for 2-dags, the MS-definability of this decomposition, and, as a corollary, the MS-definability of the Tutte decomposition.
This result will be used in a future paper [7] to prove that some embedding in the plane of a linearly ordered planar graph is MS-definable. The Tutte decomposition will be useful in order to combine plane embeddings of the 3-blocks of the given graph into a single plane embedding of it.
Certain hierarchical decompositions of graphs like tree-decompositions of bounded width are essential for the construction of efficient graph algorithms [10, 13] . It was conjectured in [3] that tree-decompositions of width at most k are MSdefinable (for each fixed k); this conjecture is proved in that paper for k = 2 (other cases are proved in [15, 14] and the general case in [16] ; a difficulty in the proofs comes from the fact that they are not unique: a graph has in general "many" tree-decompositions). Our result for 2-dags yields the result of [3] as a special case. This paper is organized as follows. Section 1 is preliminary, Section 2 deals with the tree of blocks of connected graphs, Section 3 contains the unique decomposition of 2-dags, and Section 4 gives the application to 2-connected undirected graphs.
Preliminaries
We review notation and we make precise a few points.
Graphs
We will work with concrete graphs and not with isomorphism classes of graphs. A graph G has a finite set of vertices V(G) and a finite set of edges E(G). It can be represented by the logical structure |G| 2 := < D , inc > where D =
V(G)"E(G) is the domain and inc = {(e, x, y) ∈ E(G) ×V(G)×V(G) /e links x to y }
⁄ D 3 is the ternary incidence relation. If G is undirected then (e, x, y) ∈ inc implies (e, y, x) ∈ inc . We shall also use the structure |G| 1 := <V(G), edg > where edg = {(x, y) ∈ V(G)×V(G) / some edge e links x to y } Two graphs G and G' are isomorphic if and only if the structures |G| 2 and |G'| 2 are isomorphic.
If e is a directed edge linking x to y , we let the source of e be s(e) = x and the target of e be t(e) = y . We write e : x ---> y to indicate that the edge e is directed and links x to y. We write e : x ---y to indicate that the edge e links x and y (either being undirected, or directed with irrelevant direction). On a path from x to y , no two vertices may be equal, except possibly x and y. In this latter case, the path is a cycle. If the graph is directed, the edges in a path can be traversed in either direction. A directed path is a path in a directed graph such that all edges are traversed from the source to the target. A graph is connected if any two distinct vertices are linked by a path.
In order to avoid unsignificant technical complications we shall deal with graphs without loops unless otherwise specified.
We denote by und(G) the undirected graph associated with a directed graph G , i. e. the graph obtained from G by forgetting the directions of edges.
We let H ⁄ G denote that H is a subgraph of G (i.e., V(H) ⁄ V(G), E(H) ⁄ E(G), and the incidence relation of H is the restriction of that of G). If U is a set of edges of G, we denote by G [U ] the subgraph of G having U as set of edges and the set of ends of the edges of U as set of vertices. If X is a set of vertices of G we denote by G [X ] the induced subgraph of G having X as set of vertices and the set of all edges of G, the two ends of which are in X as set of edges. If H and K are subgraphs of G, we denote by H"K the subgraph of G with set of edges E(H)"E(K) and set of vertices V(H)"V(K). We denote by H(K the subgraph defined similarly
A 2-graph is a graph G given with two distinct distinguished vertices (called its source and target ) denoted by s 1 (G) and s 2 (G) respectively.
In several cases we shall handle simultaneously a graph G and a tree T describing the structure of G. The vertices of T (which is a graph) will be called nodes in order to be easily differenciated from the vertices of G.
Relational structures and Monadic Second-order Logic.
Let R be a finite set of relation symbols where each element r in R has a positive arity ρ(r). An R-(relational) structure is a tuple S = <D S , (r s ) r [ R > where D S is a finite (possibly empty) set, called the domain of S, and r s is a subset of D ρ(r) S for each r in R. We shall denote by s(R) the set of R-structures. Let S be an R-structure, let ϕ [ l(R,W), and let γ be a W-assignment in S, (i.e., γ(X) is a subset of D S for every set variable X in W, and γ(x) [ D S for every object variable x in W). We write (S,γ) ϕ if and only if ϕ holds in S for γ. We write S ϕ in the case where ϕ has no free variable. A set of R-structures L is MS-definable if there is a formula ϕ in l(R) such that L is the set of all R-structures S such that S ϕ ; it is closed under isomorphism.
We shall say that a property P of the graphs G of a class c is MS i -expressible (where i = 1 or 2), if there is an MS-formula ϕ (written with edg or inc respectively) such that, for every G in c the property P(G) holds if and only if |G| i ϕ.
MS-definable transductions of structures
The notion of monadic second-order definable (MS-definable in the sequel) transduction of structures is surveyed in [8, 9] . Let R and Q be two finite ranked sets of relation symbols. Let W be a finite set of set variables, called the set of parameters. A (Q,R)-definition scheme is a tuple of formulas of the form
where :
These formulas are intended to define a structure T in s(Q) from a structure S in s(R) and will be used in the following way: T is well-defined only if ϕ holds true in S; assuming this condition fulfilled, the domain of T is the disjoint union of the sets D 1 , ..., D k where D i is the set of elements in the domain of S that satisfy ψ i ; finally, the formulas θ w for w = (q,j), j [ {1,...,k} ρ(q) define the relation q T .
Here are the formal definitions. Let S [ s(R), let γ be a W-assignment in S. A Qstructure T with domain D T ⁄ D s 6{1,...,k} is defined from (S,γ) by ∆ if :
where j=(i 1 ,...,i t ) and t = ρ(q).
(By (S,γ,d 1 ,...,d t ) θ (q,j) , we mean (S,γ') θ (q,j) , where γ' is the assignment extending γ, such that γ'(x i )=d i for all i=1,...,t; a similar convention is used for (S,γ,d) ψ i .) Note that T is associated in a unique way with S, γ and ∆ whenever it is defined. We say that T is defined from S (implicitely, for some γ) by the MStransduction defined by ∆. We recall from [8, 9] that the composition of two MSdefinable transductions is an MS-definable transduction, and that for every definition scheme ∆, for every MS-formula µ, one can construct from ∆ its "backwards translation", which is an MS formula ψ such that whenever T is defined from a structure S by ∆, then S satisfies ψ if and only if T satisfies µ.
Tree-decompositions
A tree-decomposition of a graph G is a pair (T, f ) consisting of an undirected tree T with set of nodes N(T) and (symmetric) adjacency relation adj ⁄ N(T) × N(T), and a mapping f: N(T) --> p(V(G)) ( p denotes power-set) such that : 1) V(G) = " {f(x) /x ∈ N(T)}; the sets f (x) are called the boxes of (T , f )); 2) for every e ∈ E(G), the two vertices of e are in a same box ; 3) for every x, y ∈ N(T ) with x ≠ y, if z ∈ f (x)(f (y) then z ∈ f (u) for every node u on the unique path in T linking x and y.
The width of (T,f) is Min{Card(f(x)/ x ∈ N(T)} -1; the tree-width of a graph is the minimum width of its tree-decompositions.
We let |(G, T, f )| 1 be the logical structure M = <D, edg, adj, box> where D =
Thus we have defined |(G, T, f )| 1 as an enrichment of the structure |G| 1 . In cases where we use |G| 2 = <V(G)"E(G), edg > to represent a graph G, we use also From now on, we assume that G has no loop (this is not essential but makes easier the formal treatment of Blk(G) as a tree-decomposition of G). We let Blk(G) be the tree-decomposition (T, f ) of G satisfying the following properties: B1
B2
adj ⁄ (N 1 ×N 2 )"(N 2 ×N 1 ) and no node in N 1 has degree 1 (we recall that adj is symmetric), B3
The induced subgraphs of G of the form G [f (x )], x ∈ N 2 are the blocks of G and distinct blocks correspond to distinct nodes of N 2 ,
B4
The sets S(G) and N 1 are in bijection by the relation f (x) = {u } (with x ∈ N 1 and u ∈ S(G) ); furthermore, x is adjacent to y in N 2 if and only if u belongs to f (y).
The following properties of a vertex x and a set of vertices U of a graph G are MS 1 -definable :
Proof : Knowing that the transitive closure of an MS-definable binary relation is MSdefinable, (see e.g. [9] ), the translation of the definitions of the considered properties into MS-formulas is straightforward. Hence we will take as domain of the structure we are constructing:
where the three components of this union are in obvious bijection with V(G), N 1 , N 2 . It follows from Lemma 2.1 that the set S(G) is MS-definable. We could try to build X by selecting in each block a vertex for representing this block. The difficulty is that a block may have only separating vertices and that a separating vertex belongs to several blocks. A coloring will help to associate a unique block with a representing vertex, even if it is separating.
We let C = {1, 2, 3} and s map 1 to 2, 2 to 3 and 3 to 1. A good coloring of a graph G is (in this proof) a mapping γ from V(G) to C such that:
(1) for every block B there is a color i in C such that there is a unique vertex x in B with color i, x is separating, and all other vertices in B have color s(i). Such a block will be called an i-block, and x will be called its source, the other vertices will be called internal.
(2) Every separating vertex is internal in at most one block.
Assuming γ given with these properties, we pick one internal vertex x(B) in each block B. We let X be the set of these vertices. If x(B) = x(B') and B ≠ B' then x(B) is separating since it belongs to two blocks, but it is internal in two blocks, which contradicts (2). Hence we must have B = B'. The element x(B) of X can be chosen to represent the block B.
The good coloring γ can be given by a triple of sets of vertices Y 1 , Y 2 , Y 3 in the usual way (Y i is the set of vertices with color i) and an MS formula can express that it is good, and that a given set X of vertices contains one and only one internal vertex of each block.
It remains to show the existence of a good coloring. We do this by using an induction on the tree of blocks. We choose one separating vertex r (we treat separately the easy case where G is 2-connected and T has only one node). We color it by 1; we color by 2 all other vertices in the blocks containing x. For the inductive step we consider a separating vertex colored by i having uncolored adjacent vertices. These uncolored vertices belong to some blocks containing x; we color by s(i) all other vertices than x in these blocks. We repeat until all the graph is colored and it is easy to check that we get in this way a good coloring.
It follows that the MS-transduction that we are constructing uses four parameters, namely Y 1 , Y 2 , Y 3, X. That adj and box are MS-definable is now routine.
We omit the details.
Á (2.3) Remark:
We have already observed that given a structure M = <D, edg, adj, box> intended to be isomorphic to |(G,T,f )| 1 , we can MS-define in M the structure |G| 1 . It is then routine to write MS-formulas expressing in M that G is connected and loop-free, and that M is actually isomorphic to |(G, Blk(G))| 1 .
Thus, the class of structures of the form |(G, Blk(G))| 1 for some loop-free and connected graph G is MS-definable.
The unique decomposition of a 2-dag (3.1) 2-dags
A 2-dag is a directed acyclic 2-graph G such that every vertex is on a directed path from s 1 (G) to s 2 (G). If G is so then, s 1 (G) is the unique vertex of indegree 0 and s 2 (G) is the unique vertex of outdegree 0. We call respectively s 1 (G) and s 2 (G) the source and the target of G. We shall denote by G //e the graph G augmented with a new edge e directed from s 1 (G) to s 2 (G); it is clearly a 2-dag. We call
Conversely, for every undirected 2-connected graph H, for every pair (s, t) of adjacent vertices, we have H = und(G//e) for some 2-dag G such that s 1 (G) = s and s 2 (G) = t.
Proof : Let G be a 2-dag. It is connected, it has no loop. Neither s 1 (G), nor s 2 (G), nor any other vertex of G is a separating vertex of G//e as one checks easily.
Hence G//e is 2-connected.
Let H be undirected and 2-connected. Let s and t be adjacent vertices. We will construct an orientation K of H such that K is a 2-dag,
First we prove that there exists a sequence of graphs H 0 , H 1 , ..., H n = H such that H 0 is an edge e : s ---t, and for each i = 1, ..., n, H i is obtained from H i-1 by either the addition of an edge between two vertices of H i-1 or the subdivision of an edge (i.e., the addition of a new vertex z making an edge x ---y into two edges x ---z and z ---y ). Note that each of these two operations preserves 2-connectivity.
We construct this sequence by induction. We assume that an induced subgraph H i of H has been constructed and we want to add a vertex z of
since H is 2-connected, there exist two disjoint paths between z and x and z and y where x and y are two distinct vertices of H i such that these paths have no other vertices than x and y in V(H i ); we first create a new edge between x and y , and then we subdivide it as many times as necessary to obtain z and the two paths linking it to H i ; we add then all the necessary edges to get an induced subgraph of H .
We will use also induction to define an orientation
For i = 0 we direct the edge e from s to t .
For H i+1 there are two cases. Case 1 : H i+1 is obtained by the addition of an edge between x and y, x, y ∈ V(H i ). Assuming inductively that K i is a 2-dag, there is at least one way to direct this edge such that the resulting graph K i+1 has no directed cycle (otherwise, K i has a directed cycle going through x and y). Hence we can find K i+1 as desired. Case 2 : H i+1 is obtained by the subdivision of an edge x ---y into x ---z and z ---y. If in K i , we have x -->y, then we choose the orientations x -->z and z -->y in K i+1 . If y -->x in K i we orient the edges in opposite ways.
Assuming inductively that K i is a 2-dag with source s and target and t we get the same for K i+1 .
Finally the desired graph G is K minus the edge e from s to t.
Á (3.2) Substitutions to edges
We shall define the simultaneous substitution of 2-graphs H 1 ,. 
For fixed K, e 1 ,..., e k , this defines a partial mapping on 2-graphs:
We shall use the notation 
going through x. This path must go through s 1 (H i ) and s 2 (H i ), and, necessarly through s 1 (H i ) before s 2 (H i ) since otherwise, there is a directed cycle in G. Hence x is on a directed path in H i from s 1 (H i ) to s 2 (H i ). Hence H i is a 2-dag.
One proves similarly that K is a 2-dag with s 1 (K) = s 1 (G), s 2 (K) = s 2 (G). 
Á (3.3) Atoms and factors
In this case we have either
The details of the proof are easy to fill up. Case 2 : s 1 (H) < s 1 (K) and s 2 
Here s 1 (K) ∈V o (H) and E (K ) ⁄ E (H) (easy proof from Fact 3.5.1). Hence
As in Case 2 we get K ⁄ H , by observing that
We are either in Case 1 or we get H ⁄ K similarly as in Cases 2 and 3.
By the Fact 3.5.1, every path in H from s 1 (H) to s 2 (H) is the concatenation of a path p 1 from s 1 (H) to s = s 1 (K), with all its edges in E (H)-E (K) and a path p 2 from s to s 2 (H) = t, having all its edges in E(H)(E (K). We let f sa be the (infinite) set of mappings f K,e 1 ,..., e k associated with substitution atoms K. We let f = f sa "{•,//}. We recall that the symbols • and // denote mappings of variable arities (always at least 2), and that these mappings are also defined by edge substitutions. By Proposition 3.3 and Lemma 3.7, every 2-dag G has an expression in terms of the operations of f and its edges considered as 
It follows that H = H' • L where L = H[E(H)(E(K)] and H' = H[E(H)-E(K)].
Similarly, K = L • K'. Case 6 : s 1 (K) < s 1 (H) < s 2 (K) < s 2 (H)V o (H) ( V(K) ≠ ø,(2)E(H) ( E(K) ≠ ø. In each of these cases, H"K is equal to H, or to K, or to H'//K'//L, or to H' • L • K' or to K' • L • H'(3)(H) = s 2 (K), then K ⁄ H. Otherwise, if s 2 (H) is internal in K, then K = K[L ] • K' and since K is a factor of G, then H has no other edge with target s 2 (H) than those in L. Hence H = H' • K[L ] and H "K = H' • K[L ] • K' ,corollary) G = M//N//L or G = N• L •M
Formally, a (hierarchical) decomposition of a 2-dag G is defined as a pair (T, g)
where T is a rooted tree (with root root(T)) and g is a map from N(T) (the set of nodes of T) to subgraphs of G satifying the following conditions: 
D1 each g(x) is a factor of G and g(root(T)) = G;

This decomposition is canonical if in addition:
D4 a node and its father are not both //-nodes and not both •-nodes; D5 every graph K in Case D3.3 is a substitution atom.
The factors g(x)
are called the components of a decomposition (T,g).
If (T,g) is canonical then T is the syntax tree of the expression over f denoting G, and g (x) is the factor defined by the subexpressions issued of node x.
However, T is unordered, i.e., the sons of any node form a set and not a sequence.
The ordering of the sons of a •-node can be reconstructed (see Remark 3.14) from the comparison of the factors of G associated by g to them. The mapping g defines a bijection between the edges of G and the leaves of T.
An important difference with tree-decompositions is that here, the graph associated with a descendant of a node is a subgraph of the graph associated with that node. (The term hierarchical is intended to emphasize this fact.) (3.9) Theorem : Every 2-dag G has a unique canonical decomposition (T,g (10, 11, 12, 13, 14) , 15, 16, 17, 18 
(3.6) MS-definability of the canonical decomposition
Our next objective is to construct an MS-transduction associating with the structure |G| 2 the canonical decomposition of G. Formally, we shall handle a decomposition (T,g) of a 2-dag G as the following logical structure:
where <V(G)"E(G), inc > = |G| 2 
, son(x,y) holds if and only if y is a son of x in T, comp ⁄ N(T) × (V(G)"E(G)) is such that for every x ∈ N(T), the set {y ∈ V(G)"E(G) / comp (x, y) holds} is the set of vertices and edges of the factor g(x ) of G (called the component of the decomposition defined by x). (Of course
N(T) is disjoint of V(G) "E(G)
). of Lemma 3.13) can express that indeed V, E and inc represent a 2-dag that we shall denote by G. (θ 1 is defined for |G| 1 but can easily be transformed in a formula for |G| 2 ). Another MS formula can express that N and son actually define a rooted tree that we shall denote by T.
The further formulas will be defined for a structure satisfying these conditions.
Conditions D1 and D2 are straightforward to express by MS-formulas (again by using the formulas of Lemma 3.13). It remains to verify conditions D3, D4 and D5.
Let x be a node of T , let Y be the nonempty set of its sons, and let s and t be the source and the target of g(x). We are in case D3.
if and only if the graph g(x)
is the union of the graphs g(y) for y in Y, the graphs g(y) for y in Y have no edge in common, V(g(y))(V(g(y')) = {s,t} for any y, y' in Y with y ≠ y' (whence x is a //-node). These conditions are clearly MS-expressible. Assume now this is not the case. We enumerate Y as {x 1 , ..., x k }. However, this ordering of Y is not definable, hence we shall not use it in the formulas we shall construct. We must check that g(
where K is either a directed path (in this case x is a •-node) or a substitution atom (in order to verify D5). By MS formulas, we can express that the sets of edges of the factors g(x 1 ), ..., g(x k ) form a partition of E(g(x)), we can define the set of vertices of K and a binary relation representing its edges (see Lemma 3.4), we can express that no two factors g(x 1 ), ..., g(x k ) have the same source and target, so that K is simple; by using the formula θ 3 of Lemma 3.13, we can express by an MS-formula that this graph K is either a path of length at least 2 from s to t , or is a substitution atom with source s and target t. Condition D4 is then easy to express since we can identify cases D3.1 and D3.2.
All these conditions can be combined into a unique MS formula which thus expresses that M represents the canonical decomposition of a 2-dag, namely G. Á Proof of Theorem 3.12: Given the structure |G| 2 with domain V(G)"E(G) we shall select certain vertices and edges of G in order to represent the internal nodes of T, or equivalently, the components of the canonical decomposition of G. By it is of one of the first two types we have considered, and we take any vertex representing any such an H i to represent also H; otherwise, H is a set of parallel edges, and we take any of them to represent H. This means that we shall use -a set X ⁄ V(G) the elements of which represent the components which are
•-factors; X is actually determined in a unique way; -a set Y ⁄ V(G) the elements of which represent the components which are atoms (we have from the above definitions X (Y = ø) -a set Z ⁄ E(G) "X " Y, the elements of which represent the components which are //-factors.
-the set E(G) to represent the leaves of T.
For defining the domain D of |(G,T,g)| 2 from that of |G| 2 , we shall take augmented with ≤ .
The Tutte decomposition of a 2-connected graph
We recall the result of Tutte [17] stating that a 2-connected undirected graph G has a unique decomposition in so-called 3-blocks . This decomposition can be obtained from the canonical decomposition of any 2-dag H such that und(H) = G, as we shall see. From Theorem 3.12, it will follow that the Tutte decomposition of G is definable by an MS-transduction.
A separating pair in a 2-connected graph G is a set {u,v} of two vertices such that there exist subgraphs H and K such that
A graph is 3-connected if it is 2-connected, has at least 4 vertices, and has no separating pair. The graph K 4 (the complete graph with 4 vertices) is 3-connected; the graph K 4 minus one edge is not.
Let G be undirected and 2-connected. A Tutte-decomposition of G is a treedecomposition (T, f ) of G satisfying the following conditions :
(it is the symmetric adjacency relation of the tree) and no node of degree 1 is in N 2 . An edge in B(x) which satisfies (b) and not (a) is called a virtual edge as in [17] chap. IV. We will say that B(x) is induced by the box f(x) of the treedecomposition. If we have a tree-decomposition satisfying T1 to T4 but not T5, it is easy to transform it into a Tutte decomposition : if x, y, z contradict T5 then we delete x, we fuse y and z so that we fuse two cycles B(y) and B(z) into a larger one. We repeat this step as many times as necessary.
Á
We now show how the Tutte decomposition of a 2-connected undirected graph G can be obtained from the canonical decomposition of any 2-dag H such that und(H//e) = G. The existence of H has been proved in Lemma 3.1. (In the special case where H is a set of parallel edges, then T is reduced to r.)
Let Dec(H i ) = (T i ,f i ,r i ) obtained by induction. We let T be the (disjoint) union of T' 1 ,...,T' k where T' i is empty if N(T i ) = {r i } and is T i otherwise, augmented with new nodes r and r' . We make r' adjacent to r and to the r i 's of the selected T' i 's . We let :
(In the special case where H is a path of at least 2 edges, then T is reduced to r and r'.)
As before we assume that Dec(H i ) = (T i ,f i ,r i ), we select the T' i 's and we build T as as in case 3, and we let f(r) = {s 1 (H), s 2 (H)} = {s 1 T'5: T5 holds for all x in N 2 -{r}.
Proof: By induction on the construction of Dec(H).
We make a few observations, by using the notation of Definition 4. We obtain a tree decomposition of G because s 1 (H) and s 2 (H) are both in f i (x) where x is the son of r i in T i and Card(N(T i )) ≥ 2 (and by condition T3 applied to T i )).
In both cases we get a Tutte decomposition because T'2 gives T2 since, either r is of degree ≠ 1 and kept, or of degree 1 and deleted. Furthermore, T'5 gives T5 because either we delete r or we keep it, but in the latter case we add an edge e between the two sources of H, so that T5 holds at r (with respect to G), even if it does not in (T,f) which is relative to und(H ). Cases 3 and 4 : in both cases r is of degree 1 in T but s 1 (H) and s 2 (H) belong to f(x) where x is the son of r in T (by Condition T3 applied to T ); hence we delete it and T'2 and T'5 for (T,f) (relatively to und(H )) yield T2 and T5 for (T-{r},f') which is relative to G, where f ' is the restriction of f to T-{r} .
We get thus a (hence the) Tutte decomposition of G. Proof : Let G be given; by a first MS-transduction, we select two adjacent vertices s 1 and s 2 ; we know by Lemma 3.1 that there exists an orientation of G of the form H//e where H is a 2-dag such that s 1 (H) = s 1 and s 2 (H) = s 2 ; by the results of [5] one can select such an orientation by a second MS-transduction taking |G| 2 as input (using the fact that being a 2-dag is an MS-definable property of directed graphs).
A third MS-transduction can be used to construct the canonical decomposition (T,g) of H. We can thus consider that the structure |(G,T,g)| 2 is available. A fourth MS-transduction can achieve the construction of Dec and the step of Lemma 4.5 (removal of the root in certain cases). This is a straightforward formalization of the definition; we only note that the nodes of T corresponding to edges and to factors consisting of sets of parallel edges are removed; some nodes are splitted into two nodes, as shown by Example 4.6. The desired result is thus obtained since the composition of MS-transductions is still an MS-transduction.
Á
By a 3-block of a graph, we mean a 3-block of one of its blocks.
(4.8) Corollary : There exists a MS-formula expressing in |G| 2 that a set of vertices in a graph G (assumed to be 2-connected) is that of a 3-block.
Proof: Such a formula must check whether the given set X is f(x) for some x ∈ N 3 where N 3 is relative to the Tutte decomposition of the given graph (see Condition There is no cardinality obstacle as in Remark 3.14 since, by the proofs of theorems 3.12 and 4.7, the number of nodes of the Tutte decomposition is linearly bounded by the number of vertices.
The answer is yes for certain classes (planar graphs, graphs of degree at most k, graphs of tree-width at most k) for which the logical representations with and without edges in the domain are equivalent with respect to monadic second-order logic ( [4] ). Proof: Each 3-block of a graph is a minor of this graph (easy to see from our constructions). Furthermore, by the Wheel Theorem of Tutte (see [11] , theorem 3.2.2, or [17] , chap. IV.6), every 3-connected graph has K 4 as a minor. Finally graphs of tree-width at most 2 are those not containing K 4 as a minor (see [11] , Proposition 12.4.3). This gives the "only if direction".
For the "if" direction, consider a tree-decomposition all boxes of which have size at most 2 or induce cycles. One can "split" the "cycle" boxes of size more than 3, into smaller ones. Hence one can transform the tree-decomposition resulting from Corollary 4.8 into one of width at most 2.
Finally, this last transformation can be done by an MS-transduction. With Corollary 4.9 we get an MS-transduction associating with the structure |G| 2 representing a connected graph G of tree-width at most 2, a structure isomorphic to |(G,T,f )| 2 where (T, f ) is a tree-decomposition of G of width at most 2. By the technique of [4] , it can be transformed into one taking |G| 1 as intput and producing |(G,T, f )| 1 . Á (4.12) Corollary: If a graph has tree-width at least 2, its tree-width is the maximum tree-width of its 3-connected 3-blocks 
