ABSTRACT Point cloud registration is very important for workpiece positioning and error evaluation. Generally, the Iterative Closest Points (ICP) algorithm is always adopted as the first choice in fine registration, but requires a more appropriate initial condition to avoid falling into the local minimum. As a result, the ICP shows poor robustness and adaptability when dealing with the point cloud with measuring noise and outliers, complex surface, the far distance between the measured and the design. In this research, an improved ICP method is developed based on the simulated annealing (SA) and the Markov chain Monte Carlo (MCMC) to achieve the global minimum under given any initial conditions. The SA based on Pincus theorem is applied to calculate the rotation angles and translation vectors of the correspondences. To improve the convenience of SA, the MCMC method is applied to improve its sampling ability to satisfy the Pincus distribution. Furthermore, the MCMC-SA ICP algorithm for point cloud registration was designed. Three different kinds of complex curved surfaces were employed to verify the visibility of the developed MCMC-SA ICP approach. By comparing with the traditional ICP, it is indicated that the improved ICP based on MCMC-SA showed better global optimization ability.
I. INTRODUCTION
Rapid development of three dimensional (3D) measurement technology has extended its application from the initial quality inspection and reverse engineering to error traceability analysis, precision assembly and other manufacturing fields. In the field of machining, part-referenced machining is necessary to ensure the correlative constraint accuracy. Thus, the measurement and processing needs to be closely combined and constantly adjusted [1] . In other words, after the workpiece is processed into semi-finished products on a machine tool, it is necessary to obtain the workpiece contour on a measuring machine, and then compare it with the design model to estimate the machining allowance. Tool path planning is guided by machining allowance to ensure that machining allowance is evenly distributed and does not exceed tolerance. Such reciprocating revision to meet the The associate editor coordinating the review of this manuscript and approving it for publication was Tao Liu. final requirements of the workpiece. However, the coordinate system of workpiece design model differs greatly from that of workpiece measured by measuring machine and the relative position is unknown. Moreover, if the measurement is not accurate, the outliers may exist or partially overlap, which will seriously affect the estimation of machining allowance.
Point cloud registration is a key technology in the field of 3D measurement, which is a fundamental issue in workpiece positioning, error evaluation. Yang et al. [2] applied a revised fast global registration (RFGR) algorithm to the field of rail wear inspection. The need for large-scale ship precision manufacturing and assembly quality assessment, registration technology of multiview point clouds was proposed [3] . Point cloud registration can also be used for automatic evaluation of machining allowance of precision castings and quality inspection of precision manufacturing of complexed free-form surface parts [4] , [5] .
For registration of point cloud, the measured point cloud data must be matched with the design model to obtain the desired evaluation decision. The essence of the registration is to adjust the spatial rotation and position of the measured point cloud, so that the point cloud model can be close to the ideal geometric model in the least square sense. In the registration process, the selection of the initial value and corresponding points in overlapping area may lead to a wrong registration result [6] , [7] . Moreover, the data itself also causes many difficulties, which may include noise, outliers. Noise and outliers will have great influence on registration accuracy if not discarded [8] . Limited. Therefore, when facing complex point clouds or far apart from each other, the traditional registration methods are poor in robustness and adaptability, which is easy to fall into the local minimum and cause registration failure.
Nowadays, the point cloud registration process is usually divided into a coarse registration step and a fine registration step. The coarse registration is mainly to complete the pre-registration of the point cloud, achieving a substantial registration. Aiger et al. [9] proposed an initial registration method, finding approximately coplanar 4-points congruent sets (4PCS) from two point sets based on affine invariants. Biber and Straer [10] proposed Normal Distributions Transform (NDT) algorithm for 2D data registration. Takeuchi and Tsubouchi [11] extends 2D-NDT registration method to 3D-NDT, which significantly improves processing time. Li et al. [12] proposed a robust registration algorithm to reduce the accuracy loss caused by noise in the cranio and maxillofacial (CMF) surgery. However, the reference markers in the image space are picked out manually and lacked of automation. Another robust registration method is the Random Sample Consensus (RANSAC) method based on global search strategy, which can solve the partially overlapping 3D registration problem without any initial estimation [13] . Furthermore, Tsai and Tsai [14] applied RANSAC and hypothesis verication algorithm to estimate the optimal pose of the object in applications of computer vision. Shen et al. [15] proposed a novel hybrid Frame-SHOT descriptor method that combines the global structural frame and local surface. The global and local information are described by the points with high curvatures and SHOT descriptor. These coarse registration methods can quickly complete the initial registration of point cloud, and have good robustness, but the registration accuracy is relatively low. For the fine registration, the Iterative Closest Points (ICP), which was first proposed by Besl in 1992 [16] , has developed into an algorithm framework in the field of point cloud registration. Generally, the ICP algorithm includes four steps: the point cloud filtering and down-sampling, the correspondences between point cloud searching, the bad correspondences rejection and the optimal transformation calculation [17] . However, it is hard to search the robust correspondences, so the point cloud registration is achieved by looping the step of correspondences searching and transformation optimization until the error between two point clouds is smaller than a particular threshold. Almost at the same time, Chen and Medioni [18] proposed a point-toplane ICP method, which reduces the number of iterations and the time. Point-to-projection ICP method proposed by Rusinkiewicz [19] shared the same algorithm framework of ICP.
ICP registration method is widely used in various fields, such as point cloud registration, point cloud mosaic and point cloud fusion. This is because the ICP approach has the following advantages: high registration accuracy, no need to deal with the surface segmentation or feature extraction, irrelevant to surface representation. However, the traditional ICP algorithm also has many limitations.
Every point search needs to be programmed into the whole set of target points, resulting in slow iteration speed.
It is easy to find the error correspondences using point to point Euclidean distance. There is no good elimination method for the error correspondences, which leads to noise sensitivity and poor robustness. Therefore, when the point cloud data volume is very large, ICP registration method will takes a lot of time. And, only when the initial position is good can the convergence of ICP algorithm be guaranteed.
Many improved point cloud registration methods under this framework are developed due to the shortcomings of ICP method. To decrease number of correspondences, a Multi-Resolution ICP (MRICP) based on octrees was proposed [20] , the main idea was to perform registration going from the lower to the higher resolution, hence adopting a coarse-to-fine registration. During the process of MRICP, the number of points is small in the initial loops, after several loops, more points are taken to registration. Ying [6] proposed a down-sampling method based on feature points. The local geometry features like curvature, angle between the data point's normal directions are considered, and feature points are selected before registration. After that, only the feature points are considered during registration. To eliminate the bad correspondences, Nan [21] proposed the correspondences rejection method based on neighborhood features and defined a measurement function based on these feature, the correspondences showed significant differences were rejected. Another method to weaken the influence of bad correspondences is assigning weights to different correspondences [17] . Tao et al. [22] improved point-to-plane registration method and developed a iterative closest optimal plane (ICOPlane) registration method of searching the optimal plane over a possible curved surface. Yang et al. [23] proposes globally optimal ICP (Go-ICP) method, which produces the exact and globally optimal solution from any initialization. The method combines ICP with a branchand-bound (BnB) scheme and guarantes optimality exactly. In addition, there are many variants of the ICP algorithm: the Soft ICP [24] , Barrier ICP (BICP) [25] , Fractional ICP (FICP) [26] , Hong-Tan based ICP (HT-ICP) [27] , and Trimmed ICP (TrICP) [25] .
All in all, the optimal transformation estimation is the kernel of ICP algorithm which aimed at solving the homogeneous transformation of correspondences by minimizing the point-to-point or point-to-plane metric, and many approaches has been proposed. Those are singular value decomposition (SVD) method [21] , BFGS algorithm [28] and Dual Quaternion [29] . However, the point-to-point metric minimization is a global optimization problem. For BFGS algorithm, it is a local minimum method. Its performance critically relies on the initial transformation, and may convergence to local optimization solution. The SVD and the Dual Quaternion methods show high computational efficiency, but the result is a suboptimal solution. So, it is easy for these transformation solving methods to fall into local optimum from the perspective of the whole ICP algorithm.
To solve the problem of solving combinatorial optimization, Kirkpatrick [30] proposed Metropolis SA algorithm, which is an intelligent heuristic algorithm based on Monte Carlo method to solve the optimal problem, and it has advantages of the good global convergence and robustness. Luck [31] developed a hybrid algorithm that combines ICP with SA. The process starts by running ICP from the original position. If the error is larger than the threshold or the process converge to the local minima, running SA until the error is less than the threshold. The idea of the method is to use ICP to speed up SA. The algorithm embodies the robustness of registration, but the registration efficiency still needs to be improved due to the defect in general SA. Because the general SA algorithm is based on the static Monte Carlo simulation method, the 'new perturbation solution' is generated in the whole solution space, and the probability of the sample in the solution space being the 'new perturbation solution' is the same, which seriously restricts the convergence speed of SA algorithm.
However, the MCMC method can simulate dynamically with the progress of simulation [32] . That is to say, the sampling space changes dynamically as the simulation progresses, which can improve the efficiency of sampling. Moreover, the Markov chain process that is introduced into a Monte Carlo simulation can solve higher-dimensional problems. Kolesov et al. [33] proposed the global optimal registration method of deformed point cloud based on particle filtering and simulated annealing. Distance Metric model are represented as kernel density estimates (KDEs), and the optimal transformation parameters are estimated by optimization algorithm. Although the optimization algorithm is also based on MCMC and SA, it cannot meet the detailed balance conditions and the proposed function does not change dynamically with the change of the objective function. Motivated by these studies, aiming at the global minimum when calculating the rotation and translation of correspondences, this paper will develop an improved SA registration method based on Pincus theorem [34] to solve the problem of point cloud registration. And a MCMC method is added into the procedure of sampling to accelerate algorithm convergence [35] , [36] . At the same time, an initial temperature increasing procedure is introduced in avoid premature convergence.
The paper is structured as follows: the global optimization method based on MCMC-SA in Section II, the MCMC-SA ICP registration algrithom is described in Section III, then the experiment results and discussion is described in section IV. The conclusion is drawn in section V.
II. MCMC-SA GLOBAL OPTIMIZATION METHOD
The global optimization problem is transformed into the integral limit problem based on the Pincus theorem. The integrand function in Pincus theorem is regarded as the Pincus probability density function, and the global optimization problem is transformed into the expectation of Pincus distribution when the Pincus factor tends to infinity. The MCMC sampling method is used to obtain samples satisfying Pincus distribution. The SA method is introduced to complete the iterative approximation of the optimal solution.
A. PINCUS THEOREM
Pincus theorem is an integral limit theorem for solving the global maximum of closed intervals of multivariate functions.
is a real continuous function in the closed interval S, and there is an only maximum value at
where λ is the Pincus factor, exp (λf (x 1 , · · · , x N )) is the Pincus function of the objective function f (x 1 , · · · , x N ). In order to extend the objective function f (x 1 , · · · , x N ) to be solved in the entire interval, the following definition is made,
Then there are the following inferences:
is a continuous function in a closed interval S, and the function p (x 1 , · · · , x N |λ) has the definition of (2), then the function p (x 1 , · · · , x N |λ) is the probability density function of a continuous random variable, which is proved as follows,
Non-negative:
Because the non-negative nature of the exponential function,
Known by the nature of the integral and Eq.(3),
Therefore, the following properties can be obtained,
As known from (2),
Therefore, the Pincus probability density function is nonnegative.
Normalization: According to the property of probability density function,
Therefore, the function p (x 1 , · · · , x N |λ) is a joint probability density function defined in R N space, called the Pincus probability density function of the objective functionf (x 1 , · · · , x N ), and the corresponding distribution is called the Pincus distribution.
The marginal probability density function of Xi is written as,
The estimated value of the maximum value zi can be obtained,
Based on the central limit theorem and the unbiasedness of the estimator of Monte Carlo method, when the Pincus factor λ tends to infinity, the sample mean obtained from the distribution of the edge probability density function p (xi|λ) is the unbiased estimator of the global optimal solution zi,
Equation (11) transforms the integral problem into the mean value calculation problem of the sample. However, due to the complexity of the integrand, it is difficult to obtain the analytical expression of the edge probability density function of the random variable Xi.
Analyzing the constructed Pincus probability density function, as the Pincus factor λ increases, the function value near the global maximum increases gradually, and the kurtosis of the Pincus probability density function increases continuously, eventually converging to the Dirac function.
Sampling from the Pincus distribution is equivalent to sampling from the probability density function δ (x − Z). From the property of Dirac function, the only sample Z can be got from the distribution of probability density function as δ (x − Z). As shown in Fig.1 , the peak characteristic of the Pincus function near the maximum value is more obvious when the Pincus factor λ increases from 1 to 100 in the three example functions. Especially for the function f 2 and the function f 3, the difference between the global maximum and the local maximum increases exponentially as the Pincus factor λ increases. That is to say, when the Pincus factor λ increases, the probability density near the global maximum increases gradually, and the probability density near the local maximum decreases gradually. When the Pincus factor λ tends to be infinite, the probability density at the local maximum tends to be zero, while the probability density at the global maximum tends to be infinity.
In addition, sampling directly from the joint probability density distribution can effectively avoid the complicated integral operation in solving the edge distribution. The expectation of the Pincus distribution is,
It is proved as follows,
The mean value of M independent and identically distributed samples obtained by the Pincus distribution is the global optimization solution Z,
Equation (15) provides the Monte Carlo method for solving the global optimization problems. The method firstly converts the global optimization problem of the closed interval into an integral problem, and then converts the integral problem into the expected problem of the random variable. There are two key processes involved in solving with (15) . The first process is to obtain independent and identically distributed samples X from the Pincus distribution, and the second process is to continuously increase the Pincus factor λ.
B. MCMC SAMPLING ANALOG
The Monte Carlo method, based on the central limit theorem and the unbiased estimator, transforms the problem to be solved into a problem with random properties, and constructs a probability model based on the original problem, producing independent and identically distributed samples in the known probability distribution. Then, the estimator of the random variable is determined as the unbiased estimator of the solution problem, resulting in a solution to the problem.
The core process of the Monte Carlo method is to sample independent and identical distributions of known probability distributions. Generally, the target distribution is constructed from the problem to be solved. The resulting probability distribution is generally not a standard random distribution, and its samples cannot be directly obtained. In order to obtain samples of the target distribution, the method that can be used include Inverse transform sampling, Rejection sampling, importance sampling, and MCMC.
The Inverse transform sampling method, based on uniform distribution, is used for sampling of one-dimensional problems and only applicable to the case where the probability density function of the target distribution has an inverse function. In general, it is difficult to solve the probability density function of the target probability distribution and its inverse function. The Rejection sampling method can generate a proposal sample from a standard distribution and judge whether to accept the sample. To get as many samples as possible, it is necessary to select a standard distribution similar to the target distribution, which means that it is necessary to know the characteristics of the target distribution.
MCMC algorithm, based on constructing dynamic Markov chain, as shown in Fig. 2 , samples from the target distribution by iterative algorithms, constructing a Markov chain, seeing target distribution as an invariable distribution. The Metropolis sampler creates a Markov chain that produces a sequence of values,
where X k represents the state of Markov chain when iterating k times. The advantage of the MCMC method is that the selection of the proposal function has few constraints, and the distribution of the Markov chain in the stable state is independent of its VOLUME 7, 2019 initial state and intermediate disturbance. After Markov chain burn-in, the elements in the Markov chain can be regarded as samples in the target distribution π (·). Then the Markov chain should meet the following condition:
where p k+1 (y) is a probability density function of the (k +1)th step Markov chain with a state of y, p k (x) is a probability density function of the (k)th step Markov chain with a state of x, p (·|·) is state transition function for Markov chain.
Equation (17) demonstrates that when the Markov chain is stable, if x is a sample of the target distribution, then its subsequent sample value y is also a sample of the target distribution. Therefore, the core of the Markov chain that constructs the stable distribution with the target distribution is to construct a state transition function p (·|·) so that it satisfies the (18),
Then the elements of the stable Markov chain are samples of the target distribution π (·) after iterating k times.
It can be proved as follows,
Equation (19) demonstrates that Markov chain is stable when the probability of transferring from state x to state y and from state y to state x is the same during the Markov chain process.
The sampling process of Markov chain can use Gibbs sampling method and M-H sampling method. The Gibbs sampling method is mainly applied to multi-dimensional distribution sampling, which converts multi-dimensional distribution sampling into multiple one-dimensional sampling and requires one-dimensional sampling as a standard distribution. The limitation makes Gibbs sampling unable to cope with the more complex distribution of probability density function.
When the transition function is constructed by the M-H sampling method, based on the previous state x, the proposal sample y is generated from the proposal distribution q (y|x), and the proposal sample y is accepted by a certain probability α (y|x), and the proposal distribution q (y|x) satisfies the following conditions: 1) For any fixed value x, q (y|x) is a probability density function.
2) For any x and y, q (y|x) is easy to calculate.
3) For any fixed value x, it can sample directly from the distribution represented by q (y|x).
Therefore, based on the current state x, the sample y is generated with a certain probability α (y|x) by using the proposal distribution q (y|x) during Markov process,
Similarly, the probability of transition from state y to state x can be obtained,
Bringing (20) and (21) into (18), the proposal function q (·|·) and acceptance function α (·|·) should satisfy the following conditions,
Due to the limitation of the proposal function q (·|·), the acceptance function α (·|·) is generally constructed to keep the (22) balance. In 1953, Metropolis proposed a method of constructing an acceptance function α (·|·) based on the target distribution π (·). From any initial state x, Metropolis samples from the target distribution in two steps.
Probability density function q (·|·) of the proposal distribution is symmetrical, i.e. the following condition is satisfied,
The acceptance function α (·|·) decides to accept or reject the new proposal sample, and the acceptance function is defined as follows,
In 1970, Hastings proposed a more general method for constructing acceptance function α (·|·) based on Metropolis. This method doesn't require the proposal function q (·|·) to be symmetrical. The difference between the two methods is that Hastings uses the following acceptance function,
In addition, Barker and Charlesstein also proposed acceptance functions of different nature. The requirements of these proposal functions q (·|·) and acceptance functions α (·|·) are shown in the following table. 
C. MCMC-SA OPTIMIZATION ALGORITHM
In the SA algorithm, the state is random walk in the searching state space. During the random walk, the 'temperature' decreases and the probability density at the global optimum increases, so that the state appears at global optimum with greater probability. Metropolis sampling method is applied to guide the random walk converge to the global optimum, so that it can sample from arbitrary distribution. However, during the process of SA searching, a good state may be dismissed after a new state was accepted, so that the suboptimal interval is searched many times due to this memoryless property, and also the new state is generated among the whole state space but not concentrate the optimal area when 'temperature' T greatly decreases. To improve the convenience of SA, the MCMC method is applied to improve its sampling ability. As shown in Fig. 3 , sampling space of SA method is whole state space and fixed range, however, sampling space of MCMC-SA method changes with the parameter. The 'temperature' T in SA algorithm is analogous to the Pincus factor λ in Pincus theorem.
Based on (15) and the sampling analog process of the MCMC method, the algorithm consists of two loops. The inner loop is a random walk process of the Markov chain. In this process, the Pincus distribution is used as the target distribution. According to the current sample x, the proposal sample y is generated by the proposal distribution q (·|·). The acceptance function α (·|·) is constructed from the Pincus function to calculate the probability of accepting the proposal sample y. Then getting the random number u from the standard uniform distribution. If α (y|x) ≥ u, the sample y is accepted, otherwise it is rejected. The elements of the final stable Markov chain is the samples of the Pincus distribution. The inner loop is a sampling process in which the Markov chain is gradually stabilized to the Pincus distribution. However, in this process, due to the limitation of 'temperature' T , the sample mean obtained through the inner loop is generally not an unbiased estimator of the global optimal solution. In addition, a large number of elements in the Markov chain don't obey the target distribution.
The external loop mainly completes the decrease of the 'temperature' T , setting initial value of Markov chain, and the modification of parameters of proposal function. The goal of the decreasing process of 'temperature' T is to realize the approximation of Pincus probability density function to Dirac function. Here, a linearly increasing method is used, i.e. the 'temperature' T is decreased by one step for each external loop.
After each inner loop is completed, the mean value of Markov chain is calculated as the initial state of the next inner loop. In general, the Markov chain mean obtained by the last inner loop is relatively close to the global optimal value, and can be used as the sample value of the next Pincus distribution. Therefore, this way can effectively reduce the length of Markov process when constructing Markov chain. And ultimately guarantee that the Markov chain constructed by the last iteration satisfies the final Pincus distribution.
Theoretically, the proposal function can be arbitrary. But in general, the closer the form of the proposal function is to the Pincus probability density function, the better the Markov chain simulates the Pincus distribution. As the loop iteration progresses, the Pincus factor increases gradually, and the kurtosis of the Pincus probability density function increases significantly. This requires that the proposal distribution should have corresponding parameters to adjust the kurtosis of its probability density function to accommodate the increasing kurtosis of the Pincus probability density function. The selected proposal distribution (such as exponential distribution, normal distribution, et al.), its corresponding parameters (such as the standard deviation of the normal distribution, the expectation of the exponential distribution) can effectively control the kurtosis of the probability density function. To achieve the kurtosis of the probability density function of the proposal distribution can be adjusted with the adjustment of the 'temperature' T , an exponential increase in the kurtosis of its probability density function is required before each construction of the Markov chain.
Based on the property of Markov chain, the more similar between proposal distribution and target distribution, the faster the Markov chain converges to the target distribution. In this paper, Gaussian distribution is selected as the proposal distribution, and only the variance of normal distribution affects the distribution shape. Proposal distribution should be adapted to the increase of the target distribution kurtosis.
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The variance σ l at temperature T can be calculated according to the Markov chain in the former chain, when 'temperature' decrease multiplied by the factor η (0 < η < 1), the variation estimation of Markov chain at 'temperature' ηT is √ ησ l . So that at each 'temperature' T , the proposal distribution is similar to the target distribution, and Markov chain the converges to the target distribution much more quickly.
The pseudo code of MCMC-SA algorithm is as follows:
Algorithm 1 MCMC-SA Algorithm Inputs: Initial temperature T 0 , state range θ min , θ max , decreasing ratio η.
If (terminating condition is satisfied) θ opt ←θ; return; Else T ← ηT ; σ 2 ← ησ 2 ; θ (0) ←θ; GO TO LOOP; End If
III. MCMC-SA ICP REGISTRATION ALGRITHOM
The design model is expressed by the point cloud sampled from the CAD model. From the given CAD model surface expressed by z (x, y) or parameter form r (u, v), it is time consuming to calculate the nearest point q i in the surface corresponding to p i in measurement clouds by analytic method or by numerical calculation approach, because of irregular domain of definition of x, y or u, v and the global minimum searching goal.
Generally, the reference frame of the design model point cloud set P = {p i |i = 1, ..., n } and the reference coordinate of the measurement point cloud set Q = q j |j = 1, ..., m doesn't coincide. The ICP registration method is to find correspondences (p i , q i ) in point cloud P and Q, and calculate the rotation transformation parameter to minimize the distance between point cloud P and Q after this rigid transformation.
There are six independent components to be searched for a rigid transformation, when the rotation is expressed by three angles, and ZYX sequence is applied the rotation matrix is R = R x (α) R y (β) R z (γ ). The translation is expressed as t = t x , t y , t z T . The point-to-point metric is applied here, so after the correspondences is given, the goal is to calculate θ = α, β, γ , t x , t y , t z to minimize the following metric:
After the correspondences drawn, there are bad correspondences that may lead to wrong rotation matrix and translation vector. To weaken the influence of these outliers in correspondences pairs, the weight of each correspondence is calculate according to their distance. The larger distance of a point pair, the lower weight of this correspondence. The weight w i for the ith correspondence is calculated as follows, where max d p j , q j is the maximum distance among these correspondence.
where N represents the logarithm of corresponding points. MCMC-SA is applied in the general ICP algorithm to solve the rotation and translation calculation problem because of its global optimization property. The MCMC-SA ICP registration method is a search method which find the global optimum in a search space, and the initial state and distribution affect the Markov chain convergence. The search space of rotation angles is limited in a hypercube of
, which means that when the rotation angle in a new state θ * is beyond this hypercube, this new state will be rejected. The initial state is random generated from this hypercube because the state of rotation angle is hard to determined. And its variance is easily to be determined, and calculated by σ 2 (α, β, λ) = π 2 4 because the confidence level in interval [−2σ, 2σ ] is 95.46% when the distribution of rotation angle is assumed as Gaussian distribution, so that [−2σ (α, β, λ) , +2σ (α, β, λ)] covers the whole searching space of rotation angle. The search space of translation is not limited, but the initial variance was limited. the initial translation is calculated by the following equation,
The standard deviation of is determined by σ 2 (t) = t 2 0x , t 2 0y , t 2 0z . When the MCMC-SA algorithm is applied, premature convergence may occur when initial variance doesn't match the initial 'temperature' T 0 , and this indicate the temperature is too low and the process of Markov chain burn-in cannot jump out the local minimal state. To avoid premature convergence, the initial temperature will increase if variance of Markov chain in the initial step cannot cover the angle searching space.
The transformation parameter solving algorithm is as follows:
Algorithm 2 MCMC-SA ICP Algorithm
Inputs: Initial temperature T 0 , decreasing ratio η,point cloud P and Q; The tolerance threshold of angle ε r and the tolerance threshold translation ε t . Outputs: Rotation matrix Rand translation vector t. 
IV. RESULTS AND DISCUSSION
In order to verify the validity of the developed MCMC-SA ICP algorithm compared with the classical ICP method in the case of registration of complex point cloud or far apart from each other, three sets of experiments were performed, 1) the blade curved surface, 2) saddle curved surface, 3) freeform curved surface. The design model was obtained by SOLID-WORKS software, and the measurement model was measured by a non-contact 3D laser scanner ViViD9i, as shown in Fig. 4 . The description about the details of the models are shown in the Table. 2.
The algorithm was programed by MATLAB. The parameters in the algorithm were shown in Table 3 , in which the first parameter was the length of Markov chain, the second VOLUME 7, 2019 parameter is the initial 'temperature', the third parameter is the temperature decreasing ratio, the rest two parameters is the termination threshold of rotation angles and translation.
The design model and measurement model of blade curved surface, saddle curved surface and freeform curved surface are far apart from each other. Moreover, the initial condition are shown in the Table. 4.
The registration results are shown in Fig. 5 -Fig. 7 with initial condition and the corresponding RMSE are shown in the Table. 5. During the calculation of ICP, the rotation and translation calculated by SVD method are local minimum or suboptimal solutions, which results that the point clouds don't match. Therefore, the deviation between the measured and design surfaces is so large by ICP algorithm. However, the MCMC-SA ICP method is capable of searching the global minimum in the state space and leads to a global convergence of the registration. Moreover, the registration accuracy of point cloud is improved compared with ICP method as shown in the Table. 5. The erroneous correspondences affect the registration result, and is main reason that lead into local optimization. The reason for erroneous correspondences is not only the problem of algorithm itself, but also measuring accuracy of 3D scanner and noise. The integrity of measuring workpiece point cloud is also very poor due to the region of interest (ROI) is extracted from irrelevant point cloud by manual clipping. Therefore, from the results of registration, it can be seen that the best registration accuracy is only 3.20mm with large difference through MCMC-SA ICP method.
V. CONLUSIONS
This paper proposes a fine registration method for automatic registration of two point clouds. The MCMC sampling method was introduced to improve the convergence of SA algorithm. The core of this algorithm is the variance updating and initial temperature increasing. The variance updating guides the Markov process simulating the target distribution well and concentrating on the global optimum. The initial temperature increasing procedure guides the Markov process in the initial steps cover the whole state space to avoid premature convergence. And, to improve the registration efficiency, correspondences weight was introduced to weaken the effect of the far and redundant points. After that the MCMC-SA ICP method was proposed. The pseudocode is also presented for scholars to improve or apply in other fields.
The comparative experiments of traditional ICP method and MCMC-SA ICP method were carried out in the case of of complex point cloud or far apart from each other. The results show the MCMC-SA ICP method is able to find the global optimum of the transformation between design model and measurement model in different views even under bad condition. However, in order to further improve accuracy, it may be necessary to reduce irrelevant correspondence points by insitu tracking measurements, which is also the future research plan.
