INTRODUCTION
Quantitatively evaluating the combined effects of multiple chemical/non-chemical stressors has been simultaneously a crucial focus of and a challenge for cumulative risk assessment (CRA). 1 CRA defines cumulative risk as "the combined risks from aggregate exposures to multiple agents or stressors". 2 Environmental justice (EJ) communities are often host to multiple chemical and non-chemical stressors, such as poverty or preexisting health conditions, which could decrease individual or population resilience and increase the potential impacts from chemical exposures. 3 The role of CRA in public health decision making provides a basis for addressing multiple EJ-related stressors, both chemical and non-chemical, 4 and a number of methodological approaches have been developed that intend to capture the combined effects of multiple stressors in addressing EJ issues. 5 In general, most of the approaches used in CRA chemical/nonchemical studies can be divided into three categories: effectbased (top-down), stressor-based (bottom-up), and the hybrid of these two, vulnerability-based, 5, 6 which considers impacts from a number of chemical and non-chemical stressors. In practice, vulnerability-based studies utilize existing data and information and can also effectively address important stressors without exhaustively considering all the non-chemical or chemical variables in different manners. Several quantitative CRA studies belong to this category. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] For example, chemical or sociodemographic stressors of interest were quantified and used as the basis to either compare exposure levels or health effects among different groups in a population [8] [9] [10] [11] [12] [13] [14] [15] [16] or serve as a screening tool to address cumulative impacts in areas with social disadvantages. 7, 17 Other quantitative measures or indices such as margin of exposure, no observed adverse effect level, benchmark dose and reference dose were also used to assess the combined health risk of chemical mixtures for regulatory purposes. 18 Regression models have proved useful in evaluating associations between exposure or health effects and different stressors, [19] [20] [21] but this technique does require predefining the response variable and explanatory variables. Interpretation of the interaction term in the model can also be challenging, especially when there are a large number of variables involved. 22 Very few CRA studies adopt alternative data mining methods, such as unsupervised association rule mining techniques, to 1 Oak Ridge Institute for Science and Education (ORISE), Oak Ridge, Tennessee 37830, USA and Association rule mining (ARM) 23, 24 has been widely applied in many different scientific areas. [25] [26] [27] [28] [29] Recently, researchers used ARM to analyze the relationship between environmental stressors and adverse human health impacts. 30, 31 There are three main advantages of using ARM. First, it can provide better characterization of the interactions between multiple stressors without having to predefine them as response or explanatory variables. Second, outputs from this method are in general easily interpretable by those without an advanced mathematical background. 31 Finally, as a non-parametric method, ARM makes no assumptions about the probability distributions of the variables being assessed.
The purpose of this study is to demonstrate the utility of an unsupervised machine learning technique (ARM) in identifying and understanding multiple chemical/non-chemical associations in the context of EJ. In particular, ARM was applied to analyze the inter-relationships between six different chemicals/pollutants and three socio-demographic factors for census tracts across United States, individually and in various combinations, including race/ ethnicity, income level, and educational attainment.
MATERIALS AND METHODS Data
Socio-demographic data and chemical exposure estimates were collected for all eligible census tracts across the United States for which the databases utilized contain useful information. In total, 73,388 census tracts were evaluated, representing 4317 million people living in the United States. Census tracts better represent the spatial distribution of residential communities (average population = 4000) as compared with zip code areas (average population = 30,000), 32 so we chose census tracts as our base unit of analysis. A population in a census tract has been shown to be more homogeneous than in a zip code. 32 Furthermore, such homogeneity within each tract is more suitable in identifying potential environmental inequalities across different tracts, as zip code-level aggregation normally covers a larger population and can potentially overshadow EJ issues.
Socio-demographic variables selected were individual income, race/ ethnicity population percentage, educational attainment, and age by sex information at the census tract level from the 2010-2014, 5-Year Summary file in the American Community Survey (ACS) database. Note that the Summary file is not an average of the 5-year period but aggregated data collected continuously on a daily basis for 5 years. 33 The ACS 5-Year Summary files contain tract-level socio-demographic information that is robust and suitable for community-based analysis. 33 Socio-demographic variables were selected based on their relevance to EJ communities and data availability. Income and race/ethnicity population percentages have been shown to be quantitative measures of EJ indicators of poverty and race/ethnicity both of which have been widely investigated in previous EJ studies. 10, 14, 21, 34, 35 Educational attainment has also been found to be another important factor in exposure assessment, 10, 36 especially in certain occupational populations. 37 Chemical variables were generated by utilizing the Environmental Protection Agency (EPA) 2011 National-Scale Air Toxics Assessment (NATA), census tract-level, modeled pollutant exposure concentration estimates (http://www.epa.gov/national-air-toxics-assessment/2011-nata-assess ment-results). Exposure concentration estimates differ from ambient concentration of a pollutant in that such estimates take into account exposure factors. 38 Six pollutants were chosen for analysis, including acetaldehyde, benzene, cyanide, particulate matter components of diesel engine emissions (namely, diesel PM), toluene, and 1,3-butadiene. These chemicals were selected based on their potential for health impacts as well as their relevance to mobile source (i.e., vehicular traffic) and industrial emissions, both of which are highly concentrated in EJ areas. 39, 40 For example, benzene, acetaldehyde, and butadiene are among the NATA chemicals that pose the highest national cancer risks (https://www. epa.gov/sites/production/files/2015-12/2011nata_national_cancerrisk_by_ tract_poll.xlsx). Many EJ communities reside in near-road locations close to traffic 41 and therefore have higher chemical exposure to pollutants such as diesel PM, for which exposure is associated with adverse birth outcomes, 42 such as neural tube defects. 43 Exhaustively evaluating all chemical pollutants was outside the scope of this work, so these surrogates were used as markers of exposure to mobile and industrial sources. More details regarding the rationale for chemical selection can be found in a previous study. 44 Socio-demographic variables were binned such that every census tract had a score for each variable, and chemical exposure estimates were divided into quartiles for each census tract. Although variables were selected based on their relevance to EJ communities, given the national scale and lack of predefined associations, there was no assumption that EJ relationships would necessarily manifest themselves in the results.
Method
Data analysis was performed using the statistical software, R (version 3.2.1; R Core Team, Vienna, Austria). Each of the experiments shown were replicated at least three times. Execution of ARM and visualization of the resultant association rules were based on the R packages "arules" 45 and "arulesViz", 46 respectively.
Association rule mining. ARM, a form of frequent item set mining, 47 is a tool used to search for associations between different variables within a database without explicitly specifying the cause (the left-hand-side, LHS) or corresponding effect (the right-hand-side, RHS). As is the case for many situations, if the values of all variables of concern are binary, that is, either 0 or 1, the association rule is categorically referred to as market basket analysis. 23 Therefore, each observation or record constitutes a "transaction", which, in our case, refers to a census tract. Each element within a record is an "item" that corresponds to a stressor in this study. Essentially, ARM is mining co-occurrence relationships between two separate sets of items.
The proportion of transactions that contain the item set is defined as the support (i.e., the proportion of tracts that contain the stressor) and confidence is the estimated conditional probability of the co-occurrence of both LHS and RHS or support of the rule given the support of the LHS. 45 Lift is defined as the confidence normalized by the support of the RHS, meaning the conditional probability of rule support given supports of the LHS and RHS. 23 High values of support, confidence, and lift are indicative of a strong association rule, in that it involves a large number of observations (i.e., tracts with those characteristics) and therefore can be generalized to a wider scope. When the rule size is only 2, which means that only one item showed up in both the LHS and RHS (such as an income score mapped to a chemical exposure score), the rule can be interpreted in the context of an odds ratio (OR) 48 and relative risks. 49 Mathematical relations/derivation between these measures can be found in Supplementary Material Equations (1-9). Stressors. Census tract-level individual income, race/ethnicity population percentage, and personal educational attainment levels were obtained from the ACS 2010-2014, 5-Year Summary file to define, quantify, and assign scores for the demographic variables of poverty, race, and education. Variable "poverty" was defined as the percentage of people in each census tract whose ratio of income to the poverty level (over the past 12 months) 50 is o 1.5. Variable "race" represents the non-white population percentage at each census tract. The definition of variable "education" is the percentage of population who received a degree (Associate degree and above) at each census tract; our goal was to represent a demonstrated education (i.e., greater than high school), so the 2-year rather than 4-year degree was selected. Note that variables were initially calculated as a percentage value for each census tract. A score was then assigned to each census tract given the percentages ranging from score 1 (lowest percentage range -(0, 10%)) to 10 (highest percentage range -(90%, 100%)). Note that the percentages are evenly divided into 10 subranges and, therefore, 10 score categories. The Education Score 8-10 was merged into one score category, and Poverty Scores 7-10 into another, due to the small sample size of these score categories. The number of census tracts associated with each score can be found in Supplementary Material Table S-1.
The tract-level "age-by-sex" variable in the ACS database was used, and the average weighted age was calculated for each census tract by summing the products of the percentage of each age group and the median (or predefined value if there was no upper bound of the interval) of the corresponding age intervals. 44 This variable was then subdivided into seven variables, namely, "0-20 years", "20-30 years", "30-35 years", "35-38 years", "38-40 years", "40-50 years", and "50-100 years". These age intervals were chosen based on biological stages and sample size (see Supplementary Material Table S-1). We separated age group "30-40 years" into three subgroups because this group itself was associated with 43,238 census tracts, which were overrepresented in comparison to other age groups and could thus mask meaningful findings for other groups. We calculated the average of weighted age by sex assuming that the ratio of males to females was 1:1.
Each of the six chemical variables was converted into four quartile variables based on the chemical concentrations for each tract. Taking benzene as an example, the original benzene exposure concentration value for each census tract was converted into a label depending on which quartile that particular concentration value resides. For instance, if the value was within the first quartile of benzene exposure concentrations across all census tracts, the category variable "Q1" was assigned a value of 1 and all other category variables (Q2, Q3, Q4) were assigned a value of 0. As six chemical variables were considered, these became 24 distinct quartile variables.
In total, there were 56 variables: 10 race/ethnicity groups, 8 education groups, 7 poverty groups, 7 age groups, and 24 chemical quartile groups.
Data analysis. Two separate experiments were conducted by applying the ARM method with different minimum support thresholds. In the first experiment, the LHS of the association rule was assessed to be only nonchemical stressors and the RHS to be only chemical variables for interpretation purposes. In order to understand the internal connections among non-chemical stressors, the second experiment was performed requiring both the LHS and RHS to be socio-demographic variables. The rules were only analyzed when the lift was 41. In addition, the focus was on those rules with size equal to 2 (a 1-to-1 mapping of LHS and RHS) in order to better utilize the statistical measures OR and relative risk (RR).
The 95% confidence intervals (CI) were estimated for OR using bootstrapping 51 random sampling for 10,000 times, for particular rules of interest. Specifically, a new data set was created each time using random sample records with replacement, and ARM was applied on these newly created data. The rule of interest was then obtained and the corresponding OR calculated. For 10,000 bootstrapping runs, we eventually had 10,000 new data sets and corresponding OR values for a particular rule. The 2.5 and 97.5 percentiles were identified among these 10,000 OR values, which was the estimated 95% CI.
Different chemical concentration levels associated with each of the three demographic variables (poverty, race/ethnicity, educational attainment) were compared for each selected chemical/pollutant using two-sided Student's t-tests, in order to examine the statistical significance of the differences between score categories of these variables, and provide guidance for potential grouping of score categories in subsequent analysis.
Code availability. R script can be accessed upon request.
RESULTS

Association Rules
Because there were 56 total variables, the possible number of item set combinations was 2 56 
The graph-based visualization of all the association rules with support 40.1 and lift 41 is shown in Figure 1 . All associations are connected through blank circles. The size of a circle represents the co-occurrence support value, and color indicates the lift value of the rule. Larger circles mean higher support values, while deeper colors suggest greater lift. It can be observed that both variables "Age = 40-50" (average population age of 40-50 years) and Race Score 1 (low non-white percentage) were associated with first quartile chemicals. Table 2 shows all the association rules with criteria that both the LHS and RHS were socio-demographic variables and with minimum support value 40.1 and lift 41. Only three variables appeared in these 6 rules, including "Race Minority Score 1", "Age = 40-50" and "Poverty Score 2". Interestingly, all three of these variables were interacting with each other, forming three loops (see Supplementary Material Figure S-1) . Specifically, the presence of the lowest race minority score was more likely to be accompanied by variables of average population age "40-50" and the second to the lowest poverty score, and vice versa.
Rules with Smaller Minimum Support Values
If a similar criterion was applied, but with the minimum support value set to 0.01, more rules were found with size 42 (see Supplementary Material Table S-3). Not only did first and second quartiles chemical variables show up in the RHS but also those in the fourth quartiles. Corresponding LHS of the fourth quantile rules were high race minority scores (high non-white percentage), high poverty scores (high low-income percentage), and low education scores (low percentage of degree attainment). Table 3 summarizes the total number of rules with particular LHS and RHS given a minimum support value of 0.01 and lift 41. For the LHS, the focus was on low and high demographic scores. All the rules with Race Minority Score 1 and Race Minority Score 2 on the LHS were pooled together, in order to capture a more general pattern of how tracts with low percentage non-white population were associated with different quartiles of chemical exposure. Race Minority Scores 7-10 were also grouped together not only for this particular aspect of analysis for a similar reason but also due to limited number of association rules found (29 in total across these four race score categories). Similarly, all the rules with Poverty Scores 1-3 were evaluated at the same time and those with Education Scores 1-3 examined together. For the RHS, the total number of rules was counted that contained particular quartiles of chemical exposure concentrations given the specific LHS. In general, rules containing low race score (low non-white percentage), low poverty score (wealthier census tract), and average population age of 38-50 years were more likely to contain the first quartile (i.e., Q1 or lower values) of chemical exposure concentrations, while rules encompassing high race score (high non-white percentage), high poverty score (poorer tracts), and high education score (high percentage of residents with education) tended to include the fourth quartile of chemical exposure concentration (or Q4, indicating high chemical exposure concentration). Specifically, 20 out of the 29 rules (69%) that contained Race Score 7, 8, 9, or 10 had Q4 as their RHS, while only 16 out of the 342 rules (5%) that contained Race Score 1 or 2 included Q4. The number of rules with high race score increased monotonically, as the chemical exposure concentration increased in the RHS (from 0 for Q1 to 20 for Q4). In contrast, the number of rules with low race scores gradually decreased as the chemical concentration became higher (from 144 for Q1 to 22 for Q4).
There were 9 out of the 14 rules (64%) with Poverty Scores 7-10 containing Q4, but there were only 27 out of the 354 rules (8%) with Poverty Score 1, 2, or 3 containing Q4. A high poverty score was positively associated with chemical exposure concentrations in terms of rule number (from 1 rule for Q1 to 9 for Q4), while low poverty score had a negative association with chemical exposure concentration (144 for Q1 and only 28 for Q4).
Rules with average population age of 38-40 and 40-50 years tended to have Q1 as their RHS (50% and 37%, respectively). As the RHS of these rules changed from Q1 to Q4, the rule numbers decreased consistently (from 31 to 8 and from 106 to 4, respectively).
Interestingly, rules with high education score (8-10) were associated with Q4 (46%) but those with low education score (1, 2, or 3) were more inclined to contain either Q1 (49%) or Q4 (22%). The number of rules with high education score increased gradually when RHS changed from Q1 to Q4. For rules with low education score, there was no monotonic change in rule numbers when RHS shifted from Q1 to Q4.
Supplementary Material Table S-4 includes the top 100 rules with both LHS and RHS being demographic variables, minimum support value 0.01, and lift 41. Highest poverty score was associated with average population age of 20-30 years and the lowest education score. On the other hand, lowest poverty score was related to high education scores and low race minority scores.
To explore further the one-to-one relationship between the LHS and RHS, the rule size was set to be 2 on top of other predefined criteria such as LHS being socio-demographic variables, RHS chemical variables, minimum support value 0.01 and lift 41 (see sample rules in Supplementary Material Table S-5). Table 4 lists complementary pairs of rules with high and low race scores for given high/low chemical quartiles. The rule with the highest OR (5.534, estimated 95% CI 5.102-6.008) had an LHS race score of 10 and RHS fourth quartile diesel, which suggests that the odds of population with ≥ 90% non-whites exposed to the diesel PM exposure concentrations in the fourth quartile are 5.534 times higher than populations with o 90% non-whites. The rule with the same LHS and RHS but low race and exposure values was "Race Minority Score = 1 → Diesel = Q1" for which the OR was 2.893 (estimated 95% CI 2.818-2.969). Note that the first quartile of Diesel PM was 9 × 10 . The general form of these rules is that "Race Minority Score = 10 → Chemical = Q4" and "Race Minority Score = 1 → Chemical = Q1". In addition, average population age of 20-30 and 30-35 years were associated with "Diesel = Q4" but average population age of 40-50 and 50-100 with Q1 chemical concentrations. All estimated 95% CI for the OR of all rules in Table 4 were well 41, suggesting positive associations. Table S-6) . Also, differences between chemical concentration levels for each poverty score were statistically significant for all chemicals (details in Supplementary Material Table S-7) . Except for several pairs of race score categories associated with cyanide and acetaldehyde concentrations, statistically significant differences between different race scores in terms of chemical exposure concentration levels were observed (Supplementary Material Table S-8). The overall low levels of cyanide compound being detected (median = 9.8 × 10
Student's t-tests
μg/m 3 ) could be a possible reason why fewer association rules related to this chemical were identified owing to less statistical significant associations between its chemical exposure concentration and other socio-demographic factors. Variances of each group of chemicals associated with each of the three sociodemographic variables were estimated and they were similar and comparable between different groups (results not shown).
DISCUSSION
Overview
Major association rules. Among the 212 rules with minimum support value 40.1, 13 major rules were found with the strength measure "lift" 41 that contained socio-demographic variables as their LHS and chemical variables as their RHS. Results presented in Table 1 convey the main message that census tracts with low nonwhite population percentages (0-10%) or average population age of 40 and 50 years (which happens to be associated with low poverty and low non-white populations, details in Table 2 ) are associated with low chemical exposure concentrations (mostly at the first quartiles).
Six major rules were also found when setting both the RHS and LHS to be socio-demographic variables with similar criteria (in Table 2 ). As with the results in Table 1 , in addition to low percentage of non-white population and average population age of 40-50, Poverty Score 2 (or 10-20% of the residents within a census tract having income below one-and-a-half times the poverty level) appeared and demonstrated key interactions with the other two socio-demographic variables. This suggests that income level is probably associated with chemical exposure concentration level. Another perspective is that predominantly white census tracts of middle-aged people are directly related to lower exposure levels, and they happen to have low poverty levels, which are thus indirectly related to exposures.
Association rules and EJ interpretation. When the minimum support value was lowered to 0.01 and other criteria held the same, several interesting trends were found regarding the association between demographic variables and exposure concentration levels. Greater proportions of non-white populations and poorer census tracts tended to be exposed to higher chemical concentrations, while tracts with low non-white percentages, wealthy tracts, and those with average population age of 38-50 were more likely to have low chemical exposure concentrations (Table 3) . Particularly, the number of stronger (lift 41) and applicable (support 40.01) association rules with high race score, high poverty score, and higher education scores (contrary to expectations) increased as the chemical exposure concentrations increased from the first to the fourth quartiles, whereas the number of rules with low race score, low poverty score, and average population age of 38-50 decreased as chemical concentrations became higher.
Educational attainment did not show a clear inverse relationship with chemical concentrations when considered by itself on the LHS (Table 3) . This may reflect a limited sample of highly educated census tracts that were exposed to increased concentrations. A case in point is San Francisco county in California. We found that there were 68 census tracts in this area that have high education population percentages but were associated with high chemical exposure concentrations. We suspect that housing burden could be another factor that modifies the associations . In conjunction with using other statistical methods such as regression analysis, the combined effects of multiple stressors upon one response variable can be identified and quantified, provided that the number of explanatory variables was small (o4) and the association of interest was statistically significant. The graph-based visualization of the association rules can also serve as the basis for developing more complex mathematical models for environmental studies such as a system dynamic model 52, 53 or multi-objective model 54, 55 and provide hints for better ways of clustering and classifications (Supplementary Material Figures S-2 and S-3 ). It may also shed light on potential contributors to disproportionate environmental burdens for certain vulnerable populations (e.g., pregnant women or children who suffer from obesity 56 ) if one restricts the populations of interest to be these vulnerable populations and apply ARM method to understand how EJ indicators may potentially modify potential exposure 44 and health effects. Along with the method developed to explore and identify a group of important variables, 57 this tool can be applied to evaluate the internal relationships among a large number of multiple stressors and potentially provides a system-based approach 58 into the environmental issues at hand.
Future studies. ARM can potentially identify associations between EJ indicators or stressors in order to target risk-reduction solutions.
In the case of air toxics, installing air filters in low-income residential housing close to a pollution source could be an example. Personal behaviors and other stressors, such as radon and smoking, 19 could be included to examine synergistic effects. Predominance of preexisting conditions could potentially be another factor; for example, asthma or other respiratory diseases can influence inhalation rates and make certain populations more vulnerable to chemical exposures and related adverse health effects. Indeed, an important quantitative tool used in California communities' health screening, namely, CalEnviroScreen, 59 includes variables related to asthma and cardiovascular diseases in order to take into account preexisting conditions when addressing EJ issues. Additional stressors, or EJ indicators, that may affect exposure and dose can be found in our previous study. 44 Limitations. This study includes certain limitations. First, NATA exposure concentration are simulated data rather than actual observations. The results presented here may not perfectly reflect the actual chemical exposure levels. Second, ARM does not provide correlation estimates between variables, so results are not directly comparable with correlative analyses from other studies. The current application of ARM does not combine impacts from multiple stressors, only associations between them; therefore, it cannot be used to provide overall environmental/social burden scores for each community. Finally, interpretation of other measures such as OR and RR can be an issue when the rule size is 42.
CONCLUSION
Unsupervised data mining methods such as ARM can be applied to EJ-related evaluations of the combined effects of multiple stressors. It highlights some of the main variables associated with chemical exposures, in this case race, income, and population age, and suggests that other variables, such as educational attainment, may be less associated with exposures and more a secondary component of the other socio-demographic variables.
ARM has proven to be an effective methodology for finding associations between specific categories/values (i.e., binned ranges) of EJ variables, which provides more insight into the specifically affected populations. Other variables and related associations can potentially be identified by ARM as well.
