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INTRODUCTION -STATEMENT OF THE PROBLEM
In many practical modelling and control applications, a partial prior knowledge of the structure and the parametrization of the system is available. A typical situation is where the only unknowns of the system are the values of a few physical parameters which enter linearly and/or non linearly in the model. In such a situation, it is clear that an approach to the parameter estimation problem which ignores the prior knowledge, is questionable since it would necessarily result in an attempt to estimate more parameters than necessary. This is the reason why the issue of incorporating prior knowledge on the parametrization in the parameter estimation problem has recently received some attention. In the case where the unknown parameters enter linearly in the process model, the solution is obviously to reformulate the problem in the form of a linear regression limited to those parameters. However, the practical implementation is not trivial and is discussed by [CF] , [BS] and [C] . In this paper we consider the more complex situation where the unknown parameters enter non linearly in the model but can be embedded in a linear over-reparametrization to be made explicit shortly in (1.1). This issue has been previously discussed in a series of papers by [DAK 1, 2, 3] for single input single output (SISO) systems where the reparametrization is a polynomial function of the unknown parameters. Here we shall be concerned with multivariable non linear systems , where the reparametrization is any non linear function of the unknown parameters. The systems under consideration are assumed to be expressed in the following non linear regression form where t E R+, y E Rm is a vector observation sequence, cp E RkxRm is a regression matrix made up of known signals, e E Rn is the unknown parameter vector and p(.) is a non linear mapping from Rn onto a subset of Rk, with k 2 n. It is to be noticed that the vector p constitutes an "over-reparametrization" of the system which enters linearly in the model (1.1). The problem is to estimate 8 from measurements ofy and rp. The field of applications of this problem is illustrated by two typical engineering examples.
A n electrical example
Consider the following electrical circuit :
The dynamics of this circuit are easily shown to be described by the following differential equation :
where D stands for the derivative operator (D = (d/dt)). We assume that the values of the resistances R1 and R2 are known and, hence, that the only model unknowns are the inductance L and the 
with. q = (qi, 42, q 3 P the vector of generalized coordinates F(q) the inertia ma& f(q,;E) the vector of Coriolis and centripetal torques G(q) the kinematics matrix.
(1.3) a(q) = 1, sin e -1, cos e b(q) = l2 cos 43 -1, sin e
We assume that all the geometrical and inertial parameters relative to the trolley and to the load, considered separately, are known. This means that, in the model, the parameters M,J,I, L are known. The only unknown parameters are those relative to the location of the load on the trolley. This means that the coordinates 11 and 12 of the center of mass of the load with respect to the vertical symmetry axis of the trolley are unknown : 81 = 11 e2 = 12. Hence, it is easy to check, from the definition of F(q) and f(q,q) that the model (1.3) can be linearly reparametrized as follows:
pl= el p2= e2 p3 = e: + ef and appropriate definitions of Fi and fi. The model (1.4) is then in the desired non linear regression form which depends on q, q, q. In case where, as usual in robotics, the accelerations q are not measured, the model (1.4) can be easily transformed in an equivalent non linear regression model (with the same parametrization) which depends only on q and q, by appropriate filtering (see e.g. [MG] ).
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Outline of the paper
The paper is organized as follows. In section 2, we state the technical assumptions on the problem structure which will be used subsequently in the analysis. These assumptions concern the structure of the overparametrization mapping p(8) on the one hand, and the excitation content of the regressor q(t) on the other hand. On this basis, the difference between our approach and that of [DAK, 1, 2, 3] is emphasized. The estimation algorithm is presented in section 3 and a Lipshitz condition relative to the dynamics of the estimation error is established. The main convergence results are demontrated under two different assumptions on the excitation content of q. in sections 4 and 5 respectively. In each case a lower bound on the size of the convergence domain is calculated and its connection with the structure of the overparamemzation mapping p (8) is discussed. For reasons of space limitations, the proofs of some of the lemmas have been deleted from this conference version; full proofs can be found in [BBCG] .
ASSUMPTIONS.
In this section, we formulate a set of technical assumptions on the smcture of the non linear reparametrization p(8) and on the excitation content of the regressor q(t). These assumptions will be used later in the analysis.
Assumption on the structure of p(.)
A . l . The function p(.) maps an open ball D O E R n of radius r, centered on e*, onto a set Dp E R k , with k 2 n, such that: -ap/a€I has full rank n on De(+).
In particular, there exist finite constants k1>0 and k p O such that: +Noration : For vectors PE Rk and €I€ Rn, we denote by ap/ae the k x n matrix whose (ij)-th element is
Assumptions on the regressor f l t )
We shall make a uniform boundedness and an excitation assumption about the regressor cp. The boundedness assumption is simply :
A.2.
II cp(t)ll I %ax Vt E R+
As for the excitation, we shall state here two altemative assumptions, a strong assumption A.3 and a weaker assumption A.3'. Our convergence proof will follow two different routes and will lead to two different convergence domains, depending on whether the stronger or the weaker assumption is used. 2, 3] , where the whole vector q(t) was required to be persistently exciting. Here we only require P(8,t) (resp.P(t)) to be positive definite : its size, n x n, is typically much smaller than the dimension k x k of q(t)qT(t). The penalty we pay for these extensions is that our results will be local, rather than global, but such is the nature of life. and we now derive a Lipschitz bound for f(t,e).
THE ESTIMATION ALGORITHM

Lemma 3.1.
Let f(t,6) be defined by (3.6) and let e l = e* -81, 6 2 = 8'-82, with 81, 8 2~ De. Then, under assumptions A.l, A.2, f(t,e) satisfies the following Lipschitz condition (we drop the dependence on t for simplicity):
CONVERGENCE RESULTS UNDER A.l TO A.3
In this section we shall derive a bound on the initial error e(0) for which asymptotic convergence of 8(t) to 8' will be established under the assumptions A.l to A.3 with an additional constraint of slow adaptation. The slow adaptation is required to replace the PE condition of assumption A.3 by the stronger condition that yr(8.t) is persistently exciting for all 8 in De. We first establish two preliminary results. with > '9 E '", and where w satisfies the PE condition (4.1). Consider the estimation algorithm (3.1) with the assumptions A.l to Then I x(t) I I Kcat I xo I , where:
A.3, and the additional assumption:
A.4. r is chosen small enough so that, with k3 defined by (3.8),
Let the adaptation gain w be chosen such that w < w, with 02 defined by W(o>z) = k3$,, (see Fig.3 ), and let:
II 6(0) II < r
Proof:
Let V(t) = xT(t)x(t). multivariable case, it can be shown that :
Extending the derivations of [K] to the c(t) I O (4.6)
Vt 2 0 and:
Proof: Equation (3.5) can be rewritten as This, and: V(t+'c) I V(t) V'c 2 0 implies:
where f(t,O) = 0 and f(t,6) satisfies the Lipschitz condition (3.7). It follows from (4.6) that there exists a positive constant E > 0 such that with K1= (1-y(w))-l. Taking the square root gives the desired result. QED.
11 6(0) I 1 < ( r -E ) m
Consider now the function
We demonstrate by contradiction that 11 8(t) 11 < (r-d
Suppose there exists a finite ti > 0 such that :
Vt.
for o 2 0, with y(o) defined by (4.4) and a1 = a l ( w ) defined by 2) The condition (4.5) can always be satisfied by choosing r small enough, i.e. which implies that O(0) must be closer to the true 8'. However, it is interesting to note that the richer cp is (i.e. the larger 61/r is ; see the PE condition A.3.), the larger the convergence radius r is allowed to be. 
CONVERGENCE RESULTS UNDER A l , A2 AND A3'
In this section, an analysis, parallel to that of section 4, will be canied out under the weaker assumption A3' on the persistency of excitation of the regressor. Roughly speaking, assumption A3' requires that the regressor q(t) must be sufficiently rich only for the true system, that i s Consider the estimation algorithm (3.1) with the assumptions A1 to A3', and the additional assumption A4: A4'. r is chosen small enough so that, with defined by (5.2),
Let the adaptation gain o be chosen such that w < w3, and let:
Then:
Comment
In this case the effect of w on the radius of the initial condition ball and on the speed of convergence hi is seen from Fig.6 .
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; .-. L?, 6. DISCUSSION AND CONCLUSION We have followed two different (but fairly parallel) ways for the analysis of a parameter estimator for a class of non linear regression problems. The reader might believe that this is redundant and that one way is better than the other. This is actually not the case, as is shown by the following argumentation. Suppose that the regressor q(t) is given (from an experiment on the system) and that it is sufficiently rich in the sense of both A3 and A3'. Then it follows from the analysis that the radius r of the admissible domain De for the parameter estimates must be chosen such that : first analysis (A3) : 6,(r) 2 k3(r) qmax 2 second analysis (A3') : 6,2 k4 (r) (pia, with : 61(r) S 8, and k3(r) I k4(r) k3(r) and k4(r) can be viewed as a measure of the degree of non linearity in the parametrization (k3 = k4 = 0 when p(0) is linear function of e). They are both monotically increasing with r. 61(r) and 62 are a measure of the regressor richness. 61(r) is monotically decreasing with r. It is clear that no definite conclusion can be drawn regarding the respective sizes of De arising from the first and the second analysis. Either way could yield a larger De depending on the particular structure of the non linearity in specific applications.
