Studies of electronic structure and thermal properties of thermoelectric materials emphasising quantitative electron diffraction by Valset, Kjetil
Studies of electronic structure and thermal
properties of thermoelectric materials
emphasising quantitative electron
diffraction
Kjetil Valset
Thesis submitted in partial fulﬁllment
of the requirements for the degree of
Philosophiae Doctor
Department of Physics
University of Oslo
July 2011
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Kjetil Valset, 2011 
 
 
Series of dissertations submitted to the  
Faculty of Mathematics and Natural Sciences, University of Oslo 
No. 1130 
 
ISSN 1501-7710 
 
 
All rights reserved. No part of this publication may be  
reproduced or transmitted, in any form or by any means, without permission.   
 
 
 
 
 
 
 
 
Cover: Inger Sandved Anfinsen. 
Printed in Norway: AIT Oslo AS.   
 
Produced in co-operation with Unipub.  
The thesis is produced by Unipub merely in connection with the  
thesis defence. Kindly direct all inquiries regarding the thesis to the copyright  
holder or the unit which grants the doctorate.   
Summary in Norwegian
Termoelektriske materialer er i stand til a˚ gjøre om en strøm av varme mellom to varmekilder til elek-
trisk energi. Innen dette feltet ble det gjort mye forskning pa˚ 50 og 60 tallet. Dersom man sender strøm
igjennom et termoelektrisk materiale oppna˚r man en motsatt effekt der man ﬂytter varme fra en side av
materialet til den andre siden. Interessen for termoelektriske materialer var derfor stor da de har mange
potensielle omra˚der for anvendelse, fra kjøleskap til produksjon av strøm fra spillvarme. Problemet var a˚
lage termoelektriske moduler som er billige og effektive nok til a˚ anvendes pa˚ stor skala.
Spesielt de siste 10 a˚rene har det vært en fornyet interesse for termoelektriske materialer, en utvikling som
hovedsaklig har to a˚rsaker. Den første er bekymringer knyttet til miljøkonsekvensene av verdens økende
energiforbruk. Den andre a˚rsaken er knyttet til mulighetene som oppsta˚r na˚r materialene kan struktureres
pa˚ atomær skala. Begrensninger som tidligere eksisterte kunne na˚ omga˚s dersom man var istand til a˚
strukturere materialene pa˚ nye ma˚ter.
I dette arbeidet har fokuset vært pa˚ syntese og studier av billige og miljøvennlige materialer som kan
benyttes i stor skala. Ved hjelp av elektronmikroskopi har vi prøvd ut nye teknikker for a˚ studere de elek-
triske og termiske egenskapene til det termoelektriske materialet Mg2Si. Slike studier er viktig for a˚ kunne
fastsla˚ hvordan man kan optimalisere de termoelektriske egenskapene. I tillegg har vi jobbet med det ter-
moelektriske materialet ZnSb. Ved a˚ danne sma˚ partikler av Zn3P2 i ZnSb og i tillegg dope materialet
med kopper ﬁkk vi en betydelig økning i den termoelektriske effektiviteten. En videre økning av effek-
tiviteten til ZnSb er fullt mulig og kan gjøre dette materialet sammenlignbart med de beste termoelektriske
materialene som vi har i dag.
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Preface
This PhD project was carried out within The Basic and Applied ThermoElectric (BATE) initiative and
supervised by Johan Taftø, Ole Bjørn Karlsen and Anette Gunnæs at the University of Oslo. Funding was
given by the Norwegian Research Council under the Nanomat program.
BATE is a framework for collaboration within thermoelectricity between the University of Oslo and the
University of Stavanger. The activity within BATE is focused on theory, study, synthesis and applications
of thermoelectric materials.
The main focus within this project has been using quantitative electron diffraction to study charge transfer
between atoms and the atomic thermal vibrations. In addition we have synthesized materials by various
methods in an effort to optimize their thermoelectric properties.
The fall of 2010 I visited Brookhaven National Laboratory (BNL). This stay resulted in paper III in collab-
oration with Yimei Zhu and Lijun Wu at BNL.
The ﬁrst paper is written on the occasion of 65th birthday of Professor John Spence. Bloch wave sim-
ulations have been essential in the electron diffraction simulations done in this thesis and in paper I the
symmetries of the Bloch waves in the 17 two-dimensional space groups are classiﬁed. In addition other
symmetry aspects related to electron refraction at interfaces are adressed. Paper II and III are related to
convergent electron beam diffraction performed on Mg2Si. In paper II we apply this technique to study the
bonding between atoms in Mg2Si. In paper III we use this technique to study the anharmonic vibrations of
the Mg atoms. In paper IV we have synthesized the material ZnSb, and added extra zinc and phosphorus
to form particles of Zn3P2. By additional doping with copper we achieved a signiﬁcant increase in the
thermoelectric ﬁgure of merit.
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Chapter 1
Introduction
From 2009 to 2010 the world energy consumption grew more than 5% and non OECD countries accounted
for 84 % of growth in energy use [1]. There are great concerns associated with the emission of greenhouse
gases (most notably CO2) caused by increased consumption of fossil fuels, as non OECD countries develop
an energy consumption closer to what is found in developed countries. Electricity generation from renew-
able sources and strategies for more efﬁcient energy consumption are therefore areas of great importance
as the world population and energy consumption keep increasing.
Thermoelectric materials are capable of converting a heat ﬂow between two heat reservoirs into electrical
energy, making them interesting for applications within power generation. Thermoelectric modules are
easy to produce and reliable as they have no moving parts. They may easily be utilized on small as well as
large scale and would require little maintenance [2, 3].
One problem that limits the areas of application for thermoelectric devices is the efﬁciency, which is typ-
ically below 10 % for the best thermoelectric materials. Due to the low efﬁciencies, large scale usage has
sometimes been believed to be limited to vehicle exhaust heat recovery [4]. Another problem is that many
of the best thermoelectric devices are dependent on toxic and expensive materials that are limited in supply,
most notable tellurium. 90 % of today’s tellurium comes from copper reﬁning and the remaining reserves
from this source is only 22.000 metric tons [5]. Devices made from this scarce material would have limited
potential for widespread use.
If research on thermoelectric materials are to be justiﬁed on the world’s need of renewable energy, the focus
must be on materials with potential for large scale usage. In this Ph.D. work we therefore study materials
with cheaper elements (i.e. Zn, Sb, Mg and Si). In addition, we have focused on methods for synthesizing
bulk materials that may easily be scaled up on an industrial scale.
Establishing techniques for studies of thermoelectric materials by Transmission Electron Microscope is
central in this work. Through these techniques, important properties of the thermoelectric materials may
1
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be quantiﬁed, such as atomic bonding and harmonic and anharmonic atomic vibrations. The corresponding
parameters are closely related to the electric and thermal properties of the material. In addition we have
signiﬁcantly improved the thermoelectric properties of bulk ZnSb, by doping and nanostructuring.
A focus in the Basic and Applied Thermoelectric Initiative has been on thermoelectric heat pumps. It has
been shown that thermoelectric heat pumps (using the thermoelectric material Bi2Te3), have efﬁciencies
comparable to commercially available heat pump´s [6]. As a thermoelectric heat pump is extremely reliable
and could easily be applied on a large scale, they may be the preferred choice for such solutions. Large
scale use of thermoelectric modules does not necessarily relay on making the best existing materials better,
but making the efﬁciencies of cheap and abundant materials comparable to that of the established state of
the art thermoelectric materials.
Bilbliography
[1] U.S. Energy Information Administration (EIA). Annual energy outlook 2011.
[2] F. J. DiSalvo. Thermoelectric cooling and power generation. Science, 285(5428):703–706, 1999.
[3] L. E. Bell. Cooling, heating, generating power, and recovering waste heat with thermoelectric systems.
Science, 321(5895):1457–1461, 2008.
[4] C. B. Vining. An inconvenient truth about thermoelectrics. Nat Mater, 8(2):83–85, February 2009.
[5] U.S. Geological Survey. Mineral commodity summaries,. January 2011.
[6] J. K. Bording, V. Hansen, Ø. Prytz, and J. Taftø. Thermoelectric heat-pumps for heating of buildings.
In XIV International Forum on Thermoelectricity, Moscow, 2011.
Chapter 2
Introduction to thermoelectricity
2.1 The thermoelectric effects
The ability of materials to directly convert a heat ﬂow between two heat reservoirs into electrical energy
was ﬁrst discovered by Johann Seebeck in 1821. The discovery was based on a circuit of two dissimilar
materials. If the junctions between the materials were kept at different temperatures, a voltage would arise
between the ends of the circuit [1].
Figure 2.1: Charge carriers (black dots) in a material diffuse faster from the hot side than carriers diffuse from the
cold side. If electrons are the majority carriers, an electric ﬁeld will be established from the hot side to the cold
side. The voltage that sets up this electric ﬁeld is called the Seebeck voltage.
When a temperature drop is present over a sample the charge carriers at the hot end will diffuse faster to
the cold end than the less energetic charge carriers at the cold end will diffuse in the opposite direction
[2]. The diffusion gives rise to a ﬂow of charge carriers from the hot side to the cold side until the force
from the resulting electric ﬁeld counterbalance the thermal diffusion. This was the underlying effect behind
Johann Seebeck’s discovery and the voltage that sets up this electric ﬁeld is now called the Seebeck voltage.
When two thermoelectric materials are connected together as in Seebeck’s circuit, this voltage (V) can be
described as V=αab(Thot-Tcold), where αab is the difference in Seebeck coefﬁcient for material a and b
and Thot and Tcold are the temperatures at the hot and cold junctions.
3
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13 years later the watchmaker Peltier discovered that if a current was passed through such a circuit, a
temperature gradient would arise between the junctions. A rate of heating, Q, would occur at one junction
and a rate of cooling, -Q, at the other. These rates of cooling and heating are related to the current (I) as
π=QI , where π is the Peltier coefﬁcient. Thomson realized later that a third effect should arise, as cooling
or heating as an electric current is passed through a homogeneous circuit in the presence of a temperature
gradient. This is now called the Thomson effect. The Peltier coefﬁcient and the Seebeck coefﬁcient were
then found to be related as π=Tα, where T is the temperature. The Thomson effect is usually small and is
neglected in the following sections.
2.2 The Seebeck coefﬁcient and Peltier coefﬁcient
The Peltier coefﬁcient can be described as the total heat current divided by the charge current [3]:
π =
∑
i
hivi(x)
e
∑
i
vi(x)
,
where hi is the heat carried by electron i, vi(x) is the electron speed and e is the electron charge. The thermal
energy associated with one electron is equivalent to the energy difference between the electron energy (E)
and the Fermi energy (EF ). By replacing the sum with an integral over energy the Peltier coefﬁcient for
metals may be described as:
π = αT =
∫∞
0
(E − EF )v(x)dE
e
∫∞
0
v(x)dE
=
∫∞
0
σ(E)(E − EF )df0dE dE
e
∫∞
0
σ(E)df0dE dE
.
In the latter expression the electrical conductivity (σ) and the equilibrium Fermi-Dirac distribution function
(f0) is introduced. The function df0/dE is symmetric around the Fermi level. If the conductivity σ also was
symmetric or constant around the Fermi level the integral would vanish and the Seebeck/Peltier coefﬁcient
would be zero.
For a semiconductor the Seebeck coefﬁcient can be written:
α =
1
e
∫∞
0
τ(E)E2 df0dED(E)dE
T
∫∞
0
τ(E)E df0dED(E)dE
− Ef
kbT
,
where D(E) is the carrier density of states, kb is the Boltzmann constant and τ is the carrier relaxation
time. Semiconductors are usually the best thermoelectric materials as σ may achieve high asymmetry
around the Fermi level. Holes may also play the part as carriers in semiconductors/metals and the sign of
the Seebeck coefﬁcient will depend on which is the majority carrier. If the majority carriers are holes the
Seebeck/Peltier coefﬁcient would be positive.
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2.3 Efﬁciency of Thermoelectric power generators
The knowledge about the general limitations imposed on a system, converting a heat ﬂow between a warm
and cold reservoir into work, was advanced in the early 19th century. The efﬁciency (η) of the system was
deﬁned as the power output of the system divided by the heat power supplied to the hot side of the system.
It was understood that the maximum efﬁciency such a system could achieve was limited by the heat loss
to the cold reservoir, equal to the temperature difference between the hot and the cold reservoir (T ). The
maximum efﬁciency any such system can achieve is called the Carnot efﬁciency (ηc) and is given as:
ηc = 1− Tcold
Thot
. (2.1)
The rate of heat ﬂow through a thermoelectric material at the hot side (Qhot) and cold side (Qcold) may be
written [4]:
Qhot = Tκ · A
L
+ αThotI − 1
2
I2ρ · L
A
Qcold = Tκ · A
L
+ αTcoldI +
1
2
I2ρ · L
A
,
where κ is the thermal conductivity of the sample, A and L is the area and length of the thermoelectric
material, I is the current and ρ is the resistivity. The second terms in the sums can be recognized as the
Peltier heat transport. The last term is the Joule heating that occurs in the thermoelectric material and is
assumed to ﬂow equally out of the hot and cold junctions.
Figure 2.2: Thermocouple conﬁgured as a power generator. RL is the load resistance.
A thermoelectric module is usually constructed by connecting legs of the thermoelectric materials electri-
cally in series as in ﬁg. 2.2. If we assume that the heat contributions from the current ﬂowing through
the legs (the Peltier term and joule heating term) are small compared to the total heat ﬂow, the thermal
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Figure 2.3: (a) electric and (b) thermal equivalent circuits of a thermocouple. It is assumed that the joule heating
and and Peltier term are small compared to the total heat ﬂow.
and electrical conductivity can be separated. In an electric equivalent circuit the legs will then be in series
(ﬁg. 2.3 (a)) but from a thermal point of view they will be in parallel (ﬁg. 2.3 (b)). Holes and electrons in
p/n-type materials ﬂow in opposite directions in the electric circuit, but they are both capable of carrying
heat. Modules as in (ﬁg. 2.2) are therefore constructed by combining p-type and n-type materials as legs.
The efﬁciency (η) of such a couple may be written [4]:
η =
energy supplied to the load(RL)
heat energy absorbed at hot junction
=
I2R
TκT − 12I2R
where R is the electrical series resistance of the legs and κT is the thermal conductance of the legs taken
in parallel. The maximum efﬁciency can be found as:
ηmax = ηc
√
1 + ZT av − 1√
1 + ZT av + TCTH
(2.2)
where Tav is given as Thot+Tcold2 . An advantage with the latter expression is that we have separated out the
Carnot efﬁciency, ηc. This maximum efﬁciency can be found when RLR =
√
1 + ZT av [1]. In the latter
expressions we have also included the total dimensionless ﬁgure of merit (ZT) for a thermocouple. If the
legs have similar constants (α, σ, κ) we can write the dimensionless ﬁgure of merit of each material in a
thermocouple separately as [4]:
ZT =
α2σT
κe + κl
, (2.3)
where κe, κl is the electronic and lattice part of the thermal conductivity. A maximum power transfer to
the load can be found when R=RL. The efﬁciency under maximum power transfer (ηP ) can then be written
[4]:
ηP =
Thot − Tcold
3Thot
2 +
Tcold
2 +
4
Z
(2.4)
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Figure 2.4: Efﬁciency of a thermocouple conﬁgured as a power generator when Tcold is kept at 300 K, ZTav is
kept constant and RL=R, where RL is the load resistance and R is the series electrical resistance of the module .
Green triangles are plotted for RL
R
=
√
1 + ZT av and represent the maximum efﬁciency for a given ZT (ηmax).
The efﬁciencies at maximum power transfer, ηP , at different ZTav and T are shown in ﬁg. 2.4 when the
cold side is kept at 300 K. For ZTav=3, ηmax is also plotted and is found to be slightly higher than ηP .
2.4 Improving the ﬁgure of merit
2.4.1 Electric properties
From the expressions of ηP and ηmax it is clear that a high ZT is needed to achieve a high efﬁciency. To
describe the efﬁciency of a speciﬁc material, zT is usually used. This term describes the efﬁciency of a
material when losses that would occur in a thermocouple module are ignored (as contact resistance etc.).
Electrons and holes both carry heat from the hot end of a semiconductor to the cold end. However, as they
both carry charge with opposite sign, the thermoelectric material should have a monopolar conductivity
[5]. The band gap, Eg , should be sufﬁciently large and an optimum bandgap can be found in the region of
10 kbT [6]. At this value for Eg the amount of minority carriers is very small and there is nothing much to
gain by increasing Eg beyond this value. Adjusting Eg by alloying has been very successful for compounds
such as Mg2SixSn1−x [7]. High valley degeneracy in the electronic bands is also beneﬁtial, as a high
effective mass may be achieved without explicitly reducing the carrier mobility [1, 8]. Low-dimensional
materials have also been proposed, as quantum-conﬁnement effects may increase the power factor (α2σ)
of the material [9, 10].
The electric thermal conductivity can be written κe=LσT, where L is the Lorenz number. Both σ, α and κe
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are then interdependent and by doping the carrier concentration can be changed to optimize the ratio α
2σ
κ ,
for a given κl. The relation between charge carrier concentration and α, σ, κ can typically be sketched as
in ﬁg. 2.5. For an n-type semiconductor the charge carrier concentration becomes degenerate as the Fermi
level is moved far into the conduction band. The asymmetry in density of states around the Fermi level
may then be lost leading to a reduction in zT. An optimum doping for an n-type semiconductor is therefore
normally when the Fermi level is close to the bottom of the conduction band (or close to the top of the
valence band for a p-type semiconductor) [2].
Figure 2.5: Trends for α, σ, κ at different carrier concentrations modelled for Bi2Te3. Adapted from ref. [11].
Modulation doping has been proposed as a way of increasing zT in two-phase composites [12]. One of
the phases can be particles that may donate carriers to the surrounding matrix. For this effect to take place
in a p-type, two-phase composite, the valence band of the particles should be lower than the valence band
for the matrix (eXparticle+EparticleG >> eX
matrix+EmatrixG ), as in ﬁg. 2.6 (a). Charge carriers may then
diffuse from the particles and be conﬁned in the potential well created in the matrix (blue areas in ﬁg. 2.6).
A high carrier concentration and mobility may then be achieved simultaneously as the free carriers are
separated from the donor ions. The resulting regions of excess carriers around the particles may then act as
high conductivity paths for the free carriers (black arrow in ﬁg. 2.6 (b)).
Energy ﬁltering may also occur for carriers moving across the potential barriers between the two phases [13,
14]. Only carriers with sufﬁciently high energies can cross the potential barriers (green arrows in ﬁg. 2.6
(b)), resulting in an increased Seebeck voltage.
2.4.2 Lattice thermal conductivity
The lattice thermal conductivity, κl, is not directly connected to κe, σ or α. A reduction in κl is desirable
to increase zT and may be achieved by phonon scattering. By alloying the short wavelength phonons are
scattered by point defects created by substituted atoms. The rate of scattering is determined by the mass,
2.4. Improving the ﬁgure of merit 9
Figure 2.6: (a)Heterojunction between material p and m, where the bandgap (Eg) for material p is larger than for
material m. A potential well is created in material m in which charge carriers are conﬁned (blue area). Energy
ﬁltering occurs across the potential barrier as the charge carriers with low energy are stopped (red arrow), unlike
the high energy carriers (green arrow). (b) Modulation doping by particles in a matrix. Blue are the regions of
excess carriers. Black arrow indicates the high conductivity path for the free carriers. Green arrows indicate
energy ﬁltering that occur across particles.
size and interatomic force difference between the substituted and original atoms. Alloying has successfully
reduced the lattice thermal conductivity in a number of materials [7, 15, 16]. The long wavelength phonons
may be scattered by particles [17] and some of the reduction in κl in alloys may be due to precipitates in the
nm region [18, 19]. By introducing both point defects and nanoparticles the thermal conductivity can be
signiﬁcantly reduced[20, 21]. The lower limit for κl achieved by atomic substitution is called the alloy limit
[22]. It has recently been proposed that ordered alloys will have a thermal conductivity lower than the alloy
limit due to anharmonic scattering [23]. Phonons may also be scattered by grain boundaries. Reduction
of grain size to maximize the grain boundary area has successfully lowered the thermal conductivity in a
number of materials [24, 25, 26].
A lower limit in κl can be estimated using the Einstein model for thermal conductivity, where the atoms are
assumed to be harmonic oscillators with the Einstein frequency (ωE). The atomic oscillators are coupled
to each other, but the oscillations are not coherently coupled as would be the case in a crystal lattice. Based
on this model an expression for the lower limit (often referred to as the amorphous limit or phonon glass
limit) of the thermal conductivity ,κminl , has been derived as [27]:
κminl = (
π
6
)1/3kbn
2/3
∑
i
vig
T
θi
∫ θi
T
0
x3ex
(ex − 1)2 ∂x
where n is the number density of atoms and θi is the temperature corresponding to the cutoff frequency for
each polarization. The phonon group velocity is assumed to be constant for all modes and the summation
is over the three polarizations. θi is estimated from the low-frequency speed of sound and the life time of
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each oscillation is assumed to be one half the period of vibration (τ = π/ωE).
This approach has correctly estimated a lower limit for κl for a number of compounds [27]. By reducing
the grain size in the thermoelectric material Bi2Te3, κminl is found in agreement with this model when the
average grain size is reduced to 2nm [28] and reached a value of 0.31 WmK .
2.5 zT of some thermoelectric materials
In ﬁg. 2.7 zT for some bulk thermoelectric materials is shown. Around room temperature zT for the best
thermoelectric materials are around unity. All the materials shown are compounds with a large amount of
Tellurium (except Zn4Sb3, Mg2Si and CeFe3CoSb12) making the materials expensive to produce due to
material costs.
Figure 2.7: Dimensionless ﬁgure of merit for some compounds (brackets indicate p- or n-type material). The
graph is adapted from ref. [5, 29, 7]
2.6 Thermoelectric applications
Thermoelectric materials are used in niche markets ranging from cooling of computer chips/lasers to pow-
ering interplanetary spacecrafts (as radioisotope thermoelectric generators) and silent running submarines.
If thermoelectric materials are to be used for large scale cooling, they would need a ZT>3 to compete with
conventional refrigerators [30]. This would be difﬁcult to achieve, however, as thermoelectric materials
become increasingly more efﬁcient a whole range of other applications may be possible.
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2.6.1 Thermoelectric heat pumps
Thermoelectric devices used as heat pumps offers several advantages over conventional heat pumps. They
have no environmentally hazardous gases, no compressor or mechanical parts that could get worn, they
are simple in construction and are easily scalable. The efﬁciency of heat pumps (usually referred to as
coefﬁcient of performance, COP) is given as the heat removed from the hot side divided by the power put
into the device. For a thermocouple the COP has a maximum given as [1]:
COP =
T av(
√
1 + ZT av − 1)
T (√1 + ZT av + 1) +
1
2
Fig. 2.8 shows the setup for a thermoelcetric heat pump and ﬁg. 2.9 shows the COP for conventional heat
pumps and heat pumps made of thermoelectric modules. It can be seen that the efﬁciency of thermoelectric
heat pumps are comparable to conventional heat pumps.
Figure 2.8: Schematics of a thermoelectric heatpump. On each side there is a fan that directs air to/from the heat
pump [31].
2.6.2 Electrical energy from exhaust heat
For a conventional internal combustion engine only a third of the energy (at most) is available for driving
the vehicle. The remaining two thirds are separated as waste heat in the exhaust stream and latent heat
in the coolant system [4]. In ﬁg. 2.10 the amount of heat energy (heat volume) is given for a 2000 cm3
vehicle. Harvesting just a small amount of that energy would mean that less electrical energy would have
to be generated by the vehicle dynamo. A goal is therefore to increase the vehicle fuel economy by 10 %
through thermoelectric electricity generation [32].
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Figure 2.9: Coefﬁcient of performance (COP) of thermoelectric heatpumps and conventional heatpumps [31]
2.6.3 Solar thermoelectric generators
A solar thermoelectric generator can be made as shown in ﬁg. 2.11. An absorbent material is placed on
top to absorb the sunlight. The resulting heat is transferred through the legs of a thermoelectric module.
Early studies of solar thermoelectric generators where done in 1950 based on a thermocouple made of
ZnSb and Bi-alloys [34]. A 50x optical concentration was then used to achieve an efﬁciency of about
3%. Lately more efﬁcient generators have been made by using more efﬁcient thermoelectric materials.
When the device was tested in vacuum to prevent heat loss by convection, the peak efﬁciency was found at
4.6% [33]. This is below the efﬁciency found in solar cells, but unlike solar cells these devices don‘t have to
track the sun to achieve a maximum efﬁciency. These devices also use only small amounts of the expensive
thermoelectric materials. They are reliable and could produce electricity combined with conventional solar
hot water generation.
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Figure 2.10: Exhaust heat volume pr. hour vs. temperature for a 2000 cm3 passenger car. The ﬁgure is adapted
from ref. [4]
Figure 2.11: Solar generator. On top is an absorbent material. The generated heat is directed through the thermo-
electric elements. The ﬁgure is adapted from ref. [33]
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Chapter 3
Anharmonic vibrations in crystals
As the lattice thermal conductivity may be reduced independently of the electrical conductivity and Seebeck
coefﬁcient, routes for manipulating the thermal conductivity represent a relatively straight forward way of
increasing zT. Anharmonic interatomic forces are important in reducing the lattice thermal conductivity
at high temperatures. This chapter therefore discuss the lattice thermal conductivity with emphasis on
anharmonicity and how it may be measured through electron diffraction.
3.1 Heat transport by lattice vibrations
The Taylor expansion of the potential energy (V) in the atomic displacements (u) for a crystal may be
written as [1]:
V =
1
2
∑
ζξ
∑
ζ′′ξ′
(
∂2V
∂uξ(ζ)∂uξ′(ζ ′′)
)0uξ(ζ)uξ′(ζ
′′) + anharmonic terms,
where the summation is done for all atoms () in unit cells (ζ) and for all 3 degrees of freedom (ξ). As the
energy is at a minimum when the atoms are at their equilibrium positions, the ﬁrst derivative will be zero.
In the harmonic approximation all other terms than the second derivative are ignored (the other terms are
called anharmonic).
The atomic displacement for an isotropically vibrating atom can be expressed as:
u(ζ, t) =
1
(nζm())1/2
∑
jq
Ej(q)1/2
ωj(q)
ei(qr(ζ)−ωj(q)t),
where q is the wavevector, r(ζ) is the position of atom  in unit cell ζ, m() is the mass of atom , ω
is the vibration frequency, E(q) is the vibration energy given by the Bose-Einstein relation and nζ is the
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number of unit cells in the material. A solution of Newton’s equation of motion for the atoms result in 3n
solutions (n is number of atoms in the unit cell) called branches (j) where each branch is associated with
nζ q vectors. There are 3 solutions for each atom as there are 3 degrees of freedom. For a material with
more than one atom in the primitve unit cell there will be three branches with a frequency converging to 0
as q approach zero (the acoustic branches). The remaining 3n-3 branches are the optic branches.
These quantized atomic displacements will travel through the crystal as waves (phonons) and a net ﬂow
of phonons will occur in a crystal between two areas of different phonon number, N. By solution of the
Boltzman equation in the presence of a temperature gradient in the z-direction, the rate of the change of
phonon number can be written as:
∂N
∂t
= −vg ∂N0
∂T
∂T
∂z
where vg is the phonon group velocity and N has been replaced by N0. This is done assuming the phonon
distribution in the presence of a temperature gradient is not too different from the phonon distribution in
equilibrium (N0). Steady state is established as there will be scattering processes that oppose the drift of
phonons. In the relaxation-time method it is assumed that the phonon distribution is restored to thermal
equilibrium at a rate proportional to the distribution departure from equilibrium. Then the sum of the
scattering term and the drift term is zero and can be written:
−(∂N(q, t)
∂t
)drift = (
∂N(q, t)
∂t
)scattering =
N0(q, t)−N(q, t)
τ
,
where τ is the phonon relaxation time for the scattering process. Impurities, particles, grain boundaries etc.
may contribute to the relaxation time and the contribution from each scattering process may be added by
Matthiessens rule as:
1
τtotal
=
1
τ1
+
1
τ2
+ ..
The heat ﬂow (Q) in the presence of a heat gradient in the z-direction can be written as:
Q =
∑
q
N(q)ωvg(q) = −κl dT
dz
= −9nakB
v2g
3
(
T
θD
)3
∫ θD
T
0
τ(x)
x4ex
(ex − 1)2 ∂x
dT
dz
,
where x = ωkbT , na is the number of atoms in the solid and κl is the lattice thermal conductivity of the
sample. In the expression for Q the Debye approximation is used under the assumption that the Brillouin
zone can be approximated as a sphere and that all phonons have the same velocity. The frequency within
the Brillouin zone is then proportional to ω2 and the integration over the Brillouin zone is taken up to
the Debye temperature θD, corresponding to the cutoff frequencys ωD(= θDkb ) at the edge of the Brillouin
zone. In addition the optical branches are ignored as thay have a low group velocity compared to the
acoustic branches. The heat capacity can be written as [2]
C = 9nakB(
T
θD
)3
∫ θD
T
0
x4ex
(ex − 1)2 ∂x.
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The lattice thermal conductivity may then be written as:
κl =
1
3
vg
∫ θD
T
0
C(x)l(x)∂x,
where l(x) is the phonon mean free path deﬁned as τ (x)vg . The heat capacity C(x) includes a T 3 term
which describes the change in κl at low temperatures.
3.2 Thermal resistance due to anharmonic interatomic forces
If the harmonic approximation were always valid the thermal conductivity of a perfect crystal would go
to inﬁnity at increasing temperatures. However, anharmonic forces will always be present as a crystal
with only harmonic forces would have no thermal expansion, no temperature dependency of the elastic
constants and many other properties not present in real crystals [1]. At temperatures close to θD, the
anharmonic terms will be increasingly important. This is the case as the anharmonic terms will in effect
make the phonons interchange energy with each other. The effect due to the cubic term in the interatomic
potential can be expressed as a process where two phonons interact and create a third phonon as in ﬁg. 3.1
(this process can also be reversed). The relations that have to be fulﬁlled for such a process to occur are:
Figure 3.1: (a) N-process where two phonons combine to produce a third phonon with wave vector inside the
Brillouin zone. (b) U-process where two phonons combine to produce a phonon with wave vector outside the
Brillouin zone, creating a resistive process [2].
ω1 + ω2 = ω3 (3.1)
q1 + q2 = q3 + g, (3.2)
where g is a reciprocal lattice vector. When g is zero the interaction is called an N-process. The effect of
the N process could be taken into account by shifting the Bose-Einstein distribution of the phonons. The
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N-process does not lower the thermal resistivity directly, but could have an indirect inﬂuence when other
scattering processes are involved by redistributing the phonon distribution. However, if there are other
strong scattering mechanisms involved, the N-process can often be ignored. When g = 0 the process is
called Umklapp. The Umklapp process is a source of thermal resistance as two phonons combine creating
a third phonon, where at leat one phonon has a wave vector reaching outside the Brillouin zone. In this
process there will be a sign reversal for at least one wave vector, leading to a reduction in the net heat ﬂow.
In perfect or almost perfect non-metallic crystals at temperatures above θD, the Umklapp process caused
by anharmonic thermal vibrations will usually be the main source of thermal resistance.
3.3 Temperature trends in the lattice thermal conductivity
Figure 3.2 shows a sketch of a typical lattice thermal conductivity of a crystal with little defects. At very
low temperatures the lattice thermal conductivity will be determined by boundary scattering as the lattice
conductivity is dominated by long wavelength phonons. At higher temperatures the conductivity reﬂects
the T 3 relation of the heat capacity (blue curve). A maximum in thermal conductivity is often reached at
temperatures T=θD/20 [3]. The value of κl at this maximum is typically limited by lattice impurities and
defects. At these temperatures the Umklapp process will be more frequent and results in an exponential
drop in κl (red curve). At even higher temperatures the lattice heat capacity will be a constant. The thermal
conductivity is then ∝ T−1 due to the Umklapp process [4].
Figure 3.2: Typical trend in lattice thermal conductivity at increasing temperatures. At low temperatures the
conductivity is limited by boundary scattering. At high temperatures it is limited by Umklapp-scattering.
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3.4 Diffraction from crystals with harmonic and anharmonic inter-
atomic forces
3.4.1 The B-factor
In the kinematical approximation for electron scattering the intensity when absorption is ignored, can be
written [1]:
I(s) ∝
∑
ζ′′
∑
ζ
fe′(s)f
e
 (s)e
2πis(r(ζ′′)−r(ζ)) < e2πis(u(ζ
′′)−u(ζ)) >,
where fe(s) and r() are the electron scattering factor and position for atom  and s is the scattering vector
deﬁned as s =
√
(h2+k2+l2
a for a cubic crystal, where h, k, l are the Miller indices and a is the lattice
parameter. The summation is done over all the atoms in all unit cells,ζ, and the bracket <> around the last
term is the time average. When the harmonic approximation is used and by neglecting higher order terms
in a Taylor expansion, it can be written:
I ∝
∑
ζ′′
∑
ζ
fe′(s)e
−W′ (s)fe (s)e
−W(s)e2πis(r(ζ
′′)−r(ζ)),
where W(s) is called the Debye-Waller factor for atom . For isotropic vibrating atoms the Debye-Waller
factor is written:
Wk = 8π
2 < u()2 > s2 = Bs2,
where < u()2 > is the mean square displacement for atom  and B is called the (isotropic) B-factor. If
we use the Debye approximation for the phonon density of states, the mean square displacement can be
expressed as:
< u()2 >= 3(

kbθD
)3
∫ ωD
0
E(ω)ωdω =
32T
mkBθ2D
[ϕ(
θD
T
) +
1
4
θD
T
]
The last term in the latter expression is valid for a monoatomic crystal and ϕ( θDT ) is the Debye integral
function deﬁned as:
ϕ(x) =
1
x
∫ x
0
y
ey − 1dy.
At temperatures higher than θD the mean square displacement approaches:
< u2 >=
32T
mkBθ2D
and at low temperatures it is a constant given as:
< u2 >=
32
4mkBθD
.
If the harmonic approximation is valid, the Debye temperature can be found from the linear slope in< u2 >
vs. temperature. The anharmonic interatomic forces become more important at temperatures above θD.
This leads to a larger increase in < u2 >, and the deviation from a linear slope in < u2 > at increasing
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temperatures is an indication of the anharmonic contribution to the atomic vibrations.
3.4.2 Anharmonic vibrations in ﬂuorite structures
Cubic ﬂuorite structures (XY2) can be described as an arrangement with atom X in a face centered ar-
rangement and atom Y at tetrahedral positions (ﬁg. 3.3). The arrangement at the tetrahedral position can be
sketched as in ﬁg. 3.4 (a) where atom Y is surrounded by four atoms of type X and four vacant positions. It
has been found that some reﬂections with different h,k,l indices deviates in intensity even if the scattering
vectors have the same lenght [5, 6, 7]. This could not be explained by harmonic theory and two different
models have been developed to describe these deviations. Willis explained the systematic deviation in in-
Figure 3.3: Fluorite structure where X are cations at a face centered arrangement and Y are anions at tetrahedral
positions.
tensity as a shift in the position (δ) of atom Y along the < 111 > directions of the crystal. This shift could
be understood as atom Y tends to vibrate towards the vacancy sites of the tetrahedral. Four equivalent
positions for atom Y are set around the centre of the tetrahedral, with each atom vibrating harmonically.
By this model the structure factor F could be written as:
F = 4bXexp(−BXs2) + 8bY cos(2πhu)cos(2πku)cos(2πku)exp(−BY s2)
where bX , bY and BX , BY are the scattering factors and B factors of atom X and atom Y, while u is the
position of atom Y (u=0.25+δ).
Another model was proposed where the atomic vibrational displacement for atom Y was expanded towards
the vacancy sites. Atom Y is now at the centre at the tetrahedron with anisotropic vibration described by
the anharmonic parameter β. The resulting odde reﬂections can be described as:
F (4n± 1) = 4feXexp(−BXs2)
±8feY exp(−BY s2)(
BY
4πa
)3
hkl
kBT
β
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Figure 3.4: (a) Atoms at tetrahedral positions (blue) surrounded by 4 atoms and 4 vacant sites. (b) Willis model
for vibrations towards vacant sites. (c) Dawson model for anharmonic vibrations. Adapted from ref. [8]
Both these models are able to describe the intensities of ﬂuorite structures and they both contain three
parameters that have to be found (two B factors in addition to β or δ).
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Chapter 4
Electron diffraction, Bloch waves and
their symmetry
The Transmission Electron Microscope (TEM) was the main tool used in this thesis for property and struc-
ture studies of thermoelectric materials. In this chapter a brief introduction to the many beam dynamical
theory of electron diffraction is given. The high energy electron interactions with the crystal, can be de-
scribed by the Bloch wave formalism. This Bloch wave formalism was used when the electron diffraction
experiments were simulated in paper I-III. The experimental techniques described here are convergent
beam techniques which are used for accurate measurement of the electron structure factors.
4.1 Bloch waves and their symmetry
4.1.1 Bloch wave formalism
The fundamental equation in dynamical electron diffraction may be written [1]:
2K(Sg − γj)Cjg =
∑
h =g
Ug−hC
j
h
where K is the fast electron wave number within the crystal, Cjg is the Bloch wave coefﬁcients for re-
ﬂection g and Sg and γj are the excitation error and anpassung associated with reﬂection g. The matrix∑
Ug−hCh +2KSg is referred to as the dispersion matrix and K >> Sg ,γj . Ug is the Fourier potential of
reﬂection g at position r and in the isotropic case, neglecting absorption it can be written as:
Ug =
m
πVm0
∑

fe (s)e
2πi(g·r())e−Bs
2
=
m∗F e
m0V π
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where fe and B is the electron scattering factor and isotropic B-factor for atom , V is the unit cell volume,
Fe is the electron structure factor, s is the scattering vector and the summation is over all the atoms in the
unit cell. By deﬁning kj=kg + Sg + γj where kg is the wave number for reﬂection g. The Bloch wave j is
deﬁned as:
Bj(r) =
∑
g
Cjge
2πi(kj+g)r
The term |Bj(r)|2 adopt the periodicity of the crystal and describes the high energy electron density in
the crystal. The total wave function of the scattered electrons (ψ(r)) may be written as the sum of all the
normalized Bloch waves:
ψ(r) =
N∑
j=1
Cj0B
j(r) =
∑
g
φg(r)e2πi(K+g)r,
where φg is the amplitude of the scattered beam g. In a Bloch wave simulation the fundamental equation is
solved for a ﬁnite number of beams to ﬁnd the Bloch wave eigenvectors and anpassungen associated with
each beam. As the scattering angles are small the amplitude will only vary with thickness z. The intensity
(Ig) of a scattered beam g may now be found from the square of the scattered amplitude and including
absorption (μ) it can be written as:
Ig(z) =
∑
j,j′
Cj0C
j
gC
j′∗
0 C
j′∗
g e
2πi(γj−γj′ )ze−(μ
j+μj
′
)z.
4.1.2 Bloch wave symmetry
By utilizing the symmetry of the dispersion matrix, the Bloch wave simulations may be simpliﬁed [2, 3, 4].
By considering Bloch wave symmetries, additional insight might be gained into aspects of the electron
beam interaction with the crystal, such as anomalous absorption. The symmetries can be found from the
following relations:
2Kγj(s + h) = 2Kγj(s) + 2KSh
Cjg(s + h) = C
j
g−h(s)
μj(s + h) = μj(s)
In crystals with inversion symmetry the dispersion matrix will be hermitian so then we also have:
2Kγj(s) = 2Kγj(−s)
From the symmetry of the dispersion matrix, an asymmetrical unit may be deﬁned as the smallest number
of reciprocal vectors in which the whole set of vectors may be constructed by application of symmetry
operators. In ﬁg. 4.2, the asymmetric sectors for the 17 two-dimensional space groups are presented.
Each vector in an asymmetrical unit will have a corresponding vector in the other asymmetrical units with
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the same excitation error. By application of symmetry operators the whole set of reciprocal vectors may
then be constructed. In ﬁg. 4.3 representations of the Bloch wave symmetries for the 17 two-dimensional
space groups are presented. In the following section an example is given to illustrate how symmetry
considerations may simplyfy Bloch wave calculations.
4.1.3 Symmetry Example
Figure 4.1: (a) Fourier potentials with 6 fold symmetry. (b) Fourier potentials with 6 fold symmetry with the
incident beam in the middle. Large circles indicate the Ewald sphere.
Fig. 4.1 (a) shows the diffraction symmetry 6, where all Fourier potentials have no excitation error. From
the ﬁgure it can be seen that U1=U5 and U2=U4. The resulting dispersion matrix can be written as:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2Kγ U1 U2 U3 U2 U1
U1 −2Kγ U1 U2 U3 U2
U2 U1 −2Kγ U1 U2 U3
U3 U2 U1 −2Kγ U1 U2
U2 U3 U2 U1 −2Kγ U1
U1 U2 U3 U2 U1 −2Kγ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C0
C1
C2
C3
C4
C5
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0
The eigenvectors can be read from the symmetry 6 in ﬁg. 4.3 and will then have the form:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
eiφ
ei2φ
ei3φ
ei4φ
ei5φ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where φ is a phase factor given for the different anpassungen in ﬁg. 4.3 (6 (φ=0), 6′ (φ=π), 2π6 , − 2π6 , 4π6 ,
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− 4π6 . By using this vector on any of the rows in the dispersion matrix, the anpassungen are found as:
γ6 = 2U1 + 2U2 + U3
γ6
′
= −2U1 + 2U2 − U3
γ
2πi
6 = γ
−2πi
6 = U1 − U2 − U3
γ
4πi
6 = γ−
4πi
6 = −U1 − U2 + U3
Hence, instead of solving a 6x6 matrix to ﬁnd the anpassungen, the solutions can be found directly from the
symmetry of the dispersion matrix. If there had been two reﬂections in each assymetric sector the solutions
could be found by solving a 2x2 matrix.
In ﬁg. 4.1 (b) the situation is shown where the central beam is in the middle surrounded be 6 reﬂections in a
6 fold symmetry. For simplicity it is assumed that the central beam has excitation error S, and the remaining
six beams are on the Ewald sphere. From the ﬁgure it is seen that U1=U2=U6 and U3=U5. Solutions can
now be found by solving:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2Kγ − 2KS U1 U1 U1 U1 U1 U1
U1 −2Kγ U1 U3 U4 U3 U1
U1 U1 −2Kγ U1 U3 U4 U3
U1 U3 U1 −2Kγ U1 U3 U4
U1 U4 U3 U1 −2Kγ U1 U3
U1 U3 U4 U3 U1 −2Kγ U1
U1 U1 U3 U4 U3 U1 −2Kγ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C0
C1
C2
C3
C4
C5
C6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0
One of the asymmetric sectors will now also contain the central beam. This can be solved by creating a
new vector:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
eiφ
ei2φ
ei3φ
ei4φ
ei5φ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The eigenvectors can again be found from the symmetry 6 in ﬁg. 4.3. By using the latter vector, solutions
can be found for 6′, 2π6 , − 2π6 , 4π6 and − 4π6 (if the vector is used on the ﬁrst row the answear would always
be zero). It is seen that these anpassungen are the same as found in (a). The remaining anpassungen can
then be found by solving the matrix:
[
−2Kγ − 2KS 6U1
U1 −2Kγ + 2U1 + 2U3 + U4
] [
Cx
Cy
]
= 0
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Figure 4.2: asymmetric sectors for the 17 two dimensional space groups
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Figure 4.3: Bloch wave symmetries for the 17 two dimensional space groups
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4.2 Convergent Beam Electron Diffraction
A procrystal is a hypothetical crystal with scattering factors of isolated atoms. The resulting structure factor
will only be an approximation, as bonding between atoms in crystals will redistribute the valence electrons.
This means that if the structure factor could be measured with great accuracy, the nature of the bonding
(that is the electron density) could be determined quantitatively. The electron density may be found as the
Fourier transform of the X-ray scattering factor fx. An X-ray scattering factor can converted to the electron
scattering factor (fe) by using the Mott formula:
fe = c
Z − fx
s2
,
where c is a constant and Z is the atomic number of the atom. From the Mott formula it is evident that at
small scattering vectors, s, a small change in fx may lead to a great change in fe. This situation is illustrated
in ﬁg. 4.4, where the different scattering factors for silicon is shown for a neutral atom and an atom where
all the four valence electrons are removed. It is seen that at large scattering vectors the electron scattering
factor fe is not different, but there is a dramatic difference at short scattering vectors. By measureing F e at
small scattering vectors one may therefore determine f(r) with great accuracy.
Figure 4.4: Electron scattering factor for Silicon for a neutral atom (black) and an atom where all the valence
electrons are removed (red).
Convergent Beam Electron Diffraction (CBED) is such a technique that may determine Fe accurately [5,
6, 7]. In a CBED experiment the electron probe is focused on a crystal grain in the μm region (ﬁg. 4.5).
The probe diameter can be in the sub-nanometer region enabling the possibility of looking at small areas
free of defects. Each reﬂection in reciprocal space will now give rise to a disc. Due to the small probe size
each point within the disc will correspond to the same thickness. Great accuracy arises from this technique
as each disc contains information from a large number of incident beam directions, and a lot of information
can then be collected from one single pattern.
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Figure 4.5: Convergent Beam Electron Diffraction. The label ng indicates where the Bragg condition is fulﬁlled
(0ng is the corresponding deﬁciency line in the central disc)
Fig. 4.6 shows a CBED image and a Bloch wave simulation of the hhh-row of Mg2Si. To the left in ﬁg. 4.7
a linescan along the image is shown, along with a Gaussian smearing of the linescan. This Gaussian
smearing was used as background for the experiment. To the right in ﬁg. 4.7 a Bloch wave simulation of
the row is shown in addition to a linescan of the experiment when the background is subtracted. The Bloch
wave simulation was done using structure factors calculated by density functional theory (DFT). Close
to the overlapping areas of each disc a poor ﬁt is achieved due to the background from the overlapping
areas. The line scan in the experiment is taken outside the overlapping areas, however, some background
from the overlapping areas will still be present. By comparing the structure factors calculated by DFT
with experiments, the accuracy of DFT calculations may be tested. In this case a good ﬁt between DFT
calculated structure factors and experiment was achieved as the position of the peaks in the simulation ﬁts
the experiment very well.
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Figure 4.6: Upper picture shows a CBED experiment along the hhh-row of Mg2Si. Bottom picture shows a Bloch
wave simulation of the hhh-row.
Figure 4.7: Left picture shows a linescan of the experiment in ﬁg. 4.6 and a Gaussian smearing of the linescan.
This smearing was used to simulate the background. Right picture shows the Bloch wave simulation of the hhh-
row and the linescan of the experiment when the background is subtracted.
4.3 Large angle convergent beam
In conventional CBED the diffraction discs should not overlap as the overlapping areas create background
which is difﬁcult to simulate. However, by increasing the convergence of the electron beam, several reﬂec-
tions will have the Bragg condition fulﬁlled simultaneously [8].
The Bragg condition for a cubic lattice is fulﬁlled at angles θ =arcsin(
√
h2+k2+l2λ
2a ), where h,k,l are the
Miller indices and a is the lattice parameter. As the wavelength (λ) for fast electrons is very short (0.0025nm
at 200keV), the reﬂections will be closely spaced in reciprocal space. By using a large angle convergent
beam it is therefore possible to record reﬂections with large reciprocal vectors. One can now collect struc-
ture factor information by comparing the shape and size of the reﬂections that have the Bragg condition
fulﬁlled. The CBED experiment may achieve great accuracy when the scattering factors of the atoms are to
be determined as one normally looks at low index reﬂections. By increasing the convergence of the electron
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Figure 4.8: Large angle Convergent Beam Electron Diffraction. The labels ng, 0ng indicates where the Bragg
condition is fulﬁlled and the corresponding deﬁciency lines in the central disc)
beam, one may instead achieve great accuracy in determining the Debye-Waller factors of the atoms.
Figure 4.9: In (a), (b) and (c), 3 reﬂections have the Bragg condition fulﬁlled. Blue arrows indicate the intensity
contribution between the reﬂections.
When many beams have the Bragg condition fulﬁlled, a reﬂection may get a intensity contribution from
many beams simultaneously. This is illustrated in ﬁg. 4.9, where the intensity contribution to each reﬂec-
tions is shown when 3 different reﬂections have the Bragg condition fulﬁlled. In a large angle scattering
experiment, this will occur at reﬂections that are separated by a reciprocal lattice vector. This is shown in
ﬁg. 4.10 where 5 beams have the Bragg condition fulﬁlled simultaneously. These intensity contributions
are included in the Bloch wave simulations.
Fig. 4.11 shows an experiment and simulations of the 00h row of reﬂections (0010-0016) on Mg2Si. The
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Figure 4.10: Large angle Convergent Beam Electron Diffraction discs. The intensity contribution between every
second reﬂection is indicated as blue and purple lines in the diffraction discs.
position of the weak fringes around the 0012 reﬂection in ﬁg. 4.11 (a) makes it possible to accurately
determine sample thickness. Accurate determination is important for this speciﬁc experiment as the strong
and weak reﬂections have very different structure factors, making the extinction distance almost three times
shorter for the 0012 reﬂection compared to the 0016 reﬂection. When the intensities of the experimental
peaks are compared, a ﬂat background is chosen for all reﬂections. This is done as the background make
up the same proportion of all reﬂections (as seen in the inset in ﬁg. 4.11 (a)).
In ﬁg. 4.11 (b) simulations of diffraction patterns using the structure factor for the procrystal and structure
factor found by DFT are shown. The change in the intensity for the 0010 reﬂection is due to dynamical
coupling between the reﬂections. Three simulations with different B-factors for Mg-atoms (10 % increase)
and Si-atoms (10 % increase) are shown in ﬁg. 4.11 (c) and relatively large changes in intensities are found
at these small variations in B-factors.
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Figure 4.11: On top a systematic row of reﬂections along the 00h-row on Mg2Si is shown. (a) Linescan of the
experiment and a simulation. Inset shows the normalized experimental 0012 and 0016 reﬂections and it is seen
that the shapes of the peaks are identical. (b) Simulation of the experiment and two simulation with 10% increase
in the B factor for Silicon or Magnesium. The inset shows the change in intensity for the 0010 reﬂection. (c)Two
simulations with different structure factor for the 002 reﬂection. One is using the procrystal and other is found by
DFT. The inset shows the change in intensity for the 0010 reﬂection. The peaks are shifted to the right for peak
height comparison.
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Chapter 5
Materials
5.1 Mg2Si
Mg2Si has a ﬂuorite structure (space group Fm-3m) with a lattice parameter of 6.338 A˚. The Si atoms are
placed in a cubic face centered arrangement and the Mg atoms occupy all tetrahedral positions (ﬁg. 5.1).
The thermoelectric ﬁgure of merit of nondoped n-type Mg2Si is poor with a maximum around 0.05 at 850
K. By doping with Sb and Bi, a large increase in the electrical conductivity and Seebeck coefﬁcient has
been found. Simultaneously, the lattice contribution to the thermal conductivity is lowered, leading to a
large increase in the ﬁgure of merit with zT higher than 0.5 and 0.8 at 850 K [1, 2]. The results from pure
Mg2Si, and Mg2Si doped with Bi are shown in ﬁg. 5.2.
Figure 5.1: The cubic unit cell of Mg2Si (lattice parameter=6.338 A˚) consisting of face centered Si atoms and
Mg atoms at tetrahedral positions.
Electronic structure calculations on the bonding in Mg2Si have indicated mixed covalent-ionic bond be-
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Figure 5.2: Thermoelectric properties of polycrystalline undoped (blue) and Bi-doped (red) Mg2Si. Adapted
from ref. [3]. The phonon glass limit is calculated from the sound velocities found in ref. [4].
tween the Mg and Si atoms [5, 6, 7]. The anharmonicity of the Mg atom along with the B factors of the
Mg and Si atoms have also been studied earlier and an anharmonic parameter of -2.39x10−12ergA˚−3 was
found [8, 3]. Based on measured sound velocities [4], the phonon glass limit was calculated to be 1 W/mK
(ﬁg. 5.2).
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5.2 ZnSb
ZnSb has an orthorombic structure (space group P/bca) with lattice parameters 6.2016 A˚, 7.7416 A˚ and
8.0995 A˚. Zn atoms and Sb atoms both have Wyckoff position c (ﬁg. 5.3).
Figure 5.3: Atomic arrangement in ZnSb, where blue are Zn atoms and red are Sb atoms [9]
ZnSb attracted some interest several decades ago as a thermoelectric material, as ZnSb was found to be the
best p-type thermoelectric material in a survey in 1950 [10]. Since then many more efﬁcient thermoelectric
materials have been discovered, like the binary phase β-Zn4Sb3 [11]. Recent studies found ZnSb to have a
band gap of 0.3-0.5 eV [12, 13, 14]. Galvanomagnetic measurements on undoped single crystals suggest a
single parabolic valence band and with general ellipsoids for surfaces of constant energy [12].
Various elements (Ag, Au, Sn and Pb) have been used as acceptor dopants in single crystal ZnSb [15].
Especially silver was found to be a good dopant as it had a high solubility in ZnSb, increasing the electrical
conductivity. The thermal conductivity and ﬁgure of merit of ZnSb and Zn4Sb3 are shown in ﬁg. 5.4. It
can be seen that ZnSb has a higher zT than Zn4Sb3 at low temperatures, even if the thermal conductivity is
more than two and a half times higher. By reducing the lattice thermal conductivity in the thermally more
stable ZnSb phase, its ﬁgure of merit could be comparable to that found for Zn4Sb3.
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Figure 5.4: Figure of merit and thermal conductivity of ZnSb and Zn4Sb3 [11] (The curve for ZnSb is shown
34.6 % zinc, 64.3 % antimony, 1 % tin and 0.1 % silver [16]). The ﬁgure of merit in Zn4Sb3 is higher, due to the
low thermal conductivity.
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Chapter 6
Summary of papers
6.1 Paper I
Bloch wave symmetries in electron diffraction:
Applications to Friedels law, Gjonnes-Moodie lines and refraction at interfaces
K. Valset and J. Taftø
Ultramicroscopy 7, 854-859 (2011)
This paper was written on the occasion of Prof. John Spence’s 65th birthday. In an earlier unpublished
work, Johan Taftø had classiﬁed the symmetries of the 17 two-dimensional space groups. In this paper
we publish these symmetries and give some examples of application. It is shown that by utilizing symme-
tries of an inﬁnite row of reﬂections, refraction/reﬂection of fast electrons at interfaces may be calculated.
Simulations are done to conﬁrm the results from these symmetry considerations for a systematic row of
reﬂections.
6.2 Paper II
Electronic structure of Mg2Si by combining electron diffraction and ﬁrst-principle calculations
K. Valset, E. Flage-Larsena, P. Stadelmann and J. Taftø
Submitted to Acta Materialia
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Silicides have attracted a lot of interest for thermoelectric studies as they consists of cheap, nontoxic ele-
ments. In this paper we study the atomic bonding in the silicide Mg2Si, as it upon doping has been shown
to have good thermoelectric properties. The atomic bonding in Mg2Si has been studied earlier using X-ray
diffraction, however, the bonding has not been studied by electron diffraction earlier. We therefore used
convergent beam electron diffraction (CBED) to determine the structure factor of the reﬂections most sen-
sitive to bonding (i.e. the 002 reﬂection and 111 reﬂection). The experiment was simulated using the Bloch
wave program incorporated in the JEMS software by P. Stadelmann. Density functional theory (DFT) cal-
culations of the bonding in Mg2Si was done by E. Flage-Larsen. The structure factors found from the DFT
calculations were then compared to the CBED experiments. Some disagreement was found between the
structure factors found by CBED in this work and earlier X-ray diffraction experiments. The accuracy in a
CBED experiment at short reciprocal vectors is superior to X-ray diffraction experiments, as indicated by
the excellent agreement between DFT calculations and CBED experiment in this work. CBED is therefore
found to be an important complementary technique to X-ray diffraction.
6.3 Paper III
Precision electron diffraction measurements of anharmonic thermal motion of atoms
K. Valset, J. Taftø, L. Wu and Y. Zhu
Submitted to Physical Review Letters
In this paper we continue the study of the silicide Mg2Si, with emphasis on atomic thermal vibrations.
The B-factors of Mg and Si and the anharmonic vibrations of the Mg atoms are measured earlier by X-ray
diffraction. Here we use electron diffraction and utilize the short wavelength of the fast electrons to study
reﬂections at large reciprocal vectors. Part of this work was done at Brookhaven National Laboratory in
collaboration with Yimei Zhu and Lijun Wu. The Bloch wave simulation program developed by Lijun
proved useful for simulations of systematic rows of reﬂections. Larger deviations were found for the B
factors than for the anharmonic paramet, possibly because these parameters are more sensitive to heating
by the electron beam that occurs in the crystal.
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6.4 Paper IV
Thermoelectric properties of Cu doped p-type ZnSb containing Zn3P2 particles
K. Valset, P. H. M. Bottger, J. Taftø and T. Finstad
Submitted to Journal of Applied Physics
Motivated by the excellent properties of β-Zn4Sb3 we try in this work to optimize the thermoelectric prop-
erties of the thermally more stable ZnSb phase. Optimization was done by forming particles of Zn3P2 inside
ZnSb to lower the thermal conductivity. A reduction in thermal conductivity up to 15 % was achieved in
this way. Additional doping of copper was done to increase the carrier concentration. Most electrical mea-
surements were done by P.H.M. Bottger and this paper take advantage of his earlier work on copper doped
ZnSb. A considerable improvement in the thermoelectric ﬁgure of merit was found. Interestingly, this
improvement may be associated with the electronic properties of the nanoparticles, resulting in modulation
doping.
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Paper II
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Electronic structure of Mg2Si by combining electron
diﬀraction and ﬁrst-principle calculations
K.Valseta,1, E.Flage-Larsena, P.Stadelmannb, J.Taftøa
aDepartment of Physics, University of Oslo, Blindern P.O. Box 1048, 0316 Oslo, Norway
bE´cole Polytechnique Fe´de´rale de Lausanne, CIME, CH-1015 Lausanne, Switzerland
Abstract
We have used accurate convergent beam electron diﬀraction (CBED) to deter-
mine the structure factors of the reﬂections most sensitive to the valence-electron
distribution in Mg2Si. The experimental values agree well with calculations of
the structure factors based on density functional theory. Based on the experi-
mentally scrutinized electron structure calculations we show that this promising
thermoelectric material is highly ionic, arriving at the charge Mg1.45+2 Si
2.9−.
1. Introduction
Thermoelectricity is interesting for a large number of applications due to the
simplicity and reliability of thermoelectric devices. The hindrance for widespread
use of thermoelectric heat-pumps and electricity generators is the low eﬃ-
ciency of the materials involved. Increasing the thermoelectric ﬁgure of merit
of low cost thermoelectric materials is therefore an area of great scientiﬁc ef-
fort. Promising thermoelectric materials possess low thermal conductivity, good
electrical conductance and a high Seebeck coeﬃcient. These properties are in-
terdependent and diﬃcult to optimize individually. Except for lattice thermal
conductivity and the electron-phonon coupling, the thermoelectric properties
of materials are determined by the band structure and the electron-electron
scattering mechanisms. Detailed knowledge of the band structure and electron-
electron coupling is therefore important. What is particularly interesting is the
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strong correspondence between the band structure, the bonding and geometric
structure of the compound. It should thus, ultimately be possible to predict
optimum band structures for high-performance thermoelectric materials based
on detailed knowledge of the bonding and symmetry of the material. The bonds
in molecules and crystals are governed by a favorable energetic rearrangement
of the valence electron distribution and studies of this rearrangement can yield
additional insight and assist in future predictions of better thermoelectric ma-
terials.
Convergent beam electron diﬀraction is a direct way of experimentally test-
ing electronic structure calculations of crystals [1]. By accurately determining
the structure factors of a crystal, information regarding the valence-electron
distribution can be found. The aim of this work is to combine electron diﬀrac-
tion and density functional theory calculations(DFT) to investigate the bonding
in the Mg2Si compound and validate the calculations. The Mg2Si compound is
considered a promising high-performance thermoelectric material. It has a cubic
structure with Fm3m symmetry (see Fig. 1). Previous X-ray diﬀraction studies
and electronic structure calculations on this material suggested a mixture of
covalent and ionic character [2, 3, 4].
Figure 1: The ground state of Mg2Si with Fm3m symmetry. Magnesium and silicon atoms
are gray and black respectively. The (011) plane is shown.
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In this work we have used precision electron diﬀraction to determine the
structure factors of the reﬂections most sensitive to changes in the electron
density. Using electron diﬀraction these are generally the structure factors as-
sociated with short g-vectors. In this particular case, dealing with the fcc crystal
Mg2Si, these are the 111 and 200 reﬂections.
2. Methodology
2.1. Electron diﬀraction and structure factors
In diﬀraction experiments the fast electrons interact electrostatically with
the electrons and nucleus of the atoms. For Mg2Si, a large relative change
in the electron distribution may be expected as both Si (Z = 14) and Mg
(Z = 12) are light elements. Thus, the valence electrons engaged in bonding are
a substantial fraction of the total number of electrons leading to a large change
in the structure factors compared to the procrystal values [5]. The procrystal
is a superposition of the overlapping free atomic valence electron densities. The
X-ray scattering factor, f (x) may be converted to the electron scattering factor,
f (e) by use of the Mott formula:
f (e) = c
Z − f (x)(S)
S2
,
where c is a constant and S is the scattering vector. At short reciprocal vectors
the X-ray scattering factor approach the number of electrons around the atoms.
From the Mott formula it is therefore evident that if S → 0, a small perturbation
in f (x) yields a large change in f (e). Electron diﬀraction may thus achieve
better accuracy for determination of the low order structure factors (small S)
as compared to X-ray diﬀraction.
The electron diﬀraction experiments were done at room temperature with
200 kV electrons using a JEOL 2010 with a Gatan Imaging Filter. In a CBED
experiment the electron probe is focused on a grain with size in the micrometer
range. The Debye-Waller factors used was taken from ref. 6 . The diﬀraction
disc simulations were done with Bloch waves using the JEMS program [7].
Most diﬀraction patterns were taken at thicknesses ranging from 350 nm to
3
500 nm. Though absorption of fast electrons is more severe as the thickness
increases, the features within the CBED discs will be more sensitive to changes
in the structure factor. One also avoids bending of the crystal that occures
at thinner areas. Simulations using diﬀerent scattering factors [8, 9] resulted
in no signiﬁcant diﬀerence. When absorption is disregarded, the intensity of a
reﬂection g is given by:
Ig(z) =
∑
j
∑
j′
C
(j)
0 C
(j)
g C
(j′)∗
0 C
(j′)∗
g e
2πi(γj−γj′ )z
where Cjg and γ
j are the Bloch wave coeﬃcient and anpassung associated with
Bloch wave j. z is the thickness. From the above expression it is evident
that rapid oscillations in the intensity will occur when the diﬀerences between
the anpassungen are large (i. e. at reﬂections that are not in Bragg). These
oscillations are very sensitive to variation in thickness and it was thus possible
to determine the thickness with an accuracy of a few nm.
2.2. Background subtraction
Diﬀuse scattering creates a background within the electron diﬀraction discs.
The background was taken into account by applying a Gaussian smearing of
a scan along the discs in the 00h-row and hhh-row. The diﬀraction discs have
some overlapping areas, making a contribution to the background not considered
along this scan. The resulting curve was then subtracted from the experiment.
This approach may give some deviations regarding the amplitudes of the oscil-
lations within the discs. However, as the experiments were taken at thick areas
of the sample, accurate values for the structure factors can be collected from
the position of the maxima and minima of the oscillations.
2.3. Density functional theory and structure factors
Density functional theory (DFT) calculations were based on the Perdew–
Burke–Ernzerhof (PBE-GGA) [10] exchange–correlation functional. The projector–
augmented–wave (PAW) [11, 12] method was employed. All calculations were
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done using the Vienna Ab–initio Simulation Package (VASP) [13, 14]. An en-
ergy cutoﬀ and k-point sampling of 550 eV and 12×12×12, respectively was
used.
The all-electron valence density was determined in a second run on a denser
electron density grid where the electron density diﬀerence (EDD) was calculated
by taking the diﬀerence ρEDD = ρc − ρp of the all-electron valence density of
the crystal ρc and the procrystal ρp. A positive EDD corresponds to an accu-
mulation of electrons, while the opposite yields depletion of electrons. This is
a convenient and straightforward way of obtaining quantitative spatial bonding
data [15, 16, 17]. The calculated X-ray structure factors F
(x)
DFT is obtained by a
Fourier transform of the electron density. Since F
(x)
DFT,EDD = F
(x)
DFT,c − F (x)DFT,p,
calculating the EDD equivalent for the X-ray structure factors is trivial and
static core contributions disappears. To obtain quantitative electron transfer
we performed Bader analysis [18] which assigns electron charge to atoms by
means of a zero ﬂux surface.
3. Results and discussion
Fig. 2 shows a simulation of the 00h-row of reﬂections for the procrystal, the
experiment and a simulation of the row using the structure factors calculated
by DFT. These simulations are at the same thickness. Similarly, in Fig. 3
the corresponding results for the hhh-row are presented. In both cases a large
change is found between the simulation of the diﬀraction discs for the procrystal
and DFT calculations, indicating the sensitivity of this method.
The bottom of Fig. 2 and Fig. 3 show line scans of the experiments where the
background is subtracted and of the simulation using the DFT values. The ex-
perimental amplitudes matched the simulations reasonably well for the 00h-row,
but less so for the hhh-row as larger parts of the diﬀraction discs overlapped.
The line scan was taken outside the overlapping areas but some additional back-
ground from the overlapping areas is present. However, in both cases the posi-
tion and width of the oscillations matched the experiment very well.
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Table 1: X-ray structure factors for the procrystal F
(x)
p , the electron diﬀraction experiment
F
(x)
exp and the DFT calculations F
(x)
DFT.
Reﬂection F
(x)
p F
(x)
exp F
(x)
DFT
002 -32.07 -31.13 ±0.40 -31.13
111 43.96 45.27 ±0.25 45.09
Table 2: The fourier potential in volts at 200 keV for the procrystal V
(x)
p , the electron diﬀrac-
tion experiment V
(x)
exp and the DFT calculations V
(x)
DFT.
Reﬂection V
(e)
p V
(e)
exp V
(e)
DFT
002 -1.81 -2.05 ±0.10 -2.05
111 3.83 3.39 ±0.09 3.45
The DFT calculations indicate a change in the structure factor of several
percent for the most sensitive reﬂections and are displayed in Table 1 and 2.
Table 1 gives the XRD structure factor values for the procrystal F
(x)
p , the exper-
iment F
(x)
exp and DFT F
(x)
DFT. Table 2 lists their corresponding Fourier potential.
By comparing these values it is clear that the relative change in F (e) between
experiment and procrystal is much larger than for F (x). This illustrates the
increased sensitivity to valence electron distribution at short scattering vectors
using electron diﬀraction.
Given the good agreement between experiment and DFT it is reasonable to
assume that the ground state electron density of Mg2Si is well described within
the DFT framework used in this work. It is thus interesting to investigate the
bonding character of the Mg-Si network based on these calculations. In Fig. 4
we give the electron density and the EDD in the (011) plane. Even though there
is some directional electron transfer between the Mg and Si atom, it is clear that
the ionic character dominates, where Si accumulate electrons from Mg. A small
rearrangement is seen in the Si orbitals to account for the large electron accu-
mulation. The ionicity of the Si-Mg bond is also conﬁrmed in Table 3 where
valence electron occupation numbers are given based on Bader analysis. Here,
Mg lose almost one and a half electron (occupation number of 0.55) compared
to its valence electrons in the non-bonding state, while the Si atoms accumulate
the majority of this depletion, resulting in an occupation number of 6.91. Thus,
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Table 3: Electron occupation numbers for Mg and Si extracted from Bader analysis.
Valence electrons
Free atom Crystal Diﬀerence
Mg 2.00 0.55 -1.45
Si 4.00 6.91 +2.91
Table 4: The most bond sensitive structure factors F
(x)
DFT,EDD calculated by the use of density
functional theory. The largest change is for the 111 and 200 structure factor and they rapidly
decay for larger scattering vectors.
F
(x)
DFT,EDD
111 1.384
200 0.960
220 0.676
311 0.640
222 0.402
420 0.249
422 0.237
440 0.204
620 0.132
444 0.108
Si gain almost three electrons in this structure, in accordance with the two to
one ratio between Mg and Si. In the present study we arrive at an electron
distribution of Mg1.45
+
Si2.9
−
. Previous calculations based on linear combina-
tion of atomic orbitals (LCOA) [3, 4] suggest Mg0.9
+
Si1.8
−
, while a complete
exchange-correlation calculation resulted in Mg0.65
+
Si1.3
−
. These discrepencies
may be partly attributed to the diﬀerent ways of assigning charges to the ions.
A more precise way of comparing DFT calculations is to compare the resulting
X-ray structure factors. Results from our DFT calculations are shown in Table
4.
Our calculations are qualitatively similar to the previous all-electron DFT
calculation [4], but quantitatively diﬀerent due to the artiﬁcal localization of
the LCAO basis set, yielding a lower ionicity. Additional studies suggest that
the electron mainly accumulate around the Si atoms [19, 20] but do not give
quantitative data. Our analysis predicts semi-local electron transfer, which is
diﬃcult to obtain with a LCAO basis set and subsequent Mulliken analysis, and
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we thus believe it to be more accurate.
3.1. Summary and outlook
Electron diﬀraction measurements of the bond sensitive structure factors
of Mg2Si were performed and compared to density functional theory calcula-
tions. Excellent agreement was found. Electron diﬀraction is a complementary
technique to X-ray diﬀraction as the structure factors with short scattering
vectors are strongly inﬂuenced by the valence electron distribution. Thus, as
demonstrated in this work, precision electron diﬀraction oﬀers a sensitive way
of validating density functional theory calculations.
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Figure 2: Diﬀractorgrams of the 00h-row of reﬂections in Mg2Si for three diﬀerent conﬁgu-
rations. A is the simulated discs for the procrystal, B is the experiment and C is simulated
discs based on the DFT calculations. At the bottom a linescan of B(red line) and C is shown.
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Figure 3: Diﬀractorgrams of the hhh-row of reﬂections in Mg2Si for three diﬀerent conﬁgu-
rations. A is the simulated discs for the procrystal, B is the experiment and C is simulated
discs based on the DFT calculations. At the bottom a linescan of B(red line) and C is shown.
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(a) Electron density (b) Electron density diﬀerence
Figure 4: (Color online) Electron density (a) and electron density diﬀerence (EDD) (b) in
the (011) plane of Mg2Si. The electron density is given from 0 to 0.1 bohr/A˚. For the EDD,
electron accumulation is shown in black (0 to 0.1 bohr/A˚), while depletion is shown in red
(-0.1 to 0 bohr/A˚). All contours are given in 0.002 increments.
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Abstract
We study the thermal motion of the atoms in the thermoelectric material Mg2Si by using electron
diﬀraction. The nanodiﬀraction, or convergent beam electron diﬀraction technique we use allows
us to observe many Bragg reﬂections with large reciprocal lattice vectors simultaneously. Previous
observations of anharmonicity by single crystal x-ray diﬀraction are conﬁrmed, and we determine
the anharmonicity parameter of the Mg atom in the tetrahedral environment with high accuracy,
β= (-4.56±0.12)10−12 ergA˚−3 at room temperature. In an alternative picture the Mg atom tends
to vibrate around positions displaced 4.37±0.15 pm from the centre of the tetrahedron.
Neutron and x-ray diﬀraction are es-
tablished quantitative crystallographic tech-
niques, while electron diﬀraction has tradi-
tionally been a qualitative technique. Con-
vergent beam electron diﬀraction (CBED) of-
fers new opportunities for electron diﬀraction
and has in the last decade been used to study
bonding in crystals by accurately measuring
structure factors for short reciprocal vectors
[1–3].
In this work we use CBED to study
the anharmonicity of the thermal motion
∗Electronic address: kjetil.valset@fys.uio.no
of atoms by accurately measuring structure
factors for large reciprocal vectors. We
study the promising thermoelectric material
Mg2Si [4, 5] in order to gain insight into
the phonon contribution to the thermal con-
ductivity. High energy eﬃciency of a ther-
moelectric material requires a large dimen-
sionless ﬁgure of merit given by α
2
γL
. Here
α is the Seebeck coeﬃcient, L is the Lorenz
number, γ =
κe+κph
κe
where κph is the phonon
contribution and κe the electronic contribu-
tion to the thermal conductivity. Reducing
γ by reducing the phonon contribution to
the thermal conductivity increases the ﬁg-
1
ure of merit. Umklapp scattering is a result
of anharmonicity and is important in reduc-
ing κph at high temperatures. Thus, obser-
vations and measurements of anharmonicity
may contribute in the development of strate-
gies for more energy eﬃcient thermoelectric
materials. In a wider perspective, this nan-
odiﬀraction technique may become power-
ful in studying the local thermal properties
of polycrystalline, including microcrystalline
and nanostructured, materials through ac-
curate measurements of structure factors at
large reciprocal vectors.
FIG. 1: By using a large angle convergent beam,
many reﬂections (g) have the Bragg condition
fulﬁlled simultaneously. Taken from ref. 6.
Mg2Si has the ﬂuorite structure, a cu-
bic structure with Si in a face centered cu-
FIG. 2: Reﬂection along the 00h-row and the
hhh-row.
bic arrangement and the Mg atoms occupy-
ing all tetrahedral positions. Anharmonicity
at the tetrahedral positions in ﬂuorite struc-
tures was much studied around 50 years ago
by single crystal x-ray and neutron diﬀrac-
tion. We use electron diﬀraction on poly-
crystalline materials. By focusing the elec-
tron beam, a tiny crystallite acts as a sin-
gle crystal. We use a large convergent beam
angle [6]. Thus, many reﬂections along a
reciprocal lattice row may be at the Bragg
2
position simultaneously (ﬁg. 1). The short
wavelength of the electrons results in closely
spaced reﬂections with respect to scattering
angle, making it possible to examine high
index reﬂections. Electron diﬀraction may
therefore be very sensitive in studying the
thermal vibrations of atoms.
The experiments were done with 200 kV
electrons at room temperature using a JEOL
2010 transmission electron microscope with
a Gatan Imaging Filter. The reﬂections were
recorded by a multiscan CCD camera. Fig 2
shows diﬀraction patterns of the 00h and hhh
reciprocal row at room temperature. Exper-
imental and simulated patterns are shown in
ﬁg. 3. The simulated patterns (shown as
dotted lines) are shifted slightly to the right
for peak height comparison. By normaliz-
ing the 0012 and 0016 reﬂections (inset ﬁg
3 a) it is clear that the shape of the diﬀrac-
tion peaks including the diﬀuse background
are the same. A simple smooth background
was therefore suﬃcient when the intensities
of the reﬂections are compared. Multibeam
Bloch wave calculations were used to simu-
late the diﬀraction intensities. Due to the
small unit cell and low Z-elements of Mg2Si
we where able to choose incident beam di-
rections where contributions from reﬂections
outside the systematic row were negligible.
Thus, the calculations were done by includ-
ing only reﬂections along the actual system-
atic row. We did the calculations with dif-
ferent numbers of reﬂections along the row
and found 15 beams to be suﬃcient. When
the 00h-row was examined the sample thick-
ness was determined from the fringes of the
0012-reﬂection and was found in the region
of 250nm. The strong 0012-reﬂection has an
extinction distance of 1350 nm. The extinc-
tion distance is proportional to the inverse
of the structure factor. Thus, for the weak
reﬂections present under these experimental
conditions, the diﬀraction patterns show only
small variations with thickness.
Assuming harmonic potentials, the struc-
ture factor of Mg2Si may be expressed as:
F (4n+ 2) = 4fSiexp(−BSiS2)− 8fMgexp(−BMgS2)
F (4n) = 4fSiexp(−BSiS2) + 8fMgexp(−BMgS2)
F (4n± 1) = 4fSiexp(−BSiS2)
Using these structure factors along the
00h-row we arrive at B-factors for Mg and Si
in close agreement with a previous study [7].
For the hhh row using the same B-factors we
notice that the agreement between calcula-
tion and experiment is very good for the even
index reﬂections, but not for the odd index
reﬂections (ﬁg 3 b). This may be explained
by anharmonic vibrations of the Mg-atoms.
Following the treatment of Dawson [8, 9] the
structure factors for odd index reﬂections of
ﬂuorite structures can be expressed by intro-
3
ducing the anharmonic parameter β:
F (4n± 1) = 4fSiexp(−BSiS2)
±8fMgexp(−BMgS2)(BMg
4πa
)3
hkl
kBT
β
Here a is the lattice parameter, which
in this case is 6.338 A˚. The anharmonicity
does not inﬂuence the reﬂections when at
least one of the indices in the product hkl
is zero as is the case for the 00h row. By
including the anharmonicity the agreement
becomes excellent also for the hhh-row (ﬁg
3 c). Experiments for diﬀerent crystallites
and diﬀerent specimen thicknesses gave con-
sistent results and we conclude that β= (-
4.56±0.12)10−12 ergA˚−3, BMg=0.780±0.025
A˚2 and Bsi=0.579±0.011 A˚2. To estimate
the accuracies we perform in this study sev-
eral experiments in that the number of re-
ﬂections is too few for R-factor calculations
to be meaningful. A challenge using CBED
is that we are illuminating a very thin area
and small crystal volume with a rather high
ﬂux of electrons. Thus, the temperature may
not be well deﬁned and may vary some tens of
degrees due to heating caused by the incident
electrons. It is interesting that the B-factors
varied more than the β-parameter from one
experiment to the next. This is in line with
the observation of ref. 9. They observed a
variation in β of only 20 % between room
temperature and 600oC in their study of
BaF2, while the B-factors increased a factor
3 within the same temperature range. Based
on single crystal X-ray diﬀraction data, which
were originally collected for another purpose
[7], a subsequent analyzis [10] concluded with
β= -2.39·10−12 ergA˚−3. Their data were for
this particular purpose limited with a maxi-
mum value of the product hkl = 245. The
maximum value of the product hkl in our
study was 1331, suggesting a great increase
in the sensitivity.
Originally another model was used by
Willis [11] to describe the anharmonicity re-
lated to the vibrations of the atoms in the
tetrahedral positions of ﬂuorite structures, in
the present case the Mg atoms. His descrip-
tion was criticized for being unphysical. In
the original model of Willis the Mg atoms
vibrate around positions displaced a minute
distance δ in the <111> direction away from
the center of the tetrahedron. The advan-
tage of his model is that it gives a clear geo-
metrical picture of the structure. The dis-
advantage is that this model does not ac-
count for the anharmonicity if one interprets
the model literally because in this description
the Mg atoms vibrate harmonically around
the slightly displaced position. There are
four such equivalent positions in the tetrahe-
dron and their probability densities overlaps
strongly due to the vibrations. Thus, this re-
sults in each Mg atom being conﬁned within
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a tetrahedral shaped region which may ac-
count for the anharmonicity. In both models
three parameters are involved in describing
the thermal motion of the atoms, one pa-
rameter in addition to the B-factors of the
two elements of the crystal. The experimen-
tal diﬀraction data can be described equally
well with both models as seen in ﬁg. 4, in
spite of the notion that Dawson’s model is
considered to be preferable, see ref. 9 for de-
tails. By the model proposed by Willis the B-
factor of the Mg-atoms has to be reduced due
to delocalization caused by placing the Mg
atom with 25 % probability in the four equiv-
alent, slightly displaced positions in the tetra-
hedron. We ﬁnd δ=4.37±0.15 pm, BSi=0.58
A˚2 and BMg=0.62 A˚
2.
To summarize, we have used a large an-
gle convergent beam electron diﬀraction tech-
nique to study the thermal vibrations of the
atoms in Mg2Si, and in particular the anhar-
monicity of the Mg atoms in their tetrahedral
environment. With this technique, many re-
ﬂections with large reciprocal vectors are at
the Bragg position simultaneously. These re-
ﬂections are highly sensitive to the thermal
motion of the atoms, and in this study we de-
termine with great accuracy the parameters
describing the anharmonicity of the tetrahe-
dral Mg atoms in Mg2Si.
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FIG. 3: Observed (solid line) and calculated
(dotted line) intensity of the Bragg reﬂections.
For the sake of comparison we have shifted
the simulated proﬁles slightly to the right. (a)
Linescan of the experiment and simulation along
the 00h-row. The inset shows the scaled 0012
and 0016 reﬂections to indicate their similarly
shaped backgrounds. In (b) and (c), a gaussian
ﬁt of the Bragg peaks of the hhh-row is used.
(b) A simulation(dotted line) along the hhh-row
without anharmonicity. (c) A simulation (dot-
ted line) along the hhh-row with anharmonicity.
The hkl indices are indicated above the reﬂec-
tions.
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FIG. 4: Solid line is a simulation using the an-
harmonic parameter β. Dotted line is a simula-
tion using the model suggested by Willis where
the Mg atoms are displaced along the <111>
direction of the unit cell. The hkl indices are
indicated above the reﬂections.
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Thermoelectric properties of Cu doped ZnSb containing Zn3P2 particles
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Department of Physics, University of Oslo, Blindern P.O. Box 1048, 0316 Oslo,
Norwaya)
We prepared ZnSb containing Zn3P2 particles of size ranging from a few tens to
several hundred nanometers by melting powders of Zn, Sb and P. Materials with
Zn3P2 content up to 3.75 % were made and subsequently ball-milled and hot pressed.
A reduction in the thermal conductivity of 15 % was achieved. Doping with Cu
increased the carrier concentration by an order of magnitude, to 2.0·1019cm−3, while
the mobility remained unaﬀected. The resulting increase in electrical conductivity
together with the reduced thermal conductivity, led to a signiﬁcant increase in the
dimensionless ﬁgure of merit, in excess of 0.9 around 550 K.
a)Electronic mail: kjetil.valset@fys.uio.no
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I. INTRODUCTION
The need for renewable energy has triggered extensive research in thermoelectric materials
due to their ability to turn heat gradients into electrical energy. Thermoelectric modules
are simple in construction and reliable, but if these materials are to be of signiﬁcance for
the general energy management their eﬃciencies have to be increased and the material costs
have to go down. Zn-Sb alloys are considered to be promising with respect to these criteria.
The eﬃciency is related to the thermoelectric ﬁgure of merit, zT= α
2σ
κe+κl
, where α is the
Seebeck coeﬃcient, σ the electrical conductivity, κl is the lattice thermal conductivity and
κe is the electron thermal conductivity.
Zn-Sb alloys are found to have two stable binary phases at room temperature, ZnSb and
β-Zn4Sb3. The β − Zn4Sb3 phase is found to have a higher zT than the ZnSb phase, to a
large degree due to the low lattice thermal conductivity κl. This may be explained by its
complex crystal structure, with interstitial zinc atoms distributed over multiple positions
1,2. Previous reports from ball milled ZnSb found a room temperature κl of 2.26 W/mK, of
a total thermal conductivity of 2.30 W/mK 3. The phonon glass limit 4 for ZnSb was found
to be 0.6 W/mK5, suggesting a potential for improving zT through a reduction of κl.
There are several cases reported recently about reduction of the lattice thermal conduc-
tivity through introduction of nanoinclusions6–8. A reduction in κl is explained by scattering
of the long wavelength phonons at the interfaces introduced by the nanoinclusions. Nanoin-
clusions can be introduced into bulk materials9,10. In this work we have formed nanoparticles
of Zn3P2 inside a matrix of ZnSb to reduce κl. Substitution of antimony by phosphorus in
ZnSb could also reduce κl. Short wavelength phonons may be scattered through the lo-
cal distortion introduced by substitution atoms and by alloying a reduction in κl may be
achieved11.
The parameters α, σ and κe are dependent on the carrier concentration and can also be
tuned to optimize α
2σ
κe+κl
for a given κl
12. To increase the carrier concentration in ZnSb/Zn3P2
mixed alloys we added Cu. Doping by Cu has been reported earlier for ZnSb5 and Zn3P2
13.
By adding large amounts of Cu in Zn-Sb alloys, other Cu rich phases have also been re-
ported14.
2
II. EXPERIMENTAL DETAILS
The samples were prepared by melting the elements in evacuated silica glass ampoules.
The purities were 99.99 % for Sb, Zn and 99.999 % for Cu, P. The material was quenched and
grinded into powder and annealed at 505◦C in vacuum for 3 days, followed by ball milling
in an Argon atmosphere for 20 minutes in a stainless steel vial. The resulting powder was
sintered by a uniaxial hot press, with a sintering pressure of 50 MPa. The temperature
was kept close to the melting point to achieve high density samples. Samples of ZnSb with
varying nominal content of Zn3P2 (0, 0.625, 1.5, 2.5, 3.75 at.%) were prepared. In addition,
samples of ZnSb with 2.5 at.% Zn3P2 with varying nominal content of Cu (0.05, 0.1, 0.2
at.%) were prepared. All samples had a density above 6.05 g/cm3, except for the sample
made with 2.5 at.%Zn3P2 and 0.05 at.%Cu which had a density of 5.95 g/cm
3 (theoretical
density of ZnSb is 6.4 g/cm3). The Seebeck coeﬃcient and the resistivity were measured in a
custom built system15 between RT and 340 ◦C. The Hall carrier concentration and mobility
were measured by a Lake Shore Hall setup. The thermal conductivity was measured using
a Netzsch Laser Flash (LFA 457). The samples were analyzed by X-ray diﬀraction (XRD),
Transmission Electron Microscope (TEM) and Scanning Electron Microscope (SEM).
III. RESULTS AND DISCUSSION
A. ZnSb/Zn3P2 mixed alloys
When a melt of ZnSb containing small amounts of phosphorus was quenched, SEM analy-
sis revealed phosphorus rich particles formed inside a matrix of ZnSb. By electron diﬀraction
these particles were identiﬁed as α-Zn3P2, and samples of ZnSb were then prepared with
varying nominal content of Zn3P2 between 0 and 3.75 at.%. The particles had sizes ranging
from a few tens to several hundred nanometers (Fig. 1) and XRD spectra of these samples
were found to be consistent with a single phase ZnSb for the matrix.
Our phase identiﬁcation studies indicate that the solubility of P in ZnSb is low. It is
relevant to discuss this in light of the bonding of ZnSb, the atomic sizes reported with that
bonding and the phases known in phase diagrams. The dominating bonding in ZnSb is
stated to be covalent16 and X-ray photoelectron spectroscopy data conﬁrms this17. The
covalent radius for P and Sb is 1.07 and 1.39 respectively18. Dissolution of P in ZnSb will
3
FIG. 1. SEM pictures taken in the backscattering mode from the preparation of ZnSb samples.
White area is ZnSb while black areas are Zn3P2 particles. (a) ZnSb with 2.5 at.%Zn3P2 as solidiﬁed
melt before grinding to powder. (b) ZnSb with 2.5 at.%Zn3P2 and 0.2 at. % Cu after grinding to
powder and sintering.
TABLE I. Carrier concentration (p) and Hall mobility (μH) at room temperature for single phase
ZnSb and ZnSb/Zn3P2 two phase mixtures.
Sample composition p [cm−3] μH [cm2/Vs]
0%Zn3P2 1.4·1018 177
0.625%Zn3P2 5.5·1017 238
1.5%Zn3P2 7.0·1017 214
2.5%Zn3P2 8.9·1017 179
3.75%Zn3P2 5.3·1017 252
thus cost energy, and since the Zn3P2 phase is more stable than the ZnSb phase, which can
be inferred from their diﬀerence in melting temperature (>850 oC and 546 oC respectively)
it is more favorable with the two phases than high concentrations of P in ZnSb. The low
solubility of P in ZnSb can thus be qualitatively understood.
Figure 2 shows the results of the thermal conductivity measurements of ZnSb samples
containing Zn3P2. As can be seen the thermal conductivity is between 0.15
W
mK
and 0.30 W
mK
lower for the mixed alloys than found for ZnSb (Fig. 2). A reduction in thermal conductivity
can be expected as phonons may be scattered at the interface area introduced by the Zn3P2
4
FIG. 2. Thermal conductivity, Electrical resistivity Seebeck coeﬃcient for ZnSb containing Zn3P2.
particles. The uncertainties when measuring κl adds up to 7%, due to uncertainties in
sample thickness, heat capacity and density. An increase in Seebeck coeﬃcient and electrical
resistivity is also found for the mixed alloys compared to ZnSb. Hall measurements (Table I)
of the samples show a p-type conduction and the increase in electrical resistivity for the
mixed alloys is due to a reduction in the carrier concentration. However, the Hall mobility
is found to be higher for the mixed alloys.
B. Cu doped ZnSb/Zn3P2 mixed alloys
Samples of ZnSb/Zn3P2 mixed alloys were also made with 2.5 at.% Zn3P2 and between
0.05 at.% and 0.2 at.% copper to increase the carrier concentration. XRD θ-2θ measurements
on these samples were also found to be consistent with a single phase ZnSb for the matrix.
TEM analysis of the ZnSb/Zn3P2 mixed alloys with 0.1 at.% Cu and 0.2 at.% Cu, reveals
5
FIG. 3. (a) TEM picture of particle of Zn3P2 along with a Cu2Sb particle. (b) Particle of Cu5Zn8.
Diﬀraction pattern of Zn3P2, Cu5Zn8 and Cu2Sb particles are shown at the bottom. The diﬀraction
patterns of Cu5Zn8 and Cu2Sb have additional diﬀraction spots from the surrounding matrix due
to the small size of the particles.
Cu2Sb and Cu5Zn8 particles in addition to Zn3P2 particles (Fig.3). Indication of a limit in
the Cu solubility in ZnSb at concentrations above 0.1 at.% has been found earlier from the
saturation of hole concentration with increasing Cu content5. For the sample with 0.2 at.%
Cu the Cu5Zn8 particles were often stacked together. The Cu2Sb particles were dispersed
throughout the samples and were often found in vicinity of the Zn3P2 particles as seen in
Fig.3 (a). The sizes of these particles were typically around 100 nanometers.
The room temperature electrical resistivity in the samples with 0.1 and 0.2 at.% Cu are
an order of magnitude lower than the one found in ZnSb (Fig. 4). The carrier concentration
found by Hall measurements at room temperature are presented in Table II and most of
the decrease in resistivity can be explained by an increase in carrier concentration. The
mobilities in the Cu doped mixed alloys are also higher than for the single phase ZnSb
sample. The Cu2Sb and Cu5Zn8 precipitates are expected to be of minor importance for the
electrical conductivity in the mixed alloys as the Cu concentrations are very small, and as
the trend in mobility is opposite of what has been observed earlier in Zn-Sb alloys containing
the same Cu rich precipitates14.
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FIG. 4. Electrical resistivity Seebeck coeﬃcient for ZnSb containing 2.5 at.% Zn3P2, doped with
Cu. The Seebeck coeﬃcient for the sample doped with 0.05 at.%Cu increases at temperatures above
600 K, and could be associated with a metallic/semiconductor transition in the Zn3P2 particles.
Zn3P2 is reported to be a semiconductor with a band gap of 1.55 eV
19. It is usually
p-type, which is believed to be due to excess P occupying tetrahedral interstitial sites.
The thermoelectric properties of Zn3P2 doped with Cu (i.e. CuxZn3−xP2 (0<x<0.08)) has
been reported13. The reported results indicates that Zn3P2 can be doped heavily by Cu;
Nagamoto et al. reported metallic electric behavior below 600 K indicating degenerate
doping. A sharp increase in resistivity and Seebeck coeﬃcient was reported at temperatures
above 600 K. This can tentatively be considered to be a characteristic of Zn3P2 doped to the
solubility limit. If conduction in our ZnSb/Zn3P2 samples were inﬂuenced by the electrical
properties of Zn3P2 particles, these strong changes could be expected to be present. A close
examination of Fig. 4 reveal that there is a small increase in the Seebeck coeﬃcient for
the sample with 0.05 at.% Cu at around 600 K. However, no such signiﬁcant increase in
Seebeck coeﬃcient was observed in the other copper doped samples above 600 K. Thus, we
can not conclude that the small increase for the sample doped with 0.05 at.% Cu is directly
connected to changes in properties of Zn3P2.
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TABLE II. Carrier concentration (p) and Hall mobility (μH) at room temperature for single phase
ZnSb and ZnSb/Zn3P2 mixed alloys doped with Cu. Eﬀective mass (m*) is found from the See-
beck coeﬃcient and carrier concentration using the single parabolic band model. Values are more
uncertain in the sample with 0.05 at.% Cu due to a lower sample density.
Sample composition p [cm−3] μH [cm2/Vs] m*
0%Zn3P2,0%Cu 1.4· 1018 177 0.47
2.5%Zn3P2,0.05%Cu 5.8· 1018 217 0.43
2.5%Zn3P2,0.10%Cu 1.8· 1019 172 0.58
2.5%Zn3P2,0.20%Cu 2.0· 1019 215 0.56
FIG. 5. Low temperature measurements of ZnSb and an alloy of ZnSb/Zn3P2 with 3.75 at.%
Zn3P2.
An earlier study using Cu as dopant found that increasing the Cu content above 0.1 at.%
did not result in a signiﬁcant increase in the carrier concentrations5. We then achieved a
maximum in carrier concentration of 8.0·1018 cm−3, while for ZnSb/Zn3P2 mixed alloys, the
largest carrier concentration is found to be 2.0·1019 cm−3 for the sample doped with 0.2 %
Cu. The Hall mobilities in the mixed alloys are also found to be higher than for ZnSb, even
if the carrier concentration is increased an order of magnitude. This is a peculiar observation
that will be discussed further in the following.
At high carrier concentration a reduced mobility is usually observed due to impurity
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FIG. 6. Lattice thermal conductivity for ZnSb and ZnSb/Zn3P2 samples doped with Cu. The lat-
tice thermal conductivity (κl) is calculated assuming a constant Lorenz number of 1.7·10−8WΩK−2
for doped samples and 1.5·10−8WΩK−2 for ZnSb. The dotted line is the phonon glass limit for
ZnSb5
scattering. This also seems to be the general trend for ZnSb prepared in our lab for other
investigations without Zn3P2 additions for carrier concentrations in the range 5·1017 to
8·1018 cm−3 at room temperature. The phonon scattering is dominating the temperature
dependence of the mobility while the impurity scattering is signiﬁcantly inﬂuencing the
absolute value. The carrier mobility may be inﬂuenced by the presence of both compensating
defect states as well as shallow acceptor centers. In such cases, the Hall mobility may be
increased through doping as the ratio between compensating defects states and acceptor
concentrations is altered20.
Existence of compensating defect states in ZnSb introduced by phosphorus may be in-
dicated by low temperature measurements. Low temperature measurements done on single
phase ZnSb and ZnSb with 3.75 at.% Zn3P2 (Fig. 5) reveal a minimum in electrical resis-
tivity due to impurity band conduction in addition to valence band conduction5,21. The
minimum in resistivity is found at the same temperature regardless if Zn3P2 is added and
the similarity between the curves suggests that the dominating acceptor level is the same.
However, a compensating donor level can be nearly anywhere in the band gap and new
9
compensating levels may still have been introduced into the mixed alloys by phosphorus.
The P addition could also remove existing compensating levels. These phenomena would
alter the number of scattering centers.
Modulation doping is common for high mobility transistors in III-V heterojunctions.
Modulation doping has also been suggested as a mean to increase zT22. The diﬀerence in
band gap between Zn3P2 and ZnSb is in the region of 1 eV (∼1.55 eV for Zn3P219 and
0.3-0.5 eV for ZnSb3,23,24) and as Cu doping may result in a metallic behavior in Zn3P2
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indicating heavy doping eﬀects, a large number of carriers may potentially diﬀuse to ZnSb.
A high carrier concentration and mobility may then be achieved simultaneously as the free
carriers in the matrix (ZnSb) are separated from the acceptor ions. For modulation doping
by Zn3P2 to occur, there should be a positive valence energy band oﬀset when going from
Zn3P2 to ZnSb. The band alignment of ZnSb/Zn3P2 heterojunction is unknown, thus the
likelihood of this mechanism for the present case can not be ascertained.
To derive κl we used the single parabolic band (SPB) approximation to calculated the
Lorenz number from the Seebeck coeﬃcient25. All samples containing Cu had a Seebeck co-
eﬃcient between 138 V/K and 195 V/K yielding a Lorenz number around 1.7·10−8WΩK−2.
For ZnSb a Lorenz number of 1.5·10−8WΩK−2 was used. It is seen that the lattice thermal
conductivity never exceeds that of bulk ZnSb, however, a large increase in κl is found when
the Cu doping is increased from 0.1 at.% to 0.2 at.% (Fig. 6). It is speculated that this can
be explained by increased segregation at high Cu concentrations and the eﬀective medium
being more inﬂuenced by the precipitations the more abundant they are.
By Cu doping the ratio α2σ/κ is increased resulting in a zT > 0.9 for the sample with
0.1 % Cu at temperatures around 550 K (ﬁg. 7). Using the single parabolic band model, an
optimized zT for ZnSb was expected to be achieved for carrier concentrations in the region
of 2·1019 cm−3 5, suggesting that an optimized zT can be achieved through Cu doping of
these mixed alloys. The value of the optimized carrier concentration will be dependent on
the carrier mobilities and κl that may be achieved. The combined uncertainties (
zT
zT
) for
these measurements (α, κ, σ) are considered to be 20%26. The Harman technique27 was
used to measure zT at room temperature (Table III) and found in close agreement with the
results from the measurements of σ, κ and α in ﬁg. 7.
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FIG. 7. Figure of merit(zT) for single phase ZnSb and Cu doped ZnSb containing 2.5 at.% Zn3P2.
TABLE III. Figure of merit at room temperature measured by the Harman technique
Sample composition zT
2.5%Zn3P2, 0.05%Cu 0.13
2.5%Zn3P2, 0.10% Cu 0.18
2.5%Zn3P2, 0.20% Cu 0.18
IV. SUMMARY
Mixed alloys of ZnSb/Zn3P2 were found to have higher mobilities than those found in
ZnSb. By doping with copper, the carrier concentrations in the mixed alloys were increased
an order of magnitude compared to ZnSb, without reducing the mobilities. These cop-
per doped mixed alloys are found to have higher carrier concentrations than what to our
knowledge has been reported for single phase ZnSb earlier. This could be explained by an
enhanced solubility of Cu in ZnSb by small additions of P, or due to modulation doping by
Zn3P2. The optimum zT in Cu doped ZnSb/Zn3P2 mixed alloys was found to be close to
unity at temperatures around 550 K.
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