We consider the 2-edge-connectivity augmentation problem: given a graph S = (V, E) which is not 2-edge-connected and a set of new edges E ′ ⊆ V × V with non-negative weights, find a minimum cost subset X of E ′ such that adding the edges of X to S results in a 2-edge-connected graph. A practical application is the extension of an existing telecommunication network to become robust against single link failures.
Introduction
In real world telecommunication networks it is important to ensure that communication can continue after one or a few link failures. One way to do this is to compute network topologies that provide protection against damages and outages on the connections [24] . Typically there are at least two scenarios of significant practical relevance:
(a) We are given a collection of nodes (switches, base stations, routers, etc.) and possible connections between them by edges (electrical cables, optical fibers) and we want to construct a network so that the sum of the costs associated with the connections is minimized and some given requirements for the number of paths between every pair of nodes are satisfied. This is a Network Design Problem with Connectivity Requirements [24, 30] .
(b) We are given an already existing network made of nodes and edges and we want to add to it a cheapest set of new connections from a prescribed set of possible connections so that the resulting network obtained with the additional edges satisfies the requirement of survivability towards possible link failures. This problem is equivalent to an Edge-Connectivity Augmentation Problem (ECAP) on graphs [10, 17, 20] .
The network design and the graph augmentation problems are closely related. In particular, every network design problem (as described in (a)) can be seen as an augmentation problem where we start from a graph on a vertex set and no edges. There is a large body of literature providing theoretical results on both network design and augmentation problems (see [24, 30] and their references and [10, 17, 20] ). The unique optimal augmentation of G to a connected graph is to take the edges ab, ac, ad and there is no optimal augmentation of G to a 2-edge-connected graph which contains all of these edges. In most cases of practical interest, both problems (a) and (b) are NP-hard already for a minimal request of survivability after any single link failure. Here we focus only on augmentation problems. In the case of uniform costs, i.e., all edge weights are the same, the ECAP has the successive augmentation property [34] . That is, one can optimally augment a given input graph G from being k-edge-connected to being (k + δ)-edge-connected by adding a set of new edges F = ∪ δ i=1 F i with the property that adding the edges of ∪ r i=1 F i , r ≤ δ to G gives an optimal augmentation of G to edge-connectivity k + r. It is well known that this property does not extend to the case of non uniform weights. For an example see Figure  1 .
When every connection uv is feasible, multiple copies are available of each new edge and all new edges have the same cost, there is a polynomial algorithm for finding a cheapest augmentation that will guarantee even prescribed local edge-connectivities for every pair of distinct vertices in the graph [20, 37] . Yet, the problem becomes NP-hard already for uniform costs and uniform connectivity requirements if multiple copies of an edge are not allowed [5] . In this case there is still a polynomial algorithm when the edge-connectivity requirement is uniform and not part of the input [5] . These results indicate that for practical problems, where not all connections are possible and costs are not uniform, the edge-connectivity augmentation problem is very hard.
In this article, we focus on solution algorithms for the simplest problem which is already NP-hard, that is, augmenting a given graph to a 2-edge-connected supergraph on the same vertex set. 1 We restrict our attention to the case where the starting graph is already connected. Formally, we are given an undirected, 2-edge connected graph G = (V, E), a spanning connected subgraph S = (V, F ), and weights on the edges of E ′ = E \ F . The goal is to find a minimum weight subset X of E ′ so that A = (V, F ∪ X) is 2-edge-connected. We denote this problem E1-2AUG. An example of E1-2AUG is given in Figure 2 . The E1-2AUG problem is NP-hard [21] and it was shown [13] that it is NP-hard even in the case in which S is a spanning tree of G, E ′ forms a cycle on the leaves of S and all edges in E ′ have the same cost.
A few 2-approximation algorithms for E1-2AUG have been found [21, 26, 25] . To our knowledge 2 is still the best approximation guarantee for non-uniform edge costs. In the case of uniform costs the current best approximation guarantee is 3/2 [18] . There are also a number of papers dealing with polynomial instances of E1-2AUG [15, 17] .
Only few computational studies exist in the literature. Zhu et al. [41, 25] introduce an instance generator for the E1-2AUG problem where S is a tree, and reports results of a heuristic algorithm for this case. The heuristic is an enhancement of the algorithm in [21] with the same worst case approximation factor of 2 but with better performance in practice. First, it constructs a directed graph G D from G and S. This is done by selecting a vertex r as root and directing all edges of F toward r while adding one or two directed arcs for each edge in E ′ . Then, a 2-edge-connected augmentation X is derived by the arcs of a out-branching from r, that is, a connected subgraph of G D in which each vertex has a directed path from the root r and an in-degree of 1. In order to select the branching that gives rise to the cheapest augmentation, Zhu [41] uses a procedure that iteratively reduces the weight of some arcs, determined through a measure of their importance, to zero until the minimum weight out-branching from r in G D has cost zero. This construction heuristic is then iterated by choosing all different vertices in V as root vertex. The heuristic is tested on graphs of up to 50 vertices.
Ljubic and Raidl proposed an Evolutionary Algorithm for the problem [28] , and repeatedly improved it [29, 35] . In [35] , the algorithm maintains a population of candidate augmentations which are repeatedly recombined and mutated. The recombination performs simply the union of two augmentations while the mutation removes an edge and introduces a new one such that the 2-edge connectivity is maintained. In addition, a so called stochastic local improvement is applied after each of these operations to remove randomly redundant edges from the augmentations while maintaining 2-edge connectivity. Although very simplistic in its components, the Evolutionary Algorithm in [35] is shown to perform much better than the heuristic by Zhu. Ljubic and Raidl extend the Zhu's generator and present results on much larger graphs, up to 400 vertices and about 20.000 edges. Later, Xhafa [39] applies a general Memetic Algorithm framework to the problem. The instantiated method is very similar to the Evolutionary Algorithm by Ljubic and Raidl. It uses the same stochastic local improvement and recombination component while it substitutes the mutation operator with a similar local search. An iteration of this local search consists in changing an edge of the augmentation by another not in the current augmentation such that a cost improvement is attained and the 2-edge-connectivity maintained. The experimental tests conducted on the same instances of [35] show much worse results, probably due to a lower implementation involvement.
In this article, we present a thorough computational study of integer programming models, construction heuristics, local search and highly effective hybrid heuristics. Over all, we investigate two different approaches to the problem, based on graph theory and the set covering formulation. Both these two approaches inspired new algorithms for the E1-2AUG problem.
The integer programming uses a basic set covering model. From the set covering formulation we derive also a construction heuristic and a local search algorithm based on the famous greedy covering algorithm by Chvatal [14] . Other construction heuristics and local search are based on the graph representation. They are all more involved than the algorithms presented in [35, 39] . In particular we devise a novel way to induce 2-edge-connectivity between two vertices based on shortest path calculations. In the local search this gives rise to a very large neighborhood scale that can be searched efficiently.
The experiments conducted on construction heuristics and local search indicate that the set covering approach is preferable. Consequently, we develop a high performing hybrid heuristic drawing inspiration from famous algorithms for set covering [11, 31, 27, 12, 40] . It is based on Lagrangian relaxation and subgradient optimization and uses as sub-components the best construction heuristic and local search discovered within an iterated greedy framework. We call the final algorithm the Lagrangian Multi-Start (LMS) heuristic.
The computational results show that the 2-edge-connectivity problem can be solved efficiently to optimality through the basic integer programming model with CPLEX 9.0. As an immediate effect all previous test instances proposed by Ljubic et al. are here easily solved to optimality and results given in the appendix. We use therefore new larger instances for the experiments in the paper. These new instances have size up to 800 vertices and around 287.000 edges and can still be solved to optimality by integer programming within half an hour. They are however sufficient to detect differences among the algorithm studied. The LMS heuristic solves all these instances consistently to optimality with computation times below 360 seconds in average. All experiments of this paper are designed and analyzed with well established statistical methodologies [32] to maximize reliability and replicability of the results.
The paper is organized as follows. Section 2 introduces the notation, formalizes the problem and gives basic algorithms. Section 3 describes the test instances and Section 4 describes the experiments with the integer programming model. Section 5 treats the construction heuristics and Section 6 the local search algorithms. The LMS heuristics is described and analyzed in Section 7. Finally, Section 8 resumes the conclusions arose from this work.
Definitions, Basic Algorithms and Set Covering Formulation
We use standard graph theory notation [4] and introduce few connectivity definitions. The graphs we study may contain parallel edges but no loops.
Let G = (V, E) be a connected graph. An edge-cut in G is a minimal (w.r.t. inclusion) set of edges C ⊆ E so that removing the edges of C from E disconnects the resulting graph. The size of an edge-cut C is |C|. With an edge-cut C we can associate a partition of V into two sets W and V \ W so that every edge in C has one end in W and the other in V \ W . Thus deleting C from G will separate every vertex of W from every vertex of V \ W . A graph is k-edge-connected if it has no edge-cuts of size smaller than k. An edge-cut of size k is also called a k-edge-cut and a 1-edge-cut is also called a bridge. Hence a graph is 2-edge-connected if and only if it is connected and has no bridges.
In an instance of the E1-2AUG problem, we are given an undirected 2-edge-connected graph G = (V, E), a fixed spanning connected subgraph of G, S = (V, F ), and a non-negative cost function ω on E ′ = E \ F (or equivalently on E with edges in F of cost zero). The task is finding a subset X of E ′ of minimal cost so that A(G) = (V, F ∪ X) is 2-edge-connected.
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By an augmentation we always mean a subset X ⊆ E ′ , that is a set of edges not in S. We call an augmentation X proper if S + X is 2-edge-connected. Given X we can check whether it is a proper augmentation in O(|V | + |X|) time via an application of the algorithm by Tarjan [36] to find bridges in A = (V, F ∪ X), that is, if no bridge is found X is a proper augmentation. The graph G may contain parallel edges and, in particular, some edges in E ′ may be parallel to an edge in S.
Reductions
In the general E1-2AUG problem it is possible to reduce G to G ′ by reducing the subgraph S and the set of edges available for augmentation. The reduction is such that the value of an optimal solution for G ′ is equal to the value of an optimal solution for G and an optimal solution in G can be derived easily from an optimal solution in G ′ . We consider the three following reduction rules, which allow us to consider only the case when S is a spanning tree in the rest of the paper.
Reducing S S S to a tree
The E1-2AUG problem can be reduced to the case in which the starting graph S is just a spanning tree [21] . This follows from the fact that every spanning tree of S contains all bridges of S and thus it is sufficient to consider any spanning tree T of S to find a minimum cost set of edges whose addition to T results in a 2-edge-connected graph. In this augmentation an edge in E ′ that lies inside a 2-edgeconnected component of S will never be chosen. Hence the component can be contracted in a single vertex and the edges removed from E ′ . Similarly, an edge in E ′ joining two 2-edge-connected components of S can only belong to an optimal solution to E1-2AUG if it is the cheapest of all such edges between the two components [21] . Finding connected components can be done in O(|V | + |F |) additional time after knowing the bridges in S [36] . An example of application of this rule is given in Figure 3 , in the passage from the left most to the central graph.
Edge elimination
When S is a tree T there is for each edge e in E ′ with end vertices u and v a unique (u, v)-path P (e) in T , whereby we say that e covers the edges in the (uv)-path in T . Then, if for two edges e, e ′ ∈ E ′ we have P (e) ⊆ P (e ′ ) and c(e) ≥ c(e ′ ), e is redundant and it can be removed from E ′ . See for example the edges e 6 and e 7 in Figure 3 , center.
A dynamic programming procedure to identify redundant edges that runs in O(|V | 2 ) is described in [21] . It computes a "distance" function that allows to determine, through an edge-naming function, the most convenient edge in E ′ to cover each pair of vertices in V . The algorithm first sorts all pairs of ′ . In the left figure, 2-edge-connected components are emphasized and contracted resulting in the middle graph. In the middle figure, the edges e2 and e7 are redundant and can be removed. In the right figure, the edge e8 can be fixed. The resulting graph will have a 2-edge-connected component and hence it can be further contracted.
vertices of V in nondecreasing order of the number of edges that lie on the path between them in T . Then, in this sorted order, it updates the distance function and consequently the edge-naming function.
Edge fixing
If an edge uv in F is covered by a unique edge in E ′ then that edge will be chosen in any proper 2-edge-connected augmentation. It is therefore possible to "fix" such edges by moving them from E ′ to F . See example in Figure 3 , right. Finding all edges to fix can be easily done in O(|E ′ ||V |) by counting the number of times an edge in F is covered and keeping track of the edges that cover it.
Clearly, the fixing process generates new 2-edge-connected components. Hence the three reduction rules can be applied in sequence and if one rule is successful, further reductions may become possible for the other rules. The iteration ends when no rule is able to reduce further the graph. In this case we are certainly left with a graph G that has no multiple edges between any pair of vertices and a spanning tree T (G) = (V, F ) in place of S. From now on, we only consider the case of the E1-2AUG problem on spanning trees and no parallel edges in E ′ . Note that there might still be parallel edges in G = (V, E), that is, edges in E ′ may be parallel edges in F .
Trimming an augmentation
Clearly, every optimal edge augmentation X is minimal, that is, no further edge can be deleted without creating a bridge in the graph A. If a given augmentation is not minimal it can be made so by means of a trimming procedure. Let X and Y be disjoint sets of edges not in T so that X ∪Y is a proper augmentation. The procedure of trimming Y in T + X + Y (denoted trim(T ,X,Y )) is described in Figure 4 . for i = 1 to q do Tarjan's algorithm for finding bridges [36] on line 5.
Observe that trim is in fact a heuristic since we have the freedom to order the edges of Y in many different ways and the outcome of trimming in different orders may vary greatly (e.g., see Figure 5 ). In this paper, we always trim edges in non increasing order of weights. In [35, 39] the order is random and the procedure is called stochastic local search.
Polynomially solvable cases of E1-2AUG
The following sections describe two cases where the E1-2AUG problem is polynomially solvable. The reason for treating these cases here is that the solution algorithms will be used in the heuristic devised later.
Augmenting from the complete graph at uniform cost
If G = K n , i.e., the original graph is complete, and the weights on the edges are uniform then there exists a linear time algorithm based on depth-first search (DFS) to solve the E1-2AUG problem [17] . 4 This algorithm, called pair(), is reported in Figure 6 and an application example is given in Figure 7 .
Function pair(T ) % T is a tree with k leaves
1
Fix a leaf u of T and perform a DFS from u labeling the leaves u 1 , u 2 , . . . , u k as they are 2 encountered in the search (thus yielding an ordering of the leaves); 
Augmenting a path to a 2-edge-connected graph
A polynomial algorithm for E1-2AUG exists also in the case when the tree T to be augmented is actually a path with end-vertices x and y. This follows from a more general result on special classes of set covering problems as we shall see in Section 2.4 but there is also a simple direct algorithm derived from a shortest path calculation in an auxiliary graph.
Order the vertices of T as x = x 1 , x 2 , . . . x n = y corresponding to the order in which they appear on the path from x to y. Thus any edge x i x j ∈ E ′ covers exactly the subpath x i x i+1 . . . x j of T . Form a digraph D by orienting T as a directed path from x n to x 1 and orienting all edges of E ′ in the opposite direction. That is, an edge x i x j in E ′ with i < j is oriented from x i to x j . Finally, assign to every arc of the kind x i → x i−1 cost zero and give every arc x i → x j the same cost as the edge x i x j . In this setting, every proper, minimal augmentation X corresponds to a directed path from x 1 to x n in D whose cost is equal to the cost of X, and conversely. Thus, we can find the optimum augmentation by finding a shortest (x 1 , x n )-path in D.
E1-2AUG as a set covering problem
The set covering problem consists formally in the following. Given a ground set Q and a collection F of subsets of Q, where each I ∈ F is associated with a non-negative real-valued weight ω(I), find a minimum cost sub-collection F ′ of F so that I∈F ′ I = Q. This problem is one of the most important problems in discrete optimization due to a wide range of real-life applications that can be modeled in this way.
The E1-2AUG problem is a special case of the general set covering problem. This claim is not new (see [13, 15] ) but we show it here since it plays an important role in the rest of the paper. Let us say that an edge uv ∈ E ′ covers the edge f ∈ F if f is one of the edges on the unique (u, v)-path in T . Given
, and a weight function ω on E ′ , we define a matrix M , which we call the cover matrix of T . The rows and columns of M are indexed by the edges of F = {f 1 , f 2 , . . . , f n−1 } and E ′ = {e 1 , e 2 , . . . , e m } where n = |V | and m = |E ′ |, respectively, and for each entry (f i , e j ), with e j = uv, we have
Adding a set of edges X ⊆ E ′ to T will result in a 2-edge-connected graph precisely when the edges in X cover every edge of T at least once. Now it is easy to see that E1-2AUG is equivalent to the following instance of the set covering problem. Let Q = F and for each edge e ∈ E ′ let I e ⊆ F be those edges in T that are covered by e. Furthermore, let the cost of I e equal the cost ω(e) of e in G. Using the cover matrix the E1-2AUG problem can be expressed as the following integer program:
which corresponds to a set covering integer programming formulation where x(e) = 1 if and only if the set I e is part of the solution. Conforti et al. [15] used this set covering formulation to derive a number of polynomially solvable instances of E1-2AUG. Note that for the degenerate case treated in Section 2.3.2, where T is a path, the set covering formulation of E1-2AUG, via the cover matrix M , has the so-called consecutive ones property for the columns. 5 In this case M is a totally unimodular matrix and hence (2) can be solved in polynomial time via linear programming [38, Section 3.2].
Problem Sets
In the previous computational studies [25, 28] on instances of the E1-2AUG problem, the instance generator by Zhu was used to create randomly generated graphs with different characteristics. Ljubic et al. [28] enhanced the generator to produce larger instances. We report data and results of our algorithms on Ljubic's instances in the appendix. In our study we use newly generated instances. 6 The choice to use new instances is motivated by two facts: even the larger instances in [28] were found easy to solve; the organization of these instances does not permit a systematic study on the feature of the instances and their influence on the results.
The new instances consist of random graphs with the following structure.
Type Unif: The graph G is a uniform, random graph of size n obtained by including each of the n 2 possible edges independently at random with probability p. Weights on the edges are integer values chosen uniformly at random from the interval (1, 10000). The spanning tree T (G) is one randomly chosen among those of minimal cost.
Type Euc: The graph G is a geometric graph of size n generated from points in a two dimensional grid with integer coordinates in [1, 10000) . Edges are added between any pair of vertices if their Euclidean distance, rounded to the closest integer, is less than an integer parameter d. Weights on the edges correspond to the Euclidean distance between their end points. The spanning tree T (G) is one randomly chosen among those of minimal cost.
Type T+C: The graph G is a tree and cycle graph obtained by the composition of a tree T and a cycle on the leaves of the tree T . These graphs are constructed by a generator that adds vertices of the tree to the l leaves until all leaves are connected to a tree vertex and the maximum vertex degree does not exceed a given value d. The graphs are determined by the two parameters l and d. Weights are assigned on the leaf cycle uniformly at random from the interval [1, l] . The E1-2AUG remains NP-hard on T+C instances even for uniform weights [13] .
On instances of type Euc the parameter d influences the edge density. Indicatively, d = {2000, 5100, 15000} yield the same density as p = {0.1, 0.5, 0.9} on the graphs of type Unif. We will therefore indicate these values in both cases by {L,M,H}, meaning low, medium and high, respectively. Overall this yields 2×3×3 instance classes within each of which we generate 10 instances. See the Table 5 in Appendix A for descriptive statistics of these instances before and after a preprocessing phase that consists in the application of the reductions rules described in Section 2.1.
We study the instances of type T+C separately. On these instances we consider l = {200, 400, 800} and d = {2, 3, . . . , l−1}. For each combination we generate one instance, hence yielding 198+398+798 = 1394 instances from which to sample. See Figure 27 in Appendix A for the relationship between the parameters l and d, and the graph size and edge density. Given the same number of vertices, these graphs have much less edges in E ′ than the graphs of type Euc and Unif. In the rest of the paper we always assume that instances are preprocessed before being solved by any algorithm for the E1-2AUG problem. Moreover, all computational times of the experiments reported refer to a machine Intel Celeron CPU 2.40GHz Processor with 128 KB cache and 500 MB RAM, running Mandrake 10.1 Linux.
Exact Solution
The set covering integer program (2) can be solved by coding it in one of the commercial/publicly available software to solve these standard problems. We used ILOG CPLEX 9.0 within the OPL Studio 3.7 which solved to optimality all the instances in our test set (for the instances of size 800 and high density a swap memory larger than 500 MB was required). In Figure 8 and 9 we visualize the time needed to find an optimal solution. All instances were solved within a maximum time of 1800 seconds. Instances of type Euc and Unif require almost the same effort. From the figures it is evident that both the total number of edges left in the graph after preprocessing and the number of vertices in V have an effect on the computation time to solve the instances. In particular, a linear regression on the logarithmic plots emphasizes an apparent polynomial dependency from the number of edges. Instances of type T+C are easier, but this seems to be due mainly to the lower number of edges and not to the structure of the instances. Table 5 in Appendix A). Note that although by integer programming we are able to find optimal solutions relatively fast it is still interesting to study the behavior of heuristic algorithms. This might be motivated by the necessity to have even faster algorithms, or by the impossibility to use a very powerful integer programming solver like CPLEX, or, finally, by the need to solve even larger instances.
Construction Heuristics
Construction heuristics incrementally build an augmentation by adding edges according to what appears to be the "best" immediate choice. They are the fastest methods to generate good quality solutions. Furthermore, they can be used to produce starting solutions for local search and metaheuristic methods. The algorithms by [21, 26, 41] are construction heuristics for the E1-2AUG problem with a known worst case guarantee of 2. In Ljubic et al. [28] the initial augmentation is the whole set E ′ followed by an application of their stochastic local improvement (our trimming). In this section, we study new construction heuristics for the E1-2AUG problem.
The algorithms
We consider 3 different approaches. All the algorithms in this section build a proper augmentation by a one single pass rule.
Random and lightest edge addition
A basic rule to construct a proper augmentation X is given in Figure 10 . Iteratively an edge from E ′ is considered for insertion in X. If it covers at least one previously uncovered edge of F then it is inserted in X otherwise it is discarded and not considered anymore. The critical step in the procedure is the selection of the edge to consider next in this sequence (line 5). We consider two alternatives: random and smallest weight first. This gives rise to two algorithms which we call random add and lightest add.
The edge selection procedure can lead to an augmentation which is not minimal and hence the trimming procedure defined in Section 2 should be applied.
In both versions of random or lightest insertion this procedure is unlikely to produce high quality solutions. Its consideration is however important because its solutions constitute a good reference algorithm for any other heuristic.
Function random add(G, T );
Choose a random edge uv ∈ E ′′ and delete it from E ′′ ;
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Let P uv be the (edge set of) the (u, v)-path in T ;
Figure 10: Random addition heuristic. If we replace the random selection by a selection of the edge with the smallest weight on line 5 we obtain lightest add.
We remark that the lightest addition heuristic yields the same result as another heuristic based on the concept of a spanning forest, that is, the union of a set of spanning trees, one for each connected component of the graph G ′ = (V, E ′ ) consisting of all edges not in T .
Proposition 1. Let Y be the set of edges of a spanning forest in
Proof: Let C 1 , C 2 , . . . , C r , r ≥ 1 be the connected components of B = (V, Y ). If r = 1 then B and T are edge-disjoint spanning trees and A is clearly 2-edge-connected. So suppose r ≥ 2 and that (U, V − U ) is a 1-edge-cut in A. Then this single edge must come from T and every component of B is fully contained in either U or V − U . But then (U, V − U ) is also a 1-edge-cut in G, contradicting the fact that G is 2-edge-connected.
The augmentation Y might not be minimal and hence trimming should be applied. Clearly, the best candidate for the set Y is a spanning forest of minimal cost, which can be found efficiently by Kruskal's minimum spanning tree algorithm. It is easy to see however that this procedure leads to the exactly the same result as the lightest addition heuristic above.
The greedy set covering heuristic
The set covering formulation of the E1-2AUG problem allows us to apply successful greedy set covering heuristics. They work on the matrix M from Section 2.4 and iteratively add columns (i.e., edges from E ′ ) to a partial candidate solution X until all rows (i.e., edges of F ) are covered. One successful such greedy algorithm is the one by Chvatal [14] reported in Figure 11 .
The set Z contains, at each stage, the remaining uncovered rows and the set X is the cover under construction. The greedy step is on line 5 where the column j chosen to be added is the one with the smallest cost relative to the number of uncovered rows it covers. Note that the covering attained with Figure 12: An example of a 2-approximation of greedy cov on the E1-2AUG with uniform costs. T is indicated by edges in bold. The weights of edges in E ′ is uniform and not indicated in the picture. The numbers on the edges of T represent the number of edges in the corresponding subpath of T . These numbers have been chosen so that greedy cov is forced to take all the edges of E ′ except the bottom one whereas the optimal solution is made by the edge on the bottom plus every second edge on the top starting from the right most x5x6. In the specific example greedy cov will use 5 edges while the optimum is 4. It is easy to generalize this example so that the ratio converges to 2 from below. Denoting with i the ith vertical edge going from left to right and calling i = 1 the left most edge, one has to ensure that for i ≥ 2 the number of edges on the ith subpath of the horizontal part of T is larger than the sum of the edges in the (i − 1)st horizontal subpath plus the vertical part just before the (i − 1)st horizontal part. In this way, greedy cov will include all the top edges starting with the right most one, x5x6.
the loop on lines 4-8 corresponds to a proper augmentation which might not be minimal, as each time a column is added some previously added columns may become redundant. Hence on line 9 we remove redundant columns by the trimming procedure of Figure 4 . It can be shown (e.g., [16, Section 35.3] ) that greedy cov is in fact a O(ln |V | + 1)-approximation algorithm for the general set covering problem. For the special case of set covering problems derived from translations of E1-2AUG problems, greedy cov is expected to do much better. However, in Figure 12 we have an example where the approximation may still remain a factor of 2 from optimum even with uniform costs. 
The shortest path heuristic
The function pair() described in Figure 6 finds a pairing of leaves (with one repeated vertex if the number of leaves is odd) so that adding a new edge between each of these pairs will give a proper augmentation. If the graph is complete and costs are uniform this augmentation is optimal. If these conditions do not hold, it may be that an edge uv to add between two leaves indicated by pair() is either not in E ′ or that
Function shortest path(G,T) for edges in X which have cost zero;
Let C(P ) be those edges in Z which are covered by Y ; there is a cheaper way to add a set of edges Y from E ′ so that, after adding Y to T , u and v will be in the same 2-edge-connected component. When trying to find such a possible set Y it is reasonable to substitute the edge uv by a shortest path between u and v in a certain digraph (see details below). The resulting algorithm is given in Figure 13 and it is illustrated in Figure 14 .
The procedure works as follows. Lines 1-4 determine the vertex pairs arbitrarily ordered and initialize the data. Lines 5-11 go through the list of pairs and determine a shortest path between each pair in appropriately chosen digraphs. The shortest path is computed by Dijkstra's algorithm [16] . At each iteration of the loop a directed graph D i is constructed so that we may use for free all edges from T + X, where X denotes the current augmentation. Edges from P uv that are currently 1-edge-cuts in T + X may only be used in one direction. All other edges from E ′ are replaced with 2-cycles whose arcs have the same cost in both directions as the original edge. The proof that shortest path is correct is given in the following proposition.
Proposition 2. Let X be the set of edges returned by shortest path in Figure 13 . The graph T + X is 2-edge-connected.
Proof: For each i ∈ {1, 2, . . . p} let P i be the unique path in T between u i and v i and let D i , i = 1, 2, . . . , p be as in Figure 13 . Observe that in D 1 every (u 1 , v 1 )-path must use an edge not in T to cross each of the directed 1-edge-cuts corresponding to the edges in P 1 . Hence after the first iteration all edges on P 1 are covered by X (see also the argument in Section 2.3.2). In the ith iteration, i ≥ 2, all edges of P i that are still not covered by X will be directed 1-edge-cuts in D i and hence every (u i , v i )-path in D i will use an edge not in T + X to cross this cut and after adding these new edges to X every edge of P i is covered. Now the claim follows easily by induction on i. Note that trimming will not destroy a proper augmentation so that the final X is also a proper augmentation.
The quality of the solution of the shortest path heuristic may depend on the order in which the pairs are examined in the loop of lines 5-11 of shortest path. We studied different orders: (a) the pairs are sorted according to the length of a shortest (u i , v i )-path in the digraph D i computed independently from the other pairs;
9 (b) random order; (c) pairs with u i v i ∈ E ′ sorted in non decreasing order of weight of the corresponding edges u i v i and pairs with u i v i ∈ E ′ added at the end of the order; (d) same as (c) but pairs with u i v i ∈ E ′ added at the beginning of the order; (e) pairs with u i v i ∈ E ′ sorted in non increasing order of weight of the corresponding edges u i v i and pairs with u i v i ∈ E ′ added at the end of the order.
Experimental analysis
We compare the different heuristics by running them once on each of the 10 instances of the 3 × 3 classes of type Unif and Euc. Hence, for each heuristic we collect 90 results and express them in terms of percentage deviation from optimum (these values were computed in Section 4). We first analyze the effect of the order of pairs in the shortest path heuristic. An analysis of variance (ANOVA) [32] revealed no significant effect of the instance features in the results. On the other hand, the aggregate analysis over all instance classes unveils that the alternatives (a) (c) and (d) form a group significantly better than the alternatives (b) and (e). By looking at computation time, (a) is clearly more costly than the other two alternatives while (d) is the fastest of the three. Hence, we finally decide for the use of alternative (d).
The second analysis concerns the selected shortest path heuristic, the random add, lightest add and greedy cov heuristics. A preliminary analysis reveals that random add attains very bad results in all classes of instances varying from a 55% deviation on the Euc instances up to a 9200% deviation on the largest and most dense Unif instances (such large deviation is feasible given the large variance of weights in the instances considered). Thus the random add produces outliers which may bias the analysis and we therefore remove it from the analysis. An ANOVA analysis on the instance factors type, size and density and the heuristic algorithm factor indicates as significant the effect of the three heuristics left, the type of instance and the interaction of these two factors. Since there is no influence of the other two factors in the percentage deviation from the optimal solution of the heuristics we can aggregate the analysis within a certain instance type. In Figure 15 we report the confidence intervals derived by the Tukey Honest Significant Differences (THSD) [32] . In the plots, two heuristics can be claimed significantly different if the corresponding intervals do not overlap. The greedy cov heuristic is consistently the best heuristic and produces solutions which are on average less than 10% and 5.5% away from optimal solutions on instances of type Euc and Unif, respectively. The influence of the instance type can be seen in the two plots of Figure 15 by noting that the percentage error is generally larger on the Euc instances and that there are differences in the comparison between shortest path and random add.
In Figure 16 we investigate the performance of the three heuristics in running time for instances of size 800. In this case, the number of edges after preprocessing seems to capture well the polynomial growth of the three heuristics, with greedy cov having the steepest growth.
The greedy covering heuristics is the best also on the instances of type T+C. In Figure 17 we report the solution quality and run time analysis for these instances similarly to Figure 15 and 16. The average percentage error over all the instances of this type is 2.5%. Moreover, the greedy cov shows a low growth with respect to run time while the shortest path heuristic has a quite steep growth with respect to the vertices in G.
In the Appendix (Table 2 and 4) we report the numerical results of greedy cov on the Ljubic's instances. On the x-axis the number of edges in E ′ left after preprocessing. A linear regression line fitted to the data is superimposed.
Local Search
Solutions returned by construction heuristics can often be improved by local search. A basic version of local search is iterative improvement [22] . In this section, we design and study experimentally three new iterative improvement algorithms for the E1-2AUG problem. Figure 9 . On the right, the run time analysis on sampled instances of type T+C and size 800. The plot is in log-log scale and reports on the x-axis the number of vertices in V . A linear regression line fitted to the data is superimposed.
Basic local search may then be enhanced by metaheuristics, which are general guidance criteria to lead the search beyond local optima [22] . This will be the aim in Section 7.
The algorithms
The main point in the description of iterative improvement algorithms is the definition of a neighborhood structure that associates each candidate solution with a set of other solutions. This is done through a neighborhood operator that performs small changes to an incumbent solution. At each step an improving neighbor of the incumbent solution is chosen and the search is continued until no improving neighbor can be found, in which case the incumbent solution is called local optimum. We describe three neighborhood operators and the algorithms they give rise.
Addition neighborhood
The addition neighborhood is inspired by the local optimization for set covering described in [31] . We describe it using the set covering terminology in which edges in E ′ are the columns and edges in F are the rows of the matrix M . A candidate solution X is defined by a list of selected columns from E ′ such that X is a proper cover, i.e., all rows are covered. The evaluation of a candidate solution is given by the sum of the weights of the selected columns.
Let cov(i, X) indicate the number of times the row i is covered by columns in X. We call a column j in E ′ \ X candidate superior if X ∪{j} contains at least two columns other than j, say R = j
, such that for each j ′ in R and for each i ∈ I j ′ we have cov(i, X ∪ {j}) ≥ 2 and the sum of their weights is greater than the weight of j, i.e., h=1,...,l w j ′ h > w j . The k-addition operator adds k candidate superior columns, A = {j 1 , . . . , j k } and removes the columns other than A that become redundant in X ∪ A. Note that the condition to be candidate superior is only necessary and not sufficient for the columns in R to be in fact all redundant in X ∪ A. The local search procedure, which we call k-add, is sketched in Figure  18 . The set L of candidate superior columns on line 4 can be implemented as a list sorted in non decreasing order of weights. Then the first k lightest columns are added to the solution (line 9) and redundant columns are removed (line 10) with the trimming function. If this operation yields an improvement, the incumbent solution X is updated (line 12). The search ends when the list L has been entirely scanned without any improvement in the solution. Note that the operations on lines 9 and 10 might make some edges in L not superior anymore, hence the loop on lines 6-14 might end with L not empty. Moreover, the solution X returned by k-add might not be a local optimum, as not all combinations of k candidate superior edges are tried. Trying all possible combinations would make the procedure computationally too expensive for a local search and we prefer trying to improve further the solution by a metaheuristic.
In the implementation of the algorithm, we record the values cov(i, X) in order to determine in constant time the edges candidate for removal on line 10. Furthermore, we use a modified version of the function trim() in which, if the number of edges to trim is smaller than 5, we systematically enumerate all possible subsets of candidates for removal and choose the one whose order leads to the proper augmentation of minimal cost.
Destruct-reconstruct neighborhood
Another neighborhood inspired by the set covering formulation is defined by the destruct-reconstruct operator. It consists in first removing k edges from X and then reconstructing the partial covering by means of the greedy set covering heuristic described in Section 5.1.2.
The local search procedure is given in Figure 19 . Let R be the set of the next k columns in L ∩ X;
Let Z be the set of rows not covered in X ′ ;
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I := ∅; A list L of randomly ordered columns is maintained and the set R of k columns to remove is given by scanning this list on line 9. After removal the greedy construction heuristic is applied to attain a proper covering on lines 10-16 and the trim() function to remove redundant columns on line 17. Note that the reinsertion of removed columns is prohibited on line 13. However, it might happen that an edge is the only available to cover certain bridges and in this case we do allow its reinsertion. In order to speed up the search the list L is updated only after |X|/2 iterations if a change in X has occurred. The procedure ends when the whole list has been explored and no improvement found. Similarly to k-add the solution returned might not be a local optimum, as not all possible combinations of k columns are tried.
The shortest path neighborhood
The third neighborhood operator tries to exploit the graph formulation of the problem. A candidate solution X is defined by a set of selected edges from E ′ such that X is a proper augmentation of T . The value of a candidate solution is given by the sum of the weights of its edges.
The neighborhood operator is derived by the shortest path heuristic of Section 5.1.3. The local search procedure is given in Figure 20 .
The procedure follows a similar scheme as k-dr. A list L of edges in random order is maintained and the next k edges from this list are in turn removed from X (line 9). Then, for k > 1, an extension of pair(), that handles 2-edge connected components, is used to find a combination of leaves or of vertices arbitrarily chosen from the 2-edge connected components (line 10). The loop on lines 13-19 implements 
Let C(P ) be the edges in Z which are covered by P ; The neighborhood examined in the k-sp iterative improvement is a very large scale neighborhood according to the definition of Ahuja et al. in [1] . In particular, it implements a shortest path based search of an exponential neighborhood and hence it falls in the category of neighborhood search by means of network flows algorithms defined in that survey. In Figure 21 we show an example in which 1-sp finds solutions better than it would be possible with 1-add or 1-dr.
Experimental analysis
We compare the three local search procedures on instances of type Euc and Unif. They all have a natural termination. As starting solution we use the three construction heuristics of Section 5. It is frequently conjectured that the best starting solution for a local search is not necessarily the one returned by the best construction heuristic. Another element of inquiry is the value to assign to k and whether there are differences in the instance classes. As a result we design an experiment with 3 treatment factors, the starting solution, the neighborhood type and the value of k, and 3 stratification factors, type, size and density of the instance. 10 All factors have three levels except instance type that has two. In specific, for k we test values in {1, 3, 5}.
Each combination of treatment factors gives rise to an algorithmic configuration which we run on one single instance within each of the 18 instance classes generated by the combination of the stratification factors. Given the high number of configurations one single run is enough to detect main effects and low In the figure, bold edges belong to T , the edge ag to the current augmentation X and the dotted edges to E ′ \ X. The number on the edges of E ′ \ X are the weights, with ǫ > 0. Moreover, we assume that the subpaths ab, bc, cd, de, ef and f g in T contain 2k, 1, k, 4k, 1, 2k edges, respectively, with k any integer number larger than zero. In the addition neighborhood there is not candidate superior edge and hence the augmentation X cannot be improved. In the greedy covering neighborhood, if we remove from X the edge ag, then we add the edges dg, ac and ad and trim the edge ac, thus yielding a total cost of 4. In the shortest path neighborhood, removing the same edge ag, we add the edges ac, bf and eg, thus reaching the optimal solution with cost 4 − ǫ.
order interactions [32] . Each result is then transformed in percentage deviation from the optimal solution on the instance.
A mixed model ANOVA [32, 3] on the percentage deviation from the optimum gives all the main treatment effects and second order interactions of these factors as significant. Among the stratification factors only the instance type results significant. We therefore split the analysis in the two instance types.
In order to obtain a synthetic view of the results with the 3 treatment factors we make use of regression trees [9, 6, 23] . Regression trees are decision trees on the factors of the design; binary splits occur if effects are statistically significant and the importance of the factor can be derived from the level where the split occurs in the tree. Each node reports the predicted value of the response variable for the selected configuration (i.e., the combination of factor levels that labels the path from the root to that node).
In Figure 22 , for the two instance types, we report the tree-structured regression model produced from our data by the non-parametric regression tree method developed by Hothorn et al. [23] .
11 This method implements a conditional inference tree by binary recursive partitioning in a well defined theory of conditional inference procedures. In the figure at each node, following the right path leads to the better performing combination; that is, the right-most path corresponds to the best choice.
The analysis indicates that it is better to start from the best possible solution (greedy cov) and that the k-add neighborhood is the best. No difference is, instead, detected between the three values of k although a closer look revealed that k-add works best with k = 1 while k-dr with k = 5 and k-sp with k = 3, thus indicating a different behavior with respect to this factor.
By comparing the predicted average values in Figure 22 with the average values of greedy cov in Figure 15 it is evident that the local search contributes to improve the solution. By further analysis we could conclude that the best algorithmic configurations, (i.e., greedy cov, k-add neighborhood and k = {1, 3, 5}) perform an average number of 25 improvements on instances of type Euc and Unif and size 800 and around 6 on instances of size 200. We do not report the analysis on the T+C instances because the number of improvements spans in average between 8 and 2 and hence differences among algorithms are less evident. These differences follow, however, the same pattern as on the other two instance types.
The k-add local search is preferable also with respect to computation times. In Figure 23 we show the trend of time in logarithmic scale. For each neighborhood type data from different k and initial solution are aggregated and the time for generating an initial solution is removed. We avoid linear regression here because local search does not guarantee to reach a local optimum in polynomial time. In all three types of instances the k-add local search yields the lower growth curve. However, these results with respect to time must be treated with caution as our implementation might not be optimized and different results might be possible under different implementations. Local search components on the Uniform instances Figure 22 : Regression tree analysis on local search components within the two instance types. The factors in the analysis are: neighborhood type, initial solution and k. In the tree, the deviation from optimum is indicated by y which is the predicted value obtained by the n results that compose the leaf. A branching occurs when there is statistical significance in the differences. In this case the p value is reported. For reasons of space we truncated the left side of the tree on the Euclidean instances. 
Remarks
In a preliminary analysis we tested also a local search with a k-exchange neighborhood operator that exchanges exactly k edges between X and E ′ \ X. However, this procedure is not successful for very strongly constrained problems like the E1-2AUG because once removed k edges there are only few proper solutions attainable by inserting a fixed number k of edges. A possible implementation of k-exchange should therefore allow also improper augmentations. Yet in this case the local search becomes much more complex. A successful example in this sense is the 3-flip by Yagiura et al. [40] for the set covering problem.
The shortest path neighborhood is theoretically appealing because it explores efficiently a large neighborhood. However the experimental comparison indicated that the best neighborhood is the addition neighborhood. This is true not only in terms of computation time which might be expected but also, surprisingly, in terms of solution quality. It is difficult to give an explanation of why this is the case. It is however important to remark as theoretically sound procedures are not necessarily the best choice in local search algorithms and their performance needs also to be assessed empirically.
Even after the application of local search, however, the solution we attain is rarely optimal (around 3.6 and 2% away according to Figure 22) . It is worthwhile then trying to enhance these heuristics.
An Advanced Heuristic
The results of the previous two sections indicated that methods from the set covering problem might provide good solutions when applied to the instances of the E1-2AUG problem. It is, therefore, reasonable to seek among the state-of-the-art algorithms for that problem ideas to improve the heuristic algorithms for the E1-2AUG.
The literature on set covering is vast. We borrow mainly ideas from Caprara, Fischetti and Toth (1999) [11] and Marchiori and Steenbeek (2000) [31] . In particular, from the former we borrow two main heuristic ideas: the Lagrangian relaxation with subgradient optimization and the pricing scheme. These elements are widely-used in solvers for set covering (see [31, 27, 12, 40] ). From the study of Marchiori and Steenbeek (2000) we borrow, instead, the idea of iterating destruction and re-construction, a procedure that is often referred to as iterated greedy. Finally, we combine these components together with a local optimization as suggested from the previous section and with a perturbation mechanism in the fashion of iterated local search [22] . We denote the final algorithm as Lagrangian Multi Start Heuristic (LMS).
The algorithm
Crucial in the description of the algorithm is the Lagrangian relaxation of the set covering model (model 2). For a treatment of Lagrangian relaxation theory we refer to [19, 38] . Shortly, for every vector u ∈ R m + of Lagrangian multipliers associated with the constraints, the Lagrangian relaxation of model (2) is defined as:
where c j (u) = c j − i∈F M ij u i is the Lagrangian cost associated with column j ∈ E ′ and corresponds with to the reduced cost of that column (we use set covering notation). The Lagrangian relaxation provides a lower bound on the optimal solution of model (2), i.e., z LR (u) ≤ z SCP , ∀u ≥ 0. An optimal solution to model (3) is given by x j (u) = 1 if c j (u) ≤ 0 and x j (u) = 0 if c j (u) > 0. However, such solution might lead to covers X that are infeasible for the model (2). Hence, frequently, good feasible solutions to model (2) are searched also from near-optimal solutions to model (3) .
To find the best choice u * for the multiplier vector u ∈ R m + (i.e., the vector u that provides the highest lower bound), we need to solve the so called Lagrangian dual problem, i.e., z LD = max u∈R m + z LR (u). The Lagrangian dual has a few important structural properties which make possible to find near-optimal multiplier vectors within a short computation time. In particular the most popular approach is the subgradient method, a gradient based method in which gradients are replaced by subgradients. Given an arbitrary initial u 0 a sequence {u k } of multiplier vectors is generated by the rule u
for all i ∈ F being the subgradient. The most commonly used scalar step size t k is
where λ k is a scalar satisfying 0 < λ k ≤ 2, U B LD is an upper bound to z LD , which is in practice substituted by a primal lower bound on z SCP , and x(u k ) is an optimal solution to (3) with u = u k . There is no guarantee of optimality for this choice of subgradient but, in practice, it is converges quite fast to good solutions. The method is terminated upon reaching an arbitrary iteration limit.
The Lagrangian costs may be used as indicators of the utility of selecting column j. Hence they can be used in construction heuristics, as for example in greedy cov by replacing the original costs (precisely, on line 5 of Figure 11 ) to determine a score and, consequently, a ranking of the columns. A successful choice in the algorithm by Caprara et al. [11] is the application of a heuristic procedure at several near-optimal Lagrangian multiplier vectors: first a multiplier vector u * is attained by an aggressive policy through the subgradient algorithm and then a neighborhood of u * is exploited by applying a number of small perturbations to u * followed by the greedy heuristic. A similar procedure is endorsed also by Balas and Carrera [2] .
Our overall LMS algorithm is outlined in Figure 24 . The algorithm consists of a first initialization phase, where pricing, subgradient and local optimization are alternated on the lines 3-8. The algorithm then enters in the iterated greedy loop (lines [11] [12] [13] [14] [15] , in which first a partial covering is selected from the incumbent solution, then a modified greedy heuristic is used to reconstruct a feasible solution from this and Formula (4).
At step (b) we use the reduced cost heuristic [2] that generates a full cover X and as a byproduct it also improves the dual solution u k used to start the heuristic. This differs from past implementations where instead an aggressive policy is adopted, for example, setting x j (u k ) = 1 if c j (u k ) ≤ 0 and zero otherwise, thus leading to covers x that might be infeasible for the model (2) [11] . Since producing a large number of near-optimal covers increases the chances of success in the overall search for solutions, we decided to apply the reduced cost heuristic directly in the subgradient iterations since each u k might as well lead to a good near-optimal solution. This is similar in spirit to the successful choice of perturbing u * used in [11] . At every call, the subgradient algorithm stops when the improvement of the lower bound z LR remains lower than 0.1% for γ · 100 iterations or when a maximum number of γ · m iterations is exceeded. We set γ = 10 in the first call on line 5 and γ = 5 in all other calls. This termination condition is compliant with [40] .
As in [11] the first time subgradient phase is called u 0 is set equal to u 0 defined in line 2 while the other times it is u 0 i = (1 + δ i )u * where u * is the best Lagrangian multiplier vector found so far and δ i is a uniform random value in [−0.1, 0.1]. The parameter λ k is set initially to 0.1 as in [11] . Then, every p = 20 subgradient iterations the difference between the best and worst lower bound saw in the last p iterations is computed and if this value is greater than 1%, λ k is halved, if it is lower than 0.1%, λ k is multiplied by 1.5 (unless it becomes larger than 2), otherwise, λ k is left unchanged.
Pricing. This procedure is inspired by [11] and consists in selecting a subset of columns having promising low Lagrangian costs. The starting problem is reduced to a core problem and this allows to save computing time. We adopt the pricing scheme of [11] which selects the best 5 smallest Lagrangian cost columns covering each row together with a maximum of 5m columns such that {j ∈ E ′ : c j (u k ) < 0.1}. However, differently from [11] that use a variable pricing scheme, we recompute the core only after a fixed number of iterations similarly to [31] .
Destruction. The destruction phase is part of the iterated greedy and it is implemented by selecting a subset of columns from the current solution while leaving out others. This procedure differs from the one in [31] . A counter count(j) is maintained for each column j ∈ E ′ which indicates the number of times a column j has been in the solution. Then columns in the current solution are sorted in non decreasing order according to count(j). The first 30% of the columns are selected with probability 0.85, the next 30% are selected with probability 0.8 and the remaining 40% are selected with probability 1 if c j (u * ) < −0.001 and with probability 0.6 otherwise. The number of the columns selected, typically, ranges from 75% to 95% of the one in the incumbent solution. The output of the destruction procedure is a partial covering.
Construction. This task is accomplished by using a modification of the greedy cov heuristic of Figure  11 . It takes as input a partial covering and the current vector c(u * ) of reduced costs attained from the last subgradient phase. These costs are used to compute a score for each column and implement a different selection policy with respect to the one on line 5 of Figure 11 . The new procedure selects the column j that minimizes the score
, where c i j * (u * ) is the minimal reduced cost of a column covering row i unless this value is smaller than 0.01, i.e., c
The set Z contains only the rows yet uncovered. When a feasible covering is obtained we ensure it is minimal by applying the trimming procedure, enhanced, as in the case of the local search algorithms, by an optimal search by enumeration when the number of redundant columns left becomes smaller than 5.
Local optimization. This corresponds to the 1-add local search described in Section 6.
Perturbation. This procedure first selects a subset of columns from the current solution and then reestablishes the feasibility of the solution by means of a reconstruction phase. Columns are selected, similarly to destruction, by sorting them in non decreasing order of count(j), and then choosing the first 20% of columns in the order with probability 0.8 and each remaining column j only if c j (u * ) < −0.001. The feasibility is reestablished by applying the greedy cov of Figure 11 to the partial covering. The search continues from the perturbed solution.
Experimental analysis
The competitiveness of the LMS algorithm with respect to state-of-the-art set covering solvers was tested on well known set covering benchmark instances available from the OR-library 12 maintained by J. Beasley [7] . The detailed results of this comparison are reported in [33] . The largest random instances in this library are those identified by the letters E and F which have SCP constraint matrix of size 500 × 5000 with 20% and 10% of elements equal to one, and those identified by the letters G and H which have matrix of size 1000 × 10000 with ones density of 5% and 2%. All the instances have edge weights randomly chosen in [1, 100] . These instances are quite similar to our instances in the E1-2AUG (see statistics in Appendix A, Table 5 ). 13 The optimal solutions are not known and the best results are mainly due to [11, 40] . On all instances E-H our LMS always finds the best solutions while it is not the case for other famous algorithms such as [8, 2, 31, 12] . In terms of computation times, LMS have peaks of 3.5 and 17 seconds to find the best solutions on the E-F instances and 92 and 114 on the G-H instances, while the CFT [11] and the 3FNLS [40] with transformed times are faster. We deem that a large part of this difference is due to the fact that the CFT and 3FLNS programs are written in FORTRAN and in C and are highly optimized while our program is written in C++ and is not optimized as it is developed on a framework which allowed all the tests reported in this article. For sake of completeness, we report that a different tuning of parameters with respect to the one described above was used for the tests on the set covering instances.
On the E1-2AUG problem, LMS finds the optimal solution on almost all instances of our test suite. In Figure 25 we compare the time to find the optimal solution for the LMS heuristic and the CPLEX 9.0 solver. Let T i be the random variable of the time to find an optimal solution on instance i. It will take values in (0, ∞) and its continuous distribution can be specified by a cumulative distribution function F (t) = P (T i < t). If we consider a right censoring in which the solver is stopped at time C i then we know either T i if T i ≤ C i or that T i ≥ C i . Hence, for each run of LMS on an instance we record both the time min(T i , C i ) and the indicator variable for observed optimal solution attainment, δ i = I(T i ≤ C i ). Both solvers are run once on all the 180 instances for types Euc and Unif and 90 instances of type T+C. First the OPL is run until a proved optimum is returned. Then LMS is run until either the optimal solution is found or a censoring time is elapsed.
The curves in Figure 25 are the empirical cumulative distribution functions of run time for solvers OPL and LMS with a right censoring time of 2000 seconds. The time limit was chosen such that it guaranteed OPL to find and prove the optimality on all the instances. We separate the analysis in the 9 scenarios, as an ANOVA indicated a significant effect of both the size and the type of instances. Within the time limit, LMS finds the optimum on all instances except 3. These 3 instances are of type Euc, size 800 and density either M or L (in the figure, for this scenario, the LMS distribution does not reach probability 1). Although LMS does not find the optimum on these instances, it finds solutions with quality better than 0.067% from optimum in less than 25 seconds.
The main conclusion from this analysis is that the LMS heuristic can find optimal solutions with very high probability and very quickly and that the growth in computation time is definitely lower than the mathematical programming solver. Hence, as the size of the instance increases the LMS heuristics becomes more appealing.
Finally, in Figure 26 we analyze the contribution of the LMS algorithmic components. Specifically, we plot the distribution of the value of the variable state in Figure 24 that indicates the iteration of the algorithm when the last improvement in the solution is found. Instances are grouped in classes according to type and size (the feature instance density is recognized again as non significant from the analysis of variance). It is evident that, especially for the instances of type Euc, all the components of the algorithm bring an important contribution to the search. However, in most of the cases the optimal solution is already found at the end of line 6 of Figure 24 .
Conclusions
We studied the problem of augmenting a spanning tree to a 2-edge-connected graph by using a set of available connections. In particular, we considered large size instances with no restriction on the density of the edges and the distribution of weights. We solved with CPLEX 9.0 the integer program derived from the equivalent set covering formulation of the problem and showed that the benchmark instances existing in the literature are in fact easy to solve. We provided the optimal solutions, previously unknown, on all these instances together with computation times. We then introduced new test instances of size up to 800 vertices and features systematically distributed so to allow a thorough study on the characteristics of the instances beside those of the algorithms. For all these new instances we were still able to find the optimal solutions thus helping in the analysis of heuristics. When solved exactly, the instances derived from Euclidean and Uniform graphs are equally hard to solve while the instances derived by composition of tree and cycle are the easiest.
The main focus of the paper has been the systematic study of new heuristic algorithms which we organized by separating components and analyzing their individual influence. We implemented one construction heuristic derived from the set covering analogy and two based on the graph model. In particular, one exploited the use of shortest path calculations. The results indicated in the greedy covering the best heuristic on all types of instances. Such heuristic provides approximations which are, in average, 5.5% from optimum in the Euclidean instances, 10% in the Uniform instances and 2.5% in the tree and cycle instances. The concepts underlying these algorithms were then extended to implement three local searches. In particular, we implemented an addition neighborhood, a destruct re-construct neighborhood and a very large scale neighborhood with shortest path search. The analysis indicated in the most simple approach, the addition neighborhood, the best choice both in terms of solution quality and computation cost. The local search improves the quality performance of the construction heuristics to values that are around 3.6% and 2% from the optimal solution in Euclidean and Uniform instances, respectively. We, then, enhanced further these heuristics by designing a hybrid method drawing on the previous results. In particular, the new algorithm that we called Lagrangian Multi-Start (LMS) uses elements from different state-of-the-art set covering solvers. These elements are: (i) a subgradient optimization (ii) a iterated destruction and re-construction of the augmentation (iii) a selection of a core of columns/edges (iv) and the use of the best construction heuristic and local search determined in this study. The results indicated that this heuristic is able to find the optimal solution almost always and very quickly. Computation times for the largest instances with 800 vertices and 90.000 edges were around 30 seconds for instances of Euclidean type and even less for Uniform instances. Although the LMS algorithm cannot prove the optimality of the solution it is faster than integer programming and exhibits better growth curve. It is therefore an appealing solver if very fast results are needed or if instance of large size are to be solved. We reported all optimal results on the new instances as well as on the known instances in the Appendix.
Appendix A Numerical Results
To allow the cross checking and benchmarking of the results discussed in this article we report numerical results on the instances presented in Raidl and Ljubic [35] . Details on the generator of these instances are available on the Internet.
14 Here it suffices to say that instances from A to R are random graphs and the other are instances derived from Euclidean TSPLIB graphs having included the complete or a fraction of shortest edges incident to each vertex. Spanning trees vary between being randomly chosen or being of minimal length. We report the statistics of these instances in Tables 1 and 3 .
In Table 2 we report the optimal results found by CPLEX 9.0 solver. The optimal solution values on these instances were not known. Heuristic results were reported in [25, 35, 39] . In particular, the hybrid evolutionary algorithm (HEA) from [35] was shown to outperform previous approaches and hence we restrict to consider only this algorithm. In the table we reprint the results as they have been published in [35] by transforming times in equivalent values on our reference machine. Results in column Dev. indicate the average percentage deviation in multiple runs from the best solution found X * by HEA and in column Rate the percentage of times the best solution X * was attained. For comparison we report the average results of 10 runs of the construction heuristic greedy cov and of LMS. On greedy cov we omit the computation times as they are in all cases below 10 milliseconds, on LMS we give the average time to find the optimal solutions.
In Table 4 we report the solution found on the TSPLIB derived instances. Although mentioned in Ljubic's web page, results on these instances were never reported.
Finally, we also report statistics of the new instances used in our study in Table 5 and indicative median results in each class in Table 6 .
Inst.
|V Table 1 : Statistics about the random instances from [35] . Weights on the instances E1, E2 and E3 are Euclidean distances. In the columns, V is the set of vertices in G, E ′ = E \ F is the set of augmenting edges, wmin and wmax give the range of weights on the edges in E ′ , ρ(G) is the edge density in G and ρ(M ) is ones density in the matrix M of the corresponding set covering formulation. The edge density of a graph G = (V, E) is computed as ρ(G) = |E|/`| V | 2´.
The subscript pre indicates these values after preprocessing. 
