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INVARIANCE OF TAUTOLOGICAL EQUATIONS I:
CONJECTURES AND APPLICATIONS
Y.-P. LEE
Abstract. The main goal of this paper is to introduce a set of
conjectures on the relations in the tautological rings. In partic-
ular, this framework gives an efficient algorithm to calculate all
tautological equations using only finite dimensional linear algebra.
Other applications include the proofs of Witten’s conjecture on the
relations between higher spin curves and Gelfand–Dickey hierar-
chy and Virasoro conjecture for target manifolds with conformal
semisimple quantum cohomology, both for genus up to two.
1. Introduction
1.1. The tautological rings of moduli spaces of curves. Two
basic references for tautological rings are [15] and [25].
Let M g,n be the moduli stacks of stable curves. Mg,n are proper, ir-
reducible, smooth Deligne–Mumford stacks. The Chow rings A∗(M g,n)
over Q are isomorphic to the Chow rings of their coarse moduli spaces.
The tautological rings R∗(M g,n) are subrings of A
∗(M g,n), or subrings
of H2∗(Mg,n) via cycle maps, generated by some “geometric classes”
which will be described below.
Convention 1. All Chow/Cohomology/tautological rings are over Q.
The first type of geometric classes are the boundary strata. M g,n have
natural stratification by topological types. The strata can be conve-
niently presented by their (dual) graphs, which can be described as
follows. To each stable curve C with marked points, one can associate
a dual graph Γ. Vertices of Γ correspond to irreducible components.
They are labeled by their geometric genus. Assign an edge joining two
vertices each time the two components intersect. To each marked point,
one draws an half-edge incident to the vertex, with the same label as
the point. Now, the stratum corresponding to Γ is the closure of the
subset of all stable curves inMg,n which have the same topological type
as C.
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The second type of geometric classes are the Chern classes of tau-
tological vector bundles. These includes cotangent classes ψi, Hodge
classes λk and κ-classes κl. (See [15], [24].)
To give a precise definition of the tautological rings, some natural
morphisms between moduli stacks of curves will be used. The forgetful
morphisms
(1) fti :M g,n+1 → M g,n
forget one of the n+ 1 marked points. The gluing morphisms
(2) M g1,n1+1 ×Mg2,n2+1 → M g1+g2,n1+n2, M g−1,n+2 →M g,n,
glue two marked points to form a curve with a new node. Note that
the boundary strata are the images (of the repeated applications) of
the gluing morphisms, up to factors in Q due to automorphisms.
Definition 1. The system of tautological rings {R∗(Mg,n)}g,n is the
smallest system of Q-unital subalgebra (containing classes of type one
and two, and is) closed under the forgetful and gluing morphisms.
Remarks. (i) The phrase “(containing classes of type one and two, and
is)” can be removed from the definition as the type one classes can be
generated by the fundamental classes of the boundary strata (units),
and the type two classes can be generated by the type one classes under
the natural morphisms.
(ii) The set of Hodge classes can be reconstructed linearly from the
set of ψ-classes, κ-classes and boundary strata. Therefore, the Hodge
classes can be omitted in the discussion of tautological rings.
Since the tautological rings {R∗(M g,n)}g,n are defined by generators,
it leaves us the task of finding the relations in order to understand
their structures. Mumford [23], Getzler [6] and Faber [4] are among
the pioneers in this direction.
1.2. The conjectures. For each dual graph Γ, one can decorate the
graph by assigning a monomial, or more generally a polynomial, of ψ
to each half-edge and κ classes to each vertex. The tautological classes
in Rk(M g,n) can be represented by Q-linear combinations of decorated
graphs, which will be called simply graphs by abusing the notations.
Convention 2. The graphical notations might be a little different
from some authors’. The edges here are considered as “gluing” two
half-edges. Therefore, the consideration of automorphisms will lead to
discrepancy of a constant factor.
Define the operations rl on the spaces of decorated graphs {Γ}.
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• Cutting edges. Cut one edge and create two new half-edges.
Label two new half-edges with i, j /∈ {1, 2, . . . , n} in two dif-
ferent ways. Produce a formal sum of 4 graphs by decorating
extra ψl to i-labeled new half-edges with coefficient 1/2 and
by decorating extra ψl to j-labeled new half-edges with coef-
ficient (−1)l/2 . (By “extra” decoration we mean that ψl is
multiplied by whatever decorations which are already there.)
Produce more graphs by proceeding to the next edge. Retain
only the stable graphs. Take formal sum of these final graphs.
• Genus reduction. For each vertex, produce l graphs. Re-
duce the genus of this given vertex by one, add two new half-
edges. Label two new half-edges with i, j and decorate them by
ψl−1−m, ψm (respectively) where 0 ≤ m ≤ l − 1. Do this to all
vertices, and retain only the stable graphs. Take formal sum of
these graphs with coefficient 1
2
(−1)m+1.
• Splitting vertices. Split one vertex into two. Add one new
half-edge to each of the two new vertices. Label them with i, j
and decorate them by ψl−1−m, ψm (respectively) where 0 ≤ m ≤
l−1. Produce new graphs by splitting the genus g between the
two new vertices (g1, g2 such that g1+ g2 = g), and distributing
to the two new vertices the (old) half-edges which belongs to
the original chosen vertex, in all possible ways. The κ-classes on
the given vertex are split between the two new vertices in a way
similar to the half-edges. That is, consider each monomial of
the κ-classes κl1 . . . κlp on the split vertex as labeled by p special
half-edges. When the vertex splits, distribute the p special edges
in all possible way. Do this to all vertices, and retain only the
stable graphs. Take formal sum of these graphs with coefficient
1
2
(−1)m+1.
Remarks. (i) It is not very difficult to see that the two new half-edges
are symmetric for l odd and anti-symmetric for l even.
(ii) The (output) graphs might be disconnected. The stable graphs
here mean that each connected component is stable (and of non-negative
dimension).
(iii) These operations in terms of another (equivalent) notation (called
gwi ’s) will be given in Section 3.1.
(iv) The λ-classes do not enter the discussion as they can be recon-
structed from other classes [23] [5]. To include them explicitly, one may
apply the elementary splittings of the Hodge bundle
0→ Eg−1 → ι
∗Eg → O∆0 → 0
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to the genus-reduced vertices and
0→ Eg′ → ι
∗Eg → Eg−g′ → 0
to the split vertices.
Definition 2. Define operators rl(Γ) from the vector spaces of deco-
rated graphs of codimension k onMg,n to those of codimension k+ l−1
on M
•
g−1,n+2 to be the final sum of the decorated graphs (with Q-
coefficients) produced from the above three operations. Here • stands
for possibly disconnected curves. Note that the arithmetic genus for
disconnected curve is defined to be
g(C) :=
d∑
i=1
g(Ci)− d+ 1,
where Ci are connected components of C, C = ∐
d
i=1Ci.
Let ∑
i
ciΓi = 0
be a tautological equation in codimension k classes in M g,n. The triple
(g, n, k) will be used.
Conjecture 1. 1
(3) rl(
∑
i
ciΓi) = 0
for all l, modulo the tautological equations for (g′, n′) for which
• g′ < g, or
• g′ = g and n′ < n.
The set of equations (3) will be called the R-invariance equations.
The reason of this name comes from its relation to Gromov–Witten
theory and will be explained in [19]. See also [18] for a brief account.
Conjecture 2. Let E =
∑
i ciΓi be a given linear combination of codi-
mension k tautological classes in M g,n and k < 3g − 3 + n.
If rl(E) = 0 for all l, modulo tautological equations in M g′,n′ for
(g′, n′) satisfying the above inductive conditions, then E = 0 is a tau-
tological equation.
Remark 1. (i) By a theorem of Graber and Vakil [13], when k =
3g − 3 + n, i.e. top codimension,
Rtop(Mg,n) = Q.
1This conjecture will be proved in [19].
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Therefore Rtop(M g,n) are considered well understood and used as part
of inductive data.
(ii) Conjecture 1 means that the linear operators at the level of dec-
orated graphs actually descend to operators at the level of tautological
classes. That is,
(4) rl : R
k(M
•
g,n)→ R
k+l−1(M
•
g−1,n+2)
is well-defined. Conjecture 2 further asserts that the combination of
these operators is injective.
Conjecture 3. Conjecture 2 will produce all tautological equations in-
ductively.
1.3. Results in low genus.
Main Theorem. [12, 1, 2] The Invariance Conjectures hold for genus
zero, genus one, and (g, n, k) = (2, 1, 2), (2, 2, 2), (2, 3, 2), (3, 1, 3).
Genus zero case: Rk(M 0,n) = A
k(M0,n) essentially due to S. Keel
[16]. There are two sets of tautological equation in genus zero, namely
the genus zero topological recursion relations (TRR) and WDVV equa-
tions. WDVV equations are consequences of TRRs. TRR is based upon
the fact that ψi = 0 on M 0,3. WDVV equation is based upon the fact
that A1(M0,4) = Q.
The non-trivial known tautological equations in g ≤ 3 are
(1) (g, n, k) = (1, 4, 2) Getzler’s genus one equation ([6]).
(2) (g, n, k) = (2, 1, 2) Mumford-Getzler’s equation;
(3) (g, n, k) = (2, 2, 2) Getzler’s genus two equation ([7]).
(4) (g, n, k) = (2, 3, 2) Belorousski–Pandharipande’s equation ([3]).
(5) (g, n, k) = (3, 1, 3) A new relation ([2] [17]).
Genus one case will be discussed in Section 3.
Genus two and three. The checking of cases (2-4) is carried out in [1].
The calculation of (5) via Conjecture 2 is done in [2]. An equivalent
form of the (3, 1, 3) equation was independently discovered by Kimura–
Liu [17] using a completely different method. (Equivalent in the sense
that they use different vectors in R3(M3,1).) By Getzler’s Betty number
and Hodge polynomial calculations in [7] and [8], these equations are
the only tautological equations in the above cases.
Remark 2. (i) Here the term “the only tautological equations” should
be taken with a grain of salt. The forgetful and gluing morphisms (1)
(2) induce relations in Rk(Mg,n) from lower (inductive) classes. For
example, Getzler’s equation in (g = 1, n = 4, k = 2) induces an equa-
tion in (2, 2, 3) by gluing two of the marked points; any equations in
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Mg,n will induce equations in Mg,n+m. These induced equations will be
taken into inductive data as well. The goal, of course, is to find new
equations.
(ii) It is easy to see that if one equation is R-invariant, all induced
equations are.
1.4. Relations to Gromov–Witten theory. This will be the topic
for a forthcoming paper [19], so the discussion will be brief and neces-
sarily not precise.
1.4.1. Motivation of the conjectures. The motivation of the above con-
jectures come from a study of Givental’s axiomatic Gromov–Witten
theory [9] [10] [11]. Givental has discovered some remarkable structures
of the “moduli spaces” of the semisimple axiomatic Gromov–Witten
theories (or Frobenius manifolds). The “moduli space” of a given rank
(i.e. the dimension of the Frobenius manifolds) is a “homogenius space”
of a “quantized loop group”.
(i) The tautological equations hold for all geometric Gromov–Witten
theories due to the fact that there is a natural stabilization morphism
st : M g,n(X, β)→ Mg,n
from the moduli spaces of stable maps to moduli spaces of stable curves.
It is natural to expect that the tautological equations hold for all ax-
iomatic Gromov–Witten theories. Therefore, the tautological equa-
tions should be “invariant” under the action of the “quantized loop
groups”. This translates eventually to Conjecture 1.
(ii) Conversely, it is also expected that all “universal equations” of
(axiomatic) Gromov–Witten invariants should be induced from the tau-
tological equations on moduli spaces of curves. The term “universal
equations” means that the equations are valid and of the same form
for all theories. In other words, they are invariant under the action of
the “quantized loop groups”. This gives Conjectures 2 and 3.
1.4.2. Applications in axiomatic Gromov–Witten theory. Combining
the results of this paper with two separate papers [19] [1], the last
one joint with Arcara, the following results are proved.
Theorem 1. (i) All tautological equations discussed in Section 1.3 hold
for Givental’s axiomatic Gromov–Witten invariants.
(ii) The Virasoro Conjecture for semisimple conformal Frobenius
manifolds holds up to genus two.
(iii) The Witten’s conjecture on the higher spin curves and Gelfand–
Dickey hierarchies holds up to genus two.
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Remarks. (i) In a joint work with Givental [12], it is shown that the
conformal condition in Theorem (ii) can be removed for g = 1.
(ii) Theorem (ii) was independently proved by X. Liu [22].
(iii) The above Theorems are built upon many other authors’ results,
and will be discussed in [19].
Acknowledgement. Special thanks are due to my collaborators D. Ar-
cara ([1, 2]) and A. Givental ([12]) for many useful discussions during
our joint projects related to this paper; to R. Cavalieri and R. Vakil
for their interest and clarification to the conjectures; to participants of
WAGS Spring 2004 and Moduli Space of Curves and Gromov-Witten
Theory Workshop for suggestions in the expositions.
2. Algorithm of finding tautological equations
2.1. Finiteness. Assuming Invariance Conjectures, equation (4) says
that
rl : R
k(M g,n)→ R
k+l−1(M
•
g−1,n+2)
is injective. In fact, the number of connected components in the image
can go up by at most one. Therefore, if the resulting decorated graphs
are connected, the genus must be reduced by one. If disconnected, then
either genus or the number of marked points (external half-edges) is
reduced.
Lemma 1. rl reduces the dimension of Γ by l.
Proof. The proof is straightforward case-by-case study. In the first step,
the dimension remains the same after cutting an edge. Decorating with
extra ψl reduces the dimension by l. In the second step, reducing the
genus and adding two half-edges change the dimension by −3 + 2 = 1.
Decorating with ψm and ψl−1 reduces the dimension by l − 1. In the
third step, the vertex splitting reduces the dimension by 3. Adding two
half-edges increases dimension by 2. Decoration reduces the dimension
by l − 1. 
Remark 3. (i) By Lemma 1, rlΓ = 0 when k + l > dimM g,n. There-
fore, one only has to check finite number of l’s.
(ii) There are only finitely many (g′, n′, k′) involved in checking the
validity of invariance equation (3) for a given (g, n, k) and l. This
observation can be easily verified from the definition of rl. Therefore,
it is a finite calculation to check (3) for any quadruple (g, n, k, l).
From the above discussions, one knows that the
Corollary 1. There is an efficient algorithm to check Conjectures 1
and 2 for any given (g, n, k).
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2.2. The algorithm. Invariance Conjectures have been used to “re-
discover” all known tautological equations and discover a new one. Our
basic strategy of finding the tautological equations for a given (g, n, k)
is the following. Assuming all tautological equations are known for
(g′, n′, k′) satisfying the inductive conditions in Conjecture 1.
(1) Find all tautological classes Γi in R
k(M g,n). Remove linear
dependent classes from the induced equations as explained in
Remark 2. Let {Γi}i∈I be a set of remaining vectors in the
Q-linear space Rk(Mg,n). Let
E =
∑
i∈I
ciΓi
be a general element in Rk(M g,n) with unknown coefficients ci.
(2) Apply theR-invariance condition (3) rl(E) = 0, for l = 1, . . . , 3g−
3+n−k. For each l, rl(Γ) will be a Q-linear combination of (dis-
joint unions of) Γ′j as classes in R
k′(M g′,n′), which are known by
assumption. In particular, one knows all the relations between
Γ′j ’s.
(3) In each (g′, n′, k′) pick a basis of Rk
′
(Mg′,n′). The part of the
output of rl(E) = 0 in (g
′, n′, k′) implies each component of the
basis vanishes individually. Since all operations involved are
linear, the vanishing gives linear equations in ci.
(4) The above step produces enough linear equations on ci’s to de-
termine them completely up to a few free variables, say c1 and
c2. Write all other cj ’s in terms of c1 and c2. E =
∑
i∈I ciΓi
becomes
E = c1(
∑
j1∈J1
dj1Γj1) + c2(
∑
j2∈J2
dj2Γj2).
The output equations are∑
j1∈J1
dj1Γj1 = 0, and
∑
j2∈J2
dj2Γj2 = 0,
where dj are output constants. Note that J1 and J2 are not
necessarily disjoint
(5) If all ci have to vanish after the above steps, then there is no
(new) tautological equations for (g, n, k).
Remarks. (i) The Step (4) will necessarily leave at least one free vari-
able, as any equation E = 0 holds after a constant multiple.
(ii) In fact, the output of the R-invariance condition always highly
over-determines the unknown coefficients ci. To be able to solve ci is
usually a sign of correct calculations.
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(iii) In all cases computed, l = 1 is enough. That is, r1(E) = 0
already generate enough linear equations among ci to determine them
completely. It is not known whether this will hold in general. In
particular, one might ask whether r1(E) = 0 implies rl(E) = 0 for
l ≥ 2. We don’t have intuition leading to a guess.
As stated above, the above algorithm has given a uniform method of
deriving all tautological equations, which were originally derived using
many different methods. Furthermore, it is theoretically possible to
program this algorithm in order to discover more tautological equations
via robots. The only ingredient in this algorithm is linear algebra (and
the efforts to obtain induced equations as explained in Remark 2).
However, the dimension of Rk(Mg,n) and the number of elements in the
set {Γi}i∈I can grow. So the finite dimensional linear algebra problem
in question is not trivial.
Remark 4. An alternative way to the above (more satisfactory) algo-
rithm goes through the following procedure.
• Calculate the rank of Rk(M g,n) to see if there is any new equa-
tion.
• If there is one, then apply invariance condition equation (3) to
obtain the coefficients of the equation.
This is actually the way which is employed to prove the derived tauto-
logical equations. However the first step is usually not elementary.
3. Proof of Conjectures for g = 1
3.1. Notations. In this subsection, some notations will be introduced
for future reference.
The following notations will be used to denote the same object.
(1) Tautological classes.
(2) Generic curves and chern classes.
(3) Decorated graphs.
(4) Gwi’s (defined below).
(1)⇔ (2). For each tautological class, one may draw a generic curve
of the given topological type, label marked points, and decorate the
marked points and both sides of nodes with monomials of ψ classes
and the components by κ classes.
(1) ⇔ (3). This has been explained in Section 1.1-1.2.
(3) ⇔ (4). Given a decorated graph Γ.
• For the vertices of Γ of genus g1, g2, . . ., assign a product of
“brackets” 〈〉g1〈〉g2 . . ..
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• Assign each half-edge a symbol ∂∗. The external half-edges
use numeric super-indices ∂1, ∂2, . . . , ∂n, corresponding to their
labeling. The two new half-edges use ∂i, ∂j . For each pair
of half-edges coming from one and the same edge, the same
super-index µi will by used. Otherwise, all half-edges should
use different super-indices.
• For each a given vertex 〈〉g with m half-edges, n external half-
edges, and say 2 new half-edges, an insertion is placed in the
vertex 〈∂i∂j
∏n
a=1 ∂
a
∏m
b=1 ∂
µb〉g.
• For each decoration to a half-edge by chern classes c, assign a
subindex to the corresponding half-edge ∂µc .
The output is called a gwi.
Remarks. (i) Gwi is so named for its relations to Gromov–Witten in-
variants. Note however that gwi here stands for a vector in a Q-algebra,
rather than a rational number. The actual relation is rather involved
and will be discussed in details in [19]. Gwi notations is used in the
proof of this paper, mainly for typesetting convenience.
(ii) The Convention on graphs adopted in Section 1.2 is meant to
match the graphical and gwi notations. They often differ by a constant
in some authors’ conventions. (See, e.g. [6].)
Example. Let Γ be the following graph.
• •
•
g = 0 g = 0
g = 1
1 2 3 4
The corresponding gwi is:
〈∂1∂2∂µ〉〈∂3∂4∂ν〉〈∂µ∂ν〉1.
The cutting edges operation for l = 1 produces
〈∂1∂2∂i〉〈∂3∂4∂ν〉〈∂j1∂
ν〉1 + 〈∂
1∂2∂µ〉〈∂3∂4∂i〉〈∂µ∂j1〉1.
Note that 〈∂1∂2∂i1〉 has dimension −1. Therefore the corresponding
graphs are removed from the output. Also, the i, j are symmetric.
Hence, a factor of 2 is placed in front of a term instead of adding an
additional term with i, j exchanged.
INVARIANCE OF TAUTOLOGICAL EQUATIONS I 11
More generally, for any edge in an expression 〈. . . ∂µ . . . ∂µ . . .〉g,
where the middle . . . might contain edges like . . .〉h〈. . ., the cutting
edge operation for rl can be written as
〈. . . ∂µ . . . ∂µ . . .〉g 7→
1
2
(
〈. . . ∂il . . . ∂
j . . .〉g + (−1)
l−1〈. . . ∂i . . . ∂jl . . .〉g
)
+
1
2
(
〈. . . ∂j . . . ∂il . . .〉g + (−1)
l−1〈. . . ∂jl . . . ∂
i . . .〉g
)
.
(5)
The genus reduction for rl produces
(6) 〈∂i1k1∂
i2
k2
. . .〉g 7→
1
2
l−1∑
m=0
(−1)m+1〈∂il−1−m∂
j
m∂
i1
k1
∂i2k2 . . .〉g−1.
The splitting vertices operation for l = 1 produces
(7)
〈∂i1k1∂
i2
k2
. . .〉g 7→
1
2
l−1∑
m=0
(−1)m+1
∑
g1+g2=g
∂i1k1∂
i2
k2
. . . (〈∂il−1−m〉g1〈∂
j
m〉g2).
The symbol of ∂ik considered as a “linear operator” on graphs is defined
by Leibniz rule
∂ik(〈∂
i
l−1−m〉g1〈∂
j
m〉g2) = 〈∂
i
k∂
i
l−1−m〉g1〈∂
j
m〉g2 + 〈∂
i
l−1−m〉g1〈∂
i
k∂
j
m〉g2.
Convention 3. In the calculations when the κ classes are not needed,
a simplified notation is used
∂µk := ∂
µ
ψk
, ∂µ := ∂µ0 .
To further simplify the notations,
〈. . .〉 := 〈. . .〉g=0.
3.2. Reduction to Getzler’s equation. By a result of E. Getzler
(unpublished), the only (new) tautological equations in genus one are
his equation in (g = 1, n = 4, k = 2) [6] and TRR in (g = 1, n = 1, k =
1). g = 1 TRR expresses ψ-classes as boundary divisors
(8) 〈∂i1〉1 =
1
24
〈∂i∂µ∂µ〉.
Since it is an equation in top codimension, it is considered as part
of the inductive data (and satisfies invariance equation by Lemma 1).
Therefore, one only has to check Conjectures 1 and 2 for Getzler’s
equation.
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3.3. Getzler’s equation in (g, n, k) = (1, 4, 2). The calculation here
is reproduced from a joint work with A. Givental [12], by referees’
demand.
Theorem 2. [12] Getzler’s equation is the only (new) codimension
2 equation in M 1,4 which satisfies the invariance equation (3). Fur-
thermore, invariance equation determines the coefficients of Getzler’s
equation up to a common scaling constant.
The proof is divided into the following 6 Steps.
3.3.1. Step 1: Enumerate all boundary strata. There are 9 codimen-
sion two boundary strata in M 1,4, when the ordering of the 4 external
half-edges are ignored. Equivalently, one may symmetrize the 4 exter-
nal half-edges by the S4 permutation. Let ∂
1, ∂2, ∂3, ∂4 denote the 4
external half-edges. A general element can be written as
E =
∑
S4 permutation
(
c1〈∂
1∂2∂µ〉〈∂3∂4∂ν〉〈∂µ∂ν〉1
+c2〈∂
1∂2∂µ〉〈∂3∂µ∂ν〉〈∂4∂ν〉1
+c3〈∂
1∂2∂µ〉〈∂3∂4∂µ∂ν〉〈∂ν〉1
+c4〈∂
1∂2∂3∂µ〉〈∂4∂µ∂ν〉〈∂ν〉1
+c5〈∂
1∂2∂3∂µ〉〈∂4∂µ∂ν∂ν〉
+c6〈∂
1∂2∂3∂4∂µ〉〈∂µ∂ν∂ν〉
+c7〈∂
1∂2∂µ∂ν〉〈∂3∂4∂µ∂ν〉
+c8〈∂
1∂2∂µ〉〈∂3∂4∂µ∂ν∂ν〉
+c9〈∂
1∂µ∂ν〉〈∂2∂3∂4∂µ∂ν〉
)
.
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3.3.2. Step 2: Apply Invariance Equation. Invariance equation pro-
duces, after genus zero TRR,
0 =r1E =
∑
S4
Sij
(
2c1〈∂
1∂2∂j〉〈∂3∂4∂µ〉〈∂i∂µ∂ν〉〈∂ν〉1
− c1〈∂
1∂2∂µ〉〈∂3∂4∂ν〉〈∂i∂ν∂µ〉〈∂j〉1
+ c2〈∂
1∂2∂µ〉〈∂3∂j∂µ〉〈∂i∂4∂ν〉〈∂ν〉1
− c2〈∂
1∂2∂µ〉〈∂3∂µ∂ν〉〈∂i∂4∂ν〉〈∂j〉1
+ c3〈∂
1∂2∂j〉〈∂3∂4∂i1∂
ν〉〈∂ν〉1
+ c3〈∂
1∂2∂µ〉〈∂3∂4∂i1∂
ν〉〈∂j〉1
− c3〈∂
1∂2∂µ〉〈∂3∂4∂i〉〈∂j∂µ∂ν〉〈∂ν〉1
− 2c3〈∂
1∂2∂µ〉〈∂3∂i∂µ〉〈∂4∂j∂ν〉〈∂ν〉1
+ c4〈∂
1∂2∂3∂i1〉〈∂
4∂j∂ν〉〈∂ν〉1
− 3c4〈∂
1∂2∂i〉〈∂3∂j∂µ〉〈∂4∂µ∂ν〉〈∂ν〉1
)
+ genus-zero-only terms.
Here Sij is the symmetrization operator of the indices ij.
3.3.3. Step 3: genus one terms. The basic strategy is to find a basis,
express the vector in terms of the basis, and set the coefficients to 0.
It is easy to see that the terms containing 〈∂j〉1 gives the condition
(after applying genus zero TRR)
−c1 − c2 + c3 = 0.
The terms containing 〈∂∗∂∗∗∂j〉〈∂ν〉1 gives the equation
2c1 − 3c4 = 0.
The terms containing 〈∂∗∂∗∗∂ν〉〈∂ν〉1 gives the equation
c2 − 2c3 + c4 = 0.
3.3.4. Step 4: Genus zero terms. For the terms involving geometric
genus zero graphs only, the only relations are WDVV, after stripping
off all descendents by genus zero TRR.
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(a) Those terms containing a factor 〈∂∗, ∂∗∗, ∂∗∗∗, ∂i〉 give the equa-
tion
∑
S4
Sij〈∂
1∂2∂3∂i〉
[
c5〈∂
4∂j1∂
ν∂ν〉
− 4c6〈∂
4∂j∂µ〉〈∂µ∂ν∂ν〉
− c9〈∂
4∂µ∂ν〉〈∂j∂µ∂ν〉
]
= 0,
which gives condition
c5 − 4c6 − c9 = 0.
(b) Those terms containing a factor 〈∂∗∂∗∗∂i〉 give the equation
∑
S4
Sij〈∂
1∂2∂i〉
[
1
12
c1〈∂
3∂4∂ν〉〈∂j∂µ∂µ∂ν〉
− 3c5〈∂
3∂j∂ν〉〈∂4∂µ∂µ∂ν〉
− 6c6〈∂
3∂4∂j∂ν〉〈∂µ∂µ∂ν〉
− 2c7〈∂
3∂4∂µ∂ν〉〈∂j∂µ∂ν〉
+ c8〈∂
3∂4∂j1∂
ν∂ν〉
− c8〈∂
3∂4∂µ〉〈∂j∂µ∂ν∂ν〉
− 3c9〈∂
3∂µ∂ν〉〈∂4∂j∂µ∂ν〉
]
= 0.
(9)
All graphs are disconnected with two components. One common con-
nected component is 〈∂1∂2∂i〉. The other one is a stratum isomorphic
to M 0,3 ×M0,4 ⊂ M 0,5. Due to different labeling, there are 5 differ-
ent strata for the second component, up to the obvious permutation
symmetry in ∂3, ∂4.
~v1 = 〈∂
3∂4∂ν〉〈∂j∂µ∂µ∂ν〉,
~v2 = 〈∂
3∂j∂ν〉〈∂4∂µ∂µ∂ν〉,
~v3 = 〈∂
3∂µ∂ν〉〈∂4∂j∂µ∂ν〉,
~v4 = 〈∂
j∂µ∂ν〉〈∂3∂4∂µ∂ν〉,
~v5 = 〈∂
µ∂µ∂ν〉〈∂3∂4∂j∂ν〉.
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The WDVV equations induce three linear relations in ~v1, . . . , ~v5; two
of them are independent.
~v1 + ~v5 = 2~v3,
~v2 + ~v5 = ~v3 + ~v4,
~v1 + ~v4 = ~v2 + ~v3.
Thus, one can write ~v1 and ~v2 in terms of ~v3, ~v4, ~v5. Equation (9) then
gives
1
6
c1 − 3c5 + 3c9 = 0,
−3c5 − 2c7 + 2c8 = 0,
−
1
12
c1 + 3c5 − 6c6 = 0.
(c) The remaining terms, after genus zero TRR, contain no descen-
dents. Therefore the only relations are WDVV and their derivatives.
However, WDVV and their derivatives don’t change the summation
of the coefficients, therefore the summation has to vanish. This gives
another equation
−
1
2
c1 −
11
24
c2 −
11
24
c3 −
11
24
c4 + 3c6 − 3c8 = 0.
3.3.5. Step 4: Final equation. Combining the above equations, one can
express all coefficients in terms of c3 and c9:
c1 = −3c3, c2 = 4c3, c4 = −2c3, c5 = −
1
6
c3 − c9,
c6 = −
1
24
c3 −
1
2
c9, c7 =
1
4
c3 + c9, c8 = −
1
2
c9.
That is,
E = −c3(Getzler’s coefficients) + c9(T ) = 0,
where T is a sum of (geometric) genus zero graphs. It is easy to see
that T = 0 by WDVV. Therefore, l = 1 case is established.
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3.3.6. Step 6: l = 2. By the same computation, one is led to
r2E =
∑
S4
Aij
[
6〈∂1∂2∂j〉〈∂3∂4∂ν〉〈∂i2∂
ν〉1
− 4〈∂1∂2∂µ〉〈∂
3∂µ∂j〉〈∂4∂i2〉1
+
1
24
〈∂1∂2∂3∂4∂i2〉〈∂
j∂ν∂ν〉
+ 3〈∂1∂2∂µ〉〈∂3∂4∂ν〉〈∂i∂µ∂ν〉〈∂j1〉1
− 4〈∂1∂2∂µ〉〈∂3∂µ∂ν〉〈∂i∂4∂ν〉〈∂j1〉1
−
4
24
〈∂i1∂
1∂2∂3〉〈∂j∂4∂ν〉〈∂µ∂ν∂ν〉
−
6
24
〈∂i1∂
1∂2∂µ〉〈∂j∂3∂4〉〈∂µ∂ν∂ν〉
]
,
where Aij is the anti-symmetrizer. By easy application of genus one
TRR and WDVV and the antisymmetric property of i, j, the first term
cancels with the seventh term; the second term cancels with the sixth
term; the third, fourth and fifth terms combine to vanish.
By Lemma 1, it is enough to check R-invariance for l = 1 and l = 2.
The proof is complete.
3.4. Final remarks. The three Conjectures proposed fit very well
with the current understanding of the tautological rings. For example,
they are consistent with Graber–Vakil’s stratification of the tautologi-
cal rings by the number of rational components and with the Poincare´
duality conjecture. See [25] for the statements and references.
As for the proof of the conjectures, there are possibly a few ap-
proaches. One approach is to go through its connection to the Gromov–
Witten theory. The key idea is to utilize some distinguished points on
the “moduli spaces” of axiomatic GW theories, for which the theories
and the “quantized loop group” elements moving them around are well
studied. For example, let τ pt be the GW theory of N points and τP
N−1
be the GW theory of PN−1. There is a “quantized loop group” element
RˆN such that
RˆNτ
pt = τP
N−1
.
Since the tautological equations certainly hold for both theories, they
are invariant under the action of RˆN . It is possible that the invariance
under enough group elements like RˆN implies invariance under the
whole “quantized loop group”.
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Another approach is to consider the invariance condition as some
hidden geometric structure on the geometry of the moduli spaces of
curves. One might be able to unravel this structure.
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