ABSTRACT: Improved thermodynamic parameters for prediction of RNA duplex formation are derived from optical melting studies of 90 oligoribonucleotide duplexes containing only Watson-Crick base pairs. To test end or base composition effects, new sets of duplexes are included that have identical nearest neighbors, but different base compositions and therefore different ends. Duplexes with terminal GC pairs are more stable than duplexes with the same nearest neighbors but terminal AU pairs. Penalizing terminal AU base pairs by 0.45 kcal/mol relative to terminal GC base pairs significantly improves predictions of ∆G°3 7 from a nearest-neighbor model. A physical model is suggested in which the differential treatment of AU and GC ends accounts for the dependence of the total number of Watson-Crick hydrogen bonds on the base composition of a duplex. On average, the new parameters predict ∆G°3 7 , ∆H°, ∆S°, and T M within 3.2%, 6.0%, 6.8%, and 1.3°C, respectively. These predictions are within the limit of the model, based on experimental results for duplexes predicted to have identical thermodynamic parameters.
The thermodynamics of secondary structure formation are important for unraveling structure-function relationships for RNA. For example, these thermodynamics provide a foundation for predicting secondary structure and stability, both of which can correlate with function. Moreover, predicting secondary structure is a crucial intermediate step toward predicting three-dimensional structure (1, 2) . In addition, differences between the thermodynamics of secondary structure formation and of overall folding can provide insight into the thermodynamics of tertiary structure formation (3-7).
Watson-Crick base pairs are one of the most important motifs in RNA secondary structures. The thermodynamics of Watson-Crick base pair formation have been studied in short RNA duplexes (8, 9) . The results are well-represented by a nearest-neighbor model in which the thermodynamic stability of a base pair is dependent on the identity of the adjacent base pairs. This model has been termed an individual nearest-neighbor (INN) model (10, 11) . The pioneering implementation by Borer et al. (8) employed 6 nearest-neighbor parameters and separate initiation parameters for duplexes with and without a GC base pair. Due to advances in oligoribonucleotide synthesis (12) , Freier et al. (9) were able to determine all 10 nearest-neighbor parameters in the INN model and the initiation parameter for duplexes with at least one GC base pair. The initiation parameter for duplexes with only AU base pairs was not determined.
It has been suggested that a nearest-neighbor model that treats terminal base pairs differently from internal base pairs (8) or treats terminal GC base pairs differently from terminal AU base pairs (10, 11, 13) may improve modeling of duplex stability. The model proposed by Gray (10) has been termed an independent short sequence (ISS) model because the 14 sequence-dependent parameters of the model must be combined into 12 "short sequence" parameters due to constraints on the number of independent equations available from experimental data (10, 11, 13, 14) . This combination of parameters makes it arbitrary to assign values to the individual nearest neighbors other than the two likeneighbors, 5′GG3′ 3′CC5′ and 5′AA3′ 3′UU5′ , but this does not hinder predictions of duplex stability. An INN model that is statistically equivalent to the ISS model was recently used to analyze stabilities of 108 DNA duplexes (15, 16) . In this model, the initiation term is dependent on the identities of the two terminal base pairs. At 37°C, the free-energy changes for initiation of DNA duplexes with any combination of GC and AT ends were identical within experimental error, so that a single initiation parameter model fits the duplex stabilities (∆G°3 7 ) as well as the two-initiation parameter model. In an analysis of 45 RNA duplexes, inclusion of an end effect improved predictions of duplex stability by 0.1 kcal/mol or about 1% on average (S. M. Freier and D. H. Turner, unpublished results). This marginal effect was omitted from the final analysis (9) .
None of the nearest-neighbor models is exact because an average difference of roughly 6% is observed for experi-mentally determined free-energy changes, ∆G°3 7 , for formation of RNA duplexes with identical nearest neighbors and identical ends (12) . Similar results have also been observed with DNA duplexes (17) and with RNA/DNA hybrids (18) .
The database of RNA duplexes has expanded considerably since 1986, and commercial availability of RNA synthesis reagents now facilitates testing of hypotheses. This paper thus explores several nearest-neighbor model analyses of thermodynamic parameters for a set of 90 RNA duplexes. It is found that an INN model with a 0.45 kcal/mol free-energy penalty for each terminal AU base pair provides an excellent fit to the data. The results are consistent with a physical model in which this term arises from the base composition dependence of the number of hydrogen bonds in the duplex, and the nearest-neighbor parameters reflect both hydrogen bonding and stacking within specific nearest-neighbor pairs.
MATERIALS AND METHODS
Oligonucleotide Synthesis and Purification. RNA oligonucleotides were synthesized on an Applied Biosystems 392 DNA/RNA synthesizer from monomers with 2′-hydroxyls protected as the tert-butyl-dimethylsilyl ether and 5′-hydroxyls protected as the dimethoxytrityl group (19) (20) (21) (22) . Upon completion of coupling on the synthesizer, the oligonucleotides were removed from solid support and deprotected by treatment with concentrated ammonia in ethanol (3:1 by volume) at 55°C overnight (23) . The 2′-silyl protection was removed by treatment with freshly made 1.0 M triethylammonium fluoride (50 equiv) in pyridine at 55°C for 48 h. The crude samples were dried and partitioned between water and diethyl ether. Then the samples were desalted through a Sep-pak C-18 cartridge (Waters) and purified on a Si500F thin-layer chromatography plate (Baker) developed with 1-propanol/ammonia/water (55:35:10 by volume) (24) . The least mobile product band was visualized with ultraviolet light, cut out, and eluted with water. The samples were desalted again with a Sep-pak C-18 cartridge. The purity of each oligonucleotide was checked by HPLC on a C-8, C-18, or ABZ analytical reverse-phase column (Hamilton) and was greater than 95%.
UV Melting. Thermodynamic parameters were measured in 1.0 M NaCl, 10 or 20 mM sodium cacodylate, and 0.5 mM Na 2 EDTA, pH 7.0. Oligoribonucleotide single-strand concentrations, C T , were calculated from high-temperature (>80°C) absorbances and single-strand extinction coefficients approximated by a nearest-neighbor model as described previously (25, 26) . Single strands for forming non-self-complementary duplexes were mixed in 1:1 concentration ratios. Small errors in mixing ratios are not expected to affect the results since the effect of the mixing ratio not being 1:1 was found to be small up to 50% excess of one strand (27) . Absorbance versus temperature melting curves were measured at 260 or 280 nm with a heating rate of 1°C/min from 0 to 90°C on a Gilford 250 spectrometer controlled by a Gilford 2527 thermoprogrammer. Melting curves were measured over a 60-150-fold range in total oligonucleotide concentration.
Thermodynamic Analysis of Duplex Formation. Thermodynamic parameters for duplex formation were derived by two van't Hoff analysis methods. For the first, the shape of each melting curve was fit to the two-state model with linear sloping baselines (28) using a nonlinear least-squares program (29, 30) :
where (T) is the measured extinction coefficient at any temperature, ss is the average extinction coefficient for the single-stranded state, and ds is the extinction coefficient per strand for the double-stranded state. The fraction of total single strand in duplex, R, as a function of temperature is related to ∆H°and ∆S°through the equilibrium constant K:
where R is the gas constant, 1.987 cal K -1 mol -1 and a is 1 for self-complementary duplexes and 4 for non-selfcomplementary duplexes (31) . C T is the total concentration of single strands. Thermodynamic parameters obtained by fitting melting curves to the parameters m ds , b ds , m ss , b ss , ∆H°, and ∆S°were averaged over melting curves measured at different concentrations.
The second van't Hoff analysis involved plotting the reciprocal of the melting temperatures
The data were taken as consistent with the transition proceeding in a two-state manner if the ∆H°values calculated by the two methods agreed within 15% (1, 9, 28, 29) . The average of differences in ∆H°between the two analysis methods in our RNA database of 90 two-state sequences is 5.8%. The differences in ∆S°and ∆G°3 7 are 6.5% and 1.8%, respectively. The thermodynamic parameters obtained from the 1/T M vs ln(C T /a) plots were used in regression analysis for the nearest-neighbor models.
Error Analysis. Instrumental fluctuations contribute negligibly to the uncertainties of thermodynamic parameters. For example, 0.5% fluctuation of absorbance leads to about 0.5% uncertainty in the equilibrium constant and less than 0.005 kcal/mol absolute uncertainty in ∆G°3 7 .
Both van't Hoff analysis methods provide means of estimating the sample variances, σ 2 , of thermodynamic parameters and the sample covariances between them. Assuming measured values are distributed normally and variations are larger than the actual temperature dependence of the parameters, sample variances of parameters can be estimated from variation of parameters determined from melting curves measured at different oligonucleotide concentrations. For example, for ∆H°, where N is number of different concentrations studied, and ∆H°is the average of the measured ∆H°i's. Similarly, variances for ∆S°and ∆G°3 7 can be estimated. This
estimation of variances should be considered a rough estimation because the sample size N is small, typically about 8-12, and because there is probably a small temperature dependence to both ∆H°and ∆S°. For 51 duplexes where the required data were available, the average relative sample standard deviations, σ, estimated this way are 6.5%, 7.3%, and 2.4% for ∆H°, ∆S°, and ∆G°3 7 , respectively. Variance estimates can also be obtained from the uncertainties in the slope and intercept of each 1/T M vs ln(C T /a) straight line with all data points weighted equally and with errors in C T negligible compared to error in 1/T M (32-34):
where T is the temperature in Kelvin; m, b, σ m 2 , σ b 2 , and Cov(m,b) are the slope, intercept, variance of slope, variance of intercept, and covariance of slope and intercept, respectively. There are standard formulas for calculating these quantities from linear regression (35, 36) . For 51 duplexes where the required data were available, the average relative sample standard deviations from this estimate are 2.9%, 3.3%, and 0.96% for ∆H°, ∆S°, and ∆G°3 7 , respectively, which are about half as large as the discrepancies between parameters from the two analysis methods. Note that they are much smaller than estimated from averages of fittings. This is because the standard deviations estimated from the averages of fittings (eq 4) reflect estimates of the variance for the population, that is, how much uncertainty a single measurement is subject to, while eqs 5-7 give the variance of the parameters themselves, that is, how precisely one can determine the average values from certain numbers of repetitions of measurements. Thus, the latter are smaller by a factor of the square root of the number of degrees of freedom (36) . Because we usually measure 9 concentrations and derive two parameters from the 1/T M vs ln(C T /a) fit, there are 9 -2 ) 7 degrees of freedom, roughly consistent with the observations on the relative magnitudes of the error estimates from the two methods.
For the two error analysis methods, the relative uncertainty in ∆S°is about 13% larger than that in ∆H°. This is because the value of ∆S°depends on more terms than ∆H°. The error in ∆H°is proportional to the uncertainty in the slope of the melting curve or standard deviation of the slope of 1/T M vs ln(C T ) plot, while error in ∆S°depends on the uncertainties in the slope and T M of the melting curve, or standard deviations of slope, intercept, and the covariance of the slope and intercept of the 1/T M vs ln(C T ) plot. The sample covariance of ∆H°and ∆S°, Cov(∆H°, ∆S°), can be calculated from the individual pairs of values of ∆H°and ∆S°from concentration-dependent melting studies as follows (35) , The observed correlation coefficients between ∆H°and ∆S°, r, calculated by or (37) have an average value of 0.9996 for duplexes in the RNA database, indicating compensating effects between errors in ∆H°and ∆S°. This is probably because the range of T M is relatively narrow, that is, the chemical variations between measurements (e.g., changes in total strand concentration) and therefore the changes of parameters with temperature are small compared to the statistical uncertainties in ∆H°a nd ∆S°; therefore correlation coefficients approach unity (37) . Due to this fact, ∆G°and T M are more accurate parameters than either ∆H°or ∆S°individually (15, 29, 33, 34) . For free-energy changes, ∆G°(T) ) ∆H°-T∆S°, the uncertainties in ∆H°and ∆S°are propagated into uncertainties in ∆G°(T) by the following equation (38) :
If r is unity, σ ∆G°(T)
2 ) (σ ∆H°-Tσ ∆S°) 2 , which states that the error in ∆G°(T) is the balance between the errors in ∆H°a nd T∆S°just like ∆G°(T) is the balance between ∆H°and T∆S°. The temperature at which ∆G°values are most accurate can be calculated by setting the first derivative of σ ∆G°(T) 2 with respect to temperature, T, to 0, which gives T min ) r(σ ∆H°/ σ ∆S°) . At this temperature, σ ∆G°(T)
This temperature is close to T M for many of the sequences in the RNA database. This is because the relative error in ∆S°is usually about 13% larger than the relative error in ∆H°, so for the range of C T commonly employed, 10 -5 -
Because human body temperature is the most common temperature for applications of ∆G°values, many sequences were designed to have melting temperatures near 37°C at a C T of about 10 -4 M. On the basis of error propagation for eq 3, the uncertainty in T M can be estimated by the following:
where it is assumed that neither ∆H°nor ∆S°is correlated with C T . If C T is determined accurately by independent measurement, the term containing 1/(C T ) 2 can be dropped.
Cov(∆H°,∆S°) ) 1 and gives an additional 0.3-0.5°C uncertainty in T M . These uncertainties in the thermodynamic parameters reflect the precision of measurements or parameters (35) and can be treated statistically. The accuracy of the measurement, however, depends on the control and correction of systematic errors, which are difficult to treat statistically (39, 40) . Because the true value of a physical quantity is never known, the inaccuracy of a measurement can only be estimated from experience. The ideal way of estimating systematic errors is to compare values for the same quantity measured by totally different techniques. This kind of comparison, however, is rarely available. One comparison that reflects accuracy can be made between UV melting from our lab (41) and substrate inhibition measurements in a group I ribozyme reaction (42) . For 4 separate sequences, these completely different techniques give average discrepancies of 8% in ∆G°5 0 .
UV melting performed on different commercial spectrometers can give an indication of systematic errors from certain sources, for example, faulty calibration and incorrect data analysis. Three DNA sequences have been independently measured by two labs and the discrepancies are 3%, 6%, 6%, and 1°C in ∆G°3 7 , ∆H°, ∆S°, and T M , respectively (39), similar to observed precision of UV melting experiments.
For the 90 sequences in our RNA database, we double the average of differences between the thermodynamic parameters obtained by the two van't Hoff analysis methods to estimate the true error limits. Specifically, we use 4% relative error for ∆G°3 7 , except for 6 sequences that actually have differences higher than 4% (Table 1 ). For these 6 sequences, we double their actual differences. Similarly, we used 12% and 13.5% relative errors for ∆H°and ∆S°, respectively, consistent with the relative error for ∆S°being about 13% higher than that of ∆H°. While the standard deviations in ∆H°and T∆S°both average about 6-7 kcal/ mol at 37°C, the compensation between errors of ∆H°and ∆S°(correlation coefficient above 0.999) results in final errors in ∆G°that average only about 0.3 kcal/mol. This is consistent with the fact that the change in UV absorbance with temperature can be directly related to the equilibrium constant, and therefore ∆G°. We assume that the systematic error is within the estimate of experimental error. The estimates of standard deviations are propagated into the uncertainties of nearest-neighbor parameters in a linearly proportional way. The uncertainties in nearest-neighbor parameters are inversely proportional to [(N -ν)/ν] 1/2 , where N is the total number of different sequences, and ν is the number of parameters in a model (36) .
Basic Assumptions of Nearest-Neighbor Model. The thermodynamic properties for forming an RNA duplex from random coil can be approximated with a nearest-neighbor model (8, 43) . In this model, formation of an RNA duplex includes the concentration-dependent initiation, that is, formation of the first base pair which involves hydrogen bonding and brings two strands together, and the propagation of the helix by base pairing, which includes stacking interactions as well as hydrogen bonding (8) . The nearestneighbor model assumes that the contribution of a base pair to the thermodynamic property depends only on the identity of the two adjacent neighbors and that RNA thermodynamics has a linear dependence on the frequencies of base pair doublets. This assumes that the contribution of a given nearest neighbor to the measured property is identical for all occurrences of this nearest neighbor in the sequences under consideration (14, 44, 45) . For example, for the INN-HB model presented in this paper, which also includes a term for terminal AU pairs and therefore for the base composition of the sequence, the free-energy change of duplex formation can be written as the following:
Each ∆G°j(NN) term is the free-energy contribution of the jth nearest neighbor with n j occurrences in the sequence. The m term-AU and ∆G°t erm-AU terms are the number of terminal AU pairs and the associated free-energy parameter, respectively. The ∆G°i nit term is the free energy of initiation. Among other factors, initiation includes translational and rotational entropy loss for converting two particles into one. Theoretically there is a logarithmic dependence of this contribution on the mass of the two particles (46) (47) (48) . Therefore, in principle, the entropic contribution to initiation can be length-or even sequence-dependent for an RNA duplex. In the nearest-neighbor models we analyzed, the free energy of initiation is assumed to be independent of length. This is a reasonable assumption because the range of sequence lengths in the RNA database is not sufficient to distinguish length-dependent initiation (results not shown). Therefore ∆G°i nit is assumed to be a constant value for each duplex.
The ∆G sym term in eq 14 is due to the fact that there is 2-fold rotational symmetry in self-complementary duplexes, but not in single-stranded states or non-self-complementary duplexes. The maintenance of this symmetry makes selfcomplementary duplexes less favorable by a factor of 2 in conformational space (31, 49) , that is, there is an extra entropy loss of R ln 2 ) 1.4 eu upon duplex formation. Because there is also a factor of 4 in the equilibrium constant for a non-self-complementary duplex (eq 2), a fair comparison of T M requires non-self-complementary duplexes at twice the strand concentration of self-complementary duplexes (31) . At 37°C, ∆G sym is +0.43 kcal/mol for selfcomplementary duplexes and 0 for non-self-complementary duplexes (9). It is possible that self-complementary duplexes Knowledge of each individual term in eq 14 allows calculation of the free-energy change of duplex formation for RNA of any sequence within the framework of a nearestneighbor model. The thermodynamic parameters of base pair doublets and initiation were found by fitting the nearestneighbor model to experimental data.
Error-Weighted Multiple Linear Regression Analysis. The regression function (50, 51) for the thermodynamics of Watson-Crick paired duplex formation is the following:
where each different oligonucleotide duplex is labeled by index i. Because the ∆G sym is a known fixed value only depending on the symmetry property of the sequence, it is a Listed in order of length and then alphabetically for sequences of the same length. Only one strand of each duplex is given, with a slash at the end indicating nonself-complementary duplexes. For nonself-complementary duplexes, the strand that begins with a 5′ purine is chosen over pyrimidine if possible. Experimental errors are estimated as 4% for ∆G°37, except for CGCG (10%), ACCGGU (11%), GCGCCG/ (12%), CGACGCAG/ (10%), GGCUUCAA/ (12%), and CUCGCACA (10%); experimental errors for ∆H°and ∆S°are estimated as 12% and 13.5%. (15) subtracted from the experimental ∆G°i(duplex) to form ∆G°i(total). Because ∆G°i nit has the same value for each sequence, it forms the intercept in the linear regression analysis. Various combinations of nearest-neighbor parameters can be used and the terminal AU term can be omitted, so the number of parameters depends on the specific model. Extraction of the thermodynamic parameters by singularvalue decomposition (52) is described in Supporting Information (see paragraph at the end of paper regarding Supporting Information). Matrix calculations were performed using the program MATHEMATICA version 3.0 (53) as described previously (54) . Independent calculations were also performed using SAS statistical software (55) . Essentially identical results were obtained by the two different methods. To verify the calculation methods, we derived the nearest-neighbor parameters for the RNA database of Freier et al. (9) and reproduced the literature values. When separate calculations were performed for ∆G°3 7 , ∆H°a nd ∆S°, they agreed with the standard thermodynamic equation, ∆G°3 7 ) ∆H°-310.15∆S°; therefore the reported ∆S°parameters are derived from this equation.
Statistical Tests. In general, we use the Principle of Maximum Likelihood (36) to obtain the best solution in a least-squares problem. It is assumed that our data are normally distributed. Each regression analysis included an examination of residuals as a check on the required assumptions of normally distributed errors. If the residuals follow normal distribution, the error-weighted 2 will follow the 2 distribution with numbers of degrees of freedom of f ) N -ν. The probability density function (pdf) of 2 distribution is given by (36) where Γ(f/2) is the gamma function. One can calculate the upper-tail area function by integrating CS( 2 ;f) from a specific value of 2 to infinity. This integral, conventionally denoted by Q( 2 ;f), is the incomplete gamma function (36): Q is the probability of getting a value of 2 larger than a specific value (e.g., a specific observed value) by random chance alone. This probability gives a quantitative measure for the goodness-of-fit of the model. A higher value of Q indicates a better fit. Because the expectation value for 2 is the number of degrees of freedom, the expectation value for Q from eq 17 is approximately 0.5 for large sample size. A very small Q value indicates that the apparent discrepancies between the data set and the model are unlikely to be chance fluctuations. A small Q can be due to either an incorrect model or an underestimate of uncertainties in the measurements. We can reject a model on the grounds that it is too improbable that chance fluctuations yield a value of 2 as large as that observed. We can never prove that a given model is physically correct, however, because there is always the possibility that the model closely approximates reality, and that our data are not sufficiently sensitive to detect the difference (35) . Because it's always possible that the residuals may not be normally distributed, the acceptable level of Q is often set at a low level, Q g 0.001 -0.05 (Press et al., 1992) . Typically, erroneous models can be identified unambiguously because they give very small values of Q, often less than 10 -10 . Although for most purposes the Q test is an adequate measure of the goodness-of-fit, it should be realized that 2 is a function of the quality of the data as well as the choice of the model (35) . When a model is extended, the F test can be used to test whether there is a significant difference between fits of the two related models to a sample by comparing the observed reduced chi-squares, f 2 ) 2 /f, for the two models. An F value, formed by the ratio of two reduced 2 's, F ) f 1 2 / f 2 2 , is distributed according to the F distribution (35, 36) :
The smaller the F probabilities, the more significant the difference between the two model fits. A particular use of the F distribution is to determine whether an expansion in the number of parameters is statistically justified. The F value between two models is given by (∆ 2 /∆ν)/ f 2 , where ∆ 2 is the difference between two 2 values, ∆ν is the difference in degrees of freedom, and f 2 is for the model with the additional parameters. This ratio is a measure of how much the additional terms have improved the value of the f 2 and should be large if the new parameters are worth adding.
Besides testing the whole model, we can also test the significance of each individual parameter in the model. The Student's t test is appropriate for testing whether a mean of a sample is significantly different from the mean of the population. For our purpose, we test whether a parameter is significantly different from 0. The pdf for the t distribution for f degrees of freedom is (36) the following:
where the test statistic t is the quotient of the estimate of the parameter and the estimate of standard error associated with it, for example, t ) ∆G°j(NN)/σ j (NN). This quotient follows a t distribution for f ) N -ν degrees of freedom (36) . The smaller the t probability, the more significant is the parameter. The t test is useful for cases where sample size is small (typically less than 30) and the population variance can only be estimated. Table 1 lists thermodynamic parameters of duplex formation derived from 1/T M vs log(C T /a) plots using the analysis described in Materials and Methods. One sequence, 5′UCAUGA3′, was remeasured since it appeared to be unusual in previous studies (9, 12) , and the new values are listed in Table 1 . Thermodynamic parameters from averages of fits of melting curves are supplied in the Supporting Information. The first 90 sequences were used in regression analysis to obtain nearest-neighbor parameters.
RESULTS
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The Table 1 are 9 apparent two-state sequences not used in regression analysis so they could provide tests of the parameters, and 10 sequences that do not have two-state behavior.
Limits of Nearest-Neighbor Model. If the nearest-neighbor model is exact, then thermodynamic parameters measured for duplexes with different sequences but identical nearest neighbors should be identical within experimental error. Table 2 lists 13 pairs or groups of such duplexes in which the ends are also identical. Differences in thermodynamic parameters that are larger than experimental error are observed, indicating small non-nearest-neighbor effects. On average, the measured ∆G°3 7 , ∆H°, ∆S°, and T M for a given sequence differ from the average values of all sequences containing the identical nearest neighbors by (3.0%, (4.4%, (4.9%, and (1.2°C. This provides an empirical measure of the limits of nearest-neighbor models for predicting thermodynamic parameters of duplexes. Table 3 lists thermodynamic parameters measured for 4 sets of duplexes with identical nearest neighbors, but different ends. A sequence with only GC ends must have one more GC pair and one less AU pair than a sequence with the same nearest neighbors but only AU ends. This provides a test of potential base composition and end effects on nearestneighbor models. Duplexes with only GC ends are consistently more stable than duplexes with only AU ends, with an average enhancement of 1.3 kcal/mol in ∆G°3 7 (Table  3) . This difference could be either a base composition or an end effect, or both. The results indicate that a nearestneighbor model for RNA should contain terms that distinguish between sequences with identical nearest neighbors but different base compositions and, therefore, different ends.
The INN-HB Model Based on Stacking and Hydrogen Bonding.
There is evidence that the main interactions stabilizing double helix formation in RNA are stacking and hydrogen bonding (1, 59, 60) . The free-energy change associated with a nearest-neighbor interaction is the freeenergy change for propagating the helix by either of the base pairs comprising the nearest neighbor. This suggests that the free-energy change can largely be attributed to stacking between the two base pairs and formation of hydrogen bonds in the two base pairs. Because each internal base pair participates in two nearest neighbors, its contribution to duplex stability is partitioned to both nearest neighbors; therefore each nearest-neighbor interaction includes the stacking between the two base pairs and only half of the hydrogen-bonding contribution from each base pair. To be exact, these contributions are averaged over the influences of bordering base pairs of all possibilities. Thus, for example, ∆G°values for the nearest neighbors 5′GG3′ 3′CC5′ , 5′AA3′ 3′UU5′ , and 5′GA3′
3′CU5′ include the stabilizing effects of (8, 9) lacks the terminal AU term and uses a different initiation parameter for duplexes with and without a GC pair. Thus it correctly counts hydrogen bonds for sequences with only terminal GC pairs or sequences containing only AU pairs, but overcounts for GCcontaining sequences with at least one terminal AU pair. Thus the INN model cannot predict differences between duplexes in Table  3. stacking and 3, 2, and 2 1 / 2 hydrogen bonds, respectively. The other half of the hydrogen-bonding contribution is reflected in the adjacent nearest-neighbor interactions in the sequence (see Figure 1) . Terminal base pairs only participate in one nearest neighbor; therefore half of the hydrogen bonds in the two terminal base pairs are not included in any nearestneighbor parameters. Half of the hydrogen bonds in two terminal GC pairs can be included in the initiation term. Effectively, the initiation term includes the energy of forming 3 hydrogen bonds, in addition to other terms such as the entropy loss of aligning two single strands (see Materials and Methods).
As illustrated by the sequences in Table 3 , it is possible to construct duplexes with identical nearest neighbors but different base compositions and therefore different total numbers of hydrogen bonds. Because the same initiation parameter is used for every sequence, this suggests that the nearest-neighbor model should include a term that accounts for the dependence of the total number of hydrogen bonds on base composition. A simple way to do this is to include a term for terminal AU pairs that is equivalent to the freeenergy increment for removal of half of a hydrogen bond. This INN-HB model contains separate parameters for initiation, 10 nearest neighbors, and helix termination by an AU pair, giving a total of 12 parameters. The INN-HB model assumes that stacking and hydrogen-bonding interactions at the end of a helix are identical to those in the middle of a helix. All of the first 90 sequences used in the analysis contain GC pairs; thus the initiation can be treated as involving formation of 3 hydrogen bonds. The same initiation parameter should suffice for duplexes with only AU pairs since the terminal AU term corrects the overcounting of hydrogen bonds. The role of the terminal AU parameter in accounting for hydrogen bonds is illustrated for several cases in Figure 1 , where the numbers of actual hydrogen bonds are compared to the numbers contained in the INN-HB model. Note that the INN model (8, 9) does not contain a terminal AU term, so that it essentially overestimates the number of hydrogen bonds in GCcontaining duplexes with at least one terminal AU base pair.
Singular-value decomposition of the matrix formed by thermodynamic parameters of the first 90 duplexes in Table  1 confirms that the rank is 12, therefore allowing determination of 12 linearly independent parameters (see Supporting Information). For the INN-HB model, these parameters are listed in Table 4 . Predictions based on this model are listed alongside experimental results in Table 1 . The root-meansquare (rms) deviations between predicted and measured values of ∆G°3 7 , ∆H°, and ∆S°are 0.35 kcal/mol, 4.65 kcal/ mol, and 14.6 eu, respectively, corresponding to relative mean deviations of 3.2%, 6.0%, and 6.8%, respectively. The mean deviation for T M is 1.3°C. The residuals are compatible with the observed limits of the nearest-neighbor model (Table 2) . Thus the INN-HB model can predict within the experimental limits of the nearest-neighbor model (12, 17, 18, 54) . For an 11 parameter fit of the same data to the INN model (9) , rms deviations are 0.52 kcal/mol, 5.81 kcal/ mol, and 17.7 eu, corresponding to relative mean deviations of 5.1%, 7.8%, and 8.6% for ∆G°3 7 , ∆H°, and ∆S°, respectively, and 1.9°C for T M . The INN model does not account for the dependence of the number of hydrogen bonds on base composition. The rms values for both of the models are about 30% higher than the mean deviations, close to the expected 25% for the large sample size (36) . Parameters derived for the INN model are listed in Supporting Information. 
An INN-24 Model Containing Corrections for Terminal
Nearest Neighbors. Further expansions of the nearestneighbor model are also possible. For example, another possible model distinguishes between internal and terminal nearest neighbors by assuming that they can be different. This model has 27 possible parameters: 1 for initiation, 10 for internal nearest neighbors, and 16 for terminal nearest neighbors. Three constraint equations described in the Discussion (eq 20-22), however, limit the number of independent parameters accessible from an oligonucleotide database to 27 -3 ) 24 parameters. Thermodynamic parameters derived by fitting the first 90 duplexes in Table  1 . Once more data have been collected, a triplet model, which takes next nearest neighbors into account, can also be fitted (61) .
Statistical Comparisons of Models. As described in Materials and Methods, statistical measures have been developed to test the significance of parameters used in fitting models to data (35, 36, 52) . For example, Q is the probability of getting a value of 2 larger than an observed value by random chance alone. Table 5 contains comparisons of such measures for the INN (8, 9) , INN-HB, and INN-24 models. Many other INN models with 12 parameters as well as the ISS model of Gray (10) have the same statistics as those for the INN-HB model (see Discussion). Note that these comparisons depend on the errors assumed for the experimental measurements. In general, larger errors decrease the statistical significance of the differences between the models (35) , but the trends are the same. Thus ∆G°3 7 discriminates best between models because it has a relatively small error compared to ∆H°and ∆S°(see Materials and Methods).
The most dramatic difference in statistical measures of models is the increase in Q for the fits to ∆G°3 7 from 5 × 10 -16 to 0.32 upon increasing the parameters in the fit of GC-containing duplexes from 11 in the INN model to 12 in the INN-HB model (or any other such 12 parameter model) . Overall, the INN-HB model has a reduced chi-square value, INN model is much higher, 2.9 . This improvement corresponds to an F probability of 4 × 10 -19 (see Materials and Methods). Consistent with this is that the t test shows that each of the 12 parameters in the INN-HB model is significant, with t probabilities ranging from 10 -19 to 10 -60
. In particular, the t probability for the terminal AU parameter is 4.2 × 10 -19 ; therefore this parameter is very meaningful (see Materials and Methods). These results indicate good quality of fits and applicability of the INN-HB model to RNA thermodynamics.
There is also a 0.17 kcal/mol improvement in the rootmean-square value of residuals for the INN-HB compared to the INN model (Table 5 ). This improvement is not as insignificant as it appears. Because the uncertainty in experimental ∆G°3 7 is on average 0.3 kcal/mol, a 0.17 kcal/ mol difference makes a significant improvement. Also, the value of the terminal AU parameter, 0.45 kcal/mol, is over the limit of experimental uncertainty, so the data can detect the existence of this parameter. In general, omission of the terminal AU parameter in the INN model (8, 9) tends to result in overestimation of stability for duplexes with terminal AU base pairs and underestimation for duplexes with terminal GC base pairs. The residuals between measurements and predictions by the INN-HB model are more randomly distributed. Thus statistical analysis of the database of 90 duplexes is consistent with the conclusion drawn from the results in Table 3 : Duplexes with terminal AU and GC base pairs have different stabilities even if they have the same nearest neighbors.
The INN-24 model fits the data marginally better than 12 parameter models ( Table 5 ). The t test, however, shows that the difference between the average of 8 AU ends and the average of 8 GC ends is more significant than the differences within them. Therefore the simpler 12 parameter models are adequate to rationalize the sequence dependence of the RNA thermodynamics.
Predictions for Duplexes not Used in Fitting. Another measure of nearest-neighbor parameters is how well they predict the thermodynamics of sequences not used in deriving the parameters. Thermodynamics of 9 such two-state duplexes measured after analysis of the first 90 duplexes in Table 1 provide a test of predictions from Table 4 . Table 1 lists the measured and predicted ∆G°3 7 , ∆H°, ∆S°, and T M . The rms residuals for these three duplexes are 0.47 kcal/ mol, 5.19 kcal/mol, and 15.5 eu for ∆G°3 7 , ∆H°, and ∆S°, corresponding to relative mean deviations of 3.5%, 5.9%, and 6.6%, respectively. The average difference between measured and predicted T M is 1.6°C. This probably approximates the level of accuracy that can be expected in predictions.
Also listed in Table 1 are thermodynamic parameters determined from 1/T M vs ln(C T /a) plots for sequences that do not melt in a two-state manner. Non-two-state melting usually occurs with long or AU-rich oligonucleotide duplexes. Accurate prediction for non-two-state molecules requires statistical treatment that includes intermediate states in both duplex and single strands (31, 43, (62) (63) (64) (65) (66) (67) (68) (69) . Thus the thermodynamic parameters reported for these non-twostate duplexes are less reliable because they are derived under the two-state assumption. Nevertheless, comparison with values predicted from the nearest-neighbor parameters in Table 4 provides a qualitative test of the model. The rms of differences between predicted and measured values of ∆G°3 7 , ∆H°, and ∆S°are 0.54 kcal/mol, 9.42 kcal/mol, and 29.4 eu corresponding to relative mean deviations of 8.1%, 9.7%, and 10.7%, respectively. The average difference between measured and predicted T M is 2.4°C. Evidently, the nearest-neighbor model can even provide useful approximations for many RNA sequences that are not twostate.
DISCUSSION
Watson-Crick base pairs form the helical framework for RNA structure and are also central to RNA-RNA recognition processes (70) (71) (72) . Thus their thermodynamic properties are important for predicting RNA structure and RNA-RNA associations. Previous studies of RNA duplex formation by Watson-Crick paired oligoribonucleotides showed that a nearest-neighbor model fits the sequence dependence of thermodynamic properties well (8, 9) . Here we enlarge the database of duplexes analyzed from 45 to 90 sequences. The results are fit significantly better by expanding the nearestneighbor model. A physical model, the INN-HB model, is proposed in which an additional term, the terminal AU term, makes the predicted thermodynamic parameters dependent on base composition and therefore the number of WatsonCrick hydrogen bonds in the duplex.
EVidence for Expanding the Nearest-Neighbor Model. The results in Table 3 provide the most straightforward evidence for expanding the nearest-neighbor model. Duplexes with the same nearest neighbors but different base compositions and therefore different ends consistently have different stabilities. The duplex with one more GC pair and one less AU pair is always more stable, with a range in enhancement of stability of 0.7-2.2 kcal/mol. Switching a GC pair to an AU pair in base composition decreases the number of hydrogen bonds in the duplex by 1. The INN model (8, 9) predicts that sequences with the same nearest neighbors but different ends have the same stabilities because there is no term in the INN model to account for the difference in base compositon.
To account for differences in base composition and therefore the number of duplex hydrogen bonds, a term for terminal AU pairs can be added to the INN model to make the INN-HB model (see Figure 1 ). As shown in Table 5 for the data set of 90 duplexes, this term improves the rms of residuals in predicted ∆G°3 7 by only 0.17 kcal/mol. Other statistical measures of fit, such as the Q probability, are improved much more, however (see Table 5 ). That is, the average residual is improved by only a small magnitude, but the deviations are more randomly distributed, thus providing improved statistics when compared to uncertainties of measurements. Therefore a statistical analysis of the database also provides evidence for at least one additional term.
EVidence for a Model Based on Hydrogen Bonds. As discussed below, there are many physical models that can rationalize an additional term in the nearest-neighbor model. As illustrated in Figure 1 , the additional term for terminal AU pairs in the INN-HB model is associated with subtraction of half of a hydrogen bond per terminal AU pair from the hydrogen bonds contained in the nearest neighbors and initiation. The results in Table 3 show that duplexes with two terminal GC pairs are on average 1.3 kcal/mol more stable than duplexes with the same nearest neighbors and two terminal AU pairs. Thus these results suggest that the third hydrogen bond in a GC pair contributes on average 1.3 kcal/mol to stability. The statistical treatment of the 90 duplex database gives a penalty of 0.45 kcal/mol for each terminal AU pair ( Table 4 ), suggesting that each hydrogen bond contributes on average 0.9 kcal/mol to stability. Empirical estimates of the contributions of terminal hydrogen bonds to RNA duplex stability range from 0.7 to 1.7 kcal/ mol of hydrogen bonds, depending on the sequence (73, 74) . Comparisons of other nucleic acid duplexes (75) (76) (77) (78) with different numbers of internal hydrogen bonds suggest that each hydrogen bond contributes 0.5-1.8 kcal/mol (60) . Thus the magnitude of the additional term in the INN-HB model is consistent with a physical model in which the term arises from the dependence of the numbers of Watson-Crick hydrogen bonds on base composition.
Studies of thermodynamic stabilities of hairpins and internal loops are also consistent with hydrogen bonding as the origin of the additional term in the INN-HB model. Serra et al. (79) found that hairpins closed by AU pairs are on average 0.6 kcal/mol less favorable than hairpins closed by GC pairs, when the free energies of nearest neighbors in the stems are calculated with the INN parameters of Freier et al. (9) . When recalculated with the INN-HB model (Table  4) Wu et al. (80) investigated stabilities of symmetric tandem mismatches and found that destabilizing mismatches are less stable when the adjacent pair is AU rather than GC. When recalculated with the INN-HB model, in which AU pairs adjacent to mismatches are considered terminal AU pairs, destabilizing tandem mismatches with two adjacent AU pairs are on average only 0.3 kcal/mol less stable than those with two adjacent GC pairs. Thus the INN-HB model is largely able to account for the difference in stabilities of destabilizing tandem mismatches closed by AU or GC pairs. Presumably these destabilizing mismatches are relatively unstructured. Symmetric tandem mismatches comprised of GU, GA, or UU pairs can be stabilizing, and NMR evidence indicates that there are significant hydrogen bonding interactions in the mismatches, as well as stacking between mismatches and stacking between mismatches and closing base pairs (30, (81) (82) (83) (84) . For tandem GU, GA, and UU mismatches, stabilities are therefore more dependent on the identity and orientation of the closing base pairs and do not fit a simple model.
The above comparisons suggest that the hydrogen-bonding model is more reasonable than a model in which the additional term is attributed to a difference between terminal and internal base pairs or to a difference between the interactions of terminal GC and AU pairs with their environment. Presumably the environments of terminal base pairs adjacent to water, hairpin loops, and internal loops are quite different. Nevertheless, it appears that the term accounting for terminal base pair and/or composition effects is similar for all three environments.
Comparisons with DNA and RNA/DNA Hybrid Results. While the RNA results are consistent with a hydrogenbonding model, it is surprising that a term accounting for numbers of hydrogen bonds in DNA duplexes is small at 37°C (0.05 kcal/mol) (15, 16) . This suggests compensating effects at termini of DNA duplexes. For example, terminal AT pairs in DNA may be more flexible than terminal AU pairs in RNA, thus allowing them to more effectively maximize other interactions. Another possibility is that AT pairs have an extra methyl group that is thought to stabilize duplexes by about 0.3 kcal/mol of AT pair (ref 85; Allawi & SantaLucia, unpublished results). The methyl group contribution may also explain the smaller differences observed in ∆G°values upon substituting an AT pair with a GC pair in DNA nearest neighbors compared with substituting AU for GC in RNA nearest neighbors (compare Table 4 with Table 1 A Non-Nearest-Neighbor Effect. Table 2 shows that pairs or groups of sequences with identical nearest neighbors and identical ends do not have identical thermodynamic properties. For example, on average the ∆G°3 7 for a given sequence differs by (3% from the average value for all sequences containing the identical nearest neighbors. This suggests non-nearest-neighbor effects. Comparison of the results with the INN-HB parameters in Table 4 reveals a trend. The more stable duplex of a pair has the more favorable nearestneighbor doublets closer to the middle of the duplex than the less stable duplex. Although the effect is small, it appears that the position of a nearest neighbor relative to the duplex end also affects stability.
AlternatiVe Nearest-Neighbor Models. A large number of alternative models can also distinguish between sequences with identical nearest neighbors but different ends and base compositions. The number of parameters that can be independently determined for a given model, however, is limited by sequence constraints on duplexes. For example, one possible INN model, the "INN-15" model, contains separate parameters for initiation, 10 nearest neighbors, and 4 ends giving a total of 15 parameters. Here the ends are A3′ U5′ , U3′ A5′ , G3′ C5′ , and C3′ G5′ , representing different identities and orientations of terminal base pairs. Following the reasoning of Gray and Tinoco (14), Goldstein and Benight (13), and Gray (10) , there are two constraints on possible combinations of these parameters in duplexes:
We also recognized a third constraint:
Due to the high cooperativity of melting behavior, only the paired Watson-Crick neighbors appear in the constraint equations (86) . In other words, if the cooperative unit is larger than the duplex (which is typically true for short oligonucleotide duplexes), there is no local melting and the population of intermediate states at any temperature is negligible. That is, an RNA strand is either completely paired or completely in random coil. Therefore any internal base pair is always bordered by other base pairs in a duplex (31) . If there is local melting, more parameters including open base pairs will also be in the constraint equations. Furthermore, if contributions of nearest neighbors are assumed to be independent of their locations, they can be grouped, and then the first two constraints hold. The third constraint simply states the fact that, for each sequence, there is always an initiation term and two ends if we assume a sequence-independent initiation. Due to the three constraints, only 12 of the 15 parameters can be uniquely determined unless there is independent knowledge of the values of some parameters or relationships between them (10, 11, 13, 14) .
The constraints above can be relieved by making reasonable assumptions of the values of some nearest neighbors or relationships between some of them. Note that, to relieve a constraint, one has to assume a relationship between a parameter of positive sign and a parameter of negative sign in the same constraint equation. Each assumption will reduce the number of parameters by 1. The specific interpretations of the parameters, however, depend on the assumptions that are made. For purposes of predicting thermodynamic properties of RNA Watson-Crick duplexes, it's not necessary to have unique knowledge of the actual initiation and end effects. In principle, separation of end effects from initiation requires a nonlinear length dependent function for initiation to relieve the third constraint. We attempted this with a logarithmic dependence for initiation on length (46) (47) (48) , but the error in the initiation term is large due to the relatively narrow length range (results not shown). Thus much longer sequences have to be measured, which could impose experimental difficulties due to the high T M and likely non-two-state behavior.
Since the choices of assumptions are arbitrary, any 12 parameter INN model of this type will fit the data in Table  1 as well as the INN-HB model and give identical predictions for any sequence. The sum of values for two nearest neighbors of the same composition but of reversed order of the two base pairs, for example, 5′CA3′ 3′GU5′ and 5′AC3′ 3′UG5′ , etc., is always a constant for a given database. Except for the two like-neighbors, 5′AA3′
3′UU5′ and 5′GG3′ 3′CC5′ , the partitioning of values of individual parameters, however, depends on the choice of assumptions for relationships between parameters. For example, if it is assumed that terminal A3′ U5′ ) U3′ A5′ , G3′ C5′ ) C3′ G5′ , and the two equalized GC ends are combined with initiation, all of the 12 parameters have values identical to those of the INN-HB model; if it is assumed that the parameters for terminal A3′ U5′ , U3′ A5′ , and G3′ C5′ are all equal and different from terminal C3′ G5′ , then fitting the data in Table 1 gives a ∆G°3 7 of -0.90, 4.99, -3.25, and -2.52 kcal/mol
for the C3′ G5′ end, initiation, 5′CG3′ 3′GC5′ , and 5′GC3′ 3′CG5′ parameters, respectively. Thus with these assumptions, a 5′CG3′ 3′GC5′ nearest neighbor is more favorable than a 5′GC3′ 3′CG5′ nearest neighbor. This is opposite of the trend observed with the INN-HB model (Table 4) . Nevertheless, both models fit the data in Table 1 equally well and give identical predictions for any sequence. Similarly, an equal fit to the data is obtained with the ISS model of Gray (10) .
The ISS model was developed to deal with the possibility that terminal AU base pairs differ from terminal GC base pairs because they interact differently with their environment, for example, with the solvent (10, 13) . Parameters for the ISS model of Gray (10) can be constructed from parameters of the INN-HB model. For example, the EAGE EUCE parameter in the ISS model can be derived by EAGE EUCE ) initiation + 5′AG3′ 3′UC5′ + 5′A 3′U , where E is end. Each ISS parameter has the initiation term, one INN-HB nearest-neighbor term, and appropriate terminal AU term(s). That is, the physical meanings of ISS parameters are that they represent the change of thermodynamic properties by forming a base pair doublet from dinucleotide single strands except that the symmetry term has not been added to self-complementary dimers (10). As mentioned above, the ISS model gives exactly the same statistics and makes exactly the same predictions as the INN-HB model.
An advantage of the ISS model is that it assumes nothing beyond nearest-neighbor behavior. A disadvantage is that no unique values can be attributed to the parameters other than 5′AA3′ 3′UU5′ and 5′GG3′ 3′CC5′ (10) . In contrast, all of the individual nearest-neighbor parameters for the INN-HB model have unique values with physical meaning, if the interpretation is correct that the newly added term arises from hydrogen bonding and that terminal and internal base pairs are thermodynamically equivalent. As described above, comparisons with hairpin and internal loop thermodynamics are consistent with the INN-HB physical model, suggesting that the thermodynamics of terminal base pairs are not substantially perturbed by end effects. If the assumptions of the INN-HB model are incorrect, however, then the values for parameters other than 5′AA3′ 3′UU5′ and 5′GG3′ 3′CC5′ do not reflect the relative stabilities of various base pair doublets.
Comparisons of free-energy increments measured for terminal dangling nucleotides in oligonucleotides with threedimensional X-ray structures of large RNAs also suggest that thermodynamics are not substantially perturbed by end effects (1, 87, 88) . In general, dangling ends that favor oligonucleotide duplex formation by more than 1 kcal/mol are found stacked in structures of large RNAs. Dangling ends that favor duplex formation by less than 0.4 kcal/mol are often unstacked in large RNAs unless involved in hydrogen-bonded GA pairs. The environments around helix ends in oligoribonucleotides and large RNAs are quite different. Thus it would be surprising to see such correlations if end effects are substantial.
Application of INN-HB Model. For nucleic acids, most thermodynamic studies of oligonucleotide duplexes are done in 1 M NaCl. Although this is not a physiological salt concentration, duplex stabilities are similar to those observed in the presence of about 0.1 M Na + or K + and a few millimolar Mg 2+ , which is a physiological condition (30, 34, 84, 89) . For 1:1 electrolytes such as NaCl, Manning's polyelectrolyte theory predicts that, due to counterion condensation, the local concentration of monovalent cation near a polynucleotide duplex is around 1 M regardless of the bulk salt concentration (90) . For oligonucleotide duplexes, the local cation concentration will depend on duplex length. This length effect, however, is negligible at high salt concentration (39, 91) . Therefore, thermodynamic information derived at 1 M NaCl is useful for understanding RNA properties in biologically relevant environments.
To use parameters of the INN-HB model to predict thermodynamic properties for an RNA sequence by eq 14 and analogous equations for ∆H°and ∆S°, the sequence must be represented in terms of these parameters. Thus all of the nearest neighbors, terminal base pairs, and symmetry of the sequence must be included. As shown in Table 4 , selfcomplementary sequences require nonzero symmetry terms for calculating ∆G°3 7 and ∆S°, but not ∆H°. For each terminal AU base pair, the terminalAU term is added. There is no end correction term for terminal GC base pairs. Sample calculations of thermodynamic parameters for duplex formation for a non-self-complementary and a self-complementary duplex are illustrated in Figures 2 and 3 , respectively. 3′GC5′ . The term 5′A 3′U represents the terminal AU term. T M is calculated from the predicted ∆H°and ∆S°values using eq 3 with a total strand concentration of 0.2 mM. Note that the ∆H°value must be multiplied by 1000 to match the units for ∆S°and R, the gas constant.
Results of calculations based on Table 4 are presented in Table 1 for all sequences studied. Uncertainties in the predicted values can be calculated using the variancecovariance matrixes listed in Supporting Information to estimate the variances of predicted values for ∆G°3 7 , ∆H°, and ∆S°. Then eq 12 or 13 can provide an estimate of uncertainty in T M .
Application to RNA Secondary Structure Prediction. The free-energy increments for helix propagation in Table 4 differ from those of Freier et al. (9) by at most 0.4 kcal/mol, partly attributable to the enlarged database and partly due to implementation of the INN-HB model. Differences due to the INN-HB model are already largely included in algorithms for prediction of RNA secondary structure since hairpins and internal loops are penalized for AU closing base pairs (92) (93) (94) . Parameters for coaxial stacking, however, were determined by comparing stabilities of duplexes formed adjacent to pre-existing hairpin stems with stabilities predicted for isolated duplexes (95) . The results presented here suggest that the stabilities of the isolated duplexes were overestimated by about 0.5 kcal/mol when there is a terminal AU pair in the duplex binding at the helix/helix interface. Thus the free-energy contribution calculated for coaxial stacking in these cases should be made more favorable by about 0.5 kcal/mol. With this correction, there is an enhancement of stability in ∆G°3 7 of the range of 0.8-1.5 kcal/mol from coaxial stacking compared to the corresponding Watson-Crick nearest-neighbor interactions. Because the number of hydrogen bonds is the same for WatsonCrick nearest neighbors in a continuous helix and a coaxial stack, this enhancement is presumably because the break in the backbone on one strand offers more flexibility to the base pairs at the interface thus maximizing stacking interactions. Similarly, in multibranch loops, helixes that end with an AU pair at the junction should be penalized by about 0.5 kcal/mol. Modifications of parameters based on the work reported here can be easily incorporated into existing structure prediction algorithms (94, 96, 97) .
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SUPPORTING INFORMATION AVAILABLE
One table showing thermodynamic parameters for duplex formation derived from 1/T M vs log(C T /a) and from the average of curve fittings for 99 two-state sequences and 10 non-two-state sequences, one table showing the nearestneighbor parameters for INN and INN-24 models, a discussion of multiple linear regression analysis by singular-value decomposition, and three tables of variance-covariance matrixes for parameters of the INN-HB model (17 pages). 3′ACCGGU5′ , using parameters of the INN-HB model. Note that the symmetry term is nonzero for ∆G°a nd ∆S°. Note that non-self-complementary nearest neighbors have two equivalent orientations, for example, 5′UG3′ 3′AC5′ ) 5′CA3′ 3′GU5′ , while self-complementary nearest neighbors have only one orientation, for example, 5′GC3′
3′CG5′ . The term A3′ U5′ represents the terminal AU term. T M is calculated from the predicted ∆H°and ∆S°values using eq 3 with a total strand concentration of 0.1 mM. Note that the ∆H°value must be multiplied by 1000 to match the units for ∆S°a nd R, the gas constant.
