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Abstract
Let C be a curve (possibly non reduced or reducible) lying on a smooth alge-
braic surface. We show that the canonical ring R(C,ωC) =
⊕
k≥0 H0(C,ωC⊗k) is
generated in degree 1 if C is numerically 4-connected, not hyperelliptic and even
(i.e. with ωC of even degree on every component).
As a corollary we show that on a smooth algebraic surface of general type with
pg(S) ≥ 1 and q(S) = 0 the canonical ring R(S,KS) is generated in degree ≤ 3 if
there exists a curve C ∈ |KS| numerically 3-connected and not hyperelliptic.
keyword: algebraic curve, surface of general type, canonical ring, pluricanonical
embedding.
Mathematics Subject Classification (2000) 14H45, 14C20, 14J29
1 Introduction
Let C be a curve (possibly non reduced or reducible) lying on a smooth algebraic
surface S and let ωC be the dualizing sheaf of C. The purpose of this paper is to
analyze the canonical ring of C, that is, the graded ring
R(C,ωC) =
⊕
k≥0
H0(C,ωC⊗k)
under some suitable assumptions on the curve C.
The rationale of our analysis stems from several aspects of the theory of algebraic
surfaces.
The first such aspect is the analysis of surface’s fibrations and the study of their
applications to surface’s geography. Indeed, given a genus g fibration f : S → B over
a smooth curve B, an important tool in this analysis is the relative canonical algebra
R( f ) =⊕n≥0 f∗(ω⊗nS/B).
In recent years the importance of R( f ) has become clear (see Reid’s unpublished
note [18]) and a way to understand its behavior consists in studying the canonical ring
∗Research carried out under the MIUR project 2008 “Geometria delle Varieta` algebriche e dei loro spazi
dei moduli”
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of every fibre of f . More specifically, denoting by C = f−1(P) the scheme theoretic
fibre over a point p ∈ B, the local structure around P of the relative canonical algebra
can be understood via the canonical algebra of C, since the reduction modulo MP of
the stalk at P of the relative canonical algebra is nothing but R(C,ωC) (see [18, §1]).
Mendes Lopes in [16] studied the cases where the genus g of the fibre is g≤ 3 whereas
in [14] and [11] it is shown that for every g ≥ 3, R(C,ωC) is generated in degree ≤ 4
if every fibre is numerically connected and in degree ≤ 3 if furthermore there are no
multiple fibres.
More recently Catanese and Pignatelli in [7] illustrated two structure theorems for
fibration of low genus using a detailed description of the relative canonical algebra.
In particular they showed an interesting characterization of isomorphism classes of
relatively minimal fibration of genus 2 and of relatively minimal fibrations of genus 3
with fibres numerically 2-connected and not hyperelliptic (see [7, Thms. 4.13, 7.13]).
Another motivation of our analysis (see [15]) relies on the study of the resolution
of a normal surface singularity pi : S → X . Indeed if one considers the fundamental
cycle arising from a minimal resolution of a singularity, then the study of the ring
R(C,KS) =
⊕
k≥0
H0(C,KS⊗k) plays a crucial role in order to understand that singularity.
Finally, as shown in [6], the study of invertible sheaves on curves possibly reducible
or non reduced is rich in implications in the cases where Bertini’s theorem does not
hold or simply if one needs to consider every curve contained in a given linear system.
For instance, one can acquire information on the canonical ring of a surface of general
type simply by taking its restriction to an effective canonical divisor C ∈ |KS| (not
necessarily irreducible, neither reduced) and considering the canonical ring R(C,ωC)
(see Thm. 1.2 below).
In this paper we analyze the canonical ring of C when the curve C is m-connected and
even, and we show some applications to the study of the canonical ring of an algebraic
surface of general type.
For a curve C lying on a smooth algebraic surface S, being m-connected means
that C1 ·C2 ≥ m for every effective decomposition C =C1 +C2, (where C1 ·C2 denotes
their intersection number as divisor on S). If C is 1-connected usually C is said to
be numerically connected. The definition turns back to Franchetta (cf. [10]) and has
many relevant implications. For instance in [6, §3] it is shown that if the curve C is
1-connected then h0(C,OC) = 1, if C is 2-connected then the system |ωC| is base point
free, whereas if C is 3-connected and not honestly hyperelliptic (i.e., a finite double
cover of P1 induced by the canonical morphism) then ωC is very ample.
Keeping the usual notation for effective divisor on smooth surfaces, i.e., writing C
as ∑si=1 niΓi (where Γi’s are the irreducible components of C and ni the multiplicity of
Γi in C), the second condition can be illustrated by the following definition.
Definition Let C = ∑si=1 niΓi be a curve contained in a smooth algebraic surface. C
is said to be even if deg(ωC|Γi) is even for every irreducible Γi ⊂C (that is, Γi · (C−Γi)
even for every i = 1, ...,s.)
Even curves appear for instance when considering the canonical system |KS| for a
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surface S of general type. Indeed, by adjunction, for every curve C ∈ |KS| we have
|(2KS)|C|= |KC|, that is, every curve in the canonical system is even.
The main result of this paper is a generalization to even curves of the classical
Theorem of Noether and Enriques on the degree of the generators of the graded ring
R(C,ωC):
Theorem 1.1 Let C be an even 4-connected curve contained in a smooth algebraic
surface. If pa(C)≥ 3 and C is not honestly hyperelliptic then R(C,ωC) is generated in
degree 1.
Following the notations of [17], this result can be rephrased by saying that ωC is nor-
mally generated on C. In this case the embedded curve ϕ|ωC|(C) ⊂ Ppa(C)−1 is arith-
metically Cohen–Macaulay.
The proof of Theorem 1.1 is based on the ideas adopted by Mumford in [17] and on
the results obtained in [11] for adjoint divisors, via a detailed analysis of the possible
decompositions of the given curve C.
As a corollary we obtain a bound on the degree of the generators of the canonical
ring of a surface of general type.
If S is a smooth algebraic surface and KS a canonical divisor, the canonical ring of
S is the graded algebra
R(S,KS) =
⊕
k≥0
H0(S,KS⊗k)
In [8] a detailed analysis of R(S,KS) is presented in the most interesting case where
S is of general type and there are given bounds (depending on the invariants pg(S) :=
h0(S,KS), q := h1(S,OS), and K2S ) on the degree of elements of R(S,KS) forming a
minimal system of homogeneous generators. Furthermore it is shown that for small
values of pg some exceptions do occur, depending substantially on the numerical con-
nectedness of the curves in the linear system |KS|. In particular in [8, §4] there are
given examples of surfaces of general type with KS not 3-connected whose canonical
ring is not generated in degree≤ 3 and it is conjectured that the 3-connectedness of the
canonical divisor KS should imply the generation of R(S,KS) in degree 1,2,3, at least in
the case q = 0.
Here we show that this is the case. Our result, obtained essentially by restriction to
a curve C ∈ |KS|, is the following
Theorem 1.2 Let S be a surface of general type with pg(S) := h0(S,KS)≥ 1 and q :=
h1(S,OS) = 0. Assume that there exists a curve C ∈ |KS| such that C is numerically
3-connected and not honestly hyperelliptic. Then the canonical ring of S is generated
in degree ≤ 3.
The paper is organized as follows: in §2 some useful background results are illus-
trated; in §3 we point out a result on even divisors; in §4 we consider the special case
of binary curves, i.e. the case where C is the union of two rational curves; in §5 we
prove Thm. 1.1; in §6 we give the proof of Thm. 1.2.
Acknowledgment. The author wish to thank the Mathematisches Institut of the Univer-
sity of Bayreuth (Germany) for its support and its warm hospitality during the prepara-
tion of part of this work.
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2 Notation and preliminary results
2.1 Notation
We work over an algebraically closed field K of characteristic ≥ 0.
Throughout this paper S will be a smooth algebraic surface over K and C will be
a curve lying on S (possibly reducible and non reduced). Therefore C will be written
(as a divisor on S) as C = ∑si=1 niΓi, where the Γi’s are the irreducible component of C
and the ni’s are the multiplicities. A subcurve B ⊆C will mean a curve ∑miΓi, with
0 ≤ mi ≤ ni for every i.
By abuse of notation if B ⊂C is a subcurve of C, C−B denotes the curve A such
that C = A+B as divisors on S.
Let F be an invertible sheaf on C.
If G ⊂C is a proper subcurve of C then F|G denotes its restriction to G.
For each i the natural inclusion map εi : Γi →C induces a map ε∗i : F →F|Γi . We
denote by di = deg(F|Γi) = degΓi F the degree of F on each irreducible component,
and by d := (d1, ...,ds) the multidegree of F on C. If B = ∑miΓi is a subcurve of C,
by dB we mean the multidegree of F|B.
By Picd(C) we denote the Picard scheme which parametrizes the classes of invert-
ible sheaves of multidegree d = (d1, . . . ,ds) (see [11]).
We recall that for every d = (d1, ...,ds) there is an isomorphism Picd(C)∼= Pic0(C)
and furthermore dimPic0(C) = h1(C,OC) (cf. e.g. [3]).
Concerning the Picard group of C and the Picard group of a subcurve B ⊂ C we
have
Picd(C)։ PicdB(B) ∀d
(see [11, Rem. 2.1]).
An invertible sheaf F is said to be NEF if di ≥ 0 for every i. Two invertible
sheaves F , F ′ are said to be numerically equivalent on C (notation: F num∼ F ′) if
degΓi F = degΓi F
′ for every Γi ⊆C.
ωC denotes the dualizing sheaf of C (see [13], Chap. III, §7), and pa(C) the arithmetic
genus of C, pa(C) = 1− χ(OC).
If G ⊂C is a proper subcurve of C we denote by H0(G,ωC) the space of sections
of ωC|G.
Finally, a curve C is said to be honestly hyperelliptic if there exists a finite morphism
ψ : C → P1 of degree 2. In this case C is either irreducible, or of the form C = Γ1 +Γ2
with pa(Γi) = 0 and Γ1 ·Γ2 = pa(C)+ 1 (see [6, §3] for a detailed treatment).
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2.2 General divisors of low degree
Let C = ∑si=1 niΓi be a curve lying on a smooth algebraic surface S. An invertible sheaf
on C of multidegree d = (d1, ...,ds) is said to be “general” if the corresponding class in
the Picard scheme Picd(C) is in general position, i.e., if it lies in the complementary of
a proper closed subscheme (see [11] for details).
We recall two vanishing results for general invertible sheaves of low degree.
Theorem 2.1 ( [11, Thms. 3.1, 3.2 ] ) (i) If F is a “general” invertible sheaf such
that degB F ≥ pa(B) for every subcurve B ⊆C, then it is H1(C,F ) = 0.
(ii) If F is a “general” invertible sheaf such that degB F ≥ pa(B)+ 1 for every
subcurve B ⊆C, then the linear system |F | is base point free.
In particular we obtain the following
Proposition 2.2 Let C = ∑si=1 niΓi be a 1-connected curve contained in a smooth al-
gebraic surface, and consider a proper subcurve B ( C. Let d = (d1, ...,ds) ∈ Zs be
such that di ≥ 12 degΓi ωC ∀ i = 1, ...,s.
Then for a “general” invertible sheaf F in PicdB(B) it is:
(i) H1(B,F ) = 0;
(ii) |F|B| is a base point free system on B if C is 3- connected.
Considering the case where C is an even 4-connected curve we obtain
Corollary 2.3 Let C = ∑si=1 niΓi be a 4-connected even curve contained in a smooth
algebraic surface.
For every i = 1, . . . ,s, let di = 12 degΓi ωC and let d = (d1, ...,ds) ∈ Z
s
.
Let B (C be a proper subcurve of C and consider a a “general” invertible sheaf
F in PicdB(B) (i.e., with an abuse of notation we can write F num∼ 12 ωC |B ).
Then H1(B,F ) = 0 and |F|B| is a base point free system.
2.3 Koszul cohomology groups of algebraic curves
Let C = ∑si=1 niΓi be a curve lying on a smooth algebraic surface S and let H , F be
invertible sheaves on C. Consider a subspace W ⊆H0(C,F ) which yields a base point
free system of projective dimension r.
The Koszul groups Kp,q(C,W,H ,F ) are defined as the cohomology at the middle
of the complex
p+1∧
W ⊗H0(H ⊗F q−1)−→
p∧
W ⊗H0(H ⊗F q)−→
p−1∧
W ⊗H0(H ⊗F q+1)
If W = H0(C,F ) they are usually denoted by Kp,q(C,H ,F ), while if H ∼= OC the
usual notation is Kp,q(C,F ) (see [12] for the definition and main results).
We point out that the multiplication map
W ⊗H0(C,H )→ H0(C,F ⊗H )
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is surjective if and only if K0,1(C,W,H ,F )= 0 and the ring R(C,F )=⊕k≥0 H0(C,F⊗k)
is generated in degree 1 if and only if K0,q(C,F ) = 0 ∀ q ≥ 1. Moreover if F is very
ample and R(C,F ) is generated in degree 1, then, identifying C with its image in
Pr ∼= P(H0(F )∨), it is K1,1(C,F ) ∼= I2(C,Pr), the space of quadrics in Pr vanishing
on C (see [12]).
For our analysis the main applications of Koszul cohomology are the following
propositions (see [11, §1], [14, §1] for further details on curves lying on smooth sur-
faces).
Proposition 2.4 (Duality) Let F , H be invertible sheaves on C and assume W ⊆
H0(C,F ) to be a subspace of dim = r+1 which yields a base point free system. Then
Kp,q(C,W,H ,F ) d Kr−p−1,2−q(C,W,ωC ⊗H −1,F )
(where d means duality of vector space).
For a proof see [11, Prop. 1.4]. Following the ideas outlined in [14, Lemma 1.2.2] we
have a slight generalization of Green’s H0-Lemma.
Proposition 2.5 (H0-Lemma) Let C be 1-connected and let F , H be invertible sheaves
on C and assume W ⊆ H0(C,F ) to be a subspace of dim = r+ 1 which yields a base
point free system. If either
(i) H1(C,H ⊗F−1) = 0,
or
(ii) C is numerically connected, ωC ∼= H ⊗F−1 and r ≥ 2,
or
(iii) C is numerically connected, h0(C,ωC ⊗H −1 ⊗F ) ≤ r− 1 and there exists a
reduced subcurve B ⊆C such that:
• W ∼=W|B,
• H0(C,ωC ⊗H −1⊗F ) →֒ H0(B,ωC ⊗H −1⊗F ),
• every non–zero section of H0(C,ωC ⊗H −1 ⊗F ) does not vanish identi-
cally on any component of B;
then K0,1(C,W,H ,F ) = 0, that is, the multiplication map
W ⊗H0(C,H )→ H0(C,F ⊗H )
is surjective.
Proof. By duality we need to prove that Kr−1,1(C,W,ωC ⊗H −1,F ) = 0. To this
aim let {s0, . . . ,sr} be a basis for W and let α = ∑si1 ∧ si2 ∧ . . .∧ sir−1 ⊗αi1i2...ir−1 ∈∧r−1 W⊗H0(C,ωC⊗H −1⊗F ) be an element in the Kernel of the Koszul map dr−1,1.
In cases (i) obviously α = 0 since by Serre duality it is H0(C,ωC ⊗H −1⊗F )∼=
H1(C,H ⊗F−1) = 0. In case and (ii) it is H0(C,ωC⊗H −1⊗F ) = H0(C,OC) =K
by connectedness and we conclude similarly (see also [11, Prop. 1.5]).
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In the latter case by our assumptions we can restrict to the curve B. Since B is
reduced we can choose r + 1 “sufficiently general points” on B so that s j(Pi) = δ ij.
But then α ∈ ker(dr−1,1) implies for every multiindex I = {i1, . . . ir−2} the following
equation (up to sign)
α j1i1...ir−2 · s j1 +α j2i1...ir−2 · s j2 +α j3i1...ir−2s j3 = 0.
(where {i1, . . . ir−2}∪{ j1, j2, j3}= {0, . . . ,r+ 1}).
Evaluating at P′js and reindexing we get αi1...ir−1(Pik) = 0 for k = 1, . . . ,r− 1.
Let r˜ = h0(C,ωC ⊗H −1 ⊗F ). Since the P′js are in general positions and every
section of H0(C,ωC ⊗H −1 ⊗F ) does not vanish identically on any component of
B, we may assume that any (r˜− 1)-tuple of points Pi1 , . . . ,Pir−1 imposes independent
conditions on H0(C,ωC ⊗H −1 ⊗F ). The proposition then follows by a dimension
count since by assumptions r˜ = h0(C,ωC ⊗H −1⊗F )≤ h0(C,F )− 2 = r− 1.

In some particular cases we can obtain deeper results, which will turn out to be
useful for our induction argument in the proof of Theorem 1.1.
Proposition 2.6 Let C be either
(i) an irreducible curve of arithmetic genus pa(C)≥ 1;
or
(ii) a binary curve of genus≥ 1, that is, C = Γ1+Γ2, with Γi irreducible and reduced
rational curves s.t. Γ1 ·Γ2 = pa(C)+ 1≥ 2 (see §4 for details).
Let H num∼ ωC ⊗A be a very ample divisor on C s.t. degC A ≥ 4.
Then K0,1(C,H ,ωC) = 0, that is H0(C,ωC)⊗H0(C,H )։ H0(C,ωC ⊗H ).
Proof. If pa(C) = 1 then under our assumptions it is ωC ∼= OC, whence the theorem
follows easily.
If pa(C)≥ 2 then by [6, Thms. 3.3, 3.4] |ωC| is b.p.f. and moreover it is very ample
if C is not honestly hyperelliptic. We apply Prop. 2.5 with F = ωC and W = H0(ωC).
If C is irreducible and h0(C,ωC ⊗A −1) = 0 then the result follows by (i) of Prop.
2.5. If h0(C,ωC⊗A −1) 6= 0 and h0(C,A ) = 0 it follows by Riemann-Roch. In the re-
maining case we obtain h0(C,ωC⊗A −1)≤ h0(C,ωC)−2 by Clifford’s theorem since
degC A ≥ 4.
If C = Γ1 +Γ2 and pa(C) ≥ 2 we consider firstly the case where degΓi A≥− 1 for
i = 1,2. Under this assumption any non-zero section of H0(C,ωC ⊗A −1) does not
vanish identically on any single component of C (otherwise it would yield a section in
H0(Γi,ωΓi ⊗A −1) ∼= H0(P1,−α) with α ≥ 1). Therefore we can proceed exactly as
in the irreducible case.
Now assume C = Γ1 +Γ2, degΓ2 A ≤ −2 and degΓ1 A ≥ 6. In this case we can
apply (iii) of Prop. 2.5 taking B = Γ2. Indeed, it is h0(Γ1,ωΓ1 ⊗A −1) = h0(Γ1,ωΓ1) =
0 and we have the following maps
H0(C,ωC)∼= H0(Γ2,ωC) ; H0(C,ωC ⊗A −1) →֒ H0(Γ2,ωC ⊗A −1).
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To complete the proof it remains to show that h0(C,ωC ⊗A −1) ≤ h0(C,ωC)− 2 =
pa(C)− 2. This follows by the following exact sequence
0 → H0(Γ2,ωΓ2 ⊗A
−1)→ H0(C,ωC ⊗A −1)→ H0(Γ1,ωC ⊗A −1)→ 0.
In fact if degΓ1(ωC ⊗A
−1) ≥ 0 we have h0(C,ωC ⊗A −1) = pa(C)− 1− degA ,
whereas it is h0(C,ωC ⊗A −1) = h0(Γ2,ωΓ2 ⊗A −1) = −degΓ2 A − 1 < pa(C)− 2
if degΓ1(ωC ⊗A
−1)< 0 since degΓ2(ωC +A )≥ 1 by the ampleness of ωC ⊗A .

If one considers a curve C with many components another useful tool is the follow-
ing long exact sequences for Koszul groups.
Proposition 2.7 Let C = A+B and let |F | be a complete base point free system on
C such that H0(C,F )։ H0(A,F ), H0(C,F⊗k)։ H0(B,F⊗k) for every k ≥ 2 and
H0(A,F (−B)) = 0. Then we have a long exact sequence
· · · → Kp+1,q−1(C,F ) →Kp+1,q−1(B,W,F ) →Kp,q(A,OA(−B),F )
→ Kp,q(C,F ) →Kp,q(B,W,F ) → ···
where W = H0(C,F )|B = im{H0(C,F )→ H0(B,F )}.
Proof. Let us consider
B1 =
⊕
q≥0
H0(A,F⊗q(−B)), B2 =
⊕
q≥0
H0(C,F⊗q), B3 =W ⊕ (
⊕
q 6=1
H0(B,F⊗q))
By our hypotheses the above vector spaces can be seen as S(H0(C,F ))−modules and
moreover they fit into the following exact sequence
0 → B1 → B2 → B3 → 0
where the maps preserve the grading. By the long exact sequence for Koszul Coho-
mology (cf. [12, Corollary 1.4.d, Thm. 3.b.1 ]) we can conclude.

Notice that if C is numerically connected, F ∼= ωC, B is numerically connected
and A is the disjoint union of irreducible rational curves then the above hypotheses are
satisfied.
We point out that if F is very ample but the restriction map H0(C,F )→H0(B,F )
is not surjective then, following the notation of [1], we can talk of “Weak Property Np”
for the curve B embedded by the system W = H0(C,F )|B.
2.4 Divisors normally generated on algebraic curves
To conclude this preliminary section we recall a theorem proved in [11] which allows
us to start our analysis.
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Theorem 2.8 ( [11, Thm. A] ) Let C be a curve contained in a smooth algebraic sur-
face and let H num∼ F ⊗G , where F ,G are invertible sheaf such that
degF|B ≥ pa(B)+ 1 ∀ subcurve B ⊆C
degG|B ≥ pa(B) ∀ subcurve B ⊆C
Then for every n≥ 1 the natural multiplication map (H0(C,H ))⊗n →H0(C,H ⊗n)
is surjective.
Moreover, applying the same arguments used in [11, Proof of Thm. A, p. 327] we
have
Proposition 2.9 Let C be a curve contained in a smooth algebraic surface and let H1,
H2 be two invertible sheaves such that H1
num
∼ F ⊗G1, H2
num
∼ F ⊗G2 with
degF|B ≥ pa(B)+ 1 ∀ subcurve B ⊆C
degG1|B ≥ pa(B) ∀ subcurve B ⊆C
degG2|B ≥ pa(B) ∀ subcurve B ⊆C
(this holds e.g. if H2 num∼ H1⊗A , with A a NEF invertible sheaf ).
Then H0(C,H1)⊗H0(C,H2)։ H0(C,H1 ⊗H2).
3 Even curves and even divisors
Let C = ∑si=1 niΓi be a curve contained in a smooth algebraic surface.
C is said to be even if
degΓi ωC is even for every irreducible Γi ⊂C
(see §1). Similarly, if H is an invertible sheaf on C, then H is said to be even if
degΓi H is even for every irreducible Γi ⊂C
For even invertible sheaves of high degree the normal generation follows easily:
Theorem 3.1 Let C = ∑si=1 niΓi be a curve contained in a smooth algebraic surface
and let H be an even invertible sheaf on C such that
degB H ≥ 2pa(B)+ 2 ∀ subcurve B ⊆C
Then for every n≥ 1 the natural multiplication map (H0(C,H ))⊗n →H0(C,H ⊗n) is
surjective.
Proof. First of all notice that H is very ample by [6, Thm. 1.1]. Moreover since H
is even there exists an invertible sheaf F such that F⊗2 num∼ H . By our numerical as-
sumptions for every subcurve B⊆C it is degB F ≥ pa(B)+1 and degB(H ⊗F−1)≥
pa(B)+ 1, whence we can conclude by Thm. 2.8. 
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4 The canonical ring of a binary curve
In this section we deal with the particular case of binary curves, which is particularly
interesting from our point of view since it shows many of the pathologies that may
occur studying curves with many components.
Definition 4.1 A curve C is said to be a binary curve if C = Γ1 +Γ2 with Γ1,Γ2 irre-
ducible and reduced rational curves such that Γ1 ·Γ2 = pa(C)+ 1 (see [2] )
If C is not honestly hyperelliptic and pa(C) ≥ 3, then ωC is very ample on C by [6,
Thm. 3.6] and ϕ|ωC| embeds C as the union of two rational normal curves intersecting
in a 0-dimensional scheme of length = pa(C)+ 1.
The theory of Koszul cohomology groups allow us to give a deep analysis of the
ideal ring of the embedded curves ϕ|ωC|(C) ⊂ Ppa(C)−1. The first proposition, which
we will use in the proof of our main theorem, is that R(C,ωC) is generated in degree 1.
We point out that in [4, Prop. 3] there is an alternative proof of this result, but we prefer
to keep ours in order to show how the theory of Kuszul cohomology groups works.
Proposition 4.2 Let C be a binary curve of genus≥ 3, not honestly hyperelliptic. Then
R(C,ωC) is generated in degree 1.
Proof. The proposition follows if we prove the vanishing of the Koszul groups K0,q(C,ωC)
∀ q ≥ 1.
For simplicity let r = pa(C)− 1 = degOΓi(ωC) (i = 1,2) and let us identify Γ1,Γ2
with their images in Pr. Notice that we have H0(C,ωC) ∼= H0(Γi,ωC) (for i = 1,2),
while it is H0(Γ1,ωC(−Γ2)) = 0 and H1(Γ1,ω⊗kC (−Γ2)) = 0 for every k≥ 2. Therefore
we can apply Prop. 2.7 getting the following exact sequence of Koszul groups
· · · →K1,q−1(Γ2,ωC)→K0,q(Γ1,OΓ1(−Γ2),ωC)→K0,q(C,ωC)։K0,q(Γ2,ωC)
Now since |ωC| embeds Γ2 as a rational normal curve in Pr we have K0,q(Γ2,ωC) = 0
for all q ≥ 1. Moreover by [12, (2.a.17)] we have
K0,q(Γ1,OΓ1(−Γ2),ωC)∼= K0,0(Γ1,ω
⊗q
C ⊗OΓ1(−Γ2),ωC)
But on a rational curve we can easily determine the vanishing of the Koszul groups.
Indeed, by [12, Corollary 3.a.6], if Γ1 ∼= P1, deg(F ) = d,deg(H ) = a we have
Kp,0(Γ1,H ,F ) = 0 unless 0 ≤ a≤ 2d− 2 and a− d+ 1≤ p ≤ a.
Therefore a simple degree computation yields K0,q(Γ1,OΓ1(−Γ2),ωC) = 0 for q ≥
3, which implies K0,q(C,ωC) = 0 ∀ q 6= 2 by the above exact sequence of Koszul
groups. If q = 2, it is K0,2(Γ1,OΓ1(−Γ2),ωC) ∼= K0,0(Γ1,ω
⊗2
C ⊗OΓ1(−Γ2),ωC) ∼=
H0(Γ1,ω⊗2C OΓ1(−Γ2)) ∼= H
0(Γ1,ωC ⊗ωΓ1) ∼= H0(P1,OP1(r− 2)). In particular it is
6= 0.
In this case, to show that K0,2(C,ωC) = 0 we are going to prove that the map
P : K1,1(Γ2,ωC)→K0,2(Γ1,OΓ1(−Γ2),ωC) is surjective.
Notice that it is K1,1(Γ2,ωC) ∼= I2(Γ2,Pr), the space of quadrics in Pr vanishing
on Γ2, and it is well known that I2(Γ2,Pr) ∼= K(
r
2) (see e.g., [12, Thm. 3.c.6]). The
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idea of the proof is to show that we can find r− 1 points on Γ1 imposing independent
conditions on the quadrics in I2(Γ2,Pr). The proof will be given by induction on r.
For r = 2 it is K1,1(Γ2,ωC)։K0,2(Γ1,OΓ1(−Γ2)) since C is embedded as a plane
quartic. For r ≥ 3 take a point Q ∈ Γ1 ∩Γ2, choose coordinates (x0 : .. : xr) so that
Q = (0 : ... : 0 : 1) and consider the projection from Q onto the hyperplane {xr = 0}:
piQ : Pr → Pr−1
(x0 : ... : xr) 7→ (x0 : ... : xr−1)
piQ(C) := ˜C ⊂ Pr−1 is again a binary curve canonically embedded in Pr−1 by the com-
plete system |ω
˜C|. The projection map restricted to C and to its subcurves Γ1,Γ2 in-
duces via pull-back maps between Koszul groups of the same degree, which fit in the
following commutative diagram
K1,1( ˜C,ω ˜C) _
pi∗Q

// K1,1(Γ2,ω ˜C) _
pi∗2,Q

P1
// K0,2(Γ1,OΓ1(−Γ2),ω ˜C) _
pi∗1,Q

K1,1(C,ωC)


// K1,1(Γ2,ωC)


P
// K0,2(Γ1,OΓ1(−Γ2),ωC)


Q(ωC)
  // Q2(ωC)
P2
// R
where Q(ωC) (resp. Q2(ωC), R) denotes the cokernel of pi∗Q (resp. the cokernel of
pi2,Q∗, pi1,Q∗), and where we have identified the curves Γ1 and Γ2 with their embeddings.
By our construction pi∗2,Q(K1,1(Γ2,ω ˜C))⊂K1,1(Γ2,ωC) is the subspace spanned by
the equations of the cones with center Q over the corresponding quadric in I2(Γ2,Pr−1)∼=
K1,1(Γ2,ω ˜C). Moreover Q2(ωC) is generated by the following equations
xixr − xi+1xr−1 for i = 0, ...,r− 2.
(see e.g [9, Ch. 6 , Prop. 6.1]).
To conclude we choose a 0-dimensional scheme A of length = r− 1 so that A′ =
A∩{xr = 0} is a scheme of length = r− 2 and R ∼= IA′/IA ∼= KQ′ with Q′ ∈ Γ1 in
general position. Since Γ1 is rational it is immediately seen that
K0,2(Γ1,OΓ1(−Γ2),ωC)∼= H
0(Γ1,ωC ⊗ωΓ1)∼= OA
and similarly K0,2(Γ1,OΓ1(−Γ2),ω ˜C)∼= OA′ . Now, by induction hypothesis P1 is sur-
jective, as well as P2 since Q′ is general.
Therefore we can conclude that P : K1,1(Γ2,ωC) → K0,2(Γ1,OΓ1(−Γ2),ωC) is
onto, which is what we wanted to prove. 
5 Disconnecting components of numerically connected
curves
Taking an an irreducible component Γ ⊂ C one problem is that the restriction map
H0(C,ωC)→H0(Γ,ωC |Γ) is not surjective if h0(C−Γ,OC−Γ) = h1(C−Γ,ωC−Γ)≥ 2.
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Nevertheless, if there exists a curve Γ with this property, it plays a special role in the
proof of our main result.
To be more explicit, let us firstly consider the natural notion of disconnecting sub-
curve.
Definition 5.1 Let C = ∑si=1 niΓi be a numerically connected curve. A subcurve B⊂C
is said to be a disconnecting subcurve if h0(C−B,OC−B)≥ 2.
If B is a disconnecting curve then by the exact sequence
H0(C−B,ωC−B)→ H0(C,ωC)→ H0(B,ωC)→ H1(C−B,ωC−B)→ H1(C,ωC)
we deduce that the restriction map H0(C,ωC) → H0(B,ωC |B) can not be surjective.
In this case following the arguments pointed out in [15] and [14] one can consider an
“intermediate” curve G such that B ⊆ G ⊆C and H0(C,ωC)։H0(G,ωC|G). We have
the following useful Lemma.
Lemma 5.2 Let C = ∑si=1 niΓi be a m-connected curve (m ≥ 1) and Γ ⊂C be an irre-
ducible and reduced disconnecting subcurve. Let G be a minimal subcurve of C such
that H0(C,ωC)։H0(G,ωC |G) and Γ ⊆ G ⊆C.
Setting E :=C−G, G′ := G−Γ, then
(a) E is a maximal subcurve of C−Γ such that h1(E,ωE) = h0(E,OE) = 1;
(b) Γ is of multiplicity 1 in G, ωG⊗ (ωC)−1 ∼= OG(−E) is NEF on G′;
(c) degΓ(E) = degG′(−E)+ e with e ≥ m;
(d) h1(E +Γ,ωE+Γ) = 1, hence H0(C,ωC)։H0(G′,ωC|G′);
(e) G is m-connected and in particular it is h1(G,ωG) = 1;
Proof. By hypotheses H0(C,ωC) 6։ H0(Γ,ωC |Γ) and G is a minimal subcurve such
that H0(C,ωC)։ H0(G,ωC |G). Therefore E =C−G is a maximal subcurve of C−Γ
such that h1(E,ωE) = h1(C,ωC) = 1, proving (a).
Moreover by [14, Lemma 2.2.1] either ωG⊗ (ωC)−1 is NEF on G, or Γ is of multi-
plicity one in G and ωG⊗ (ωC)−1 is NEF on G−Γ = G′.
Now by adjunction it is ωG ⊗ (ωC)−1 ∼= OG(−E), which has negative degree on
G since C is numerically connected by assumption. Therefore we can exclude the
first case and by [14, Lemma 2.2.1] we conclude that Γ is of multiplicity one in G,
ωG⊗ (ωC)−1 ∼= OG(−E) is NEF on G′ := G−Γ, and degΓ(E) = degG′(−E)+ e with
e ≥ m, proving (b) and (c).
To prove (d) consider the two curves E and Γ. It is h1(E,ωE) = 1 by (a) and
h1(Γ,ωE+Γ) = 0 because degΓ(ωE+Γ)≥ 2pa(Γ)−1, whence we conclude considering
the exact sequence
H1(E,ωE)→ H1(E +Γ,ωE+Γ)→ H1(Γ,ωE+Γ) = 0
(e) follows since OG′(−E) is NEF on G′. In fact if B⊂G without loss of generality
we may assume B⊂ G′, and then we obtain B · (G−B) = B · (C−B)−E ·B≥ B · (C−
12
B)≥ m since it is G = C−E , that is G is m-connected. h1(G,ωG) = 1 follows by [6,
Thm. 3.3].

With an abuse of notation we will call a subcurve E ⊂C as in Lemma 5.2 a maximal
connected subcurve of C−Γ.
The above Lemma allows us to consider the splitting C =G+E since by connectedness
both the restriction maps H0(C,ωC)→H0(G,ωC |G) and H0(C,ωC)→H0(E,ωC |E) are
surjective.
Concerning the subcurve G we have the following theorem.
Theorem 5.3 Let C = ∑si=1 niΓi be an even 4-connected curve and assume there exists
an irreducible and reduced disconnecting subcurve Γ ⊂C.
Let G be a minimal subcurve of C such that H0(C,ωC)։H0(G,ωC) and Γ⊆ G⊆
C.
Then on G the multiplication map H0(G,ωC)⊗H0(G,ωG)→ H0(G,ωC ⊗ωG) is
surjective.
To simplify the notation, for every subcurve B ⊂ C by H0(B,ωC) we will denote
the space of sections of ωC |B.
If there exists a disconnecting component Γ and a decomposition C = G′+Γ+E as in
Lemma 5.2 such that h1(G′,ωG′)≥ 2 then we need an auxiliary Lemma.
Lemma 5.4 Let C = ∑si=1 niΓi be an even 4-connected curve and assume there exists
an irreducible and reduced disconnecting subcurve Γ ⊂C.
If there exists a decompositionC =G′+Γ+E as in Lemma 5.2 such that h1(G′,ωG′)≥
2 then there exist a decomposition C = E +Γ+G1+G2 s.t.
(a) G2 +Γ is 4-connected
(b) h1(G1,ωG1) = 1
(c) OG2(−G1) is NEF on G2
(d) H0(G,ωG)։ H0(G2 +Γ,ωG).
Proof. Let C = E +G and G = Γ+G′ be as in Lemma 5.2. By (e) of Lemma 5.2 G
is 4-connected and by our hypothesis h1(G′,ωG′)≥ 2, i.e., the irreducible curve Γ is a
disconnecting component for G too. Therefore by Lemma 5.2 applied to G, there exists
a maximal connected subcurve G1 ⊂ G′ and a decomposition G = Γ+G1 +G2 such
that (a), (b), (c), (d) hold. 
Proof of Thm. 5.3. The proof of theorem 5.3 will be treated considering separately
the case h1(G′,ωG′) = 1 and h1(G′,ωG′)≥ 2.
Case 1: There exists a disconnecting component Γ and a decomposition C =G′+Γ+E
as in Lemma 5.2 such that h1(G′,ωG′) = 1.
13
Let G = G′ + Γ. On Γ both the invertible sheaves ωΓ(E) and ωG have degree
≥ 2pa(Γ)+ 2. In particular we have the following exact sequence
0 → H0(Γ,ωΓ(E))→ H0(G,ωC)→ H0(G′,ωC)→ 0
Twisting with H0(ωG) = H0(G,ωG) we get the following commutative diagram:
H0(Γ,ωΓ(E))⊗H0(ωG) →֒ H0(G,ωC)⊗H0(ωG) ։ H0(G′,ωC)⊗H0(ωG)
r1 ↓ r2 ↓ r3 ↓
H0(Γ,ωΓ(E)⊗ωG) →֒ H0(G,ωC ⊗ωG) ։ H0(G′,ωC ⊗ωG)
Now, since by our hypothesis h1(G′,ωG′) = 1 then H0(G,ωG)։ H0(Γ,ωG) and by
[17, Thm.6] we have the surjection H0(Γ,ωΓ(E))⊗H0(Γ,ωG)։H0(Γ,ωΓ(E)⊗ωG).
The proposition follows since also r3 is surjective by Prop. 2.9. Indeed, it is ωG|G′ ∼=
ωC|G′(−E) with OG′(−E) NEF and ωC |G′ is an even invertible sheaf whose degree on
every subcurve B ⊆ G′ satisfies degB(ωC)≥ 2pa(B)+ 2.
Case 2: There exists a disconnecting component Γ and a decomposition C =G′+Γ+E
as in Lemma 5.2 such that h1(G′,ωG′)≥ 2.
Let C = E +Γ+G1 +G2 and G = Γ+G1 +G2, be a decomposition as in Lemma
5.4. We proceed as in Case 1, considering the curve G2 +Γ instead of the irreducible
Γ.
First of all let us prove that H1(G2 +Γ,ωG2+Γ(E)) = 0.
It is (ωG2+Γ(E))|G2 ∼= (ωC(−G1))|G2 and in particular for every subcurve B ⊆ G2
it is degB(ωG2+Γ(E))≥ 2pa(B)+ 2 since OG2(−G1) is NEF.
If B 6⊆ G2, we can write B = B′+Γ, with B′ ⊆ G2, obtaining
degB(ωG2+Γ(E)) = degB(ωG2+Γ)+E ·B≥ 2pa(B)+ 2
since E ·B = E · (B′+Γ) ≥ E · (G′+Γ) ≥ 4 and degB(ωG2+Γ) ≥ 2pa(B)− 2 by con-
nectedness. Therefore H1(G2 +Γ,ωG2+Γ(E)) = 0 by [5, Lemma 2.1] and we have the
following exact sequence
0 → H0(G2 +Γ,ωG2+Γ(E))→ H
0(G,ωC)→ H0(G1,ωC)→ 0
Twisting with H0(ωG) = H0(G,ωG) we can argue as in Case 1. Indeed, consider the
commutative diagram:
H0(G2 +Γ,ωG2+Γ(E))⊗H0(ωG) →֒ H0(G,ωC)⊗H0(ωG) ։ H0(G1,ωC)⊗H0(ωG)
r1 ↓ r2 ↓ r3 ↓
H0(G2 +Γ,ωG2+Γ(E)⊗ωG) →֒ H0(G,ωC ⊗ωG) ։ H0(G1,ωC ⊗ωG)
The map r3 is onto by Prop. 2.9 since ωG ∼= ωC(−E), OG1(−E) is NEF and by Lemma
5.4 we have the surjection H0(ωG)։H0(G1,ωG).
The Theorem follows if we show that r1 is surjective too. Notice that we can write
the multiplication map r1 as follows
r1 : H0(G2 +Γ,ωG2+Γ(E))⊗H
0(G2 +Γ,ωG2+Γ(G1))→ H
0(G2 +Γ,ω⊗2G2+Γ(E +G1))
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that is, r1 is symmetric in E and G1.
Assume firstly that (G1 −E) ·Γ ≥ 0. We proceed considering a general effective
Cartier divisor ϒ on G2 +Γ such that{
(OG2(ϒ))⊗2
num
∼ ωC(−2E)|G2
deg(OΓ(ϒ)) = 12 deg(ωC|Γ)−E ·Γ− δ
with δ = ⌈−G1·G22 ⌉. We remark that by connectedness of C and nefness of OG2(−2E)
it is deg(OΓi(ϒ)) ≥ 1 for every Γi ⊆ G2 and by our numerical conditions it is
deg(OΓ(ϒ)) = pa(Γ)− 1+
1
2
(G1−E) ·Γ+
1
2
G2 ·Γ− δ ≥ 1
since (G1−E) ·Γ≥ 0 by our assumptions and G2 ·Γ−2δ ≥ (Γ+G1) ·G2 ≥ (Γ+G1+
E) ·G2 ≥ 4 by 4-connectedness of C.
Now let F := ωG(−ϒ). F is a general invertible subsheaf of ωG|G2+Γ s.t.{
degB F = 12 degB ωC ∀B ⊆ G2
degΓ F = 12 degΓ ωC + δ
By 4-connectedness on every subcurve B ⊆ G2 + Γ it is degB F ≥ pa(B) + 1. By
Theorem 2.1 we conclude that |F | is base point free and h1(G2 +Γ,F ) = 0.
Therefore we have the following exact sequence
0 → H0(G2 +Γ,F )→ H0(G2 +Γ,ωG)→ H0(Oϒ)→ 0
and we have the surjection H0(Oϒ)⊗H0(G,ωG2+Γ(E)) ։ H0(G,Oϒ ⊗ωG2+Γ(E))
since Oϒ is a skyscraper sheaf and |ωG2+Γ(E)| is base point free by [6, Thm.3.3].
Whence the map r1 is surjective if we prove that
H0(G2 +Γ,ωG2+Γ(E))⊗H
0(G2 +Γ,F )։ H0(G2 +Γ,ωG2+Γ(E)⊗F )
To this aim we are going to apply (iii) of Prop. 2.5. First notice that
H0(G2 +Γ,F ) →֒ H0(Γ,F )
Indeed, by adjunction and Serre duality the kernel of this map is isomorphic to H0(G2,F−
Γ) ∼= H1(G2,ωC(−E −G1)⊗F−1), which vanishes by Thm. 2.1 since it is the first
cohomology group of a general invertible sheaf whose degree on every component
B ⊆ G2 satisfies
degB(ωC(−E−G1)⊗F−1) =
1
2
(degB ωC)+ (−E−G1) ·B ≥
1
2
(degB(ωC))≥ pa(B)
because C is 4-connected and OG2(−E−G1) is NEF.
Moreover we have also the embedding
H0(G2 +Γ,ωG2+Γ⊗ [ωG2+Γ(E)]
−1⊗F ) →֒ H0(Γ,ωG2+Γ⊗ [ωG2+Γ(E)]
−1⊗F )
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since H0(G2,F −E−Γ)∼= H1(G2,ωC(−G1)⊗F−1) = 0 because
degB(ωC(−G1)⊗F−1) =
1
2
(degB ωC)+ (−G1 ·B)≥
1
2
(degB(ωC))≥ pa(B)
by 4-connectedness of C and nefness of OG2(−G1).
In order to conclude we are left to compute h0(G2 +Γ,ωG2+Γ ⊗ [ωG2+Γ(E)]−1 ⊗
F ) = h0(G2 +Γ,F (−E)).
F (−E) is a general invertible sheaf s.t.{
degB(F (−E)) = 12 degB ωC −E ·B ∀B ⊆ G2
degΓ(F (−E)) = 12 degΓ(ωG2+Γ)+
1
2 (G1−E) ·Γ+ δ
Therefore we obtain immediately that degB F (−E)≥ pa(B) on every B⊆G2, whereas
if B = B′+Γ with B′ ⊆ G2 it is
degB(F (−E)) =
1
2
degB(ωG2+Γ)+
1
2
(G1−E) ·B′+
1
2
(G1−E) ·Γ+ δ ≥ pa(B)
since by our assumptions G2 +Γ is numerically connected, (G1−E) ·Γ≥ 0, E ·B′ ≤ 0
and δ ≥ 12 (−G1 ·G2)≥ 12(−G1 ·B′).
In particular by Theorem 2.1 we get H1(G2 +Γ,F (−E)) = 0 and by Riemann-
Roch theorem we have h0(G2 +Γ,F (−E)) = h0(G2 +Γ,F )−E · (Γ+G2). Finally,
since OG1(−E) is NEF we have E · (Γ+G2) ≥ E · (Γ+G2 +G1) ≥ 4 because C is
4-connected, that is, h0(G2 +Γ,F (−E)) ≤ h0(G2 +Γ,F )− 4. Whence all the hy-
potheses of (iii) of Prop. 2.5 are satisfied and we can conclude.
If (E −G1) ·Γ < 0 we exchange the role of OG2+Γ(E) with the one of OG2+Γ(G1)
and we reply the proof “verbatim”, since our numerical conditions are symmetric in E
and G1.

6 The canonical ring of an even 4-connected curve
In this section we are going to show Theorem 1.1.
Proof of Theorem 1.1. For all k ∈ N we have to show the surjectivity of the maps
ρk : (H0(C,ωC))⊗k −→ H0(C,ω⊗kC )
For k = 0,1 it is obvious. For k ≥ 3 it follows by an induction argument applying Prop.
2.5 to the sheaves ω⊗(k−1)C and ωC.
For k = 2 the proof is based on the above results. If C is irreducible and reduced the
result is (almost) classical. For the general case we separate the proof in three different
parts, depending on the existence of suitable irreducible components.
Case A: There exists a not disconnecting irreducible curve Γ of arithmetic genus
pa(Γ)≥ 1.
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In this case, writing C = Γ+E , we have the surjections H0(C,ωC)։H0(Γ,ωC |Γ) and
H0(C,ωC)։ H0(E,ωC |E), whence we can conclude by the following commutative
diagram:
H0(Γ,ωΓ)⊗H0(ωC) →֒ H0(ωC)⊗H0(ωC) ։ H0(E,ωC)⊗H0(ωC)
r1 ↓ ρ2 ↓ r3 ↓
H0(Γ,ωΓ⊗ωC) →֒ H0(C,ω⊗2C ) ։ H0(E,ω
⊗2
C )
(where H0(ωC) =H0(C,ωC)). Indeed, since C is 4-connected and ωC is an even divisor
we get the surjection of the map r3 by Theorem 3.1, while Proposition 2.6 ensure the
surjectivity of the map r1, forcing ρ2 to be surjective too (cf. also [17, Thm. 6]).
Case B: There exists a disconnecting irreducible component Γ.
Let us consider the decomposition C = E +G introduced in Lemma 5.2. Then we have
the exact sequence
0 → H0(G,ωG)→ H0(C,ωC)→ H0(E,ωC)→ 0
and furthermore by Lemma 5.2 (i) also the map H0(C,ωC)→ H0(G,ωC) is onto. Re-
placing Γ with G we can build a commutative diagram analogous to the one shown
in case A. Keeping the notation r1,r3 for the analogous maps, by Theorem 3.1 and
Theorem 5.3 the maps r3 and r1 are surjectives, whence also ρ2 is onto.
Case C: Every irreducible component Γi of C has arithmetic genus pa(Γi) = 0 and it
is not disconnecting.
First of all notice that by connectedness for every irreducible Γh there exists at least
one Γk such that Γh ·Γk ≥ 1, and that h0(B,OB) = 1 for a curve B = ∑aiΓi ⊂C implies
Γi · (B−Γi)≥ 1 for every Γi ⊂ B.
We will consider separately the different situations that may happen.
C.1. There exist two components Γh,Γk (possibly h = k if multC Γh ≥ 2) such that
Γh ·Γk ≥ 2, and Γ = Γh +Γk ⊂C is not disconnecting.
Notice that by §4 we may assume C−Γ 6= /0. In this situation, setting E =C−Γ by
(ii) of Proposition 2.6 we can proceed exactly as in Case A.
C.2. There exist two components Γh,Γk (possibly h = k if multC Γh ≥ 2) such that
Γ := Γh +Γk ⊂C is disconnecting and Γh ·Γk ≥ 0.
In this case take E a maximal subcurve of C−Γk−Γh such that h0(E,OE) = 1 and
let G = C−E . Then we obtain a decomposition C = E +Γ+G′ with OG′(−E) NEF
on G′.
Firstly let us point out some useful remarks about this decompositions.
We have h0(E +Γk +G′,OE+Γk+G′) = 1 since Γk is not disconnecting in C and it
is immediately seen that also h0(Γk +G′,OΓh+G′) = 1 because OG′(−E) is NEF on
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G′. But pa(Γk) = 0, whence by the remark given at the beginning of Case C it is
Γk ·G′ ≥ 1. In particular H0(G,ωG)։ H0(Γh,ωG). Similarly we obtain Γh ·G′ ≥ 1,
H0(G,ωG)։ H0(Γk,ωG), and considering OΓ(E) we have E ·Γh ≥ 1 and E ·Γk ≥ 1.
Furthermore, since E ·Γ ≥ 4, may assume E ·Γh ≥ 2 .
We will consider firstly the subcase where Γh ·Γk ≥ 1 and secondly the case where
the product is null.
C.2.1. If Γh ·Γk ≥ 1 and Γ = Γh +Γk ⊂C is disconnecting, arguing as in Case B, the
theorem follows if we have the surjection of the multiplication map r1 : H0(G,ωC)⊗
H0(G,ωG)→ H0(G,ωC ⊗ωG). Considering the diagram
H0(Γ,ωΓ(E))⊗H0(ωG) →֒ H0(G,ωC)⊗H0(ωG) ։ H0(G′,ωC)⊗H0(ωG)
s1 ↓ r1 ↓ t1 ↓
H0(Γ,ωΓ(E)⊗ωG) →֒ H0(G,ωC ⊗ωG) ։ H0(G′,ωC ⊗ωG)
it is sufficient to show that s1 is onto since t1 is surjective by Prop. 2.9. To this aim we
take the splitting
0 → H0(Γh,ωΓh(E))→ H
0(Γ,ωΓ(E))→ H0(Γk,ωΓk (Γh +E))→ 0
Twisting with H0(G,ωG) = H0(ωG) (notice that H0(G,ωG)։ H0(Γh,ωG) and simi-
larly for Γk by the above remark), we can conclude since we have the surjections
H0(Γh,ωΓh(E))⊗H
0(Γh,ωG)։ H0(Γh,ωΓh(E)⊗ωG)
H0(Γk,ωΓk(Γh +E))⊗H
0(Γk,ωG)։ H0(Γk,ωΓk (Γh +E)⊗ωG)
because Γh ∼= Γk ∼= P1, and all the sheaves have positive degree on both the curves (see
[12, Corollary 3.a.6] for details).
C.2.2. Assume now Γh ·Γk = 0 and Γ = Γh +Γk ⊂C to be disconnecting.
If E ·Γh ≥ 2, E ·Γk ≥ 2 and G′ ·Γh ≥ 2, G′ ·Γk ≥ 2 then we consider the exact
sequence
0 → ωΓ(E)→ ωC|(G′+Γ) → ωC|G′ → 0
and we operate as in C.2.1.
Otherwise, without loss of generality, we may assume E ·Γh = 1 or G′ ·Γh = 1.
If E ·Γh = 1 then by 4-connectedness of C it is E ·Γk ≥ 3, G′ ·Γh ≥ 3, G′ ·Γk ≥ 3.
Let G = G′+Γh +Γk and consider the splitting C = E +G: as in the previous case
it is enough to prove the surjection of r1 : H0(G,ωC)⊗H0(G,ωG)→H0(G,ωC⊗ωG).
To this aim we take the following exact sequence
0 → H0(Γk,ωΓk(E))→ H
0(G,ωC)→ H0(G′+Γh,ωC)
By our numerical conditions |ωG| is base point free and by connectedness H0(ωG)։
H0(Γk,ωG).
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By [12, (2.a.17), (3.a.6)] (or simply since we have sheaves of positive degree on a
rational curve) we have the surjection H0(Γk,ωG)⊗H0(Γk,ωΓk (E))։ H0(Γk,ωG ⊗
ωΓk(E)).
On the contrary it is degOG′+Γh(−E)≥−1. Therefore we can consider a subsheaf
F ⊂ ωC|G′+Γh such that (F|G′+Γh)
⊗2 num∼ ωC|G′+Γh . Then for every B ⊂ G
′+Γh F|B
has degree at least pa(B)+ 1 whilst ωG⊗F−1 is an invertible sheaf of degree at least
pa(B). Whence by Prop. 2.9 H0(G′+Γh,ωG)⊗H0(G′+Γh,ωC)։H0(G′+Γh,ωG⊗
ωC) and then r1 is onto.
If G′ ·Γh = 1 then by 4-connectedness of C it is E ·Γh ≥ 3, E ·Γk ≥ 3, G′ ·Γk ≥ 3.
In this case we write ˜E := E +Γh, ˜G := G′+Γk. We have a decomposition C =
˜E + ˜G where ˜E is connected, ˜G is 3-connected. Moreover by adjunction we have the
isomorphism ω
˜G = ωC(− ˜E)| ˜G, where degO ˜G(− ˜E)≥−1.
Arguing as above the theorem follows if we prove the surjection of r˜1 : H0( ˜G,ωC)⊗
H0( ˜G,ω
˜G)→ H0(G,ωC ⊗ω ˜G).
To this aim let us show firstly that h0(G′,OG′) = 1. Indeed, since Γk is not dis-
connecting for C, whilst it is disconnecting for C−Γh it is h0(G′+Γh,OG′+Γh) = 1.
Therefore since degOΓh(−G′) =−1 and Γh ∼= P1 by the exact sequence
0=H0(Γh,OΓh(−G
′))→H0(G′+Γh,OG′+Γh)→H
0(G′,OG′)→H1(Γh,OΓh(−G
′))= 0
we obtain h0(G′,OG′) = 1. Going back to ˜G := G′+Γk let us take the exact sequence
0 → H0(Γk,ωΓk(E))→ H
0( ˜G,ωC)→ H0(G′,ωC)→ 0.
We have H0(Γk,ωΓk (E))⊗H0(Γk,ω ˜G)։ H0(Γk,ωΓk (E)⊗ω ˜G) since Γk ∼= P1.
Finally, taking a subsheaf F ⊂ ωC| ˜G such that (F ˜G)⊗2
num
∼ ωC | ˜G, we can consider
the two sheaves G1 := ωC ⊗F−1
num
∼ F , G2 := ω ˜G⊗F
−1
.
F ,G1,G2 satisfy the assumptions of Prop. 2.9, whence r˜1 is surjective and we can
conclude.
C.3. There exists two distinct irreducible components Γh, Γk such that Γh ·Γk = 0, and
Γ = Γh +Γk is not disconnecting.
In this case the situation is slightly different.
By §2.3 ρ2 : (H0(C,ωC))⊗2 ։ H0(C,ω⊗2C ) iff K0,1(C,ωC,ωC) = 0, and by [12,
(2.a.17)] it is K0,1(C,ωC,ωC) = K0,2(C,ωC).
Write C =A+Γh+Γk: since it is pa(Γi) = 0, pa(Γh+Γk) =−1 and all these curves
are not disconnecting then we can consider the long exact sequence of Koszul groups
(Prop. 2.7) for the decomposition C = A+Γh+Γk (respectively for the decompositions
C−Γh = A+Γk, C−Γk = A+Γh).
Let W = im{H0(ωC)→ H0(A,ωC)}. By Thm. 3.1 for i ∈ {h,k} and every q≥ 1 it
is K0,q(A+Γi,ωC) = 0; consequently it is K0,q(A,W,ωC) = 0 ∀q ≥ 1.
Therefore it is sufficient to prove that the following sequence is exact
K1,1(C,ωC)
ι
// K1,1(A,W,ωC)
pi
// K0,2(Γh +Γk,OΓh+Γk(−A),ωC)).
19
By [12, (2.a.17)] and adjunction we have
K1,1(Γk,OΓk (−A−Γh),ωC) = K1,0(Γk,ωΓk ,ωC).
By [12, (2.a.17), (3.a.6)] we get K1,0(Γk,ωΓk ,ωC) = 0 since Γk ∼= P1. Similarly
K1,1(Γh,OΓh(−A−Γk),ωC) = 0. Moreover, since Γh∩Γk = { /0} it is OΓk (−A−Γh)∼=
OΓk(−A) and OΓh(−A−Γk) ∼= OΓh(−A), whence we obtain the splitting of the exact
sequence of invertible sheaves
0 → OΓk(−A−Γh)→OΓh+Γk(−A)→OΓh(−A)→ 0,
and for every p,q the isomorphism
Kp,q(Γh+Γk,OΓh+Γk(−A),ωC))∼=Kp,q(Γh,OΓh(−A),ωC)
⊕
Kp,q(Γk,OΓk (−A),ωC))
In particular we get K1,1(Γh + Γk,OΓh+Γk(−A),ωC)) = 0, that is ι is injective. To
prove the surjectivity of pi we consider the following commutative diagram:
K1,1(C,ωC) _

  // K1,1(A+Γh,ωC) _
 **VV
V
V
V
V
V
V
V
V
V
V
V
V
V
V
V
V
K1,1(A+Γk,ωC)
''P
P
P
P
P
P
P
P
P
P
P
P
  // K1,1(A,W,ωC)
pi2

pi
**VV
V
V
V
V
V
V
V
V
V
V
V
V
V
V
V
V
pi1
// K0,2(Γk,OΓk (−A),ωC)

K0,2(Γh,OΓh (−A),ωC) // K0,2(Γh,OΓh (−A),ωC)⊕K0,2(Γk,OΓk (−A),ωC)
Now p is surjective since K0,2(A+Γk,ωC) = 0. Analogously q is surjective. Moreover
we have pi = (pi1,pi2), and K1,1(C,ωC) = K1,1(A+Γh,ωC)∩K1,1(A+Γk,ωC) (that is
the space of quadrics vanishing along C is given considering the intersection of the
quadrics vanishing along A+Γh, resp. along A+Γh). Therefore pi is surjective, which
implies K0,2(C,ωC) = 0.
C.4. For every irreducible subcurve Γi it is Γ2i ≤ 1, and for for every distinct pairs
Γi,Γ j it is Γi ·Γ j = 1; moreover the curve (Γi +Γ j)⊂C is always not disconnecting.
C.4.1. Assume that C contains three components Γ1,Γ2,Γ3 (possibly equal) such that
Γ1 ·Γ2 = Γ2 ·Γ3 = Γ1 ·Γ3 = 1 and Γ := Γ1 +Γ2 +Γ3 is not disconnecting. (Notice
that if C has only one irreducible component, then we are exactly in this case since
necessarily it is Γ21 = 1 and multC(Γ1)≥ 5).
In this case Γ is 2-connected with arithmetic genus =1, E =C−G 6= /0 and then we
can proceed as in Case A, since it is ωΓ ∼= OΓ.
C.4.2. Assume that C contains three components Γ1,Γ2,Γ3 (possibly equal) such that
Γ1 ·Γ2 = Γ2 ·Γ3 = Γ1 ·Γ3 = 1 and the curve Γ = Γ1 +Γ2 +Γ3 is disconnecting.
In this case we can write C−Γ1−Γ2 = E +Γ3 +G′ with E,G′ as in Lemma 5.2,
that is, we have a decomposition C = E +Γ+G′ with OG′(−E) NEF. Moreover it is
E ·Γ3 ≥ 1, G′ ·Γ3 ≥ 1 since Γ3 ∼= P1 and Γ1 +Γ2 is not disconnecting, and similar
inequalities hold for Γ1 and Γ2.
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Let G = G′+Γ. Since E is connected It is enough to prove that r1 : H0(G,ωC ⊗
H0(G,ωG)→ H0(G,ωC ⊗ωG).
Notice that for every i∈{1,2,3}we have degΓi ωG ≥ 0 and H
0(G,ωG)։H0(Γi,ωG).
Without loss of generality we may assume E ·Γ1 ≥ 2 since E · (Γ1 +Γ2 +Γ3)≥ 4.
We work as in Case C.2.1, i.e., we consider the splitting G = Γ+G′ and we take the
sheaf ωΓ(E). Then we have the exact sequence
0 → H0(Γ1,ωΓ1(E))→ H
0(Γ,ωΓ(E))→ H0(Γ2 +Γ3,ωΓ2+Γ3(Γ1 +E))→ 0
and by the same degree arguments adopted in Case C.2.1 it is immediately seen that
we have the surjective maps
H0(Γ1,ωΓ1(E))⊗H
0(Γ1,ωG)։ H0(Γ1,ωΓ1(E)⊗ωG)
H0(Γ2+Γ3,ωΓ2+Γ3(Γ1+E))⊗H
0(Γ2+Γ3,ωG)։H0(Γ2+Γ3,ωΓ2+Γ3(Γ1+E)⊗ωG)
that is, we get the surjection H0(Γ,ωΓ(E))⊗H0(ωG)։ H0(Γ,ωΓ(E)⊗ωG). Finally,
as in the previous cases H0(G,ωC)⊗H0(ωG)։ H0(G,ωC ⊗ωG) since OG′(−E) is
NEF, and then we can conclude that r1 is onto.
C.4.3. Finally, we are left with the case where C has exactly two irreducible compo-
nents, Γ1,Γ2 of nonpositive selfintersection: C = n1Γ1 + n2Γ2, Γ1 ·Γ2 = 1 and Γ2i ≤ 0
for i = 1,2.
We may assume Γ21 ≥ Γ22. Since C is 4-connected with an easy computation we
obtain Γ21 = 0 and multC(Γi)≥ 4. Moreover n2 is even since C is an even curve.
Notice that for every subcurve B = α1Γ1 +α2Γ2 ⊂C it is
B ·(C−B)=α2(n1+(n2−1)Γ22)−α2(α2−1)Γ22+α1(n2−2α2)≥α2(n1+(n2−1)Γ22)
(since we may assume 2α2 ≤ n2 by the symmetry of the intersection product), which
implies B · (C−B)≥ 4α2 since Γ2 · (C−Γ2) = n1 +(n2− 1)Γ22 ≥ 4.
If Γ22 = 0, we take E = 2Γ1 + 2Γ2. Then pa(E) = 1 and applying a refinement of
the above formula it is easy to see that C−E is numerically connected. In this case we
can conclude as in Case A.
If Γ22 < 0, let a1 = ⌈
n1
2 ⌉, a2 =
n2
2 and let G := a1Γ1 + a2Γ2, E := C−G = (n1 −
a1)Γ1 + a2Γ2.
Now E is numerically connected and G is 2-connected. Indeed, let us consider a
subcurve B = α1Γ1 +α2Γ2 ⊂G. Since 2G ·B≥G ·B we have B · (G−B)≥ 14 2B · (C−
2B)≥ 2 since 2B · (C− 2B)≥ 8α2 by the above formula. If B ⊂ E it is B · (E−B)≥
1
4 2B · (C−Γ1− 2B)≥ 1.
Therefore it is enough to prove the surjection of r1 : H0(G,ωC)⊗H0(G,ωG)→
H0(G,ωG ⊗ωC). We have the following exact sequence
0 → H0(a1Γ1 +Γ2,ωa1Γ1+Γ2(E))→ H
0(G,ωC)→ H0((a2− 1)Γ2,ωC)→ 0
and moreover H0(G,ωG)։ H0((a2 − 1)Γ2,ωG) since a1Γ1 +Γ2 is numerically con-
nected.
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By [6, Thms. 3.3] |ωG| is a base point free system on G since G is 2-connected.
Let W := im{H0(G,ωG)→ H0(a1Γ1 +Γ2,ωG)}. Then W is a base point free system
and moreover we have H1(a1Γ1 +Γ2,ωa1Γ1(E)⊗ωG−1) ∼= H1(a1Γ1 +Γ2,E − (a2−
1)Γ2) = 0 because Γi ∼= P1, Γ21 = 0, Γ1 ·Γ2 = 1 and (E−(a2−1)Γ2) ·Γ1 = 1, (E−(a2−
1)Γ2) ·Γ2 ≥ 1 since E is 1-connected. Therefore by Prop. 2.5 we have the surjection
H0(a1Γ1 +Γ2,ωa1Γ1+Γ2(E))⊗W ։ H
0(a1Γ1 +Γ2,ωa1Γ1+Γ2(E)⊗ωG)
Finally H0((a2−1)Γ2,ωG)⊗H0((a2−1)Γ2,ωC)։H0((a2−1)Γ2,ωG⊗ωC) fol-
lows from (i) of Prop. 2.5 taking H = ωC,F = ωG if OΓ2(E) is NEF, or F =
ωC,H = ωG if OΓ2(−E) is NEF.
Q.E.D. for Theorem 1.1
7 On the canonical ring of regular surfaces
In this section we prove Theorem 1.2. The arguments we adopt are very classical and
based on the ideas developed in [8]. Essentially we simply restrict to a curve in the
canonical system |KS|. The only novelty is that now we do not make any requests on
such a curve (i.e. we allow the curve C ∈ |KS| to be singular and with many compo-
nents) since we can apply Thm. 1.1.
Proof of Theorem 1.2.
By assumption there exists a 3-connected not honestly hyperelliptic curve C =
∑si=1 niΓi ∈ |KS|. Let s ∈ H0(S,KS) be the corresponding section, so that C is defined
by (s) = 0.
By adjunction we have (K⊗2S )|C = (KS +C)|C ∼= ωC, that is, C is an even curve; in
particular it is 4-connected. Thus we can apply Theorem 1.1, obtaining the surjection
(H0(C,K⊗2S ))
⊗k
։ H0(C,K⊗2kS ) ∀k ∈N.
Now let us consider the usual maps given by multiplication of sections
Al,m : H0(S,K⊗lS )⊗H
0(S,K⊗mS )→ H
0(S,K⊗(l+m)S )
al,m : H0(C,K⊗lS )⊗H
0(C,K⊗mS )→ H
0(C,K⊗(l+m)S )
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and consider the following commutative diagram
0

0

H0(S,K⊗(k−1)S )
Ck

∼=
// H0(S,K⊗(k−1)S )
ck

⊕
l +m = k
0 < l ≤ m
[
H0(S,K⊗lS )⊗H0(S,K
⊗m
S )
]
Rk

ρk
// H0(S,K⊗kS )
rk
⊕
l +m = k
0 < l ≤m
[
H0(C,K⊗lS )⊗H0(C,K
⊗m
S )
]

ρk
// H0(C,K⊗kS )

0 0
Here the left hand column is a complex, while the right hand column is exact. Moreover
• Ck is given by tensor product with s while ck is given by product with s
• Rk =
⊕
l +m = k
0 < l ≤m
rl ⊗ rm (where rl ,rm are the usual restrictions)
• ρk =
⊕
l +m = k
0 < l ≤ m
Al,m and ρk =
⊕
l +m = k
0 < l ≤m
al,m
Note that it is coker(ρk)∼= coker(ρk) for every k ∈ N.
Now, for S of general type, if pg ≥ 1 and q = 0 by [8, Thm. 3.4 ] ρk is surjective
for every k ≥ 5 except the case pg = 2, K2 = 1, which is not our case since otherwise
C would be a curve of genus 2 contradicting our assumptions. For k = 4 the map a2,2 is
surjective by Thm. 1.1. Whence ρ4 and ρ4 are surjective, and this proves the theorem.
Q.E.D. for Theorem 1.2.
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