A model of a hyperelliptic curve is called an imaginary or real model if it has one or two points at infinity, respectively. In this paper, we propose an algorithm to count points on hyperelliptic curves of genus 2 with real models defined over finite fields of large characteristics. We also estimate the complexity of our algorithm and prove that it has the same order as that of a previously known algorithm for imaginary models.
Introduction
Counting points on algebraic curves defined over finite fields is an important problem in algorithmic number theory. For example, we need to count points on curves and their Jacobian varieties to construct algebraic curve cryptography. When the characteristic of the field of definition is small, we can count points on hyperelliptic curves efficiently by using p-adic algorithms proposed by Satoh [1] , Kedlaya [2] , and others. When the characteristic is large, -adic algorithms are suitable.
Schoof [3] proposed an -adic algorithm to count points on elliptic curves using division polynomials. Pila [4] generalized Schoof's algorithm to arbitrary Abelian varieties, however, Pila's algorithm is not practical. Gaudry and Harley [5] and Gaudry and Schost [6] proposed practical algorithms to count points on hyperelliptic curves of genus 2 with imaginary models by using division polynomials defined by Cantor [7] .
In general, a hyperelliptic curve of genus g defined over a field of characteristic not equal to 2 has a model y 2 = f (x), where f has no multiple roots and deg f = 2g + 1 or 2g + 2. We say that the model is imaginary or real if deg f is odd or even, respectively. The model is imaginary if and only if it has only one point at infinity. Note that Kedlaya's algorithm [2] was extended to hyperelliptic curves with real models by Harrison [8] .
In this paper, we propose an algorithm to count points on hyperelliptic curves of genus 2 with real models. Our algorithm is a generalization of Schoof's algorithm. More precisely, the division polynomials defined by the author [9] are used in our algorithm instead of Cantor's division polynomials.
Note that Cantor's division polynomials are not defined for real models. As described in Section 2, a hyperelliptic curve has an imaginary model if and only if it has a rational Weierstrass point. Therefore, our algorithm can be applied to more general hyperelliptic curves of genus 2 than a previously known algorithm which uses Cantor's division polynomials.
This paper is organized as follows. In Section 2, we recall basic facts on hyperelliptic curves of genus 2 and Kummer surfaces. We also introduce the division polynomials constructed by the author [9] . In Section 3, we propose an algorithm to count points on hyperelliptic curves of genus 2 with real models. In Section 4, we estimate the complexity of our algorithm. In Section 5, we give a remark that we can improve our algorithm by using n -torsion points. In Section 6, we give a conclusion.
Hyperelliptic curves of genus 2
We first recall real and imaginary models of hyperelliptic curves of genus 2. We refer the reader to [10] for details. Let F be a field of characteristic not equal to 2. Let C be a hyperelliptic curve of genus 2 defined over F with a model y 2 = f (x), where f (x) ∈ F [x] has no multiple roots and deg f = 5 or 6. The model y 2 = f (x) is imaginary or real if deg f = 5 or deg f = 6, respectively.
An imaginary model has one point at infinity and a real model has two points at infinity. Let ∞ be a point at infinity. For a real model, we denote by ∞ the other point at infinity. Let ι : C → C be the hyperelliptic involution. Then ι(x, y) = (x, −y) for a finite point (x, y) ∈ C. When the model is imaginary, ι(∞) = ∞. When the model is real, ι(∞) = ∞ and ι(∞) = ∞. We say that P is a Weierstrass (or ramified) point if ι(P ) = P .
If C has an imaginary model defined over F , then C has a real model defined over F provided that F has more than 5 elements. On the other hand, C has an imaginary model defined over F if and only if it has an F -rational Weierstrass point (see [10, Proposition 2.1] or [11, Chapter 1, Section 1]). From now on, we mainly consider real models, however the following discussion is valid for imaginary models.
We explain Kummer surfaces following [11] . Let J be the Jacobian variety of C. Then J is an Abelian surface. Identifying P and −P on J, we obtain the Kummer surface K associated with J. The Kummer surface K is regarded as a hypersurface of degree 4 in P 3 . Let κ : J → K be the natural morphism. We write κ(P ) = (ξ 1 (P ) : · · · : ξ 4 (P )). Let O be the identity of J. We may assume that κ(O) = (0 : 0 : 0 : 1). Let G be a defining equation of K in P 3 . Then G is a homogeneous polynomial of degree 4. An explicit formula for G is given in [11, (3.1.8), (3.1.9)]. Note that deg ξ4 G = 2 in the formula. Let F be an algebraic closure of F . There exist homogeneous polynomials δ i in 4 variables and B ij in 8 variables which satisfy the following: For all P,
for all 1 ≤ i, j ≤ 4 (see [11, Chapter 3, Sections 4 and 5] ). The author [9] constructed polynomials which represent a multiplication map by using δ i and B ij . The following theorem follows immediately from [9, Theorem 3.3, Corollary 3.7, and Lemma 3.8].
Theorem 1 For all m
κ(mP ) = (μ m,1 (κ(P )) : · · · : μ m,4 (κ(P ))).
The polynomials μ m,i can be computed by using arithmetic operations in F [ξ 1 , . . . , ξ 4 ] (see [9, Remark 3.5] ).
Point counting
From now on, we assume that F = F q , where q is a power of an odd prime number p. We consider counting points on C and its Jacobian variety J.
We first recall some properties of the characteristic polynomial of the Frobenius map. We refer the reader to [12, Section 5.2] and [13, Chapter 5] for details. Let π q : J → J be the Frobenius map. Then the characteristic polynomial χ(T ) of π q is of the form
where s 1 and s 2 are integers. The order of J(F q ) satisfies #J(F q ) = χ (1) . Moreover, when
(1) In order to compute χ(T ), for each prime number , we find (s 1 mod , s 2 mod ) such that (1) holds for all P ∈ J[ ]. In usual, a unique pair (s 1 mod , s 2 mod ) is determined by (1) . Even if several pairs (s 1 mod Algorithm 1 Point counting for curves of genus 2 Input: C/F q : y 2 = f (x) Output: χ(T ) 1: m ← a prime with 2 · 3 · 5 · · · m > 12q. 2: for ← 2, 3, 5, . . . , m do: 3: Compute J[ ] (Algorithm 2).
4:
Find (s 1 mod , s 2 mod ) by (1). 5: end for 6: Compute s 1 and s 2 by (2) and the Chinese remainder theorem.
, s 2 mod ) satisfy (1), we can determine χ(T ) mod . For details, see [6, Section 3.4] .
By the Weil conjectures for Abelian varieties, which were proved by Weil, we have
Note that we can also use the following sharper bounds given by Elkies and Momose (see [14, Lemma 1]):
Let m be a prime such that 2 · 3 · 5 · · · m > 12q. Then we can compute the integers s 1 and s 2 from {(s 1 mod , s 2 mod ) | = 2, 3, 5, . . . , m } by the Chinese remainder theorem. This algorithm is summarized in Algorithm 1. In practice, when we only need the order of J(F q ), Algorithm 1 is used with the baby step giant step algorithm.
We consider the computation of J[ ] for each prime number . In the case of imaginary models, we use the division polynomials defined by Cantor [7] . However, Cantor's division polynomials can be defined only for imaginary models. In the case of real models, we use the division polynomials μ ,i defined by the author [9] (see Theorem 1).
Let P ∈ J(F q ). Then P ∈ J[ ] if and only if μ ,1 (κ(P )) = μ ,2 (κ(P )) = μ ,3 (κ(P )) = G(κ(P )) = 0.
Therefore it is sufficient to solve (3) in order to compute J[ ]. We solve (3) by using resultants. An algorithm to compute the set {P ∈ J[ ] | ξ 1 (P ) = 0} is shown in Algorithm 2. The points P ∈ J[ ] with ξ 1 (P ) = 0 can be computed by a similar algorithm. If (1) holds for an -torsion P ∈ J[ ], then (1) also holds for −P and the conjugates of P and −P over F q . Therefore, when Algorithm 2 is called in Algorithm 1, it is efficient to find candidates of (s 1 mod , s 2 mod ) in step 18 in Algorithm 2 instead of creating the list L.
Complexity
In this section, we estimate the complexities of the algorithms described in Section 3. We first review the costs of algorithms used in our algorithms. We assume that q is sufficiently large. The cost of an arithmetic operation in F q is (log q) 1+o(1) bit operations. Let M (n) be 7: forT ← each irreducible factor of T do: 8: Let αT ∈ F q be a root ofT . 9 :
10:
Factorize UT over F q (αT ).
11:
forŨ ← each irreducible factor of UT do: 12: Let βŨ ∈ F q be a root ofŨ .
13:
VŨ ← gcd(μ ,1 (ξ), μ ,2 (ξ), μ ,3 (ξ), G(ξ)), where ξ = (1, αT , βŨ , ξ 4 ).
14:
Factorize VŨ over F q (αT , βŨ ).
15:
forṼ ← each irreducible factor of VŨ do: 16: Let γṼ ∈ F q be a root ofṼ .
17:
Find P ∈ J(F q ) such that κ(P ) = (1 : αT : βŨ : γṼ ).
18:
Append P , −P and the conjugates of them over F q to L.
19:
end for 20: end for 21: end for 22: return L a function such that we can multiply two polynomials in F q [x] of degree less than n in at most M (n) operations in F q . We assume that M (n)/n ≥ M (m)/m if n ≥ m > 0 and that M (mn) ≤ m 2 M (n) for all n, m > 0. We can take M (n) = O(n log n log log n). See [15, Section 8.3] for more details on M (n). Moreover, we can compute the product of two polynomials in r variables of total degree less than n/2 in O(rM (n) n+r−1 r /n) operations in F q (see [16, Section 6 .1], here we use points in a geometric progression as evaluation points). We can compute the greatest common divisor and the resultant of two polynomials in F q [x] of degree at most n in O(M (n) log n) operations in F q (see [15, Corollaries 11.9 and 11.19] ). We can factorize a polynomial in F q [x] of degree n in (n 1.5+o(1) + n 1+o(1) log q)(log q) 1+o(1) bit operations by a randomized algorithm given by Kedlaya and Umans [17] . Moreover, when q = p k , the factorization can be done in n 1.5+o(1) (log q) 1+o(1) + k 1+o(1) n 1+o(1) (log p) 2+o(1) bit operations (see [17, Remark in Section 8.3] ).
We also need to estimate the complexity of computing the resultant of two multivariate polynomials of different total degrees. Since we could not find an appropriate reference for such a result while Bouzidi et al. [18, Lemma 4] gave a similar result for univariate polynomials over Z, we give a brief proof of the following lemma.
Lemma 2 Let f, g ∈ F q [y 1 , . . . , y r , x] be polynomials of total degree n and m, respectively. We assume that n ≥ m and that q is sufficiently large. Then we can (QED) We first consider the complexity of Algorithm 2. The polynomials μ ,i can be computed in 6+o(1) operations in F q . The total degrees of μ ,i (1, ξ 2 , ξ 3 , ξ 4 ) and G(1, ξ 2 , ξ 3 , ξ 4 ) are at most 2 and 4, respectively. Hence the resultants in step 3 can be computed in 6+o (1) operations in F q by Lemma 2. Similarly, the resultants in step 4 are computed in 6+o(1) operations in F q since the total degree of R i is at most 4 2 . The greatest common divisor in step 5 is computed in 4+o(1) operations in F q since deg S i ≤ 16 4 . The factorization in step 6 takes ( 6+o(1) + 4+o(1) log q)(log q) 1+o(1) bit operations since deg T ≤ 16 4 .
Let dT = degT for an irreducible factorT of T . For eachT , we can compute U in 2+o (1) (1) bit operations. Let β be a root of UT . Then (αT , β) is a solution of R 1 (ξ 2 , ξ 3 ) = R 2 (ξ 2 , ξ 3 ) = 0. Hence, by Bézout's theorem, we have T dT d UT ≤ 16 4 . Therefore the bit complexity of the factorizations of all UT in step 10 is (1) .
Let dŨ = degŨ for an irreducible factorŨ of UT . 
Hence the cost of the factorizations of all VŨ in step 14 is 6+o(1) (log q) 1+o(1) + 4+o(1) (log q) 2+o(1) bit operations. The costs of the remaining steps are negligible. Summarizing the above argument, we conclude that the expected cost of Algorithm 2 is 6+o(1) (log q) 1+o(1) + 4+o(1) (log q) 2+o(1) bit operations. Next, we consider the cost of Algorithm 1. For P ∈ J(F q ), we denote by F q (P ) the minimal field of definition for P . Let S P = {P, π q (P ), π 2 q (P ), . . . }. Then S P is finite and #S P = [F q (P ) : By the prime number theorem, we have = O(log q). Hence the bit complexity for each is (log q) 7+o (1) . Since the number of prime numbers is O(log q), the bit complexity of the whole algorithm is (log q) 8+o(1) . Therefore we have the following theorem.
Theorem 3
The expected complexity of Algorithm 1 is (log q) 8+o(1) bit operations.
Note that the algorithm of Gaudry and Schost [6] has the same complexity.
Using n -torsion points
As noted by Gaudry and Schost [6] , we can improve the algorithm by using n -torsion points. This does not affect its asymptotic complexity.
Let P 1 ∈ J[ ]. It is sufficient to compute P k+1 ∈ J(F q ) satisfying P k+1 = P k for k = 1, 2, . . . , n − 1. By Theorem 1, we have (μ ,1 (κ(P k+1 )) : · · · : μ ,4 (κ(P k+1 ))) = κ(P k ).
We obtain κ(P k+1 ) by solving (4) and G(κ(P k+1 )) = 0. The equations can be solved by using resultants.
Conclusion
In this paper, we proposed an algorithm to count points on hyperelliptic curves of genus 2 with real models. We also proved that the expected cost of our algorithm has the same order as the algorithm of Gaudry and Schost [6] . It is future work to improve our algorithm in practice by avoiding factorizations and to construct a hyperelliptic curve suitable for cryptography by using our algorithm.
