In this article, we propose a new numerical approach to high-dimensional partial differential equations (PDEs) arising in the valuation of exotic derivative securities. The proposed method is extended from [22] and uses principal component analysis (PCA) of the underlying process in combination with a Taylor expansion of the value function into solutions to low-dimensional PDEs. The approximation is related to anchored analysis of variance (ANOVA) decompositions and is expected to be accurate whenever the covariance matrix has one or few dominating eigenvalues. A main purpose of the present article is to give a careful analysis of the numerical accuracy and computational complexity compared to state-of-the-art Monte Carlo methods on the example of Bermudan swaptions and Ratchet floors, which are considered difficult benchmark problems. We are able to demonstrate that for problems with medium to high dimensionality and moderate time horizons the presented PDE method delivers results comparable in accuracy to the MC methods considered here in similar or (often significantly) faster runtime.
Introduction
In most common models, the values of financial derivatives are equivalently characterised as the expected value of a payoff functional under some stochastic process or the solution of an associated partial (integro-)differential equation. The two dominant classes of numerical methods in derivative pricing are therefore Monte Carlo methods (see, e.g., [7] ) for estimating the expectation via simulation and discretisation methods (see, e.g., [1, 24] ) for approximating the solution to the respective PDE (where we include lattice, spectral and Fourier methods in the latter group for the properties we shall discuss now). Simulation methods are well suited to track path-dependent quantities which determine the payoff of exotic derivatives, and scale favourably with the dimension of the process. However, the convergence in the number of samples is slow and they require additional approximations to early exercise strategies. Conversely, conventional PDE discretisation methods incorporate early exercise features easily and allow fast convergence in the number of nodes used in each direction, which makes them very efficient for low-dimensional problems, but they become intractable as the dimensionality increases.
The effort to solve N-dimensional PDEs numerically with standard grid-based methods grows exponentially with N and even more sophisticated PDE methods tailored to highdimensional approximation, such as those based on sparse grids, are typically not able to deal with practical problems where N exceeds about five to eight, see [10, 11, 14, 22] . Given especially the advantages in dealing with early exercise, it would be not only of academic interest but also practically very relevant, to be able to solve generic high-dimensional derivative pricing problems with PDE methods.
In this paper, we adapt an approach from [22] which computes an approximate solution of an N-dimensional PDE by solving O(N p ) PDEs of maximum dimension d ≪ N. In fact, we will see that p = 1 and d = 2 is usually sufficient for practically adequate accuracy. The underlying principle of this and related approaches is an anchored ANOVA-type decomposition (see [19] ) of a solution u(z), z ∈ R N , into u(z) = u 0 (a) + 
where we associate u ∅ with u 0 , u {i} with u i etc. The terms on the right-hand side each only depend on a subset of the coordinates, z v = (z i 1 , . . . , z i |v| ), and a chosen 'anchor' a = (a 1 , . . . , a N ). This has been successfully applied to quadrature problems from finance in [9] , and its relation to the PDE expansions in [22] , which form the basis for the present work, is highlighted in [21] and [23] .
Key to the efficiency of this approximation as a numerical method is that the relative importance of u v decays rapidly with increasing |v|, as |v| is the dimension of the coordinate space of u v . This can be achieved by a coordinate transformation of the underlying stochastic process and of the corresponding forward or backward PDE. Optimal linear transformations taking into account the payoff function are analysed in [12] , while here we consider the principal components of the covariance matrix Σ of the Brownian driver of the process. The accuracy of the approximate solution obtained by truncating (1) after a small number of terms with small |v| then depends largely on the (relative) sizes of the eigenvalues λ i of Σ, 1 ≤ i ≤ N. This will be motivated in Section 2 by expanding the value function in λ i . We follow here [22] , who first introduced this idea for vanilla basket options.
In this article, we demonstrate the wider applicability in situations where no closedform solution is known and accurate Monte Carlo estimates are difficult to obtain. A prime candidate for using this technique in practice is the LIBOR market model for the joint evolution of LIBOR rates with different tenors. To value path-dependent products such as TARNs (Targeted Accrual Redemption Notes), Snowballs or Ratchets, and early exercise options such as Bermudan swaptions, indeed the whole yield curve has to be taken into consideration, which makes the problem genuinely high-dimensional for long enough maturities. The PCA-ANOVA-based PDE approach presented here is very well suited to this setting even in high dimensions, because LIBORs with similar tenors are strongly correlated, such that one observes a fast decay of the eigenvalues, as is seen from Fig. 1 in Section 4. On the example of Bermudan swaptions, even when including the first order terms with |v| ≤ 1 alone, only a mild loss of accuracy is observed as the dimensionality, determined by the number of LIBORs considered, ranges up to 50-60. This deterioration appears to be an effect mostly of the time to maturity rather than the dimension increase alone. For longer running contracts, the higher order terms in (1) become more relevant.
A similar decay of accuracy for longer maturities is observed with the commonly used Monte Carlo method presented in [2] . There, the necessary restriction of the class of exercise strategies there produces a gap between lower and (dual) upper bounds which widens as the maturity increases. The accuracy of these Monte Carlo results is comparable with the PDE ones, which are obtained in a small fraction of the computational time. Additionally, the expansion (1) implicitly defines a systematic accuracy improvement and is relatively straightforward to implement. We study this in Section 5.4.
Overall, in this paper we
• extend the PDE expansion method for derivative pricing from simple, log-normal equity basket models to complex, practically relevant applications with high-dimensional underlying processes, in particular path-dependent and early-exercise options on the LIBOR curve;
• benchmark the PDE expansion method against widely used Monte Carlo methods for options on the yield curve and thereby demonstrate for the first time that the PDE expansion method can outperform state-of-the-art Monte Carlo methods for such complex and high-dimensional applications;
• present a systematic and generic approach to construct higher order approximations and give numerical results demonstrating clearly the accuracy improvement achieved.
The rest of this paper is organised as follows: Section 2 introduces the PCA-based PDE expansion method, and Section 3 discusses its relation to anchored ANOVA decompositions. In Section 4 we apply the approach to the LIBOR Market Model, and in Section 5 show numerical results for two LIBOR derivatives, Bermudan swaptions and Ratchet floors. Section 6 summarizes the results and discusses extensions.
2 A PCA-based PDE expansion method 2.1 Basic PDE formulation and PCA
Consider asset value processes
on a probability space {Ω, F , P} with filtration
A European option is characterised by its payout function G : R N → R, which determines the amount G(X T ) its holder receives at time t = T . The arbitrage-free value of the option relative to the numéraire N is then
assuming that standard technical conditions hold 1 . Here G(·) is the absolute payoff at time T . By the Feynman-Kac theorem, V satisfies the parabolic PDE
where for simplicity of notation we have used the relative payoff g(·) = G(·)/N (T ). Equation (6) naturally generalises to the Bermudan and Ratchet cases discussed later, which are modelled by the introduction of additional, intermediate conditions at a fixed, finite set of tenor times T 1 , . . . , T N . Assume now that ρ and σ are constant and µ a function of t alone. Let Σ be the covariance matrix, Σ ij = σ i ρ ij σ j for all 1 ≤ i, j ≤ N. Let Q ∈ R N ×N be the orthogonal matrix of eigenvectors of Σ and let the eigenvalues λ i be sorted in descending order, i.e.,
where
1 See, e.g., [6] .
leads to
where V (t, X) = u(τ, z) and
Here the rotation with Q T eliminates mixed derivatives and the translation by β(τ ) eliminates the first order terms. This can be seen by a straightforward calculation of the partial derivatives in the new coordinates (see also [20] ).
Taylor expansion
Consider now u as a function also of the vector λ = (λ 1 , . . . , λ N ) of eigenvalues. For any point λ 0 ∈ R N and s > 1, we can define δλ ≡ λ − λ 0 and can formally write down the s-th order Taylor expansion at λ 0 as
The error term is justified for sufficient regularity of u. A typical choice of expansion point would be λ 0 = (λ 1 , . . . , λ r , 0, . . . , 0) for some r ≥ 1. We can then choose suitable finite difference approximations ∆ (i 1 ,...,im) (u) to each partial derivative with respect to λ i 1 , . . . , λ im . For example, Hilber et al. [11] propose to use high order compact finite difference stencils introduced in [15] , while we use stencils based on Lagrangian interpolation as given in Table 7 .
Choosing δλ i as stepsize in direction i and denoting for each m by t m + 1 the lowest approximation order of any ∆ (i 1 ,...,im) , we have
making explicit all arguments the finite difference approximation depends on. We additionally set ∆ 0 (u; z, τ ; λ, λ 0 ) ≡ u(z, τ ; λ 0 ). The finite difference approximation will contain the values u(z, τ ; λ ′ ) for different values of λ ′ , which depend on λ, λ 0 , and the finite difference formula itself. For all sensible finite difference approximations to derivatives of mixed order m, the number of non-zero elements of λ ′ will be m ≪ N plus the number of non-zeros of λ 0 . The computation of u(z, τ ; λ ′ ) for a λ ′ with k non-zero components can be accomplished by the solution of a k-dimensional PDE of the form
instead of the full N-dimensional one. Insertion of (12) in (11) gives us
The overall approximation order is t + 1, where t = min{t 1 , . . . , t m , s}, and the error is ǫ = O ( δλ t+1 ).
First-order, first eigenvalue case
A good choice of λ 0 and the number of terms to include in the Taylor expansion depends on the problem at hand. However, it is a common feature of processes with strong correlation that there is a dominant eigenvalue which is much larger than the rest of the spectrum. This is also the case for the model parameters illustrated in Fig. 1 in Section 4.
This motivates to expand up to first order, n = 1, around λ 0 = (λ 1 , 0, . . . , 0). Using a simple first-order forward finite difference approximation
to the first derivative, where e i is the i-th canonical basis vector, i > 1, we get a scheme with overall order t = min{2, 1 + 1} = 2. The corresponding error is of size O( δλ
To evaluate (14) up to n = 1, we have to solve the one-dimensional PDE ∂u ∂τ
and the N − 1 two-dimensional PDEs
2 ≤ i ≤ N, and obtain the approximate solution
The superscript (1, 1) of u in (18) indicates that λ 0 has one non-zero element, and we are truncating the Taylor expansion after the first term. The largest dimension of any PDE to be solved is 1+1=2.
3 Generalisations and relation to anchored ANOVA Anchored ANOVA-decompositions are used in [9] to obtain dimension-adaptive approximations to option values expressed as integrals over high-dimensional spaces; [23] point out a relation to the expansions from [22] by utilising the integral representation of the solution to the heat equation; [21] discusses these ideas jointly in the PDE context.
We formulate the problem in slightly more general terms here as befits the applications later on. Consider the situation where Z = (Z 1 (t), . . . , Z N (t)) t≥0 is an N-dimensional Markov process and where the time t value u of a contingent claim is fully determined by Z(t) and the time to maturity T −t. We therefore write this value as u(Z(t), T −t). Define, for a set v = {i 1 , . . . , i m } ⊆ {1, . . . , N}, auxiliary processes
∈ v, and we impose that the joint law of {Z
To be more specific, in the common case where Z is defined through a stochastic differential equation (SDE) of the type
which are constant in directions i ∈ {1, . . . , N}\v, i.e., Z v i (t) = Z v i (0) for those i. A particular example studied in [9, 23] , which is related to the valuation of Europeanstyle derivatives, is
where τ = T − t is the time to maturity, g is the payoff function and the expectation is taken with respect to an explicitly known probability measure. In that case, we define approximations based on the process Z v in (21) as
where a ∈ R N with a i = Z i (0), z v = (z i 1 , . . . , z i |v| ), i.e., we anchor the solution at the initial value of this stochastic process.
The forward and backward PDEs for processes of the type (20) are second order linear parabolic. To get from the PDE for (22) to the one for (23) , the coefficients of all derivatives in directions x i are set to zero for i / ∈ v, as per (21) .
The coordinates z in (7) were chosen specifically as the principal components of the covariance matrix of a diffusion process X, for constant µ and σ, in which case µ Z,i = 0 and σ 2 Z,i = λ i . A similar construction is used and analysed in [11] . The PDE satisfied by u v in (23) is (13) with λ ′ set to
As the solution u v , v = {i 1 , . . . , i |v| }, only depends on the sub-vector of coordinates
is well-defined and gives a suitable anchored ANOVA decomposition of u (see [9] and the references therein) as given in (1), where τ is an additional argument of all terms.
For optimal stopping problems, such as the Bermudan swaptions studied later, the analogue to (22) and (23) is
where T, T v are suitable sets of stopping times. For path-dependent options, the process Z has to be set up to include the pathdependent quantity in order to bring it back into the assumed Markovian framework. In Section 5.3, we demonstrate this on the example of a ratchet floor. As the path-dependent quantity is reset at discrete time points, the corresponding component of Z is a jumpprocess instead of following an SDE of the form (20) .
The general principle is that we define u v as the "solution of the problem with Z replaced by Z v ". To re-iterate, the key is that Z v changes only in |v| dimensions and is constant in the remaining N − |v| dimensions. This means that u v can be found by solving |v|-dimensional (e.g., PDE) problems instead of the N-dimensional one.
The link between (1) and (14) can now be established if we pick
v as in (24), and, inductively (skipping z and τ as argument of ∆ for brevity),
for i l = i m , 1 ≤ l < m ≤ k + 1, and 0 otherwise. Only terms of mixed first order are present and absorb all higher order terms -see next paragraph. Then, the precise relation between ANOVA terms and the finite difference approximation to the Taylor expansion is
The relation between ANOVA and multi-variate Taylor expansions in the coordinates is discussed in [8] . The twist here is to apply the expansion in δλ i instead of z i . A further point to note is that if the above expansion is truncated to include terms up to |v| = n < N, it is only of first order accurate in δλ i . For relatively large δλ i and smooth solutions, the inclusion of higher order Taylor terms in individual and mixed directions and higher order finite difference formulae may be preferable as we will see in Section 5.3. The extra cost is small as typically the dimensionality of PDEs involved will not increase. What distinguishes the above expansion from other finite difference approximations is that it is an exact decomposition, i.e., if we include all terms up to degree N, we recover the exact solution irrespective of its smoothness.
In a variation to (1), we can consider a decomposition, where in addition to the anchor a, all contributions may also depend on the first coordinate,
and, generalising this from one to r ≥ 1 coordinates,
Clearly, in relation to Section 2.2, this corresponds to using λ 0 = (λ 1 , 0, . . . , 0) and λ 0 = (λ 1 , λ 2 , . . . , λ r , 0, . . . , 0), resp., and an adaptation of the finite difference formulae.
The goal is to find a decomposition where the contributions u (r) i 1 ,...,ip decay fast with increasing r and increasing p, in order for the approximations
for s ≤ N − r to be accurate for small r + s. The approximation from Section 2.3 corresponds to r = s = 1. In [5] , a natural link between ANOVA decompositions and dimension adaptive sparse grids is exploited to construct a priori as well as a postiori optimal approximations to high-dimensional functions.
The effect of higher-dimensional terms in the cases r = 2, s = 1 and r = 1, s = 2 is illustrated in [23] for equity basket options, extending the case r = 1, s = 1 in [22] . The data there have in common with our set-up the presence of a dominant eigenvalue, such that the case (r, s) = (1, 2) gives a notable improvement over (1, 1) for arithmetic average basket options by capturing the second order terms in the small eigenvalues, while (r, s) = (2, 1) does not give a big accuracy gain.
We will give numerical results up to r = 5 and s = 3 in Section 5.3, in the context of the LIBOR Market Model described in the following section.
Application to the LIBOR Market Model
We now apply the PCA-ANOVA approach to practically relevant examples from interest rate markets: LIBOR market derivatives. Forward rates will be assumed to follow the LIBOR Market Model (LMM), which is one of the most widely used models [3, 6, 16] and the basis for a variety of extensions. The methods studied here have the potential to be applied to those as well. Our notation and definition of the LMM follows [6] .
As traded product at time t consider a (zero-coupon) bond P (t, T ), T ≥ 0, that pays 1 at time T ≥ t. The forward LIBOR with fixing date T and payout date T ′ is then defined on the same probability space (Ω,
For a fixed tenor structure
the LMM now describes a finite number of forward rates
For example, two practically important values for α are 0.25 and 0.5 for 3-month and 6-month LIBOR. The full dynamics for each L i (t), t ≤ T i , under the equivalent martingale measure Q n+1 , 1 ≤ n ≤ N, associated with choosing the bond P (T n+1 ) as numéraire, are
where for t ≤ T n+1 and similarly
for t > T n+1 . Our model for the correlation structure is taken from [13] with
The eigenvalues of the covariance matrix Σ decrease rapidly. Figure  1 demonstrates this for N = 21 and N = 41 and different values of φ. The first eigenvalue λ 1 is significantly larger than the second and following eigenvalues. For example, for φ = 0.0413 we have λ 1 = 0.64, λ 2 = 0.11, λ 3 = 0.03 (N = 21) and λ 1 = 1.01, λ 2 = 0.30, λ 3 = 0.11 (N = 41). This motivates the use of the first order, first eigenvalue approach from Section 2.3, i.e., r = s = 1. In the case N = 41, one might consider going to r = 2 based on the eigenvalues alone, but we will see in the numerical tests for the Bermudan swaption that even with r = 1 the result lies within the Monte Carlo bounds.
We now choose the terminal bond P (T N +1 ) as numéraire and combine the LIBOR dynamics in equations (41)-(43) and our covariance structure with equation (5) to obtain a PDE satisfied by the value function of derivatives on the LIBOR curve. A complication arises in the transformation (7) to the heat equation (9) , as the drift term β i in (8) was assumed to depend only on τ whereas with µ i as in equation (42) it also depends on L j , j > i.
To make the PCA approach directly applicable, we first approximate the drift term. A common approach in practice is to "freeze" the drift at its initial value by setting
This introduces an error in the drift that grows with L j (t) − L j (0), and the approximation can be expected to be reasonably accurate for moderate values of T N and σ. We will confirm this numerically by comparing the PDE results to Monte Carlo estimates with and without drift approximation. A more accurate procedure is suggested in Section 6. A second point of consideration is that L i (t) is only financially meaningful for t ≤ T i . In order not to have to change the underlying set of arguments of the value function, and hence the PCA, at every tenor time T i , we consider "extended" LIBORs which are also defined for T i < t ≤ T N . In the case of constant ρ and σ, a possible extension is obtained by demanding that L i (t) follows (41) for all 0 ≤ t ≤ T N . Note that the exact option value does not depend on L i (t) for t > T i and is thus not affected by this extension.
Applying the first order, one-dimensional PCA ANOVA approach from Section 2.3 now leads to the approximate solution
where λ 0 = (λ 1 , 0, . . . , 0),
and
Here, Q is the orthogonal matrix of eigenvectors of Σ, and λ the vector of eigenvalues.
The initial condition for all PDEs is given by g(L) where g is the payoff at time T . The quantity of interest is
Implementation and numerical results
We study two types of derivatives to test the flexibility and accuracy of the approach and benchmark against Monte Carlo results:
• short-to long-running Bermudan swaptions, where the combination of high-dimensionality and early exercise presents challenges for PDE and MC methods;
• a ratchet floor, where the path-dependency is conceptually straightforward to include in a MC solver and needs adaptation of the PDE solver.
Implementation of PDE solvers
To compute the approximate solution defined by equation (46) we need to numerically solve one-and two-dimensional PDEs of the type (16) and (17) . These are standard and we used the following approach. The computational domain is unbounded in the z-coordinates. To avoid the introduction of artificial boundary conditions necessary when localising the domain, for each coordinate z i , we map the interval (−∞, ∞) to (0, 1) via
with parameters γ i and c i . Under a standard growth condition on the solution at infinity, the resulting PDE is fully specified without boundary conditions at z i ∈ {0, 1}, because the resulting non-constant coefficients of the transformed diffusion-equation vanish sufficiently fast at the boundaries (see [22, 25] ). For call-type options such as the Bermudan swaption discussed below we apply a payout cutoff at a value g max = 1000, which does not significantly impact the computed option value.
We consider an equidistant grid with J + 1 gridpoints along each axis, such that in original coordinates the mesh is denser in the interesting region, which depends on the LIBOR rates at τ = 0. For instance, in the case L i (0) = 0.1, which will be considered later, we choose γ i and c i such that LIBORs between 0.02 and 0.5 are mapped to the interval [0.1, 0.9].
For the discretisation we use the Crank-Nicolson scheme with central spatial differences. In the two-dimensional case, we combine this with an Alternating Direction Implicit (ADI) factorisation [18] , such that the resulting tridiagonal matrix systems can be solved efficiently in linear time (i.e., proportional to the system size). As the coefficients of the PDEs are constant in time, an initial LU factorisation of the tridiagonal matrices gave significant further speed-up.
Depending on the derivative contract, there can be additional parameters and interface conditions to be taken into account. The two examples we considered are Bermudan swaptions, which offer early exercise rights at discrete points in time, and Ratchet floors, where a strike parameter is reset depending on LIBORs at tenor dates, which makes the payoff strongly path-dependent. We describe both in more detail in the next sections.
All prices reported are relative to the bond at time t = T 1 = 0, i.e., in units of P (T 1 ).
Bermudan swaption
A Bermudan (payer) swaption with strike price K can be exercised at any one of a set of exercise dates {T e 1 , . . . , T e N ′ } ⊆ {T 1 , . . . , T N }. Here, we consider as an example 3-month LIBOR, i.e., α = 0.25 and T i = α (i − 1) = 0.25 (i − 1) for 1 ≤ i ≤ N, and Bermudan swaptions which can be exercised yearly, i.e., {T e 1 . . . , T e N ′ } = {T 1 , T 5 , T 9 , . . . , T N }, assuming that N − 1 can be divided by 4. If the Bermudan swaption is exercised at T i then the holder receives a (payer) swaption with payout
The value V BS,1 of a Bermudan swaption is thus determined by backward induction through V BS,N = V Swaption,N and
Between T i and T i+4 , i ∈ {1, 5, . . . , N − 4}, the value function V BS,i satisfies the LMM PDE (5)- (6), (41)- (43), which we approximate by PCA and first order anchored ANOVA decomposition as discussed in Section 4. The interface condition (52) can easily be incorporated in the present PDE discretisation by evaluating (52) on the computational grid.
As reference solutions for the PDE results we use Monte Carlo (MC) estimates. The numerical approximation of multi-dimensional American and Bermudan options by Monte Carlo methods is an area of active current research. We mention recent work on the computation of tight bounds via iteration approaches (e.g., [13] ) and via pathwise optimisation (see [4] ). Here, we use the well-established and popular primal-dual approach for exercise policy learning due to Andersen and Broadie (see [2] ), which provides Monte Carlo estimates for a lower bound V In the simulations, we used N 1 = 10 6 paths for learning the exercise policy (of type 'exercise strategy 1' in the notation of [2] ), N 2 = 10 7 paths to calculate the lower bound and N outer = 5000 and N inner = 1000 paths for the outer and inner MC runs to compute the upper bound. For the time discretization of the LMM SDEs we used the log-Euler scheme with M M C = 5 time steps per interval of length α. In the tests with "frozen" drift (i.e., lognormal LIBORs), the discretisation is exact for M ≥ 1. For the PDE we used J = 601 grid points in every direction and the Crank-Nicolson scheme with M P DE = 10 time steps per time interval of length α. The numerical parameters, summarised in Table  1 , were chosen such that the numerical error is small compared to the difference between PDE and MC solution and is typically of order 0.1% or less of the derivative value.
Numerical results
Results for Bermudan swaptions at-the-money (ATM, K = 0.1) are shown in Table 2 . The PDE results are compared to the values calculated by MC simulation with frozen and full drift, to disentangle the effects of the drift approximation on the one hand and the dimension reduction on the other. The model parameters chosen were φ = 0.0413 and c = 0.2, with a flat initial LIBOR curve with L i (0) = 0.1, all identical to [13] .
In these tests, the PDE method shows very good accuracy for up to N = 41: V P DE is above V − M C and below the upper MC bound in almost all cases for N = 21 or N = 41. For lower N it is often slightly higher than the (in these cases fairly tight) upper bound, but the difference ∆ abs to the middle value V − M C + ∆ 0 /2 -which is considered to be a better estimate for the true price than both the lower or upper bound in [13] -is always less than 2.6 basis points. For N = 61 − 101, the PDE values are still close to the MC values. They are above the upper MC bound for N = 81 and N = 101, though. Taking into account the relatively large difference between lower and upper MC bounds, this seems to indicate that the applicability of the first-order, one-dimensional version of the PCA-ANOVA approach reaches its limits (in this setting) for problems with N higher than 50 − 60 (as does the MC approach used here).
In-the-money (ITM, K = 0.09) and out-of-the-money (OTM, K = 0.11) results are similar and are shown in Tables 9 and 10 in Appendix A. As the overall value is largest for ITM and lowest for OTM options, the relative difference ∆ rel = ∆ abs /(V − M C + ∆ 0 /2) is typically smallest for ITM options and largest for OTM options.
To assess the PCA-ANOVA approach under a range of market conditions, we present simulations for ATM Bermudan swaptions with differing parameters: Figures 2 and 3 show the results for varying correlation and volatility. For stronger correlation and lower volatility, where one would expect the highest accuracy, the PDE solution lies approximately in the middle between the lower and upper MC bound. For weaker correlation and higher volatility it tends towards and reaches the upper MC bound. Table 3 shows that the PCA approach also performs well for a lower initial LIBOR curve with L i (0) = 0.02 for all 1 ≤ i ≤ N.
Finally, Figure 4 shows how the value of the PDE approximation changes when we consider in (46) only the 1-dimensional PDE solution and the 2-dimensional PDE solu- tions associated with the k largest eigenvalues. Specifically, the case k = 1 is the onedimensional approximation using the first principal component, and the case k = 2 the standard two-dimensional PCA approximation. The contributions for different eigenvalues approximately lie on a line with slope −2 in the log-log-plots in Figure 4 , just as the eigenvalues in Figure 1 , i.e., they show the same decay. Since the i-th contribution is equal to λ i ∂u ∂λ i
, this suggests that the partial derivatives
are all of similar size. Evidently, it is in fact necessary to include the contributions from several of the largest eigenvalues to compute an accurate solution. At the same time, the solution levels out after including about 10 dimension. This is in line with the decay of the eigenvalues and the fact that the payoff in this case is almost parallel to the eigenvector of the first dimension. For models where the eigenvalues of the covariance matrix decay fast enough -which includes many models in mathematical finance -the PCA-ANOVA PDE approach might be used with a fixed number k for a wide range of values N. This further reduces the computational effort -which in the given case is roughly proportional to k -without sacrificing significant accuracy.
Run times
While considerable effort went into the efficient implementation of both the PDE and MC methods, there is still room for performance improvement, for instance on the algorithmic level and in the numerical parameter choices. Thus we only want to comment on approximate run times: For the PDE calculations, the computation times for N = 5, 11, 21 and 41 were on the order of 10, 60, 240 and 1000 seconds, resp., using Matlab on a AMD Phenom(tm) II X4 925 Processor (2.8 GHz) with 3.8 GB RAM. The run time is roughly quadratic in N, because the number of PDE solutions required to evaluate (46) is N, and the expiry is T = N/4, so the number of (Crank-Nicolson) time steps with fixed step size, for a given PDE, is proportional to N.
For the MC simulations the corresponding computation times were of order 250 + 65, 1100 + 600, 4000 + 5200 and 17000 + 44000 seconds, resp., for frozen drift and 250 + 65, 1200 + 700, 4500 + 5700 and 20000 + 54000, resp., for full drift. Here the first number is the computation time for the lower bound and the second number is the additional time necessary to compute the upper bound. The run time is roughly quadratic in N for the lower bound, since N processes have to be simulated over N tenor dates, and roughly cubic in N for the upper bound.
Despite the approximate nature of these computation times, it becomes clear that the PDE method is not only competitive time-wise, but indeed faster by a factor of 25 − 70 in our implementation. To get an optimal allocation of computational resources, one could also try to further optimise the relative size of the numerical parameters, such that the computation time is optimal for a given size of the combined discretisation error. By, say, halving the mesh size in the two directions of the computational grid one quadruples the computational time, while there is no practical accuracy gain in bringing the discretisation error substantially below the error of the dimension reduction. A similar statement is true for the Monte Carlo estimators. A precise comparison of efficiency is therefore delicate.
Both the PDE and MC methods used in this section are limited in their accuracy: the MC method uses a class of exercise strategies which generally does not include the optimal one; the PDE method employs a drift approximation and asymptotic expansion. For a wide range of N, the errors are comparable. Possible accuracy improvements on the basis of the decomposition are outlined in Sections 3 and 6, and will be tested on the following application.
Ratchet floor
A Ratchet floor with strike price K 1 and parameters a, b, c is a portfolio (sum) of floorlets with payouts max {K i − L i (T i ), 0} at T i+1 , where the strike prices K i are recursively determined from the given initial strike K 1 by
see [17] . The (relative) price of the Ratchet floor for t = 0 is given by
where V F l,i is the value of the i-th floorlet. Due to the linearity in the sum on the righthand side of this equation it is sufficient to be able to calculate the price of a single floorlet.
Without loss of generality we will thus focus on V F l,N . The ratchet feature (53) makes the problem high-dimensional and strongly path-dependent as the payoff depends on the values of all L i at different points in time. To solve the problem by a backward equation, we need to make it Markovian by including the strike dynamics with the evolution of the LIBORs, and to specify the value function as a function of all the above. As the strike changes discretely in time, the value function satisfies the standard LMM PDE between the T i . At each tenor time T i , the jump condition
holds. Here, T i + denotes the limit coming from larger t where the solution is already computed, and we use this to compute the solution just prior to T i before the strike is updated. Details of the complete PDE model and its mathematical analysis can be found in [17] . We approximate the solution on a grid in K-direction, and compute the updated solution for each grid point via cubic spline interpolation for the corresponding value of K i+1 . This adds an extra dimension N + 1 to the problem, and effectively the onedimensional ANOVA terms (corresponding to z 1 ) now live on a two-dimensional grid, and the two-dimensional ANOVA terms (corresponding to z 1 and an additional z i ) on a three-dimensional grid, formulaically (cf. Section 3), where the superscript '2' stands for the variables K and z 1 and the '1' for the extra coordinate z i in the expansion. It is conceivable to use an expansion in direction K with anchor K 1 of the form (37), which becomes
where the first superscript '1' stands for z 1 and the second '1' for the expansion in one coordinate z i or K. In other words, we identify the path-dependent quantity K defined in (53) with an extra dimension z N +1 in (37) with N replaced by N + 1. We do not pursue this further here. Due to the smoothness of the solution in the K-direction and the higher order of the spline interpolation relative to the finite difference scheme in L directions, a relatively coarse mesh on the K axis is sufficient. Specifically, we use 21, 41 and 21 spline nodes for the intervals [0, 0.05], [0.05, 0.15] and [0.15, K max ], resp., with K max = 0.5, to give a total of 81 nodes on the K-axis. In comparison, we use J = 401 grid points in the z i -directions and the Crank-Nicolson scheme with M = 10 time steps per interval of length α = 0.25 between tenors. The numerical parameters are again chosen such that the numerical error is small compared to the difference between PDE and MC solution and is typically around 0.1% or less of the derivative value. The model parameters chosen were φ = 0.0413 and c = 0.2, with a flat initial LIBOR curve with L i (0) = 0.1, identical to those for the Bermudan swaptions in Table 2 .
We again use MC estimates as reference solutions. For a path-dependent option without early-exercise features like the Ratchet floor we can use a straightforward MC calculation. In the tests, we sampled N 1 = 10 7 paths; for the time discretization, we used the log-Euler scheme with M = 10 time steps per interval of length α.
Numerical results
The numerical results for the Ratchet floors are shown in Table 5 for N = 5, 11, 21. We consider three different configurations (a, b, c) and three different strike prices K = 0.1, 0.11, 0.09 (ATM, ITM and OTM, resp.). The absolute difference between the PDE and MC solution is never more than 1.14 basis points and the relative difference is below 1% in all but one case. Table 11 in the Appendix.
Run times
We again report approximate computation times with the same caution as in the previous section. For N = 5, 11 and 21 the PDE run times were of order 400, 2400 and 10000 seconds, resp., on a AMD Phenom(tm) II X4 925 Processor (2.8 GHz) with 3.8 GB RAM. For frozen drift the corresponding MC run times were of order 160, 900 and 3500 seconds, while for full drift they werde 190, 1100 and 4600 seconds. The MC computation was faster by a factor of 2 to 3 compared to the PDE computation. Both were roughly quadratic in N. The MC simulation also permits the computation of values for multiple parameters (a, b, c) in parallel, with only a small increase in computation time. Given the fast decay of the correction terms in the ANOVA decomposition, as illustrated in Figure 4 for the Bermudan swaption, it would be possible to compute only the first k ≪ N ANOVA terms without significant loss of accuracy, which brings the computational times for the PDE in the range of, or below, the MC ones.
Higher-order Taylor terms
In Sections 2.2 and 3 we explained how to include higher order terms in the Taylor and ANOVA expansions. This extension is expected to decrease the size of the error to correspondingly higher orders of lambda. In this section, we present experimental results demonstrating empirically the validity of this assertion. We also investigate the behaviour of the approximation when including fully the first r eigenvalues, i.e., expanding around
Previous investigations in [22] and [23] have considered examples with equity baskets, for (r, s) = (1, 1), (1, 2) and (2, 1), where s is the order of the Taylor expansions. See also the discussion at the end of Section 3. Here, we systematically explore the impact of varying r and s. Table 6 shows estimates for the higher order terms in (14) for a Ratchet floor with (a, b, c) = (0.2, 0.9, 0) and N = 11. Precisely, for an N − r dimensional multi-index ω = (ω 1 , . . . , ω N −r ), we study, for different values of r, s and t,
where ∆ r,ω,t (u; z 0 , 0; λ, λ 0 ) is an approximation of order t + 1 to the relevant mixed partial derivative term of u at (z 0 , 0) and λ 0 (see Section 2.2). We have chosen finite difference stencils with weights as shown in Table 7 ; for instance, the stencil in the second line is the standard right-sided difference and the one in the fifth line a standard second difference shifted to the right. Each of these finite differences requires the solution of r+s-dimensional Table 6 . The standard deviation of these estimates is 0.01 bp and 0.002%, resp. problems, as detailed in Section 2.2. This computation was performed with a Monte Carlo method for illustration purposes and we comment on this at the end of this section.
The magnitude of the V rst decreases significantly with increasing order s, as one would expect from the Taylor expansion. Likewise, the correction terms for higher r are much smaller than for lower r. For example, V 311 is only about one tenth the size of V 111 . This is again in line with the theoretical prediction, because V 300 should be closer to the full solution than V 100 .
To analyse how the accuracy of the overall approximation changes with increasing r and s, Table 8 shows the difference between the sum of all terms up to order s and the full solution, i.e., 
for a range of values of r and s. Again, the error decreases rapidly with increasing r and s. The absolute error is well below 1 bp for all 1st-order cases and well below 0.1 bp for all 2nd-order cases. In general, the results suggest that it is possible to make the error negligibly small even with low to moderate values of r and s. The computational effort is dominated by the term with highest r + s, which requires the computation of O((N − r) s ) r + s-dimensional partial derivatives with stencils of order s.
A notable outlier is the case (r, s) = (1, 3), which is somewhat less accurate than for (r, s) = (1, 2). One possible explanation is that the stencils used for the 1st and 2nd order Taylor terms have an error of 2nd and 3rd order. This could introduce errors which become larger than the Taylor expansion error (see also Section 2.2). We have therefore recomputed the results for (r, s) = (1, 2) and (r, s) = (1, 3) using stencils that are accurate to 3rd and 4th order, resp. The resulting errors are -0.163 bp / −0.033% and -0.061 bp / −0.012%. The accuracy decreased for s = 2 and increased slightly for s = 3. However, for r = 1 all approximations for s = 1, 2, 3 are now all below the full value and seem to converge towards it with increasing s.
We also note that some of the computed terms for large r + s are smaller than their standard deviation of around 0.002. Although the leading digit may not be significant, the point stands that these terms are small.
A general comment is due on the computation of the values in Tables 6 and 8 . For demonstration purposes, instead of solving PDEs as previously, we have written the solutions as expectations (in the obvious way using the Feynman-Kac theorem) and estimated them by Monte Carlo simulation. For each triple of r, s and t values we have used the same Brownian paths for all the terms on the right-hand side of (59). This has a two-fold benefit. Firstly, it reduces the variance of the estimator for these terms, by a similar mechanism as for standard finite difference sensitivies (see [7] ). Note that a large number of these finite differences are to be computed here, in particular N − r choose s terms of highest order, and these normally have mixed signs. Secondly, recycling the normally distributed samples reduces the computation time.
While this gives us a computationally convenient way to illustrate the behaviour of these terms, this is not how one would solve this problem in practice, since a direct simulation of the full problem is possible in this case. The full benefit of the expansion method is realised in cases where accurate MC solutions are not or not easily available, but accurate PDE solutions to low-dimensional approximations are feasible -such as the Bermudan swaption investigated earlier. (But since a sufficiently accurate and reliable alternative solution to the full problem is not available in those cases, we have no benchmark to compare against and therefore omitted these computations for the purposes of this study. ) We also anticipate that there are advantages in the use of hybrid methods. In these, the lower order terms can be computed very precisely with PDE methods and the higher order terms, which are much smaller in size and often show a corresponding decline in their variance, are computed with reduced relative accuracy via MC simulation. Due to the decreased requirements on the relative accuracy, the latter may use a comparatively low number of MC paths.
Additionally, MC simulation can be used for those higher-dimensional terms in cases where it only provides a crude approximation, such as the lower bound for the Bermudan Swaptions in the previous section. For example, if the PDE based lower order terms are already correct within 0.1% and the higher order MC based terms that provide a correction of that size are only accurate to within 10%, their inclusion will still reduce the overall error by an order of magnitude.
Discussion and outlook
The results presented in this article demonstrate the practical applicability of a systematic expansion approach to the LIBOR Market Model.
Summary and discussion
We were able to compute values for Bermudan swaptions and Ratchet floors which showed a very good match to the Monte Carlo benchmark for up to N = 40−60 quarterly LIBORs under a range of market conditions. The run times were of the same order of magnitude as the MC run times for the path-dependent example and substantially smaller for the early exercise case.
In extensions to higher order, we find that both increasing the number r of eigenvalues which are fully included in all expansion terms and increasing the order s leads to a rapid decrease of the relative error, in line with theoretical predictions. The optimal choice of r and s depends on the desired accuracy. Including at least the first order Taylor terms seems generally beneficial, because the corresponding accuracy improvement is significant while keeping the computational cost tractable.
Encouragingly, a closer look at the raw data going into Figure 4 reveals that the correction terms for decreasing eigenvalues are indeed strictly decreasing. This could be used as the (heuristic) basis for dimension adaptivity.
Analysis
Section 2 motivates the PCA-ANOVA approach via Taylor expansion, but further work is needed on the theoretical underpinning of the method. In particular, the size of the coefficients in the Taylor and ANOVA expansions depends on the smoothness of the solution and it is ongoing work to derive error bounds.
In essence, under some technical conditions, piece-wise smoothness of the payoff is sufficient for convergence, with possible problems (or slower convergence) only at the kinks and there only in degenerate cases. For Bermudan and path-dependent cases, some additional complexity arises due to interval/update conditions. However, for typical such conditions, piece-wise smoothness holds and the technical conditions are preserved. We sketch a heuristic analysis here.
Over one period, such as for European-style options, the solution to (9) is given by u(z, τ ; λ) = 1 (2π) N/2
where Λ is the diagonal matrix with λ in the diagonal. Consider first the case r = 1, s = 1. Virtually all practically relevant payoffs are piecewise smooth with "kinks" (i.e., gradient discontinuities), or "jumps" (i.e., discontinuities), along curves, surfaces etc. From the above solution formula (63) it is clear that the derivatives with respect to λ i , i = 2, . . . , N are related to the spatial derivatives of the payoff. (We allow for λ-dependence of the payoff in preparation for the multi-period case.) These λ-derivatives thus exist at λ 2 = . . . = λ N = 0 as long as the diffusion in the direction of the first coordinate (we leave λ 1 > 0 fixed and thus the convolution with the heat kernel in direction ξ 1 in (63) remains) provides smoothing, precisely, if the curve, surface etc which describes the location of the kink is not locally parallel to the first coordinate axis. Even if this were to happen, it would only happen for isolated coordinate values. We conjecture that the leading order error term would then not be λ − λ 0 2 , but λ − λ 0 , and that this only appears at isolated spatial coordinates.
The case of larger r and s can be characterised similarly. For more complex derivatives such as the ones studied in Sections 5.2 and 5.3, the diffusion equation (9) holds piecewise in time intervals (T i , T i+1 ), while at T i interface conditions hold. The coefficients in the expansion (11) are now determined by a recursion over i. The operations (52) and (55) generate value functions at T i which are again piecewise smooth -with kinks -and serve as terminal conditions for the preceding time interval. The above ideas apply recursively.
Variable coefficients
A practically important extension is to treat variable coefficients in the PDE accurately and systematically. In the model studied here, the covariance matrix was assumed constant and the non-constant drift was approximated by a constant one. A more general approach to variable coefficients would be to "freeze" only a subset of the covariance and drift components as is required for the anchored ANOVA. We expect this to give higher order accuracy in T . This will allow us to use more complex volatility and correlation structures than the ones described in Section 4.
Conclusion
Overall, we believe that the approach discussed here can be developed into an extremely powerful and versatile framework for the approximation of high-dimensional problems. It is not inherently restricted to the LIBOR market or mathematical finance problems in general; we expect it to perform well across a wide range of problems with suitable correlation structures. Table 9 : PDE results for ITM (K = 0.09) Bermudan swaptions compared to frozen (top) and full (bottom) drift MC results. 
