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Kurzzusammenfassung
Fluktuationen des elektrischen Transports in Halbleiter-Nanostruktu-
ren bieten einen Zugang zu Informationen über Wechselwirkungsef-
fekte, die die Dynamik des Systems bestimmen. Diese Arbeit unter-
sucht die Korrelationen von Stromìuktuationen in Quantenpunktsys-
temen.
Um diese Korrelationen im Experiment beobachten zu können, galt
es zunächst einen Aufbau zu entwickeln, der die frequenzaufgelöste
Messung der Stromìuktuationen und damit eine Messung des Schrot-
rauschens an unterschiedlichsten Probenstrukturen erlaubt. Da die an-
gestrebten Experimente Temperaturen bis in den niedrigenMillikelvin-
Bereich erfordern, muss ein Teil der Detektionselektronik in einen
Entmischungskryostaten integriert werden. Zu diesem Zweck wurden
kryogene Verstärker entwickelt, die bei einer Temperatur von 1:5K
operieren. Die Kombination zweier Detektionskanäle zu einer Korre-
lationsmessung ermöglicht eine weitere Steigerung der Messempënd-
lichkeit.
Mittels dieses Aufbaus lässt sich die Fermikantensingularität, ein
Vielteilchenwechselwirkungseﬀekt, untersuchen. Im hohen Magnet-
feld konnte die Wechselwirkung spinabhängiger Transportkanäle be-
obachtet werden. Qualitativ kann diese Wechselwirkung mit der bidi-
rektionalen Erhöhung der Tunnelkopplungen durch die Fermikanten-
singularität erklärt werden. Eine quantitative Modellierung der expe-
rimentellen Ergebnisse kann durch die Berücksichtigung von Nicht-
Markow-Eﬀekten im Rahmen der Fermikantensingularität erreicht
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werden.
Im Weiteren wurde der Einìuss der Coulomb-Wechselwirkung auf
die Transportdynamik in Experimenten an einem Quantenpunkt mit
lateraler Geometrie verfolgt. Die gegenseitige dynamische Blockade
mehrerer Transportkanäle ließ sich im Einzel- und Mehrelektronen-
transport durch angeregte Zustände sowie in der Spinblockade imMa-
gnetfeld feststellen. Bereiche mit negativer diﬀerentieller Leitfähigkeit
zeigten einen komplexen Zusammenhang zwischen blockiertem Zu-
stand und korreliertem Transport.
Die Sensitivität der Korrelationsmessungen hinsichtlich des Vorhan-
denseins mehrerer unterschiedlich gut leitender Transportkanäle wurde
auch in einem Experiment an einem Quantenpunktkontakt genutzt,
um die physikalische Ursache der beobachteten Modulation der Leit-
fähigkeit zu untersuchen.
Die Analyse von Stromìuktuationen, welche aus Schwankungen der
Ladung des Quantenpunkts abgeleitet wurden, erlaubt es, die Fre-
quenzabhängigkeit der Korrelation von Tunnelereignissen zu bestim-
men. Dabei werden sowohl das Leistungsspektrum des zweiten Mo-
ments als auch das Bispektrum des dritten Moments der Transport-
statistik betrachtet und die Zeitskalen des Einzelelektronentransports
ermittelt.
Für eine genaue Beschreibung der Transportdynamik ist eine Mes-
sung auch der höheren Momente der Statistik erforderlich. Während
das Schrotrauschen aus einer Messung des Leistungsspektrums be-
stimmt wird, kann das dritte Moment aus einer Messung des Bispek-
trums ermittelt werden. Erste Messungen des dritten Moments an ei-
nemQuantenpunktkontakt und an einemQuantenpunkt demonstrie-
ren die Anwendung dieser Methode.
Schlagworte: Quantenpunkt, Schrotrauschen, Zählstatistik (coun-
ting statistics)
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Abstract
Fluctuations of the electric current in semiconductor nanostructures re-
veal information about interaction eﬀects, which govern the dynamics
of the system.is thesis studies the correlations of current ìuctuations
in quantum dot systems.
To observe these correlations in the experiment a setup had to be de-
veloped, which allows for a frequency-resolved measurement of current
ìuctuations and thereby a measurement of electron shot noise in vary-
ing sample structures. As the experiments require temperatures in the
millikelvin regime, parts of the detection-electronics had to be integra-
ted into a dilution fridge. Cryogenic ampliëers were developed, which
are able to operate at temperatures of 1.5K. e combination of two
detection channels in a correlation measurement further increases the
sensitivity of the detector.
With this setup a Fermi-edge-singularity, a many particle interac-
tion eﬀect, has been studied. In high magnetic ëeld the interaction of
spin-dependent transport channels was observed. Qualitatively, this in-
teraction can be explained by the bidirectional increase of the tunnel
coupling induced by the Fermi-edge singularity. A quantitative descrip-
tion of the experimental results is achieved by taking into account non-
Markovian memory eﬀects in the regime of the Fermi-edge singularity.
Furthermore the inìuence of the Coulomb-interaction on the trans-
port dynamics was investigated in experiments on a quantum dot with
lateral geometry. e mutual dynamical blockade of multiple trans-
port channels could be observed in the single- and multiple-electron-
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tunneling through excited states, as well as in the spin blockade in ma-
gnetic ëeld. e regime of negative diﬀerential conductance displayed
a complex relation between blocked channel und correlated transport.
e sensitivity of correlation measurements with respect to the pre-
sence of multiple transport channels, each with diﬀerent transmission
properties, was also used to study the physical origin of the modulated
conductance in a quantum point contact.
e analysis of current ìuctuations derived from the charge ìuctua-
tions of a quantum dot yields the frequency dependence of the corre-
lation of tunneling events. e power spectrum of the second moment
and the bispectrum of the third moment of the transport statistics are
examined to determine the time scales of single electron transport.
For an accurate description of the transport dynamics a measurement
of higher order moments of the statistics is necessary. While the shot
noise is derived from a measurement of the power spectrum, the third
moment can be obtained from the bispectral analysis of current ìuc-
tuations. First measurements of the third moment in a quantum point
contact and in a quantum dot demonstrate the application of this me-
thod.
Keywords: quantum dot, shot noise, counting statistics
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Einleitung
Die Dynamik eines Systems, dessen Zeitabhängigkeit auf mikrosko-
pischer Skala nur unzureichend erfasst werden kann, lässt sich häuëg
mithilfe der Stochastik charakterisieren. Die Statistik eines auf unab-
hängigen, diskreten und zufälligen Ereignissen basierenden Prozesses
ermöglicht es, den Beitrag von Einzelereignissen sichtbar zu machen,
obwohl dieser Beitrag aufgrund seiner geringen Größe nicht direkt be-
obachtet werden kann. Die der Statistik zugrunde liegende Sequenz
von zufälligen Impulsen repräsentiert einen stochastischen Prozess, den
Schrotrausch-Prozess, mit dem sich vielfältige, auch alltägliche Proble-
me, wie das Auftreten von Staus im Verkehr, der Ausfall elektrischer
Systeme [1] oder die Folge von Nachbeben auf ein schweres Erdbeben
[2] beschreiben lassen.
Der dem Schrotrauschen zugrunde liegende Begriﬀ des „Schrot Ef-
fekts” wurde in einer Arbeit von Walter Schottky aus dem Jahr 1918
[3] geprägt. Darin untersuchte er den Übergang der Elektronen von
der zum Glühen gebrachten Kathode zur Anode in Glühkathodenver-
stärkerröhren. Schottky verglich den Strom bzw. dessen Schwankun-
gen mit einem „Hagel aus Ladungsquanten” und erkannte die „ato-
mistische Konstitution” der Elektrizität als die Ursache dieser Fluktua-
tionen. Diese Schwankungen des Anodenstroms charakterisieren die
Glühemission der Elektronen in der Kathode als einen Poisson-Prozess.
Im Ladungstransport durch mesoskopische Halbleiterstrukturen
zeigt sich ebenfalls diese „atomistische Konstitution” und ein stochas-
tischer Prozess: Die Ladung von Quantenpunkten, winzigen, leitfähi-
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gen, durch Barrieren vollständig von der Umgebung isolierten Inseln,
ist quantisiert. Der Transport der Ladung kann unter geeigneten Be-
dingungen einzeln, Elektron für Elektron, erfolgen.
Ein in unmittelbarer Nähe zum Quantenpunkt angebrachter La-
dungsdetektor zählt die transferierte Ladung und misst die Statistik des
Ladungstransfers mit sehr hoher Präzision: die sogenannte vollständige
Zählstatistik (engl. full counting statistics) [4]. Diese bietet ein nahezu
vollständiges Bild der Dynamik des Systems, ist aber aufgrund der end-
lichen Geschwindigkeit der Detektion auf einen Bereich mit sehr ge-
ringen Strömen beschränkt [5]. Zählexperimente nutzen beispielsweise
die Zählstatistik, um den Welle-Teilchen-Dualismus durch die Selbst-
interferenz von Elektronen zu untersuchen [6] oder den Transport über
virtuelle Zustände detailliert zu charakterisieren [7].
Mit zunehmender Frequenz des Ladungstransfers geht der Strom
der Elektronen von einzeln zählbaren Impulsen zu einem kontinuierli-
chen Signal über, das direkt als Fluktuation des Stroms gemessen wer-
den kann. Die frequenzunabhängige Korrelation, das Nullfrequenzrau-
schen, beinhaltet jedoch immer noch Informationen über die Eigen-
schaften des Transports, und diese Tatsache ëndet in einer Vielzahl von
Experimenten Anwendung, auch wenn dabei der Beitrag eines einzel-
nen tunnelnden Elektrons nicht direkt beobachtet werden kann.
Beispiele für die Sensitivität hinsichtlich der elektrischen Ladung
stellen Messungen der fraktionellen Ladung von Laughlin-Quasiteil-
chen im fraktionalen Quanten-Hall-Eﬀekt [8] oder Messungen der
Andreev-Reìexion [9] dar. Die Andreev-Reìexion konnte kürzlich so-
gar im Rahmen eines Zählexperiments untersucht werden [10]. Expe-
rimente an Quantenpunktkontakten [11][12] oder ungeordneten Lei-
tern [13][14] bestimmen aus dem Schrotrauschen die Transmissionsei-
genschaften des Systems. Das elektrische Analogon zu einem optischen
Strahlteiler in Form eines Hanbury Brown and Twiss Experiments zeig-
te die fermionische Natur von Elektronen [15][16]. Als Letztes sei die
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Möglichkeit erwähnt, durch die Messung von Stromìuktuationen zwi-
schen stochastischen und deterministischen Streuprozessen unterschei-
den zu können [17].
DieWechselwirkung zwischen einzeln transferierten Elektronen und
die Zeitskalen dieses Transportprozesses bestimmen die Korrelationen
der Stromìuktuationen in Quantenpunktsystemen [18] und zeichnen
die Gliederung dieser Arbeit vor:
Kapitel 1 erläutert theoretische Grundlagen, die für die Beschrei-
bung und Modellierung der experimentellen Ergebnisse benötigt wer-
den.
Kapitel 2 beschreibt die Realisierung eines experimentellen Aufbaus
für die Messung von Stromìuktuationen in einem Entmischungskryo-
staten. Zunächst wird die Entwicklung von Tieftemperaturverstärkern
erläutert. Dabei steht die Charakterisierung des verwendeten Transis-
tors bei kryogenen Temperaturen im Vordergrund. Darüber hinaus
werden die für die Integration desMessaufbaus in einen Entmischungs-
kryostaten notwendigen Techniken beschrieben. Der zweite Teil des
Kapitels geht auf die prinzipielle Analyse der mit diesem Aufbau auf-
genommenen Messdaten ein.
Kapitel 3 stellt die Ergebnisse der Untersuchung einer Fermikanten-
singularität in selbstorganisierten InAs-Quantenpunkten vor. Der ers-
te Teil des Kapitels beschreibt zunächst die Gleichstromcharakterisie-
rung dieses Vielteilchenwechselwirkungseﬀekts und die gleichzeitig be-
obachteten Fluktuationen der lokalen Zustandsdichte im Magnetfeld.
Der zweite Teil beschäftigt sich mit dem Einìuss der Fermikantensin-
gularität auf die Korrelation des Elektronentransfers und die Wechsel-
wirkungen zwischen den spinaufgespaltenen Transportkanälen imMa-
gnetfeld.
Gegenstand von Kapitel 4 ist die Coulomb-Wechselwirkung zwi-
schen verschiedenen Transportkanälen. Die daraus resultierende dyna-
mische Blockade wird in Experimenten an einem lateralen Quanten-
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Einleitung
punkt vertieft. Dabei werden verschiedene Transportphänomene wie
Einzel- oder Mehrfachelektronentransport betrachtet und der spinab-
hängige Transport im Magnetfeld untersucht.
InKapitel 5wird dieWechselwirkung von zwei Transportkanälen in
einemQuantenpunktkontakt untersucht. Die AFM-strukturierte Eng-
stelle zeigt eine schwach ausgeprägte Quantisierung und eine zusätzli-
che Modulation der Leitfähigkeit, die häuëg im Zusammenhang mit
der unterschiedlichen spinabhängigen Transmission der Elektronen in
Verbindung gebracht wird.
Kapitel 6 untersucht die Zeitskalen, innerhalb derer der Ladungs-
transport korreliert ist. Diese Zeitskalen werden in der Frequenzabhän-
gigkeit der Stromìuktuationen sichtbar. Messdaten eines Zählexperi-
ments, in dem die durch den Quantenpunkt transferierte Ladung ge-
zählt wird, bieten die dafür notwendige Detektorbandbreite. Auch die
Frequenzabhängigkeit höherer Momente kann auf diese Weise analy-
siert werden.
In Kapitel 7 wird die bispektrale Analyse, die zuvor an den Messda-
ten des Zählexperiments etabliert wurde, auf die Stromìuktuationen
im Transport durch einen Quantenpunktkontakt und einen Quanten-
punkt angewandt. Diese Messungen illustrieren das Auìösungslimit
des Messaufbaus.
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1 Kapitel 1Theoretische Grundlagen
In diesem Kapitel sollen theoretische Grundlagen, die für das Verständ-
nis der Transportdynamik inmesoskopischen Strukturen hilfreich sind,
kurz vorgestellt werden. Derartige Strukturen werden häuëg als ein Sys-
tem aus Zuleitungen und der eigentlichen Nanostruktur dargestellt.
Daher werden zunächst niederdimensionale Elektronensysteme einge-
führt, die einerseits als Quelle der Ladungsträger die Zuleitungen bil-
den und andererseits die Grundlage für viele Eigenschaften der Nano-
struktur sind.
Anhand eines einfachen Systems mit zwei Zuleitungen werden zwei
wichtige Ansätze zur Beschreibung des Transports vorgestellt: Streufor-
malismus und Master-Equation. Diese beiden Konzepte bieten auch
einen Zugang zu den zeitabhängigen Fluktuationen des Stroms, die im
letzten Abschnitt mithilfe der Korrelationsfunktion erläutert werden.
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1.1 Niederdimensionale Elektronensysteme
Niederdimensionale Elektronensysteme sind dadurch gekennzeichnet,
dass in diesen Systemen die Beweglichkeit der Elektronen in einer oder
mehreren Raumrichtungen eingeschränkt ist. Die daraus resultieren-
de Quantisierung der Energie der Elektronen bestimmt viele der elek-
tronischen Eigenschaften des Systems. Dementsprechend lässt sich die
Reduktion der Dimensionalität in der Zustandsenergie und der Anzahl
der elektronischen Zustände, charakterisiert durch die Zustandsdichte,
verfolgen.
Ausgangspunkt stellt die Zustandsdichte D(E) für ein dreidimen-
sionales System dar:
D(E) =
dN
dE
=
1
22

2m
~2
3/2
E1/2; (1.1)
wobei m die eﬀektive Elektronenmasse bezeichnet. In einem zwei-
dimensionalen System wie z.B. einem Quantenëlm ist die Energie in
einer Raumrichtung quantisiert. Für ein Einschlusspotential in z-Rich-
tung ergibt sich für die Zustandsdichte eine Stufenfunktion [19]:
D(E) =
m
~2
X
n
(E   Ez;n) (1.2)
Dabei indiziert n die quantisierten Energieniveaus, die im Folgenden
auch als Subbänder bezeichnet werden. Da die Zustandsdichte sich
aus einer Summe von Stufenfunktionen zusammensetzt, ist das Sys-
tem nur quasi-zweidimensional. Lediglich bei ausschließlicher Beset-
zung des untersten Subbands entspricht das System dem idealisierten
zweidimensionalen Elektronengas.
Mit einem zusätzlichen Einschlusspotential in y-Richtung reduziert
sich die Dimensionalität des Systems weiter. Die Zustandsdichte eines
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Abbildung 1.1:
Die Energieabhängigkeit der Zustandsdichte von dreidimensionalen bis
hin zu nulldimensionalen Systemen.
eindimensionalen Systems wie z.B. eines Quantendrahts lautet:
D(E) =
1


2m
~2
1/2X
n;m

(E   Ey;m   Ez;n)
(E  Ey;m   Ez;n)
1/2
(1.3)
Für ein nulldimensionales System ist schließlich die Energie vollständig
quantisiert und die Zustandsdichte ist dementsprechend eine Folge von
diskreten Zuständen:
D(E) = 2
X
n;m;s
 (En;m;s   E) (1.4)
Abbildung 1.1 veranschaulicht die Energieabhängigkeit der Zustands-
dichte für die verschiedenen Dimensionalitäten.
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1.1.1 Landau-Quantisierung imMagnetfeld
Neben dem elektrostatischen Einschlusspotential bewirkt ein Magnet-
feld eine weitergehendeQuantisierung der Elektronenbewegung. Beide
Terme berücksichtigend lautet der Hamiltonian für ein Magnetfeld in
z-Richtung [20][21][22]:
H =
1
2m
(p+ eA(r))2 + V (z) (1.5)
Das Vektorpotential in Landau-Eichung (0; Bx; 0) stellt also ein zu-
sätzliches Einschlusspotential in x- und y-Richtung dar. Auch die Ener-
gie des dreidimensionalen Elektronensystems (V (z) = 0) ist folglich
quantisiert:
E =

n+
1
2

~!c + Ez (1.6)
Die mit n indizierten diskreten Energieniveaus werden als Landau-
Niveaus bezeichnet und lassen sich klassisch als die Zyklotronbewegung
der Elektronen mit Frequenz !c verstehen. Die EnergieEz kennzeich-
net die von einemMagnetfeld in z-Richtung unveränderte Elektronen-
bewegung. Die Zustandsdichte unter Einìuss eines Magnetfeldes lau-
tet:
D(E) =
1
82

2m
~2
3/2X
n
~!c 
E    n+ 12 ~!c1/2 (1.7)
Dabei sind die Summanden null für Energien E  (n + 1/2)~!c.
Auch ein zweidimensionales Elektronensystem wird unter Einìuss ei-
nes Magnetfeldes durch Landau-Niveaus gekennzeichnet:
D(E) = nL
X
n
 (En  E) (1.8)
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Durch die zusätzliche Landau-Quantisierung ist die Zustandsdichte al-
so eine Folge von diskreten Zuständen. Dabei bezeichnet nL den Ent-
artungsgrad des Landau-Niveaus:
nL =
eB
h
(1.9)
Zusammenmit der Ladungsträgerkonzentrationne deëniert sich somit
der Füllfaktor , der die von Ladungsträgern besetzten Energieniveaus
innerhalb eines Subbands angibt:
 =
ne
nL
(1.10)
Im eindimensionalen System führt das Magnetfeld zu einer eﬀektiven
Erhöhung des elektrostatischen Einschlusspotentials und zu einer Mo-
diëkation der eﬀektiven Masse.
Darüber hinaus wird im Magnetfeld aufgrund der Zeeman-Aufspal-
tung ES = gJBB die Spinentartung aufgehoben. Abbildung 1.2
zeigt die dreidimensionale und die zweidimensionale Zustandsdichte
unter Einìuss eines Magnetfeldes.
E
D
 (E
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E
D
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Abbildung 1.2:
Der Einøuss eines Magnetfeldes führt ebenfalls zu einer Quantisierung
der Elektronenbewegung und zur Aufhebung der Spinentartung.
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Die resultierenden Eigenzustände des nulldimensionalen Elektro-
nensystems für ein harmonisches elektrostatisches Einschlusspotential
V (r) = 1/2m!20r2 unter Einìuss eines Magnetfeldes werden Fock-
Darwin-Zustände genannt [20][23][24]:
En;m;s = (2n+ jmj+ 1)~
  1
2
~!cm+ sgJBB; (1.11)
wobei gelten soll:

2 = !20 +
1
4
!2c
n 2 N0
m =  n; n+ 2; : : : ; n  2; n
s = 1/2
Die Energie En;m;s gibt dabei vereinfachend die Diﬀerenz zur Ener-
gie des Subbands an. Das Spektrum der Fock-Darwin-Zustände wird
auch als Anregungsspektrum bezeichnet und ist in Abbildung 1.3 dar-
gestellt. Dabei sind für niedrigeMagnetfelder Kreuzungen der Energie-
Niveaus zu beobachten, während für große Magnetfelder die Landau-
Quantisierung über das elektrostatische Einschlusspotential dominiert.
1.1.2 Additionsspektrum eines Quantenpunkts
Quantenpunkte können als leitfähige Inseln verbildlicht werden, de-
ren Ausdehnung in allen Raumrichtungen in der Größenordnung der
Fermi-Wellenlänge liegt. Die Anzahl der Elektronen auf einer solchen
Insel stellt eine genau deënierte ganzzahlige Größe dar. Die Ladung
in dem Quantenpunkt ist folglich quantisiert. Die Barrieren des Ein-
schlusspotentials dürfen nur eine schwache Kopplung des Quanten-
punkts an die Umgebung zulassen, damit die Ladung als lokalisiert an-
gesehen werden kann.
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Abbildung 1.3:
Das Fock-Darwin-Spektrum unter Berücksichtigung der Zeeman-
Aufspaltung für ein Einschlusspotential ~!0 = 1meV (Parameter:
m = 0:067m0, gJ =  0:44).
Bislang wurde im nulldimensionalen Einteilchenmodell des Anre-
gungsspektrums die Wechselwirkung zwischen den Elektronen ver-
nachlässigt. Um dem Quantenpunkt ein weiteres Elektron hinzuzufü-
gen, muss jedoch die Coulomb-Abstoßungsenergie zusätzlich zur Ein-
teilchenseparation von den bereits besetzten Zuständen aufgebracht
werden. Das Anregungsspektrum ohne Wechselwirkung wird dazu um
eine konstante Ladeenergie EC erweitert. Dieses Modell wird daher
auch als Constant-Interaction-Modell bezeichnet [25][26]. Die Zu-
standsenergie für ein System mit N Elektronen lautet dann:
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EN =
1
2
N(N   1)EC +
X
n;m;s
En;m;s (1.12)
Die Ladeenergie repräsentiert also gerade die Elektron-Elektron-Wech-
selwirkung. Für einen angeregten Zustand wird nicht der quanten-
mechanische Grundzustand des Fock-Darwin-Spektrums addiert, son-
dern ein energetisch höher gelegener Einteilchenzustand. Die Lade-
energie lässt sich in einem kapazitiven Modell auch als Ausdruck der
kapazitiven KopplungC des Quantenpunkts an seine Umgebung be-
schreiben:
EC =
e2
C
(1.13)
Folglich ist die Ladeenergie um so kleiner, je größer die Ausdehnung
der Insel ist.
Die Übergänge zwischen den Zuständen des Additionsspektrums
können als chemische Potentiale deëniert werden:
N = EN   EN 1 = (N   1)EC + N (1.14)
Dabei bezeichnet N die Energie im Einteilchenspektrum. Der ener-
getische Abstand zwischen verschiedenen chemischen Potentialen ist
in diesem Modell konstant:
N   N 1 ' EC + N+1   N (1.15)
Somit wird die zunehmende Besetzung eines Quantenpunkts mit Elek-
tronen durch eine Leiter aus äquidistanten Übergängen beschrieben.
1.2 Transport
Um die Transporteigenschaften von mesoskopischen Systemen be-
schreiben zu können, werden im Folgenden zwei wichtige Konzepte
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vorgestellt. Der Streuformalismus (oder auch Landauer-Büttiker-For-
malismus [27][28][29]) bietet einen allgemeinen Ansatz, in dem die
Nanostruktur die aus den Zuleitungen kommenden ebenen Wellen,
die die Elektronen repräsentieren, streut. Er setzt voraus, dass die Elek-
tronen den Leiter ohne Energieverlust passieren können und dass die
Streuprozesse elastisch sind. Der Transport der Elektronen lässt sich
dann mithilfe einer Streumatrix und deren Transmissions-Eigenwerten
charakterisieren. Allerdings können Wechselwirkungseﬀekte nicht mit
dem Streuformalismus beschrieben werden.
Der Master-Equation-Ansatz [30][31][32][33] bietet daher ein wei-
teres wichtiges Konzept zur Beschreibung von Transportphänomenen.
Gerade der Einzelelektronentransport durchQuantenpunkte, in denen
die Coulomb-Abstoßungsenergie eine dominierende Größe darstellt,
kann im Rahmen der Master-Equation als klassischer stochastischer
Prozess charakterisiert werden.
1.2.1 Streuformalismus
L R
aL
bL
aR
bR
s
Abbildung 1.4:
Schematische Skizze des Streuformalismus. Die beiden Reservoire sind
mitL undR gekennzeichnet. Dazwischen beöndet sich imWellenleiter
der StreuerS. Die auf den Streuer zulaufendenWellenwerdenmit aL;R,
die auf die Reservoire zulaufenden Wellen mit bL;R bezeichnet.
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Ein einfaches Beispiel stellt der Transport durch ein System mit zwei
Zuleitungen dar [34]. Die beiden Zuleitungen bilden Reservoire, die
im Folgenden mit L und R bezeichnet werden. Sie sind groß genug,
ummit einer Temperatur und einem chemischen Potential beschrieben
werden zu können. Die Besetzung der Zustände in den Reservoiren
kann dann mithilfe der Fermiverteilungsfunktion ausgedrückt werden:
fL;R =
1
1 + exp((E   L;R)/kBT ) (1.16)
Zwischen den Reservoiren beëndet sich im Wellenleiter der Streuer S
(siehe Abbildung 1.4). Die transversale Bewegung der Elektronen (rela-
tiv zur Achse des Wellenleiters) ist quantisiert. Folglich existiert bei ge-
gebener Energie E nur eine begrenzte Anzahl NL;R an oﬀenen Trans-
portkanälen. Der Transport der Elektronen wird mit ebenen Wellen
beschrieben. Die Amplituden der auf den Streuer zulaufenden Wellen
werden mit aL;n bzw. aR;n, die transmittierten oder reìektierten Wel-
len mit bL;n bzw. bR;n bezeichnet.
Die Streumatrix s^ verbindet die Amplituden der einlaufenden und
auslaufenden Wellen:0BBBBBBBB@
bL;1
...
bL;NL
bR;1
...
bR;NR
1CCCCCCCCA
= s^
0BBBBBBBB@
aL;1
...
aL;NL
aR;1
...
aR;NR
1CCCCCCCCA
(1.17)
Die Streumatrix hat dabei folgende Blockstruktur:
s^ =

r t0
t r0

(1.18)
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In diesem Bild ist also der Block r die NL  NL Reìexionsmatrix,
in der jedes Element rnn0 die Reìexion eines Elektrons aus dem Ka-
nal n in den Kanal n0 beschreibt. Die NR  NR Reìexionsmatrix r0
entspricht Reìexionen von Elektronen aus dem rechten Reservoir. Die
NRNL Transmissionsmatrix beschreibt analog dazu die Transmissi-
on eines Elektrons durch die Streuregion.
Der zeitabhängige Strom hat eine sehr komplexe Form. Der mitt-
lere Strom lässt sich hingegen mithilfe dieser Transmissionsmatrix auf
folgende einfache Weise schreiben:
hILi = e
h
Z
dE Tr
h
ty(E)t(E)
i
[fL(E)  fR(E)] (1.19)
Die Eigenwerte der Transmissionsmatrix t geben die Transmissions-
wahrscheinlichkeit T an und haben einenWert zwischen 0 und 1. Ent-
sprechend lässt sich die Spur durch die Summe der Eigenwerte ausdrü-
cken:
hILi = e
h
X
n
Z
dE Tn [fL(E)  fR(E)] (1.20)
Für die Leitfähigkeit ergibt sich somit
G =
e2
h
X
n
Tn; (1.21)
die sogenannte Landauer-Formel [35], verallgemeinert auf nTransmis-
sionskanäle.
Als einfaches Beispiel wird das harmonische Potential einesQuanten-
punktkontakts betrachtet, das sich mit einem Sattelpotential beschrei-
ben lässt:
V (x; y) = V0   1
2
m!2xx
2 +
1
2
m!2yy
2 (1.22)
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Abbildung 1.5:
Quantisierungder Leitfähigkeit für ein Sattelpotentialmit!x/!y = 1/3.
Für einen derartigen Potentialverlauf lassen sich die Transmissions-
wahrscheinlichkeiten Tn analytisch bestimmen [36]:
Tn =
 
1 + exp
 
 2(E   (n 
1
2)~!y   0)
~!x
!! 1
(1.23)
Die Abbildung 1.5 veranschaulicht die von der Landauer-Formel be-
schriebene Quantisierung der Leitfähigkeit.
1.2.2 Coulomb-Blockade
Obwohl in der Beschreibung des Additionsspektrums eines Quanten-
punkts das Einteilchenmodell um Wechselwirkungen zwischen den
Elektronen erweitert werden musste, kann der Transport durch einen
Quantenpunkt zunächst anschaulich nachvollzogen werden.
Dazu wird das Bild der Ladungsinsel um drei Elektroden erweitert,
wobei zwei Elektroden hinreichend dicht an der Insel liegen, so dass La-
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Abbildung 1.6:
Schematische Darstellung eines Quantenpunkts als Einzelelektronen-
transistor [37]. Vier verschiedene Prozesse führen zum Transfer von La-
dungen zu den beiden Zuleitungen L und R. VL und VR bezeichnen
das elektrische Potential in diesen Zuleitungen. VG bezeichnet das Po-
tential der Gateelektrode, die lediglich das elektrostatische Potential des
Quantenpunkts beeinøusst und keine Ladung transferiert.
dungen transferiert werden können und folglich als Reservoire L und
R bezeichnet werden. Die dritte Elektrode verschiebt als Gate lediglich
das elektrostatische Potential der Insel. Der Transfer einzelner Ladun-
gen kann nun über vier verschiedene Prozesse erfolgen. Von der linken
oder rechten Elektrode kann entweder ein zusätzliches Elektron hin-
zugefügt oder ein Elektron entfernt werden. Jeder Prozess entspricht
einem Übergang mit einer Energiediﬀerenz [37]:
L;N = EN+1  EN   eVL
R;N = EN+1  EN   eVR
L;N = EN 1  EN + eVL
R;N = EN 1  EN + eVR
(1.24)
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Dabei bezeichnen VL und VR das Potential in dem jeweiligen Reser-
voir. Der Ladungstransfer kann nur stattënden, wenn die Energiedif-
ferenz negativ ist,  < 0. Dementsprechend deënieren die Potentiale
der Elektroden verschiedene Bereiche des Transports.
Sind alle vier Prozesse verboten ( > 0 für alle Prozesse), so ist die
Ladung der Insel konstant und der Ladungstransfer blockiert. Dieses
Phänomen wird als Coulomb-Blockade bezeichnet.
L R
+1
-1
N 
L R
+1
-1
N + 1
Abbildung 1.7:
Einzelelektronentransport [37]: Elektron für Elektron wird vom linken
Reservoir zum rechten Reservoir transportiert. Der Potentialunterschied
(die Biasspannung VLR) zwischen den Reservoiren deöniert das Trans-
portfenster undbewirkt dieUnidirektionalität des Transports. DerQuan-
tenpunkt wechselt beim Ladungstransfer zwischen dem N- und (N+1)-
Elektronenzustand.
Ein weiteres wichtiges Beispiel ist der Einzelelektronentransport.
Hierbei wird Elektron für Elektron von der einen zur anderen Elektro-
de transferiert. Nur zwei der Prozesse sind folglich erlaubt, die anderen
beiden verboten.Dies bedingt einen Potentialunterschied zwischen den
Elektroden, das sogenannte Transportfenster. Damit die beiden Prozes-
se möglich sind, muss zudem der Übergang innerhalb dieses Transport-
fensters liegen. Abbildung 1.7 zeigt den Einzelelektronentransport von
der linken zur rechten Elektrode. Der Quantenpunkt wechselt dabei
zwischen dem N- und (N+1)-Elektronen-Zustand.
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Abbildung 1.8:
Gatespannung VG und Biasspannung VLR deönieren die rautenförmi-
gen Bereiche des Transports durch den Quantenpunkt, dargestellt als
Strom I . ImBereichder Coulomb-Blockade ist der Transport unterdrückt
unddie Ladung konstant. Im Falle des Einzelelektronentransportswech-
selt der Quantenpunkt zwischen zwei, bei Doppelelektronentransport
zwischen drei Zuständen.
Die Biasspannung VLR, die das Transportfenster vorgibt, und die
Gatespannung VG spannen somit einen Parameterbereich auf, der in
Abbildung 1.8 dargestellt ist. In den weiß gekennzeichneten Bereichen
ist aufgrund der Coulomb-Blockade kein Transport möglich. Die La-
dung auf dem Quantenpunkt ist folglich stabil und diese Darstellung
wird daher auch als Stabilitätsdiagrammbezeichnet. AmÜbergang zwi-
schen zwei Coulomb-Blockade-Bereichen ist die Ladung entartet. Die
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charakteristische Form der verschiedenen Transportbereiche hat den
Begriﬀ Coulomb-Raute geprägt. Diese Form gilt auch für den Bereich
des Einzelelektronentransports, der sich an die Coulomb-Blockade an-
schließt. Mit steigender Biasspannung gelangen schließlich auch meh-
rere Übergänge gleichzeitig in das Transportfenster und Doppelelek-
tronentransport wird möglich.
1.2.3 Master-Equation
Der Transfer der Elektronen führt über die vorgestellten Prozesse zu
Übergängen zwischen den Zuständen auf dem Quantenpunkt. Diese
Prozesse sind zufällig und können durch eine Rate   charakterisiert
werden. Somit ist auch die zeitabhängige Dynamik des Systems zufäl-
lig und kann durch einen probabilistischen Zugang wie der Master-
Equation beschrieben werden.
Die Wahrscheinlichkeit, dass das System in einem Zustand N ist,
wird mit pN (t) beschrieben. Die Diﬀerentialgleichung der Zeitent-
wicklung des Systems lautet dann [37]
d
dtpN (t) =   ;NpN (t)
+ ( L;N 1 +  R;N 1) pN 1(t)
+
 
 L;N+1) +  

R;N+1

pN+1(t)
(1.25)
mit
 ;N =  L;N +  R;N +  

L;N +  

R;N :
  bezeichnet die Rate, mit der ein Elektron in den Quantenpunkt,
  die Rate, mit der ein Elektron vomQuantenpunkt in die Zuleitung
transferiert wird.
Mithilfe der Master-Equation lässt sich aus der stationären Lösung
d
dtpN (t) = 0 der mittlere Strom für Einzelelektronentransport berech-
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nen [32]:
hIi = e L R
( L +  R)
(1.26)
1.3 Korrelation
Der Transfer der Ladung ist ein stochastischer Prozess. Bislang wurde
lediglich der mittlere Strom hIi betrachtet und alle Fluktuationen um
diesen Mittelwert vernachlässigt. Die Statistik dieser Stromìuktuatio-
nen bietet aber Zugang zu Informationen, die nicht immittleren Strom
enthalten sind. Diese Informationen sind in der dynamischen Korrela-
tionsfunktion des zeitabhängigen Stroms enthalten.
Die allgemeine Korrelationsfunktion SAB(t  t0) des Stroms in Zu-
leitung A und Zuleitung B ist gegeben durch [34]
SAB(t  t0) = 1
2


IA(t)IB(t
0) + IB(t0)IA(t)

(1.27)
mitIA(t) = IA(t)  hIAi. Die Rauschleistung S(2)AB(!) ergibt sich
aus der Fouriertransformation
2(! + !0)S(2)AB(!) =



IA(!)IB(!
0)

: (1.28)
Diese Deënition der Rauschleistung wird in Abbildung 1.9 veran-
schaulicht. Nur die Fluktuationen bei gleicher Frequenz (! = !0) sind
korreliert.
Im Folgenden wird grundsätzlich nur das Nullfrequenzrauschen
S(2) = S
(2)
AB(! = 0) betrachtet. Im Rahmen des Streuformalismus
lautet das allgemeine Ergebnis für die Rauschleistung [38]:
S(2) =
2e2
h
X
n
Z
dE Tn(E) [fL(1  fL) + fR(1  fR)]
+Tn(E)(1  Tn(E)) [fL   fR]2 (1.29)
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Abbildung 1.9:
Der Korrelator zweiter Ordnungmisst die spektrale Leistungbei gleicher
Frequenz ! = !0. Spektrale Komponenten unterschiedlicher Frequenz
sind unkorreliert. (Die Daten zeigen Einzelelektronentransport aus Kapi-
tel 6.)
Dieses Stromrauschen wird auch Verteilungsrauschen genannt, da der
Strom durch die Streuung auf einen transmittierten und einen reìek-
tierten Kanal verteilt wird. Unter der Annahme, dass die Transmissi-
onswahrscheinlichkeiten energieunabhängig sind, lässt sich das Integral
direkt ausführen:
S(2) =
2e2
h
"
2kBT
X
n
T 2n + eVLR coth

eVLR
2kBT
X
n
Tn(1  Tn)
#
(1.30)
Im Falle kleiner Transmissionswahrscheinlichkeiten Tn  1 können
die Terme mit T 2n vernachlässigt werden:
S(2) =
2e2
h
"
eVLR coth

eVLR
2kBT
X
n
Tn
#
(1.31)
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Mithilfe von Gleichung 1.21 und I = V G lässt sich die Transmissi-
onswahrscheinlichkeit gänzlich eliminieren:
S(2) = 2eI coth

eVLR
2kBT

(1.32)
Im Gleichgewichtsfall reduziert sich Gleichung 1.32 auf die thermi-
schen Gleichgewichtsìuktuationen:
lim
eVLR/kBT!0
S(2) = 4kBTG (1.33)
Für große Biasspannung geht Gleichung 1.32 hingegen in reines
Poisson-Rauschen über:
lim
eVLR/kBT!1
S(2) = 2eI (1.34)
1.3.1 Fano-Faktor
Das Poisson-Rauschen 2eI gibt den maximalen Wert des Rauschens
für einen Poisson-Prozess an. Der Schrotrauschterm / Tn(1   Tn)
aus Gleichung 1.30 ist im Vergleich dazu aufgrund des Faktors (1  
Tn) stets unterdrückt. Das Verhältnis von Schrotrauschen und Poisson-
Rauschen wird durch den Fano-Faktor F (2) beschrieben [39][34]:
F (2) =
S(2)
2eI
(1.35)
bzw. mithilfe der Transmissionswahrscheinlichkeit:
F (2) =
P
n Tn(1  Tn)P
n Tn
(1.36)
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Abbildung 1.10:
Fano-Faktor für das im Abschnitt über den Streuformalismus vorgestell-
te Beispiel eines Quantenpunktkontakts. Entsprechend der Landauer-
Formel ist die Leitfähigkeit in Abhängigkeit von der Transmissionswahr-
scheinlichkeit quantisiert. Die Abhängigkeit des Fano-Faktors von der
Transmissionswahrscheinlichkeit unterscheidet sich von der der Leit-
fähigkeit. Dieser Zusammenhang wird in der Gegenüberstellung von
Fano-Faktor und Leitfähigkeit deutlich.
Die allgemeine Lösung für den Fall energieunabhängiger Transmissi-
onswahrscheinlichkeiten lässt sich somit mit dem Fano-Faktor schrei-
ben als [37]:
S(2) =
2e2
h

2kBT (1  F (2)) + eVLRF (2) coth

eVLR
2kBT

(1.37)
Zur Veranschaulichung ist in Abbildung 1.10 der Fano-Faktor für
das Beispiel des Sattelpotentials eines Quantenpunktkontakts darge-
stellt. Sind alle Transmissionskanäle geschlossen, beträgt der Grenz-
wert des Fano-Faktors 1. Mit zunehmender Transmissionswahrschein-
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lichkeit fällt der Fano-Faktor bis auf einen Wert von 0 für T = 1.
Mit jedem weiteren sich öﬀnenden Transmissionskanal steigt der Fano-
Faktor zunächst leicht an, um schließlich bei vollständig geöﬀnetem
Kanal wieder auf 0 zu fallen.
Mithilfe derMaster-Equation lässt sich auch der Fano-Faktor für den
Einzelelektronentransport bestimmen [40][41]:
F (2) = 1  2 L R
( L +  R)
2 (1.38)
Auch hier ist das Schrotrauschen gegenüber dem Poisson-Rauschen
stets unterdrückt. Den Grund hierfür stellt die Coulomb-Blockade dar.
Die Besetzung des Quantenpunkts durch ein Elektron verhindert den
Transfer möglicher folgender Elektronen. Der Ladungstransfer ist da-
durch negativ korreliert, was wiederum mit einer Reduktion des Fano-
Faktors gleichgesetzt werden kann.
Für einen nicht wechselwirkenden Leiter konnte Büttiker [42] zei-
gen, dass die Autokorrelation sogar grundsätzlich negativ sein muss, so-
lange die Reservoire sich im thermischen Gleichgewicht beënden und
die Spannungspotentiale konstant gehalten werden. Positive Korrelati-
on, sogenanntes Super-Poisson-RauschenF (2) > 1, setzt daher voraus,
dass entweder die Voraussetzungen der Zuleitungen nicht erfüllt sind
(z.B. Andreev-Streuung beim Übergang in einen Supraleiter [9]) oder
dass es in der untersuchten Nanostruktur Wechselwirkungen gibt. Ein
wichtiges Beispiel für derartige Wechselwirkungen stellt die gegenseiti-
ge dynamische Blockade von mehreren Transportkanälen dar [43].
1.3.2 Höhere Momente
Stromìuktuationenwerden durch die statistischenMomente derWahr-
scheinlichkeitsverteilung des Stroms charakterisiert. Analog zu dem
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Strom-Korrelator zweiter Ordnung in Gleichung 1.28 deënieren sich
die Korrelatoren höherer Ordnung [44]:
2(!1 +   + !n)S(n)(!1; : : : ; !n 1) = hhI(!1)    I(!n)ii
(1.39)
Die Größe S(n) misst die spektrale Dichte des n-ten Moments der
Stromìuktuationen und hat folglich die Einheit An/Hzn−1. Während
der Korrelator zweiter Ordnung die Varianz und damit die Amplitude
der Stromìuktuationen bestimmt, gibt der Korrelator dritter Ordnung
die Asymmetrie der Verteilung (auch Schiefe oder engl. skewness ge-
nannt) an. Das dem zweiten Moment zugeordnete Frequenzspektrum
ist das Leistungsspektrum. Die Spektren höherer Momente sind Funk-
tionen von (n   1) Frequenzen und werden folglich als Polyspektren
bezeichnet. Das Bispektrum S(3) ist als Frequenzspektrum des dritten
Moments folglich eine Funktion von !1 und !2 [45][46][47][48]:
S(3)(!1; !2) = hhI(!1)I(!2)I(!1 + !2)ii (1.40)
Anschaulich misst das Leistungsspektrum die spektrale Verteilung der
Leistung und enthält keinerlei Phaseninformation. Das Bispektrum ist
eine komplexe Größe und misst die Korrelation zwischen verschiede-
nen Frequenzkomponenten. Das dritte Moment ist gleichzeitig auch
die niedrigste Ordnung, in der Phaseninformationen enthalten sind.
Auch für die höheren Momente lassen sich Fano-Faktoren als Ver-
gleich mit dem Erwartungswert des Poisson-Rauschens deënieren:
F (3) =
S(3)
e2I
(1.41)
Die Bestimmung des Bispektrums lässt sich unter Ausnutzung der
verschiedenen Symmetrien stark vereinfachen, wie Abbildung 1.11 ver-
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Abbildung 1.11:
Die Symmetrien des Bispektrums führen dazu, dass die 12 gezeigten
Sektoren zueinander redundant sind.
anschaulicht. Aus dem Bispektrum aus Sektor 2 ergeben sich beispiels-
weise alle übrigen Sektoren aus der Redundanz [49]:
S(3)(!1; !2) =
8>>>><>>>>:
S(3)(!2; !1) Sektor 1
S(3)(!1 + !2; !2) Sektor 3
S(3)( !2; !1 + !2) Sektor 4
S(3)(!1; !1   !2) Sektor 5
S(3)( !1   !2; !1) Sektor 6
(1.42)
Kreuzkorrelationen zwischen den Strömen aus verschiedenen Zulei-
tungen werden ebenfalls analog zur Kreuzkorrelation zweiter Ordnung
berechnet. Die Symmetrie des Kreuz-Bispektrums ist jedoch reduziert.
Für den Fall der Kreuzkorrelation zwischen zwei Zuleitungen L und
R lassen sich die drei zueinander nicht redundanten Sektoren mit den
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Abbildung 1.12:
Strom und Fano-Faktor des zweiten und des dritten Moments für den
thermisch verbreiterten Übergang von der Coulomb-Blockade (CB) zum
Einzelelektronentransport (SET). Die Tunnelraten wurden symmetrisch
gewählt ( L =  R).
drei möglichen Permutationen identiëzieren:
S
(3)
LRR(!1; !2) =
(
S
(3)
RLR(!1; !2) Sektor 1
S
(3)
RRL(!1; !2) Sektor 3
(1.43)
Anstelle S(3)LRR in den Sektoren 1 bis 3 zu berechnen, können folg-
lich auch die drei Permutationen LRR, RLR und RRL in Sektor 2
bestimmt werden.
Für das Beispiel des Einzelelektronentransports ergibt sich aus der
Master-Equation für den Fano-Faktor des dritten Moments [50]:
F (3) = 1  6 L R
 
 2L +  
2
R

( L +  R)
4 (1.44)
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Abbildung 1.12 veranschaulicht die Reduktion des Fano-Faktors für
das zweite und das dritte Moment beim Übergang von der Coulomb-
Blockade zum Einzelelektronentransport.
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2 Kapitel 2Experimentelle Grundlagen
In diesem Kapitel werden die Grundlagen, die für die Durchführung
und Auswertung der Messungen notwendig sind, erläutert. Es wird ein
experimenteller Aufbau für Rauschmessungen an Quantenpunktsyste-
men vorgestellt. Dabei besteht die besondere Herausforderung darin,
die kleinen Stromìuktuationen von einer Größenordnung im Bereich
einiger fA/
p
Hz zu messen. Um derartige Größenordnungen beobach-
ten zu können, ist eine rauscharme Verstärkung der Fluktuationen er-
forderlich. Dazu wird im ersten Teil dieses Kapitels die Entwicklung
eines Tieftemperaturverstärkers beschrieben. Im zweiten Teil dieses Ka-
pitels geht es dann um die Auswertung der mit diesem Aufbau aufge-
nommenen Rauschspektren.
2.1 Der experimentelle Aufbau
Schrotrauschen, d.h. zeitliche Fluktuationen des Stroms, zeichnet sich
durch eine spektrale Leistungsdichte proportional zummittleren Strom
aus. Bei einem Strom von 1mA beträgt die Amplitude des Poisson-
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Rauschens gerade einmal 18 pA/
p
Hz oder 0:000 001 8% der Ampli-
tude bei einer Bandbreite von 1Hz. Im Vergleich steigt dieses Verhält-
nis bei einem Strom von 1 pA zwar deutlich auf 0:06%, der Absolut-
wert beträgt dabei aber weniger als 1 fA/
p
Hz. Um derartige Strom-
ìuktuationen messen zu können, ist ein überaus empëndlicher Detek-
tor nötig. Dies wird besonders deutlich, wenn man zum Vergleich das
thermische Rauschen eines 1 k
 Widerstands betrachtet. Bei Raum-
temperatur beträgt das thermische Stromrauschen dieses Widerstands
4 pA/
p
Hz und selbst bei der Temperatur ìüssigen Heliums liegt der
Wert mit 470 fA/
p
Hz immer noch deutlich über dem des Schrotrau-
schens. Ein Detektor für Schrotrauschen muss das Signal also verstär-
ken, ohne es dabei durch sein Eigenrauschen zu überdecken.
Stromverstärker mit einem großen Verstärkungsfaktor stellen eine
Möglichkeit dar, diese Vorgaben zu erfüllen. Das Stromrauschen eines
Femto LCA-100k-50M beträgt z.B. 30 fA/
p
Hz [51]. Allerdings gel-
ten diese Werte nur unter der idealen Voraussetzung einer unendlich
großen Quellimpedanz. Die Quellimpedanz beinhaltet dabei auch die
Leitung, mit der das Signal von der Probe, die für die Untersuchung
vonQuanteneﬀekten typischerweise in einemKryostaten gekühlt wird,
zum Stromverstärker bei Raumtemperatur transportiert werden muss.
Allein die Kapazität dieser Leitung sorgt bei Frequenzen im kHz-Be-
reich bereits dafür, dass das Eigenrauschen des Stromverstärkers rasch
ansteigt. Zudem beschränken die Kapazität der Leitung und der Strom-
verstärker die mögliche Bandbreite auf einen Bereich, der häuëg von
1/f-Rauschen dominiert wird. Es ist daher besonders wichtig, diese Ka-
pazität zu minimieren.
Eine oﬀensichtliche Lösung besteht darin, die Länge der Leitung
vom Verstärker zu der Probe zu verkürzen. Dies bedeutet aber wieder-
um, dass die Verstärkung des Signals in den Kryostaten verlagert wer-
den muss. Nicht jede Elektronik funktioniert jedoch bei derartig tie-
fen Temperaturen, und es erfordert daher speziell angepasste Verstärker
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[8]. Die niedrige Betriebstemperatur bietet dabei allerdings auch den
Vorteil, dass alle thermischen Rauschquellen nur einen geringen Betrag
beisteuern.
Die Detektorauìösung lässt sich noch weiter steigern, indemmehre-
re Verstärker die Stromìuktuationen unabhängig voneinander messen.
Die technischen Rauschquellen der Verstärker sind dann unkorreliert
und werden folglich in einer Messung des Korrelationssignals unter-
drückt [52][53][54].
2.1.1 Kryogene Verstärker
Kryogene Verstärker sollen bei Temperaturen von 1:5K, wie sie etwa
auf dem 1K-Topf eines Entmischungskryostaten auftreten, funktionie-
ren können. Der Verstärkungsfaktor sollte ausreichend groß sein, damit
nachfolgende, bei Raumtemperatur betriebene Verstärker nicht durch
ihr Eigenrauschen das Signal-zu-Rausch-Verhältnis nennenswert nega-
tiv beeinìussen. Ein Verstärkungsfaktor von ungefähr 10 ist dafür be-
reits ausreichend. Der Verstärker kann dabei entweder als Stromverstär-
ker oder als Spannungsverstärker realisiert werden. Der Vorteil eines
Stromverstärkers besteht in einem niedrigen Eigenrauschen und in ei-
nem hohen Strom-Spannungs-Konversionsfaktor bei einer gleichzeitig
niedrigen Detektorimpedanz. Der Nachteil liegt in der Rückkopplung
hin zur Probe und in der von der Eingangskapazität abhängigen Sta-
bilität. Spannungsverstärker haben ein im Vergleich höheres Stromrau-
schen, da die Strom-Spannungs-Konversion über einen vorgeschalteten
Widerstand erfolgenmuss, so dass ein hoher Konversionsfaktor nurmit
einer großenDetektorimpedanz erkauft werden kann. Gleichzeitig sind
Spannungsverstärker jedoch deutlich weniger empëndlich gegenüber
der Eingangskapazität und einfacher zu stabilisieren. Die größere Sta-
bilität ermöglicht es auch, die Spannungsverstärker mit einer größeren
Bandbreite zu betreiben. Schließlich besteht beim Spannungsverstärker
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nicht notwendigerweise eine aktive Rückkopplung zur Probe.
Aufgrund dieser Vorteile stellen Spannungsverstärker die einfachere
und stabilere Wahl dar. Alle Experimente in dieser Arbeit wurden mit
zweistuëgen Spannungsverstärkern durchgeführt. Im Folgenden wird
das Design eines solchen Verstärkers vorgestellt. Entscheidend für die
Verstärkereigenschaften ist dabei die Wahl des Transistors, der natür-
lich bei kryogenen Temperaturen noch funktionieren muss [55]. Zur
Auswahl stehen dafür sogenannte pseudomorphe GaAs/InGaAs „high
electron mobility transistors” (p-HEMTs) oder GaAs „metal semicon-
ductor ëeld eﬀect transistors” (MESFETS) [56][57]. Dabei haben sich
gerade die p-HEMTs ATF34143 und ATF35143 in vielen Experimen-
ten bewährt [58][59][54][60][61] und wurden daher für die in dieser
Arbeit vorgestellten Messungen eingesetzt.
Nach der Wahl des Transistors gilt es, die eigentliche Schaltung zu
entwerfen. Ziel des Designs ist es, das Signal-zu-Rausch-Verhältnis zu
maximieren, was wiederum maximale Verstärkung bei minimalem Ei-
genrauschen bedeutet. Eine einfache Common-Source-Schaltung er-
füllt diese Vorgaben (siehe Abbildung 2.1). Die für den Verstärkungs-
faktor nötige große Ausgangsimpedanz muss in einer zweiten Stufe an
die 50
 der nachfolgenden Koaxialleitung angepasst werden. Auch
hier kommt wieder ein weiterer Common-Source-Verstärker zum Ein-
satz.
Ein weiteres wichtiges Designkriterium ist die Wärmeentwicklung
des Verstärkers. Die Kühlleistung der einzelnen Temperaturstufen eines
Entmischungskryostaten ist begrenzt. Im konkreten Fall des Kelvinox
300 beträgt die Kühlleistung der Mischungskammer 300 µW bei ei-
ner Temperatur von 100mK. Eine Platzierung der Verstärker auf der
Mischungskammer hätte natürlich den Vorteil sowohl des geringen Ab-
standes zur Probe als auch einerMagnetfeldkompensation. Ein derartig
niedriger Energieverbrauch bedeutet aber gleichzeitig auch Einschrän-
kungen für die Leistungsdaten des Verstärkers. Bei nahezu geschlosse-
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nem Kanal ist die Transkonduktanz gering, was wiederum mit einer
höheren Drainimpedanz ausgeglichen werden muss, um einen nen-
nenswerten Verstärkungsfaktor zu erhalten. Damit sinkt die mögliche
Bandbreite des Verstärkers, da die großen Widerstände zusammen mit
den parasitären Kapazitäten der Bauteile RC-Glieder formen.
Auf dem 1K-Topf kann deutlich mehrWärme dissipiert werden, und
somit entfallen die Einschränkungen, die auf der Mischungskammer
gelten. Allerdings wächst der Abstand zur Probe um 20 cm und entspre-
chend die Eingangskapazität. Die einzelnen Nachteile dieser Kapazität
werden im zweiten Teil dieses Kapitels, derMessauswertung, diskutiert.
Auch wenn der 1K-Topf eine höhere Wärmelast erlaubt, wurde hier ein
Energieverbrauch von etwa 5mW gewählt.
Design der Common-Source-Eingangsstufe
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Abbildung 2.1:
Eine einfache Common-Source-Eingangsstufe (links) und das entspre-
chende Ersatzschaltbild (rechts).
Um die beiden Stufen des Verstärkers zu dimensionieren, wurde der
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ATF34143 bei Raumtemperatur und bei 4:2K charakterisiert. Abbil-
dung 2.2 zeigt die Abhängigkeit des Drain-Stroms ID von der Source-
Drain-Spannung und der Gate-Spannung bei 4:2K. Der Verlauf der
Kennlinien bei 300K entspricht qualitativ dem Tieftemperaturverlauf.
Quantitative Unterschiede verhindern allerdings, dass die Verstärker
mit einem temperaturunabhängigen Arbeitspunkt betrieben werden
können. Im grundsätzlichen Verhalten erinnern die Kennlinien an ei-
nen klassischen Feldeﬀekttransistormit einem linearen Bereich für nied-
rige Source-Drain-Spannungen und einem Sättigungsbereich für ho-
he Source-Drain Spannungen. Allerdings bleibt die Steigung im Sätti-
gungsbereich bei endlichenWerten, gleichbedeutendmit einem niedri-
gen diﬀerentiellen Drain-Widerstand rD = dVSD/dID. Dieser nied-
rige diﬀerentielle Widerstand stellt die entscheidende Begrenzung der
maximalen Verstärkung dar, da der Drain-Widerstand RD, über den
die Ausgangsspannung abfällt, parallel zu diesem geschaltet ist (sie-
he Abbildung 2.1). Zudem limitiert er auch die Möglichkeiten, den
ATF34143 als aktive Last zu betreiben. Einige der Charakterisierungs-
messungen bei 4:2K zeigten bei hohen Source-Drain-Spannungen ein
Abknicken der Kennlinie, die auch sehr häuëg in den Kennlinien des
ATF35143 festgestellt werden konnte. Dabei handelt es sich um den
sogenannten Kink-Eﬀekt [62], der sich negativ auf die Rauscheigen-
schaften des Transistors auswirkt [63]. Indem eine niedrige Source-
Drain-Spannung für den Arbeitspunkt gewählt wird, lassen sich aber
der Kink-Eﬀekt und weitere auf Streumechanismen basierende Fluk-
tuationsprozesse [64] vermeiden.
Mithilfe der Charakterisierungsmessung kann ID gewählt werden.
Die Wahl von ID bestimmt den Arbeitspunkt der Verstärkerstufe und
die restliche Dimensionierung. Der Arbeitspunkt muss selbstverständ-
lich im Sättigungsbereich liegen, gleichzeitig darf aber die Wärmeent-
wicklung nicht zu groß sein. Zudem sollte auch die Source-Drain-
Spannung nicht zu hoch ausfallen. Hier wurde für die Eingangsstufe
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Abbildung 2.2:
Kennlinien eines ATF34143 bei einer Temperatur von 4:2K. Links ist
die Abhängigkeit des Stroms von der Gate-Spannung bei einer Source-
Drain-Spannung von 0:1V, 0:2V und 0:3V dargestellt, rechts die Ab-
hängigkeit des Stroms von der Source-Drain-Spannung bei einer Gate-
Spannung von  0:28V bis  0:35V in Schritten von 10mV. Die gestri-
chelte Linie kennzeichnet die Steigung und damit die Transkonduktanz
gm für den gewählten Arbeitspunkt.
ID = 2mA bei einer Source-Drain-Spannung von VSD = 0:2V ge-
wählt.
Abbildung 2.2 zeigt links den Verlauf der Kennlinie ID in Abhän-
gigkeit von der Gate-Spannung. Die Ableitung dieser Kennlinie gibt
die Transkonduktanz gm an. Die Gesamtverstärkung (für Spannung)
G beträgt dann
G = gm(rDjjRD): (2.1)
Dabei symbolisiert rDjjRD die Parallelschaltung von rD und RD.
Aus der Wahl des Arbeitspunkts ID ergibt sich die Gate-Spannung
VG =  0:3V bei einer Transkonduktanz von gm = 25mS. Anstatt
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die Vorspannung für das Gate von außen zuzuführen, wird hier die
Self-Bias-Technik eingesetzt. Dabei beëndet sich das Gate auf Erdpo-
tential, während das Potential der Source-Elektrode über einen Wider-
stand RS angehoben wird. Der Source-Widerstand wird so gewählt,
dass der Spannungsabfall des Drain-Stroms genau der gewünschten
Gate-Spannung entspricht:
VG =  IDRS : (2.2)
Damit die zu verstärkenden Wechselspannungen nicht über den
Source-Widerstand gegenkoppeln, wird dieser mit einem Kondensa-
tor überbrückt. Damit ergibt sich die komplette Eingangsstufe wie in
Abbildung 2.3 dargestellt.
Bauteil Wert
R1 220 

C1 2 22 nF
R2 910 

C2 10 nF
R3 10 k

R4 220 

C3 2 22 nF
R5 49.9 

R6 860 

C4 100 nF
Tabelle 2.1:
Dimensionierung der Bauteile für die Verstärkerstufen in Abbildung 2.3.
Widerstände: Dünnölm-Metallschicht (Tyco, Welwyn) , Kondensatoren:
C0G Keramik (Epcos, Kemet, Murata).
58
2.1 Der experimentelle Aufbau
R
2
R
1
Z
A,B
C
1
C
2
i
in
R
6
R
5
R
4
R
3
C
3
C
4
v
out
Eingangsstufe Ausgangsstufe
Abbildung 2.3:
Schaltungsskizze des zweistuögen Tieftemperaturverstärkers.ZA;B be-
zeichnet dabei die Detektorimpedanz im späteren experimentellen Auf-
bau (siehe unten).
Die Ausgangsstufe
Beim Design der Ausgangsstufe wird genauso verfahren wie bei der
Eingangsstufe. Allerdings ist hier nicht die Maximierung des Verstär-
kungsfaktors das Ziel, sondern die Anpassung der Ausgangsimpedanz
(rDjjRD) an die 50
 der Koaxialleitung. Dafür wird RD = 49:9

gewählt und der Arbeitspunkt so bestimmt, dass die Impedanzfehlan-
passung nicht zu groß wird. Der Verstärkungsfaktor muss groß genug
sein, damit die Ausgangsstufe nicht zum Eingangsrauschen des Verstär-
kers beiträgt. Die entsprechende Dimensionierung der gesamten Ver-
stärkerschaltung ist in Tabelle 2.1 aufgeführt.
Eingangs- und Ausgangsstufe sind beide AC (wechselspannungs-
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Abbildung 2.4:
Der fertige Tieftemperaturverstärker. Das Platinenmaterial besteht aus
FR4mit vergoldeten Leiterbahnen, auf dem die Bauelementemit silber-
haltigem Lot verlötet sind. Das Gehäuse ist aus vergoldetem, sauerstoﬀ-
freiem Kupfer gefertigt.
mäßig) gekoppelt. Auch eine DC-Kopplung ist bei einem zweistuëgen
Verstärker möglich, indem das Referenzpotential der gesamten Aus-
gangsstufe angehoben wird. Allerdings bietet die niedrige DC-Verstär-
kung dieser Schaltung zu wenig praktische Vorteile, um den Aufwand
zu rechtfertigen. Abbildung 2.4 zeigt den fertigen Verstärker im vergol-
deten Kupfergehäuse.
Als Versorgungsspannung wird entsprechend der Summe der Span-
nungsabfälle IDRS , VSD und RDID eine Spannung von mindestens
1:5V benötigt. Allerdings kann der Verstärker auch mit einer größe-
ren Versorgungsspannung betrieben werden. Das wichtigste Kriterium
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stellt dabei das geringe Spannungsrauschen der Versorgung dar, wie
es z.B. eine Batterie auszeichnet (typische Werte für Batterien liegen
bei  190 dBV/pHz oder 300 pV/pHz). Bei den im Rahmen dieser
Arbeit vorgestellten Experimenten wurde jedoch eine geregelte Span-
nungsversorgung [65] mit einer Rauschleistungsdichte im Bereich von
1 nV/
p
Hz verwendet, die den Vorteil bietet, das Experiment stabil
über mehrere Wochen betreiben zu können. Als Netzstromversorgung
dient ein linear geregeltes Netzteil vom Typ Block FMP.
Charakterisierung der Verstärker
Verstärkungsfaktor und Eingangsrauschen der Tieftemperaturverstär-
ker wurden bei 4:2K vor dem Einbau in den Entmischungskryostaten
in einem Testaufbau charakterisiert. Mit Hilfe eines Netzwerkanaly-
sators (HP 4395A) wird eine Sinusspannung mit einer Leistung von
 30 dBm generiert, mit einem Powersplitter auf Netzwerkanalysator
und Verstärker verteilt und das verstärkte Signal mit dem Referenz-
signal verglichen (siehe Abbildung 2.5). Um Netzwerkanalysator und
Eingangsstufe nicht zu übersteuern, wird ein 40 dB Dämpfungsglied
vorgeschaltet.
40dB
Netzwerk-
analysator
Ref
Sig
G
Abbildung 2.5:
Schematische Skizze des Messaufbaus zur Charakterisierung der Tief-
temperaturverstärker mittels eines Netzwerkanalysators.
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Abbildung 2.6:
Verstärkungsfaktor eines Tieftemperaturverstärkers bei 4:2K.
Abbildung 2.6 zeigt den gemessenen Verstärkungsfaktor im Fre-
quenzbereich bis 5MHz. Die Verstärkung setzt erst bei Frequenzen
größer als 500 kHz ein. Ursache hierfür ist die Gegenkopplung über
den Vorspannungs-Widerstand RS , der nur für entsprechend große
Frequenzen von dem Kondensator überbrückt wird. Aufgrund von pa-
rasitären Kapazitäten fällt die Verstärkung für Frequenzen größer als
80MHz wieder ab. Dazwischen ist sie nahezu konstant und erreicht
einen Wert von 24 dB.
Das Eingangsrauschen der Verstärker setzt sich aus zwei Komponen-
ten zusammen, dem Spannungsrauschen en und dem Stromrauschen
in. Um das Spannungsrauschen der Verstärker zu charakterisieren, wird
der Eingang der Verstärker kurzgeschlossen. Da das Eigenrauschen der
Verstärker sehr klein ist, muss das Signal mit einem weiteren Verstärker
aufbereitet werden. Diese Aufgabe übernimmt ein Femto HLDPVA
Breitbandverstärker mit einem Gain von 50 dB. Mithilfe des Spek-
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Abbildung 2.7:
Schematische Skizze der wesentlichen Rauschquellen und der Messauf-
bau für die Charakterisierung dieser bei 4:2K.
trumanalysators (HP 4395A) wird dann die Rauschleistung gemessen.
Das Spannungsrauschen (Eigenrauschen) des Verstärkers ergibt sich als
Quotient aus gemessener Rauschleistung S und Gesamtverstärkung
G : en = S/G. Das Stromrauschen des Verstärkers ist hingegen zu
klein, als dass es über den Spannungsabfall der 50
 Eingangstermi-
nierung gemessen werden könnte.
Für das auf den Eingang bezogene Spannungsrauschen oberhalb von
1MHz ergibt sich ein Wert von 200 pV/
p
Hz. Mit dem abfallenden
Verstärkungsfaktor für niedrige Frequenzen steigt auch entsprechend
das auf den Eingang bezogene Spannungsrauschen an. Gleichzeitig ist
dies auch der Bereich, in dem das Rauschen eines ATF34143 typi-
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scherweise von 1/f-Rauschen dominiert wird. Die genaue Grenzfre-
quenz (engl. corner frequency), bei der das 1/f-Rauschen kleiner ist als
das Spannungsrauschen, kann daher in dieser Messung nicht bestimmt
werden.
Das erreichte Eingangsrauschen des zweistuëgen Tieftemperaturver-
stärkers liegt damit etwas unterhalb von typischen Werten einstuëger
Designs ( 0:7 nVpHz in [56] bzw.  0:4 nVpHz in [66]). Ausge-
drückt als Rauschtemperatur ergibt sich ein Wert von 58K bzw. eine
Rauschzahl (engl. noise ígure) von 0:8 dB, jeweils bezogen auf 50
.
Diese Werte sind sehr viel größer als die vergleichbarer HF-Verstärker,
die auf ähnlichen p-HEMTs basieren (3K bei 700MHz [60]) und
liegen auch oberhalb der Speziëkation des ATF34143 (Noise Figure
0:5 dB bei 1:9GHz). Dabei muss allerdings der unterschiedliche Fre-
quenzbereich berücksichtigt werden. Ziel der Experimente in dieser Ar-
beit ist es, das Schrotrauschen in einem Frequenzbereich von 500 kHz
bis 5MHz zu messen. Oﬀenbar muss im Gegenzug ein höheres Ei-
genrauschen der Verstärker in Kauf genommen werden. Eine mögliche
Ursache liegt in den bereits angesprochenen Stoß-Ionisationsprozessen
des Kink-Eﬀekts, der eine starke Frequenzabhängigkeit aufweist [63].
2.1.2 Integration der Verstärker in einen
Entmischungskryostaten
Die fertigenVerstärker sind in einen Entmischungskryostaten integriert.
Während die Verstärker aufgrund ihrer Wärmelast auf dem 1K-Topf
montiert werden, beëndet sich die Probe an einem Kühlënger unter-
halb der Mischungskammer. Die Fluktuationen des Stroms durch die
Probe müssen also von einem Detektionsschaltkreis in Spannungsìuk-
tuationen umgewandelt und von dem Kühlënger zu den Verstärkern
geführt werden. Diese Transmissionsleitung soll dabei eine große Band-
breite ermöglichen. Neben den Transmissionsleitungen ist die Probe
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auch mit DC-Leitungen verbunden. Die störungsfreie Verbindung der
Zuleitungen, die zudem auch noch thermalisiert werden müssen, er-
fordert die Entwicklung eines speziellen Probenhalters und Kühlën-
gers. Zunächst wird der Aufbau der Transmissionsleitung beschrieben.
Die Kapazität dieser Leitungen ist Teil des Detektionsschaltkreises, der
anschließend vorgestellt wird. Darauf folgt schließlich der Aufbau des
Probenhalters.
Die Transmissionsleitung ist eine Koaxialleitung mit möglichst ge-
ringer Kapazität (im Folgenden wird sie daher auch häuëg als Nieder-
kapazitätsleitung bezeichnet). Die Kapazität eines Zylinderkondensa-
tors pro Längeneinheit L ist gegeben durch
C
L
=
2r0
ln(Dd )
(2.3)
in Abhängigkeit von dem Verhältnis der Durchmesser des äußeren
(D) und inneren (d) Leiters. Dementsprechend sollte der Durchmes-
ser des Außenleiters so groß wie möglich gewählt werden, wobei die-
sem durch die Platzverhältnisse im Kryostaten enge Grenzen gesetzt
sind. Der Außenleiter ist aus Edelstahlrohr gefertigt, das unterhalb der
Mischungskammer auch tragende Funktion für den Probenhalter über-
nimmt (siehe auch Abbildung 2.8). Oberhalb der Mischungskammer
stellen dünnwandige Edelstahlrohre die thermische Isolation über den
Außenleiter sicher. Auf der Mischungskammer muss das Signal um-
gelenkt werden. Dies geschieht in einer massiven Kupferbox, die auch
gleichzeitig Ausgangspunkt der thermischen Kopplung der Probe an
dieMischungskammer darstellt. Der Innenleiter ist aus supraleitendem
NbTi-Draht gefertigt, um gleichzeitig thermische Isolation der Probe
und gute elektrische Leitfähigkeit zu gewährleisten. Andere Materalien
wie z.B.Manganin bieten zwar ebenfalls eine gute thermische Entkopp-
lung der Probe vom 1K-Topf. Bei einem Widerstand von 100
/m
stellt der Innenleiter jedoch eine weitere thermische Rauschquelle dar,
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Abbildung 2.8:
Zwei Transmissionsleitungen aus Edelstahl verbinden den Probenhalter
unterhalb der Mischungskammer über mehrere Temperaturstufen hin-
weg mit den Verstärkern auf dem 1K-Topf.
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derenTemperatur sogar streckenweise deutlich über der derMischungs-
kammer liegt. Bei dem NbTi-Draht handelt es sich um einen Einkern-
leiter, der in eine Kupfermatrix eingebettet ist. Da Kupfer eine sehr
hohe thermische Leitfähigkeit besitzt, wird die Kupfermatrix in dem
Drahtabschnitt oberhalb der Mischungskammer mit einem Säurebad
aus Salpetersäure entfernt. Da unterhalb der Mischungskammer Ma-
gnetfelder erzeugt werden können, die das kritischeMagnetfeld des Su-
praleiters überschreiten, muss die Kupfermatrix in diesemAbschnitt in-
takt bleiben. DerWiderstand des Innenleiters bei Raumtemperatur, ge-
messen vom 1K-Topf bis zum Probenhalter, beträgt 55
. Der Durch-
messer des Innenleiters beträgt 100 µm. Aus Gleichung 2.3 ergibt sich
dann eine Leitungskapazität von 15 pF. Die Selbstinduktivität der Lei-
tung liegt bei  1 µH/m, woraus eine charakteristische Impedanz von
275
 folgt. Da die Detektion jedoch bei einer Frequenz von 1MHz
bzw. einer Wellenlänge von 300m erfolgt, spielt die Impedanzfehlan-
passung keine Rolle.
Der Detektionsschaltkreis
Der Detektionsschaltkreis für die Strom-Spannungs-Konversion be-
steht aus einem einfachen Parallelschwingkreis. Die Koaxialleitung bil-
det dabei die Kapazität zusammen mit den parasitären Kapazitäten
der Steckverbinder, Verstärker und des Probenhalters. Der Konversi-
onswiderstand stellt in Verbindung mit dieser Kapazität ein RC-Glied
dar und deëniert damit die Detektorbandbreite BW = 1/2RC.
Die Größe des Widerstands stellt damit einen Kompromiss zwischen
Bandbreite und Transimpedanz der Detektion dar. Zudem ist bei ei-
ner großen Detektorimpedanz die Rückkopplung auf die Stromìuk-
tuationen der Probe nicht mehr zu vernachlässigen. Die Spule ver-
schiebt die Resonanzfrequenz des Schwingkreises zu Frequenzen größer
als 500 kHz, da der untere Frequenzbereich durch das 1/f Rauschen
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der Verstärker dominiert ist und nicht für die Auswertung genutzt wer-
den kann. Für eine Messung von höheren Momenten, z.B. des dritten
Moments, ist es darüber hinaus vorteilhaft, wenn die Bandbreite zu-
mindest eine Dekade abdeckt. Wird die Resonanzfrequenz zu groß ge-
wählt, ist schließlich eine Korrelationsmessung über die Probe hinweg
ineﬃzient, da die Probenimpedanz aufgrund von parasitären Kapazi-
täten für eine endliche Kopplung sorgt.
Abbildung 2.9:
Die Resonatorspule eines Detektionsschaltkreises, bestehend aus 250
Windungen NbTi-Draht auf einem Spulenkern aus Steatit.
Um eine Resonanzfrequenz von ca. 1MHz bei der von der Geome-
trie des Aufbaus vorgegebenen Kapazität zu erreichen, wird eine Induk-
tivität in der Größenordnung von 1mH benötigt. Diese Größe wird
leider kommerziell nur mit Ferritkern realisiert. Ferrite sind aber auf-
grund der starkenMagnetfelder potentiell problematisch. Daher wurde
die Spule als Luftkernspule gefertigt. Das Drahtmaterial besteht wieder
aus NbTi, um resistive Rauschquellen auszuschließen. Im Unterschied
zu den Transmissionsleitungen wurde hierbei ein Multiëlamentleiter
verwendet. Neben dem geringen Widerstand ist die wichtigste Eigen-
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schaft der Spule ihre parasitäre Kapazität, die die Bandbreite der De-
tektion weiter verringert. Um diese Kapazität zu minimieren, besteht
die Spule nur aus einer Lage an Drahtwicklungen. Da der Drahtdurch-
messer dabei möglichst gering sein sollte, ergibt sich das Problem, dass
der minimale Biegeradius des Supraleiters unterschritten wird. Draht
mit einemDurchmesser von 0:4mmund einem Biegeradius von 5mm
erwies sich als ungeeignet. Daher wurde hier 50 µm-Draht auf einen
Spulenkern mit 18mm Durchmesser gewickelt. Der Spulenkern be-
steht dabei aus Steatit. Abbildung 2.9 zeigt die fertige Spule mit 250
Windungen. Als Wickelmaschine diente eine einfache Handbohrma-
schine mit einem Hall-Schalter als Umdrehungszähler.
Der Probenhalter und die Signalverteilung
Der Probenhalter nimmt den Chipcarrier mit der Probe auf und ist
in Abbildung 2.10 dargestellt. Beim Kelvinox 300 beëndet sich der
Probenhalter im Isolationsvakuum und die Kühlung der Probe erfolgt
über die Metallkontakte des Chipcarriers. Um eine optimale thermi-
sche Leitfähigkeit beim Übergang vom Chipcarrier zum Probenhalter
sicherzustellen, werden sogenannte Pogopins eingesetzt, die einen löt-
freien mechanischen Kontakt ermöglichen. Die Pogopins pressen mit
einer Feder einen vergoldeten Stiftkontakt an die Unterseite des Chip-
carriers. Der Stiftkontakt wiederum sitzt in einem Zylinder, der den
Kontakt zu einer Leiterplatte weiterreicht. Verglichen mit seitlichen
Federkontakten herkömmlicher Probenhalter sollen die Pogopins bei
tiefen Temperaturen einen sicheren mechanischen Kontakt herstellen.
Die Pogopins sitzen lose in dem eigentlichen Probenhalter aus Steatit.
Die Leiterplatte unterhalb des Probenhalters besteht aus monokristal-
linem Quarz, das sich im Millikelvin-Bereich im Vergleich mit ande-
ren Isolationsmateralien durch eine hohe thermische Leitfähigkeit aus-
zeichnet. Die Leiterbahnen aus Gold auf der Quarzplatte dienen der
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ermalisierung der Elektronen.
Abbildung 2.10:
Der Probenhalter für den Chipcarrier. Pogopins stellen eine lötfreie Ver-
bindung zwischen Probe und einer Leiterplatte aus Quarz her, die der
Thermalisierung der Elektronen dient.
Die thermische Ankopplung an die Mischungskammer erfolgt über
Drähte aus sauerstoﬀfreiem Kupfer, die an die Kupferbox unterhalb der
Mischungskammer gepresst sind. Im Probenhalter enden die Drähte
an einer Kupferklammer, die auf den Chipcarrier presst und ihn im
Keramikhalter ëxiert. Die Kupferklammer stellt auch die elektrische
Erde für den Detektionsschaltkreis dar.
An der Kupferklammer sitzen Leiterplatten, die die Signalverteilung
übernehmen. Das Platinenmaterial besteht aus FR4 mit vergoldeten
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Abbildung 2.11:
Signalverteilung auf der Source-Seite der Probe.
Leiterbahnen aus Kupfer. Die einzelnen Bauelemente sind mit silber-
haltigem Lot und Silber-Epoxy befestigt. Auf der Leiterplatte beënden
sich neben den Widerständen des Detektionsschaltkreises auch noch
Filter für DC-Kontakte. Die Signalverteilung ist für den Source- und
Drain-Kontakt der zu untersuchenden Probe unterschiedlich ausge-
führt. Während vom Drain-Kontakt das DC-Signal zur Messelektro-
nik bei Raumtemperatur weitergeleitet wird, ist es auf der Source-Seite
über den Konversionswiderstand des Detektors geerdet. Die Verstär-
ker sind jeweils über einen Kondensator mit der Probe verbunden. Auf
beiden Platinen ist außerdem die Möglichkeit der Einspeisung einer
Wechselspannung zur Charakterisierung von Probenimpedanz, Detek-
torimpedanz und Verstärkungsfaktor vorgesehen.
Neben demDC-Kontakt der Drain-Zuleitung müssen auch alle wei-
teren Anschlüsse wie z.B. Gateelektroden thermisch an die Mischungs-
kammer gekoppelt und mit RC-Filterstufen unmittelbar vor der Probe
stabilisiert werden. Eine Leiterplatte aus monokristallinemQuarz sorgt
dabei wieder für die thermische Senkung. Die Leiterbahnen bestehen
aus Konstantan mit einem Widerstand von  500
 und sind auf das
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Abbildung 2.12:
Signalverteilung auf der Drain-Seite der Probe.
Quarz aufgesputtert. Eine Masseìäche über den Leiterbahnen als Kon-
densator bildet zusammen mit dem Konstantanwiderstand eine weite-
re Hochfrequenzëlterstufe. Abbildung 2.13 zeigt die fertige Streifen-
leitung in einem Kupfergehäuse, das mit der Mischungskammer ver-
schraubt wird.
Somit stehen die wichtigsten Komponenten für den vollständigen
Messaufbau zur Verfügung. Dieser grundsätzliche Aufbau wurde für
alle in dieser Arbeit vorgestelltenMessungen verwendet und wird daher
an dieser Stelle exemplarisch in Abbildung 2.14 skizziert.
Als Gleichspannungsquellen werden Digital-Analog-Konverter mit
16 Bit Auìösung vom Typ IOTech DAC488HR eingesetzt. Die Mes-
sung desGleichstromsignals ISD erfolgt über einen Ithaco 1211 Strom-
verstärker, gefolgt von einem Keithley 2000 zum digitalen Auslesen der
Messwerte. Über den Ithaco Stromverstärker wird auch die Biasspan-
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Abbildung 2.13:
Eine Leiterplatte aus monokristallinem Quarz mit Streifenleitungen aus
Konstantan dient der Thermalisierung der Elektronen für alle Proben-
kontakte.
nung VSD an den Drain-Kontakt der Probe angelegt.
Die Verstärkerkette für die Messung der Stromìuktuationen besteht
aus den vorgestellten Tieftemperaturverstärkern, gefolgt von Femto
HLDPVA bzw. Miteq AU-1447 Breitbandvestärkern bei Raumtem-
peratur. Letztes Glied in der Verstärkerkette stellen HF-Diﬀerenzver-
stärker dar, die das analoge Messsignal der Stromìuktuationen von der
digitalen Messelektronik galvanisch entkoppeln. Die Diﬀerenzverstär-
ker basieren auf einem diﬀerentiellen Empfänger vom Typ AD8130.
Als passive Elemente trennen zum einen DC-Blocks Gleichspannungs-
potentiale der Tieftemperaturverstärker von den Breitbandverstärkern.
Zum anderen unterdrückenTiefpassëlter vomTypMini-Circuits BLP5
Frequenzen größer als 5MHz, um Aliasing-Fehler bei der diskreten
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Abbildung 2.14:
Der vollständige Messaufbau, in dem der Quantenpunkt aus Kapitel 4
beispielhaft als Probe eingesetzt ist.
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Fouriertransformation (FFT) zu vermeiden.
Computersteckkarten (Alazartech ATS9660 bzw. ATS9462) digita-
lisieren die verstärkten Fluktuationen mit einer Auìösung von 16 Bit
und einer Samplingrate von 20MS/s. Aus den digitalen Daten werden
direkt die Leistungs- und Korrelationsspektren mit einer Fenstergröße
von 8192 Punkten mithilfe des ﬀtw-Softwarepakets [67] berechnet. Als
Fensterfunktion wurde ein Hamming-Fenster gewählt. Um den Mess-
zeitraum optimal auszunutzen, beträgt die Überlappung zwischen zwei
FFT-Fenstern 50%. Die Auswertung erfolgt parallelisiert in Echtzeit,
so dass in einem Zeitraum von einer Minute ungefähr 300000 Mitte-
lungen integriert werden können.
2.2 Die Auswertung
Nach der Beschreibung des Messaufbaus soll in diesem Abschnitt nun
die Analyse des Messsignals vorgestellt werden. Im Messaufbau in
Abbildung 2.14 sind die beiden Verstärkerketten mit A und B ge-
kennzeichnet. Im Folgenden werden daher die Stromìuktuationen des
Drain-Kontakts mit IA und die des Source-Kontakts mit IB bezeich-
net. Aus dem Ergebnis der Fouriertransformation IA(!) und IB(!)
werden die Autokorrelationsspektren IA(!)IA(!), IB(!)IB(!)
und die Kreuzkorrelation IA(!)IB(!) bestimmt, die abgekürzt mit
AA,BB undAB bezeichnet werden. Aus diesen frequenzabhängi-
gen Rauschleistungen gilt es nun, das Nullfrequenzrauschen der Probe
S(2)(0) zu extrahieren. Dazu muss zunächst von dem digitalen Messsi-
gnal auf die Größe der Stromìuktuationen am Ort der Probe zurück-
geschlossen werden, welches wiederum eine genaue Kenntnis der ge-
samten Verstärkerkette erforderlich macht.
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Abbildung 2.15:
Das digitalisierte Signal am Beispiel von Kanal A für einen Frequenz-
punkt im Spektrum inAbhängigkeit vonder Temperatur derMischungs-
kammer. Die gestrichelte Linie stellt einen linearen Fit dar.
2.2.1 Eichung der Verstärkerkette
Eine Möglichkeit, den Verstärkungsfaktor zu bestimmen, besteht dar-
in, alle Komponenten dieser Kette einzeln bei ihrer Betriebstempera-
tur zu charakterisieren und die Gesamtverstärkung zu berechnen. Eine
Charakterisierung in situ bietet jedoch den Vorteil, dass dabei auch die
genaue Detektorimpedanz, die insbesondere von der Kapazität der An-
schlussleitungen abhängt, berücksichtigt wird. Eine solche Charakteri-
sierung wurde auf zwei unterschiedlichen Wegen realisiert. Zum einen
wurde die Abhängigkeit der Rauschleistung von der Temperatur der
Mischungskammer des Kryostaten bestimmt. Bei dieser „Rauschther-
mometrie” genannten Methode wird ausgenutzt, dass die thermische
Rauschleistung der Detektorimpedanz linear von der Temperatur ab-
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hängt:
Sthermisch = 4kBT< [ZD] (2.4)
Abbildung 2.15 zeigt ein Beispiel für den linearen Temperaturverlauf
des digitalisierten Messsignals. Für T ! 0K schneidet der lineare Fit
die y-Achse jedoch nicht bei 0, da die beobachtete Rauschleistung ei-
ne Summe verschiedener Rauschquellen in der Verstärkerkette und des
thermischen Rauschens der Detektorimpedanz darstellt. Der Verstär-
kungsfaktor ergibt sich dann aus dem linearen Anstieg des Messsignals.
Zum anderen kann über die Koaxialleitungen eine Sinusspannung
eingekoppelt und das komplexe Verhältnis aus verstärktem und einge-
koppeltem Signal bestimmt werden.
Rauschthermometrie
V V
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A
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A
e
A 
= 4k
B
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A
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Abbildung 2.16:
Der Konversionswiderstand RA (und analog RB für Kanal B) stellt die
thermische Rauschquelle für die Kalibrierung der Verstärker dar. Zusam-
men mit dem Parallelschwingkreis bildet er eine komplexe Impedanz
ZA, deren Realteil die Frequenzabhängigkeit der thermischen Rausch-
quelle wiedergibt.
Zunächst wird die Eichung über die Rauschthermometrie vorgestellt.
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Als thermische Rauschquelle dient dabei der Konversionswiderstand,
der zusammen mit einem Parallelschwingkreis ein RLC-Glied, die De-
tektorimpedanz ZA;B , formt. Das thermische Rauschen dieser kom-
plexen Impedanz entspricht dabei genau dem resistiven Anteil.
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Abbildung 2.17:
Die thermische Rauschleistung für Kanal A in Abhängigkeit von der Fre-
quenz. Ein Fit mit dem Parallelschwingkreis ZA ist als gestrichelte Linie
dargestellt.
Da sowohl die Induktivität LA als auch die Transmissionsleitung,
die im Wesentlichen für die Kapazität CA verantwortlich ist, aus su-
praleitendem NbTi-Draht gefertigt wurden, steuern diese Bauelemen-
te keine parasitären Widerstände bei. Gleichzeitig spielen so auch die
Temperaturstufen, in denen die Bauelemente angebracht sind, keine
Rolle (die Spulen beënden sich immerhin auf der Höhe des 1K-Topfes
bei 1:2K). Die Konversionswiderstände hingegen beënden sich direkt
neben der Probe, so dass davon ausgegangen werden kann, dass die
Temperatur des thermischen Rauschens der Elektronentemperatur der
Probe entspricht. Unter der Annahme, dass die Probenimpedanz, die
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Kanal A mit Kanal B verbindet, groß ist, lassen sich die beiden Kanäle
unabhängig voneinander betrachten.
Ausgewertet für jeden Frequenzpunkt ergibt sich aus der Steigung
der RauschleistungAA undBB der in Abbildung 2.17 gezeigte Fre-
quenzverlauf. Die gute Übereinstimmung mit dem Verlauf der Impe-
danz wird deutlich, wenn man die abfallende Verstärkung der Verstär-
kerschaltung unterhalb von 1MHz berücksichtigt. Aus einem Fit mit
der Detektorimpedanz lässt sich somit auch die Kapazität des Schwing-
kreises bestimmen, in die neben der bereits vorgestellten Niederkapazi-
tätsleitung auch Beiträge des Probenhalters, der Steckverbinder und der
Eingangskapazität der Verstärkereingangstufe eingehen. Für den in Ab-
bildung 2.17 gezeigten Fit ergibt sich eine Gesamtkapazität von 25 pF.
Daraus folgt die Bandbreite des Detektors von 1:35MHz. Für Fre-
quenzen größer als 5MHz fällt die gemessene Rauschleistung auf 0 ab,
da, wie im vorangegangen Abschnitt beschrieben, ein Tiefpass-Filter
der Digitalisierung vorgeschaltet ist, um Aliasing-Fehler zu vermeiden.
Darüber hinaus ist bei 8MHz ein kleiner Peak zu erkennen, der auf
Einstreuungen zurückzuführen ist und außerhalb des relevanten Fre-
quenzbereichs liegt.
Aus dem Anstieg der thermischen Rauschleistung kann nun die Ge-
samtverstärkung bestimmt werden mit
@AA
@T
= 4kBSA  jGAj2 ; (2.5)
wobei SA die berechnete Rauschleistung für Kanal A bezeichnet. Das
Ergebnis ist in Abbildung 2.18 dargestellt. Die Gesamtverstärkung GA
beinhaltet dabei nicht nur die Verstärkungsfaktoren der Tieftempera-
tur- und Raumtemperaturverstärker, sondern auch alle Dämpfungen
und Konversionsfaktoren der Digitalisierung und der digitalen Nach-
bearbeitung. Für Kanal B kann vollkommen analog verfahren werden.
Die Gesamtverstärkung der Kreuzkorrelation ergibt sich aus der Rela-
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Abbildung 2.18:
Der aus dem thermischen Rauschen bestimmte Verstärkungsfaktor für
Kanal A (GA ) und für die Kreuzkorrelation (GX , gestrichelte Linie).
tion
jGX j2 =
q
jGAj2 jGBj2 (2.6)
und ist ebenfalls in Abbildung 2.18 als gestrichelte Linie eingezeichnet.
Der Verlauf entspricht im Wesentlichen dem Verlauf von GA. Kleine
Schwankungen in der Transkonduktanz gm der verwendeten p-HEMTs
und die unterschiedliche Signalverteilung führen zu geringen Abwei-
chungen zwischen den Verstärkungsfaktoren für Kanal A und Kanal B,
die auch in GX sichtbar werden.
Bei endlicher Probenimpedanz sind die thermischen Rauschquellen
in Kanal A und B nicht vollständig unabhängig voneinander. Auch
das Johnson-Nyquist-Rauschen der Probe selbst ist grundsätzlich zu be-
rücksichtigen. Der Beitrag der komplexen Probenimpedanz ZX hängt
jedoch von den jeweiligen Eigenschaften der Probe ab. Die Rauschleis-
tung eines Quantenpunktkontakts, wie in Kapitel 1 beschrieben, ent-
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Abbildung 2.19:
Drei Rauschquellen sind in der Kreuzkorrelation in Abhängigkeit von
den drei komplexen Impedanzen ZA, ZB und ZX zu berücksichtigen.
spricht im Gleichgewicht dem thermischen Rauschen proportional zur
diﬀerentiellen Leitfähigkeit, während die in Kapitel 3 vorgestellten Di-
odenstrukturen im Gleichgewichtsfall nur eine verschwindend geringe
Leitfähigkeit aufweisen und kein thermisches Rauschen beitragen.
Somit gibt es also drei verschiedene Rauschquellen, die in der Kreuz-
korrelation zu berücksichtigen sind. Abbildung 2.19 zeigt ein Ersatz-
schaltbild, in demdie Rauschquellen derDetektorimpedanzen als Span-
nungsquelle und die Rauschquelle der Probe als Stromquelle einge-
zeichnet sind. Darüber hinaus bestimmt nun das Netzwerk, bestehend
aus den drei Impedanzen ZA, ZB und ZX , das Messsignal in Kanal
A und B. Dazu ist es nützlich, zunächst die Transferfunktionen jeder
einzelnen Rauschquelle im Hinblick auf die beiden Detektionskanäle
A und B zu betrachten:HQuelle!Detektor. Die Rauschleistung SA;B ist
dann die Summe der Rauschquellen eA, eB und eX , jeweils gewichtet
mit der Transferfunktion:
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SA = e
2
AjHA!Aj2 + e2BjHB!Aj2 + e2X jHX!Aj2 (2.7)
SB = e
2
AjHA!Bj2 + e2BjHB!Bj2 + e2X jHX!Bj2 (2.8)
Die Kreuzkorrelation SX folgt entsprechend aus dem ProduktAB:
SX = e
2
AHA!AH

A!B + e
2
BHB!AH

B!B + e
2
XHX!AH

X!B
(2.9)
Mischterme von der Form eAeB werden dabei vernachlässigt, da sie
im zeitlichen Mittel keine feste Phasenbeziehung aufweisen und daher
auch nicht zur mittleren Rauschleistung beitragen.
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Abbildung 2.20:
Der Realteil der aus der Rauschthermometrie bestimmten Steigung von
AB am Beispiel einer Probe mit InAs-Doppelquantenpunkten. Die ge-
strichelte Linie zeigt einen Fit mit SX .
Ein einfaches Beispiel für eine rein imaginäre Probenimpedanz ist in
Abbildung 2.20 dargestellt. Hierbei handelt es sich um eine Messung
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an InAs-Doppelquantenpunkten. Ohne anliegende Biasspannung be-
ëndet sich die Probe im Sperrbereich. Die Kapazität zwischen Source-
undDrain-Elektrode sorgt dafür, dass bei Frequenzen imMHz-Bereich
dennoch eine endliche Kreuzkorrelation des thermischen Rauschens
gemessen werden kann, die ebenso wie die Autokorrelation AA und
BB linear mit der Temperatur ansteigt. In Abbildung 2.20 ist zum
einen wieder die Frequenzabhängigkeit der Steigung von< [AB] und
zum anderen ein Fit mit < [SX ] dargestellt. Aus diesem Fit ergibt sich
eine Probenkapazität von 3:5 pF. Über den gesamten Frequenzbereich
zeigt SX des Transferfunktionsmodells eine sehr gute Übereinstim-
mung mit der Messung.
2.2.2 Direkte Messung des Verstärkungsfaktors
Die Koaxialleitungen, die in den Signalverteiler-Platinen enden, bie-
ten die Möglichkeit, eine deënierte Sinusspannung in das Netzwerk
aus Detektor- und Probenimpedanz einzukoppeln. Dazu wird folgen-
der Aufbau, ähnlich einerMessung mit einemNetzwerkanalysator, ver-
wendet (Abbildung 2.21 zeigt eine schematische Skizze des Aufbaus).
Mithilfe eines Funktionsgenerators (Agilent 33220A) wird eine Sinus-
spannung generiert und mit einem Powersplitter aufgeteilt. Ein Teil
wird direkt über den HF-Diﬀerenzverstärker zur Digitalisiererelektro-
nik geführt und dient als Referenzsignal. Der andere Teil wird über
eine Koaxialleitung und einen 1 pF-Kondensator in das Detektornetz-
werk eingespeist, entsprechend den Schaltungsskizzen in Abbildung
2.11 und 2.12. Die an der Detektorimpedanz abfallende Sinusspan-
nung durchläuft die Verstärkerkette, bestehend aus Tieftemperatur-,
Raumtemperatur- und Diﬀerenzverstärker, und wird ebenfalls digita-
lisiert.
Aus den gemessenen Signalen BB und AB lässt sich nicht nur,
wie in der Rauschthermometrie, der Betrag des Verstärkungsfaktors,
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Abbildung 2.21:
Schematische Skizze des Messaufbaus zur Bestimmung des Verstär-
kungsfaktors mit Hilfe einer Sinusspannung, die über eine Koaxiallei-
tung und einen 1 pF-Kondensator in das Detektornetzwerk eingekop-
pelt werden kann. Das Referenzsignal in Kanal B durchläuft nur den Dif-
ferenzverstärker. Das Messsignal in Kanal A durchläuft Tieftemperatur-,
Raumtemperatur- und Diﬀerenzverstärker.
sondern auch dessen Phase berechnen. Der komplexe Verstärkungsfak-
tor ergibt sich aus dem Verhältnis der gemessenen Spannung im Kanal
A und B. Dieses komplexe Verhältnis, erweitert umB, entspricht dem
Verhältnis von BB und AB :
Kanal A
Kanal B =
AB
BB
(2.10)
Der aus der Rauschthermometrie gewonnene und der direkt gemes-
sene Verstärkungsfaktor werden in Abbildung 2.22 miteinander ver-
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Abbildung 2.22:
Vergleich des aus der Rauschthermometrie gewonnenen und des di-
rekt gemessenen Verstärkungsfaktors. Eine zweite gestrichelte Linie il-
lustriert die Phasenverschiebung der Verstärkerkette.
glichen. In der Größenordnung stimmen beide Messungen gut über-
ein. Lediglich für niedrige Frequenzen zeigen sich Abweichungen. Hier
muss berücksichtigt werden, dass über die kleine Einkoppelkapazität
von 1 pF nur noch ein verschwindend geringer Anteil der Sinusspan-
nung eingekoppelt werden kann. Daher sinkt auch die Genauigkeit
der Messung in diesem Frequenzbereich. Die Phase der Verstärkerkette
ist ebenfalls in Abbildung 2.22 eingezeichnet. Während die zweistu-
ëgen Tieftemperaturverstärker und die Diﬀerenzverstärker zumindest
für Frequenzen größer als 1MHz keine Phasenverschiebung aufweisen
sollten, invertieren die verwendeten Miteq-1447 das Signal. Dement-
sprechend ergibt sich für die gesamte Verstärkerkette eine Phasenver-
schiebung von , wie die Messung bestätigt.
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2.3 Beispielauswertung
Nach der Bestimmung des Verstärkungsfaktors soll zum Schluss die-
ses Kapitels an zwei Beispielen die grundsätzliche Auswertung einer
Rauschmessung demonstriert werden, wie sie in allen Messungen die-
ser Arbeit Anwendung ëndet.
In der Auswertung der Rauschdaten wird stets nur der Realteil der
Kreuzkorrelation betrachtet. Während die Autokorrelationssignale die
Summe aus technischen Rauschquellen (Detektor- und Verstärkerrau-
schen) und dem gesuchten Stromrauschen aufzeichnen, sind in der
Kreuzkorrelation diese störenden Beiträge im idealen Fall unterdrückt.
Lediglich in der Varianz des Messsignals AB schlagen sich noch die
technischen Rauschbeiträge nieder, wenn auch im Idealfall zweier kom-
plett voneinander unabhängiger Detektionskanäle um einen Faktor
p
2
verringert. Der entscheidende Vorteil der Korrelationsmessung liegt in
der geringen Sensitivität gegenüber Instabilitäten der Temperatur des
Experiments.
Um aus den Messdaten das Stromrauschen der Probe zu ermitteln,
wird zunächst ein thermischer Hintergrund abgezogen. Dieser Hinter-
grund wird im Sperrbereich der Probe aufgenommen, in dem sowohl
Strom- als auch Gleichgewichtsìuktuationen der Probe unterdrückt
sind. In diesemBereichwird aber auch in der Kreuzkorrelation noch ein
geringer thermischer Untergrund gemessen, der durch parasitäre Kapa-
zitäten verursacht wird. Für den auszuwertenden Messdatenpunkt ist
die Probenimpedanz jedoch natürlich nicht mehr rein imaginär, son-
dern enthält auch einen Realteil, der von der diﬀerentiellen Leitfähig-
keit der Probe bestimmt wird. Daher muss für jedenDatenpunkt dieser
zusätzliche thermische Untergrund der Korrelationsmessung berechnet
werden. Dies geschieht, wie schon in der Auswertung der Rauschther-
mometrie, über die berechnete Rauschleistung SX (Gleichung 2.9).
Die thermischen Rauschquellen eA und eB werden dazu aus der Hin-
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Abbildung 2.23:
Die KreuzkorrelationAB für zwei Beispielmessungen.Oben:Überlage-
rung von negativ korreliertem Schrotrauschen und positiv korreliertem
thermischen Hintergrund in der Messung eines Quantenpunktkontakts
aus Kapitel 5. Darunter: In einem lateralen Quantenpunkt aus Kapitel 4
wirddasMesssignal vonnegativ korreliertemSchrotrauschenbestimmt.
Ein Fitmit demDetektormodellSX ist für beideMessungenals schwarze
Linie eingezeichnet.
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tergrundsmessung der Autokorrelation abgeschätzt und enthalten da-
bei darüber hinaus auch einen Beitrag des Stromrauschens der Tieftem-
peraturverstärker (siehe auch Abbildung 2.7). Die gesuchte Rauschleis-
tung S(2), die das eigentliche Messergebnis darstellt, kann schließlich
wahlweise aus einem Fit mit der Rauschleistung eX als einzigen Para-
meter oder mithilfe eines gewichteten Mittelwerts bestimmt werden.
Zur Veranschaulichung sind in Abbildung 2.23 zwei Beispielmes-
sungen dargestellt, in denen nur die Hintergrundsmessung aus dem
Sperrbereich der jeweiligen Probe bereits subtrahiert wurde. Das erste
Beispiel zeigt eine Messung an einem Quantenpunktkontakt aus Ka-
pitel 5. Die Integrationszeit der Messung betrug 40 s. Der Frequenz-
verlauf der Kreuzkorrelation illustriert dabei eine wichtige Eigenschaft:
Der durch die hohe Leitfähigkeit des Quantenpunktkontakts (für die-
sen Messpunkt 26 µS) verursachte thermische Hintergrund ist posi-
tiv korreliert, während das Stromrauschen der Probe negativ korreliert
ist. Dementsprechend ist in dem Messsignal eine Überlagerung einer
Schwingkreisresonanz mit negativem und positivem Vorzeichen zu er-
kennen, und es ist somit möglich, diese beiden Rauschquellen in der
Korrelationsmessung zu unterscheiden.
Das zweite Beispiel zeigt eine Messung an einem lateralen Quan-
tenpunkt aus Kapitel 4. Hier beträgt die Integrationszeit der Messung
20min, was in einer deutlich reduzierten Varianz desMesssignals sicht-
bar wird. Da bei dieser Messung die diﬀerentielle Leitfähigkeit mit
5:6 µS deutlich geringer ist, wird hier der Frequenzverlauf der Kreuz-
korrelation vom Schrotrauschen des Quantenpunkts dominiert. Bei-
de Messungen illustrieren die gute Übereinstimmung des vorgestellten
Detektionsmodells SX mit der gemessenen Kreuzkorrelation des Ex-
periments.
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2.4 Zusammenfassung
In diesem Kapitel wurde die Entwicklung und Charakterisierung ei-
nes Tieftemperaturverstärkers zur Messung von Stromìuktuationen in
einem Frequenzbereich von 500 kHz bis 5MHz vorgestellt. Derartige
Verstärker funktionieren auch bei den niedrigen Temperaturen in ei-
nem Entmischungskryostaten und bieten somit die Möglichkeit, mit
der Messelektronik in die unmittelbare Nähe der zu untersuchenden
Probe zu rücken. Der entscheidende Vorteil besteht darin, dass auf die-
se Weise die Kapazität der Leitung, die Probe und Messelektronik ver-
bindet, minimiert werden kann. Darüber hinaus helfen die kryogenen
Temperaturen durch die Reduktion aller thermischen Rauschbeiträge,
die jedes Verstärkersignal überlagern.
Die Verstärker wurden in einen Entmischungskryostaten integriert,
was die Entwicklung eines speziell angepassten Probenhalters inklusi-
ve supraleitender Niederkapazitätsleitungen erforderte. Supraleitende
Spulen zentrieren die Detektionsfrequenz im gewünschten Frequenz-
bereich. Besonderer Wert wurde auf die ermalisierung aller elektri-
schen Leitungen gelegt.
Des Weiteren wurde ein Modell entwickelt, mit dem die Tieftem-
peraturverstärker in situ charakterisiert werden können. Die Detektion
der Stromìuktuationen hängt dabei von einem komplexen Netzwerk
aus Detektions- und Probenimpedanz ab. Die beiden Beispielmessun-
gen demonstrieren die gute Übereinstimmung von Detektionsmodell
und Experiment.
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90
3 Kapitel 3DieFermikantensingularität
In diesem Kapitel soll der Einìuss der Fermikantensingularität, ein
Vielteilchenwechselwirkungseﬀekt, auf die Korrelation des Elektronen-
transports untersucht werden. Die Fermikantensingularität beschreibt
das singuläre Verhalten von Elektronen an der Fermikante als Antwort
auf ein plötzlich auftretendes Störpotential. Dieser Eﬀekt wurde zuerst
in der Absorption von Röntgenstrahlung in Metallen beobachtet. Da-
bei kann es zu einer Anomalie an der Fermikante kommen. Anstelle
einer einfachen Stufenfunktion wird eine starke Überhöhung der Ab-
sorption an der Fermikante beobachtet. Der Entdeckung der Fermi-
kantensingularität in der Röntgenabsorption folgten Beobachtungen
in der Photolumineszenz in Quantenëlmen [68] und im resonanten
Tunneln [69]. Die Röntgenabsorption illustriert aber bereits grundle-
gend die Vielteilchenwechselwirkung und erlaubt, die physikalischen
Ursachen nachzuvollziehen.
Bei der Absorption eines Röntgenquants durch ein kernnahes Elek-
tron wird das Elektron in das Leitungsband angeregt und hinterlässt
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Abbildung 3.1:
Idealisierte Skizze der Röntgenabsorption IXAS(!) in Abhängigkeit
von der Frequenz ! (links) [70]. Aufgrund der Fermikantensingularität
(rechts) kommt es zu einer Überhöhung der Absorption an der Fermi-
kante als Schwellwert (!th).
ein „Kernloch”-Potential. Mahan [71][72] zeigte 1967, dass die Stö-
rung durch dieses Potential zu logarithmischen Divergenzen an der
Fermikante führt und die Absorption durch ein Potenzgesetz in Ab-
hängigkeit vom Energieabstand von der Fermikante ausgedrückt wer-
den kann (siehe Abbildung 3.1). Das Spektrum an der Fermikante lässt
sich durch
IXAS(!) = a! (3.1)
beschreiben, mit dem kritischen Exponenten  und der kritischen Am-
plitude a. Die physikalischeUrsache für dieses Potenzgesetz ist lautMa-
han die attraktive also exzitonischeWechselwirkung zwischen Elektron
und Kernloch.
Im selben Jahr wies jedoch Anderson [73] darauf hin, dass eine soge-
nannte Orthogonalitätskatastrophe diesem Eﬀekt entgegenwirkt. Das
plötzliche Einschalten des Loch-Potentials bewirkt eine Reorganisation
(engl. shake-up) der Elektronen im Leitungsband in einen Vielteilchen-
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zustand, der orthogonal zum Grundzustand ist. Diese Anregung lässt
sich als die Erzeugung von unendlich vielen Elektron-Loch-Paaren ver-
bildlichen.
Die Orthogonalität resultiert aus der großen Anzahl der wechsel-
wirkenden Elektronen, deren Bedeutung am Beispiel der Anregung ei-
nes Atoms mit N Elektronen deutlich wird [74]: Absorption bewirkt
den Übergang eines Elektrons in einen angeregten Energiezustand. Die
Wahrscheinlichkeit dieses Übergangs hängt von der vollständigen N-
Teilchen-Wellenfunktion des Atoms ab. Die N-Teilchen-Übergangs-
wahrscheinlichkeit kann auf eine Ein-Teilchen-Übergangswahrschein-
lichkeit zwischen den beiden primären Energiezuständen, dem Aus-
gangs- und Endzustand, reduziert werden. Gewichtet wird dieser Über-
gang dabei mit einem Faktor, der durch den Überlapp der restlichen
(N-1) Elektronen gegeben ist. Während dieses Zustandswechsels eines
Elektrons ändert jedes Teilchen sein Orbital nur um einen kleinen Be-
trag und die (N-1)-Überlappfunktion hat einen Wert von nahezu 1.
Folglich ist die Korrektur durch den N-Teilchen-Überlapp in Atomen
mit nur wenigen Elektronen ein kleiner Eﬀekt. Ein Metall stellt jedoch
die Extrapolation auf N ' 1023 Elektronen dar, wodurch das Pro-
dukt der Ein-Teilchen-Überlappungen, jede nur wenig kleiner als 1,
schließlich eine verschwindend geringe Übergangswahrscheinlichkeit
bewirken kann.
Nozières und De Dominicis gelang es, diese beiden konkurrierenden
Eﬀekte in einer eorie zusammenzuführen [76], weshalb die Fermi-
kantensingularität auch häuëg als MND-Problem bezeichnet wird. In-
dem sie dieWechselwirkung zwischen Elektron undKernloch als Streu-
potential betrachteten, konnten sie eine analytische Lösung für den kri-
tischen Exponenten angeben, die sich lediglich aus der Phasenverschie-
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Abbildung 3.2:
Zwei konkurrierende Eﬀekte bestimmen die Fermikantensingularität
[75]: Die exzitonische Elektron-Loch-Wechselwirkung (links) und der
Shake-up-Prozess der Elektronen im Leitungsband (rechts).
bung (0) der Wellenfunktionen an der Fermikante zusammensetzt:
 =  2
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
l(0)

2
(3.2)
Der Index l bezeichnet dabei die gestreute Partialwelle und l0 ist der
angeregte Kanal.
Die beiden Beiträge haben unterschiedliche physikalische Bedeu-
tung. Der lineare Term kann einem Austausch-Prozess zugeordnet wer-
den, der zu der Singularität führt. Die Erzeugung virtueller Elektron-
Loch-Paare durch den Shake-up-Prozess ist die Ursache des quadra-
tischen Terms. Beide Terme korrespondieren also mit konkurrieren-
den Prozessen (siehe Abbildung 3.2) und haben dementsprechend ein
entgegengesetztes Vorzeichen, wodurch der kritische Exponent positive
und negativeWerte annehmen kann. Die Absorption an der Fermikan-
te ist also nicht notwendigerweise immer singulär.
Die Ergebnisse des MND-Problems lassen sich auf andere physikali-
sche Systeme übertragen, da das Röntgenquant für die eigentliche Be-
schreibung keine Rolle spielt und nur zur Energieerhaltung beiträgt. Im
resonanten Tunneln durch einen Quantenpunkt sorgt das tunnelnde
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Elektron für eine plötzliche Änderung der Ladung auf dem Quanten-
punkt und damit für das Auftreten des Störpotentials. Die Fermikan-
tensingularität äußert sich in einer stark erhöhten Tunnelwahrschein-
lichkeit an der Fermikante. Der Strom durch den Quantenpunkt folgt
dementsprechend ebenfalls einem Potenzgesetz,
I /

D
e(V  Vth)

(V  Vth); (3.3)
in Abhängigkeit von der Diﬀerenz zur Schwellspannung Vth der Fer-
mikante. D bezeichnet eine charakteristische Energie in der Größen-
ordnung der Leitungsbandbreite. Bei den bisherigen Überlegungen
wurde eine Temperatur von T = 0K angenommen. Mit zunehmen-
der Temperatur wird die Strom-Spannungskennlinie gedämpft. Der
Fall T = 0K stellt also den divergenten Grenzfall dar, und das Ma-
ximum der Stromkurve folgt Imax / T  [77]. Die Temperaturab-
hängigkeit wird dabei mit dem gleichen kritischen Exponenten der
Spannungsabhängigkeit beschrieben. Eine gleichzeitige Beschreibung
der Spannungs- und Temperaturabhängigkeit der Fermikantensingu-
larität wurde von Frahm et al. [78] entwickelt:
I(V; T ) / 1

=

iD


B

1  
2
  ieV
2
; 

; (3.4)
mit  = 1/kBT ,V = (V  Vth) und der Beta-FunktionB. Diese
Gleichung entspricht dem Potenzgesetz (Gleichung 3.3) für eine Span-
nung größer als die Schwellspannung (e(V   Vth)  kBT ). Für
 ! 0 erhält man die Stufenfunktion der Fermiverteilung. Zudem
wird eine weitere wichtige Charakteristik der Fermikantensingularität
illustriert: Mit fallender Temperatur (T ! 0) sinkt auch der Abstand
des Strommaximums vom Schwellwert Vth der Singularität.
Der kritische Exponent, der die Spannungs- und Temperaturabhän-
gigkeit beschreibt, wird wesentlich von der Geometrie der Tunnelbar-
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riere und der Dimensionalität der Zuleitung beeinìusst [69][78]. Ins-
besondere hängt die Stärke des exzitonischen Mahan-Eﬀekts von dem
Abstand der lokalisierten Ladung zur Zuleitung ab. Für dünne Tunnel-
barrieren konnte in InAs-Quantenpunkten sogar der gebundene Zu-
stand, das sogenannte Mahan-Exziton, optisch nachgewiesen werden
[79]. Gleichzeitig hängt die konkurrierende Orthogonalitätskatastro-
phe als Eﬀekt des thermodynamischen Limes wesentlich von der An-
zahl der wechselwirkenden Teilchen ab [80]. Auch Fluktuationen der
Zustandsdichte können starken Einìuss nehmen. In mesoskopischen
Systemen ist der Eﬀekt derOrthogonalitätskatastrophe somit nicht not-
wendigerweise vollständig.
3.1 Probenstruktur
Die in diesem Kapitel vorgestellten Messungen wurden an selbstorga-
nisierten InAs-Quantenpunkten vorgenommen. Bei der untersuchten
Probe (P518-T[K17]) handelt es sich um eine GaAs-AlAs-GaAs Tun-
neldiode, in die InAs-Quantenpunkte zwischen zwei Barrieren aus AlAs
eingebettet sind. Diese AlAs-Barrieren haben eine eﬀektive Dicke von 3
bzw. 4 nm und sind damit leicht asymmetrisch. Die GaAs-Zuleitungen
sind stark dotiert, so dass die Fermienergie im Leitungsband liegt. Das
Probenmaterial ist in Säulen mit einer Querschnittsìäche von 99 µm
unterteilt, die es erlauben, das Tunneln durch einzelne Quantenpunk-
te aufzulösen [81]. Der untere ohmsche Kontakt im Sockel der Säule
wird im Folgenden als Emitter (Source), der obere ohmsche Kontakt als
Kollektor (Drain) bezeichnet. Abbildung 3.3 zeigt einen schematischen
Schnitt durch die Probenstruktur.
Darüber hinaus ist in der Abbildung ein Energieschema skizziert.
Aufgrund der geringen Ausdehnung der Quantenpunkte beëndet sich
die Grundzustandsenergie im Quantenpunkt oberhalb der Fermien-
ergie der Zuleitungen. Erste Untersuchungen der vorliegenden Probe
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Abbildung 3.3:
Schematischer Schnitt durch die säulenförmige Probenstruktur der
selbstorganisierten InAs-Quantenpunkte. Die Energie des Grundzu-
stands D liegt oberhalb der chemischen Potentiale in der Emitter- (E)
und Kollektor-Zuleitung (C).
ënden sich in den Referenzen [81] und [51]. Der Messaufbau für die
Rauschmessungen ist, wie in Kapitel 2 beschrieben, mit den Source-
und Drain-Zuleitungen der Tunneldiode verbunden.
3.2 Gleichstromcharakterisierung der Probe
Um die Transporteigenschaften der InAs-Quantenpunkte zu untersu-
chen, wird eine Spannung VSD zwischen Emitter und Kollektor an-
gelegt und der mittlere Gleichstrom ISD gemessen. Mit zunehmen-
der Biasspannung sinkt der Abstand zwischen Grundzustandsenergie
der Quantenpunkte und der Fermienergie einer Zuleitung. Die Rela-
tion der Änderung der Grundzustandsenergie zu angelegter Biasspan-
nung wird durch den Hebelfaktor  bestimmt. In der Resonanz von
Grundzustand und Fermienergie können Elektronen durch den Quan-
tenpunkt tunneln. Dabei zeigt der Strom ISD eine stufenförmige Er-
höhung. Die dafür benötigte Biasspannung wird als Einsatzspannung
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Abbildung 3.4:
Gleichstromcharakteristik in Abhängigkeit von der Biasspannung und
der Temperatur. Für positive und negative Polarität der Biasspannung
ist jeweils die erste Resonanz eines Quantenpunkts gezeigt.
bezeichnet. Abbildung 3.4 zeigt die jeweils erste Stromstufe für po-
sitive und negative Biasspannung. Da die Einsatzspannung von der
Größe des Quantenpunkts abhängt, entsprechen die Stromstufen bei
niedriger Vorspannung den einzelnen Quantenpunkten mit der größ-
ten Ausdehnung und sind folglich getrennt auìösbar, während häuë-
ger vorkommende Quantenpunktgrößen erst bei einer höheren Ein-
satzspannung in Resonanz gelangen. Die Stromstufen in Abbildung
3.4 zeigen dementsprechend Tunnelvorgänge durch nur einen Quan-
tenpunkt. Die Einsatzspannung des Quantenpunkts mit der niedrigs-
ten Grundzustandsenergie ist für die beiden Spannungsrichtungen mit
168:7mV und  122:5mV unterschiedlich. Diese Eigenschaft wird
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bei InAs-Quantenpunkten häuëg [82] beobachtet, obwohl die Asym-
metrie der Barrieren eigentlich ein umgekehrtes Größenverhältnis der
Einsatzspannung erwarten ließe. Die ebenfalls durch die Größe beding-
te hohe Coulomb-Abstoßungsenergie sorgt dafür, dass im gezeigten
Spannungsbereich der Quantenpunkt nur von einem Elektron besetzt
werden kann. Der gemessene Strom ISD entspricht damit Einzelelek-
tronentransport.
Auf den sprunghaften Anstieg an der Stufenkante folgt eine nahe-
zu lineare Abnahme des Stroms entsprechend der drei-dimensionalen
Zustandsdichte (DOS) in der Zuleitung [77][83][84]. Mit zunehmen-
der Biasspannung, außerhalb des Spannungsbereichs der Abbildung,
gelangen schließlich mehr und mehr Quantenpunkte in Resonanz, bis
die einzelnen Stromstufen nicht mehr voneinander getrennt werden
können.
In Abbildung 3.4 ist zudem die Temperaturabhängigkeit des Source-
Drain-Stroms ISD farblich dargestellt. Da die Besetzung der Zustände
in den Zuleitungen einer Fermiverteilungsfunktion folgt, erscheinen
die Stufenanstiege steiler mit sinkender Temperatur. Gleichzeitig ist
aber auch ein entscheidender Unterschied zwischen den beiden Span-
nungsrichtungen zu erkennen. Für positive Biasspannung ist am Stu-
fenanstieg ein Peak sichtbar, der mit sinkender Temperatur deutlicher
wird. Die Spannung, bei der dieser Peak auftritt, bewegt sich mit fallen-
der Temperatur auf die Stufenkante zu. Bei diesem Phänomen handelt
es sich um die zu Beginn des Kapitels vorgestellte Fermikantensingu-
larität, wobei die endlichen Temperaturen des Experiments natürlich
dafür sorgen, dass keine Singularität, sondern eine abgerundete Über-
höhung des Stroms zu beobachten ist.
Der Abfall des Peaks für Spannungen größer als die der Stufenkante
folgt einem Potenzgesetz und zeigt damit ein weiteres Charakteristikum
einer Fermikantensingularität. In Abbildung 3.5 ist eine Vergrößerung
des relevanten Spannungsbereichs dargestellt. Aus einem Fit mit dem
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Abbildung 3.5:
Ausschnitt der Fermikantensingularität bei Basistemperatur (links). Die
schwarze Linie repräsentiert einen Fit mit dem Potenzgesetz aus Glei-
chung3.3. Auchdie Temperaturabhängigkeit (rechts)wirddurchden kri-
tischen Exponenten charakterisiert. Der in der Ausschnittvergrößerung
(oben rechts) gezeigte Temperaturverlauf des Strommaximums im Peak
lässt jedoch Abweichungen zum Verlauf des einfachen Potenzgesetzes
erkennen.
Potenzgesetz lässt sich ein kritischer Exponent von 0.22 bestimmen. In-
nerhalb des einfachen Zusammenhangs ISD / T  beschreibt dieser
kritische Exponent jedoch nur schlecht die Temperaturabhängigkeit.
Allerdings wird hierbei nicht berücksichtigt, dass bei einem Strom in
der Größenordnung von ungefähr 0:5 nA die mittlere Tunnelrate im
Bereich von einigen GHz liegt. Die starke Ankopplung des Quanten-
punkts bewirkt eine Verbreiterung des Zustands, welche die Tempera-
turabhängigkeit der Fermikantensingularität bei den Temperaturen des
Experiments im niedrigen Millikelvinbereich verzerrt. Außerdem zeigt
der weitere Stromverlauf Fluktuationen, die auf eine Fluktuation der
Zustandsdichte im Emitter hinweisen. Diese Fluktuationenmachen ei-
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ne Bestimmung des kritischen Exponenten aus der Spannungsabhän-
gigkeit mittels eines einfachen Potenzgesetzes ungenau und unterstrei-
chen den Vorteil einer gleichzeitigen Beschreibung von Temperatur-
und Energieabhängigkeit (Gleichung 3.4), die im folgenden Abschnitt
angewendet wird.
3.2.1 Magnetfeldabhängigkeit
-0.4 -0.2 0.0
g (μS)
0.2 0.4
175165155 185
VSD (mV)
10
5
0
B
 (T
)
0.40.30.20.10.0
ISD (nA)
10
5
0
B
 (T)
Abbildung 3.6:
Die diﬀerentielle Leitfähigkeit in Abhängigkeit von Magnetfeld und Bi-
asspannung, zusammengesetzt aus zwei Einzelmessungen mit unter-
schiedlicher Magnetfeldauøösung (gestrichelte Bereiche). Daneben ist
der Strommit den Fluktuationen der LDOS für zwei Schnitte im konstan-
ten Spannungs-Abstand zur Stufenkante dargestellt.
101
3 Die Fermikantensingularität
In einem Magnetfeld senkrecht zur Barriere und damit parallel zur
Stromrichtung spaltet sich der spinentartete Grundzustand des Quan-
tenpunkts aufgrund des Zeeman-Eﬀekts in zwei getrennt auìösbare
Niveaus auf. Abbildung 3.6 zeigt die diﬀerentielle Leitfähigkeit in ei-
nemMagnetfeldbereich von 0 bis 13T. Neben der Spinaufspaltung des
Grundzustandes bewirkt das Magnetfeld eine Landau-Quantisierung
des 3D-Emitters. Mit zunehmendem Magnetfeld werden die Elektro-
nen schrittweise in niedrigere Landau-Niveaus umverteilt. Die daraus
resultierende Oszillation der Fermienergie ist in der Einsatzspannung
in Abbildung 3.6 zu erkennen (wenn auch nur schwach ausgeprägt).
Im untersten Landau-Niveau verschiebt sich die Fermienergie schließ-
lich linear mit der Magnetfeldstärke, in der Abbildung sichtbar als eine
lineare Verschiebung der Einsatzspannung für B & 6T.
Neben der Stufenkante mit der Überhöhung durch die Fermikan-
tensingularität zeichnet sich in der diﬀerentiellen Leitfähigkeit ein wei-
teres Muster ab. Fächerartig bilden sich hinter der Stufenkante Linien
aus, die mit der Magnetfeldstärke oszillieren. Mit zunehmendem ener-
getischen Abstand zur Stufenkante nimmt die Intensität dieser Linien
ab. Dieses regelmäßige Linienmuster ist die Resonanz des Grundzu-
stands des Quantenpunkts mit Fluktuationen der lokalen Zustands-
dichte (LDOS) im Emitter [85]. Da die Emittertunnelrate von der
Zustandsdichte abhängt, fungiert der Tunnelstrom durch den Grund-
zustand als ein Spektrometer der Zustandsdichte im Emitter [86]. Die
energetische Auìösung des Spektrometers ist durch die Verbreiterung
des Grundzustands gegeben, während die räumliche Auìösung durch
die Größe des Quantenpunkts bestimmt wird. Ursache für die Fluk-
tuationen der Zustandsdichte stellen Störpotentiale dar, die für Unord-
nung im 3D-Emitter sorgen. Bei niedrigen Magnetfeldern führt eine
solche Unordnung zu Interferenzen der am Störpotential diﬀusiv streu-
enden Elektronwellenfunktionen [87][88]. Bei hohen Magnetfeldern
ist die Diﬀusion senkrecht zum Magnetfeld aufgrund der Lorentzkraft
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unterdrückt [89]. Die Landau-Quantisierung bewirkt eine nun quasi-
eindimensionale Interferenz der diﬀusiv gestreuten Elektronenwellen
und eine lineare Magnetfeldabhängigkeit der LDOS-Resonanzenergie
[90].
Die Tunnelrate der Elektronen in den Quantenpunkt wird also von
der Streuung an Störpotentialen im Emitter in Form der LDOS-Fluk-
tuationen und von der Streuung am Störpotential der lokalisierten La-
dung im Quantenpunkt in Form der Fermikantensingularität beein-
ìusst. Folglich erscheint auch eine gegenseitige Wechselwirkung nahe-
liegend. Abbildung 3.7 zeigt eine 3D-Ansicht der Stufenkante für Ma-
gnetfelder von 6 bis 11T. Die starke Modulation der Strom-Überhö-
hung der Fermikantensingularität durch die LDOS-Resonanzen wird
sichtbar. Zudem setzt sich auch der lineare Verlauf der Resonanzenergie
der LDOS-Fluktuationen in Abhängigkeit von Magnetfeld und Bias-
spannung im Bereich der Fermikantensingularität fort (siehe gekenn-
zeichneten Bereich in Abbildung 3.7). Diese Modulation sollte sich
auch im kritischen Exponenten der Fermikantensingularität nieder-
schlagen. Wie die B = 0T Daten allerdings zeigen, machen die Fluk-
tuationen im Strom eine direkte Bestimmung des kritischen Exponen-
ten schwierig. Zur Auswertung wird daher neben der Energieabhängig-
keit auch die Temperaturabhängigkeit herangezogen.
DesWeiteren ist zu berücksichtigen, dass die Coulomb-Abstoßungs-
energie eine Doppelbesetzung des Quantenpunkts durch die Beset-
zung beider Spin-Niveaus nicht zulässt. Diese Coulomb-Blockade und
die endliche Kollektorrate können mit einem einfachen Ratenmodell
beschrieben werden. In diesem Ratenmodell werden die beiden Spin-
Niveaus (i = 1; 2) jeweils mit einer eigenen Emittertunnelrate berück-
sichtigt. Die Kollektortunnelrate  C wird als konstant angenommen.
Die Emittertunnelrate  E;i wird proportional zu Gleichung 3.4, die
die Wahrscheinlichkeit eines Tunnelvorgangs auf den Quantenpunkt
bei unendlich großer Kollektorrate angibt, angenommen. Diese For-
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Abbildung 3.7:
Dreidimensionale Darstellung des Stroms an der Fermikante in Abhän-
gigkeit von Magnetfeld und Biasspannung. Die Auøösung des Magnet-
felds beträgt 50mT. In der Ausschnittvergrößerungbeträgt dieMagnet-
feldauøösung 5mT.
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mel wird ebenfalls für die Rücktunnelrate  E;i in den Emitter sym-
metrisch zur Schwellspannung Vth verwendet [91]. Auf die besondere
Bedeutung dieser Annahme wird im letzten Abschnitt dieses Kapitels
über die Rauschmessung an der Fermikantensingularität eingegangen.
Die Temperatur- und Spannungsabhängigkeit der Emittertunnelrate
lautet somit:
 E;i / 1

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
i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
i
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
1  i
2
  ieVi
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i

(3.5)
Die Lösung der Ratengleichung folgt dem Master-Equation-Modell
aus [33] und [32]. Als allgemeine Lösung für den Strom des beschrie-
benen Zwei-Zustands-Systems ergibt sich:
I = e
 C(( C +  

E;2) E;1 + ( C +  

E;1) E;2)
( C +  E;1 +  E;1)( C +  E;2 +  

E;2)   E;1 E;2
(3.6)
Im Experiment wurde die Stufenkante in einem Magnetfeldbereich
von 5 bis 13T und bei Temperaturen von 100mK bis 500mK vermes-
sen. Für ein festes Magnetfeld werden alle Temperaturen gleichzeitig,
d.h. mit nur einem Parametersatz, mit Gleichung 3.6 geëttet. Lediglich
die Einsatzspannung wurde für jede Temperatur individuell bestimmt,
da die Messung sich über mehrere Tage erstreckte und sich die Bias-
spannung dabei durchaus um mehrere µV verschoben haben kann.
Abbildung 3.8 und Tabelle 3.1 zeigen das Ergebnis eines solchen
Fits für einen Datensatz bei 13T. Sowohl Temperatur- als auch Span-
nungsabhängigkeit werden durch Gleichung 3.6 sehr gut beschrieben.
Das Ergebnis für den kritischen Exponenten stimmt in der Größenord-
nung mit früheren Untersuchungen überein [51], in denen allerdings
ein Quantenpunkt mit höherer Grundzustandsenergie in dieser Pro-
be analysiert wurde. Im Unterschied zu den damaligen Beobachtungen
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Abbildung 3.8:
Gleichzeitiger Fit des Stroms bei verschiedenen Temperaturen zwischen
100mK und 500mK und bei einemMagnetfeld von 13T. Die Stromkur-
ven sind in der Darstellung jeweils um 2:5mV verschoben.
fällt hier jedoch die Diﬀerenz zwischen dem kritischen Exponenten für
das erste (1) und das zweite Zeeman-Niveau (2) sehr gering aus. Die
Verbreiterung von 219mK entspricht einer Linienbreite von wenigen
GHz und erscheint plausibel. Der Hebelfaktor liegt hingegen mit 0.17
deutlich unter typischenWerten von 0:3 aus vergleichbarenMessun-
gen von InAs-Quantenpunkten [81][92]. Allerdings ist die Präzision,
mit der der Hebelfaktor bestimmt werden kann, in vielen Messungen
recht gering. Die aus dem Fit bestimmten Einsatzspannungen für die
verschiedenen Temperaturen weichen maximal 30 µV voneinander ab
und liegen damit innerhalb der für den langen Messzeitraum zu erwar-
tenden Stabilität der Spannungsquelle.
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Parameter Ergebnis
Kritischer Exponent 1 0.42
Kritischer Exponent 2 0.47
Hebelfaktor  0.17
Zeeman-Aufspaltung (mV) 1.93
Verbreiterung (mK) 218.8
Tabelle 3.1:
Parameter des temperaturabhängigen Fits der Fermikantensingularität
beiB = 13T
Wendet man dieses Verfahren auf den kompletten Datensatz an, so
erhält man je einen kritischen Exponenten für die beiden Spin-Niveaus
in Abhängigkeit vom Magnetfeld B. Abbildung 3.9 zeigt zunächst das
Ergebnis für die Parameter Zeeman-Aufspaltung und Hebelfaktor. Die
Fits wurden mit einer konstanten Kollektorrate durchgeführt, eine An-
nahme, die in der Form über den gesamten Magnetfeldbereich hinweg
nicht korrekt ist. Andererseits stellt die Kollektorrate nur eine obere,
begrenzende Schranke für den maximalen Strom im höchsten Peak
dar und verhindert, dass die Verbreiterung diese Funktion übernimmt.
Die Verbreiterung würde den gesamten Energieverlauf ausdehnen und
entsprechend einen künstlich verkleinerten Hebelfaktor bewirken. Die
Schrittweite für das Magnetfeld ist nicht konstant über den gemes-
senen Magnetfeldbereich, sondern unterteilt sich in drei Zonen. Der
mittlere Bereich zeigt mit einer Schrittweite von 50mT fein aufgelöst
die LDOS-Fluktuationen. Die beiden grob aufgelösten Zonen mit ei-
ner Schrittweite von 250mT erlauben, den Trend in der Entwicklung
des kritischen Exponenten über einen größeren Magnetfeldbereich zu
beobachten. Sowohl Hebelfaktor als auch Zeeman-Aufspaltung wei-
sen auf eine durchweg gute Beschreibung der Messung durch das Mo-
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Abbildung 3.9:
Ergebnis des Fits angewandt auf den gesamten Datensatz. Der Mittel-
wert des Hebelfaktors und ein linearer Fit der Zeeman-Aufspaltung sind
jeweils als gestrichelte Linie dargestellt.
dell hin. Der Hebelfaktor liegt bis auf eine Ausnahme stabil bei einem
Mittelwert von 0.18, während die Zeeman-Aufspaltung linear mit dem
Magnetfeld zunimmt. Aus Steigung und Hebelfaktor lässt sich der g-
Faktor mit einem Wert von 0.48 bestimmen. Die Präzision wird je-
doch vom modellabhängigen Hebelfaktor bestimmt. Das positive Vor-
zeichen wurde in Übereinstimmung mit [82] gewählt.
In Abbildung 3.10 ist das Ergebnis für die kritischen Exponen-
ten dargestellt. Die starke Modulation dieser charakteristischen Größe
weist darauf hin, dass durch die LDOS nicht nur die Amplitude des
Stroms beeinìusst wird, sondern auch der Eﬀekt der Vielteilchen-
wechselwirkung selbst. Gerade im Hinblick auf die in der Einleitung
erwähnte Abhängigkeit der Fermikantensingularität von der Anzahl
der wechselwirkenden Elektronen erscheint ein Zusammenhang wahr-
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Abbildung 3.10:
Die kritischen Exponenten als Ergebnis der temperaturabhängigen Fits
für den gesamten Datensatz. Zum Vergleich sind die Auswirkungen der
LDOS auf den Strom bei 100mK dargestellt (schwarze Linie). Darunter:
Die farbliche Darstellung als Bild zeigt den Strom über einen weiteren
Spannungsbereich. Die eigentlich vomMagnetfeld abhängigen Einsatz-
spannungen wurden dabei angeglichen und die Biasspannung ist als
AbstandV zur Stufenkante angegeben.
scheinlich.
109
3 Die Fermikantensingularität
Des Weiteren ist der kritische Exponent der ersten Stufe, die bei po-
sitivem g-Faktor [82] Spin-down-Elektronen zugeordnet werden kann,
stets kleiner als der kritische Exponent der zweiten Stufe mit Spin-up-
Elektronen. Die energetische Verschiebung der Zustandsdichte für bei-
de Spins um den Betrag der Zeeman-Aufspaltung [93] führt im Strom
dazu, dass die Fluktuationen bei gleichem Abstand zur Einsatzspan-
nung des Spin-Niveaus um einen festen Betrag imMagnetfeld verscho-
ben erscheinen. Diese Verschiebung ist in der Magnetfeldabhängigkeit
der beiden kritischen Exponenten jedoch nicht zu beobachten. Aller-
dings werden bei der Bestimmung des kritischen Exponenten Daten
aus einem Spannungsbereich von ungefähr 4mV ausgewertet. Somit
stellt der kritische Exponent auch eine Mittelung über einen Bereich
der LDOS-Fluktuationen dar.
Der Verlauf des Stroms im Abstand von 8mV zur Stufenkante spie-
gelt die Modulation der Zustandsdichte wieder und erlaubt einen Ver-
gleich mit der Abhängigkeit der kritischen Exponenten von der Anzahl
der Zustände. Wesentliche Strukturen stimmen überein, erscheinen
aber, entsprechend des größeren energetischen Abstands des Stroms zur
Stufenkante, gegeneinander verschoben.
3.3 Stromøuktuationen
Nach den Gleichstromeigenschaften sollen in diesem Abschnitt die
Stromìuktuationen an einer Fermikantensingularität untersucht wer-
den. Die Messung der Stromìuktuationen erfolgt wie in Kapitel 2
beschrieben über eine Korrelationsmessung der Rauschleistung S(2).
Abbildung 3.11 zeigt die gemessene Rauschleistung zusammen mit
dem Strom für positive Biasspannung bei B = 0T. Das Verhältnis
von Rauschleistung und Schrotrauschen eines Poisson-Prozesses 2eI
bestimmt den Fano-Faktor F (2) = S(2)/2eI (siehe Kapitel 1). Die
Rauschleistung ist dabei in Abbildung 3.11(links) farblich in zwei Be-
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reiche unterteilt, für die im Folgenden der Fano-Faktor getrennt disku-
tiert wird. In dem mit hellen Kreisen gekennzeichneten Bereich liegt
die durch die Fermikantensingularität erhöhte Stufenkante. Im Ab-
stand von der Stufenkante folgt ein Bereich (dunkle Kreise), in dem
der Transport als rein sequentielles Einzelelektronentunneln beschrie-
ben werden kann [84].
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Abbildung 3.11:
Links: Die gemessene Rauschleistung, unterteilt in zwei Bereiche: helle
Kreise kennzeichnen den Bereich der Fermikantensingularität, während
dunkle Kreise denBereich rein sequentiellen Einzelelektronentransports
markieren. Rechts: Die Tunnelraten für Emitter und Kollektor lassen sich
im Bereich des Einzelelektronentransports aus Strom und Fano-Faktor
bestimmen.
Für den Fall des Einzelelektronentunnelns lassen sich Emitter- und
Kollektortunnelrate  E bzw.  C aus Fano-Faktor und Strom berech-
nen:
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 E =
ISD
e

1 +
p
2F (2)   1
 (3.7)
 C =
ISD

1 +
p
2F (2)   1

e
 
1  F (2) (3.8)
Die auf diesemWege aus den Messdaten bestimmten Tunnelraten sind
in Abbildung 3.11(rechts) dargestellt. Das Verhältnis von Emitter zu
Kollektorrate ist leicht asymmetrisch in Übereinstimmungmit der Pro-
bengeometrie der AlAs-Barrieren und liegt in einem Bereich von 0.06
bis 0.22. Die Kollektorrate  C ist dabei nahezu konstant, während die
Emitterrate  E deutlich sichtbar mit steigender Biasspannung abfällt.
Diese Energieabhängigkeit der Tunnelraten kann aus dem Verlauf der
dreidimensionalen Zustandsdichte in den Zuleitungen verstanden wer-
den. Bei einer Zustandsdichte proportional zu
p
, wobei  den
Abstand zur Leitungsbandkante bezeichnet, ist die Änderung der Zahl
der Zustände im Emitter ( klein) größer als im Kollektor ( groß).
Abbildung 3.12 zeigt den Bereich der Stufenkante mit der Fermi-
kantensingularität und stellt Strom und Fano-Faktor für ausgewählte
Temperaturen bei B = 0T und B = 9:75T einander gegenüber. Zu-
nächst wird der grundsätzliche Verlauf des Fano-Faktors für den spi-
nentarteten Fall B = 0T betrachtet. Während der Strom von 0 auf
den Maximalwert im Peak der Fermikantensingularität ansteigt, fällt
der Fano-Faktor rapide auf einen Wert von 0.5. Dieser Wert entspricht
der Situation symmetrischer Tunnelbarrieren und zeigt damit die starke
Zunahme der Emittertunnelrate aufgrund desWechselwirkungseﬀekts.
Das Minimum des Fano-Faktors liegt sogar leicht unter 0.5, ein Hin-
weis darauf, dass zusätzlich zur Coulomb-Blockade auch die Fermikan-
tensingularität die Tunnelereignisse an diesem Punkt negativ korreliert.
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Abbildung 3.12:
Oben: Strom ISD für ein Magnetfeld vonB = 9:75T und ohne Magnet-
feld (B = 0T) bei ausgewählten Temperaturen. Die ausgewählten Ma-
gnetfelder sind in einer Graustufendarstellung der diﬀerentiellen Leit-
fähigkeit gekennzeichnet. Darunter: Fano-Faktor F (2) für die gleichen
Parameter.
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Mit zunehmender Biasspannung, außerhalb des Bereichs der Fermi-
kantensingularität, zeigen sowohl Strom als auch Fano-Faktor tempe-
raturunabhängige Werte, entsprechend der zuvor gezeigten einfachen
Beschreibung durch Tunnelraten.
Bei einem Magnetfeld von 9:75T ist nur das unterste Landau-
Band im Emitter besetzt und die Einsatzspannung ist zu niedrige-
ren Werten hin verschoben. Der Wert von 9:75T wurde ausgewählt,
da hier die Fermikantensingularität in der Wechselwirkung mit den
LDOS-Fluktuationen besonders ausgeprägt erscheint. Aus den gleich-
zeitigen Fits der temperaturabhängigen Messdaten wurde für die bei-
den Zeeman-Niveaus ein kritischer Exponent  von 0.4 für den ersten
Peak und 0.45 für den zweiten Peak bestimmt.
Für das erste Zeeman-Niveau, das in Resonanz gelangt, gleicht das
qualitative Verhalten des beobachteten Schrotrauschens dem des spin-
entarteten Falls. Obwohl hier nur ein Spin-Kanal zum Transport bei-
trägt, beträgt der Minimalwert des Fano-Faktors ebenfalls 0.5 für die
niedrigste Temperatur der Messung. Für das zweite Zeeman-Niveau
zeigt die Energieabhängigkeit des Fano-Faktors einen qualitativen Un-
terschied im Verlauf, insbesondere im Vergleich mit höheren Tempe-
raturen. Mit dem Einsetzen der Resonanz ist hier eine Erhöhung des
Schrotrauschens zu beobachten, gefolgt von einer starken Unterdrü-
ckung im Strommaximum.
Aufgrund der hohenCoulomb-Ladeenergie der InAs-Quantenpunk-
te kann der Transport durch die beiden Zeeman-Niveaus nicht un-
abhängig voneinander betrachtet werden. Daher kann die Erhöhung
des Schrotrauschens nicht durch die Addition von zwei unabhängigen
Rauschquellen, gewichtet mit dem jeweiligen Strom, beschrieben wer-
den, wie es z.B. beim Transport durch zwei Quantenpunkte möglich ist
[33][18]. Vielmehr muss für den Beitrag des zweiten Zeeman-Niveaus
die Coulomb-Wechselwirkung mit der Sub-Poisson-Statistik des ers-
ten Zeeman-Niveaus berücksichtigt werden. Der beobachtete Über-
114
3.3 Stromøuktuationen
ε
Th
C
*
E
*
C
*
E
E
Abbildung 3.13:
Schematische Darstellung der dynamischen Blockade des energe-
tisch niedriger liegenden Spin-Kanals durch die stark erhöhte Beset-
zungswahrscheinlichkeit des energetisch höher liegenden Spin-Kanals.
Rechts:Die von der Fermikantensingularität beeinøusste Tunnelrate aus
dem Emitter in den Quantenpunkt (durchgezogene Linie) und zurück in
den Emitter (gestrichelte Linie).
gang von einer Erhöhung des Schrotrauschens zu einer Unterdrückung
fällt mit der Einsatzspannung des zweiten Zeeman-Niveaus zusammen.
Hier wird das Schrotrauschen durch das Zusammenspiel von Tunnel-
vorgängen vom Emitter in den Quantenpunkt und dem Tunneln vom
Quantenpunkt zurück in den Emitter oder Kollektor bestimmt. Für ei-
ne Spannung, die nur geringfügig unter der Schwellspannung liegt, ist
die Rücktunnelrate in den Emitter dominant. Für größere Biasspan-
nung ist die Tunnelrate vom Emitter in den Quantenpunkt bestim-
mend. Bei der Schwellspannung ändern sich die Tunnelraten in einem
kleinen Energiebereich rapide, in Übereinstimmung mit der schnellen
Änderung des beobachteten Schrotrauschens.
Um, ausgehend von dieser Interpretation, zu einem qualitativen Ver-
ständnis der Korrelationen von Emitter- und Kollektorstrom zu gelan-
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gen und angesichts des Fehlens einer vollständigeneorie, welche die
Zeitabhängigkeit der Fermikantensingularität beschreibt, werden die
Messungen mit dem bereits in der Beschreibung des Stroms verwand-
ten Master-Equation-Modell verglichen, entsprechend den Referenzen
[33][32]. In diesem sequentiellen Tunnelmodell werden zum einen zu-
sätzliche Korrelationen [94] aufgrund von Nicht-Markow-Prozessen
[95][96], die gerade bei Wechselwirkungseﬀekten auftreten können,
nicht berücksichtigt. Zum anderen wird die Zustandsverbreiterung
der starken Tunnelkopplung vernachlässigt. Infolgedessen kann keine
quantitative Modellierung der Daten erwartet werden. Jedoch soll die-
ses Modell den Einìuss zweier Transportkanäle auf das Sub-Poisson-
Rauschen aufgrund von gegenseitiger Coulomb-Blockade veranschau-
lichen.
In Abbildung 3.14 ist die Auswirkung einer erhöhten Emittertunnel-
rate auf den berechneten Strom und Fano-Faktor dargestellt, indem der
kritische Exponent schrittweise von 0 auf 0.6 erhöht wird. Für jeden
Schritt wird der Proportionalitätsfaktor, der Tunnelrate und Gleichung
3.4 verbindet, so gewählt, dass das Verhältnis von Emitter- und Kol-
lektorrate dem Experiment bei einer Spannung von VSD = 171mV
entspricht. Um den besonderen Einìuss der bidirektionalen Emitter-
tunnelrate zu illustrieren, ist in der oberen Abbildung nur die Tunnel-
rate in den Quantenpunkt durch die Fermikantensingularität erhöht.
Die Rücktunnelrate ist lediglich thermisch verbreitert. In der unteren
Abbildung sind hingegen beide Tunnelraten vom Wechselwirkungsef-
fekt betroﬀen.
Für den Fall, dass Emittertunnelrate in den und aus dem Quanten-
punkt lediglich thermisch verbreitert ist ( gegen 0), zeigen sowohl
Strom als auch Fano-Faktor Stufen ohne Extreme. Der Übergang zwi-
schen den beiden Zeeman-Niveaus bleibt glatt, auch wenn die Emit-
tertunnelrate des ersten Zeeman-Niveaus groß gegenüber der Rate des
zweiten Zeeman-Niveaus ist.
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Abbildung 3.14:
Master-Equation-Modell der Unterdrückung des Transports durch einen
Spin-Kanal aufgrund der bidirektionalen Erhöhung der Tunnelkopplung
des anderen Spin-Kanals. Oben: Nur die Tunnelrate in den Quanten-
punkt ist durch die Fermikantensingularität erhöht, die Rücktunnelrate
ist lediglich thermisch verbreitert. Unten: Die Emittertunnelrate ist bidi-
rektional erhöht. Gezeigt wird jeweils der Fano-Faktor und in einem klei-
nen Ausschnitt dermittlere Strom für verschiedeneWerte des kritischen
Exponenten .
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Eine starke Erhöhung der Emittertunnelrate (z.B.  = 0:6, durch-
gezogene Linie in Abbildung 3.14) führt zu einer Zunahme des mitt-
leren Stroms I , begrenzt durch die Kollektorrate. Der qualitative Ver-
lauf des berechneten Fano-Faktors stimmt gut mit dem Experiment
überein. Beim Einsetzen der Resonanz des zweiten Zeeman-Niveaus
steigert die erhöhte Tunnelrate in den Quantenpunkt die Besetzungs-
wahrscheinlichkeit und moduliert das Sub-Poisson-Rauschen des ers-
ten Zeeman-Niveaus aufgrund der Coulomb-Wechselwirkung. Der
Beitrag des zweiten Zeeman-Niveaus zum Gesamtstrom bleibt dabei
jedoch gering, da die Rücktunnelrate aus dem Quantenpunkt zurück
in den Emitter ebenfalls erhöht ist. Die Kombination dieser beiden
Eﬀekte lässt sich mit der dynamischen Kanalblockade [97][43] verglei-
chen, wobei hier das Schrotrauschen keine Super-Poisson-Werte errei-
chen kann. Der qualitative Unterschied zu einem Ratenmodell ohne
Wechselwirkungseﬀekt illustriert jedoch den Einìuss, den die bidirek-
tionale Erhöhung der Tunnelraten durch die Fermikantensingularität
aufgrund der Coulomb-Wechselwirkung haben kann.
3.3.1 Nicht-Markow-Modell
Die sogenannte generalisierte Master-Equation (GME), eine Erwei-
terung der Master-Equation, ist dadurch gekennzeichnet, dass die
Nachwirkungen eines Prozesses in Form einer „Gedächtnisfunktion”
(engl. memory function) berücksichtigt werden [98][99][100]. Die
(Pauli-)Master-Equation, die bisher angewandt wurde, ergibt sich aus
der „Markow-Näherung” der generalisierten Master-Equation und be-
schreibt den Fall, dass die Korrelation der Gedächtnisfunktion durch
eine -Funktion ausgedrückt werden kann: Die Zukunft des Systems
hängt zu jedem Zeitpunkt vom gegenwärtigen Zustand und nicht von
der Vergangenheit ab [101].
In einem System mit starken Wechselwirkungseﬀekten müssen je-
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doch häuëg Nicht-Markow-Eﬀekte berücksichtigt werden [95][102].
Ein von Katarzyna Roszak und Tomáš Novotný kürzlich für den Fall
einer Fermikantensingularität entwickeltesModell [103] ermöglicht es,
wie im Folgenden gezeigt wird, die Daten der vorliegenden Messung
quantitativ zu beschreiben. Dieses Nicht-Markow-Modell beinhaltet
sowohl den spinentarteten Fall als auch die bidirektionale Tunnelrate
und die Coulomb-Wechselwirkung zwischen den Zeeman-Niveaus im
Magnetfeld. Somit wird also auch die dynamische Blockade wie in dem
zuvor vorgestellten Pauli-Master-Equation-Modell berücksichtigt.
Die Parameter des Nicht-Markow-Modells werden erneut durch ei-
nen gleichzeitigen Fit des Stroms für verschiedene Temperaturen im
Bereich von 100mK bis 500mK bestimmt. Abbildung 3.15 zeigt das
Ergebnis für den spinentarteten Fall beiB = 0T und für den spinauf-
gespaltenen Fall im Magnetfeld bei B = 9:75T. Im ersten Fall wird
die Fermikantensingularität durch einen Hebelfaktor von  = 0:20
und einen kritischen Exponenten von  = 0:28 charakterisiert. Im
Magnetfeld beträgt der Hebelfaktor  = 0:16 und die kritischen Ex-
ponenten für die beiden Zeeman-Niveaus 1 = 0:39 und 2 = 0:42.
Das Ergebnis des Nicht-Markow-Modells für den Fano-Faktor ist in
Abbildung 3.16 dargestellt. Dabei werden die berechneten Werte wie-
der mit dem Ergebnis des Experiments für die bereits in Abbildung
3.12 gezeigten Temperaturen verglichen. Anstelle der Basistemperatur
von 25mK wird allerdings eine unvollständige ermalisierung der
Elektronen angenommen und daher der Fano-Faktor für eine Tempera-
tur von 75mK berechnet. Eine derartig erhöhte Elektronentemperatur
erscheint durchaus plausibel, da das thermische Rauschen der Detek-
torwiderstände, die ja direkt neben der Probe platziert sind, ebenfalls
eine Elektronentemperatur im Bereich von 65mK nahelegt. Im spi-
nentarteten Fall stimmt der berechnete Fano-Faktor mit der Messung
überein. Auch im Magnetfeld werden die experimentellen Daten gut
vom Nicht-Markow-Modell beschrieben, jedoch sind die Abweichun-
119
3 Die Fermikantensingularität
0.5
0.4
0.3
0.2
0.1
0.0
 I S
D
 (n
A
)
180178176174172170168
 VSD (mV)
0.5
0.4
0.3
0.2
0.1
0.0
 I S
D
 (n
A
)
176174172170168166164162
 VSD (mV)
100mK 150mK 200mK 250mK 350mK 500mK
100mK 150mK 200mK 250mK 350mK 500mK
Abbildung 3.15:
Gleichzeitiger Fit des Stroms bei verschiedenen Temperaturen mit dem
Nicht-Markow-Modell. Oben: Der spinentartete Fall beiB = 0T. Unten:
Der spinaufgespaltene Fall beiB = 9:75T.
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Abbildung 3.16:
Das Ergebnis des Nicht-Markow-Modells (Linien) und der Vergleich mit
dem experimentell bestimmten Fano-Faktor (Symbole) aus Abbildung
3.12. Aufgrund von unvollständiger Thermalisierung der Elektronen
wurde das Modell für 75mK, 350mK und 600mK berechnet.
gen größer als im spinentarteten Fall. Im Experiment ist die Fermikan-
tensingularität sowohl in der Reduktion des Fano-Faktors als auch in
der Überhöhung des Stroms bei Temperaturen oberhalb von 250mK
(siehe Abbildung 3.15) deutlicher ausgeprägt als im Nicht-Markow-
Modell. Für eine Übereinstimmung zwischen diesem und dem Expe-
riment wäre ein größerer kritischer Exponent erforderlich. Die beob-
achtete Überhöhung des Stroms bei niedrigen Temperaturen lässt aber
einen höheren kritischen Exponenten als 1 = 0:39 nicht zu. In der
Beschreibung durch Gleichung 3.4 ist der Strom durch eine zusätzliche
Verbreiterung begrenzt. Im Nicht-Markow-Modell ist jedoch ein der-
artiger Eﬀekt bereits berücksichtigt und kann daher nicht durch einen
weiteren Parameter ausgedrückt werden. Die wesentlichen Merkmale
der Messung, die starke Unterdrückung des Fano-Faktors und die Er-
höhung beim Einsetzen des zweiten Spin-Niveaus, stimmen jedochmit
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dem Modell überein.
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Abbildung 3.17:
Vergleich von Markow- und Nicht-Markow-Modell für zwei Temperatu-
ren: 75mK und 350mK. Die positive Diﬀerenz ist blau, die negative rot
eingefärbt und kennzeichnet damit den qualitativen Unterschied auf-
grund der positiven und negativen Nicht-Markow-Korrektur. Mit zuneh-
mender Temperatur verschwindet dieser Unterschied.
Die Korrektur aufgrund von Nicht-Markow-Eﬀekten führt in Ab-
bildung 3.16 auch zu Super-Poisson-Rauschen. Dieses Verhalten ließ
sich jedoch im Experiment nicht veriëzieren, denn der Fano-Faktor,
das Verhältnis von beobachteter Schrotrauschleistung und Strom, di-
vergiert beim Übergang in die Coulomb-Blockade aufgrund des ver-
schwindend geringen Stroms. Daher kann in diesem Bereich der Fano-
Faktor experimentell lediglich mit einem sehr großen Messfehler er-
mittelt und folglich nicht zur Validierung des theoretischen Modells
verwendet werden.
Die Nicht-Markow-Eﬀekte stellen eine wichtige Korrektur des einfa-
chen Ratenmodells dar. Die Temperaturabhängigkeit dieser Korrektur
wird in Abbildung 3.17 veranschaulicht, in der Markow- und Nicht-
122
3.4 Zusammenfassung
Markow-Modell, berechnet für die Parameter und Temperaturen des
Experiments aus Abbildung 3.16, verglichen werden. Die Korrektur
kann dabei nicht nur negativeWerte annehmen, die, wie die Coulomb-
Blockade, zu einer weiteren Reduktion des Fano-Faktors führen, son-
dern auch positive und kann damit zu einer Erhöhung des Fano-Faktors
beitragen. Dieser qualitative Unterschied entspricht genau den Beob-
achtungen im Experiment.
3.4 Zusammenfassung
In diesem Kapitel wurde der Einìuss einer Fermikantensingularität auf
den Einzelelektronentransport durch einen Quantenpunkt untersucht.
Die Gleichstromcharakterisierung der Probe zeigt Fluktuationen der
lokalen Zustandsdichte der Emitter-Zuleitung, die von dem energe-
tisch scharf begrenzten Quantenpunktzustand wie von einem Spektro-
meter abgerastert werden. Neben dem Strom durch denQuantenpunkt
wird auch der Vielteilchenwechselwirkungseﬀekt oﬀenbar durch diese
Fluktuation der Anzahl an wechselwirkenden Teilchen beeinìusst. Die-
ser Eﬀekt äußert sich in einer Modulation des kritischen Exponenten,
der die Fermikantensingularität charakterisiert.
Auch die Stromìuktuationen des Transports durch den Quanten-
punkt zeigen eine deutliche Signatur der Fermikantensingularität.
Coulomb-Blockade führt zu negativer Korrelation von Tunnelereig-
nissen. Dementsprechend bewirkt die starke Erhöhung der Emitter-
tunnelrate durch die Fermikantensingularität eine deutliche Redukti-
on des Fano-Faktors. Die beobachtete Reduktion geht dabei sogar über
die Vorhersage des Ratenmodells hinaus, so dass hier ein weiterer Kor-
relationseﬀekt eine Rolle spielen muss.
ImMagnetfeld konnte darüber hinaus auch eine Erhöhung des Fano-
Faktors festgestellt werden, wenn sich die im Magnetfeld aufgespalte-
nen Zeeman-Niveaus gleichzeitig imTransportfenster beënden und die
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Tunnelrate durch eines dieser Niveaus vom Wechselwirkungseﬀekt er-
höht wird.Durch denVergleichmit einem einfachenMaster-Equation-
Modell zeigt sich, dass gerade die bidirektionale Erhöhung der Tun-
nelrate zu dem beobachteten qualitativen Unterschied im Verlauf des
Fano-Faktors führen kann. Im Rahmen eines generalisierten Master-
Equation-Modells, in dem auch Nicht-Markow-Eﬀekte berücksichtigt
werden, lassen sich die experimentellen Daten sogar quantitativ be-
schreiben.
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Die Messung von Stromìuktuationen bietet weitreichende Möglich-
keiten zur Bestimmung der wesentlichen Transportmechanismen in
Quantenpunkten.Der Transport einzelner Elektronen durch einen ein-
zelnen resonanten Zustand in einem ansonsten vollständig unbesetzten
Quantenpunkt stellt dabei lediglich den einfachsten vorstellbaren Me-
chanismus dar. Das Anregungsspektrum der Zustände in einemQuan-
tenpunkt zeichnet sich hingegen durch eine außerordentliche Kom-
plexität aus und unterstreicht somit den oft herangezogenen Vergleich
mit einem künstlichen Atom [104]. Die Übergänge zwischen diesen
Zuständen stellen den Elektronen eine Vielzahl von möglichen Trans-
portkanälen zur Verfügung. Die Dynamik des Transports wird dabei
wesentlich durch die Coulomb-Wechselwirkung in der Besetzung des
Quantenpunktes bestimmt, die zu einer Korrelation der Tunnelereig-
nisse führt [105]. Während im Falle des einzelnen resonanten Zustands
nur eine Reduktion des Schrotrauschens unter das Limit des Poisson-
Rauschens zu erwarten ist, kann im Falle mehrerer Transportkanäle
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die gegenseitige Blockade durch die abstoßende Coulomb-Wechsel-
wirkung zu einer Erhöhung des Schrotrauschens führen [43][106].
Die dynamische Blockade von Transportkanälen in Verbindung mit
dem komplexen Anregungsspektrum eines vielfach besetztenQuanten-
punkts stellt den Gegenstand der experimentellen Untersuchungen in
diesem Kapitel dar.
Darüber hinaus können auch Tunnelprozesse höherer Ordnung die
Transportdynamik beeinìussen. Im Bereich der Coulomb-Blockade,
in der sequentielles Tunneln erster Ordnung energetisch verboten ist,
kann der Transport dennoch über Kotunnelprozesse erfolgen [107]
[108]. Verbleibt der Quantenpunkt dabei im Grundzustand, wird der
Prozess elastisch genannt. Beim inelastischen Kotunneln wird das Sys-
tem in den angeregten Zustand überführt. Dieser Prozess kann eben-
falls zu Super-Poisson-Rauschen führen [109][110], wobei auch hier
die dynamische Blockade des Transportkanals den zugrunde liegen-
den Mechanismus darstellt. Dieses Verhalten konnte bereits an Quan-
tenpunkten in Kohlenstoﬀnanoröhren [111] und in GaAs/AlGaAs-
Heterostrukturen [112] demonstriert werden.
Auf den Bereich des Einzelelektronentunnelns folgenmit zunehmen-
der Biasspannung Bereiche mit Doppel- und Dreifachelektronentrans-
port, bis schließlich die Coulomb-Blockade aufgehoben ist und der
Transport durch zwei hintereinandergeschaltete Barrieren beschrieben
werden kann. Diese stellen jeweils eine Quelle für Poisson-Rauschen
dar. Sub-Poisson-Rauschen kann in all diesen Bereichen auf diese Wei-
se verstanden werden, da die negative Korrelation aufgrund der La-
dungserhaltung stets zu einer Reduktion des Schrotrauschens führt.
Erst dieWechselwirkung imCoulomb-Blockadebereich ermöglicht po-
sitive Korrelationen [110] und lässt die interne Struktur der Zustände
im Quantenpunkt sichtbar werden.
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4.1 Der experimentelle Aufbau
Der in diesem Experiment untersuchte Quantenpunkt wurde von
B. Harke, M.C. Rogge und C. Fricke hergestellt [113][114][115].
Die Geometrie des Quantenpunkts wird von Oxidlinien geformt,
die durch lokale anodische Oxidation [113] mithilfe eines AF-
Ms auf die Oberìäche einer GaAs/AlGaAs-Heterostruktur (Materi-
al C021227B, Walter Schottky Institut München) geschrieben wur-
den. Durch die Oxidation wird ein nur 35 nm unter der Oberìäche
liegendes 2DEG verarmt. Im Gegensatz zu den in Kapitel 3 vorge-
stellten InAs-Quantenpunkten handelt es sich hier also um eine late-
rale Struktur mit zweidimensionalen Zuleitungen. Die Mobilität des
2DEGs beträgt bei 4:2K 6:43 105 cm2/V s und die Elektronendich-
te 4:59 1011 cm−2. Auch die Größe des Quantenpunktes unterschei-
det sich mit einer lateralen Ausdehnung von ca. 290 nm deutlich von
den selbstorganisierten InAs-Quantenpunkten. Die Konsequenz ist ei-
ne reduzierte Lade- und Anregungsenergie der Zustände im Quanten-
punkt.
In Abbildung 4.1 ist der experimentelle Aufbau für Gleichstromsi-
gnale schematisch dargestellt. Alle Gatespannungen werden über zwei
RC-Filterstufen bei Raumtemperatur und unmittelbar vor der Probe
bei Basistemperatur geëltert. Der QPC war in dieser Messung soweit
verarmt, dass die Engstelle sich unabhängig von den anliegenden Gate-
spannungen im Abschnürbereich befand. Die Zuleitungen und das
Gate G3 des QPCs konnten somit ebenfalls zur Steuerung des Quan-
tenpunkts verwendet werden. Im Folgenden bezeichnet V die Zu-
sammenschaltung aller QPC-Zuleitungen zu einer gemeinsamen Steu-
erelektrode und VGQPC die Verwendung lediglich der Source- und
Drain-Zuleitungen. Der Messaufbau für die Rauschmessungen ist, wie
in Kapitel 2 beschrieben, mit den Source- und Drain-Zuleitungen des
Quantenpunkts verbunden.
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Abbildung 4.1:
AFM-Aufnahme des Quantenpunkts [115]. Die Oxidbarrieren sind als
dunkle Linien zu erkennen. Der gestrichelte Kreis deutet die ungefähre
Ausdehnung des Quantenpunkts (290 nm) an. Die Tunnelbarrieren ha-
ben eine Dicke von ca. 40 nm [113].
4.2 Charakterisierung der Probe
Als Vorbereitung für jede Messung der Stromìuktuationen muss zu-
nächst der Arbeitspunkt bestimmt und charakterisiert werden. Die in
diesem Kapitel vorgestellten Messungen wurden bei einer Temperatur
von 100mK durchgeführt. Mithilfe der beiden Gatespannungen VG1
undVG2 können die beiden Tunnelbarrieren eingestellt werden. Um ei-
ne hohe Sensitivität der Schrotrauschmessung zu erhalten, sollte der Ar-
beitspunkt so gewählt werden, dass die Barrieren nahezu symmetrisch
eingestellt sind. Gleichzeitig erfordert die endliche Messauìösung der
Tieftemperaturverstärker einen Strom von mindestens 10 pA und legt
somit die untere Grenze für die Tunnelkopplung fest. Der zur Gateelek-
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Abbildung 4.2:
Die für die Stromøuktuationen relevanten Energieskalen des Quanten-
punktes: Die Ladeenergie EC und die Anregungsenergie EX . (Arbeits-
punkt: VG1 = 100mV, VG2 = 408mV)
trode umfunktionierte QPC beeinìusst das Quantenpunkt-Potential
stärker als die Tunnelkopplung der Source- und Drain-Zuleitung. Ab-
bildung 4.2 veranschaulicht den gewählten Arbeitspunkt. Die gut auf-
gelösten Coulomb-Rauten kennzeichnen den Coulomb-Blockadebe-
reich. Aus der Ausdehnung der Rauten auf der Biasspannungsachse
kann die Ladeenergie EC bestimmt werden. Für die Messung in Ab-
bildung 4.2 ergibt sich somit eine Ladeenergie von 1meV. In dem sich
an die Coulomb-Rauten anschließenden Bereichmit Einzelelektronen-
transport zeigt die diﬀerentielle Leitfähigkeit eine Vielzahl von Über-
gängen in angeregte Zustände, deren Resonanz mit dem chemischen
Potential des Emitters oder Kollektors als Linien sichtbar werden. Aus
dem relativen Abstand der Resonanzlinien lässt sich eine weitere cha-
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rakteristische Energieskala, die Anregungsenergie EX , ablesen. In die-
semBeispiel wurdeEX zu ca. 100 µeV bestimmt. Die Zahl der Elektro-
nen imQuantenpunkt ließ sich nicht präzise ermitteln. Da aber mithil-
fe von V Coulomb-Blockadepeaks über einen weiten Bereich verfolgt
werden konnten, lässt sich zumindest die Größenordnung mit ca. 100
Elektronen abschätzen [115].
Die Messung der diﬀerentiellen Leitfähigkeit illustriert bereits die
Komplexität des Anregungsspektrums des Quantenpunkts. Die roten
Resonanzlinien bei V '  35mV kennzeichnen negative diﬀerenti-
elle Leitfähigkeit und somit die unterschiedliche Tunnelkopplung der
angeregten Zustände. Auch die Kopplung des Grundzustands variiert
erkennbar an den Punkten der Ladungsentartung bei  40mV und
 35mV. Über mehrere Coulomb-Rauten hinweg zeigt sich so eine re-
gelmäßigeUnterdrückung, die einen Zusammenhangmit der Blockade
des Grundzustands aufgrund von Spinauswahlregeln nahelegt [116].
Die Bedeutung der charakteristischen Energieskalen zeigt sich in der
Abhängigkeit des Fano-Faktors von der Biasspannung VSD . Grund-
sätzlich kann zwischen drei Bereichen unterschieden werden [110]. Im
Fall VSD  EX beëndet sich nur ein Zustand im Transportfenster,
ähnlich demTransport in den bereits vorgestellten InAs-Quantenpunkten,
der durch einen Fano-Faktor zwischen 0.5 und 1 charakterisiert wird.
Für EX < VSD < EC liegt hingegen ein Spektrum von angeregten
Zuständen im Coulomb-Blockadebereich, und ein Fano-Faktor größer
als 1 wird möglich. Mit zunehmender Biasspannung VSD  EC ist
schließlich wieder Sub-Poisson-Rauschen mit 0:5 < F (2) < 1 zu er-
warten [109][31]. Abbildung 4.3 zeigt eine exemplarischeMessung des
Schrotrauschens in der zentralen Region einer Coulomb-Raute und
veranschaulicht das Aufeinanderfolgen von Super- und Sub-Poisson-
Rauschen. Die Tunnelkopplungen entsprachen dabei Abbildung 4.2.
Die Gatespannung V betrug 150mV.
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Abbildung 4.3:
Strom ISD (schwarz) und Fano-Faktor F (2) (rot) im Coulomb-
Blockadebereich in Abhängigkeit von der Biasspannung VSD . Die
rote Linie wurde mithilfe eines Loess-Filters aus den Messpunkten
berechnet. Für Biasspannungen VSD  EC , wobei EC hier ca.
1meV beträgt, fällt der Fano-Faktor wieder unter den Grenzwert von
Poisson-Rauschen (gestrichelte Linie).
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DieWechselwirkungen und positiven Korrelationen im BereichEX <
VSD < EC sollen nun im Folgenden eingehender untersucht werden.
Bislang ist das Schrotrauschen durch den Fano-Faktor quantiëziert
worden. Innerhalb der Coulomb-Rauten ist der Transport blockiert,
weshalb hier keine Rauschleistung gemessen werden kann. Der Fano-
Faktor als Quotient aus gemessener Rauschleistung S(2) und Poisson-
Rauschen 2eI divergiert beim Übergang vom Bereich mit Einzelelek-
tronentransport in die Coulomb-Blockade, da der Strom auf null fällt.
Im Folgenden wird daher das Zusatzrauschen S(2)EP als Diﬀerenz der ge-
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Abbildung 4.4:
Messung des Zusatzrauschens S(2)EP in Abhängigkeit von der Biasspan-
nung VSD und der Gatespannung VGQPC . Die schraﬃerten Flächen
markieren Bereiche, in denen das Zusatzrauschen einen 1/f-Anteil auf-
weist. Aufgrund der Wechselwirkung mit der Transkonduktanz des
Quantenpunkts fallen diese Bereiche besondersmit den Resonanzlinien
in der diﬀerentiellen Leitfähigkeit zusammen. Zum Vergleich ist rechts
die diﬀerentielle Leitfähigkeit g dargestellt.
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messenen Rauschleistung zum Stromrauschen S(2)P einer idealisierten
Quelle von Poisson-Rauschen [112],
S
(2)
EP = S
(2)   S(2)P (4.1)
S
(2)
P = 2eI coth

eVSD
2kBT

; (4.2)
betrachtet, welches ausreicht, um Super-Poisson- und Sub-Poisson-
Rauschen zu unterscheiden. In dieser Diﬀerenz werden ebenfalls die
Gleichgewichtsìuktuationen bei niedriger Biasspannung berücksich-
tigt, die jedoch aufgrund der geringen Temperaturen nur einen unbe-
deutenden Betrag haben.
Um die Rauschleistung S(2) in einem größeren Parameterbereich
aufzunehmen, wurde für jeden Messpunkt die benötigte Integrations-
zeit aus dem Gleichstrom abgeschätzt und bei Unterschreiten eines
Grenzwertes von 20 pA kein Messpunkt aufgenommen. In Abbildung
4.4 ist das Zusatzrauschen S(2)EP in Abhängigkeit von Biasspannung
und Gatespannung dargestellt. Der gemessene Bereich umfasst drei
Coulomb-Rauten und schließt Bereiche mit Zweielektronentransport
mit ein.
Auch im Zusatzrauschen lässt sich der Einìuss der Coulomb-Blo-
ckade erkennbar verfolgen. An die regelmäßige Abfolge von Coulomb-
Rauten grenzen Bereiche mit Sub-Poisson-Rauschen und Super-Pois-
son-Rauschen. Die folgende Analyse konzentriert sich zunächst auf die
Bereiche mit Super-Poisson-Rauschen. Grundsätzlich können gewin-
kelte oder schräg verlaufende Strukturen als Resonanzen mit dem che-
mischen Potential in den Zuleitungen identiëziert werden. Viele der
Bereiche mit Super-Poisson-Rauschen folgen diesen Resonanzen. Um
zu veranschaulichen, wie es bei diesen Resonanzen zu positiven Korre-
lationen der Stromìuktuationen kommen kann, ist es hilfreich, wieder
ein einfaches Ratenmodell heranzuziehen.
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Abbildung 4.5:
Energieschema der Übergänge D aus dem und in den N-Elektronen-
Zustand in Relation zu den chemischen Potentialen E,C der beiden Zu-
leitungen.
Wie in der Diskussion der Gleichstrommessung bereits angedeutet,
setzt sich das Anregungsspektrum des Quantenpunkts nicht nur aus
Übergängen in Grundzustände, sondern auch aus einem ganzen Spek-
trum von Übergängen in angeregte Zustände zusammen. Dabei lassen
sich die Übergänge zwischen den angeregten Energieniveaus als eine
Leiter von möglichen Tunnelresonanzen darstellen (siehe Abbildung
4.5). Oberhalb desÜbergangs in denN-Elektronen-Grundzustand sind
Übergänge in die angeregten Energieniveaus als dünne Linie darge-
stellt. Energetisch darunter beënden sich Übergänge in angeregte Ni-
veaus des (N-1)-Elektronen-Grundzustands. Die Dynamik zwischen
diesen Transportkanälen lässt sich mithilfe eines Master-Equation-Mo-
dells veranschaulichen [32][117][118].
Innerhalb des CI-Modells wird die Tunnelkopplung des Emitters
und Kollektors dabei als konstant angenommen. In der Resonanz des
komplexen Spektrums von Übergängen mit den Zuleitungen ergibt
sich allein bereits aufgrund der Fermi-Verteilungsfunktion eine unter-
schiedliche Tunnelrate für die einzelnen Übergänge. Das gleichzeitige
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Vorhandensein von stark und schwach gekoppelten Transmissionska-
nälen führt wiederum, wie bereits in vorangegangen Kapiteln vorge-
stellt, zu einer zusätzlichen Coulomb-Korrelation der Stromìuktuatio-
nen über den Mechanismus der dynamischen Blockade.
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Abbildung 4.6:
Das Zusatzrauschen S(2)EP (links), in dem die Resonanzlinien mit Emitter
und Kollektor eingezeichnet sind. Im Master-Equation-Modell (rechts)
wurden asymmetrische Tunnelraten (Verhältnis Emitter zu Kollektor
1:5) angenommen und 6 angeregte Zustände (EC = 1meV; EX =
100 µeV; T = 200mK) betrachtet.
Abbildung 4.6 zeigt einen Ausschnitt des gemessenen Zusatzrau-
schens im Bereich der Coulomb-Blockade. An die Coulomb-Raute, in
der der Quantenpunkt für die folgenden Überlegungen mit N Elektro-
nen besetzt sei, grenzen vier Resonanzlinien. Die beiden bei niedriger
Gatespannung liegenden Linien repräsentieren den Fall, dass das Anre-
gungsspektrum der Übergänge zwischen N und (N-1) Elektronen das
Transportfenster verlässt. Bei positiver Biasspannung entspricht dieser
Vorgang einer Resonanz mit dem Kollektor, bei negativer Biasspan-
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nung einer Resonanz mit dem Emitter. Mit zunehmend positiver Gate-
spannung werden zunächst Tunnelvorgänge aus dem Grundzustand in
nun besetzte Zustände im Kollektor (Emitter) unterdrückt, während
die Elektronen in angeregten Zuständen den Quantenpunkt noch un-
gehindert verlassen können. Die Coulomb-Blockade sorgt dafür, dass
ein im Grundzustand gefangenes Elektron den Transport durch die an-
geregten Zustände blockiert. Da der mittlere Strom im Wesentlichen
von den schnellen Tunnelprozessen der angeregten Zustände getragen
wird, kommt es für jedes Elektron imGrundzustand zu einer Unterbre-
chung des Stroms, dem sogenannten Bunching der Tunnelvorgänge.
Im Falle der beiden übrigen Resonanzlinien tritt das Anregungsspek-
trum der Übergänge zwischen N und (N+1) Elektronen in das Trans-
portfenster ein. Im Unterschied zu der zuvor behandelten Situation ist
hier jedoch das Elektron im (N+1) Grundzustand nicht gefangen. Der
Transport ëndet bevorzugt über angeregte Zustände des N-Elektronen-
Zustands statt. Die Analogie mit der dynamischen Blockade von Trans-
portkanälen wird im Bild des Lochttransports deutlicher. Die länge-
re Lebensdauer (für Löcher) des unbesetzten (N+1) Grundzustands
blockiert den Lochtransport durch die energetisch niedriger liegenden
Übergänge in angeregte Zustände. Abbildung 4.7 veranschaulicht das
demMaster-Equation-Modell zugrunde liegende Anregungsspektrum.
Mithilfe des Master-Equation-Modells lassen sich also grundlegende
Mechanismen der Messung verstehen. Ein Vergleich mit dem Experi-
ment in Abbildung 4.4 macht aber auch deutlich, dass das Anregungs-
spektrum wesentlich komplexere Strukturen aufweist, als mit dem ein-
fachen CI-Modell beschrieben werden können.
In der Messung treten die vier Resonanzen nicht mit gleicher Deut-
lichkeit auf. Da die Tunnelbarrieren leicht asymmetrisch eingestellt
wurden, verwundert dieser Umstand grundsätzlich nicht und lässt sich
auch im Master-Equation-Modell erfassen. Während jedoch das Zu-
satzrauschen in der Resonanz mit dem Kollektor für beide Biasspan-
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Abbildung 4.7:
Das dem Master-Equation-Modell zugrunde liegende Anregungsspek-
trum. Links: Diﬀerentielle Leitfähigkeit für den in Abbildung 4.6 ge-
zeigten Bereich. Rechts: Schematische Skizze - Grundzustandsüber-
gänge sind als durchgezogene Linie dargestellt, Übergänge in ange-
regte Zustände als gestrichelte Linie. N bezeichnet den Übergang
zwischen einem angeregten N-Elektronen-Zustand und dem (N-1)-
Elektronen-Grundzustand. 0N+1 bezeichnet den Übergang zwischen
einem angeregten N-Elektronen-Zustand und dem (N+1)-Elektronen-
Grundzustand.
nungsrichtungen ungefähr gleich stark erscheint, ist es für die Resonanz
mit dem Emitter bei positiver Biasspannung vollständig unterdrückt,
hingegen bei negativer Biasspannung überdeutlich. Eine mögliche Er-
klärung stellt die Unterdrückung der Tunnelkopplung des Grundzu-
stands dar. Schon in der Messung der diﬀerentiellen Leitfähigkeit ließ
sich erkennen, dass der Grundzustand nur schlecht an den Emitter an-
zukoppeln scheint. Für die Dynamik des Transports ist die Bedeutung
dieser Unterdrückung jedoch unterschiedlich: Bei negativer Biasspan-
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nung ist der Grundzustand ohnehin für die dynamische Blockade des
Transports verantwortlich und der Eﬀekt würde nur noch gesteigert.
Bei positiver Biasspannung ist der Grundzustands hingegen Teil des
schnellen Transportkanals. Eine schlechte Ankopplung des Grundzu-
standes würde hier die dynamische Blockade stark abschwächen. Beide
Überlegungen stimmen sehr gut mit den Beobachtungen der Strom-
ìuktuationen im Experiment überein.
Darüber hinaus liegen im dargestellten Biasspannungsbereich auch
Zwei-Elektronenübergänge. Hier kann ebenfalls in der Resonanz mit
den Zuleitungen Super-Poisson-Rauschen beobachtet werden. Das
Master-Equation-Modell, das von einer konstanten Emittertunnelra-
te ausgeht, beschreibt diesen Übergang jedoch nur unvollkommen.
Schließlich lassen sich auch vereinzelt in den Coulomb-Rauten mit
Einzelelektronentransport Inseln mit positiv korrelierten Stromìuk-
tuationen erkennen. Das einfache CI-Modell sagt für diesen Bereich
lediglich Sub-Poisson-Rauschen voraus. Jedoch erscheint es plausibel,
dass die Komplexität des Anregungsspektrums für weitere Wechselwir-
kungen in der Transportdynamik sorgt.
4.3.1 Negative diﬀerentielle Leitfähigkeit
In Resonanztunneldioden konnte im Bereich der Strom-Spannungs-
kennlinie mit negativer diﬀerentieller Leitfähigkeit (NDC), also dem
Abfallen des Stroms trotz steigender Biasspannung, wiederholt Super-
Poisson-Rauschen beobachtet werden [119][120]. Die physikalische
Ursache liegt wieder in der Coulomb-Wechselwirkung, wobei hier je-
doch kein Blockade-Eﬀekt auftritt, sondern vielmehr die Anhebung
des Energieniveaus der Tunneldiode aufeinanderfolgende Tunnelereig-
nisse begüngstigt und somit positiv korreliert [121]. Auch im nichtli-
nearen Verhalten der Gleichstromcharakteristik von Quantenpunkten
kann negative diﬀerentielle Leitfähigkeit auftreten [122]. Im Allgemei-
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nen ist dieses Phänomen Ausdruck der unterschiedlich starken Tun-
nelkopplung zweier energetisch benachbarter Zustände. Die Tunnel-
kopplung kann zudem für Emitter und Kollektor verschieden sein. Der
Elektronen-Spin [123][124] und die räumliche Ausdehnung der Beset-
zungsorbitale [125][126] stellen mögliche Ursachen für diese Unter-
schiede dar. Auch für Quantenpunkte wurde Super-Poisson-Rauschen
für negative diﬀerentielle Leitfähigkeit vorhergesagt [105].
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Abbildung 4.8:
Negative diﬀerentielle Leitfähigkeit und Zusatzrauschen S(2)EP am Punkt
der Ladungsentartung.
In der untersuchten Probe trat häuëg nahe dem Punkt der Ladungs-
entartung bei 0VBiasspannung negative diﬀerentielle Leitfähigkeit auf.
Abbildung 4.8 zeigt eine Übersicht der diﬀerentiellen Leitfähigkeit und
die Messung des Zusatzrauschens S(2)EP . Wie bereits im vorangegan-
gen Abschnitt diskutiert, sind die Resonanzen mit den Zuleitungen
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von Super-Poisson-Rauschen dominiert. Die Resonanzlinien der NDC
lassen sich auch im Zusatzrauschen verfolgen. Während die dynami-
sche Blockade von Transportkanälen zu positiver Korrelation führt,
zeigt dieMessung jedoch eine Reduktion des Zusatzrauschens unter das
Poisson-Limit im Bereich der NDC. Dieses Verhalten lässt sich sowohl
bei positiver als auch bei negativer Biasspannung beobachten, obwohl
sich die Wirkungsweise der dynamischen Blockade für beide Polaritä-
ten unterscheidet. Beim Vergleich mit den theoretischen Überlegungen
[105] muss allerdings berücksichtigt werden, dass im Modell stets von
einem stark vereinfachten System mit nur zwei Zuständen ausgegan-
gen wird und der Schwerpunkt auf der Beschreibung der Tunnelkopp-
lung liegt. Die Komplexität des Anregungsspektrums, die ja bereits in
derWechselwirkungmit dem unterdrückten Grundzustand hervortrat,
verdeutlicht hingegen, dass eine einfache Zuordnung zwischen Leitfä-
higkeit und Schrotrauschen nicht immer möglich ist und bei der Wir-
kungsweise des Blockade-Eﬀekts oﬀenbar konkurrierende Phänomene
berücksichtigt werden müssen.
4.3.2 Spinblockade imMagnetfeld
Im senkrechten Magnetfeld hängt das Anregungsspektrum des Quan-
tenpunkts nicht mehr nur von dem elektrostatischen Einschlusspoten-
tial ab. Innerhalb des CI-Modells kann der Einìuss des Magnetfelds
durch das Fock-Darwin-Spektrum angenähert werden ([24], siehe Ka-
pitel 1), das eine analytische Lösung der Schrödingergleichung für ei-
nen Quantenpunkt mit parabolischem Einschlusspotential darstellt.
Mit steigendem Magnetfeld gruppieren sich die Fock-Darwin-Ni-
veaus zu Landau-Fächern. Bei einerMagnetfeldstärke von wenigen Tes-
la kreuzen sich diese Landau-Fächer, bis sich schließlich bei Füllfak-
toren 2 <  < 4 ein regelmäßiges Muster, bestehend aus den bei-
den niedrigsten Landau-Niveaus, ausbildet. Abbildung 4.9 zeigt einen
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Abbildung 4.9:
Das Fock-Darwin-Spektrum im für die Messung relevanten Magnetfeld-
bereich und exemplarisch der Verlauf des Zustands für das 75. Elek-
tron (rote Linie). Für einen Füllfaktor  > 2 zeigt dieser Energieverlauf
ein Zickzackmuster. Die Parameter des berechneten Spektrums entspre-
chen demModell aus Kapitel 1.
entsprechenden Ausschnitt aus dem Fock-Darwin-Spektrum. Im bei-
spielhaften Verlauf des Zustands für das 75. Elektron liegt im Wechsel
mal das erste, mal das zweite Landau-Niveau energetisch niedriger. Da
das zweite Landau-Niveau eine positive Magnetodispersion aufweist,
die Energie der Zustände im ersten Landau-Niveau jedoch abnimmt,
folgt diese Linie einem regelmäßigen Zickzackmuster. Aufgrund der
Zeeman-Aufspaltung unterscheiden sich auch die Übergänge in Ab-
hängigkeit des Spins in ihrer Energie. Alle zwei Wechsel des Landau-
Niveaus wechselt daher auch der Spin für den energetisch niedrigsten
Zustand. Auf das Zickzackmuster folgt ein gleichmäßiger Abfall der
Energiezustände bei Füllfaktor  = 2, da sich hier die Zustände der
Landau-Schalen nicht mehr kreuzen.
141
4 Dynamik des Mehrkanal-Transports
224
220
216
212
208
V
Σ (
m
V
)
4.03.93.83.73.63.53.4
B (T)
-0.2
-0.1
0.0
0.1
0.2
IS
D  (nA
)
Abbildung 4.10:
Strom ISD in Abhängigkeit von Gatespannung V und Magnetfeld B
bei einer geringen, negativen Biasspannung. Für drei aufeinanderfol-
gendeCoulomb-Peaks ist das Zickzackmuster deutlich sichtbar. Darüber
zeigt eine schematische Skizze die räumliche Ausdehnung der Zustän-
de in der Zuleitung und imQuantenpunkt, die in Abhängigkeit von Spin
(farbige Pfeile) und Landau-Schale (graue Pfeile) zu 4 verschiedenen
Tunnelkopplungen führt.
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Dieser charakteristische Verlauf ist klar in der Messung zu erkennen
[127], wie Abbildung 4.10 veranschaulicht. Die Beschreibung durch
das CI-Modell stimmt jedoch nur qualitativ mit der Messung überein,
da nur ein geringer Anstieg der Position der Coulomb-Blockadepeaks
mit dem Magnetfeld beobachtet werden kann. Eine genauere Model-
lierung bieten selbstkonsistente Berechnungen unter Berücksichtigung
der Coulomb-Wechselwirkungen [127].
Darüber hinaus zeigt Abbildung 4.10 aber auch eine bekannte Mo-
dulation [114][115] in der Höhe des gemessenen Stroms. Die in der
Abbildung aufwärts verlaufenden Resonanzen der Zustände im zwei-
ten Landau-Niveau sind in der Messung kaum auszumachen und viel
schwächer ausgeprägt als die abwärts verlaufenden Resonanzen der Zu-
stände im ersten Landau-Niveau. Zusätzlich lässt sich eine weitere Mo-
dulation der Resonanzen innerhalb eines Landau-Niveaus beobachten,
die abwechselnd eine Erhöhung und Unterdrückung des Stroms zeigt.
DieUrsache für diese Variation der Tunnelkopplung liegt in der räumli-
chen Trennung der Zustände imMagnetfeld [128]. Im Quantenpunkt
können die Energieniveaus als Landau-Schalen veranschaulicht wer-
den. Während sich die erste Landau-Schale bis an den Rand des Quan-
tenpunkts erstreckt, ist die zweite Landau-Schale auf das Zentrum des
Quantenpunkts konzentriert. Die Zustände im 2DEG der Zuleitung
sind spinpolarisiert und in Randkanälen angeordnet. In Abhängigkeit
von der zu besetzenden Landau-Schale und dem Spin des tunnelnden
Elektrons ergeben sich so vier Variationen des räumlichen Überlapps
der Elektronwellenfunktion und eine entsprechende Modulation der
Tunnelkopplungen. In Folge dieser unterschiedlich starken Kopplung
kann auch in diesem Bereich negative diﬀerentielle Leitfähigkeit auf-
treten [114].
Da die Transmissionswahrscheinlichkeit für einen Spin deutlich re-
duziert ist, wird dieses Phänomen auch Spinblockade genannt. Bereits
aus diesen Überlegungen heraus ist eine deutliche Signatur dieses Ef-
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Abbildung 4.11:
Strom (oben links) und diﬀerentielle Leitfähigkeit (oben rechts) für zwei
Coulomb-Peaks im Bereich der Spinblockade. Darunter ist das Zusatz-
rauschen im gleichen Bereich dargestellt. Da die Rauschleistung beim
oberen Peak einen hohen 1/f-Anteil aufweist, wurde die Leistungmit ei-
nem Faktor 1/3 skaliert.
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fekts in der Transportdynamik zu erwarten. Um das Schrotrauschen
mit ausreichender Genauigkeit zu messen, muss wieder eine kleine Bi-
asspannung angelegt werden. In Abbildung 4.11 lässt sich als Konse-
quenz in der diﬀerentiellen Leitfähigkeit eine Doppelpeak-Struktur er-
kennen. Bei niedriger Gatespannung sind Zustände mit dem Emitter,
bei hoher Gatespannung mit dem Kollektor in Resonanz. Der Strom
hingegen zeigt einen einzelnen Coulomb-Blockadepeak.
Unterhalb der Gleichstromcharakterisierung ist das Zusatzrauschen
S
(2)
EP für zwei Coulomb-Peaks dargestellt. Da der obere Peak ein hö-
heres Rauschen aufweist, wurde S(2)EP für den oberen Peak mit einem
Faktor 1/3 skaliert, um die Messwerte mit dem unteren Peak auf einer
gemeinsamen Farbskala vergleichen zu können. Im Bereich des oberen
Peaks wechselwirken zusätzlich Umladungen einer Störstelle mit der
Transkonduktanz und überlagern das Zusatzrauschen um einen 1/f-
Beitrag. Daher konzentriert sich die folgende Diskussion auf den un-
teren Peak. Qualitativ lassen sich die diskutierten Strukturen aber auch
anhand des oberen Peaks verfolgen. Die Resonanzen mit den Zuleitun-
gen lassen sich gut anhand des Super-Poisson-Rauschens identiëzieren.
Sub-Poisson-Rauschen kann hingegen nicht beobachtet werden. Die
größte Überhöhung des Schrotrauschens wird für Resonanzen mit der
zweiten Landau-Schale festgestellt, die zusammen mit der Spinblocka-
de für die stärkste Unterdrückung der Transmission sorgen.
Die Peaks im Zusatzrauschen lassen ein weiteres regelmäßiges Mus-
ter erkennen. Für aufeinanderfolgende Resonanzen mit der zweiten
Landau-Schale liegt der Peak abwechselnd bei der Kollektor- und Emit-
terresonanz. Diese Abfolge lässt einen Zusammenhang mit dem Spin
vermuten. In dem durch die Biasspannung vorgegebenen Transport-
fenster beëndet sich, wie in Abbildung 4.12 schematisch angedeutet,
mindestens ein Übergang in einen angeregten Zustand. Dabei unter-
scheidet sich der erste angeregte Zustand im Spin von dem Grundzu-
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Abbildung 4.12:
EnergieschemadesAnregungsspektrums in der Spinblockade. Die blau-
en Linien repräsentieren die Resonanzen mit beiden Zuleitungen in
der diﬀerentiellen Leitfähigkeit. Darunter ist in rot der Grundzustand,
in schwarz der erste angeregte Zustand dargestellt. Gestrichelte und
durchgezogene Linien symbolisieren dabei den Spin. Für Tunnelvorgän-
ge in die zweite Landau-Schale in den grau unterlegten Bereichen wer-
den diese beiden Zustände mithilfe der Gatespannung V energetisch
durch das Transportfenster geschoben. Die Bereiche I und II unterschei-
den sich dabei in ihrer Spinkonöguration und es kommt zu unterschied-
lichen Blockadeeﬀekten in der Resonanz mit den Zuleitungen.
146
4.4 Zusammenfassung
stand. Da sich die beiden Spinzustände in den grau unterlegten Berei-
chen überkreuzen und an einem Punkt energetisch entartet sind, liegen
diese beiden Zustände auf jeden Fall gleichzeitig im Transportfenster.
Mit steigender Gatespannung gelangen diese beiden Zustände zuerst
mit dem Emitter und anschließend mit dem Kollektor in Resonanz. In
der Abbildung ist dabei der Spin-down Zustand stets blockiert. Zu-
sammen mit der Fermi-Verteilung der Zustände in der Zuleitung er-
geben sich eﬀektive Tunnelkopplungen, die in der Abbildung durch
die Liniendicke der Pfeile symbolisiert werden. Im Bereich I ergibt
sich somit der größte Unterschied in der Stärke der Kopplung bei der
Kollektorresonanz, da der stark koppelnde Spinzustand energetisch hö-
her liegt. Im Bereich II hat sich die Situation jedoch umgedreht. Nun
liegt der blockierte Spinzustand energetisch höher und unterbricht den
Strom durch den Spin-up Zustand. Die aufeinanderfolgende Umkehr
der Spins vom Grundzustand und erstem angeregten Zustand stellt al-
so die Ursache für das Muster im Zusatzrauschen dar. Die gegenseitige
dynamische Coulomb-Blockade bewirkt die positive Korrelation der
Tunnelereignisse im nicht blockierten Zustand.
4.4 Zusammenfassung
In diesem Kapitel wurde der Einìuss der Coulomb-Wechselwirkung
auf die Dynamik des Transports durch ein Spektrum von Transport-
kanälen untersucht. Das Anregungsspektrum von Quantenpunkten
zeichnet sich dabei zum einen durch eine hohe Komplexität aus, bie-
tet aber zum anderen, zusammen mit den kontrollierenden Gatespan-
nungen, auch eine Vielzahl von unterschiedlichen Konëgurationen für
den Transport. Ein weitreichendes Verständnis der Wechselwirkungen
kann mit dem Mechanismus der dynamischen Blockade erreicht wer-
den. Die Beispiele des unterdrückten Grundzustands im Coulomb-
Blockadebereich und die negative diﬀerentielle Leitfähigkeit zeigen je-
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doch, dass kein einfacher Zusammenhang zwischen blockiertem Zu-
stand und korreliertem Transport hergestellt werden darf. Die Spin-
blockade im Magnetfeld illustriert allerdings auch, dass das komple-
xe Zusammenspiel von Spin, Einschlusspotential und Transportfenster
anschaulich nachvollzogen werden kann.
Auch eine Simulation des Systems mithilfe einer Master-Equation
im Rahmen des CI-Modells erweist sich als hilfreich für das qualitative
Verständnis. Um eine genaue Vorstellung der Tunnelvorgänge zu be-
kommen, ist aber eine bessere Beschreibung der möglichen Übergänge
unter Berücksichtigung derWechselwirkungen imQuantenpunkt not-
wendig. Die Spektroskopie mithilfe des Schrotrauschens lässt also die
interne Struktur im Quantenpunkt im besonderen Maße sichtbar wer-
den.
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Die Nanostrukturierung eines zweidimensionalen Elektronengases er-
laubt es, eine Engstelle zu schaﬀen, in der die mittlere freie Weglänge
der Elektronen größer ist als die eﬀektive Länge des Transportkanals
und dessen Längenausdehnung eher in der Größenordnung der Elek-
tronenwellenfunktion liegt. In solch einer Engstelle, die auch als Quan-
tenpunktkontakt (QPC) bezeichnet wird, lässt sich eindimensionaler
ballistischer Transport beobachten.
Die Charakteristik des ballistischen Transports durch einen QPC
zeichnet sich durch ein Stufenmuster in der Abhängigkeit der diﬀe-
rentiellen Leitfähigkeit von der Gatespannung der Engstelle aus. Bei
tiefen Temperaturen ist die Leitfähigkeit auf Plateaus bei ganzzahligen
Vielfachen von 2e2/h quantisiert. Der Widerstand des QPCs kann im
Rahmen des Landauer-Büttiker-Formalismus als Transmission durch
einzelne Transportmoden verstanden werden. Jede transversale Mode
n liefert dabei einen Beitrag von e2/h, gewichtet mit der jeweiligen
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Transmissionswahrscheinlichkeit Tn:
g = 2
X
n
Tn e
2
h
(5.1)
Der Faktor 2 wird durch die Spinentartung verursacht und imMagnet-
feld aufgehoben, so dass die Plateaus dann bei e2/h liegen.
Neben dieser Quantisierung kann häuëg eine weitere Struktur beob-
achtet werden, die sogenannte 0.7 Anomalie, die als Zwischenstufe bei
0:7  2e2/h in Form einer Schulter erkennbar wird. Mit steigendem
Magnetfeld geht diese Struktur gleichmäßig in das Leitfähigkeitspla-
teau bei 0:52e2/h über und zeigt somit eine Verbindung zu der Spin-
polarisation bei hohen Magnetfeldern [129]. Darüber hinaus zeichnet
sich die 0.7 Anomalie durch eine besondere Temperaturabhängigkeit
aus. Während die Leitfähigkeitsplateaus mit sinkender Temperatur aus-
geprägter werden, verschwindet die 0.7 Anomalie. Im Gegensatz da-
zu kann die 0.7 Anomalie noch bei hohen Temperaturen beobachtet
werden, bei denen die Leitfähigkeitsquantisierung nicht mehr sichtbar
ist [130]. Die genaue physikalische Ursache der 0.7 Anomalie konn-
te bislang nicht eindeutig identiëziert werden. Bisherige Erklärungen
konzentrieren sich auf eine spontane Spinpolarisation [130][131][132]
[133][134][135]. Es gibt allerdings auch andere Ansätze, zum Beispiel
die Coulombwechselwirkung mit einem gebundenen Zustand, die zu
Singlet- und Triplet-Resonanzen bei 0:25 2e2/h und 0:75 2e2/h
führt [136]. Neben diesen theoretischen Vorhersagen konnten auch in
experimentellen Untersuchungen Strukturen bei 0:32e2/h gemessen
werden [137][138]. Beobachtungen eines Peaks in der Leitfähigkeit bei
einer Biasspannung von 0V legen darüber hinaus einen Zusammen-
hang mit dem Kondo-Eﬀekt nahe [139].
Als Ursache für die Leitfähigkeitsanomalie führen viele dieser Mo-
delle das Vorhandensein von zwei Transportkanälen mit unterschied-
licher Transmissionswahrscheinlichkeit an. Das Stromverteilungsrau-
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schen bietet einen Zugang, diese Eigenschaft zu untersuchen [11][140]
[12][141][66][142]. Die Rauschunterdrückung für einen Transportka-
nal ist dabei proportional zur Transmissionswahrscheinlichkeit (1 T ).
5.1 Beschreibung des Experiments
Die in diesemKapitel vorgestelltenMessungenwurden an einemAFM-
gravierten QPC durchgeführt [143][144]. Dabei handelt es sich um
eine Nanostruktur, bei der mit einer Diamantspitze Material von der
Oberìäche einer GaAs/AlGaAs-Heterostruktur abgetragen wurde. Die
dabei entstandenen etwa 10 nm tiefen und 90 nmbreitenGräben verar-
men das etwa 57 nm tief liegende 2DEG. Bei der Heterostruktur han-
delt es sich um das Material Bochum 1129 mit einer Elektronendich-
te bei 4:2K von 4 1015m−2 und einer Mobilität von 107m2/V s.
Die Breite der mit der Diamantspitze erzeugten Engstelle beträgt ca.
500 nm. Die Zuleitungen, die wieder als Source und Drain bezeichnet
werden, sind mit Koplanarleitungen mit einer Impedanz von 50
 ver-
bunden. Da für den Rauschmessaufbau allerdings nur die Kapazität zur
Masse die entscheidende Größe darstellt, waren die Masseìächen der
Koplanarleitung bei dieser Messung nicht geerdet, um diese Kapazität
möglichst klein zu halten.
Die beiden In-Plane-Gates, die die Engstelle formen und das Poten-
tial des QPCs kontrollieren, wurden zusammengeschaltet. Die Gate-
spannung wird als VG bezeichnet und zum Sourcekontakt referenziert.
Die mit den Probenkontakten verbundene experimentelle Messappa-
ratur entspricht dem in Kapitel 2 vorgestellten Aufbau.
151
5 Stromøuktuationen in einem QPC
VSD
VG
SourceDrain
ISD
VG
Abbildung 5.1:
Schematische Skizze der Probemit den Anschlüssen für die Steuerspan-
nungen und Messsignale und einer AFM-Aufnahme einer gravierten
Engstelle [144]. Der Tieftemperaturverstärkeraufbau für die Rauschmes-
sungen ist, wie in Kapitel 2 beschrieben, mit den Source- und Drain-
Kontakten verbunden.
5.2 Charakterisierung des AFM-gravierten
QPCs
Die Transmission durch den QPC wird über die Gatespannung ge-
steuert. Zur Charakterisierung der Engstelle wurde daher die diﬀe-
rentielle Leitfähigkeit in Abhängigkeit der anliegenden Gatespannung
gemessen. In Abbildung 5.2 ist das Ergebnis einer solchen Messung
für verschiedene Parameter dargestellt. Alle Kurven wurden bei einer
Temperatur von 100mK aufgenommen. Die rote Kurve zeigt die dif-
ferentielle Leitfähigkeit bei einer Biasspannung VSD = 0V in Ein-
heiten von 2e2/h. Dabei muss der große Serienwiderstand des Mess-
aufbaus berücksichtigt werden, der sich aus der kryogenen Filterschal-
tung, dem Innenwiderstand des Stromverstärkers und dem Kontaktwi-
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derstand der Probe zusammensetzt. Das Verhältnis dieses Serienwider-
stands zum Probenwiderstand bestimmt die tatsächlich an der Probe
anliegende Oszillatoramplitude, aus der sich die diﬀerentielle Leitfä-
higkeit mittels Lock-In-Technik berechnet. Da der Probenwiderstand
bei geöﬀneter Engstelle deutlich kleiner als der Serienwiderstand ist,
fällt entsprechend auch nur ein geringer Bruchteil der eigentlichen Os-
zillatoramplitude an der Probe ab. Die Genauigkeit der Messung ist al-
so von der Gatespannung abhängig und nimmt mit positiv-steigender
Gatespannung ab.
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Abbildung 5.2:
Dargestellt ist die diﬀerentielle Leitfähigkeit (rot) bei einer Biasspannung
von 0mV und einem Magnetfeld von 0T. Jeweils verschoben sind drei
Kennlinien (schwarz) bei einer Biasspannung von 1mV und einem Ma-
gnetfeld von 0T, 1:5T und 2:5T.
Der Verlauf der Kennlinie zeigt, dass bei dieser Probe die Leitfähig-
keitsplateaus nur schwach ausgeprägt sind. Dafür sind zusätzliche Mo-
dulationen bei Bruchteilen von 2e2/h erkennbar. In einem senkrecht
zur Probenebene angelegten Magnetfeld erhöht sich das eﬀektive Ein-
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schlusspotential und die Leitfähigkeitsplateaus werden deutlich sicht-
bar. Abbildung 5.2 zeigt drei Kennlinien bei einer Biasspannung von
1mV und einem Magnetfeld von 0T, 1:5T und 2:5T. Bei allen in
Abbildung 5.2 dargestellten Kurven wurde ein Serienwiderstand von
140 k
 (134 k
+6 k
 Kontaktwiderstand) angenommen. Außer den
ausgeprägten Leitfähigkeitsplateaus zeigt sich im Magnetfeld, dass die
Modulation unterhalb des ersten Plateaus bei 0:4 2e2/h in das spin-
polarisierte Plateau bei 0:5 2e2/h übergeht. Zusätzlich erscheint bei
1:25 2e2/h noch eine weitere Struktur.
Bei der Abhängigkeit aller Kennlinien von der Gatespannung ist ein
weiterer Eﬀekt zu berücksichtigen. Die spitz zulaufende Form der In-
Plane-Gates bewirkt eine Verarmung innerhalb derGateelektroden und
damit eine verringerte Kopplung der Gates an die Engstelle mit zuneh-
mender Gatespannung [145][144]. Dementsprechend erscheinen alle
Strukturen, insbesondere unterhalb des ersten Leitfähigkeitsplateaus, in
allen folgenden Darstellungen in diesem Kapitel gegenüber der Gate-
spannung gestreckt.
Neben der Gatespannung hängt die Transmission der Engstelle auch
von der Biasspannung ab. Abbildung 5.3 zeigt Messungen, bei de-
nen sowohl die Gate- als auch die Biasspannung verändert wurde. Die
Schrittweite der Gatespannung betrug 5mV. Dicht beieinanderliegen-
de Kurven kennzeichnen dabei die Plateaus der diﬀerentiellen Leitfä-
higkeit. In dieser Abbildung wird besonders deutlich, dass die Trans-
mission bei diesem QPC über das einfache Einteilchenmodell mit der
regelmäßigen Leitfähigkeitsquantisierung hinausgeht. Der mit steigen-
der Gatespannung sich verjüngende Verlauf stammt von dem großen
Serienwiderstand, der den tatsächlich an der Probe anliegenden Bias-
spannungsbereich einschränkt. Neben den bereits diskutierten Struk-
turen bei VSD = 0V werden weitere Plateaus bei endlicher Source-
Drain-Spannung sichtbar. Besonders auﬀällig ist der Übergang der
Struktur von 0:4  2e2/h zu 0:8  2e2/h. Ein entsprechender Ver-
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Abbildung 5.3:
Die Abhängigkeit der diﬀerentiellen Leitfähigkeit von der Biasspannung
VSD (links) unddieAbleitung dgdVg (rechts). Der gemesseneWert der Leit-
fähigkeit wurde mit einem Serienwiderstand von 134 k
 korrigiert. In
beiden Darstellungen sind jeweils zwei Einzelmessungen überlagert. In
der Darstellung der Ableitung kennzeichnen helle Bereiche eine große
Steigung, dunkle Bereiche die Plateaus.
lauf wurde bereits häuëg mit der 0.7 Anomalie in Verbindung gebracht
[66], obgleich der gemessene Leitfähigkeitswert auf dem Plateau da-
von abweicht. Allerdings konnten in eingehenden Untersuchungen der
Biasabhängigkeit [146] bereits ähnliche Abweichungen in den Leitfä-
higkeitswerten beobachtet werden. Auch ein schwach gebundener Zu-
stand kann, wie bereits in der Einleitung erwähnt, Resonanzen bei den
beobachteten Werten verursachen [136].
Unterhalb von 0:5  2e2/h zeigt sich ein Peak bei einer Biasspan-
nung von 0V. Dieser Peak wird auch als Zero-Bias-Anomalie bezeich-
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net [139][147] und wurde ebenfalls häuëg bei Untersuchungen der
0.7 Struktur bei tiefen Temperaturen beobachtet. Diese Anomalie wird
mit dem Kondo-Eﬀekt in Quantenpunkten in Verbindung gebracht.
In Probengeometrien, die die Ausbildung eines gebundenen Zustands
begünstigen, ließen sich Zero-Bias-Anomalie und 0.7 Anomalie iso-
lieren [135]. Diese Beobachtung legt eine Unterscheidung zwischen
Kondo-Eﬀekt und 0.7 Struktur nahe. Ein Zusammenhang zwischen
einem gebundenen Zustand und der 0.7 Anomalie bleibt aber weiter-
hin ungeklärt.
In Abbildung 5.3 ist die Ableitung dg/dVg dargestellt. Um diese Ab-
leitung hinsichtlich der Gatespannung zu berechnen, müssen dieMess-
daten zunächst auf einem einheitlichen Gitter von Biasspannung und
Gatespannung interpoliert werden, da die Biasspannungsachse für alle
gemessenen Kurven unterschiedlich ist. Anschließend kann dann die
Ableitung durch einfaches Diﬀerenzieren berechnet werden. Das ein-
fache Einteilchenmodell lässt rautenförmige Strukturen für die quan-
tisierte Leitfähigkeit erwarten. Derartige Strukturen sind in der Abbil-
dung erkennbar, wenn auch nur schwach ausgeprägt. Im Gegensatz da-
zu treten innerhalb dieser Rauten die Plateaus bei 0:82e2/h deutlich
hervor. Die Ausdehnung der Rauten gibt den energetischen Abstand
der Subbänder an. Aus der dargestellten Messung ergibt sich ein Wert
von ca. 5meV, in Übereinstimmung mit vorherigen Untersuchungen
von AFM-strukturierten QPCs [144][113].
Der Vergleich von positiver und negativer Biasspannung zeigt Unter-
schiede im Verlauf der Leitfähigkeit. Bei niedriger positiver Biasspan-
nung sind zusätzliche Strukturen zu erkennen. Bei hoher Biasspannung
liegen die Plateaus bei unterschiedlichen Leitfähigkeitswerten. Bei po-
sitiver Polarität zeigen sich zwei Plateaus bei 0:4  2e2/h und 0:2 
2e2/h, während bei negativer Polarität nur ein Plateau, dessen Quanti-
sierung von der Biasspannung abhängt, auftritt. Eine derartige Asym-
metrie konnte bereits häuëg beobachtet werden [130][66][148]. Als
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Ursache werden ein zusätzlicher Gateeﬀekt durch die Source-Drain-
Spannung [130] oder zusätzliche elektrostatische Eﬀekte im Abschnür-
bereich diskutiert.
5.3 Messung der Stromøuktuationen
Während die diﬀerentielle Leitfähigkeit proportional zur mittleren
Transmissionswahrscheinlichkeit ist, bietet das Stromverteilungsrau-
schen einen weitergehenden Zugang zu den Transmissionseigenschaf-
ten der Engstelle. Die Messung des Stromverteilungsrauschens erfolgt
dabei wieder mit dem bereits in Kapitel 2 vorgestellten Aufbau über
eine Korrelationsmessung der Rauschleistung S(2). Bei endlicher Tem-
peratur und Biasspannung setzt sich die gemessene Rauschleistung im
Allgemeinen aus zwei Beiträgen zusammen: dem thermischen Emissi-
onsrauschen der Zuleitungen und dem Stromverteilungsrauschen. In
Abhängigkeit von der Biasspannung ist daher ein Übergang von ei-
nem quadratischen zu einem linearen Verlauf zu erwarten, entspre-
chend einem Übergang von Johnson-Nyquist-Rauschen zu Schrotrau-
schen. Der gemessene Biasbereich wurde folglich so gewählt, dass dieser
Übergang im qualitativen Verhalten sichtbar bleibt. In diesem Experi-
ment beträgt der Spannungsbereich in Einheiten von kBT ungefähr
20 kBT , wobei ein Bereich von 5 kBT für die wesentlichen Struk-
turen ausreicht. Bei zu großer Biasspannung sind zusätzliche Heizef-
fekte durch den großen Strom zu erwarten, die zu einem Anstieg des
thermischen Rauschbeitrags führen [12]. Um bei dem großen Serien-
widerstand der kalten Filterschaltung einen konstanten Spannungsbe-
reich abzudecken, wurde für jede Gatespannung zunächst eine DC-
Charakterisierung durchgeführt und aus diesen Daten die Biasspan-
nungen für jeweils 21 Messpunkte berechnet.
Bei 0V Biasspannung verschwindet der zum Strom proportiona-
le Schrotrauschterm und es verbleibt nur der Johnson-Nyquist-Term.
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Abbildung 5.4:
Die Rauschleistung S(2)(VSD = 0) und die diﬀerentielle Leitfähigkeit
der Probe g(VSD = 0) inklusive der Zuleitungswiderstände. Für eine
gemeinsameDarstellungwurde die Rauschleistungmit 1/
 
4kB2e
2/h

und die Leitfähigkeit mit 2e2/h gewichtet. Der rechte Graph zeigt die
Elektronentemperatur aus S(2) = 4kBTg.
Abbildung 5.4 zeigt die gemessene Rauschleistung S(2)(VSD = 0).
Zum Vergleich ist die diﬀerentielle Leitfähigkeit des QPCs inklusive
desWiderstands der Zuleitungen aufgetragen. Qualitativ folgt das ther-
mische Rauschen genau der diﬀerentiellen Leitfähigkeit. Die Johnson-
Nyquist-Formel S(2) = 4kBTg verbindet Rauschen und diﬀerentielle
Leitfähigkeit mit der Elektronentemperatur als Proportionalitätsfaktor.
Neben der Rauschleistung ist in Abbildung 5.4 die aus derMessung be-
stimmte Elektronentemperatur dargestellt, die deutlich über den erwar-
teten 100mK liegt. Der Wert von 100mK wurde aus der Rauschther-
mometrie bestimmt und gibt somit die Elektronentemperatur in den
beiden Detektorwiderständen an. Es erscheint unwahrscheinlich, dass
die Probe, die sich direkt zwischen den beiden Detektorwiderständen
beëndet, eine so viel höhere Elektronentemperatur aufweist als diese
Widerstände. Die Ursache für diese scheinbar erhöhte Elektronentem-
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peratur lässt sich anhand dieser Messung nicht aufklären. In Abbildung
5.5 ist daher zumVergleich das gemessene Rauschsignal dargestellt, ein-
mal aufgetragen gegenüber der anliegenden Biasspannung, einmal in
Abhängigkeit vom gemessenen Source-Drain Strom.
In der Abhängigkeit von der Biasspannung lässt sich feststellen, dass
das Rauschen den erwarteten Übergang von einem quadratischen zu
einem linearen Verlauf zeigt. Mit positiv steigender Gatespannung
wächst auch die diﬀerentielle Leitfähigkeit und somit das thermische
Rauschen des QPCs. Die gemessenen Rauschleistungskurven erschei-
nen entsprechend verschoben. Die Konzentration der Linien korre-
spondiert dabei, wie schon bei der Darstellung der diﬀerentiellen Leit-
fähigkeit, mit den quantisierten Plateaus und den zusätzlich auftreten-
den Strukturen. Auf dem ersten 2e2/h Plateau fällt zudem auf, dass
hier die Rauschleistung nicht mit steigender Biasspannung bzw. stei-
gendem Strom zunimmt. Die Unterdrückung des Schrotrauschens in
einem QPC wird damit bereits in dieser Darstellung des reinen Mess-
signals direkt sichtbar.
In der Darstellung gegenüber dem Source-Drain-Strom ist zusätzlich
ein Kegel für 2eI , dem Poisson-Rauschen, eingezeichnet. Lauteorie
erwartet man für den ballistischen Transport durch eine Engstelle eine
Reduktion unter den Wert des Poisson-Rauschens. Dieser Kegel stellt
somit das Maximum der erwarteten Rauschamplitude dar und die Stei-
gung der gemessenen Rauschkurven sollte daher nicht größer sein, als
die Steigung der gestrichelten 2eI-Linien. Die Messwerte entsprechen
genau diesem erwarteten Verhalten. Bei nahezu geschlossenem QPC
liegen die Messwerte auf dem Kegel. Mit zunehmend geöﬀnetemQPC
ist die Steigung zunehmend ìacher, das Rauschen ist gegenüber dem
Poisson-Rauschen unterdrückt.
Um das Stromverteilungsrauschen zu quantiëzieren, gibt es zwei An-
sätze: Fano-Faktor und Noise-Faktor. Der Fano-Faktor wurde bereits
im eoriekapitel als das Verhältnis von gemessener Rauschleistung
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Abbildung 5.5:
Die Rauschleistung S(2) als Funktion der Biasspannung VSD (links) und
des Source-Drain-Stroms ISD (rechts) fürGatespannungenvon 1Vbis
 1:8V. Die gestrichelte Linie markiert das volle Poisson-Rauschen 2eI .
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zum Poisson-Rauschen vorgestellt:
F (2) =
S(2)
2eI
=
X
n
Tn(1  Tn)/
X
n
Tn (5.2)
Zur Beschreibung des Stromverteilungsrauschens mithilfe dieses
Fano-Faktors wurden die Transmissionswahrscheinlichkeiten als ener-
gieunabhängig angenommen (siehe Kapitel 1) und das Zusatzrauschen
als Diﬀerenz zu 4kBTg(0) betrachtet. In Abbildung 5.3 zeigt der
nichtlineare Verlauf der diﬀerentiellen Leitfähigkeit jedoch, dass im
Experiment diese Annahme innerhalb des betrachteten Spannungsbe-
reichs nicht vollständig erfüllt wird. Roche et al. [141] ziehen daher
zusätzlich noch einen Korrekturterm ab, der die geänderte diﬀerentiel-
le Leitfähigkeit bei VSD berücksichtigen soll:
S(2) =
2e2
h
kBT

~g(I)2   ~g(0)2 (5.3)
mit ~g = g/ e2h . Diese Korrektur wird dadurch begründet, dass das
Stromrauschen nicht nur einen thermischen Anteil proportional zu T
(4kBTg = 4kBT e
2
h
P
n Tn) sondern auch zu T 2 enthält. DiCarlo et
al. [66] nähern hingegen das Zusatzrauschen durch die Diﬀerenz zu
4kBTg(VSD) anstelle von 4kBTg(0). In der folgenden Auswertung
der Messergebnisse wurde diese einfache Näherung angewendet.
Der Fano-Faktor ergibt sich dann aus einem Fit mit
S
(2)
E = F
(2)

2eI coth

eVSD
2kBT

  4kBTg(VSD)

: (5.4)
Abbildung 5.6 zeigt exemplarisch einen solchen Fit des Zusatzrau-
schens. Die Abhängigkeit vom Strom wird von Gleichung 5.4 sehr
gut beschrieben. Aus diesem Fit wurde eine Elektronentemperatur von
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Abbildung 5.6:
Zusatzrauschen und der Fit mit Gleichung 5.4.
150mK bestimmt. Dieser Wert erscheint im Vergleich mit der Tempe-
ratur der Detektorwiderstände plausibel. Die Diskrepanz zum thermi-
schen Untergrund lässt sich innerhalb des betrachteten einfachen Mo-
dells nicht erklären.
An dem Fit aus Abbildung 5.6 lässt sich ein weiteres Problem von
Gleichung 5.4 ablesen, die einen Term I  coth(V ) enthält. Im Li-
mes Strom und Spannung gegen 0 ergibt sich mathematisch zwar ein
Grenzwert von 0, allerdings führen leichte Schwankungen der gemesse-
nenWerte schnell zu einer Divergenz, da coth(x) für x! 0 divergiert.
Um den Fit nicht zu verfälschen, wurde daher derMesspunkt bei 0V
Biasspannung von der Auswertung ausgenommen. Das Ergebnis, der
Fano-Faktor als Funktion der Gatespannung, ist in Abbildung 5.7 dar-
gestellt. Im Abschnürbereich nähert sich der Fano-Faktor einem Wert
von 1 an, gleichbedeutend mit vollem Poisson-Rauschen. Mit zuneh-
mend geöﬀneter Engstelle und damit mit ansteigender Transmission
fällt der Fano-Faktor, wenn auch nicht monoton, bis zu seinem globa-
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Abbildung 5.7:
Der Fano-FaktorF (2) (rote Kreise), die diﬀerentielle Leitfähigkeit der Pro-
be (blau) und der aus der mittleren Transmission der Leitfähigkeit be-
stimmte Fano-Faktor (schwarz gestrichelt).
lenMinimum auf dem ersten Leitfähigkeitsplateau bei VG =  1:32V.
Ein Fano-Faktor von 0 kennzeichnet eine Transmissionswahrschein-
lichkeit von 1 und damit entspricht dieses grundsätzliche Verhalten
genau dem einfachen Einteilchenmodell. Darüber hinaus spiegelt sich
auch die Modulation der diﬀerentiellen Leitfähigkeit bei 0:4 2e2/h
im Fano-Faktor wieder. Um einen Zusammenhang dieser Modulation
mit einer etwaigen Spinpolarisation zu überprüfen,muss die Reduktion
des Fano-Faktors mit einem einfachen Modell verglichen werden. Aus
der mittleren Transmissionswahrscheinlichkeit der Leitfähigkeit ergibt
sich eine einfache Abschätzung des Fano-Faktors nach Gleichung 5.4
(gestrichelte Linie in Abbildung 5.7). Während in Experimenten zur
0.7 Anomalie eine deutliche Unterdrückung im Vergleich zu diesem
einfachen Einteilchenmodell beobachtet wurde [141][66], ist hier kei-
ne Reduktion des Fano-Faktors festzustellen. Dies deutet daraufhin,
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dass die Anomalie in der Leitfähigkeit nicht zwei unterschiedlichen
Transmissionskanälen zugeordnet werden kann.
Der Noise-Faktor stellt eine weitere Möglichkeit dar, die Rauschleis-
tung im gemessenen Spannungsbereich zu quantiëzieren. Während der
Fano-Faktor eine Zuordnung zum Source-Drain-Strom herstellt, wird
beim Noise-Faktor nur die Biasabhängigkeit betrachtet.
Der Noise-Faktor wird deëniert als [66]
N = 1
2
X
n
Tn(1  Tn) (5.5)
und entspricht damit dem Fano-Faktor multipliziert mit
P
n Tn. Der
Vorfaktor von 1/2 berücksichtigt die spinentartete Transmission. Folg-
lich kann der Noise-Faktor Werte zwischen 0 und 0.25 annehmen.
Der Vorteil dieser Deënition besteht darin, dass die Division durch die
im Abschnürbereich verschwindende Transmissionswahrscheinlichkeit
vermieden wird. Die Lösung des Integrals über die Transmissionswahr-
scheinlichkeit (siehe Kapitel 1) kann mittels Noise-Faktor einfach ge-
schrieben werden als
S
(2)
E = N2
2e2
h

eVSD coth

eVSD
2kBT

  2kBT

: (5.6)
Abbildung 5.8 zeigt wieder beispielhaft einen Fit des Zusatzrau-
schens mit Gleichung 5.6. Als Elektronentemperatur ergibt sich dabei
ebenfalls 150mK. Die Divergenz bei null Biasspannung tritt hier nicht
auf, da S(2)E in Gleichung 5.6 nur von der Biasspannung abhängt. Der
resultierende Noise-Faktor in Abhängigkeit von der Gatespannung ist
in Abbildung 5.9 dargestellt.
Der Noise-Faktor verschwindet auf dem Plateau bei 2e2/h und hat
sein Maximum bei 0:5 2e2/h. Auch hier kann wieder die Anomalie
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Abbildung 5.8:
Zusatzrauschen und der Fit mit Gleichung 5.6.
bei 0:4 2e2/h mit dem einfachen, aus der mittleren Transmissions-
wahrscheinlichkeit berechneten Modell verglichen werden. Das Ergeb-
nis ist konsistent zur Analyse durch den Fano-Faktor. Die Modulati-
on der diﬀerentiellen Leitfähigkeit geht nicht mit einer Reduktion des
Noise-Faktors einher. Der im Experiment beobachtete und maximal
erreichbare Wert von 0.25 kann nur bei gleicher Transmissionswahr-
scheinlichkeit beider Spinkanäle auftreten. Dieses Ergebnis ist insofern
erstaunlich, da die DC-Charakterisierung eine Verbindung mit der 0.7
Anomalie nahelegt, die im Allgemeinen auf unterschiedliche Transmis-
sion zurückgeführt wird [142].
5.4 Zusammenfassung
In diesem Kapitel wurden die Transmissionseigenschaften des Trans-
ports durch eine AFM-gravierte Engstelle untersucht. Die Probe zeigt
nur eine schwache Quantisierung der diﬀerentiellen Leitfähigkeit, was
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Abbildung 5.9:
Der Noise-FaktorN (rote Kreise), die diﬀerentielle Leitfähigkeit der Pro-
be (blau) und der aus der mittleren Transmission der Leitfähigkeit be-
stimmte Fano-Faktor (schwarz gestrichelt).
einen Hinweis auf einen abrupten Potentialverlauf der Engstelle dar-
stellt. Unterhalb des ersten Leitfähigkeitsplateaus sind deutlicheModu-
lationen der diﬀerentiellen Leitfähigkeit zu erkennen. Derartige Struk-
turen werden häuëg mit der 0.7 Anomalie assoziiert. Auch das qualita-
tive Verhalten dieser Modulationen in der Biasabhängigkeit scheint im
Blick auf diese Vermutung konsistent zu sein.
Die Auswertung des gemessenen Stromverteilungsrauschens veran-
schaulicht einerseits die Problematik starker Nichtlinearitäten bei der
Analyse, da in der eorie stets von einer energieunabhängigen Trans-
missionswahrscheinlichkeit ausgegangen wird. Andererseits sieht man
aber auch in den wesentlichen Strukturen eine gute Übereinstimmung
mit dem Einteilchenmodell, was beweist, dass auch unter diesen Be-
dingungen eine Rauschmessung möglich ist. Obwohl die Quantisie-
rung in der Leitfähigkeit wenig ausgeprägt erscheint, konnte doch ei-
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ne nahezu vollständige Unterdrückung des Stromverteilungsrauschens
festgestellt werden, gleichbedeutend mit der Transmissionswahrschein-
lichkeit von 1. Das Stromverteilungsrauschen lässt sich mit dem Fano-
Faktor oder dem Noise-Faktor quantiëzieren. Ein Vergleich dieser bei-
den Größen illustriert die jeweiligen Vor- und Nachteile. Ein qualita-
tiver Unterschied in der Beschreibung kann im Messergebnis jedoch
nicht festgestellt werden. Neben der Leitfähigkeitsquantisierung sind
auch die beobachteten Modulationen im Verlauf von Fano-Faktor und
Noise-Faktor sichtbar. Der Vergleichmit der aus der Leitfähigkeit abge-
schätzten mittleren Transmissionswahrscheinlichkeit zeigt jedoch, dass
die Anomalie bei 0:4 2e2/h nicht auf zwei Transportkanäle mit un-
terschiedlicher Transmissionswahrscheinlichkeit zurückgeführt werden
kann. Bei einer 0.7 Anomalie werden diese beiden Transportkanäle den
beiden Spins zugeordnet und eine spontane Spinpolarisation angenom-
men. Die Rauschmessungen widerlegen den vermuteten Zusammen-
hang mit der 0.7 Anomalie, der von der DC-Charakterisierung nahe-
gelegt wurde.
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6 Kapitel 6Frequenzabhängigkeit derStromøuktuationen
In den bisher vorgestellten Experimenten wurde die bei Detektorfre-
quenzen im niedrigen MHz-Bereich gemessene Rauschleistung stets
mit der Rauschleistung bei der Nullfrequenz gleichgesetzt. Die Annah-
me, dass das Schrotrauschen frequenzunabhängig oder „weiß” ist, gilt
jedoch selbst für den einfachen Fall des Einzelelektronentransports nur
dann, wenn die Detektorfrequenz sehr viel geringer ist als die Rate des
Ladungstransports.
Die Frequenzabhängigkeit der Stromìuktuationen kann aber auch
vielfältige, zusätzliche Informationen über den speziellen Transportpro-
zess liefern. Gerade die Zeitskalen, innerhalb derer der Ladungstrans-
port korreliert ist, werden in der Frequenzabhängigkeit direkt sicht-
bar. eoretische Arbeiten zeigen bereits eine große Bandbreite an
Beispielen [149]: kohärente Oszillationen in Doppelquantenpunkt-
Strukturen [150] [151], „quantum shuttle”-Resonanzen [152][153],
Transport durch einen Quantenpunkt mit einem präzidierenden ma-
gnetischenMoment [154], die dissipative Dynamik eines Qubits [155]
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oder die Rückwirkung eines Detektors auf das zu untersuchende Sys-
tem [156][157] [158]. Neben dem zweiten Moment ist es auch inter-
essant, die Frequenzabhängigkeit der höheren Momente zu betrach-
ten, wie Referenz [159] am Beispiel von „dark states” in einem Drei-
fachquantenpunkt illustriert. Darüber hinaus gibt es bereits theoreti-
sche Beispiele, wie Fluktuationen, die nicht direkt zum Strom beitra-
gen, dafür aber die Intensität der Rauschquellen beeinìussen, die Fre-
quenzabhängigkeit überhaupt erst im dritten oder in höherenMomen-
ten sichtbar werden lassen, während das erste und zweite Moment fre-
quenzunabhängig erscheinen [160][161]. Die in diesen ausschließlich
theoretischen Beispielen betrachteten physikalischen Phänomene stel-
len jedoch hohe Anforderungen an Detektorfrequenz und Bandbreite,
welche sich im Experiment nur schwer realisieren lassen.
In diesem Kapitel werden Spektrum und Bispektrum der Strom-
ìuktuationen über den gesamten Frequenzbereich untersucht, der für
die Coulomb-Wechselwirkung auf einem Quantenpunkt relevant ist.
Dafür ist entscheidend, dass die Detektorfrequenz sehr viel größer als
die Summe der Tunnelraten ist. Dies ist mit dem bisher verwendeten
Messaufbau nicht möglich, da die Detektorfrequenz von 1MHz ei-
nem Strom von lediglich 160 fA entsprechen würde, der damit weit
unter dem Auìösungsvermögen des Aufbaus läge. Stattdessen wird hier
auf Messdaten aus einem sogenannten Counting-Experiment zurück-
gegriﬀen. Hierbei wird im Allgemeinen nicht direkt der Strom in den
Zuleitungen, sondern die Ladung auf dem Quantenpunkt selbst ge-
messen. Aus der zeitabhängigen Änderung dieser Ladung kann auf die
Fluktuationen des Stroms zurückgeschlossen werden. Die Analyse die-
ser Stromìuktuationen folgt aber dem in den bisherigen Kapiteln vor-
gestellten Verfahren.
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6.1 Von der Ladungsmessung zum Strom
Ausgangspunkt der Untersuchung stellen Messungen an dem lateralen
Quantenpunkt aus Kapitel 4 dar, die von Nandhavel Sethubalasubra-
manian, Lukas Fricke und Christian Fricke durchgeführt wurden. Im
Gegensatz zur direkten Messung der Stromìuktuationen in Kapitel 4
wird hier der Fluss der Elektronen durch den Quantenpunkt mittels ei-
nes benachbarten Quantenpunktkontakts detektiert [115]. Die Leitfä-
higkeit des Quantenpunktkontakts reagiert sehr sensitiv auf die Präsenz
zusätzlicher Elektronen auf dem nahen Quantenpunkt. Die Detektion
dieser Leitfähigkeitsänderungen erfolgt über einen geringen Detektor-
strom von wenigen nA durch den Quantenpunktkontakt. Abbildung
6.1 zeigt schematisch die Detektion. Tunnelt ein Elektron durch die
linke Barriere (L) auf den Quantenpunkt, bewirkt die Änderung des
Coulomb-Potentials eine stufenförmige Änderung desDetektorstroms.
Verlässt das Elektron den Quantenpunkt durch die rechte Barriere (R),
sinkt der Detektorstrom auf den ursprünglichen Wert und eine wei-
tere Stufe wird sichtbar. Der Strom durch die linke (rechte) Barriere
kann also den positiven (negativen) Flanken im QPC-Signal zugeord-
net werden. Da die Ladung auf dem Quantenpunkt in Echtzeit detek-
tiert wird, sind die einzelnen Tunnelvorgänge auf dieser Zeitskala als
Strompulse sichtbar. Dem stufenförmigen Detektorsignal ist ein zufäl-
liges Detektorrauschen überlagert. Mit zunehmender Bandbreite steigt
auch dieses Detektorrauschen und begrenzt die Zeitskala, auf der die
Ladungszustände des Quantenpunkts noch getrennt aufgelöst werden
können. Bei dieser Messung wurde der QPC-Strom mit fS = 500 kHz
digitalisiert. Um alle Transportereignisse zu erfassen, müssen die mitt-
leren Tunnelraten deutlich darunter liegen.
In Abbildung 6.1 ist zu erkennen, wie das Detektorsignal in Zeit-
abschnitte der Länge t = 40 µs unterteilt wird. Die Summe aller
Tunnelereignisse innerhalb eines Zeitintervalls ergibt den Pulsstrom IL
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Abbildung 6.1:
Oben links: Eine Ladungsänderung q auf dem Quantenpunkt ist im
Quantenpunktkontakt als Stufe sichtbar (schwarz). Aus der Summe der
aufsteigenden (abfallenden) Flanken innerhalb des Zeitintervalls t
wird ein Pulsstrom durch die linke(rechte) Barriere abgeleitet. Oben
rechts: AFM-Aufnahme der Probe aus Kapitel 4. Der Strom durch die lin-
ke Barriere (L) ist in rot, der durch die rechte Barriere (R) in blau gekenn-
zeichnet. Der Strom durch die linke Barriere ist zudem um 3 e/t ver-
schoben. Darunter: Der Pulsstrom im Zeitintervall t ist in Graustufen
dargestellt. Die Kurven zeigen die Stromøuktuationen im Zeitintervall
20t.
bzw. IR durch die jeweilige Barriere. Der Pulsstrom schwankt dabei
auf dieser Zeitskala imWesentlichen zwischen 0 und 1. Größere Werte
werden nur selten erreicht. Die Fluktuationen dieses Pulsstroms werden
daher durch die zeitliche Dichte der Strompulse sichtbar, die wieder-
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um in der Abbildung durch Graustufen dargestellt ist. Für ein größeres
Zeitintervallt geht der Pulsstrom zu kontinuierlichen Fluktuationen
über, die an Kapitel 2 erinnern.
Zwei wichtige Unterschiede bestehen zur direkten Strommessung:
Aus einer Änderung der Ladung kann nicht die Richtung bestimmt
werden, in der das Elektron den Quantenpunkt verlassen hat. Um die
Unidirektionalität sicherzustellen, wird eine Vorspannung von 500 µV
an denQuantenpunkt angelegt. Anderenfalls könnten Tunnelvorgänge
aus dem Quantenpunkt durch die linke Barriere systematisch falsch als
Strompulse durch die rechte Barriere gewertet werden. Einen weiteren
Unterschied stellt die endliche zeitliche Auìösung des Detektors dar.
Ist die Zeit zu kurz, die ein Elektron bei schnellen Tunnelvorgängen auf
demQuantenpunkt verbringt, wird keine Ladungsänderung detektiert.
Schnelle Tunnelvorgänge werden damit systematisch unterdrückt und
die vorhergehenden und nachfolgenden, eigentlich separierten Tunnel-
vorgänge, werden fälschlicherweise zu einem langen Tunnelprozess zu-
sammengefasst. Im Gegensatz dazu steht die sehr hohe Präzision mit
der alle übrigen Ereignisse erfasst werden.
Im Vergleich zum Counting-Experiment ist es bei der direkten
Strommessung unmöglich, einzelne Ladungsänderungen in den Zulei-
tungen aufzulösen. Der Messfehler hängt aber nicht systematisch von
der Geschwindigkeit der Tunnelvorgänge ab. Zudem ist die Stromrich-
tung über das Vorzeichen der Fluktuationen bestimmt.
6.2 Das frequenzabhängige zweite Moment
Im Folgenden werdenDaten, die über 24 h hinweg aufgenommenwur-
den, analysiert. Dies entspricht ungefähr 300 Millionen Elektronen,
die in dieser Zeit durch den Quantenpunkt getunnelt sind. Die aus der
Ladungsdetektion gewonnenen Pulsstromdaten werden dabei in Seg-
mente mit je N = 1024 Messpunkten unterteilt. Die Segmentlän-
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ge N und das Zeitintervall t bestimmen die Frequenzauìösung f
und die Maximalfrequenz. Das Zeitintervall wurde mit 40 µs gerade
so gewählt, dass der relevante Frequenzbereich von 12:5 kHz (vorgege-
ben durch die Tunnelraten, siehe unten) abgedeckt wird. Aus den Puls-
stromdaten IL(t), IR(t)werden per FFT die Frequenzspektren IL(!),
IR(!) berechnet. Die Magnituden IL(!)IL(!), IR(!)IR(!) (im
Folgenden abgekürzt als LL , RR bezeichnet) werden anschließend
über alle Segmente gemittelt. Die Rauschleistungsdichte ergibt sich aus
PSDR(!) =
1
Nf
hhRR(!)ii : (6.1)
Für den Fano-Faktor F (2) erhält man somit
F (2)(!) =
1
N hIi hhRR
(!)ii ; (6.2)
da der mittlere Strom ebenfalls mit der Sampling-Frequenz multipli-
ziert werden muss. In diesem Fall wird das doppelseitige Spektrum be-
rechnet und folglich eI anstelle von 2eI für das volle Poisson-Rauschen
angenommen.
Abbildung 6.2 zeigt das Ergebnis für den Strom durch beide Bar-
rieren. Das Rauschen ist symmetrisch in der Frequenz, F (2)(!) =
F (2)( !). Diese Symmetrie wird im Graphen benutzt, um für po-
sitive Frequenzen das Schrotrauschen des Stroms durch die rechte, für
negative Frequenzen durch die linke Barriere darzustellen. Der Fano-
Faktor F (2) zeigt dabei einen kleinen Peak im Nullfrequenzrauschen,
der durch ein langsames Wandern des Arbeitspunktes über den langen
Messzeitraum von 24 h verursacht wird.
Für unkorrelierten Transport wäre das Spektrum weiß, gleichbedeu-
tend mit F (2) = 1 für alle Frequenzen, entsprechend einem Poisson-
Prozess. Das Messergebnis zeigt dagegen die Unterdrückung für niedri-
ge Frequenzen aufgrund der Coulomb-Blockade, die in den bisher ge-
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Abbildung 6.2:
Die Frequenzabhängigkeit des Schrotrauschens in Form des Fano-
Faktors F (2) (blau). Der Frequenzverlauf lässt sich mit einer Lorentz-
Kurve (schwarz gestrichelt) beschreiben.
zeigten Beobachtungen des Nullfrequenzrauschens entscheidend war.
Für endliche Frequenzen nimmt das Rauschen die Form einer Lorentz-
Kurve an:
F (2)(!) = 1  2  L R
( L +  R)2 + !2
(6.3)
Die inverse Breite der Lorentz-Kurve deëniert die Korrelationszeit:
c =
1
 L +  R
(6.4)
Diese einfache Beschreibung erreicht bereits eine sehr gute Über-
einstimmung mit dem Experiment, die sich noch steigern lässt, in-
dem das endliche Auìösungsvermögen der Detektion berücksichtigt
wird [162][163]. Dieses Auìösungsvermögen wird häuëg als Detek-
torbandbreite bezeichnet, obwohl es wesentlich von der Qualität be-
stimmt wird, mit der die Stufen im digitalen QPC-Signal erkannt wer-
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den. Im Ratenmodell wird der Detektor folglich durch eine weitere
Rate  D angenähert.
Umeorie und Experiment zu vergleichen, können die drei Raten
 L,  R und  D aus der Verteilung der Wartezeiten zwischen den de-
tektierten Tunnelereignissen bestimmt werden [164]. Abbildung 6.3
zeigt die Verteilung der Tunnelzeiten L; R für beide Barrieren und
einen Fit mit dem Detektormodell. Da die Verteilung der Wartezeiten
einen Bereich von sieben Größenordnungen umfasst, lässt sich das Er-
gebnis der Fits entscheidend verbessern, indem der Logarithmus der
Verteilung betrachtet wird.
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Abbildung 6.3:
Die Verteilung der Wartezeiten zwischen detektierten Tunnelereignis-
sen. Diese Darstellung entspricht der Wahrscheinlichkeitsdichte pdf .
Fits mit dem Detektormodell sind als gestrichelte Linie eingezeichnet.
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Aus den Fits mit [164][115]
pdf(L;R) =
e 
1
2
( +
L;R)L;R
 
e
L;RL;R   1 D L;R

L;R
(6.5)
  =  D +  L +  R

L;R =
q
 4 D L;R +  2
erhält man für die Raten:
 L =13:83 kHz
 R = 4:81 kHz
 D = 300 kHz
Das Ergebnis des aus diesen Raten berechneten theoretischen Mo-
dells ist zusammen mit dem Messergebnis in Abbildung 6.4 gezeigt.
Die Liniendicke der experimentellen Daten gibt den Fehler an. Die-
ser Fehler wurde bestimmt, indem die Daten in Abschnitte unterteilt
und abschnittsweise das Rauschspektrum ermittelt wurde. Für jeden
Frequenzpunkt des Spektrums ergibt sich so eine Verteilung der Rau-
schleistung in Abhängigkeit von der Anzahl und Länge der Abschnitte.
Die Varianz dieser Verteilung entspricht dem Fehler der Rauschleis-
tung und fällt mit zunehmender Länge der Abschnitte, ähnlich einer
Allan-Varianz [165]. Der Vergleich von theoretischemModell und Ex-
periment zeigt über den gesamten Frequenzbereich hinweg eine exakte
Übereinstimmung und demonstriert somit die hohe Qualität der ex-
perimentellen Daten sowie die der theoretischen Beschreibung.
Neben der Autokorrelation lässt sich aus den Daten auch die Kreuz-
korrelation zwischen IL und IR , analog zu Kapitel 1, bestimmen,
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Abbildung 6.4:
Frequenzabhängigkeit des Fano-FaktorsF (2) : Vergleich zwischen theo-
retischemModell unter Berücksichtigung der endlichen Detektorband-
breite (gestrichelte Linie) und Experiment (Autokorrelation RR blau,
Kreuzkorrelation LR grün). Der Messfehler wird dabei durch die Lini-
enbreite symbolisiert.
F
(2)
LR(!) =
1
N hIi<
h
hhIL(!)IR(!)ii
i
=
 2L +  
2
R
( L +  R)2 + !2
; (6.6)
wobei hier zunächst nur der Realteil betrachtet wird.
Die Frequenzabhängigkeit der Kreuzkorrelation in Abbildung 6.4
zeigt, dass beide Ströme für Frequenzen kleiner als die inverse Korrela-
tionszeit c klar korreliert sind. Für höhere Frequenzen fällt die Kreuz-
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korrelation jedoch auf 0 ab, wobei der Wert von 0 sogar leicht unter-
schritten wird. Dieser Eﬀekt ist erneut zurückzuführen auf die endliche
Auìösung der Detektion. Es werden keine Ereignisse registriert, bei
denen Elektronen innerhalb der Zeitauìösung des Detektors sowohl
durch die linke als auch durch die rechte Barriere tunneln, da die La-
dung des Quantenpunkts dabei unverändert bliebe. Tunnelereignisse,
die exklusiv entweder durch die linke oder rechte Barriere stattënden,
erscheinen somit anti-korreliert, wobei dieser Eﬀekt erst bei endlichen
Frequenzen sichtbar wird. Diese Auswirkungen der endlichen Detek-
torauìösung werden vom theoretischenModell vollständig erfasst. Die
Autokorrelation RR bleibt aus diesem Grund für hohe Frequenzen
um den gleichen Betrag unter dem Grenzwert von 1, obgleich hier der
Eﬀekt aufgrund der langsamen asymptotischen Annäherung weniger
oﬀensichtlich ist. Im Limes kleiner Frequenzen stimmen Autokorrela-
tion und Kreuzkorrelation erwartungsgemäß überein, da im Langzeit-
limit die Ladung erhalten ist.
Der Imaginärteil des Fano-Faktors wird in Abbildung 6.5 dargestellt
und verschwindet sowohl im korrelierten (! ! 0) als auch im unkor-
relierten Fall (! ! 1). Lediglich im Übergangsbereich gibt es kor-
relierte Tunnelereignisse durch beide Barrieren, die phasenverschoben
erscheinen. Das Maximum dieses Eﬀekts liegt bei der Korrelationszeit
c .
6.2.1 Vergleich mit MacDonalds Formel
Eine weitere Möglichkeit, die Frequenzabhängigkeit zu bestimmen,
bietet die Formel vonMacDonald [166], die in theoretischen Beschrei-
bungen vielfältig Anwendung ëndet. Ein Vergleich mit der aus dem
Pulsstrom bestimmten Frequenzabhängigkeit erlaubt es, die Ergebnis-
se zu veriëzieren und die Vor- und Nachteile beider Methoden für die
experimentelle Analyse zu bewerten.
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Abbildung 6.5:
Frequenzabhängigkeit des Fano-Faktors F (2) : Vergleich zwischen Real-
teil (grün) und Imaginärteil (blau) der Kreuzkorrelation LR . In dieser
Darstellungwird der Messfehler vernachlässigt und die Linien repräsen-
tieren den Mittelwert.
Die eigentliche Messgröße in einem Counting-Experiment stellt die
Statistik der Besetzung des Quantenpunkts dar. Aus dieser Statistik
kann auch direkt die Frequenzabhängigkeit bestimmt werden, indem
die Fluktuation der Ladung anstelle der Fluktuation des Stroms be-
trachtet wird. Die Gegenüberstellung dieser beiden Wege verdeutlicht
die Vorteile der Pulsstrom-Methode.
Ausgehend von der Deënition des Rauschens
S(2)(!) =
Z 1
 1
dtei! [I(t+ )I(t)] (6.7)
mit I(t) = I(t)  hIi, zeigte MacDonald [166], dass sich diese De-
ënition durch die Fluktuation der Ladung


n2(t)

ausdrücken lässt:
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S(2)(!) = 2e2!
Z 1
0
d sin(!) d
d
h

n2()
  2 hIi2 /e2i
(6.8)
Eine klar verständlicheHerleitung dieses Zusammenhangs bietet Re-
ferenz [167]. Der Integrand kann mittels e hn()i =  hIi auch durch
die Zeitabhängigkeit der zweiten Kumulante C2 = h(n() hn()i)2i
ausgedrückt werden:
S(2)(!) = !
Z 1
0
d sin(!) d
d
C2() (6.9)
Kumulanten kennzeichnen die Verteilung der in einem Zeitintervall
transferierten Elektronen und sind aus den experimentellen Daten ein-
fach zu bestimmen. Dazu wird für ein gegebenes Zeitintervall  die
Anzahl der tunnelnden Elektronen in diesem Intervall gezählt. Für die
Berechnung der Kumulante ist die Reihenfolge, in der die Zeitintervalle
ausgewertet werden, nicht wichtig. Entscheidend ist lediglich die Häu-
ëgkeit, mit der die jeweilige Anzahl an tunnelnden Elektronen auftritt.
Dementsprechend lässt sich die enorme Datenmenge des Experiments
auf eine Verteilung der Zahl der getunnelten Elektronen reduzieren. Bei
der Berechnung des Mittelwerts von C2 =


(n()  hn()i)2 muss
dann lediglich mit der entsprechenden Häuëgkeit gewichtet werden.
Für verschiedene Zeitintervalle ausgewertet, ergibt sich die Zeitabhän-
gigkeit der zweiten Kumulante. Abbildung 6.6 zeigt die mit der mittle-
ren Ladung C1 = hni normalisierte zweite Kumulante C2/C1, die dem
Fano-Faktor entspricht. Zusätzlich sind beispielhaft zwei Verteilungen
für verschiedene Werte des Zeitintervalls  dargestellt. Während mit
größer werdendem Zeitintervall sowohl die Breite der Verteilung (C2)
als auch deren Mittelwert (C1) stetig zunehmen, nähert sich das Ver-
hältnis aus beiden Größen für lange Zeiten einem Grenzwert an, dem
sogenannten Langzeitlimit, das dem Nullfrequenzrauschen entspricht
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Abbildung 6.6:
Zeitabhängigkeit der normierten Kumulante C2/C1. Die beiden Aus-
schnitte zeigen die Verteilung der gezählten Tunnelereignisse im Zeit-
intervall  = 1ms und  = 9ms.
(siehe unten). Für lange Zeiten ( = 10ms) lässt sich allerdings ein
leichtes Ansteigen der zweiten Kumulante erkennen, wiederum verur-
sacht durch das Verschieben des Arbeitspunktes im Messzeitraum.
Ziel ist es nun, aus der gezeigten zeitabhängigen Kumulante die Fre-
quenzabhängigkeit des Rauschens zu bestimmen. Die im Folgenden
vorgestellte Methode wurde von Christian Flindt entwickelt [168].
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Entsprechend [169] wird dazu Gleichung 6.9 umgeformt:
S(2)(!) = !
Z 1
0
d
1
2i
 
ei!   e i! d
d
C2() (6.10)
=
!
2i
h
g^(z)

z= i!   g^(z)

z=i!
i
(6.11)
mit der Laplace-Transformierten g^(z) von dd C2()
g^(z) =
Z 1
0
e z
d
d
C2() = zC^2(z)  C2( = 0)| {z }
=0
= zC^2(z):
(6.12)
Damit ergibt sich für das Rauschen:
S(2)(!) =
!
2i
h
 (i!)C^2(z)

z= i!   (i!)C^2(z)

z=i!
i
(6.13)
=  !
2
2
h
C^2(z)

z= i! + C^2(z)

z=i!
i
(6.14)
=  !2<
h
C^2(z)

z=i!
i
(6.15)
In der numerischen Auswertung der experimentellen Daten muss
also lediglich die Fouriertransformierte von C2() betrachtet werden.
Hierbei ist allerdings Vorsicht geboten, da C2() stetig mit  anwächst.
Die Lösung dieses Problems besteht darin, die Kumulante umzuschrei-
ben zu
C2() = S(2)0  + f(): (6.16)
Im Laplace-Raum ergibt sich damit
C^2(z) = S
(2)
0
z2
+ f^(z); (6.17)
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wobei S(2)0 zum einen dem linearen Anstieg im Langzeitlimit der zwei-
ten Kumulante, zum anderen dem Nullfrequenzrauschen entspricht.
Die Funktion f() kann dabei aus der Diﬀerenz eines linearen Fits bei
großen Zeiten und den Originaldaten bestimmt werden und fällt für
große Zeiten auf 0 ab. Mittels f() erhält man im Laplace-Raum:
C^2(z)

z=i!
=  S
(2)
0
!2
+ f^(z)

z=i!
: (6.18)
Das Endergebnis für das frequenzabhängige Rauschen lautet somit:
S(2)(!) =  !2<
h
C^2(z)

z=i!
i
(6.19)
= S
(2)
0   !2<
h
f^(z)

z=i!
i
: (6.20)
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Abbildung 6.7:
Aus dem Anstieg der zweiten Kumulante C2 (links) ergibt sich per linea-
rem Fit das Nullfrequenzrauschen und die Diﬀerenz dazu f() (rechts).
Abbildung 6.7 veranschaulicht die Schritte für die vorliegenden
Messdaten. Die Kumulante wird dabei nur bis zu einer Zeit von 3ms
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ausgewertet, da der leichte Anstieg für größere Zeiten das Ergebnis stark
verfälscht. Aus dem linearen Anstieg der Kumulante für  > 0:7ms er-
gibt sich ein Nullfrequenzrauschen von 0:6. Aus der Diﬀerenz zu dieser
Geraden erhält man die Funktion f() in Abbildung 6.7(rechts). Die
Rauschleistungsdichte berechnet sich aus der diskreten Fouriertrans-
formierten von f(), normalisiert mit der Anzahl der Messpunkte N
und dem Frequenzabstandf = fS/N :
S(2)(!) = S
(2)
0   !2
1
Nf
<
h
FFTff()g
i
(6.21)
= S
(2)
0   !2
N
N fS
<
h
FFTff()g
i
(6.22)
= S
(2)
0   !2 <
h
FFTff()g
i
(6.23)
bzw. mit der Zeitauìösung  der Kumulante C2().
Abbildung 6.8 zeigt das Endergebnis für das mittels derMacDonald-
Formel gewonnene Rauschen S(2)(!). Zum Vergleich ist auch das aus
dem abgeleiteten Pulsstrom gewonnene Ergebnis dargestellt. Für nied-
rige Frequenzen stimmen beide Verfahren sehr gut überein. Für hö-
here Frequenzen divergiert jedoch das MacDonald-Ergebnis und ein
deutlicher Qualitätsunterschied wird sichtbar. Die Ursache für diesen
Unterschied liegt in der endlichen Genauigkeit des numerischen Ver-
fahrens. Der Vorfaktor !2 in Gleichung 6.23 liegt bei den Frequenzen
des Experiments in der Größenordnung von 1012 und macht somit
selbst kleinste Ungenauigkeiten sichtbar. Die Berechnung wurde mit
doppelter Genauigkeit ausgeführt (Datentyp double), was einer rela-
tiven Genauigkeit von 10 16 entspricht. Gleichzeitig gibt es auch ei-
nen grundsätzlichen Unterschied zwischen den beiden Verfahren. Bei
beiden Methoden werden zwar die Elektronen in einem Zeitintervall
gezählt. Jedoch wird beim Pulsstrom-Verfahren die zeitliche Reihen-
folge der Zeitintervalle ausgewertet, während bei der Anwendung der
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Abbildung 6.8:
Vergleich der nach MacDonald berechneten Frequenzabhängigkeit des
Schrotrauschens (roteKreise) unddemzuvor ausdemPulsstromgewon-
nenen Ergebnis (schwarze Linie).
MacDonald-Formel nur die Häuëgkeit der Zahl der getunnelten Elek-
tronen bestimmt und erst aus der Variation der Intervalllänge die Zeit-
abhängigkeit gewonnen wird. Dennoch verbleibt zumindest für niedri-
ge Frequenzen eine sehr gute Übereinstimmung. Die Auswertung mit-
tels des Pulsstroms liefert aber ein gegenüber Instabilitäten des Expe-
riments und Numerikfehlern robustes Ergebnis und es werden keine
Annahmen über den zeitlichen Verlauf der Ausgangsgröße benötigt.
Für die im Folgenden betrachteten höheren Momente wird daher die
Pulsstrom-Methode angewendet.
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6.3 Das Bispektrum bei endlichen Frequenzen
Die Berechnung des Fano-Faktors für das dritte Moment aus den Puls-
stromdaten erfolgt analog zu Kapitel 1:
F (3)(!1; !2) =
1
N hIi<
h
IR(!1)IR(!2)I

R(!1 + !2)
i
(6.24)
=
1
N hIi<
h
RRR
i
: (6.25)
Dabei wird erneut die abgekürzte Schreibweise für den Index der Bar-
rieren eingeführt. Die Normalisierung ist wieder aus den Beiträgen der
diskreten Fouriertransformation und des mittleren Stroms zusammen-
gesetzt:
1
N3|{z}
FFT
 N
2
fS2|{z}
f1f2
 fS
3
fS|{z}
hIi3/hIi
) 1
N
(6.26)
Abbildung 6.9 zeigt das Bispektrum, die Frequenzabhängigkeit des
dritten Moments. Das dritte Moment weist eine deutlich komplexere
Struktur und Frequenzabhängigkeit imVergleichmit demRauschspek-
trum auf. Gut sichtbar sind die Symmetrien, die aus der Deënition des
Bispektrums folgen (siehe Kapitel 1). Wie in der Skizze angedeutet,
muss für die Berechnung des Bispektrums nur einer der 12 gezeigten
Bereiche ausgewertet werden. Die Spiegelsymmetrie bezüglich Vertau-
schens der Frequenzen S(3)(!1; !2) = S(3)(!2; !1) wird genutzt, um
Experiment und eorie zu vergleichen: Das Messergebnis wird ober-
halb, das theoretische Modell unterhalb der Diagonale !1 = !2 dar-
gestellt. Die überlagerten Konturlinien im Abstand F (3) = 0:1 il-
lustrieren die genaue Übereinstimmung von Experiment und eorie.
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Das theoretische Modell wurde von Christian Flindt entwickelt und
beschreibt die Zählstatistik des Systems mithilfe einer generalisierten
Verteilung P (N)(n1; t1;n2; t2; : : : ;nN ; tN ), die die Wahrscheinlich-
keit angibt, dass n1 Elektronen in der Zeitspanne [0; t1], n2 Elektro-
nen in der Zeitspanne [0; t2] usw. transferiert werden. Das System be-
stehend aus Quantenpunktkontakt und Quantenpunkt wird mit einer
Master-Equation und wie oben mit den Raten  D,  L und  R be-
schrieben [162][170].
Bei den experimentellen Daten ist die Nullfrequenz ausgespart, da
hier der Messfehler eine präzise Bestimmung des dritten Moments sehr
erschwert. Zum einen werden wie beim Schrotrauschen die Frequen-
zen nahe Null am stärksten von der Stabilität des Systems im Messzeit-
raum beeinìusst. Zum anderen spielt in dem Frequenzband um 0Hz
der Anteil des mittleren Stroms hIi eine dominierende Rolle. Der mitt-
lere Strom geht mit der dritten Potenz, gewichtet mit der Segmentlän-
ge,N3 hIi3 ein. Dementsprechend empëndlich reagiert das dritte Mo-
ment auf die Langzeitstabilität des Experiments und auf die endliche
numerische Genauigkeit, mit der der mittlere Strom bestimmt werden
kann.
In der Abbildung ist gut zu erkennen, dass das globale Minimum
des dritten Fano-Faktors im Frequenzursprung liegt. Während beim
Schrotrauschen dieser Zusammenhang grundsätzlich gilt, hängt die Po-
sition des Minimums beim dritten Moment vom Verhältnis der Tun-
nelraten ab, wie der Vergleich mit der eorie zeigen wird.
Mit steigender Frequenz steigt auch der Fano-Faktor und wird für
hohe Frequenzen durch zwei Grenzwerte limitiert: Ist eine der Frequen-
zen !1; !2 oder deren Summe 0, so nähert sich der Fano-Faktor einem
Grenzwert von kleiner als 1 an. Sind beide Frequenzen groß, beträgt
der Grenzwert 1.
Dieses Verhalten wird deutlicher, indem drei Schnitte durch das Bi-
spektrum betrachtet werden (Abbildung 6.10). Die Breite der Linie
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Abbildung 6.9:
Das Bispektrum in Theorie und Experiment (oben). Aufgrund der Sym-
metrieeigenschaften zerfällt das Bispektrum in 12 redundante Bereiche
(unten).
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Abbildung 6.10:
Drei Schnitte entlang der in Abbildung 6.9 gekennzeichneten Linien
(blau gestrichelt) I, II, III.
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gibt hier erneut den Fehler des Experiments an. Entlang aller Schnit-
te liegt die eorie (gestrichelte Linie) innerhalb der Fehlergrenzen.
Das theoretischeModell berücksichtigt dabei die endliche Detektorfre-
quenz. Die analytische Lösung ist allerdings zu umfangreich, als dass sie
hier explizit aufgeführt werden kann. Ohne Detektorfrequenz nimmt
das Modell jedoch eine einfachere Form an [171]:
F (3)(!1; !2) = 1  2 L R
Q2
i=1(i + !
2
1 + !1!2 + !
2
2)Q3
j=1( 
2 + 2j )
(6.27)
mit
1 = !1 1 =  
2
L +  
2
R   =  L +  R
2 = !2 2 = 3 
2
3 = !1 + !2
Wie das Schrotrauschen hängt das dritte Moment symmetrisch von
den beiden Tunnelraten  L und  R ab. Allerdings beweist Gleichung
6.27 auch, dass eine einfache Beschreibung durch eine Lorentzkurve
hier nicht möglich ist.
 Schnitt I zeigt den Fall !2 = 0. Für !1 ! 1 entspricht der
Grenzwert genau dem zweiten Fano-Faktor bei derNullfrequenz.
Dieses Verhalten ist in guter Übereinstimmung mit der eorie
und zeigt, dass selbst im Grenzfall unendlich hoher Frequenzen
eine endliche Korrelation vonTunnelereignissen sichtbar bleiben
kann.
 Schnitt III zeigt den Fall !1 = !2 . Hier nähert sich das dritte
Moment für !1; !2 ! 1 dem Grenzwert des Poisson-Rau-
schens von 1 an. Ähnlich dem Schrotrauschen bleibt aber eine
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geringe Unterdrückung aufgrund der endlichen Detektorauìö-
sung erkennbar, so dass der Wert von 1 nicht ganz erreicht wird.
 Schnitt II verbindet diese beiden Grenzfälle und deutet die Fre-
quenzabhängigkeit des drittenMoments für den Fall F (3)(!1 =
0;1) an. Der Verlauf, ausgehend vom Nullfrequenzrauschen
des Fano-Faktors zweiter Ordnung, gleicht dem Verlauf des
Schrotrauschens. Allerdings sind die Frequenzen im Experiment
nicht groß genug, um vollständige Übereinstimmung zu zeigen.
Aus der guten Übereinstimmungmit derModellrechnung ergibt
sich aber, dass dieser Grenzfall durch F (3)(!1;1) = F (2)(!1)
beschrieben werden kann (!1 > 0).
6.3.1 Symmetrieabhängigkeit
Das Verhältnis der Tunnelraten  L und  R wird durch den Asymme-
triefaktor a beschrieben:
 L =  R
1  a
1 + a
(6.28)
Sowohl das zweite als auch das dritte Moment lassen sich bei der
Nullfrequenz allein durch den Asymmetriefaktor beschreiben [172].
Für die Raten des Experiments beträgt der Asymmetriefaktor  0:48.
Im Folgenden soll anhand des theoretischen Modells der Einìuss des
Asymmetriefaktors bei endlichen Frequenzen dargestellt werden.
Die Frequenzabhängigkeit des Schrotrauschens wird vollständig
durch die Korrelationszeit charakterisiert und dementsprechend geht
der Asymmetriefaktor nur über die Änderung der Summe der Tunnel-
raten in diese ein. Das dritte Moment zeigt hingegen wieder ein kom-
plexeres Bild (siehe Abbildung 6.11), da hier, im Falle symmetrischer
Barrieren (a = 0.0), die maximale Reduktion des Fano-Faktors nicht
mehr im Frequenzursprung liegt [171]. Dieser Eﬀekt ist sowohl entlang
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Abbildung 6.11:
Die Symmetrieabhängigkeit des zweitenMomentsF (2) (oben links) und
des dritten Moments F (3) entlang der Schnitte III (oben rechts) und I
(unten). Die Farbskala entspricht Abbildung 6.9. Der Asymmetriefaktor
der vorliegendenMessungen ist als weiße gestrichelte Linie eingezeich-
net. Für symmetrische Tunnelraten zeigt die Ausschnittvergrößerung
ein Minimum abseits des Frequenzursprungs.
193
6 Frequenzabhängigkeit der Stromøuktuationen
des Schnitts I als auch entlang des Schnitts III sichtbar. Die Asymme-
trie des Experiments liegt leicht außerhalb dieses Bereichs, weshalb der
Eﬀekt nur schwach zu erkennen ist. Schnitt III veranschaulicht zudem,
dass für !1 = !2 näherungsweise die Frequenzabhängigkeit durch ei-
ne Lorentzkurve beschrieben werden kann. Dementsprechend ist auch
ein Öﬀnen des Kegels in der Symmetrieabhängigkeit mit steigender
Gesamtrate zu erkennen. In Schnitt I hingegen ändern sich mit dem
Asymmetriefaktor sowohl das NullfrequenzrauschenF (2)(! = 0) und
damit das Hochfrequenzlimit als auch die Frequenzabhängigkeit.
6.4 Kreuzbispektrum
Auch für Momente höherer Ordnung lässt sich die Kreuzkorrelation
berechnen. Der Fano-Faktor dritter Ordnung als Korrelation von IL
und IR ,
F (3)(!1; !2) =
1
N hIi<
h
IL(!1)IR(!2)I

R(!1 + !2)
i
(6.29)
=
1
N hIi<
h
LRR
i
; (6.30)
deëniert das Kreuzbispektrum in der Kombination LLR. Die übrigen
Permutationen deënieren sich analog dazu. Nur die Permutationen
LRR, RLR und RRL sind mathematisch verschieden. Die Redundanz
ist also im Falle des Kreuzbispektrums um einen Faktor drei geringer als
beim Bispektrum. In der schematischen Skizze in Abbildung 6.9 sind
die in der Messung ausgewerteten Sektoren 1-3 gekennzeichnet. Die
übrigen Sektoren ergeben sich aus der mathematischen Symmetrie.
Abbildung 6.12 zeigt das Ergebnis des Experiments. Das theore-
tische Modell wurde nicht auf diesen Fall ausgedehnt, da die analy-
tische Lösung den Rahmen sprengen würde. Zusätzlich zum Kreuz-
bispektrum ist auch das Bispektrum transparent überlagert und illus-
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Abbildung 6.12:
Der Realteil des Kreuzbispektrums LRR zusammen mit dem transparent
überlagerten Realteil RRR des Bispektrums. Darunter sind zwei Schnitte
entlang I und IV durch RRR und LRR dargestellt.
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triert die reduzierte Symmetrie der Kreuzkorrelation im Vergleich mit
dem autokorrelierten Bispektrum. Gleichzeitig ist auch zu erkennen,
dass das Bispektrum das Kreuzbispektrum entlang einer Linie zu be-
rühren scheint. Zum besseren Vergleich sind in Abbildung 6.12 auch
wieder zwei Schnitte dargestellt:
 Schnitt I bestätigt, dass für !2 = 0 Kreuz- und Autokorrelation
übereinstimmen. Hier gilt also hIL(!1)IR(!2 = 0)IR(!1)i =
hIR(!1)IR(!2 = 0)IR(!1)i.
 In Schnitt IV folgt die Kreuzkorrelation zunächst wieder der Au-
tokorrelation für Frequenzen !2 < 2 kHz. Für hohe Frequenzen
fällt das Kreuzbispektrum jedoch auf einen Wert von 0 ab. Wie
zuvor beim zweiten Moment lässt sich hier eine leichte Unter-
schreitung der Null beobachten, die vermutlich wieder auf den
Detektionsprozess zurückzuführen ist. Wie schon bei der Fre-
quenz des Minimums in der Autokorrelation stellt auch hier der
Frequenzursprung nicht das globale Maximum der Kreuzkorre-
lation dar.
Zwischen diesen beiden Grenzfällen ist darüber hinaus eine kleine
Abstufung im Kreuzbispektrum zu erkennen, die allerdings keiner der
Symmetrielinien folgt. Gemeinsam beweisen Bispektrum und Kreuz-
bispektrum, dass Korrelationen höherer Ordnung nicht durch eine ein-
zige Zeitskala charakterisiert werden können. Die gezeigte Frequenz-
abhängigkeit des dritten Moments lässt sich somit auch nicht mit dem
zweiten Moment und einem Vorfaktor beschreiben.
ZumAbschluss dieses Kapitels ist in Abbildung 6.13 der Imaginärteil
des Kreuzbispektrums dargestellt. Die Konturlinien kennzeichnen die
Fano-Faktoren 0, 0.1 und 0.2. Wie schon der Imaginärteil der Kreuz-
korrelation im Schrotrauschen beträgt der Grenzwert für hohe und
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Abbildung 6.13:
Der Imaginärteil des Kreuzbispektrums LRR. Die Konturlinien kennzeich-
nen die Fano-Faktoren 0, 0.1 und 0.2 und damit die Bereiche mit einer
Phasenverschiebung in der Korrelation.
verschwindend kleine Frequenzen 0. Nur im Übergangsbereich gibt es
Korrelationen, die eine Phasenverschiebung aufweisen.
6.5 Zusammenfassung
Die Messung der Stromìuktuationen bei Frequenzen in der Größen-
ordnung der Tunnelraten demonstriert, dass sich über die frequenz-
abhängigen Korrelationsspektren die Zeitskalen des Ladungstransports
und der zugrundeliegende physikalische Prozess vollständig beschrei-
ben lassen. Die Breite des Rauschspektrums ist durch die inverse Kor-
relationszeit bestimmt, während das Bispektrum zusätzliche Zeitska-
len aufzeigt. Die direkte Auswertung der Daten eines Zählexperiments
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über Pulsstrom und FFT ermöglicht die Bestimmung der Frequenzab-
hängigkeit mit hoher Präzision. Alle wesentlichen Strukturen der theo-
retischen Vorhersagen können experimentell gezeigt werden. Leichte
Verschiebungen des Arbeitspunktes des Experiments nehmen Einìuss
auf das Nullfrequenzrauschen, die höheren Frequenzen bleiben davon
aber weitgehend unverändert. Auch der Einìuss der endlichen Detek-
torauìösung kann vom theoretischen Modell vollständig erfasst wer-
den.
Es wurden die fundamentalen Eigenschaften von frequenzabhängi-
gen Momenten für einen Einzelelektronentransistor gezeigt.
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Im Zentrum der Experimente dieser Arbeit stand die Untersuchung
von Wechselwirkungseﬀekten im Elektronentransport, deren Signatur
in den Stromìuktuationen in Form des Schrotrauschens, des zweiten
Moments, gemessen wurde. Weitergehende Informationen können aus
der Messung von höheren Momenten gewonnen werden. In diesem
Ausblick sollen erste vorgenommene Messungen kurz vorgestellt wer-
den, welche demonstrieren, wie mithilfe des im Rahmen dieser Arbeit
entwickelten Messaufbaus auch das dritte Moment experimentell be-
stimmt werden kann.
Zur vollständigen stochastischen Beschreibung des Ladungstransfers
ist die Kenntnis der Verteilungsfunktion der pro Zeitintervall transfe-
rierten Ladung erforderlich [173]. In dem Zählexperiment aus Kapi-
tel 6 ließ sich die Verteilungsfunktion direkt aus der Ladungsmessung
des Quantenpunkts bestimmen. Ist die Frequenz des Ladungstrans-
fers zu hoch, um sie im Rahmen eines Zählexperiments zu erfassen,
kann die Verteilungsfunktion über ihre Momente charakterisiert wer-
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den. Aufgrund des Zentral-Limit-eorems ist in diesem Bereich die
Verteilungsfunktion jedoch vom zweiten Moment dominiert. Höhere
Momente sind daher nur schwer zugänglich, bieten aber auch Vortei-
le. So ist z.B. das dritte Moment nicht sensitiv auf die thermischen
Gleichgewichtsìuktuationen, die häuëg zu einem signiëkanten Anteil
das Schrotrauschen überlagern [174].
Bisherige experimentelle Arbeiten verfolgten im Wesentlichen zwei
Ansätze, um das dritte Moment direkt zu messen. Reulet et al. [175]
verwandten eine Serie von Mischern, um das dritte Moment aus dem
Produkt der Spannungsìuktuationen zu bestimmen. Ihr Aufbau zeich-
net sich durch eine sehr hohe Bandbreite von 1GHz aus. Während die
Leistung des zweiten Moments linear von der Bandbreite des Detek-
tors abhängt, wächst die Signalstärke des dritten Moments mit dem
Quadrat der Bandbreite. Die Detektorbandbreite zu maximieren ist
somit von entscheidender Bedeutung. Bomze et al. [176] entwickel-
ten ein Verfahren, das dritte Moment direkt aus der Schiefe der gemes-
senen Stromverteilung zu extrahieren. Ohne Frequenzinformationen
ist es mit diesem Verfahren nicht möglich, verschiedene physikalische
Rauschquellen wie z.B. 1/f-Rauschen von demPoisson-Prozess der tun-
nelnden Elektronen zu unterscheiden. Im Gegenzug bietet es den Vor-
teil, auf einfache Weise implementiert werden zu können und erlaubt,
die Detektion des drittenMoments zu demonstrieren. Eine weitere, in-
direkte Methode stellt die Messung mithilfe von Josephsonkontakten
dar [177].
7.1 Histogramm der Stromøuktuationen
Um die Messmethode von Bomze et al. zu implementieren, musste
lediglich ein Histogramm der digitalisierten Spannungsìuktuationen
aufgenommen werden. Die Auìösung der 16-Bit A/D-Wandler gibt
mit 65536 Punkten die Auìösung des Histogramms vor. Abbildung
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Abbildung 7.1:
Histogramm der Messwerte des 16-Bit A/D-Wandlers für Kanal A und B.
DieseWerte entsprechendenverstärktenStromøuktuationen. Links und
rechts vom Histogramm sind Skizzen dargestellt, die die unterschiedli-
che Neigung des ungeraden dritten Moments für die Detektionskanäle
veranschaulichen sollen.
7.1 zeigt eine Beispielmessung an dem Quantenpunktkontakt aus Ka-
pitel 5 im Abschnürbereich, in dem nahezu volles Poisson-Rauschen
erwartet wird. Das zweite Moment lässt sich aus der Breite des His-
togramms, das dritte Moment aus der Schiefe bestimmen. Die beiden
Kanäle A und B detektieren die Stromìuktuationen mit entgegenge-
setztem Vorzeichen, was zu einer entgegengesetzten Neigung der His-
togramme führt. Aufgrund des Zentral-Limit-eorems ist diese Nei-
gung so gering, dass sie in der Abbildung kaum sichtbar wird. Die
Werte des A/D-Wandlers im Histogramm sind proportional zu den
201
7 Das dritte Moment: Ein Ausblick
1.6
1.2
0.8
0.4
0.0
S
(2
)  (
x1
0-
27
 A
2 /H
z)
-4 -2 0 2 4
I (nA)
-3
-2
-1
0
1
2
3
S
(3) (x10
-46 A
3/H
z
2)
-4 -2 0 2 4
I (nA)
2eI
e2I
A
BA
Abbildung 7.2:
Links:DasausdemHistogrammberechnete zweiteMomentunddas vol-
le Poisson-Rauschen 2eI . Rechts: Das dritte Moment für Kanal A und B
und zum Vergleich das volle Poisson-Rauschen e2I .
verstärkten Spannungsìuktuationen V (t) und über die Detektorimpe-
danz ebenfalls zu den Stromìuktuationen der Probe. Für die Berech-
nung der Momente ist die Reihenfolge, mit der die einzelnen Mess-
werte aufgenommen wurden, nicht entscheidend. Das zweite Moment
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ergibt sich folglich aus [178]:
DD
V (2)
EE
=
S(2)
2
Z 1
 1
A(!)A( !)d!; (7.1)
wobei A = ZA;BGA;B die Gesamtverstärkung inklusive der Konversi-
on der Stromìuktuationen in Spannungsìuktuationen bezeichnet. In
der Mittelung muss jeder Wert mit der im Histogramm erfassten Häu-
ëgkeit gewichtet werden. Abbildung 7.2 zeigt, dass mit diesem Mess-
verfahren das zweite Moment bestimmt werden kann. Beim dritten
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Moment
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wird analog verfahren [178]:
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=
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(2)2
Z Z 1
 1
A(!)A(!0)A(! + !0)d!d!0 (7.2)
Abbildung 7.2 zeigt auch hierfür ein Beispiel. Im Vergleich zu dem er-
warteten Poisson-Rauschen e2I sind die Messwerte verschoben. Dieses
Verhalten wurde auch von Bomze et al. beobachtet und auf Nichtlinea-
ritäten in Detektion und Verstärkung zurückgeführt [179][176][178].
Der lineare Verlauf der Messwerte illustriert jedoch bereits, dass trotz
der verschwindend geringen Größenordnung von 10−46A3/Hz2 ein
drittes Moment mit diesem Aufbau detektiert werden kann.
7.2 Bispektrale Analyse
Das Bispektrum stellt eine frequenzaufgelöste und direkte Messmetho-
de des dritten Moments dar. Hauptsächlich dient es in der Analyse
von diskreten Zeitreihen der Detektion von nichtlinearen Wechsel-
wirkungen [180][181] und der Extraktion von Phaseninformationen
[182][183][184]. Das Bispektrum misst die Korrelation zwischen ver-
schiedenen Frequenzkomponenten, wie sie einen Poisson-Prozess aus-
zeichnet. Für einen Gauss-Prozess ist die Phasenbeziehung zwischen
diesen Frequenzkomponenten zufällig, und das Bispektrum verschwin-
det. Die Wechselwirkung eines Gauss-Prozesses mit einer nichtlinea-
ren Transferfunktion kann jedoch zu einer spektralen Umverteilung
führen und damit zu einer Phasenbeziehung, die wiederum ein nicht
verschwindendes Bispektrum nach sich zieht. Für die zukünftige Aus-
wertung der Messdaten ist also die nichtlineare Wechselwirkung der
Stromìuktuationen mit der Detektionselektronik zu berücksichtigen.
Das Bispektrum lässt sich aus der Fouriertransformation V (!) der
gemessenen Spannungsìuktuationen berechnen:
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V (3)(!1; !2) = V (!1)V (!2)V
(!1 + !2) (7.3)
Die mit dem ATS9462-Digitalisierer aufgenommenen Spannungs-
ìuktuationen werden während der Messung kontinuierlich in den
Hauptspeicher des Messrechners transferiert. Folglich ist es zusammen
mit der großen Datenmenge von 80MB/s erforderlich, die Bispektren
in Echtzeit zu berechnen und zu integrieren. Die parallelisierte und
mittels SSE4.2 vektorisierte Berechnung auf einem Intel Core i7 Pro-
zessor erlaubt bei einer Fenstergröße der diskreten Fouriertransforma-
tion von 1024 Punkten eine Aufzeichnung von 19500 Bispektren pro
Sekunde. Dabei werden die verschiedenen Symmetrien (siehe Kapitel
1 und 6) ausgenutzt, um den Rechenaufwand zu reduzieren.
A
ZX AAB
*
B
A
A
*
2.52.01.51.00.50.0
f (MHz)
f1 f2 f3
Abbildung 7.3:
Links: Schematische SkizzedesMessaufbaus für eineMulti-Ton-Messung
des Kreuzbispektrums. Rechts: Einkopplung einer Wellenform mit drei
Frequenzkomponenten. Das KreuzbispektrumAABmisst die Korrelati-
on zwischen den Frequenzkomponenten.
Die Messung des dritten Moments mithilfe des Bispektrums macht
es ebenfalls möglich, eine Kreuzkorrelationsmessung durchzuführen
und somit unkorrelierte technische Rauschquellen zu eliminieren. Das
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Abbildung 7.4:
Multi-Ton-Messung des Kreuzbispektrums. Links:Die drei Frequenzkom-
ponenten der Multi-Ton-Wellenform sind unkorreliert. Die Farbskala
wurde gerade so gewählt, dass die Spuren der Korrelation aufgrund der
spektralen Verbreiterung der Frequenzkomponenten bei der diskreten
Fouriertransformation sichtbar bleiben. Rechts: Bispektrale Korrelation
der Wellenform.
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Messprinzip lässt sich mit einer Multi-Ton-Messung illustrieren (sie-
he Abbildung 7.3), bei der über die Koaxialleitungen eine Wellenform
mit drei verschiedenen Frequenzkomponenten in das Detektornetz-
werk eingekoppelt wird. Das Kreuzbispektrum misst die Korrelation
dieser drei Frequenzkomponenten über die Probenimpedanz ZX hin-
weg.
S
(3
)  (
x1
0-
47
 A
3 /H
z2
)
GΣ (mV)
 I (nA
)
4
2
0
-2
-4
217216215214213
-2.0
-1.5
-1.0
-0.5
0.0-15
-10
-5
0
5
10
15
S
(3
)  (
x1
0-
47
 A
3 /H
z2
)
-6 -4 -2 0 2 4 6
I (nA)
Re{AAB}
Im{AAB}
Re{AAB}
Im{AAB}
e2I I
Abbildung 7.5:
Das aus dem Kreuzbispektrum bestimmte dritte Moment. Links: Der
Quantenpunktkontakt aus Kapitel 5 im Abschnürbereich im Vergleich
zum vollen Poisson-Rauschen e2I . Rechts: Ein Coulomb-Blockade-Peak
des Quantenpunkts aus Kapitel 4.
Abbildung 7.4 zeigt ein Beispiel des KreuzbispektrumsAAB für den
unkorrelierten Fall (f1+f2 6= f3) und den korrelierten Fall (f1+f2 =
f3). Die drei möglichen Permutationen von AAB im Kreuzbispek-
trum führen zu drei Peaks. Die Signalintensität dieser Peaks ist verschie-
den, da sich die Signale in Kanal A und die über die Probenimpedanz
transferierten Signale in Kanal B in der Frequenzabhängigkeit ihrer Si-
gnalstärke unterscheiden. Darüber hinaus sind in der Abbildung Linien
zu erkennen, die Spuren der Korrelation aufgrund der spektralen Ver-
breiterung der Frequenzkomponenten bei der diskreten Fouriertrans-
formation kennzeichnen.
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Am Beispiel des Quantenpunktkontakts im Abschnürbereich aus
Kapitel 5 und eines Coulomb-Blockade-Peaks des Quantenpunkts aus
Kapitel 4 lässt sich in Abbildung 7.5 die grundsätzliche Detektion
des dritten Moments mithilfe der bispektralen Analyse demonstrie-
ren. Dargestellt ist jeweils der Mittelwert des KreuzbispektrumsAAB,
nachdem durch Verstärkung undDetektorimpedanz geteilt wurde. Die
nichtlineare Wechselwirkung mit dem Detektor bleibt jedoch unbe-
rücksichtigt. Der lineare Verlauf des Messsignals des Quantenpunkt-
kontakts (Abbildung 7.5 links) zeigt die erwartete lineare Abhängig-
keit vom Strom. Der Ausschlag des Messsignals des Quantenpunkts
(Abbildung 7.5 rechts) auf den Flanken des Coulomb-Blockadepeaks
entspricht ebenfalls dem erwarteten Verhalten. Hingegen entsprechen
Phase und Amplitude nicht dem erwarteten Verlauf, was vermutlich
darauf zurückzuführen ist, dass die nichtlineare Wechselwirkung noch
nicht berücksichtigt werden konnte.
7.3 Ausblick
Beide Analyseverfahren, sowohl Histogramm als auch Bispektrum, ver-
deutlichen, dass bei der Messung des dritten Moments das Auìösungs-
limit des im Rahmen dieser Arbeit entwickelten Messaufbaus erreicht
wird. Um das beobachtete dritte Moment weiter auszuwerten, ist eine
Erweiterung des Rauschdetektormodells aus Kapitel 2 hinsichtlich der
Wechselwirkungen der Stromìuktuationen der Probe mit der umge-
benden Messelektronik notwendig. Gerade die Nichtlinearität in der
Detektion und Verstärkung ist dabei von besonderer Bedeutung und
illustriert eine wesentliche Eigenschaft einer jeden Messung des drit-
ten Moments: Während gegenüber einer Messung des zweiten Mo-
ments der Einìuss thermischer Rauschquellen deutlich geringer ist,
wächst der Einìuss der elektronischen Umgebung. Für eine weiterge-
hende Verbesserung des Auìösungsvermögens des Messaufbaus ist eine
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größere Bandbreite notwendig. Bereits bei der Entwicklung des bisheri-
gen experimentellen Aufbaus zählte eine möglichst geringe Kapazität in
der Detektionselektronik zu den entscheidenden Designkriterien. Die-
se Kapazität gilt es nun weiter zu verringern, z.B. durch die Entwick-
lung von Verstärkern, deren Energieverbrauch so gering ist, dass sie in
unmittelbarer Nähe der Probe platziert werden können, ohne durch
Heizeﬀekte die Temperatur der Messung negativ zu beeinìussen.
Das dritte Moment ist die niedrigste Ordnung, in der ein experi-
menteller Zugang zu Phaseninformationen des untersuchten Prozesses
möglich ist, und stellt somit eine interessante Fortführung der bisheri-
gen experimentellen Untersuchungen dar.
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Zusammenfassung
Im Rahmen dieser Arbeit wurden die dynamischen Fluktuationen des
elektrischen Transports durch Halbleiter-Nanostrukturen untersucht.
Die Analyse des beobachteten korrelierten Ladungstransfers durch nie-
derdimensionale Systeme wie Quantenpunkt oder Quantenpunktkon-
takt erlaubte Rückschlüsse auf die Eigenschaften und die interne Dy-
namik des Systems.
Zunächst wurde die Realisierung eines speziellen Messaufbaus für
die Detektion von Stromìuktuationen in einem Entmischungskryosta-
ten vorgestellt. Die Entwicklung von Tieftemperaturverstärkern verrin-
gerte die Distanz zwischen Messelektronik und der zu untersuchenden
Probe und vergrößerte dieDetektorbandbreite. Gleichzeitigmachte der
Aufbau die Neuentwicklung vieler Techniken zur thermischen Kopp-
lung der elektrischen Leitungen erforderlich. Um die Sensitivität des
Detektors weiter zu erhöhen, wurde die Messung der Stromìuktua-
tionen durch die Probe als Korrelationsmessung zwischen dem einge-
henden und ausgehenden Strom ausgelegt. Spezielle Analyseverfahren
zur Charakterisierung und Auswertung des gesamten Messaufbaus de-
monstrierten dabei den experimentellen Zugang zur Korrelationsfunk-
tion der Stromìuktuationen.
Der Zusammenhang zwischen Wechselwirkungseﬀekten und korre-
liertem Transport wurde anhand des Beispiels einer Fermikantensingu-
larität, eines Vielteilchenwechselwirkungseﬀektes, vorgestellt. Untersu-
chungen der Gleichstromeigenschaften von selbstorganisierten InAs-
Quantenpunkten zeigten den Einìuss der in hohen Magnetfeldern
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beobachteten Fluktuationen der lokalen Zustandsdichte auf die Fer-
mikantensingularität und einen Zusammenhang mit der Anzahl an
wechselwirkenden Elektronen. Die Messung der Stromìuktuationen
ergab eine negative Korrelation, die quantitativ nicht mehr mit einem
einfachen Tunnelratenmodell verstanden werden konnte. Im Magnet-
feld trat darüber hinaus der entgegengesetzte Eﬀekt auf, nämlich eine
Erhöhung anstelle einer Reduktion des die Fluktuationen charakteri-
sierenden Fano-Faktors, sofern sich die im Magnetfeld aufgespaltenen
Zeeman-Niveaus gleichzeitig im Transportfenster befanden. Qualitativ
ließ sich dieser Verlauf mit der Wechselwirkung zwischen den spinauf-
gespaltenen Transportkanälen und der bidirektionalen Erhöhung einer
der beiden Tunnelkopplungen erklären, wie der Vergleich der expe-
rimentellen Ergebnisse mit einem einfachen Master-Equation-Modell
zeigte. Eine quantitative Modellierung der experimentellen Ergebnisse
konnte durch die Berücksichtigung von Nicht-Markow-Eﬀekten er-
reicht werden.
Der gegenseitige Einìuss der Coulomb-Wechselwirkung auf die Dy-
namik des Transports durch ein Spektrum vonTransportkanälen wurde
in Experimenten an einemQuantenpunkt mit lateraler Geometrie wei-
ter verfolgt. In dieser Geometrie ließen sich unterschiedliche Konëgu-
rationen des Transports im Coulomb-Blockadebereich wie Einzel- oder
Mehrfachelektronentransport untersuchen. Die Vielzahl von Trans-
portkanälen, die sich aufgrund der hohen Komplexität des Anregungs-
spektrums des Quantenpunkts in ihrer Tunnelkopplung stark unter-
schieden, führte zu einer dynamischen Blockade des Transports. Die-
ser Eﬀekt ließ sich in der Korrelation der Stromìuktuationen beob-
achten und im Rahmen des Constant-Interaction-Modells mithilfe ei-
nes Master-Equation-Ansatzes nachvollziehen. Ebenfalls untersuchte
Phänomene, wie die negative diﬀerentielle Leitfähigkeit, zeigten je-
doch, dass kein einfacher Zusammenhang zwischen blockiertem Zu-
stand und korreliertem Transport hergestellt werden darf.
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Die Sensitivität der Korrelationsmessungen auf das Vorhandensein
mehrerer unterschiedlich gut leitender Transportkanäle wurde auch in
einem Experiment an einem Quantenpunktkontakt genutzt, um In-
formationen über die beobachtete Modulation der Leitfähigkeit zu er-
langen. Die Analyse des gemessenen Stromverteilungsrauschens zeigte,
dass die Modulation der Leitfähigkeit in dieser Probe eher auf die Exis-
tenz eines gebundenen Zustands in der Engstelle, als auf eine spontane
Spinpolarisation zurückzuführen ist. Der Vergleich von Stromvertei-
lungsrauschen und Leitfähigkeit bewies darüber hinaus, dass, obwohl
die Quantisierung der Leitfähigkeit nur schwach ausgeprägt war, die
Transmissionswahrscheinlichkeit durch die Engstelle einen Wert nahe
1 erreichte.
Während in diesen Experimenten sowohl Frequenz als auch Band-
breite des Detektors sehr viel kleiner waren als die Rate der tunneln-
den Elektronen, konnte in einem Zählexperiment, in dem die Ladung
auf dem Quantenpunkt über einen angrenzenden Quantenpunktkon-
takt gemessen wurde, eine Detektorbandbreite erreicht werden, welche
die Tunnelrate deutlich überstieg. Die direkte Auswertung der Daten
über die diskrete Fouriertransformation eines Pulsstroms ermöglichte
die Bestimmung der Frequenzabhängigkeit mit hoher Präzision. Alle
wesentlichen Strukturen der theoretischen Vorhersagen konnten expe-
rimentell gezeigt werden. Dabei wurden sowohl das Leistungsspektrum
des zweiten Moments als auch das Bispektrum des dritten Moments
betrachtet. Die Messung der Stromìuktuationen bei Frequenzen in
der Größenordnung der Tunnelraten demonstriert, dass sich über die
frequenzabhängigen Korrelationsspektren die Zeitskalen des Ladungs-
transports und der zugrunde liegende physikalische Prozess vollständig
beschreiben lassen. Die Breite des Leistungsspektrums ist durch die in-
verse Korrelationszeit bestimmt, während das Bispektrum zusätzliche
Zeitskalen aufzeigt. Auch die Fehler, die durch eine endliche Detek-
torauìösung entstehen, können vom theoretischen Modell vollständig
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erfasst werden.
Die in dem Zählexperiment entwickelte bispektrale Analysemetho-
de ermöglichte die Messung höherer Momente der direkt gemesse-
nen Stromìuktuationen. Erste Untersuchungen demonstrieren die An-
wendung dieser Methode an einem Quantenpunktkontakt und einem
Quantenpunkt.
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