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Abstract
Let H(x) be a monic polynomial over a finite field F = GF(q). Denote by Na(n) the number of co-
efficients in Hn which are equal to an element a ∈ F, and by G the set of elements a ∈ F× such that
Na(n) > 0 for some n. We study the relationship between the numbers (Na(n))a∈G and the patterns in the
base q representation of n. This enables us to prove that for “most” n’s we haveNa(n) ≈Nb(n), a, b ∈ G.
Considering the case H = x + 1, we provide new results on Pascal’s triangle modulo a prime. We also
provide analogous results for the triangle of Stirling numbers of the first kind.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Arithmetical properties of binomial coefficients have been intensively studied (cf. [1,3,8,9,
14]). In particular, many authors considered their behavior modulo primes (cf. [7,12,15,17,23]).
A classical and very elegant result of Lucas [18] is
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Y. Moshe / Journal of Number Theory 123 (2007) 224–240 225Theorem A. Let p be a prime and n, k nonnegative integers, n k, with base p representations
[n]p = nl−1 . . . n0, [k]p = kt−1 . . . k0. Then
(
n
k
)
≡
(
nl−1
kl−1
)
· · ·
(
n1
k1
)(
n0
k0
)
(mod p),
(where we agree to put ki = 0 for i > t − 1 and
(
ni
ki
)= 0 if ni < ki ).
This simple formula is very useful for understanding Pascal’s triangle modulo p. For example,
for each a in the multiplicative group (Z/pZ)×, let Na(n) denote the number of a’s in the nth
row of the triangle. Lucas’s theorem implies [15] that the vector (Na(n))p−1a=1 depends only on
the number si(n) of occurrences of each nonzero digit i in the base p representation of n, and
not on their order. (See [6,12,13,15] for several formulas for Na(n).)
Fine [10] used Lucas’s theorem to show that the number of nonzero elements in the first pl
rows of Pascal’s triangle modulo p is (1 + · · · +p)l = (p(p+1)2 )l . In particular, since the number
of elements in these rows is p
l(pl+1)
2 , the percentage of the nonzero elements in the first n rows
approaches 0 as n → ∞. In other words, the asymptotic frequency of 0’s in the triangle is 1.
Barbolosi and Grabner [6] provided an asymptotic formula for the function Fa(N) =∑N
n=0Na(n). Their formula implies
Theorem B. For every a, b ∈ (Z/pZ)× we have limN→∞ Fa(N)Fb(N) = 1. In particular, the asymp-
totic frequency of each a ∈ (Z/pZ)× among the nonzero elements of Pascal’s triangle modulo p
is 1
p−1 .
Pascal’s triangle modulo p is a particular example of a double sequence generated by a Linear
Cellular Automaton (LCA) over Z/pZ. One way to define such a double sequence A is as a
double array, in which the nth row consists of the coefficients in C(x)H(x)n for some given
polynomials C(x),H(x) ∈ (Z/pZ)[x] (cf. [2,4,16]).
In [22] we studied the “typical” behavior of the number NC=0(n) of nonzero coefficients in
CHn(x). We proved
Theorem C. Let C,H be nonzero polynomials over Z/pZ. Then, there exists a constant α < 1
such that for every ε > 0, we have
nα−ε <NC=0(n) < nα+ε (1)
for most n’s (i.e., for a set of density 1).
(In fact, we proved a more general result, where C,H are polynomials over the ring of residues
modulo an arbitrary integer r  2, or over a finite field.) Theorem C shows in particular that the
asymptotic frequency of nonzero elements in the “corresponding triangle” (see Section 2) is 0.
Thus, it generalizes the above mentioned results of Fine.
Let Qn(x) = H(x)n, where H is a polynomial over Z/pZ with at least two nonzero coeffi-
cients. For each a ∈ (Z/pZ)×, let Na(n) = NH,a(n) denote the number of coefficients in Hn
which are equal to a. In this paper we study the relationship between the subwords in the base p
representation of n and the numbers (Na(n))p−1.a=1
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[n]p = w10l1w20l2 . . .0lk−1wk, (2)
where each 0li is a block of li  logp degH	 consecutive 0’s. It turns out that the values
(Na(n))p−1a=1 are uniquely determined by the multiset of words wi in (2). Moreover, the occur-
rences of certain words wi in this decomposition yields constraints on the ratios Na(n)Nb(n) . For
example, a very special case of our results is
Theorem 1. For every ε > 0 there exists a word w of length l(w) = O(ln 1
ε
) over Z/pZ such
that
Na(n) < (1 + ε)Nb(n),
for all a, b ∈ (Z/pZ)× and integer n 0 whose base p representation contains w as a subword.
Using this theorem we prove that the asymptotic frequency of each a ∈ (Z/pZ)× among the
nonzero elements in the triangle corresponding to (Hn) is 1
p−1 , which generalizes Theorem B to
any polynomial H ∈ Z/pZ[x] rather than H(x) = x + 1.
The main advantage of Theorem 1 is that it provides information on Na(n) for a typ-
ical n. In fact, Theorem 1 implies that Na(n) ≈Nb(n) for most n’s (and not only that∑N
n=0Na(n) ≈
∑N
n=0Nb(n)).
Some of our results are generalized to the cases where Qn is a sequence of the form Qn =
CHn over a finite field F = GF(pe). Here it may happen (Example 12) that some of the elements
in F× appear with different positive asymptotic frequency, when ignoring the 0’s.
As an application of our results we provide an analogue of Theorem B to the triangle of
Stirling numbers of the first kind.
2. Main results
Let q = pe be a prime power, and H(x) be a polynomial over F = GF(q). Recall that, for
C(x) ∈ F[x] and a ∈ F, we denote by NCa (n) (=NCH,a(n)) the number of coefficients in CHn
which are equal to a, and by NC=0(n) the number of nonzero coefficients in CHn. In cases
where C(x) = 1, we writeNa(n),N =0(n) instead ofNCa (n),NC=0(n), respectively. The triangle
corresponding to the sequence (CHn)∞n=0 (cf. [20]) is the double array(
an,m: n 0, 0m degCHn
)
over F, in which an,m is the coefficient of xm in CHn. It will be convenient to assume first
that H is a monic polynomial. To avoid trivialities, assume that there are at least two nonzero
coefficients in H .
The density of a set S ⊆ N is D(S) = limN→∞ #([0,N)∩S)N (if the limit exists). Let P be a
proposition regarding natural numbers (here P(n) means that n satisfies P ). We say that P is
valid for most n’s if {n ∈ N: P(n)} is of density 1. Put
G
(= G(H))= {a ∈ F×: ∃n, Na(n) = 0}. (3)
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(a) G is a subgroup of F×. Moreover, G ⊇ E×.
(b) Let a ∈ F×. Then, G(x + a) is the group generated by a and E×. In particular, for each
subgroup G0  F× which contains E× we have G0 = G(H0) for some H0 ∈ F[x].
(c) There exists an effective constant M = M(q,degH) such that G = {a ∈ F×: ∃n <M,
Na(n) = 0}. Moreover, if q = #(F) is a prime, then we may take M = q .
(d) For most n’s we have Na(n) > 0 for each a ∈ G.
Remarks.
(1) In cases where q = #(F) is a prime we have F = E and thus G = F×.
(2) It turns out that, in many examples, G(H)∪ {0} is a field (and thus it is the minimal subfield
of F containing all coefficients of H ). Proposition 2(b) shows that this is not always the case.
It would be interesting to have a better understanding of the set of polynomials H ∈ F[x]
which fail to satisfy this property.
Our main interest is in the behavior of the function
f (n) = max
a,b∈G
∣∣∣∣Na(n)Nb(n) − 1
∣∣∣∣= maxa∈GNa(n)mina∈GNa(n) − 1, (4)
where we put f (n) = ∞ if Na(n) = 0 for some a ∈ G. In cases where f (n) = 0 (and thus
Na(n) = Nb(n) for each a, b ∈ G), we say that Hn is totally balanced (with respect to G).
Otherwise, Hn is f (n)-balanced. We refer the reader to [12] for a similar notion of balancedness
which compares the number of coefficients in Hn which are squares in F to the nonsquares.
Let
L = logq degH	.
We establish the following properties of Na , N =0, f .
Proposition 3. Let n,n1, . . . , nk be positive integers and assume that
[n]q = [n1]q0l1 [n2]q0l2 . . .0lk−1[nk]q0lk , (5)
where li  L for i ∈ {1, . . . , k − 1} and lk  0. Then:
(a) For every a ∈ G,
Na(n) =
∑
(x1,...,xk)∈Gk
x1...xk=a
Nx1(n1) . . .Nxk (nk).
In particular, the numbers Na(n), a ∈ G (and thus also N =0(n), f (n)) are uniquely deter-
mined by the multiset of the numbers ni in (5).
(b) N =0(n) =∏ki=1N =0(ni).
(c) f (n)minik f (ni).
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of N×. In the case where H = x + 1 ∈ GF(p), we obtain (by Lucas’s theorem) that M =
{2a13a2 5a3 . . . pat : a1, . . . , at  0}. However, in general, M is not finitely generated. For ex-
ample, if H = x2 + x + 1 ∈ GF(2) then (by Proposition 3(b))M is generated by {N=0(2k − 1):
k  0}. Using a formula from [21], we get N=0(2k − 1) = 13 (2k+2 − (−1)k). This implies that
for every odd integer m we have m | N =0(2k − 1) for some k. In particular, M is not finitely
generated.
Fix a positive integer n0 such that the coefficients of Hn0 generate G and put u0 = [n0]q .
(Proposition 2(d) ensures the existence of infinitely many such n0’s.) Denote byW(u0, k) the set
of numbers n such that [n]q can be decomposed as
[n]q = z0u0z1u0 . . . u0zk,
where each of z1, . . . , zk−1 begins and ends with 0L, the initial word z0 is either empty or ends
with 0L, and zk is either a block of 0’s or begins with 0L. Let u(k)0 = u00Lu0 . . .0Lu0 be the word
consisting of k copies of u0, separated by blocks of 0L. Denote by n(k)0 the integer whose base q
representation is u(k)0 .
Theorem 4. There exist γ ∈ (0,1) and M0 > 0 such that
f (n) <M0γ
k, for all n ∈W(u0, k), k  0.
Remarks.
(1) Each integer n  0 whose base q representation contains the word w = 0Lu(k)0 0L belongs
to W(u0, k). Thus, Theorem 4 implies Theorem 1 by taking k = logγ εM0 	 and observing
that l(w) = O(ln 1
ε
). We note that in general it is not possible to replace the function ln 1
ε
in
Theorem 1 by any function h(ε) with limε→0+ h(ε)ln 1
ε
= 0 (see Example 5).
(2) Let
ϕ(k) = max
n∈W(u0,k)
f (n).
Proposition 3(c) implies that this maximum is obtained for n = n(k)0 . As a part of the proof of
Theorem 4, we provide (Lemma 17) an explicit formula for Na(n(k)0 ) for each a ∈ G. This
enables in particular to compute ϕ(k).
Example 5. Consider Pascal’s triangle modulo 3. Here H = x + 1 ∈ GF(3)[x]. Using Lucas’s
theorem we easily obtain (cf. [6])
N1(n) = 2s1(n)−1
(
3s2(n) + 1), N2(n) = 2s1(n)−1(3s2(n) − 1),
where si(n) denotes the number of i’s in [n]3, for i = 1,2. Thus f (n) = 23s2(n)−1 , and so f (n) < ε
if and only if the number of 2’s in [n]3 is larger than log3( 2ε + 1). In this example one can take
u0 = 2. Note that L = 0, and thusW(u0, k) is the set of numbers n with s2(n) k.
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h :N → R converges to a constant c ∈ R in density (cf. [11, p. 84]) if there exists a set S ⊆ N
of density 0 such that limn→∞,n/∈S h(n) = c. We write D-limn h(n) = c. One can easily prove
(cf. [22, Lemma 22]) that D-limn h(n) = c if and only if Tε = {n ∈ N: |h(n) − c| < ε} is of
density 1 for each ε > 0. Thus, for example, Theorem C is equivalent to the statement that
α = D-limn lognNC=0(n) exists and is smaller than 1.
Theorem 6.
(a) For every a, b ∈ G,
D-lim
n
Na(n)
Nb(n) = 1.
(b) For every a, b ∈ G,
lim
N→∞
∑N
n=0Na(n)∑N
n=0Nb(n)
= 1.
Corollary 7. Let α be the constant given in Theorem C for the sequence (Hn). Then
D-limn lognNa(n) = α for each a ∈ G.
Remark. The second part of Theorem 6 does not follow directly from the first part. Although
the first part gives us Na(n) ≈ Nb(n) outside a set S ⊆ N of density 0, it may happen that
Na(n),Nb(n) are “relatively large” for the n’s in S, so that the values Na(n),Nb(n), n ∈ S, are
not negligible. For example, one can prove that most of the 1’s in Pascal’s triangle modulo 2 are
concentrated in rows n such that the ratio of 1’s in [n]2 is approximately 23 . More precisely, take
H = x + 1 ∈ GF(2)[x] and Sε = {n ∈ N: | s1(n)l(n) − 23 | < ε} where s1(n) denotes the number of 1’s
in [n]2 and l(n) = l([n]2) denotes the length of [n]2. Then, taking ε ∈ (0, 16 ), we have D(Sε) = 0
and yet
lim
N→∞
∑
n∈Sε∩[0,N ]N =0(n)∑
n∈[0,N ]N =0(n)
= 1.
In order to prove Theorem 6(b) we needed to show that ∑n∈S∩[0,N ]N =0(n) is “relatively small”
for sets S of certain type (see Proposition 20 for the precise formulation).
The following example shows that if we consider polynomials H over an abelian ring R,
rather than over a field, then the results above are no longer true. Here it may happen that some
of the elements in R appear more frequently than others.
Example 8. Consider Pascal’s triangle modulo a prime power pe. One can prove that Na(n) ≈
Nb(n) for most n’s if and only if a = bu for some invertible residue u ∈ (Z/peZ)×. In fact, if
b = au, where u ∈ (Z/peZ)×, then D-limn Na(n)Nb(n) = 1, while if b = ac for some noninvertible c
(i.e., the maximal power of p dividing b is larger than that dividing a), then D-limn Na(n)Nb(n) = 0.(Cf. [5] for the behavior of binomial coefficients modulo a prime power.)
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an integer r  2. Does D-limn Na(n)Nau(n) = 1 hold for every a ∈ Z/rZ, u ∈ (Z/rZ)×?
We note that in many interesting examples we have f (n) = 0 for most n’s. (That is, most
powers of H are totally balanced.) In fact, Proposition 3(c) implies
Proposition 9. If Hn is totally balanced for some n, then it is totally balanced for most n’s.
Example 10. Take H(x) = x4 + 2x3 + x2 + x + 1 ∈ GF(3)[x]. A computer computation shows
that H 392 is totally balanced, while no smaller power of H is such. Since [392]3 = 112112,
we get by Proposition 3(c) that Hn is totally balanced for each n whose base 3 representation
contains the word 0011211200. Similarly, H 608 is totally balanced. Thus we obtain the same for
n’s whose base 3 representation contains the word 02[608]302 = 0021111200.
Assume that H /∈ GF(2)[x]. One can prove that, if x − 1  H , then no power of H is totally
balanced (Lemma 21). In particular, there are no “totally balanced rows” in Pascal’s triangle
modulo a prime p > 2. Yet, the assumption that x − 1 | H(x) is not a sufficient condition. Using
arguments from [21], one can prove that no power of the polynomial
x4 + x3 + 2x2 + x + 1 = (x − 1)(x3 − x2 + x − 1) ∈ GF(3)[x]
is totally balanced. (In fact, we have N1(n) ≡N2(n) (mod 2) for each n.) We believe that the
relationship between the balancedness factor of powers of H and algebraic properties of H de-
serves a deeper investigation.
We turn now to study polynomial sequences of the form CHn where C,H ∈ F[x]. In partic-
ular, we show that, if F is not a prime field, then it may happen that D-limn N
C
a (n)
NCb (n)
does not even
exist.
Theorem 11. Let G be the group corresponding to the sequence (Hn)∞n=0. For each coset Ga
of G denote
NCGa(n) =
∑
t∈Ga
NCt (n).
Take k0  0 and l0  l([k0]q)+ logq degCH .
(a) If NCGa(k0) = 0 then NCGa(nql0 + k0) = 0 for every n  0. Otherwise, NCGa(nql0 + k0) = 0for every n 0.
(b) Let a, b ∈ F× and assume that NCGa(k0),NCGb(k0) = 0. Then,
D-lim
n
NCa (nql0 + k0)
NCb (nql0 + k0)
= N
C
Ga(k0)
NCGb(k0)
.
(c) If G = F×, then D-limn N
C
a (n)
NCb (n)
= 1 and limN→∞
∑N
n=0NCa (n)∑N
n=0NCb (n)
= 1 for all a, b ∈ G.
Y. Moshe / Journal of Number Theory 123 (2007) 224–240 231Example 12. Let F = GF(2)(t), where t is a root of the polynomial x4 + x + 1. It can be easily
observed that #(F) = 16 and that t is a generator of F×. Take H = x + t3. Proposition 2(b)
shows that G is the group of order 5 generated by t3. Put C = x + t−1. Let s(n) denote the
number of 1’s in [n]2 and r(n) denote the maximal number of consecutive 1’s at the end of [n]2
(thus, [n]2 = w1r(n) where w is either empty or ends with 0). One can prove that
NCG (n) = 2s(n), NCGt (n) = 0, NCGt2(n) = 2s(n)−r(n), n 0. (6)
For example, taking n = 3 we have CH 3 = x4 + x3 + t3x2 + t6x + t8. Since 1, t3, t6 ∈ G and
t8 ∈ Gt2 we have
NCG (3) = 4 = 2s(3), NCGt (3) = 0, NCGt2(n) = 1 = 2s(3)−r(3).
Theorem 11(b) shows that D-limn N
C
a (n)
NCb (n)
does not converge for a ∈ G, b ∈ Gt2. For example, we
get
D-lim
n
NCa (16n)
NCb (16n)
= N
C
G (0)
NC
Gt2
(0)
= 1, D-lim
n
NCa (64n+ 3)
NCb (64n+ 3)
= N
C
G (3)
NC
Gt2
(3)
= 4.
Consider the sums
∑N
n=0NCGti (n) for i = 0,2. Using (6) one can prove that
2
N∑
n=0
NC
Gt2
(n)−
N∑
n=0
NCG (n) = 2s(N)−r(N)+1 − 1, N  0.
Since 2s(N)−r(N)+1 −1 = O(N), we obtain limN→∞
∑N
n=0NCG (n)∑N
n=0NCGt2 (n)
= 2. This implies that for each
a ∈ G, b ∈ Gt2,
lim
N→∞
∑N
n=0NCa (n)∑N
n=0NCb (n)
= 2.
Recall that the (unsigned) (n, k)-Stirling number of the first kind (denoted by s(n, k)) is the
number of permutations of {1, . . . , n} with exactly k cycles (where k  n). Let s¯ = {s(n, k): n
k  0} denote the corresponding triangle and Qn(x) =∑nk=0 s(n, k)xk be the generating func-
tion of the nth row. It is well known that Qn(x) = ∏n−1i=0 (x + i). Note that the terms in this
product are periodic modulo p. Thus, for each m 0, r ∈ {0, . . . , p − 1} we have
Qmp+r (x) ≡ Qr(x)Qmp−1(x) ≡ Qr(x)
(
xp + x)m (mod p).
Using Theorem 11(c) for each of the p sequences (Qmp+r (x))∞m=0, r = 0, . . . , p − 1, we obtain
the following
Theorem 13. For every a ∈ (Z/pZ)×, let Na(n) denote the number of a’s in the nth row of s¯
modulo p. Then, D-limn Na(n)Nb(n) = 1 and limN→∞
∑N
n=0Na(n)∑N = 1 for each a, b ∈ (Z/pZ)×.
n=0Nb(n)
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is obtained by taking Qn(x) = ∏n−1i=0 (x − i) and observing that again we have Qn+p(x) ≡
Qn(x)(x
p + x) (mod p).
Consider now sequences of the form CHn where H is a nonmonic polynomial. Write
H = cH1 where H1 is monic and c ∈ F×. Obviously, NCH,a(n) =NCH1,c−na(n). Thus, our results
on monic polynomials may be used for obtaining analogous results for nonmonic polynomials.
For examples, take C = 1 and let G be the group given in Proposition 2 for the polynomial
sequence (Hn1 )
∞
n=0. Theorem 6(a) implies that
D-lim
n
max
a,b∈cnG
∣∣∣∣NH,a(n)NH,b(n) − 1
∣∣∣∣= 0.
3. Proofs
Let H(x) be a polynomial over F, L = logq degH	 and G be a group as in Section 2. Since
F× is a cyclic group, G is cyclic as well. Take a generator τ of G and consider the polynomials
Rn(x) =
|G|−1∑
i=0
Nτ i (n)xi, n = 0,1, . . . .
For each C(x) ∈ F[x] denote by SCn the multiset of nonzero coefficients in CHn. If C = 1, we
write Sn instead of SCn . We use the notation #a(S) for the number of a’s in a multiset S. (Thus,
#a(SCn ) = NCa (n) for a ∈ F×.) Let S,T be multisets over F×. The (multiset) multiplication
of S,T is given by
ST = {st : s ∈ S, t ∈ T }. (7)
(Thus, #a(ST ) =∑b∈F× #b(S)#b−1a(T ).)
Remarks. Each multiset S over F× can be considered as an element in the group ring Z[F×]
by putting S =∑a∈F× #a(S) · a. Note that the multiplication of multisets S,T given in (7) is
consistent with the multiplication in Z[F×]. (See, for example, [19] for more on group rings.)
Lemma 14. Let n,n1, . . . , nk be positive integers and assume that
[n]q = [n1]q0l1[n2]q . . . [nk−1]q0lk−1[nk]q,
for some l1, . . . , lk−1  L. Then:
(a) Sn = Sn1 · · ·Snk .
(b) If lk−1  logq degCH then
SCn = Sn1 · · ·Snk−1SCnk .
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(
mod x#(G) − 1).
(d) Sqin = Sn and Rqin(x) = Rn(x) for each n, i  0.
Proof. (a) We prove the lemma for k = 2. The general case follows then by induction on k.
Assume therefore that [n]q = [n1]q0l1[n2]q . Thus, n = n1ql1+l(n2)+n2, where l(n2) is the length
of [n2]q . Put m = degH and denote
Hn1(x) =
n1m∑
i=0
cix
i, Hn2(x) =
n2m∑
j=0
djx
j .
Since H is a polynomial over GF(q), we have Hqi (x) = H(xqi ) for each i  0. Thus,
Hn(x) = Hn1ql1+l(n2) (x)Hn2(x)
= Hn1(xql1+l(n2))Hn2(x)
=
n1m,n2m∑
i,j=0
cidj x
iql1+l(n2)+j .
By the definition of L we have qL  m, and so ql1+l(n2) > n2ql1  n2m. Thus the values
iql1+l(n2) + j in the last equation are distinct, and we obtain that Sn is the multiset of nonzero
elements in {cidj : 0 i  n1m, 0 j  n2m}. That is Sn = Sn1Sn2 .
(b) The proof is similar to the proof of part (a), observing that
qlk−1+l(nk) > nkqlk−1  degCHnk .
(c) Let coefxi (P (x)) denote the coefficient of xi in a polynomial P(x). By part (a) of the
lemma we get coefxi (Rn(x)) = #τ i (Sn) = #τ i (Sn1 · · ·Snk ). Thus,
coefxi
(
Rn(x)
)=∑
{
#τa1 (Sn1) · · ·#τak (Snk ): a1, . . . , ak ∈ {0, . . . ,#(G)− 1}a1 + · · · + ak ≡ i
(
mod #(G)
) }.
Put P(x) = Rn1(x) . . .Rnk (x). Since Rnj (x) =
∑#(G)−1
i=0 #τ i (Snj )xi , we get
coefxi
(
P(x)
)=∑
{
#τa1 (Sn1) · · ·#τak (Snk ): a1, . . . , ak ∈ {0, . . . ,#(G)− 1}a1 + · · · + ak = i
}
.
Thus,
coefxi
(
Rn(x)
)= ∑
t≡i (mod #(G))
coefxt
(
P(x)
)
, i = 0,1, . . . ,#(G)− 1.
This implies that Rn(x) ≡ P(x) (mod x#(G) − 1).
(d) This follows from the equality Hqin(x) = Hn(xqi ). 
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(1) A particular case of Lemma 14(c) (for H = x + 1) has been proved by Garfield and Wilf
[12].
(2) Since degRn(x) < #(G), the polynomial Rn(x) is the remainder of the product
Rn1(x) · · ·Rnk (x) upon division by x#(G) − 1.
The following lemma is probably well known, but, for the sake of completeness, the proof is
given below.
Lemma 15. Let w be a word over Z/qZ. Then the set of numbers n such that [n]q contains w as
a subword is of density 1.
Proof. Write w = 0l[k0]q where k0, l are nonnegative integers. Consider the base ql(w) repre-
sentation of an integer n > 0.
[n]ql(w) = tr . . . t1t0.
Note that if [n]q does not contain any occurrence of w, then ti = k0 for each i = 0, . . . , r − 1.
This implies that the number of integers n ∈ [0,N) such that w does not occur in [n]q is
O((ql(w) − 1)logql(w) N ) = O(Nα0), where α0 = 1l(w) logq(ql(w) − 1) < 1. 
Proof of Proposition 2. (a) In order to show that G is a group, we prove that ab ∈ G
for each a, b ∈ G. Take n1, n2 > 0 with a ∈ Sn1 , b ∈ Sn2 and let n be the integer given by[n]q = [n1]q0L[n2]q . Lemma 14 yields ab ∈ Sn and thus ab ∈ G.
Since H is a monic polynomial with at least 2 nonzero coefficients, we may write
H(x) = xk1 + cxk2 +C0(x),
where k1 > k2, c = 0 and C0 is a polynomial whose degree is less than k2 (possibly C0 = 0).
Observe that the coefficient of x(n−1)k1+k2 in Hn is nc. Thus we obtain
G ⊇ {c,2c, . . . , (p − 1)c}.
Since G is a group, this implies that G ⊇ {1,2, . . . , p − 1} = E×.
(b) The binomial formula yields that each element b ∈ Sn is of the form b =
(
n
k
)
ak for some
k  n. Note that
(
n
k
) ∈ E and thus we obtain G ⊆ 〈E×, a〉. By (a), G ⊇ E×. Since a ∈ S1, we
have G ⊇ 〈E×, a〉.
(c) If F is a prime field, then for each c ∈ G we get {c,2c, . . . , (p − 1)c} = F×. Thus the proof
of (a) shows that each a ∈ F× is a coefficient in Hn for some n p − 1.
Assume that q = pe for some e > 1, and let A denote the triangle corresponding to (Hn)∞n=0.
Let a ∈ F× and Fa(k) denote the number of a’s in the first qk rows of A. Theorem 6 in [20]
provides an m × m matrix D and column m-vectors u,v such that Fa(k) = uT Dkv for each
k  0. Since the matrix D and vectors u,v are nonnegative, we conclude that, if uT Dkv = 0 for
all k < m, then uT Dkv = 0 for any k. Thus it suffices to take M = qm. By [20, Proposition 4],
m qdegH+1 and thus, M  qqdegH+1 .
(d) It is enough to prove that for each a ∈ G, the set Xa = {n: Na(n) > 0} is of density 1.
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word 0L[k]q0L. Thus, [n]q = w10L[k]q0Lw2 for some words w1,w2 over Z/qZ. By Lemma 14
we have Sn = SkSn′ where n′ is an integer with [n′]q = w10Lw2. Since H is monic we have
1 ∈ Sn′ , and since a ∈ Sk we get a ∈ Sn and so n ∈ Xa . This shows that Xa contains each num-
ber n such that 0L[k]q0L is a subword of [n]q . Lemma 15 shows that Xa is of density 1. 
Remark. In practice, it seems that one may take a much smaller M than the bound given in
Proposition 2(b) for the case of a nonprime q .
Lemma 16. Let S,T be nonempty multisets over G and denote f (S) = maxa∈G #a(S)
mina∈G #a(S) − 1 (where
we put f (S) = ∞ if #a(S) = 0 for some a). Then
f (ST )min
(
f (S), f (T )
)
.
Proof. We begin by proving that f (ST ) f (T ). If f (T ) = ∞, then the claim is obvious. As-
sume therefore that each element of G appears in T and thus also in ST . Denote
#m(T ) = min
a∈G #a(T ), #M(T ) = maxa∈G #a(T ).
For every a, b ∈ G we have
#a(ST )
#b(ST )
=
∑
t∈G #t (S)#t−1a(T )∑
t∈G #t (S)#t−1b(T )

∑
t∈G #t (S)#M(T )∑
t∈G #t (S)#m(T )
= #M(T )
#m(T )
.
Thus, f (ST ) f (T ) and by similar arguments f (ST ) f (S). 
Remark. If f (S), f (T ) = 0,∞, then the inequality in Lemma 16 is strict. Thus, if we take
multisets T1, T2, . . . , over G with f (Ti) ∈ (0,∞), then the product T1T2 · · ·Tk becomes more
and more balanced as k grows. Yet, it may happen that fk = f (T1T2 · · ·Tk) converges to some
positive constant c. For example, take a monotonous decreasing sequence (qk)∞k=0 of rational
numbers which converges to c and let (Tk)∞k=1 be multisets over (Z/3Z)× with
#1(T1)
#2(T1)
= q1 + 1, #1(Tk+1)#2(Tk+1) =
qkqk+1 + qk + qk+1
qk − qk+1 , k = 1,2, . . . .
One can prove that fk = qk and so limn→∞ fk = c.
Proof of Proposition 3. Lemma 14(d) shows that Na(n),N =0(n), f (n) do not depend on lk .
Thus we may assume lk = 0.
(a), (b) follow directly by Lemma 14(a).
(c) If k = 2 then Sn = Sn1Sn2 and the lemma follows by Lemma 16. The general case follows
by induction on k. 
Lemma 17. Let n(k)0 be as in Section 2 and ξ ∈ C be a primitive root of unity of order #(G). Thenfor each i = 0,1, . . . ,#(G)− 1 and k  0,
Nτ i
(
n
(k)
0
)= Rn0(1)k + ξ−iRn0(ξ)k + · · · + ξ−i(#(G)−1)Rn0(ξ#(G)−1)k
#(G)
. (8)
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to the sum of coefficients in P(x) = Rn0(x)k , corresponding to xj ’s with j ≡ i (mod #(G)).
Routine arguments on generating functions show that this sum is equal to the right-hand side
of (8). 
Proof of Theorem 4. Proposition 3(c) implies that
max
n∈W(u0,k)
f (n) = f (n(k)0 ).
Let us prove that |Rn0(ξ i)| <Rn0(1) for i = 1, . . . ,#(G)− 1. Then by Lemma 17 we obtain
Na(n(k)0 )
Rn0(1)k
= 1
#(G)
+O(γ k), a ∈ G,
for some γ < 1. Thus, f (n(k)0 ) = O(γ k).
Let X ⊆ G denote the set of elements appearing in Sn0 , and write
X = {τd0, τ d1 , . . . , τ dr },
with 0 = d0 < d1 < · · · < dr < #(G). Let at = #τdt (Sn0) for t  r . We have Rn0(x) =
∑r
t=0 atxdt
and so Rn0(1) =
∑r
t=0 at . Since the at ’s are positive, we get that |Rn0(ξ i)| Rn0(1) for each i,
and that the inequality is strict unless ξ idt = 1 for each t  r . Since ξ is a primitive root of unity
of order #(G), this happens if and only if τ idt = 1 for each t  r , and so ai = 1 for all a ∈ Sn0 .
Recall that Sn0 generates G. Thus, we must have |Rn0(ξ i)| <Rn0(1) for i = 1, . . . ,#(G)−1. 
Let z be a word over Z/qZ. For each n ql(z)+2, i  l([n]q)− l(z)− 2 we define an integer
τi(n)  n as follows: Write [n]q = w1w2 where l(w2) = i. Then, τi(n) is the maximal integer
k ∈ [0, n] whose base q representation ends with zw2 (this implies that [k]q = wzw2 where w is
the base q representation of  n
qi+l(z)  − δ for some δ = 0,1). Put wi(n) = [τi(n)]q .
Example 18. Let q = 3, z = 021 and take n = 773. Thus, [n]3 = 1001122 and
w0(n) = 1001021,
w1(n) = 1000212,
w2(n) = 202122.
Remarks.
(1) One may define w3(n) = 021122. However, in order to avoid leading 0’s in wi(n), we restrict
ourselves to i  l([n]q)− l(z)− 2.
(2) Even in cases where [n]q itself does not contain occurrences of z, it may happen that wi(n)
contains the word z more than once. For example, if q = 3, z = 101 and [n]3 = 1020001,
then w2(n) = 1010101 contains 3 occurrences of z.
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occurrences of z.
Lemma 19. Assume that z does not consist only of occurrences of the letter q − 1. Then there
exist constants Kj (= Kj(z,H,q)), j = 0,1,2, such that for any n ∈Wz, i  l([n]q)− l(z)− 2,
(a) There are at most K0 occurrences of z in [τi(n)]q .
(b) There are at most K1 pairs (n′, i′), n′  0, i′  l([n′]q)− l(z)− 2, such that τi′(n′) = τi(n).
(c) NC=0(n)K2NC=0(τi(n)) for each C(x) ∈ F[x].
Proof. (a) Write [n]q = w0w1w2, [τi(n)]q = w′0zw2 where l(w2) = i, l(w1) = l(z), and let k
be such that [k]q = w0. Note that w′0 ∈ {[k]q, [k − 1]q}, and that by our assumptions, w0 does
not contain occurrences of z. Since z = (q − 1)l(z), this implies that z occurs in w′0 at most
once. Since z does not occur in w2, we conclude that there are at most 2l(z) occurrences of z in
[τi(n)]q = w′0zw2.
(b) For each such pair (n′, i′), we get an occurrence of z in [τi(n)]q , starting at the i′th digit.
Thus, the proof of part (a) shows that there are at most 2l(z) possibilities for i′. Let us fix such
an i′ and write [τi(n)]q = w0zw2 with l(w2) = i′. Take a k with [k]q = w0. Note that the base q
representation of n′ must be of the form [n′]q = w′0w1w2 for some word w1 of length l(z) and
w′0 ∈ {[k]q, [k + 1]q}. Thus there are at most 2ql(z) possibilities for choosing n′, and so we may
take K1 = 4l(z)ql(z).
(c) Note that τi(n) = n− cqi for some c < ql(z) and write
CHn = CHτi(n)Hcqi .
Since the number of nonzero coefficients in Hcqi (x) = Hc(xqi ) is bounded by c degH + 1 
ql(z) degH , we obtain NC=0(n) (ql(z) degH)NC=0(τi(n)). 
Remarks.
(1) Lemma 19(c) shows that N
C=0(n)
NC=0(τi (n))
is bounded. It is interesting to note that, although
τi(n)  n, the inverse
NC=0(τi (n))
NC=0(n)
is unbounded in general. In fact, taking H = x + 1 and
a word z = 0l(z), one can prove that N =0(τ0(qk)) = Ω(qk). Since N =0(qk) = 2, we obtain
that limk→∞
N =0(τ0(qk))
N =0(qk) = ∞.
(2) The first two parts of the lemma fail if z = (q − 1)l(z). However, we did not use this assump-
tion in the proof of the third part.
Proposition 20. Let z be a word over Z/qZ andW(N) =W ∩ [0,N]. Denote the set of integers
n ∈ [0,N ] whose base q representation does not contain occurrences of z. Then
lim
N→∞
∑
n∈W(N)NC=0(n)∑N
n=0NC=0(n)
= 0.
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may assume that z is not of the form z = (q − 1)l(z).
Obviously,
∑∞
n=0NC=0(n) = ∞. Taking a function β :N → N which goes “slowly enough” to∞ we get
lim
N→∞
∑qβ(N)
n=0 NC=0(n)∑N
n=0NC=0(n)
= 0. (9)
Consider the sets Wβ(N) = W(N) \ [0, qβ(N)). By (9) it suffices to prove that
limN→∞
∑
n∈Wβ (N)NC=0(n)∑N
n=0NC=0(n)
= 0.
Using Lemma 19 we obtain
K1K2
N∑
n=0
NC=0(n)K2
∑
n∈W(N), il([n]q )−l(z)−2
NC=0
(
τi(n)
)

∑
n∈W(N), il([n]q )−l(z)−2
NC=0(n)

∑
n∈Wβ(N)
(
β(N)− l(z))NC=0(n).
Since K1,K2 are constants, and β(N) − l(z) goes to ∞ as N → ∞, this implies the proposi-
tion. 
Proof of Theorem 6. Let ε > 0 and w be a word as in Theorem 1.
(a) We have maxa,b∈G |Na(n)Nb(n) − 1| < ε for each n whose base q representation contains w as
a subword. Since (by Lemma 15) most n’s are such, we conclude that D-limn Na(n)Nb(n) = 1.(b) LetW(N) be the set of integers n ∈ [0,N] whose base q representation does not contain
any occurrences of w. Thus,
∣∣∣∣
∑{Na(n): n ∈ [0,N] \W(N)}∑{Nb(n): n ∈ [0,N] \W(N)} − 1
∣∣∣∣< ε, a, b ∈ G,
for every N  l(w). Proposition 20 shows that
∑
n∈W(N)N =0(n) is relatively negligible for
large N ’s (comparing to the sum over n ∈ [0,N] \W(N)). This implies the theorem. 
Proof of Proposition 9. Assume that Hk is totally balanced. Proposition 3(c) shows that Hn
is totally balanced for each number n whose base q representation contains the word 0L[k]q0L.
Thus the claim follows from Lemma 15. 
Lemma 21. Let H and G be as in Section 2. Assume that H /∈ GF(2)[x] and that some power
of H is totally balanced. Then x − 1 divides H .
Proof. Let Hk0 be a totally balanced power of H and N = Na(k0) be the number of occur-
rences of each a ∈ G in Sk0 . Since H /∈ GF(2)[x], we get #(G) > 1. Note that the sum of
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have
∑
a∈G a = 0. Thus, the sum of coefficients in Hk0 is 0, which implies that x − 1 | Hk0 , and
so x − 1 | H as well. 
Proof of Theorem 11. (a) By Lemma 14(b) we have SC
nql0+k0 = SnS
C
k0
. Since Sn is a multiset
over G, we conclude that NCGa(nql0 + k0) > 0 if and only if SCk0 contains an element of the
coset Ga. Note that this condition does not depend on n. Thus, if NCGa(nql0 + k0) is positive for
some value of n, then it must be positive for every n. This implies (a).
(b) Let #(S) denote the size of a multiset S. As in part (a), we have SC
nql0+k0 = SnS
C
k0
. Theo-
rem 6(a) shows that for most n’s we have #t (Sn)#(Sn) ≈ 1#(G) , t ∈ G (in the sense that D-limn #t (Sn)#(Sn) =
1
#(G) ). Since
#a
(
SC
nql0+k0
)= #a(SnSCk0
)= ∑
r∈Ga
#r
(
SCk0
)
#r−1a(Sn),
we conclude that
D-lim
n
#a(SC
nql0+k0)
#(Sn)
= N
C
Ga(k0)
#(G)
. (10)
Dividing (10) by its analogue for #b(SC
ql0n+k0), we obtain
D-lim
n
#a(SC
nql0+k0)
#b(SC
nql0+k0)
= N
C
Ga(k0)
NCGb(k0)
.
(c) Let ε > 0. Using Theorem 1 we can take a positive integer k such that f (Sk) =
maxa∈G #a(Sk)
mina∈G #a(Sk) − 1 is smaller than ε. Put
L0 = logq degCH	, w′ = 0L[k]q0L0
and note that for every integer n > 0 whose base q representation contains an occurrence of w′,
say [n]q = [n1]q0l1[k]q0l2[n2]q for some l1  L, l2  L0, we have SCn = Sn1SkSCn2 , and so (by
Lemma 16),
f
(
SCn
)
 f (Sk) < ε.
Thus, the proof of (c) is obtained from the proof of Theorem 6 by replacing w with w′ and
Na(n), N =0(n), respectively, with NCa (n), NC=0(n). 
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